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Resumen y Abstract V 
 
Resumen 
Un objetivo principal de la genética humana es comprender la relación entre las 
variaciones en las secuencias de ADN y la susceptibilidad a ciertas enfermedades. En este 
trabajo en particular, la información genética se analiza en relación con la enfermedad de 
Alzheimer (EA), con el fin de mejorar su diagnóstico, prevención y tratamiento. En 
Colombia, esta enfermedad requiere actualmente una atención especial debido a que su 
incidencia ha aumentado significativamente en los últimos años. Por esta razón, este 
trabajo analiza un conjunto de doce marcadores genéticos o polimorfismos de nucleótido 
simple (SNP) en un grupo de pacientes colombianos con EA a través de un método de 
inducción constructiva basado en un enfoque de aprendizaje de máquina, denominado 
reducción de dimensión multifactorial (MDR). Además, se realizaron análisis de epistasia 
estadística, obteniendo la relación de sinergia entre las variables mediante la ganancia de 
la información de los genes relacionados con la AD, proporcionando una metodología 
simple para caracterizar las interacciones en los estudios de asociación genética y 
determinar los rasgos más importantes que describen el comportamiento de la 
enfermedad. 
 
Palabras clave: Interacciones entre genes, epistasia estadística, inteligencia 
computacional, enfermedad de Alzheimer. 
 
Abstract 
A main goal of human genetics is to understand the relationship between variations in DNA 
sequences and the susceptibility to certain illnesses. In this particular work, genetic 
information is analyzed in relation to the Alzheimer's disease (AD) in order to improve its 
diagnosis, prevention and treatment. In Colombia, this disease currently requires special 
attention because its incidence has increased significantly in recent years. Thus, this work 
analyzes a set of twelve genetic markers or single nucleotide polymorphisms (SNPs) in a 






learning approach, namely, multifactor dimensionality reduction (MDR). Also, some 
statistical epistasis analysis is carried out. Particularly, epistasis is obtained based on 
information gain from AD related genes, providing a simple methodology to characterize 
interactions in genetic association studies and capturing important traits that describe the 
behavior of the disease. 
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Una meta central de la genética humana es entender la relación entre las variaciones de 
la secuencia de ADN y la susceptibilidad a cierta enfermedad, para este caso particular en 
relación con la enfermedad de Alzheimer (EA), con el fin de mejorar el diagnóstico, 
prevención y tratamiento de la misma. Es acertado suponer que las enfermedades 
comunes deben ser controladas por mecanismos genéticos más complejos caracterizados 
por la acción conjunta de varios genes, teniendo cada gen un solo efecto marginal 
pequeño, tal vez porque la selección natural ha eliminado los genes que producen los 
efectos más grandes, y en este escenario, se deben analizar conjuntamente grupos de 
marcadores para el desarrollo de estudios de asociación, mediante la agrupación de 
marcadores en genotipos multi-locus para que la unidad básica del análisis estadístico sea 
el individuo [1]. 
 
Esta interacción entre los diferentes genes al expresar un carácter fenotípico, se denomina 
epistasia [64] y ha sido reconocida por muchos años como la desviación de las 
proporciones de segregación mendeliana o alteraciones de aditividad en un modelo 
estadístico lineal y es probable en parte a mecanismos de estabilización de selección en 
la evolución de las redes genéticas [24-25]. Particularmente, la epistasia de carácter 
estadístico se produce a nivel de la población cuando hay variaciones interindividuales en 
secuencias de ADN, y es difícil de detectar y caracterizar en estudios en seres humanos 
debido a su inherente no linealidad, que puede derivarse de fenómenos como la 
heterogeneidad del locus, la fenocopia y la dependencia de efectos genotípicos en factores 
ambientales (es decir, las interacciones gen-ambiente) y genotipos en otros loci (es decir, 
interacciones gene–gene o epistasia) [23]. El modelado de dichas interacciones no lineales 
requiere de métodos analíticos especiales ya que los enfoques estadísticos paramétricos, 
como la regresión logística, son útiles en la detección de efectos principales 
independientes, pero tienen bajo poder de detectar interacciones no lineales. Adicional a 
esto, los modelos que relacionan las combinaciones de polimorfismos de nucleótido 






difíciles de interpretar debido a su dimensión [26, 27]; por ejemplo, los análisis de genoma 
humano presentan dificultades para su análisis e interpretación, sobre todo cuando se 
incluyen grandes cantidades de SNP y de individuos [41]. 
 
La interpretación de la interacción de genes en la enfermedad de Alzheimer es un reto 
importante, teniendo en cuenta que los índices de las enfermedades de tipo 
neurodegenerativo y mental se incrementa en Colombia. Aunque el principal factor de 
riesgo de la enfermedad es la edad [45], de acuerdo con diversos estudios se ha podido 
identificar que la EA puede ser consecuencia de factores genéticos y/o ambientales, siendo 
esta premisa demostrada mediante estudios de EA que han divulgado resultados donde 
se presenta una fuerte asociación con la codificación de polimorfismos del gen y promotor 
de la apolipoproteína E (APOE) en muestras colombianas. Sin embargo, dichos 
polimorfismos explican sólo una fracción del riesgo genético asociado con la enfermedad 
de Alzheimer, y es posible que las variantes en genes adicionales puedan conferir un 
mayor riesgo para desarrollar la enfermedad, por lo cual es factible que futuras 
combinaciones de plataformas de genotipado de alto rendimiento, modelos de análisis 
multivariado y técnicas computacionales puedan llevar a la identificación de otros factores 
de susceptibilidad genética en los pacientes de la población colombiana [2], incrementando 
la importancia en el desarrollo de aplicaciones y profundización en las técnicas de análisis 
anteriormente mencionadas. 
 
Como un problema de carácter nacional, la enfermedad ha sido abordada desde las 
diferentes áreas del conocimiento, especialmente la medicina, la estadística y la 
informática. Como soporte a esa iniciativa, el presente trabajo tiene como objetivo analizar 
mediante inteligencia computacional marcadores genéticos para un conjunto de pacientes 
colombianos con dicha enfermedad. Para el logro de este fin se ha propuesto diseñar e 
implementar una metodología que logre extraer conocimiento de la muestra de casos y 
controles, y efectuar la comparación de los resultados obtenidos frente a los realizados en 








El estudio se fundamenta en los proyectos realizados por el Instituto de Genética de la 
Universidad Nacional de Colombia, para los cuales se conformó una base de datos con 
pacientes que padecían EA (casos) y personas con características similares sin la 
enfermedad (controles). A partir de estos datos se han generado interpretaciones de la 
enfermedad desde el punto de vista clínico, y como complemento a ese avance en este 
documento el producto final se estructuró atendiendo los requerimientos de analizar 
exclusivamente las variables genéticas de los individuos con el fin de descubrir patrones 
que aporten al conocimiento de la enfermedad.  
 
En el primer capítulo se describe la enfermedad de Alzheimer y cómo la genética influye 
en su detección mediante los marcadores CR1rs3818361, BIN1rs744373, CLUrs2279590, 
CLUrs11136000, SORL1rs1121830, PICALMrs3851179, GWArs11622883, 
PVRL2rs6859, TOMM40rs2075650, APOErs440446, APOErs429358 y APOErs7412. En 
el segundo capítulo se describen los avances en inteligencia computacional enfocados en 
la obtención de patrones en muestras genéticas como son las redes estadísticas, 
aprendizaje de máquina supervisado y regresión logística. Posteriormente, se describe la 
metodología donde se quiere entender la relación entre las variaciones en la secuencia de 
ADN y la susceptibilidad a ciertas enfermedades, para este caso particular en lo referente 
a la enfermedad de Alzheimer, para mejorar el diagnóstico, prevención y tratamiento 
haciendo uso del conjunto de datos de los doce polimorfismos de nucleótido simple en 
pacientes colombianos a través de una inducción constructiva y aprendizaje de máquina 
para reducir la dimensionalidad de la muestra (MDR) y un software de representación de 
redes para describir la epistasia estadística. Finalmente, se describe cómo en el presente 
estudio se logró representar esta epistasia en relaciones de dos y tres SNP basadas en la 
ganancia de la información, entropía e información mutua de las variables, proporcionando 
una metodología simple para caracterizar las interacciones en los estudios de asociación 







1. Enfermedad de Alzheimer 
La enfermedad Alzheimer es la principal clase de demencia en el mundo, aunque el 
impacto médico y social de la enfermedad se proyecta más en los países en desarrollo, 
sus factores etiológicos específicos en estas poblaciones con diversos antecedentes 
genéticos y ambientales permanecen inexplorados [4, 28, 29]. Se define como una 
combinación de déficit cognitivo lentamente progresivo, síntomas psiquiátricos y lesiones 
macroscópicas y microscópicas del cerebro manifestándose primero como deterioro 
cognitivo leve amnésico antes de progresar a una demencia, en que el deterioro de la 
memoria generalmente sigue siendo el déficit cognitivo más prominente. Gran cantidad de 
estudios clínico-patológicos hospitalarios han demostrado que los efectos producto de los 
depósitos amiloideos fibrilares, entendidos estructuralmente como filamentos anormales 
de proteína en placas amiloideas, y los ovillos neurofibrilares compuestos por la proteína 
Tau [8], son posiblemente los causantes de la enfermedad [6, 10]. 
 
Su descubrimiento inicia con observaciones y estudios realizados por Tomlinson y 
colaboradores [46], quienes indicaron la presencia de lesiones sustanciales en personas 
ancianas cognitivamente intactas; luego estos resultados fueron complementados por la 
investigación de Braak y su grupo de trabajo [47], quienes lograron demostrar el aumento 
gradual de los depósitos amiloideos en el envejecimiento cerebral. Posteriormente, luego 
del análisis de cerebros afectados por la enfermedad, la proteína TAU fue identificada 
como el principal constituyente de los ovillos neurofibrilares (agregados de proteína tau 
hiperfosforilada), y Yanker et. al., descubrieron las propiedades neurotóxicas de la proteína 
amiloide beta [6]. 
 
El estudio riguroso de la enfermedad continuó en la década de los 70 con la identificación 
de los primeros blancos terapéuticos para el desarrollo de fármacos; las divisiones del 
lóbulo temporal medial tomaron importancia para la descripción detallada de los patrones 
de la atrofia asociada con la pérdida progresiva de la memoria. En la década de los 90, se 
identificaron los primeros genes que confieren riesgo en la aparición temprana de la 





enfermedad y en su fase tardía (apoliprotein APO ε4, proteína precursora del amiloide beta. 
Recientemente, luego de estos descubrimientos se han identificado polimorfismos en otros 
genes, aparentemente implicados en la separación y procesamiento del amiloide beta, 
sustentados en los estudios del genoma, y observaciones que posteriormente fueron 
confirmadas por otros grupos en diversas muestras clínicas [6]. La enfermedad de 
Alzheimer, es pues, la forma más común de demencia siendo una enfermedad 
degenerativa incurable y terminal, frecuente en personas mayores de 65 años aunque 
pueda presentarse mucho antes de esta edad [7].  
 
La enfermedad afecta la mayoría de las personas (hasta el 75% de más de 35 millones 
que sufren de demencia en todo el mundo), y se cree que su prevalencia puede duplicarse 
cada 20 años, estimando que en el 2050 aproximadamente 115 millones de personas 
pueden verse afectadas. El impacto de la enfermedad no solamente radica en las víctimas 
sino también recaen las personas que cuidan de ellos, por lo que se considera de gran 
importancia para el sistema de salud de cada país. Los factores de origen son en su 
mayoría desconocidos aunque existe una creciente evidencia de que aspectos 
psicosociales, vasculares y trastornos conforman las causas de la enfermedad [7]; y en la 
actualidad se reconocen los factores genéticos como parte importante de esta demencia, 
contextualizándola como una serie continua de interacciones entre los diferentes grados 
de la variable genética versus la influencia ambiental. Se cree que estas variables 
genéticas intervienen en la tendencia que tienen proteínas específicas de acumularse de 
forma anormal y depositarse en el cerebro, por lo que la intervención en esta área puede 
disminuir el riesgo de su desarrollo o al menos retrasar la manifestación clínica [8]. 
1.1 Genética de la enfermedad 
Los descubrimientos en genómica están transformando la ciencia médica, proporcionando 
nuevos métodos para predecir la ocurrencia o avance de enfermedades que tienen una 
base genética [48]. Debido a su importancia en los temas de salud pública, existe gran 
interés en la identificación de genes de susceptibilidad relacionados con enfermedades 
comunes, que proporcionen información sobre el riesgo debido a su interacción compleja 
y a la intervención de los factores ambientales; con el soporte de la certeza que ofrecen 





las variantes mendelianas altamente penetrantes, donde la presencia o ausencia de 
mutaciones específicas es claramente asociada con la manifestación futura de 
determinada enfermedad [9]. 
 
Desde la finalización de la secuenciación del genoma humano, se ha evidenciado el 
avance en la descripción de la variación genética humana; la más común en el genoma 
humano es el polimorfismo de nucleótido simple (SNP) [1]. Existen en el genoma al menos 
10 millones de SNP con frecuencia > 1%, que se cree son responsables de alrededor del 
90% de la variación genética humana. Actualmente, hay más de 10 millones SNP en el 
repositorio público de las variaciones del ADN, dbSNP. Con este completo catálogo de 
SNP disponibles, los investigadores están desarrollando métodos para ser aplicados en 
estudios de asociación genética, con el objetivo de identificar variantes de ADN que tienen 
influencia en la predisposición a enfermedades humanas, por medio de la re-secuenciación 
de genes o regiones genómicas en varias muestras de la población [11]. 
 
Existen algunos ejemplos en los cuales las variantes comunes son constantemente 
asociadas con un fenotipo común de la enfermedad por ejemplo, CARD15 y la enfermedad 
de Crohn, y APOE y la enfermedad Alzheimer [1]. Sin embargo, algunos investigadores 
sostienen que no todas las enfermedades humanas pueden atribuirse a variantes 
comunes, y que es más probable que varias variantes raras en varios sitios 
(heterogeneidad alélica y genética) podrían reflejarse de manera más evidente en los 
fenotipos estudiados. La temática se torna más compleja cuando se analiza el término 
“variante común” ya que algunos investigadores lo definen como un alelo con > 20% MAF, 
y otros como un alelo con > 1% MAF. En general, los factores como la historia de la 
población, la selección natural y la recombinación genética hacen difícil predecir a priori 
qué regiones del genoma humano tendrán niveles de información aceptable para estudios 
de asociación genética; más aún cuando, aproximadamente el 70% del riesgo de un 
individuo determinado para el desarrollo de EA es conferido a través de su repertorio 
genético [10]. Existen relativamente pocos polimorfismos únicos recientemente 
descubiertos que alteran el riesgo de EA, como los alelos en CLU, SORL1, PICALM y 
BIN1; pero su penetrancia (penetrance, en inglés), que es la probabilidad condicional de 
que una persona seleccionada al azar de la población posea la enfermedad, es mucho 





más débil, es decir, el efecto de la mutación en el riesgo para el fenotipo de la enfermedad 
es menos previsible en comparación con las mutaciones en APOE [8]. 
 
Para los procesos de análisis de muestras de la enfermedad, se utilizan los casos y 
controles cuya característica radica en que los sujetos incluidos en la muestra se 
seleccionan aleatoriamente de una población dada por su condición de enferma o 
afectada. Los marcadores genéticos de los individuos pertenecientes a los dos grupos, 
casos y controles, se comparan con el objetivo de que sus diferencias, en algunas regiones 
estrechas del genoma, puedan ofrecer una explicación causal para el estado de la 
enfermedad. En este entorno se cuenta con los dos alelos o los tres genotipos de un locus 
y se comparan en los dos grupos, afectados y controles. Si hay una diferencia en las 
frecuencias entre las dos muestras, hay evidencia de que el marcador está en desequilibrio 
de ligamiento con el gen afectando la susceptibilidad de la enfermedad [11]. 
 
En los últimos años, el estudio de los marcadores genéticos ha sido revolucionado por el 
éxito de las asociaciones encontradas en el genoma. La mayoría de estos estudios ha 
utilizado una estrategia de análisis de locus simple, en el que cada variante se prueba 
individualmente para la asociación con un fenotipo específico. Sin embargo, una razón por 
la que a menudo se cita la falta de éxito en estos estudios genéticos de enfermedades 
complejas es la existencia de interacciones entre los loci. Si un factor genético funciona 
principalmente a través de un mecanismo complejo que involucra múltiples genes distintos 
y, posiblemente, factores ambientales, el efecto podría perderse si el gen es examinado 
aisladamente sin tener en cuenta sus interacciones potenciales con estos otros factores 
desconocidos [12]. 
 
Para tener mayor claridad sobre los conceptos es necesario describir algunos términos 
básicos [14]. 
 
Heterocigótico. Un individuo es heterocigótico en una ubicación del gen si tiene 2 alelos 
diferentes uno en el cromosoma materno y otro en el paterno. 
 





Homocigótico. Un individuo es homocigótico en una ubicación del gen si tiene 2 alelos 
idénticos en esa ubicación. 
 
Acoplamiento. La tendencia de genes u otras secuencias de ADN en loci específicos a 
heredarse juntos como consecuencia de su proximidad física en un solo cromosoma. 
 
Desequilibrio de Ligamiento. Una medida de asociación entre alelos en diferentes loci.  
 
Locus/loci. El sitio o sitios en un cromosoma en el que se encuentra el gen para un rasgo 
particular o un gen en el que se encuentra un SNP particular. 
 
Mutación. Una variante rara en un gen, que ocurre en el 1% de una población.  
 
Polimorfismo. Existencia de dos o más variantes de un gen, que ocurren en una población 
con al menos 1% frecuencia de la variante menos común.  
 
SNP. Abreviatura de polimorfismo de nucleótido simple, un solo par de bases cambia en 
la secuencia de ADN en un determinado punto en comparación con la secuencia común o 
natural (wild type, en inglés). Los científicos han catalogado más de 12 millones de SNP a 
la fecha. Algunos de ellos pueden cambiar la secuencia de aminoácidos de la proteína 
resultante. Otros SNP están en áreas del cromosoma que directamente no codifican 
proteínas, pero aún pueden influir en la función de la célula a través de otros medios, como 
el control de la cantidad de proteína que la célula construye. Dado el gran número de SNP, 
su nomenclatura puede ser confusa, pero el sistema más común utiliza un número con el 
prefijo "rs" por ejemplo, rs1228756. Las diferentes formas o variantes que puede llevar un 
polimorfismo particular se llaman alelos. Hay varias ventajas de usar datos de SNP. En 
primer lugar, los SNP cambian de manera poco probable con el tiempo, es decir, el patrón 
de SNP de un paciente suele ser el mismo desde su nacimiento o en cualquier fase de su 
vida. En segundo lugar, se pueden extraer de cualquier tejido en el cuerpo por lo que es 
relativamente fácil en comparación con los microarreglos [15]. 
 





En los estudios de casos y controles se compara la frecuencia de alelos SNP en dos grupos 
bien definidos: casos, que han sido diagnosticados con la enfermedad bajo estudio, y 
controles, que se sabe que no son afectados o que han sido seleccionados al azar de la 
población. Una mayor frecuencia de un SNP encontrado en los casos comparada con la 
encontrada en los controles indica que la presencia del alelo SNP puede aumentar el riesgo 
de enfermedad. El principal problema en estudios de casos y controles es asegurar a un 
buen ajuste entre la información genética de casos y controles, para que cualquier 
diferencia genética entre ellos esté relacionada con la enfermedad bajo estudio y no a un 
sesgo en la muestra [16]. 
 
Epistasia. La definición estadística de epistasia fue dada en [21] como las desviaciones 
de efectos aditivos en un modelo estadístico lineal. Este concepto se ha generalizado como 
la interacción entre genes, y se ha convertido en un tema popular en genética humana en 
los últimos diez años [22]. Existe una creencia creciente de que la susceptibilidad a 
enfermedades comunes puede ser regida por la posible interacción entre múltiples 
variantes genéticas, y ésta es impulsada en gran parte por la idea de que redes 
bioquímicas y procesos de regulación que involucran varios genes, tienen un extremo 
funcional que puede estar influenciado por la presencia simultánea de múltiples variantes 
en dichos genes [42,69]. Además de esta importancia teórica, la epistasia ha demostrado 
funcionalmente que juega un papel importante en las enfermedades humanas, como es el 
caso de la enfermedad de Hirschsprung [72], la esquizofrenia [73], la artritis reumatoide 
[74], el cáncer de vejiga [78], la tuberculosis [79], el glaucoma [80], la fibrilación auricular 
[81] y la enfermedad de Alzheimer en los genes GAB2 y APOE [82]. 
 
La presencia de epistasia es una característica relevante en el proceso, ya que, si el efecto 
de un lugar geométrico es alterado o enmascarado por efectos en otro lugar geométrico, 
la capacidad estadística para detectar el primer lugar geométrico se reduce y la 
identificación de los efectos conjuntos en los dos lugares geométricos se confunde por su 
interacción. Si están involucrados más de dos lugares geométricos, es probable que se 
complique aún más por la posibilidad de interacciones complejas entre algunos o todos los 
lugares [22].  
 





1.2 Descripción de los genes de estudio 
El estudio se realizó sobre la muestra de estudio procedente del grupo de investigación en 
el área genética de la Universidad Nacional de Colombia. Esta muestra está conformada 
por pacientes que padecen EA (denominados casos) y personas de características 
similares desprovistas de la enfermedad en mención (denominados controles). Las 
variables o atributos corresponden a marcadores genéticos que han sido identificados en 
la literatura como posibles causantes de la enfermedad, por esta razón, se incluyeron como 
objeto de estudios clínicos. Asimismo, partiendo de que la intención es lograr predecir el 
riesgo de presentar la enfermedad, se incluye también la clase enfermo/sano como 
variable del análisis. A continuación se describirán los genes de estudio a los cuales 
pertenecen los marcadores seleccionados. 
1.2.1 APOE apolipoprotein E 
El APOE se encuentra ubicado en el cromosoma 1 3597bp 9 en un grupo con APOC1 y 
APOC2. Es una proteína principal de chylomicron que se une a un receptor específico 
sobre las células del hígado y las células periféricas y es esencial para el catabolismo 
normal de los componentes de lipoproteínas ricas en triglicéridos. Está ubicado en la región 
19q13.2 y consta de cuatro exones y tres intrones en 3597bp. La proteína presenta tres 
isoformas: APOE ε4, representada por el marcador rs429358, se encuentra asociada al 
desarrollo de patologías como la EA; APOE ε3 representada por el marcador rs440446; y 
APOE ε2 representada por el marcador rs7412 que es considerada un factor protector para 
la EA (por razones históricas, no hay ningún ε1). De los alelos de APOE ε3 es el más 
frecuente en las poblaciones blancas (78%) y representa el alelo común, ε2 y ε4 son alelos 
variantes [14]. 
 
Fisiológicamente, la proteína APOE lleva una forma de colesterol y se une al receptor de 
APOE en la superficie de las células para que el colesterol sea metabolizado. De las 3 
isoformas de la proteína que se derivan de los 3 alelos correspondientes de APOE, la 
isoforma ε2 ha disminuido la fuerza de enlace, o afinidad al receptor de APOE. Las 
proteínas resultantes de los alelos ε3 y ε4, tienen una mayor afinidad en comparación con 
ε2. Estas isoformas son definidas por cambios en 2 puntos en el ADN, que conducen a 





cambios en los aminoácidos de posiciones 112 y 158 que componen la proteína APOE. El 
alelo ε4 es un fuerte factor de riesgo para EA esporádica y tardía; el grado de riesgo varía 
dependiendo de si el individuo lleva uno o dos alelos ε4. Estos descubrimientos de nuevos 
genes de susceptibilidad en la última década han aumentado el conocimiento de posibles 
determinantes genéticos de EA, pero ninguno de ellos ha sido replicado con tanta 
frecuencia ni tiene como notable un efecto de riesgo como APOE [14]. 
1.2.2 CR1 componente del complemento (3b/4b) del receptor 1 
Este gen es un miembro de los receptores de la familia de activación del complemento 
(RCA) y se encuentra en la región “grupo RCA” del cromosoma 1. El gen codifica una 
glicoproteína de membrana tipo I en los eritrocitos, leucocitos, podocitos glomerulares y 
células dendríticas foliculares esplénicas. La disminución en la expresión de esta proteína 
y/o las mutaciones en sus genes se han asociado con los carcinomas de vesícula biliar, 
lupus eritematoso sistémico y sarcoidosis. Mutaciones en este gene también se han 
asociado con una reducción en la protección contra la malaria severa. En estudios 
recientes se ha logrado identificar su relación con procesos neurodegenerativos.  
1.2.3 BIN1 puente integrador 1 
Se encuentra ubicado en el cromosoma 2. Este gen codifica varias isoformas de una 
proteína adaptadora núcleo-citoplasmática, uno de los cuales fue identificado inicialmente 
como una proteína interactuando con las características de un supresor tumoral. Algunas 
isoformas que se expresan en el sistema nervioso central pueden estar implicadas en la 
endocitosis de vesículas sinápticas. Estudios en ratones sugieren que este gen juega un 
papel importante en el desarrollo del músculo cardiaco. Cuenta con 19 exones y la función 
de BIN1 respecto a la EA, aún no está definida, a pesar de que los estudios de asociación 
con enfermedad se han replicado en las poblaciones africana y europea. 
1.2.4 CLU clusterina 
Se encuentra en el cromosoma 8 en la región 8p21-p12 y se encuentra organizado en 
nueve exones. La proteína codificada por este gen puede bajo ciertas condiciones de 





estrés encontrarse en el citosol de la célula. Se ha sugerido que participa en varios eventos 
biológicos básicos, tales como la muerte celular, la progresión del tumor, y trastornos 
neurodegenerativos. 
1.2.5 SORL1 sortilin-related receptor 
Este gen codifica una proteína de mosaico que pertenece a por lo menos dos familias: la 
proteína vacuolar de clasificación 10 (VPS10) y la familia de receptores (LDLR) de 
lipoproteína de baja densidad. La proteína codificada probablemente juega un papel en la 
endocitosis y puede haber una asociación entre la expresión de este locus y la enfermedad 
de Alzheimer. Se encuentra en el cromosoma 11, en la región 11q23.2-q24.2 y codifica 
para una glicoproteína expresada en muchas neuronas del córtex, hipocampo, cerebelo y 
cordón espinal. 
1.2.6 PICALM proteína de ensamblaje clatrina unión 
fosfatidilinositol 
Este gen codifica una proteína de ensamble de clatrina, que incorpora complejo 2 (AP2) 
de la proteína clatrina y lo adapta a las membranas. La proteína puede ser necesaria para 
determinar la cantidad de membrana que debe reciclarse. Está implicado en la endocitosis 
mediada por clatrina de AP2-dependiente en la unión neuromuscular. Ayuda a establecer 
la polaridad y control del crecimiento de axones y dendritas en neuronas hipocampales 
embrionarias. Los polimorfismos de este gen están asociados con el riesgo de enfermedad 
de Alzheimer, por su intervención en el crecimiento de las neuronas. 
1.3 Obtención del conjunto de datos usado 
En Colombia; entre los estudios que se han desarrollado en torno a la EA, se destaca 
principalmente el realizado en la de la Universidad Nacional por el Grupo de Neurociencias, 
quienes han trabajado con el gen APOE y la EA en una muestra restringida de la población 
colombiana caucásico-mestiza. Sin embargo, estas variaciones sólo explican una fracción 
de los riesgos genéticos asociados con EA y polimorfismos en otros genes pueden conferir 
riesgo adicional para desarrollar EA [83-84]. 






La base de datos AlzGene [85] lista cada día nuevas variantes genéticas con asociación 
significativa, estas asociaciones se basan en asociaciones alélicas y meta-análisis de 
todos los datos disponibles publicados en el tema, incluyendo estudios de gran impacto 
como los GWAS. Los marcadores en un GWAS consisten de SNP que son elegidos con 
base en su capacidad para cubrir variaciones comunes en el genoma humano, en estos 
también pueden incluirse los cálculos de supresiones o multiplicaciones de ciertos 
segmentos del cromosoma de longitud variable (copy-number variants, en inglés). Desde 
el 2007 se cuenta con este tipo de estudios que ha servido como base para realizar 
diferentes estudios de tipo caso-control en búsqueda de réplicas de asociación en 
diferentes marcadores.  
 
El conjunto de datos objeto del presente trabajo es producto de estudios de asociación 
realizados por el Grupo de Neurociencias de la Universidad Nacional de Colombia en los 
que se han presentado genes implicados con mecanismos biológicos que tratan de explicar 
la aparición y desarrollo de la enfermedad. El grupo cuenta con cerca de 600 muestras 
entre pacientes con diagnóstico de demencia (casos) y personas sin antecedentes propios 
ni familiares de enfermedades neurodegenerativas y/o psiquiátricas (controles). Esta 
información se ha obtenido mediante muestras de sangre de pacientes y controles, y ha 
sido tomada con previo consentimiento informado. Las historias clínicas de los pacientes, 
controles y familiares permanecen de manera confidencial en las instalaciones en el 
Instituto de Genética de la Universidad Nacional. Las muestras de sangre tomadas son 
codificadas y almacenadas a -70 º C hasta su utilización. En estas muestras se han 
analizado SNP en los genes CLU, PICALM, CR1, APOE, TOMM40, PVRL2, SORL1, BIN, 
los cuales fueron escogidos después de una revisión bibliografía de estudios de genoma 
completo (GWAS) y réplicas que hayan reportado asociación significativa con la EA en 
regiones distintas a Colombia. Además, se tuvieron en cuenta estudios funcionales que 
demostraban potencial asociación funcional de los genes candidatos con vías metabólicas 
involucradas en el desarrollo de la patología [84]. Los correspondientes SNP se presentan 
a continuación en la Tabla 1. 
 
 





Tabla 1-1: SNP objeto de estudio 
GEN SNP CROMOSOMA LOCALIZACIÓN ALELOS MAF OR 95% (CI) 
CLU rs11136000 8 Intrón C/T T 0.86 (0.82-0.90) 
PICALM rs3851179 11 5' A/G A 0.87 (0.83-0.91) 
CLU rs2279590 8 Intrón A/G A 0.86 (0.81,0,90) 
BIN1 rs744373 2 --- C/T C 1.17 (1.13,1.20) 
TOMM40 rs2075650 19 Intrón A/G G 2.79 (2.38,3.27) 
PVRL2 rs6859 19 3' UTR A/G A 1.50 (1.39,1.62) 
APOE rs440446 19 Intrón C/G C 0.57(0.50,0.65) 
SORL1 rs11218304 11 Intrón A/G G 1.13 (1.02,1.25) 
CRI rs3818361 1 Intrón C/T T 1.19 (1.11-1.26) 
GWA 14 q32.13 rs11622883 14 --- A/T A 0.84 (0.69,1.06) 
 
Para la obtención de los genotipos de cada instancia caso/control se desarrolló por parte 
del grupo de Neurociencias una metodología que incluyó las siguientes actividades [83]: 
 
- Aislamiento genómico. Se evalúa la calidad del ADN genómico extraído y 
conservado a 4°C de pacientes y controles por medio de electroforesis en geles de 
agarosa 0.8%, teñidos con SYBR® Safe DNA Gel y visualizados con luz U.V, para 
esto se usó 5μl de muestra de DNA y 5μl de buffer de carga (azul de bromofenol 
2x). 
 
- Diseño de primers. Se diseñaron tres cebadores (primers, en inglés) para cada una 
de las variaciones de SNP, fueron utilizados para la amplificación por Multiplex 
polymerase chain reaction (multiplex PCR) y su diseño se hizo mediante el 
programa MPprimer (http://biocompute.bmi.ac.cn/MPprimer/) y Primer 3 
(http://frodo.wi.mit.edu/). 
 
- Multiplex PCR. Las multiplex PCR fueron estandarizadas de acuerdo con su 
temperatura de fusión (melting temperatura, en inglés) y concentración de cloruro 
de magnesio. Fueron realizadas en el grupo de pacientes y controles. Las 
verificaciones de amplificación se realizaron en geles de agarosa al 1.5%, teñidos 
con SYBR® Safe DNA Gel y visualizado con rayos ultra violeta. 





- Técnica de identificación de los SNP (SNaPshot). Los procesos de identificación de 








2. Inteligencia computacional en estudios de 
asociación  
En la actualidad los métodos de inteligencia computacional han adquirido importancia en 
la solución de problemas en temas relacionados con las ciencias exactas, que por su grado 
de complejidad, impiden a las metodologías estadísticas o matemáticas ofrecer una 
solución rápida y fácil de implementar, e incluso en algunos casos no pueden brindar 
soluciones a problemas particulares.  
 
Con todos los proyectos de secuenciación de genoma realizados, los datos genéticos tales 
como secuencias de ADN, proteínas, estructuras moleculares, entre otros, crecen 
exponencialmente. Las técnicas de inteligencia computacional que combinan elementos 
de aprendizaje y minería de datos se encuentran muy bien adaptadas para muchos de 
estos problemas que se presentan en biología, ya que tienen capacidad para manejar 
grandes volúmenes de datos de la vida real con ruido, ambigüedad, falta de datos y 
procesamiento de información cambiante. En computación biológica a menudo se requiere 
buscar algunas características o patrones en los extensos conjuntos de datos que 
normalmente se caracterizan por su alta dimensión y porque las muestras cuentan con 
pocos individuos [5]. Es por esto que se hace necesario el desarrollo de enfoques más 
eficientes para análisis de patrones que los métodos tradicionales, y la inteligencia 
computacional es una importante herramienta para este fin. 
 
La Inteligencia Computacional combina elementos de aprendizaje, adaptación, evolución 
y lógica para crear programas que pueden por sí mismos lograr un objetivo específico. 
Asimismo, tiene la capacidad para aprender o para afrontar situaciones nuevas que 
podrían asociarse con atributos propios de la razón como lo son la generalización, el 
descubrimiento, la asociación y la abstracción. Autores como Bezdek [49], Marks [50] y 
Pedrycz [51] han definido la inteligencia computacional de diferentes maneras según los 





desarrollos y acontecimientos luego del surgimiento de esta nueva disciplina, teniendo en 
cuenta que ésta es emergente y no asociada sólo a un número limitado de temas; más 
bien tiene la visión de expandirse en diversas direcciones y emerger con otras disciplinas 
existentes. La tendencia reciente está enfocada en integrar diferentes componentes para 
tomar ventaja de las características complementarias y desarrollar un sistema sinérgico. 
 
Dentro de este contexto es pertinente mencionar el concepto de aprendizaje de máquina 
que consiste en programar el computador para optimizar un criterio de rendimiento 
utilizando datos de ejemplo o experiencia pasada. Generalmente se cuenta con un modelo 
definido y se implementa el aprendizaje ejecutando un programa informático que optimice 
los parámetros del modelo con datos de entrenamiento o experiencia pasada. El modelo 
puede ser predictivo para conocer comportamientos con datos futuros, descriptivo para 
obtener conocimiento de los datos o ambos, utiliza la teoría estadística en la construcción 
de modelos matemáticos, ya que la tarea principal es hacer inferencia de una muestra [30]. 
 
Asimismo, dentro del conjunto de objetivos que persigue la inteligencia computacional 
pueden mencionarse como principales el agrupamiento, que ubica a los individuos en 
clases de características similares; la asociación entendida como la tarea de descubrir las 
reglas para la cuantificación de la relación entre dos o más atributos; y la clasificación 
donde existe un número de clases y una muestra de individuos con varias características 
y el objetivo es asignar a cada individuo una de las clases de acuerdo con sus 
características, proceso en el cual la aplicación principal podría ser la obtención de una 
regla de clasificación para la predicción de instancias nuevas. 
 
De acuerdo con lo anterior, la identificación de patrones asociados con la EA puede 
enfocarse hacia las técnicas de inteligencia computacional; por tal razón, a continuación 
se presenta el contexto del problema a resolver en el presente trabajo, y posteriormente 
se describen las alternativas utilizadas en este campo.  





2.1 Descripción del problema 
La EA es actualmente una de las enfermedades que presenta un riesgo elevado y variable 
dentro de las poblaciones humanas, impactando en la sociedad y en los sistemas de salud 
pública, siendo el tipo más común de demencia. Particularmente en Colombia existe la 
prevalencia en cuanto a enfermedades de este tipo, debido a que la tasa de supervivencia 
de la población adulta mayor está en crecimiento [84]. Por tal motivo, el interés por estudiar 
las diferentes características de ésta patología es cada vez mayor.  
 
Tal como se mencionó en el capítulo anterior, existen numerosos estudios que demuestran 
que el padecimiento de esta enfermedad está relacionado con el comportamiento de 
algunos genes [85], lo que convierte a los estudios genéticos en un frente importante para 
la caracterización de la EA. Es allí donde surgen conceptos como el de epistasia, que 
permite describir las interacciones entre genes y facilita el entendimiento de las 
condiciones que propician la aparición o no de la enfermedad. 
 
Sin embargo, dado que la EA es un ejemplo de enfermedad compleja, estas interacciones 
son difíciles de detectar y caracterizar usando métodos estadísticos paramétricos 
tradicionales, tales como la regresión lineal o logística (86).  
 
Según el contexto anterior, para lograr analizar el conjunto de datos objetivo se deben 
identificar las interacciones y reglas de asociación de dichos atributos con el fenotipo. El 
conjunto de datos está conformado por 393 casos y 236 controles, cada uno con 12 SNP 
o atributos que representan tres tipos de genotipos (homocigotos de mayor frecuencia, 
homocigotos de menor frecuencia y heterocigotos); además para este conjunto de datos 
existe un porcentaje de datos faltantes. Las técnicas utilizadas para alcanzar este objetivo 
deben mostrar a los profesionales en ciencias de la salud, la relevancia y aporte de 
información de cada atributo, el riesgo que éstos pueden conferir, y las sinergias más 
relevantes entre ellos, que en dado caso podría aumentar la posibilidad de padecer la 
enfermedad. 





2.2 Enfoques relacionados 
La selección de variables que puedan llevar a predecir condiciones, en este caso particular, 
conocer que predisposición tiene una persona de padecer EA, es un problema que ha sido 
tratado por la inteligencia computacional y el aprendizaje de máquina. Son técnicas que 
no se ajustan a un modelo único predeterminado, intentan ser eficientes 
computacionalmente y evitan los problemas de sobreajuste mediante validación cruzada. 
Generalmente, estos métodos están referidos a algoritmos que tienen la capacidad de 
aprender de la experiencia y para el presente estudio el enfoque está dirigido al aprendizaje 
de máquina supervisado en el cual la variable de salida binaria, caso/control, guía el 
proceso de aprendizaje. El objetivo principal es predecir esta variable a partir de atributos 
de entrada dados (en esta caso un conjunto de SNP). Seguidamente, se describen algunas 
de las técnicas alternativas a los métodos estadísticos, en las cuales se resalta la 
capacidad de detectar interacciones no lineales en conjuntos de datos con alta dimensión 
y que han sido aplicadas en genética.  
2.2.1 Reducción de Dimensionalidad Multifactorial (MDR) 
MDR es un método de aprendizaje de máquina diseñado específicamente para identificar 
combinaciones de variaciones genéticas que interactúan y están asociadas con el 
incremento del riesgo a padecer enfermedades humanas comunes, complejas y 
multifactoriales [56,57,61,62]. En MDR no se calculan parámetros (método no paramétrico) 
y no asume algún modelo genético. El objetivo de MDR es encontrar una combinación de 
atributos asociados con el fenotipo (caso/control) tratando de reducir al mínimo el número 
de individuos mal clasificados. Ubica todos los genotipos en grupos de alto o bajo riesgo, 
pasando con esto los atributos a una única dimensión correspondiente al factor de riesgo. 
Este proceso donde un nuevo atributo (factor de riesgo) está definido como una función de 
otros dos o más atributos se denomina inducción constructiva [60,65,66]. A este nuevo 
atributo se le evalúa la habilidad de clasificar y predecir el estatus de la enfermedad si es 
alto riesgo es probable que sea un caso; de lo contrario será un control. MDR forma una 
hipótesis contando la frecuencia de diversas combinaciones de genes dentro de la muestra 
de entrenamiento, lo cual es análogo al funcionamiento de un clasificador bayesiano. 
 





El algoritmo MDR [56] ayuda a identificar el fenómeno de epistasia [57,58,64], y desarrolla 
esta tarea específicamente mediante búsqueda exhaustiva junto con un clasificador para 
identificar la combinación óptima de los polimorfismos que se traduce en patrones de 
predicción de la enfermedad. Otros algoritmos de inducción constructiva, primero 
seleccionan combinaciones interesantes de polimorfismos mediante medidas de entropía 
[59] para evaluar y visualizar la ganancia de la información asociada, teniendo en cuenta 
las interacciones de atributo. Una vez seleccionados los SNP de mayor relevancia son 
utilizados para construir nuevos atributos con MDR y estos a su vez pueden ser evaluados 
usando cualquier método de aprendizaje de máquina. El objetivo final es crear o descubrir 
una representación que facilite la detección de interacciones no lineales o no aditivas entre 
los atributos tales que la predicción de la variable de clase se mejora sobre el de la 
representación original de los datos. La combinación de SNP que conforman los nuevos 
atributos se logra dando un umbral T definido como la relación entre el número de casos y 
el número de controles observados para un SNP particular. Una combinación de genotipos 
multi-locus es considerada de alto riesgo si T ≥ 1, en caso contrario se considera de bajo 
riesgo. 
2.2.2 Métodos bayesianos 
Los Métodos Bayesianos son una clase de métodos estadísticos que tienen algunas 
propiedades atractivas para resolver los problemas de aprendizaje de máquina, 
particularmente cuando el proceso a modelar tiene aspectos inciertos o aleatorios. La 
salida de un análisis bayesiano es una distribución de probabilidad sobre una cantidad de 
interés. El uso de la probabilidad para representar la incertidumbre no tiene carácter 
obligatorio, pero es inevitable si se quiere respetar el sentido común al hacer inferencias 
coherentes y racionales, convirtiéndola en una manera satisfactoria de cuantificar la 
incertidumbre. Por ejemplo, en [52] se muestra que si los valores numéricos se utilizan 
para representar los grados de creencia, entonces un simple conjunto de axiomas que 
codifican propiedades de sentido común de este tipo de creencias; únicamente conduce a 
un conjunto de reglas para manipular los grados de creencia que son equivalentes a la 
suma y producto de reglas de probabilidad. Esto proporcionó la primera prueba de que la 
teoría de la probabilidad podría ser considerada como una extensión de la lógica booleana 





para situaciones de incertidumbre [53]. El teorema de Bayes se utiliza para convertir una 
probabilidad a priori en una probabilidad posterior al incorporar la evidencia proporcionada 
por los datos observados. A manera de ejemplo se pueden captar suposiciones acerca de 
w, antes de observar los datos, en forma de distribución de probabilidad a priori p(w). El 
efecto de los datos observados D = {t1,…, tn}, se expresa a través de la probabilidad 
condicional p(D|w), entonces el teorema de Bayes podrá representarse de la siguiente 
forma que muestra la evaluación de incertidumbre en w después de observada D en forma 







Donde p(w|D) es la probabilidad condicional de w dado D, p(D|w) es la probabilidad 
condicional de D dado w, p(w) y p(D) son las probabilidades de w y D respectivamente. El 
valor p(w|D) de la parte izquierda del teorema de Bayes es calculado para los datos 
observados del conjunto D y puede entenderse como una función del vector de parámetros 
w, en cuyo caso se denomina función de verosimilitud. Esta expresa qué tan probable es 
el conjunto de datos observados para diferentes configuraciones del vector de parámetros 
w. Se debe aclarar que la verosimilitud no es una distribución de probabilidad sobre w y 
su integral con respecto a w no es necesariamente es igual a uno. El denominador es la 
constante de normalización la cual garantiza que la distribución de probabilidad posterior 
p(w|D) es una densidad de probabilidad válida y su integral sí es igual a uno. 
2.2.3 Medidas de desempeño 
Para determinar el desempeño de la clasificación, a menudo se utilizan las medidas de 
exactitud, sensibilidad, especificidad y precisión. Cada una de estas medidas es una 
función del porcentaje de verdaderos positivos (TP), verdaderos negativos (TN), falsos 
positivos (FP) y falsos negativos (FN). La precisión se define como (TP+TN)/(TP+TN+ 
FP+FN); la sensibilidad como TP/(TP+FN); la especificidad como TN/(TN+FP); y la 
precisión como TP/(TP+FP). Las anteriores medidas generalmente se calculan después 
de aplicar validación cruzada en k grupos, que consiste en dividir el conjunto de 
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entrenamiento en k subconjuntos de igual tamaño. Luego con cada subconjunto se prueba 
de manera iterativa empleando el clasificador entrenado sobre k-1 conjuntos [43]. 
2.2.4 Ganancia de información 
Las medidas de cantidad de información han surgido como una herramienta muy útil para 
cuantificar las interacciones sinérgicas entre varios atributos genéticos. Estas medidas se 
basan en la entropía de Shannon, que cuantifica la cantidad de información, o la 
incertidumbre de una variable aleatoria [76]. Considerando los atributos genéticos y rasgos 
fenotípicos como variables aleatorias, se puede utilizar la medida de información teórica 
basada en entropía para cuantificar la información compartida entre un gen y un rasgo 
(efecto principal). Así como, la ganancia de información adicional sobre un rasgo se puede 
obtener de la combinación de múltiples genes, es decir, el efecto sinérgico o epistasia. 
 
Esta ganancia se puede explicar como la cantidad de información necesaria promedio para 
describir una variable aleatoria. Para una variable discreta X con alfabeto X y p(x) su 
densidad de probabilidad, la entropía H(X) se define como: 
H(X) =  − ∑ p(x) log p
𝑥∈𝑋
(x) 
Donde x corresponde a las instancias y H(X) es la sumatoria de las entropías de cada 
instancia (h(x)). 
La entropía conjunta de dos variables discretas aleatorias X y Y con una distribución 
conjunta p se define como:  
H(𝑋, 𝑌) = − ∑ ∑ p(x, y) logp (x, y)
y∈Y𝑥∈𝑋
 
La entropía condicional de X dado el conocimiento Y puede obtenerse por la regla de la 
cadena como:  









La dependencia entre dos variables aleatorias puede describirse utilizando información 
mutua. Esta es una medida de la cantidad de información que contiene una variable 
aleatoria sobre la otra, o puede entenderse como la reducción de la incertidumbre de una 
variable aleatoria dado el conocimiento de otra. En el contexto de los estudios de 
asociación genética, la información mutua puede ser muy útil para calcular cuánto de un 
estatus fenotípico se explica por las variaciones genotípicas. Considerando un atributo 
genético G1 y la clase fenotípica C, por ejemplo, caso o control, dos variables aleatorias 
discretas, etc. La información mutua I(G1;C) mide la reducción de la incertidumbre de la 
clase C debido al conocimiento sobre el genotipo de G1, definido como: 
I(G1; C) = H(C) −  H(C|G1) 
Intuitivamente, I(G1;C) puede ser usada como una medida del efecto principal del atributo 
genético G1 en la clase de información mutua C. También se puede extender para medir el 
efecto de interacción epistática entre dos atributos. Dados G1 y G2, la información mutua 
puede describirse como:  
I(G1, G2; C) =  H(C) −  H(C|G1, G2) 
Esto puede explicar el estado de la clase fenotípica dados G1 y G2 juntos. Restando los 
efectos principales de G1 y G2 de su efecto conjunto I(G1,G2;C) se obtiene la ganancia de 
información mutua: 
IG(G1; G2; C) =  I(G1, G2; C) −  I(G1; C) −  I(G2; C) 
La ganancia de información IG(G1,G2,C) es la ganancia de información mutua de saber 
tanto G1 como G2 con respecto a la clase C. Un valor positivo de la IG(G1,G2,C) indica 
sinergia entre G1 y G2, mientras que un valor negativo indica redundancia o correlación 
entre ellas.  
 
No existe una definición formal ampliamente aceptada de ganancia de información que 
incluya más de dos atributos genéticos. Sin embargo, en [77] se propone una definición 
incluyendo interacciones de tres atributos utilizando medidas de ganancia de información 









IGalternativa(G1; G2; G3; C)
= I(G1, G2, G3; C) − IG(G1; G2; C) −  IG(G1; G3; C) − IG(G2; G3; C) −  I(G1; C)
−  I(G2; C) − I(G3; C) 
Donde IGalternativa  es la ganancia de información de las variables G1, G2 y G3 con respecto 
a la clase C. 
 
Por otra parte, existen estudios tales como el GWAS donde se intentan establecer los 
efectos genéticos sobre ciertas enfermedades consideradas complejas mediante estudios 
de asociación y genotipificación; proyectos de bases de datos como AlzGene o KEGG 
(Kyoto Encyclopedia of Genes and Genomes) que ponen a disposición genomas de redes 
biológicas y herramientas de procesamiento; el proyecto HapMap con el cual se pretende 
descubrir los genes involucrados con la aparición de ciertas enfermedades y detectar los 
posibles fármacos para su tratamiento, esto basado en mapas de haplotipos (combinación 
de alelos que se encuentran en sitios cercanos dentro del mismo cromosoma). 
2.2.5 Filtros para selección de atributos 
El objetivo de los filtros es seleccionar los atributos o SNP de mayor interés del conjunto 
de los posibles candidatos. Esto puede lograrse usando cualquier método de filtrado como 
una prueba de 2 de independencia, ReliefF [54] o medidas basadas en la entropía de IG 
[55]. Estos filtros han proporcionado una manera de determinar el aumento de información 
sobre una clase (por ejemplo, el estado caso-control). Con estas medidas puede calcularse 
el beneficio de considerar dos o más atributos como una unidad. 
 
Hay varias medidas para estimar la calidad de los atributos. Si el objetivo es una variable 
discreta, como es el caso del problema de clasificación, la calidad del atributo se puede 
calcular mediante aumento de la información [74], índice de Gini [75], la distancia medida 
[76], ReliefF [67], Tuning ReliefF [68] e incluso los estadísticos C2 y G. 
 
La mayoría de las medidas heurísticas para estimar la calidad de los atributos suponen la 
independencia condicional de los atributos y por lo tanto son menos apropiadas en 
problemas que implican gran interacción entre las características. Los algoritmos Relief, 
(8) 





por ejemplo, no hacen esta suposición. Éstos son eficientes y pueden estimar 
correctamente la calidad de los atributos en problemas con fuertes dependencias entre los 
mismos, son en la actualidad estimadores de características de uso general y han sido 
utilizados con éxito en una variedad de entornos, por ejemplo, para guiar la inducción 





3. Metodología propuesta para el análisis de 
marcadores genéticos de la enfermedad de 
Alzheimer 
En este capítulo se describe en detalle la metodología propuesta para el análisis de 
marcadores genéticos de la enfermedad de Alzheimer. Inicialmente se analiza el conjunto 
de datos con el fin de identificar la información faltante y codificar las posibles variaciones 
en los SNP para facilitar el procesamiento; luego se seleccionan los atributos o SNP más 
representativos, mediante algoritmos que cuantifiquen su aporte de información al proceso 
de clasificación. Posteriormente, se construyen nuevos atributos a partir de los 
seleccionados en el paso anterior, utilizando inducción constructiva MDR. Se realizaron 
análisis de epistasia estadística, obteniendo la relación de sinergia entre las variables 
mediante la ganancia de la información de los genes relacionados con la AD, 
proporcionando una metodología simple para caracterizar las interacciones en los estudios 
de asociación genética y determinar los rasgos más importantes que describen el 
comportamiento de la enfermedad. La metodología utilizada se describe a continuación 
































- Eliminar las instancias que presentan datos faltantes y codificar los posibles 
genotipos de cada SNP (heterocigotos, homocigotos de mayor y menor frecuencia). 
- Seleccionar los atributos que aportan mayor información al proceso de 
clasificación, mediante la sumatoria de los rankings obtenidos con los algoritmos 
ReliefF, TuReliefF y SURF. 
- Identificar las combinaciones de atributos asociadas al riesgo de la EA: Se crean 
nuevos atributos mediante inducción constructiva, los cuales son combinaciones 
genotipos en dos o tres SNP que están asociados con un riesgo alto o bajo de 
padecer la enfermedad. 
o Para un orden de interacción M (modelo de M SNP), se seleccionaron M 
atributos o SNP del conjunto de datos. 
Pre-procesamiento del 
conjunto de datos 
Selección de 
marcadores genéticos 
con estimadores de 
atributos 
Identificación de 
modelos de riesgo 
(combinación de SNP) 
para facilitar la 
predicción de nuevas 
instancias 
 
Reconocer el conjunto de datos, identificar sus problemas 
de calidad y codificar las variables para facilitar el análisis. 
Identificar dependencias condicionales entre la clase y los 
marcadores genéticos, y a su vez reducir el volumen de 
datos a procesar. 
Identificar las combinaciones de SNP que presenten algún 
tipo de patrón de riesgo asociado a la clase 
(enfermo/sano). Probar su capacidad de predicción y 





 Identificar los SNP que presenten epistasia y su 
interrelación (red de epistasia). 





o Se construyó una tabla de contingencia usando los M SNP y se calcularon  
las relaciones caso-control para cada combinación de genotipos (genotipos 
multi-locus). 
o Siendo T la relación de casos/controles de todo el conjunto de datos, para 
cada genotipo multi-locus, si la relación caso/control excede T se consideró 
este genotipo como “Alto Riesgo”, en caso contrario, se consideró como 
“Bajo Riesgo”. 
o El nuevo atributo formado como una combinación de M SNP está 
compuesto por los genotipos catalogados como alto o bajo riesgo.  
 
- Utilizar un clasificador probabilístico para modelar la relación entre los atributos 
construidos y la clase caso-control. Esto se realiza para todas las posibles 
combinaciones de M SNP lo cual identifica el mejor modelo con relación a la media 
aritmética de la sensibilidad y especificidad, denominada precisión balanceada: 
 
Precisión balanceada = (sensibilidad + especificidad)/2  =  
1/2(TP/(TP+FN)+TN/(TN+FP)) 
      Dentro de este proceso se implementa la validación cruzada con 10 grupos.  
- Identificar las variables epistáticas: Se explora la existencia de epistasia en el conjunto 
de datos, para lo cual se evalúan las relaciones de sinergia entre las variables por 
medio del concepto de ganancia de información. 
3.1 Análisis descriptivo del conjunto de datos  
El conjunto de datos inicial está constituido por 393 casos y 236 controles, como se 
mencionó en el capítulo uno, provenientes de los resultados del proceso de secuenciación 
que identificó los genotipos correspondientes a cada SNP objeto de estudio, para un total 
de doce (12) atributos o marcadores genéticos y una clase enfermo/sano (caso/control) 









Tabla 3-1: Variables del proyecto. 
Gen SNP Variable 
Genotipos 
0 1 2 
APOE rs7412 APO12 TT CC CT 
APOE rs440446 APO46 CC GG CG 
APOE rs429358 APO58 CC TT CT 
BIN1 rs744373 BIN CC TT CT 
CLU rs11136000 CLU00 TT CC CT 
CLU rs2279590 CLU90 AA GG AG 
CR1 rs3818361 CR1 TT CC CT 
GWA_14q32.13 rs11622883 GWA AA TT AT 
PICALM rs3851179 PIC AA GG AG 
PVRL2 rs6859 PVR AA GG AG 
SORL1 rs1121830 SOR GG AA AG 
TOMM40 rs2075650 TOM GG AA AG 
CLASE:   ENFERMO (E)  o  SANO (S) 
 
Sin embargo, en el proceso de secuenciación existe un grado de error atribuido a factores 
propios de los instrumentos de medición, equipos, reactivos o factores humanos, causante 
de la pérdida de información. Como consecuencia, la muestra presenta datos faltantes o 
no disponibles. Para encontrar la relación entre los marcadores y la enfermedad se 
necesita la información en todos los atributos de un individuo, por lo cual se descartaron 
los pacientes y controles con datos faltantes Se obtuvo entonces el conjunto de datos final, 
objeto de estudio, compuesto por el 50% de los casos (196 casos) y el 39% de los controles 
(92 controles) de la muestra original entregada por el Instituto de Genética como se 
presenta en la Figura 3-2. 
 













































































































































































ALZ014 CC TT GA CT GA AT GA GG CC CC E
C138 CC GA CT GA GA S
C023 CC GA GA TT GG GG TT CC S
ALZ001 CC GG TC GA AG TT GG GG GG TC CC E
ALZ494 GA TT AA GA AT GG GG CC CC E






































Para la codificación de los genotipos correspondientes a los marcadores, se tuvo como 
base el tipo de herencia co-dominante, la cual puede aplicarse a enfermedades donde 
influyen múltiples factores como los ambientales o simplemente las mutaciones en varios 
genes. Para esto se calcularon las frecuencias genotípicas de cada SNP en los casos y 
controles (E/S) mediante la relación del número de individuos que presentaban el genotipo 
entre el total de individuos, esto para cada marcador en cada clase (enfermo y sano). 
Posteriormente, se le asignó a cada genotipo la etiqueta 2 para los heterocigotos, 1 para 
los homocigotos de mayor frecuencia y 0 para los homocigotos de menor frecuencia, como 
se en la columna “genotipos” de la Tabla 3-1. 
 
Se realizó la prueba de equilibrio de Hardy Weinberg, HW [14], que sostiene que la 
composición genética de una población permanece en equilibrio mientras no actúe la 
selección natural ni algún otro factor como las mutaciones, es decir, la herencia mendeliana 
por sí misma no genera cambio evolutivo.  
 
Para establecer de manera preliminar las reglas de asociación que presenta el conjunto de 
datos, se implementó el algoritmo a priori el cual logra encontrar dichas reglas con 
suficiente soporte y confianza y está basado en dos pasos principales: (1) la búsqueda de 
conjuntos de elementos frecuentes, los que tienen suficiente soporte, y (2) convirtiéndolos 
en reglas con suficiente confianza mediante la partición de los ítems en dos, como ítems 
en el antecedente e ítems en el consecuente. El primer criterio de asociación del algoritmo 
a priori es la precisión o confianza, dada por el porcentaje de veces de las instancias que 
cumplen el antecedente y que también cumplen el consecuente, y el soporte que está dado 
por el número de instancias sobre las que es aplicable la regla; en otras palabras, la 
proporción de pacientes en el conjunto de datos que contiene dicho conjunto de 
características, es decir, los valores que toman las variables para un paciente. 
3.2 Selección de atributos 
La etapa de selección de atributos permite estimar la calidad de los mismos, y en caso de 
querer escoger un subconjunto de variables, tratando de mantener la mayor cantidad de 
información posible para describir al conjunto de datos. Para este fin se utilizaron filtros 





que seleccionaban las variables más relevantes en términos de su aporte de información, 
basados en las variantes del algoritmo Relief, particularmente, ReleifF, TuRF (Tuned 
ReliefF) y SURF [54,67,68] que fueron originados a partir del algoritmo introducido en [67]. 
Relief trata de estimar de manera heurística la calidad de atributos de acuerdo a qué tan 
bien se distinguen sus valores entre las instancias que están cerca. Este algoritmo es 
capaz de identificar atributos funcionales en conjuntos de datos que incluyen interacciones 
con otros atributos que influyen en su dependencia con relación a la clase (fenotipo). 
 
Para este fin dada de manera aleatoria una instancia Ri el algoritmo busca sus dos vecinos 
más cercanos, uno de la misma clase llamado el acierto más cercano H, y otro de la clase 
diferente llamado el fallo más cercano M. Luego actualiza la estimación de calidad W[A] 
para todos los atributos A dependiendo de sus valores de Ri, M y H. Si las instancias Ri y 
H tienen diferentes valores de los atributos A, entonces el atributo A separa dos instancias 
de la misma clase, lo cual no es deseable en tanto que reduce la estimación de calidad 
W[A]. El algoritmo Relief se muestra a continuación en la Figura 3-3. 
 
Figura 3-3: Algoritmo Relief  
 
1. set all weights W[A]:=0.0; 
2. for i := 1 to m do begin 
3.        randomly select an instance 𝑅𝑖; 
4.        find nearest hit H and nearest miss M; 
5.        for A := 1 to a do 
6.                W[A]:= W[A] – diff(A, 𝑅𝑖,H)/m + diff(A, 𝑅𝑖,M)/m; 
7. end; 
 
La función diff(A,I1,I2) calcula la diferencia entre los valores del atributo A para dos 












Figura 3-4: Cálculo de la función diff(A,I1,I2) para atributos nominales 
 
diff (A,𝐼1,𝐼2) = {
0;  value (A, 𝐼1)  =  value (A, 𝐼2)
1;  otherwise
   
 
Se define la distancia entre dos individuos como el número de SNP con genotipos 
diferentes. La distancia total se calcula simplemente como la suma de distancias de todos 
los atributos. 
 
ReleifF [54] no está limitado solo a problemas de dos clases, es más robusto y puede 
trabajar con datos faltantes y ruidosos. De la misma forma que Relief selecciona una 
instancia 𝑅𝑖 (línea 3 en la Figura 3-4), entonces busca k de sus vecinos más cercanos de 
la misma clase, llamados los aciertos más cercanos 𝐻𝑗 (línea 4 en la Figura 3-6) y también 
k vecinos más cercanos de clases diferentes llamados fallos más cercanos 𝑀𝑗(C) (líneas 
5 y 6 en la Figura 3-5). 
 
Figura 3-5: Algoritmo ReliefF 
 
1. set all weights W[A]:=0.0; 
2. for i := 1 to m do begin 
3.        randomly select an instance 𝑅𝑖; 
4.        find k nearest hits 𝐻𝑗; 
5.        for each class C ≠ class (𝑅𝑖;) do 
6.              from class C find k nearest misses 𝑀𝑗(C); 
7.        for A := 1 to a do 
8.        W[A]:= W[A] – ∑ diffkj=1  (A,Ri,Hj) / (m * k) +  
9.       ∑ [
P(c)
1−P(class (Ri ))
C≠class(Ri )   ∑ diff
k
j=1  (A,Ri,Mj(C))] / (m * k); 
10. end; 
 
La fórmula de actualización es similar a la de Relief, excepto que en esta se promedia la 
contribución de todos los aciertos y los fallos. Además la contribución para cada clase de 
fallos se multiplica por la probabilidad previa de cada clase P(C), donde C corresponde a 
la clase, estimada para el conjunto de entrenamiento, garantizando que la suma de 





probabilidades de los fallos es igual a 1. Como la probabilidad de los aciertos se excluye 
de esta suma, se divide cada peso de probabilidad en un factor de 1-P(Clase (Ri)). 
 
Por otra parte, TuRF (Tuned ReliefF) o ReliefF sintonizado sistemáticamente elimina los 
atributos de baja calidad y calcula los valores de ReliefF, si los atributos restantes pueden 
ser re-estimados como se muestra en la Figura 3-6. 
 
Figura 3-6: Algoritmo TuRF 
 
1. let a be the number of attributes 
2. for I = 1 to n do  
3.    estimate ReliefF 
4.    sort attributes 
5.    remove worst n/a attributes 
6. end for  
7. return last ReliefF estimate for each attribute. 
 
Según el estudio en [68], TuRF es significativamente mejor que ReliefF y aunque los 
algoritmos de la familia Relief no son perfectos, son apropiados para estudios de análisis 
genético y son capaces de identificar interacciones no lineales entre genes en presencia 
de SNP con ruido. 
 
Finalmente, Spatially Uniform ReliefF (SURF), al igual que ReliefF, ajusta los pesos para 
todos los SNP mediante el uso de información de los vecinos. Mientras que ReliefF utiliza 
un número fijo de estos, SURF usa todos los vecinos dentro de una distancia fija que puede 
ser entendida como un umbral de similitud, sin aumentar el nivel de complejidad del 
algoritmo.  
3.3 Inducción constructiva 
En seguida se realizó un proceso basado en el principio de inducción constructiva seguido 
de la selección de una combinación óptima de genotipos multi-locus asociados con alto o 
bajo riesgo de padecer la enfermedad. Mediante tablas de contingencia se calcula la razón 
caso/control para cada genotipo multi-locus y en caso de superar el umbral 2,1304 (total 





de casos entre total de controles de todo el conjunto de datos), el correspondiente genotipo 
multi-locus es considerado de alto riesgo, en caso contrario se cataloga como bajo riesgo. 
Cuando todos los atributos han sido etiquetados como alto o bajo riesgo, se generan 
nuevos atributos binarios como se muestra en la Figura 3-7. 
 
Figura 3-7: Ejemplo de tablas de contingencias para genotipo multi-locus. 
 
Las celdas resaltadas con gris oscuro corresponden a la etiqueta alto riesgo y las 
resaltadas con gris claro son las combinaciones de bajo riesgo. Se presentan como 
ejemplo los genotipos multi-locus de 2, 3 y 4 combinaciones: PIC-APO58, CLU00-PIC-





APO58 y CLU90-PIC-APO46-APO58. El conteo de los casos se ubica en la parte izquierda 
de la celda y los controles en la parte derecha. La combinación APO58=0-PIC=0, parte 
superior de la figura, se incluye en el grupo de alto riesgo ya que existen 3 casos frente a 
0 controles y para la indeterminación 3/0 se considera como alto riesgo. En el caso 
opuesto, bajo riesgo, está la celda resaltada con gris claro APO58=1-pic=2 con 48 casos 
y 55 controles, la relación 48 sobre 55 es menor que el umbral 2,1304 y se considera como 
bajo riesgo. Esta tabla de contingencia se repite para todas las posibles combinaciones 
desde dos hasta tres genotipos multi-locus. 
 
Posteriormente se utilizó un clasificador bayesiano con validación cruzada de 10 grupos 
para modelar la relación entre los atributos obtenidos con inducción constructiva y la clase 
enfermo o sano (caso o control), el cual evalúa mediante precisión balanceada todas las 
posibles interacciones. El mejor modelo de todos los posibles, es el que obtiene la mayor 
precisión y la mayor consistencia en la validación cruzada.  
3.4 Relación de sinergia entre los atributos  
Para obtener los modelos que presentan el efecto de interacción no lineal entre múltiples 
factores genéticos entre genes debe confirmarse la relación de sinergia entre los SNP que 
componen el modelo. Actualmente, sólo existen técnicas que pueden identificar relaciones 
con máximo tres SNP mediante entropía y ganancia de información. Para tal fin se utilizó 
ViSEN [74], una herramienta basada en teoría de información que puede visualizar la 
epistasia mediante los valores de efectos principales, interacción entre dos y tres SNP 
generando una gráfica sencilla que muestra estos efectos de orden superior. Adicional a 
esto puede cuantificar los efectos antes mencionados utilizando ganancia de información, 
con lo que puede priorizar las parejas o trío conformados de acuerdo con las interacciones. 
 
Las redes permiten una representación estructurada de una colección de variables y sus 
relaciones, que proporciona un marco adecuado para el estudio de epistasia. El gráfico 
que se obtiene con esta técnica, consiste en un conjunto de vértices que corresponden a 
SNP y bordes que muestran la interacción entre los SNP representados por cada vértice. 
El tamaño de un vértice indica su efecto principal, y el ancho de borde indica la intensidad 





de la sinergia entre los pares o tríos. La red está diseñada para agregar gradualmente las 
interacciones de pares, clasificados por su fuerza (la ganancia de información entre pares), 
y los vértices son SNP. Cada círculo es un SNP con su nombre y su fuerza de efecto 
principal. Cada borde representa una epistasia en pares con sus respectivas fuerzas o en 
un triángulo en el caso de los tríos. 
 
Estas relaciones están basadas en teoría de la información y entropía que pueden 
explicarse como la cantidad de información requerida para describir una variable aleatoria 
y la dependencia entre dos variables aleatorias puede representarse utilizando información 
mutua, cuyo significado consiste en la cantidad de información que contiene una variable 
sobre otra, o puede ser entendido como una reducción de la incertidumbre de una variable 
aleatoria dado el conocimiento de otra. En el contexto de los estudios de asociación 
genética, la información mutua puede ser muy útil para calcular cuánto de un estatus 
fenotípico se explica por las variaciones genotípicas [76]. Un valor positivo de la ganancia 
de información indica sinergia, un valor negativo indica redundancia o correlación. La 
sinergia puede definirse como las interacciones epistáticas de dos o tres atributos 
genéticos, según la ecuación (7), donde IG es la ganancia de la información, I es la 





4. Resultados y discusión 
La primera etapa planteada en la metodología consistía en el pre-procesamiento del 
conjunto de datos, en donde se excluyeron las instancias que tenían datos faltantes. Se 
codificaron los genotipos con el número 2 para los heterocigotos, 1 para los homocigotos 
de mayor frecuencia y 0 para los homocigotos de menor frecuencia, como se mencionó en 
el capítulo anterior. Mediante conteo se calcularon las frecuencias genotípicas de la 
muestra final compuesta por 12 atributos, la clase enfermo o sano (E o S), 196 casos y 92 
controles (ver Figura 4-1). 
 
Figura 4-1: Frecuencias genotípicas para la muestra sin faltantes  
 
 
Se puede observar que existen diferencias marcadas en las frecuencias de la clase para 
los SNP CLU00 y PIC en el heterocigoto, GWA y TOM en el homocigoto de mayor 
frecuencia, y BIN y APO58 en el homocigoto de mayor frecuencia y en el heterocigoto; 
este último el que presenta la mayor diferencia, ya que en estudios anteriores se ha 
determinado que este gen tiene relación directa con la EA, para el cual las instancias que 
poseen el genotipo TT tienen menor riesgo de padecer la enfermedad que las tienen el 
genotipo CT. Lo anterior confirma lo determinado en [112] donde se identificó al alelo C 
como indicador de riesgo o alelo asociado a la EA. 





Al verificar el equilibrio de Hardy Weinberg, se obtuvieron los resultados mostrados en la 
Tabla 3-2 para cada SNP, en donde un valor de X2 test P value < 0.05 significa que el 
marcador no se encuentra en equilibrio (ver Tabla 4-1). 
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En los SNP CLU90, TOM, PIC, APO46 y BIN no se encuentran en equilibrio de Hardy 
Weinberg. Esto podría deberse a la aleatoriedad de la muestra o a diferencias étnicas y 





demográficas de cada población. Para garantizar que sea de las mismas características 
debería realizarse con un conjunto pareado de casos y controles, lo cual aumentaría la 
certeza en el resultado. 
 
Como parte del proceso inicial, se llevó a cabo la generación de reglas de asociación, la 
cual se desarrolló en dos pasos principales. Se encontró el conjunto de ítems más 
frecuentes en el conjunto de datos, en este caso los ítems son los valores que pueden 
tomar las variables para los datos de la muestra, es decir los genotipos. Seguidamente se 
formaron las reglas partiendo de estos conjuntos frecuentes de ítems considerando un 
valor de confianza mínima. Las medidas de evaluación para la generación de las reglas se 
basaron en un nivel de confianza superior a 0.9. Las reglas encontradas se muestran en 
la Tabla 4-2. 
 
Tabla 4-2: Reglas de asociación encontradas mediante el algoritmo a priori. 
REGLA CONFIANZA 
SI  BIN = 2  Y  APO58 = 2   ENTONCES  CLASE = E  0,94 
SI TOM = 0  Y  APO46 = 1 ENTONCES  CLASE = E  0,94 
SI TOM = 0  Y  APO46 = 1 Y APO12 = 1 ENTONCES  CLASE =  E  0,94 
SI TOM = 2  Y  APO58 = 1 ENTONCES  CLASE = E  0,93 
SI TOM = 2  Y  APO58 = 2  Y APO12 = 1 ENTONCES  CLASE = E  0,93 
SI CR1 = 1 Y CLU00 = 2 Y APO58 = 2 ENTONCES CLASE = E 0,91 
SI CLU90 = 2 Y APO58 = 2 ENTONCES CLASE = E 0,91 
 
Se encontraron asociaciones con los SNP BIN, APO58, TOM, APO46, CR1, CLU00 y CLU 
90 con valores de confianza entre 0.91 y 0.94. En estas se evidenció la presencia del gen 
APOE con sus SNP APO58, APO56 y APO12 asociados a la clase enfermo en todas las 
reglas encontradas. Lo anterior confirma lo establecido en [113] sobre la relación entre 
dichos alelos y la enfermedad. 
 
Por otro lado, se implementó un clasificador bayesiano para comprobar la capacidad de 
clasificación el conjunto de datos. Se utilizó validación cruzada con 10 grupos y el resultado 
obtenido fue: se clasificaron correctamente 199 instancias, es decir el 69% de los datos, y 





89 instancias fueron clasificadas de manera incorrecta. Este clasificador bayesiano se 
implementó en el software Weka [94].  
4.1 Atributos seleccionados 
En el proceso de selección de atributos se obtuvieron los rankings para las variables 
aplicando los algoritmos ReliefF, TuRF y SURF (ver sección 3.1.1). Para el cálculo de estos 
valores, para cada atributo se normalizó el puntaje arrojado por cada algoritmo y se calculó 
el promedio. Los valores obtenidos se presentan en la columna “PROMEDIO” de la Tabla 
4-3 y se muestran gráficamente en la Figura 4-2. Se usaron 10 vecinos cercanos para 
ReliefF y TuRF, mientras que SURF utilizó todos los vecinos por debajo de un umbral 
establecido. 
 








Atributo ReliefF TuRF SURF PROMEDIO
APO58 1.000000 1.000000 1.000000 1.000000
TOM 0.738494 0.762461 0.497285 0.666080
PIC 0.594139 0.869738 0.332952 0.598943
APO46 0.282425 0.505754 0.132324 0.306834
CLU00 0.154814 0.574720 0.159188 0.296241
APO12 0.209209 0.241379 0.352672 0.267753
GWA 0.355648 0.072806 0.364390 0.264281
CR1 0.179915 0.011498 0.329523 0.173645
BIN 0.165274 0.095790 0.144613 0.135226
PVR 0.108789 0.122604 0.078594 0.103329
CLU90 0.085773 0.157087 0.000000 0.080953
SOR 0.000000 0.000000 0.072592 0.024197










Después de aplicar los filtros se utilizó una heurística para seleccionar el número de 
variables, que consistió en ordenar los valores del puntaje para las variables de cada filtro 
y calcular la diferencia entre cada par, desde el mayor al menor hasta llegar a un puntaje 
menor o igual a un umbral predeterminado. En este caso se consideró un umbral de 0,02. 
Con base en lo anterior, se seleccionaron entonces los atributos APO58, TOM, PIC, 
APO46, CLU00 y APO12. 
 
En la gráfica se observa que los SNP del gen APOE que son APO58, APO46 y APO12, 
obtuvieron puntajes de 3, 0,92 y 0,8 respectivamente, lo que les permitió ser incluidos en 
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4.2 Combinaciones asociadas al riesgo mediante 
inducción constructiva 
Con los atributos antes mencionados se procedió a la fase de identificación de patrones 
de las variables por medio de inducción constructiva para identificar cuál combinación de 
SNP estaba asociada al riesgo de padecer la enfermedad. Se buscaron combinaciones de 
dos y tres SNP teniendo en cuenta la cantidad de atributos y el número de instancias 
comparadas con los trabajos de [111] en los cuales la muestra estaba compuesta por 321 
casos (pacientes con tuberculosis), 347 controles y un total de 19 SNP. En dicho trabajo 
los autores recomendaron explorar máximo tres SNP por combinación. Las combinaciones 
de dos y tres SNP fueron obtenidas utilizando el software MDR [20] y se muestran en la 
Tabla 4-4 y 4-5 respectivamente. 
 
Tabla 4-4: Combinaciones de dos SNP obtenidas mediante inducción constructiva para 
las seis variables obtenidas con los filtros. 
  
Modelos de dos SNP 
Precisión 
balanceada 
Posicionamiento en la validación 
cruzada 
PIC-APO58 0,714064 [1, 1, 1, 1, 1, 1, 1, 1, 1, 1] 
APO58-APO12 0,694654 [2, 2, 2, 5, 2, 2, 3, 3, 2, 2] 
CLU00-APO58 0,677684 [3, 3, 3, 2, 3, 3, 2, 2, 3, 3] 
TOM-APO58 0,692103 [4, 4, 4, 3, 4, 4, 4, 4, 4, 4] 
APO46-APO58 0,692103 [5, 5, 5, 4, 5, 5, 5, 5, 5, 5] 
PIC-TOM 0,636868 [6, 7, 6, 6, 6, 6, 6, 6, 6, 6] 
TOM-APO12 0,651952 [9, 8, 7, 8, 7, 8, 7, 8, 7, 9] 
PIC-APO46 0,619898 [7, 6, 10, 10, 10, 7, 8, 7, 10, 7] 
CLU00-TOM 0,605923 [8, 11, 8, 7, 8, 10, 9, 10, 8, 10] 
CLU00-PIC 0,634095 [11, 9, 11, 9, 11, 9, 10, 9, 11, 8] 
TOM-APO46 0,62256 [10, 10, 9, 11, 9, 11, 11, 11, 9, 11] 
PIC-APO12 0,595941 [12, 12, 12, 12, 12, 12, 12, 12, 12, 12] 
CLU00-APO46 0,532941 [13, 15, 13, 13, 13, 14, 13, 13, 13, 13] 
CLU00-APO12 0,578305 [14, 14, 15, 14, 14, 13, 15, 15, 15, 15] 











Tabla 4-5: Combinaciones de tres SNP obtenidas mediante inducción constructiva 
para las seis variables obtenidas con los filtros. 
  
Modelos de tres SNP 
Precisión 
balanceada 
Posicionamiento en la validación 
cruzada 
CLU00-PIC-APO58 0,704747 [1, 2, 2, 1, 1, 1, 2, 1, 3, 1] 
PIC-TOM-APO58 0,708962 [2, 1, 1, 2, 2, 2, 1, 3, 1, 2] 
PIC-APO46-APO58 0,690994 [3, 3, 4, 4, 3, 3, 3, 2, 2, 3] 
PIC-APO58-APO12 0,716615 [4, 5, 5, 5, 4, 4, 4, 4, 4, 5] 
CLU00-PIC-TOM 0,680568 [5, 6, 7, 3, 5, 9, 6, 5, 11, 4] 
CLU00-TOM-APO58 0,673913 [6, 7, 3, 6, 6, 5, 5, 7, 8, 6] 
CLU00-APO46-APO58 0,640639 [7, 9, 6, 8, 7, 7, 7, 6, 6, 7] 
TOM-APO46-APO58 0,687001 [9, 8, 9, 7, 9, 6, 8, 9, 5, 9] 
CLU00-APO58-APO12 0,666482 [8, 10, 10, 9, 8, 8, 9, 10, 7, 10] 
TOM-APO58-APO12 0,686335 [10, 13, 11, 10, 11, 10, 10, 11, 9, 13] 
APO46-APO58-APO12 0,683784 [12, 11, 12, 12, 12, 11, 11, 12, 10, 14] 
PIC-TOM-APO46 0,651176 [11, 4, 13, 11, 13, 12, 12, 8, 12, 8] 
PIC-TOM-APO12 0,670364 [13, 12, 8, 13, 10, 13, 13, 13, 13, 12] 
CLU00-PIC-APO46 0,597493 [14, 14, 15, 14, 15, 14, 14, 14, 16, 11] 
CLU00-TOM-APO12 0,645519 [16, 17, 14, 15, 14, 16, 16, 16, 14, 17] 
TOM-APO46-APO12 0,621229 [17, 16, 16, 16, 16, 17, 17, 17, 15, 18] 
PIC-APO46-APO12 0,598713 [15, 15, 18, 18, 18, 15, 15, 15, 18, 15] 
CLU00-TOM-APO46 0,575311 [18, 19, 17, 17, 17, 19, 18, 18, 17, 19] 
CLU00-PIC-APO12 0,608252 [19, 18, 19, 19, 19, 18, 19, 19, 19, 16] 
CLU00-APO46-APO12 0,531943 [20, 20, 20, 20, 20, 20, 20, 20, 20, 20] 
 
Con el fin de seleccionar los atributos, durante la validación cruzada, las diferentes 
combinaciones se ordenan en un listado de mayor a menor según su precisión balanceada. 
Específicamente, en cada iteración de la validación cruzada se determina la importancia 
de cada atributo a través de su posición en dicha clasificación. De acuerdo con lo anterior, 
la columna “posicionamiento en la validación cruzada” en la Tabla 4-4 y 4-5 indica el lugar 
que ocuparon las combinaciones en las iteraciones de la validación cruzada (ver sección 
3 y [114]). Por consiguiente, el objetivo es identificar los atributos que aparecen en las 
primeras posiciones un gran número de veces. Según lo anterior, fueron escogidas las 
combinaciones PIC-APO58 y CLU-PIC-APO58. Esta relación entre PIC-APO58 y CLU-
PIC-APO58 como factores de riesgo de la EA está acorde con lo reportado en el estudio 
en [94]. 
 
Con el objetivo de identificar la posible pérdida de información, por el hecho de trabajar 
con seis de las doce variables en los cálculos anteriores, se analizaron todas las 





combinaciones para el conjunto de datos con las doce variables (ver Anexo 1). Usando los 
mismos parámetros, en este caso, los resultados obtenidos son los mismos que cuando 
se usaron seis variables. 
4.3 Variables epistáticas mediante ganancia de 
información 
El paso final consiste en verificar si las combinaciones seleccionadas por inducción 
constructiva corresponden a SNP epistáticos mediante los conceptos de entropía y 
ganancia de información. Esto se hizo considerando solo seis variables y también con 
todas las variables utilizando el software ViSEN [74]. Se cuantificaron los efectos 
principales de cada SNP y las sinergias, entendidas como epistasia, de los modelos de 
dos y tres atributos para todas las combinaciones posibles. Se seleccionaron los pares y 
tríos de atributos cuya fuerza de epistasia era mayor a un umbral de 0,01 para tres SNP y 
0,025 para dos SNP. Con esto se pudieron obtener los mapas de las interacciones fuertes 
por parejas y tríos que muestran la estructura de vecindad de cada atributo para el conjunto 
considerando seis variables (ver figura 4-3) y todas las variables (ver figura 4-4). 
 
Figura 4-3: Mapa de interacciones para el conjunto de seis variables obtenidas por los 
filtros ReliefF, TuRF y SURF 
 
 





Durante la selección de combinaciones epistáticas en la muestra con todas las variables, 
se modificaron los umbrales de selección a 0,044 para tres SNP y 0,35 para 2 SNP, esto 
en razón a se incrementaron las combinaciones que sobrepasaban el umbral de 0,01 y 
para efectos de la representación en el mapa se seleccionaron las superiores a éste nuevo 
umbral. 
 

















Con la identificación de las sinergias de ambos conjuntos de datos pueden observarse las 
combinaciones conformadas por tres SNP, que para seis variables son CLU00-PIC-
APO46, CLU00-PIC-APO12 y TOM-PIC-APO12; y para todas las variables son CLU90-
BIN-SOR, CLU90-PIC-APO46 y PVR-CLU00-APO46. Las conformadas por dos SNP son 





PIC-APO46, TOM-PIC y CLU00-PIC para seis variables; y PIC-APO46, TOM-PIC y 
CLU00-CLU90. 
 
En relación a las combinaciones PIC-APO58 y CLU00-PIC-APO58 encontradas mediante 
inducción constructiva y las encontradas en el mapa de epistasia se puede destacar que 
los SNP PIC y CLU00 están asociados a la EA con un valor de sinergia o epistasia de 
0,027. El SNP APO58 a pesar de ser conocido por su relación con la EA, no figura en la 
detección de epistasia y esto probablemente se debe a que existe redundancia en 
información de éste con respecto a las demás variables y a la clase, por esto la 
metodología (ganancia de información) no se refleja sinergia. Cabe resaltar, el método 
basado en ganancia de información no muestra la sinergia. Lo cual no significa que este 
SNP no pueda actuar de manera epistática con otros. Esto debería determinarse en un 
análisis más profundo. 
 
El SNP TOM aparece con el mayor valor de los efecto principales (0,60272). Esto está 
acorde con el reciente descubrimiento de su importancia en la aparición de EA, ya que 
según resultados obtenidos éste afecta las áreas del cerebro vulnerables a EA, por 
procesos de muerte celular programada (apoptosis) descendente que renuncian a la 
agregación del amiloide beta extracelular [95,97,98,99]. 
 
En cuanto a la relación de TOM y APOE en la combinación TOM-PIC-APO12, esta podría 
estar relacionada con la zona de desequilibrio de ligamiento que contiene los genes 
TOMM40, APOE y APOC1. En un estudio filogenético de los polimorfismos de esta zona 
de desequilibrio [100], con una muestra de pacientes con EA de origen tardío y controles 
de edad comparable, se determinó que TOMM40 está asociado a la edad de inicio de la 
EA de origen tardío. Adicional a esto, los genes TOMM40 y APOE comparten la función 
de codificar una proteína mitocondrial [101], sugiriendo que la susceptibilidad con la EA 
asociada a esta región es debida a la contribución de los dos genes al mecanismo de la 
enfermedad [102]. Por último, un reciente estudio de casos y controles centrado en varios 
SNP ha encontrado una asociación entre TOMM40 y EA comparando individuos con y sin 
la enfermedad. En dicho estudio se demostró una relación altamente significativa entre el 
SNP rs2075650 y EA, que se tornaba más fuerte en un haplotipo formado por TOMM40 





rs2075650, rs11556505 y APOE rs429358 [103], lo cual soporta los hallazgos de un efecto 
sinérgico entre TOMM40 y APOE [104]. 
 
Con respecto a las combinaciones conformadas por CLU, PIC y APOE (CLU00-PIC-
APO46, CLU00-PIC-APO12, CLU90-PIC-APO46, PIC-APO46 y CLU00-PIC) podría 
describirse la relación en comparación con los siguientes estudios que se comenta a 
continuación. 
 
Para el gen CLU, existen trabajos divulgados que sugieren que este gen y APOE pueden 
tener efectos aditivos en la deposición del amiloide beta [105]. Asimismo, este gen en 
conjunto con PICALM participan en otros procesos que no están relacionados con el 
amiloide beta ni con el procesamiento de TAU, por lo que el papel de estas proteínas en 
el cerebro pueden revelar evidencia de mecanismos adicionales de la enfermedad que van 
más allá de su acumulación. De hecho, existen varios estudios que vinculan estos genes 
con el metabolismo lipídico y las vías inflamatorias [106]. Finalmente, también a CLU se le 
ha identificado susceptibilidad a EA en relación a las funciones con el sistema inmune, lo 
que sugiere un posible papel para el sistema inmune en el riesgo para EA [107]. 
 
Por otra parte, en el análisis de epistasia para todas las variables se evidencia la aparición 
de los SNP BIN, SOR y PVR, los cuales no fueron seleccionados por los filtros pero que al 
momento de analizar su intervención con otros SNP presentan sinergia en los modelos 
CLU90-BIN-SOR y PVR-CLU00-APO46.  Para el caso de BIN esto puede comprobarse 
mediante los estudios de asociación realizados por [108], los cuales indican que BIN1 
puede afectar el riesgo a EA mediante la alteración de las membranas neuronales y la 
intervención en los procesos de formación de vasos sinápticos. Además, este gen ocasiona 
cambios en el resultado de la función del gen PICALM de perturbación en la sinapsis, lo 
que posiblemente altera los ciclos de la vesícula sináptica alterando el riesgo para la EA 
[109]. 
 
La intervención de SOR en el riesgo de la EA puede explicarse mediante la investigación 
realizada por [110], en donde el análisis de 50 marcadores de SORL1 ubicados al final del 
gen confirmó que un haplotipo de los SNP rs668387, rs689021 y rs641120 está asociado 





con niveles reducidos de fluido cerebro-espinal (CSF) y deterioro cognitivo leve. Por lo 
tanto, estos tres SNP han sido confirmados como los más importantes marcadores de 




5. Conclusiones y recomendaciones 
En el presente trabajo, se implementó una metodología capaz de analizar y representar 
las interacciones de marcadores genéticos mediante el uso de algoritmos de selección de 
atributos, inducción constructiva, entropía y ganancia de información, en una muestra de 
casos y controles para la enfermedad de Alzheimer de la población colombiana. La 
metodología permitió identificar las interacciones más fuertes entre combinaciones de dos 
y tres SNP que se asocian al riesgo de padecer EA, obteniendo un mapa de las relaciones 
entre genes que aporta información importante sobre esta enfermedad. 
 
Mediante los resultados obtenidos en este estudio, se pudieron confirmar relaciones 
reportadas en trabajos anteriores con muestras de diferentes poblaciones, utilizando 
técnicas computacionales. 
 
Los resultados de la investigación determinaron, para el conjunto de datos, patrones 
relevantes de epistasia en los genes SORL1, BIN y CLU90; PIC, APO46 y CLU90. Esto 
coincide con lo reportado en otros estudios sobre la EA. A través de inducción constructiva, 
se identificó una fuerte relación entre los SNP PIC y APO58 con el riesgo a padecer la 
enfermedad. Por otro lado, en las reglas de asociación obtenidas a través del algoritmo a 
priori es importante resaltar la participación de APO58, lo cual confirma su importancia, tal 
como se ha indicado en numerosas publicaciones sobre estudios de asociación en EA. 
 
Debido al complejo funcionamiento de los genes, la epistasia es fundamental para 
determinar el riesgo de una enfermedad en un individuo, teniendo en cuenta que desde el 
punto de vista estadístico es más frecuente encontrar estudios de asociación basados en 
efectos principales, inclusive los métodos con enfoque puramente estadístico no logran 
detectar interacciones combinadas. Lo anterior, sumado con el conocimiento e inclusión 
de otro tipo de variables como las clínicas y ambientales aumenta la posibilidad de 






en este trabajo se dio especial importancia al estudio de la epistasia con una metodología 
que puede aplicarse cuando se disponga de datos de varios SNP y que ha sido utilizada 
en diferentes enfermedades. 
 
Se logró identificar que la aplicación de los filtros para selección de atributos fue un paso 
importante para el proceso de inducción constructiva ya que no afectó la obtención de 
combinaciones asociadas al riesgo por el hecho de reducir el número de variables a seis. 
Sin embargo, tuvo repercusión en el cálculo de las combinaciones epistáticas porque 
causó la omisión de relaciones importantes que tenían un valor de sinergia más alto, 
conformadas por variables que no habían sido seleccionadas por los filtros  
 
Es importante realizar estudios con otras muestras de pacientes que incluyan un número 
mayor de datos con el objetivo de confirmar los resultados encontrados y tratar de 
descubrir nuevas relaciones que ayuden a tener más información sobre la EA. 
 
Para estudios futuros se sugiere ampliar el número de variables que puedan brindar mayor 
información sobre la EA, como lo son las variables clínicas y ambientales, para aumentar 
el número de relaciones y entender mejor el comportamiento de la enfermedad. 
 
Se sugiere un análisis más profundo de diferentes algoritmos de selección de atributos con 






A. Anexo: Combinaciones de dos y 
tres SNP obtenidas mediante 
inducción constructiva para todas 
las variables 
Modelos de dos 
SNP 
Precisión balanceada Ranking en la validación cruzada 
PIC,APO58 0,714064 [1, 1, 2, 1, 1, 1, 2, 1, 1, 1] 
GWA,APO58 0,706411 [2, 2, 1, 2, 2, 2, 1, 2, 2, 2] 
APO58,APO12 0,694654 [3, 3, 4, 11, 3, 3, 5, 5, 3, 3] 
CR1,APO58 0,670031 [4, 4, 3, 4, 4, 4, 6, 3, 4, 4] 
CLU00,APO58 0,677684 [7, 5, 8, 3, 7, 5, 3, 4, 7, 5] 
BIN,APO58 0,692103 [5, 6, 6, 5, 5, 6, 7, 6, 5, 6] 
CLU90,APO58 0,692103 [6, 7, 7, 6, 6, 7, 8, 7, 6, 7] 
SOR,APO58 0,67835 [8, 8, 5, 7, 8, 8, 4, 8, 8, 8] 
PVR,APO58 0,692103 [9, 9, 9, 8, 9, 9, 9, 9, 9, 9] 
TOM,APO58 0,692103 [10, 10, 10, 9, 10, 10, 10, 10, 10, 10] 
APO46,APO58 0,692103 [11, 11, 11, 10, 11, 11, 11, 11, 11, 11] 
PIC,TOM 0,636868 [12, 14, 13, 13, 12, 12, 13, 12, 12, 12] 
GWA,TOM 0,596717 [13, 12, 12, 12, 14, 16, 12, 13, 14, 17] 
TOM,APO12 0,651952 [17, 15, 14, 15, 13, 14, 14, 15, 13, 16] 
PIC,APO46 0,619898 [14, 13, 22, 18, 22, 13, 15, 14, 22, 13] 
SOR,TOM 0,633319 [15, 20, 15, 19, 15, 19, 16, 17, 15, 22] 
CLU00,TOM 0,605923 [16, 27, 16, 14, 16, 18, 19, 20, 17, 19] 
PIC,GWA 0,625998 [18, 16, 23, 16, 24, 15, 17, 16, 24, 15] 
CR1,TOM 0,624778 [20, 23, 17, 20, 17, 21, 24, 18, 18, 23] 
CLU00,PIC 0,634095 [24, 21, 25, 17, 23, 17, 21, 19, 25, 14] 
TOM,APO46 0,62256 [19, 24, 21, 24, 21, 22, 25, 23, 19, 24] 
BIN,TOM 0,59339 [21, 25, 18, 25, 18, 23, 18, 22, 20, 25] 
CLU90,TOM 0,57165 [22, 26, 19, 23, 19, 20, 23, 24, 16, 18] 
PVR,TOM 0,630213 [23, 28, 20, 26, 20, 24, 29, 25, 21, 28] 
GWA,APO12 0,622005 [28, 18, 27, 21, 27, 26, 20, 21, 29, 34] 






CR1,GWA 0,610138 [25, 22, 29, 27, 28, 31, 22, 27, 40, 36] 
CR1,PIC 0,564885 [33, 34, 26, 29, 35, 27, 27, 30, 23, 21] 
CLU00,GWA 0,578305 [26, 32, 30, 28, 25, 29, 28, 29, 42, 32] 
BIN,PIC 0,575421 [34, 35, 34, 34, 29, 30, 34, 26, 26, 20] 
GWA,PVR 0,564885 [32, 19, 28, 33, 33, 28, 33, 37, 38, 42] 
GWA,APO46 0,581411 [27, 29, 33, 30, 30, 38, 31, 35, 43, 39] 
BIN,GWA 0,579414 [31, 30, 31, 31, 32, 33, 26, 28, 47, 40] 
CLU90,GWA 0,588731 [30, 31, 32, 32, 31, 39, 32, 36, 49, 41] 
PIC,APO12 0,595941 [36, 36, 35, 35, 37, 32, 35, 32, 32, 29] 
PVR,APO46 0,59583 [35, 33, 36, 40, 40, 35, 40, 33, 27, 35] 
PIC,PVR 0,572981 [37, 38, 40, 36, 50, 34, 39, 41, 28, 27] 
CLU90,PIC 0,572649 [38, 40, 38, 37, 49, 36, 38, 40, 36, 26] 
SOR,PIC 0,55823 [39, 37, 39, 38, 39, 37, 36, 39, 35, 30] 
SOR,APO46 0,574867 [41, 39, 41, 41, 34, 45, 47, 54, 34, 43] 
BIN,CLU00 0,528727 [53, 45, 46, 44, 45, 42, 37, 31, 41, 33] 
CR1,APO46 0,532165 [40, 57, 42, 46, 43, 58, 45, 50, 30, 51] 
BIN,APO46 0,554126 [43, 54, 37, 50, 48, 60, 44, 44, 37, 45] 
CLU90,APO46 0,511424 [44, 51, 44, 42, 47, 53, 52, 38, 33, 44] 
CLU00,SOR 0,555457 [56, 46, 48, 45, 36, 41, 46, 53, 57, 46] 
CLU00,APO46 0,532941 [47, 56, 43, 39, 38, 55, 48, 43, 44, 47] 
BIN,PVR 0,528949 [50, 43, 45, 52, 54, 46, 43, 52, 50, 38] 
BIN,CLU90 0,55102 [55, 52, 53, 53, 61, 47, 54, 42, 39, 37] 
PVR,APO12 0,573425 [51, 41, 49, 54, 55, 40, 55, 57, 48, 59] 
SOR,PVR 0,539042 [49, 48, 54, 55, 46, 43, 51, 51, 55, 53] 
CLU00,APO12 0,578305 [48, 53, 52, 43, 42, 44, 58, 58, 56, 54] 
APO46,APO12 0,534383 [54, 50, 47, 51, 52, 62, 53, 49, 45, 52] 
BIN,SOR 0,540705 [58, 49, 55, 57, 57, 54, 42, 48, 52, 50] 
CR1,PVR 0,540927 [45, 44, 50, 58, 60, 48, 57, 61, 46, 48] 
CLU90,PVR 0,500998 [46, 42, 59, 59, 56, 49, 49, 47, 51, 49] 
CR1,BIN 0,55224 [60, 55, 56, 56, 58, 50, 41, 45, 53, 56] 
CLU00,PVR 0,508097 [42, 47, 51, 49, 51, 52, 59, 64, 54, 57] 
CR1,CLU00 0,546917 [52, 58, 58, 47, 44, 51, 62, 59, 61, 58] 
CLU90,CLU00 0,52551 [57, 59, 57, 48, 41, 56, 63, 60, 60, 55] 
BIN,APO12 0,522183 [63, 60, 60, 60, 59, 59, 50, 46, 59, 60] 
CLU90,SOR 0,484139 [61, 61, 63, 62, 53, 57, 64, 63, 63, 62] 
CR1,CLU90 0,488021 [62, 64, 62, 61, 64, 64, 65, 55, 58, 63] 
CR1,SOR 0,512422 [59, 62, 61, 64, 62, 61, 61, 65, 64, 64] 






SOR,APO12 0,499335 [66, 63, 64, 65, 65, 65, 56, 62, 66, 65] 
CR1,APO12 0,475599 [64, 66, 65, 66, 66, 66, 66, 66, 65, 66] 
 
 
Modelos de tre SNP 
Precisión 
balanceada 
Ranking en la validación cruzada 
CLU00,PIC,APO58 0,704747 [1, 2, 3, 1, 1, 1, 3, 1, 4, 1] 
PIC,TOM,APO58 0,708962 [2, 1, 1, 3, 2, 2, 2, 3, 1, 3] 
PIC,APO46,APO58 0,690994 [3, 3, 10, 9, 3, 3, 4, 2, 2, 5] 
BIN,PIC,APO58 0,70508 [4, 5, 9, 8, 6, 4, 5, 6, 3, 2] 
PIC,GWA,APO58 0,677573 [6, 9, 7, 2, 5, 5, 6, 4, 8, 6] 
SOR,GWA,APO58 0,671584 [9, 4, 2, 4, 7, 6, 7, 13, 5, 12] 
PIC,APO58,APO12 0,716615 [10, 14, 17, 17, 8, 7, 14, 5, 9, 11] 
SOR,PIC,APO58 0,708629 [11, 10, 14, 13, 9, 8, 16, 15, 13, 8] 
CR1,GWA,APO58 0,69421 [7, 15, 6, 10, 21, 16, 1, 7, 21, 14] 
CLU00,GWA,APO58 0,669255 [5, 7, 5, 7, 4, 26, 9, 8, 26, 13] 
GWA,TOM,APO58 0,680901 [28, 8, 4, 5, 14, 18, 13, 14, 12, 16] 
GWA,PVR,APO58 0,69421 [20, 6, 11, 14, 17, 11, 8, 10, 14, 21] 
CLU90,PIC,APO58 0,689774 [12, 16, 26, 28, 11, 10, 22, 16, 17, 4] 
CR1,PIC,APO58 0,657498 [18, 18, 19, 15, 12, 9, 17, 9, 22, 10] 
PIC,PVR,APO58 0,670918 [16, 19, 31, 24, 16, 12, 32, 12, 10, 7] 
CLU90,TOM,APO58 0,695985 [27, 22, 12, 18, 13, 19, 10, 19, 43, 18] 
CR1,TOM,APO58 0,69177 [21, 24, 15, 19, 18, 15, 18, 18, 31, 19] 
CR1,PVR,APO58 0,682453 [8, 33, 23, 12, 46, 21, 24, 11, 6, 26] 
CLU90,CLU00,APO58 0,701642 [19, 38, 42, 22, 22, 17, 28, 26, 11, 15] 
CLU90,GWA,APO58 0,668367 [25, 13, 16, 23, 23, 24, 21, 27, 19, 30] 
SOR,PVR,APO58 0,677019 [24, 28, 29, 36, 15, 13, 29, 36, 7, 24] 
CR1,SOR,APO58 0,673802 [14, 26, 18, 11, 38, 14, 34, 30, 23, 23] 
SOR,APO46,APO58 0,705745 [31, 31, 25, 33, 19, 38, 19, 21, 15, 34] 
BIN,GWA,APO58 0,666482 [13, 25, 28, 27, 31, 23, 27, 32, 18, 37] 
CLU00,PVR,APO58 0,682121 [26, 20, 36, 21, 10, 25, 37, 20, 20, 38] 
CLU00,PIC,TOM 0,680568 [29, 17, 27, 6, 24, 45, 30, 23, 56, 9] 
CLU00,TOM,APO58 0,673913 [38, 35, 8, 20, 33, 31, 23, 25, 40, 25] 
GWA,APO58,APO12 0,708962 [32, 34, 21, 37, 26, 30, 25, 35, 36, 41] 
CR1,APO46,APO58 0,676686 [15, 40, 34, 34, 43, 20, 11, 29, 24, 44] 
CR1,BIN,APO58 0,674468 [44, 48, 22, 32, 41, 27, 12, 22, 16, 40] 
CR1,CLU90,APO58 0,663265 [22, 50, 13, 30, 47, 28, 20, 34, 28, 45] 
CLU90,PVR,APO58 0,707631 [17, 36, 46, 42, 42, 29, 35, 37, 32, 28] 






GWA,APO46,APO58 0,646628 [23, 23, 30, 25, 30, 34, 26, 38, 33, 43] 
CR1,CLU00,APO58 0,6687 [30, 55, 20, 31, 32, 35, 33, 31, 29, 33] 
BIN,CLU00,APO58 0,670253 [40, 27, 40, 35, 35, 32, 43, 28, 37, 20] 
CLU00,APO46,APO58 0,640639 [42, 46, 24, 40, 34, 41, 31, 24, 35, 27] 
BIN,SOR,APO58 0,653394 [37, 45, 33, 45, 36, 37, 15, 41, 27, 48] 
TOM,APO46,APO58 0,687001 [47, 44, 41, 38, 48, 39, 38, 40, 34, 46] 
BIN,TOM,APO58 0,66748 [34, 53, 44, 43, 20, 40, 47, 50, 38, 47] 
BIN,CLU90,APO58 0,664264 [35, 32, 43, 53, 44, 22, 39, 59, 47, 36] 
CLU90,SOR,APO58 0,696207 [45, 58, 38, 48, 25, 50, 46, 48, 42, 65] 
BIN,PVR,APO58 0,680901 [33, 51, 39, 54, 39, 36, 41, 54, 48, 50] 
PVR,APO46,APO58 0,663598 [55, 42, 53, 49, 56, 56, 49, 17, 30, 42] 
CLU00,APO58,APO12 0,666482 [43, 52, 51, 46, 45, 42, 52, 49, 39, 54] 
CLU00,SOR,APO58 0,648292 [48, 49, 56, 41, 27, 43, 51, 43, 41, 71] 
SOR,APO58,APO12 0,688886 [49, 70, 57, 56, 49, 46, 53, 52, 51, 59] 
PVR,TOM,APO58 0,673248 [60, 71, 48, 51, 51, 47, 54, 51, 44, 56] 
TOM,APO58,APO12 0,686335 [50, 67, 52, 57, 52, 48, 55, 53, 52, 61] 
CR1,APO58,APO12 0,658496 [53, 72, 49, 58, 53, 49, 50, 42, 46, 63] 
SOR,TOM,APO58 0,650288 [61, 66, 47, 47, 37, 44, 40, 46, 55, 64] 
BIN,APO46,APO58 0,661713 [52, 73, 58, 55, 54, 51, 45, 47, 54, 52] 
PIC,GWA,TOM 0,640639 [46, 29, 45, 16, 40, 57, 44, 44, 58, 49] 
BIN,APO58,APO12 0,689219 [56, 77, 59, 62, 57, 52, 58, 55, 49, 53] 
CLU90,APO58,APO12 0,689219 [57, 78, 60, 63, 58, 53, 59, 56, 50, 57] 
PVR,APO58,APO12 0,689219 [58, 79, 61, 64, 59, 54, 60, 57, 45, 69] 
APO46,APO58,APO12 0,683784 [59, 63, 62, 65, 60, 55, 61, 58, 53, 70] 
SOR,GWA,TOM 0,65528 [41, 12, 32, 26, 62, 65, 66, 76, 63, 75] 
CLU90,PIC,APO46 0,664264 [39, 30, 72, 60, 66, 59, 56, 45, 57, 35] 
PIC,TOM,APO46 0,651176 [54, 11, 67, 61, 65, 58, 67, 39, 64, 32] 
CLU00,PIC,GWA 0,666704 [51, 57, 63, 29, 63, 61, 48, 62, 91, 39] 
BIN,PIC,TOM 0,636535 [66, 47, 66, 59, 55, 66, 64, 68, 59, 17] 
PIC,TOM,APO12 0,670364 [72, 64, 37, 71, 50, 69, 73, 60, 65, 60] 
CLU00,GWA,TOM 0,62012 [63, 62, 50, 44, 28, 74, 63, 69, 74, 76] 
SOR,PIC,TOM 0,623447 [64, 43, 55, 68, 64, 67, 65, 75, 62, 62] 
CLU90,GWA,TOM 0,621451 [68, 56, 69, 50, 61, 68, 42, 70, 60, 85] 
CR1,PIC,TOM 0,635648 [71, 60, 76, 66, 67, 60, 78, 63, 61, 55] 
CLU90,PIC,TOM 0,634317 [67, 75, 65, 67, 68, 62, 74, 65, 67, 29] 
GWA,TOM,APO12 0,612689 [76, 39, 54, 52, 69, 80, 57, 67, 70, 100] 
BIN,CLU00,PIC 0,598824 [78, 85, 84, 79, 91, 63, 62, 61, 86, 31] 






SOR,PIC,APO46 0,6189 [83, 59, 90, 75, 77, 64, 79, 71, 81, 66] 
PIC,GWA,APO46 0,603594 [75, 21, 86, 87, 82, 71, 84, 66, 102, 74] 
CLU00,PIC,APO46 0,597493 [73, 74, 85, 76, 85, 70, 75, 73, 98, 58] 
BIN,GWA,TOM 0,594499 [62, 68, 78, 69, 71, 83, 68, 80, 75, 96] 
CR1,GWA,TOM 0,608252 [79, 54, 68, 70, 70, 89, 69, 78, 71, 116] 
BIN,PIC,APO46 0,593944 [86, 76, 97, 93, 83, 73, 76, 77, 78, 67] 
GWA,PVR,TOM 0,569987 [80, 41, 64, 73, 75, 85, 80, 64, 87, 107] 
SOR,PIC,GWA 0,596828 [90, 61, 71, 77, 102, 76, 86, 93, 111, 68] 
CR1,PIC,APO46 0,616016 [92, 69, 75, 98, 112, 72, 87, 74, 100, 77] 
CLU90,PVR,TOM 0,597826 [65, 100, 83, 97, 80, 78, 89, 83, 89, 83] 
CLU90,SOR,TOM 0,600155 [84, 104, 81, 94, 76, 77, 99, 85, 66, 78] 
GWA,TOM,APO46 0,553017 [70, 65, 79, 72, 88, 87, 77, 79, 88, 111] 
CLU00,PVR,TOM 0,624113 [74, 106, 74, 83, 72, 81, 107, 104, 83, 98] 
SOR,TOM,APO46 0,651508 [87, 97, 77, 92, 84, 109, 96, 95, 76, 97] 
BIN,PIC,GWA 0,574867 [81, 91, 107, 81, 105, 79, 71, 81, 107, 84] 
CLU90,TOM,APO46 0,55213 [94, 110, 92, 89, 100, 86, 94, 82, 69, 81] 
SOR,TOM,APO12 0,641304 [107, 102, 73, 110, 81, 98, 83, 91, 72, 131] 
CR1,CLU00,PIC 0,58374 [116, 92, 104, 78, 117, 88, 72, 86, 96, 82] 
CLU00,TOM,APO12 0,645519 [109, 107, 82, 86, 79, 95, 109, 98, 77, 117] 
BIN,CLU00,TOM 0,553461 [112, 112, 103, 82, 74, 91, 81, 90, 97, 86] 
CLU90,CLU00,TOM 0,624778 [96, 129, 110, 85, 92, 90, 118, 102, 82, 93] 
SOR,PVR,TOM 0,613132 [91, 116, 89, 117, 87, 82, 92, 105, 95, 110] 
CR1,PIC,GWA 0,617236 [108, 98, 108, 112, 130, 103, 70, 97, 108, 80] 
CR1,TOM,APO12 0,638199 [129, 108, 80, 105, 86, 104, 120, 87, 84, 129] 
TOM,APO46,APO12 0,621229 [110, 99, 88, 107, 90, 111, 111, 100, 85, 118] 
BIN,TOM,APO46 0,580634 [77, 115, 100, 106, 98, 99, 98, 88, 92, 104] 
CLU90,TOM,APO12 0,586624 [123, 119, 87, 115, 89, 96, 108, 103, 73, 103] 
CLU90,PIC,GWA 0,592059 [88, 88, 112, 90, 99, 94, 101, 106, 121, 79] 
CLU00,PVR,APO46 0,574645 [85, 113, 114, 99, 96, 105, 123, 101, 80, 109] 
PIC,APO46,APO12 0,598713 [99, 86, 127, 129, 120, 84, 106, 84, 118, 94] 
CR1,CLU90,TOM 0,620896 [119, 137, 96, 103, 93, 114, 112, 94, 79, 130] 
CLU00,SOR,TOM 0,556012 [103, 111, 101, 100, 78, 92, 93, 118, 90, 112] 
SOR,GWA,PVR 0,613354 [95, 81, 95, 84, 118, 102, 119, 128, 138, 106] 
PIC,PVR,APO46 0,590506 [105, 80, 120, 114, 128, 101, 102, 89, 125, 89] 
CLU00,SOR,GWA 0,632542 [120, 83, 98, 80, 107, 93, 134, 153, 143, 99] 
BIN,TOM,APO12 0,585071 [124, 122, 91, 120, 97, 124, 88, 115, 101, 126] 
BIN,CLU90,PIC 0,566548 [89, 123, 133, 122, 122, 115, 91, 96, 109, 51] 






PIC,GWA,APO12 0,624778 [106, 90, 124, 108, 127, 106, 90, 99, 149, 125] 
PVR,TOM,APO12 0,62988 [136, 125, 94, 123, 95, 125, 132, 120, 99, 144] 
CR1,CLU00,TOM 0,608807 [122, 152, 105, 88, 94, 110, 126, 111, 106, 133] 
CR1,PVR,TOM 0,620896 [93, 135, 99, 125, 113, 121, 149, 107, 93, 135] 
PVR,TOM,APO46 0,585071 [100, 117, 102, 121, 114, 132, 128, 92, 104, 101] 
CLU90,CLU00,GWA 0,608585 [121, 121, 131, 95, 111, 120, 105, 123, 145, 102] 
BIN,CLU90,TOM 0,526287 [101, 139, 123, 96, 106, 116, 100, 113, 94, 87] 
CLU00,SOR,PIC 0,56311 [126, 103, 118, 113, 104, 117, 125, 131, 137, 88] 
BIN,GWA,APO46 0,578194 [82, 127, 117, 131, 109, 107, 110, 125, 110, 141] 
CLU90,PVR,APO46 0,59949 [117, 96, 121, 126, 141, 100, 163, 117, 103, 114] 
CLU90,CLU00,PIC 0,571096 [134, 136, 139, 109, 131, 97, 104, 122, 130, 72] 
CLU00,GWA,PVR 0,604481 [98, 89, 113, 102, 125, 119, 140, 143, 158, 128] 
SOR,GWA,APO46 0,616016 [128, 84, 119, 116, 132, 113, 122, 141, 156, 108] 
PIC,GWA,PVR 0,579636 [125, 95, 128, 101, 138, 108, 117, 108, 140, 113] 
CLU90,GWA,APO46 0,597715 [104, 118, 130, 104, 119, 134, 138, 116, 134, 123] 
CLU00,PIC,PVR 0,579082 [113, 133, 138, 91, 142, 122, 113, 134, 123, 90] 
CLU90,GWA,PVR 0,569321 [97, 87, 132, 124, 124, 127, 115, 135, 146, 147] 
BIN,SOR,GWA 0,569987 [114, 93, 111, 118, 134, 118, 97, 142, 161, 132] 
BIN,PVR,TOM 0,554459 [132, 149, 109, 119, 103, 131, 114, 127, 119, 127] 
CR1,SOR,TOM 0,611247 [111, 157, 115, 149, 115, 141, 131, 126, 113, 161] 
CLU00,TOM,APO46 0,575311 [130, 154, 116, 111, 110, 128, 137, 119, 115, 140] 
CR1,TOM,APO46 0,600821 [115, 148, 122, 143, 116, 143, 150, 129, 112, 142] 
BIN,SOR,PIC 0,54004 [151, 131, 135, 154, 140, 112, 82, 109, 120, 91] 
CR1,BIN,PIC 0,555346 [154, 156, 129, 132, 139, 130, 103, 140, 117, 92] 
CR1,BIN,TOM 0,580634 [127, 168, 106, 148, 121, 140, 127, 121, 114, 167] 
CLU00,PIC,APO12 0,608252 [142, 153, 145, 139, 135, 123, 147, 139, 151, 105] 
BIN,CLU00,GWA 0,540262 [149, 126, 148, 135, 123, 129, 121, 114, 172, 115] 
CR1,PIC,PVR 0,582187 [146, 147, 144, 127, 180, 162, 116, 148, 116, 122] 
BIN,PVR,APO46 0,576863 [159, 144, 140, 165, 149, 160, 129, 132, 127, 120] 
CR1,CLU00,GWA 0,583407 [148, 145, 152, 136, 133, 135, 136, 144, 167, 169] 
CLU90,SOR,GWA 0,523957 [147, 94, 125, 133, 137, 136, 155, 149, 180, 151] 
CLU00,GWA,APO46 0,554902 [133, 160, 126, 130, 136, 166, 153, 133, 163, 152] 
BIN,GWA,PVR 0,530612 [118, 109, 134, 137, 144, 145, 133, 166, 182, 153] 
GWA,PVR,APO46 0,535825 [141, 101, 142, 145, 143, 137, 143, 112, 139, 174] 
SOR,PVR,APO46 0,56189 [138, 150, 146, 164, 126, 173, 169, 160, 129, 139] 
CR1,SOR,GWA 0,619232 [152, 105, 137, 141, 153, 142, 154, 180, 187, 179] 
CLU00,GWA,APO12 0,59583 [157, 130, 149, 134, 146, 149, 142, 157, 189, 171] 






BIN,PIC,PVR 0,513199 [131, 132, 151, 159, 160, 148, 130, 146, 132, 95] 
CR1,GWA,APO12 0,613687 [161, 128, 141, 140, 172, 158, 141, 147, 196, 193] 
CLU00,SOR,APO46 0,558119 [171, 155, 136, 152, 108, 164, 173, 186, 150, 148] 
SOR,PIC,PVR 0,55091 [162, 159, 171, 151, 169, 159, 164, 155, 141, 124] 
BIN,SOR,PVR 0,567436 [165, 166, 165, 181, 155, 154, 124, 136, 148, 156] 
BIN,CLU90,PVR 0,518855 [144, 138, 172, 178, 166, 133, 135, 124, 147, 121] 
CR1,GWA,APO46 0,562888 [137, 161, 157, 155, 150, 175, 148, 165, 170, 177] 
GWA,APO46,APO12 0,583962 [150, 134, 169, 150, 186, 171, 152, 138, 178, 178] 
SOR,GWA,APO12 0,562666 [168, 120, 150, 146, 154, 150, 145, 154, 181, 175] 
BIN,GWA,APO12 0,575643 [166, 140, 160, 144, 181, 165, 144, 151, 193, 189] 
CLU90,GWA,APO12 0,605701 [153, 146, 166, 147, 178, 170, 157, 156, 204, 194] 
PVR,APO46,APO12 0,610803 [163, 158, 180, 171, 177, 167, 177, 158, 135, 164] 
BIN,CLU90,GWA 0,523292 [140, 141, 158, 162, 151, 174, 158, 152, 159, 155] 
CR1,GWA,PVR 0,536158 [143, 114, 147, 142, 176, 139, 151, 171, 169, 196] 
BIN,PIC,APO12 0,547027 [158, 177, 164, 170, 168, 155, 139, 159, 153, 160] 
PIC,PVR,APO12 0,580634 [160, 165, 177, 161, 200, 144, 172, 176, 155, 143] 
CR1,PVR,APO46 0,516193 [139, 162, 170, 153, 165, 161, 165, 172, 122, 149] 
BIN,CLU90,SOR 0,529503 [181, 151, 186, 189, 171, 153, 161, 150, 124, 119] 
CR1,PIC,APO12 0,552462 [172, 178, 143, 167, 187, 168, 159, 168, 144, 154] 
CR1,SOR,PIC 0,53394 [169, 179, 167, 166, 196, 177, 170, 189, 133, 146] 
GWA,PVR,APO12 0,563221 [176, 143, 168, 158, 189, 178, 162, 167, 202, 200] 
CR1,CLU90,GWA 0,530612 [156, 167, 156, 160, 170, 187, 167, 161, 164, 198] 
CLU90,PIC,PVR 0,539042 [145, 175, 183, 172, 195, 176, 171, 182, 175, 136] 
CR1,CLU90,APO46 0,5315 [155, 198, 163, 168, 145, 207, 178, 185, 136, 173] 
CLU00,SOR,PVR 0,513199 [164, 164, 185, 163, 129, 169, 195, 188, 154, 188] 
BIN,CLU90,APO46 0,487245 [174, 186, 178, 184, 157, 179, 179, 137, 128, 157] 
BIN,CLU90,APO12 0,561335 [196, 187, 191, 188, 197, 151, 185, 130, 126, 159] 
CR1,CLU00,PVR 0,547693 [170, 174, 174, 156, 162, 156, 202, 181, 165, 183] 
CR1,CLU90,PIC 0,509982 [178, 183, 154, 169, 193, 183, 160, 175, 142, 145] 
CLU90,SOR,PIC 0,517303 [187, 171, 161, 179, 164, 147, 192, 177, 152, 137] 
CLU90,SOR,PVR 0,541038 [177, 169, 202, 198, 159, 152, 186, 173, 171, 162] 
BIN,SOR,APO46 0,579193 [188, 188, 175, 187, 175, 195, 166, 200, 160, 168] 
CLU90,CLU00,APO46 0,522959 [190, 195, 153, 157, 156, 194, 191, 162, 162, 158] 
CLU90,SOR,APO46 0,48181 [186, 172, 162, 180, 152, 146, 197, 163, 131, 180] 
BIN,CLU00,SOR 0,498114 [201, 163, 190, 174, 158, 163, 156, 183, 173, 165] 
CLU90,CLU00,PVR 0,528061 [167, 176, 187, 192, 147, 172, 199, 203, 177, 166] 
CLU90,PIC,APO12 0,546695 [180, 190, 184, 177, 205, 157, 183, 184, 197, 138] 






CR1,SOR,APO46 0,518523 [185, 185, 176, 176, 163, 193, 182, 202, 174, 181] 
SOR,APO46,APO12 0,539596 [184, 173, 189, 191, 148, 201, 187, 194, 184, 201] 
BIN,CLU90,CLU00 0,51575 [194, 200, 205, 194, 184, 184, 180, 145, 185, 150] 
SOR,PIC,APO12 0,54736 [182, 194, 192, 185, 207, 189, 174, 187, 206, 184] 
CR1,BIN,APO46 0,538598 [183, 210, 181, 183, 191, 211, 188, 192, 176, 191] 
CR1,SOR,PVR 0,526287 [179, 199, 199, 209, 173, 181, 198, 197, 179, 197] 
CLU90,APO46,APO12 0,517968 [193, 205, 194, 182, 199, 197, 208, 174, 157, 192] 
CR1,CLU00,APO46 0,53028 [173, 209, 179, 190, 182, 208, 190, 208, 166, 195] 
BIN,CLU00,PVR 0,436114 [197, 182, 198, 197, 190, 185, 175, 170, 191, 172] 
CLU90,CLU00,SOR 0,514752 [210, 189, 204, 186, 167, 180, 210, 195, 205, 176] 
CLU00,PVR,APO12 0,596162 [189, 184, 197, 199, 179, 190, 212, 215, 190, 210] 
CR1,BIN,PVR 0,509871 [195, 181, 182, 201, 211, 192, 184, 205, 200, 170] 
BIN,PVR,APO12 0,567214 [207, 180, 195, 200, 206, 196, 193, 207, 201, 190] 
BIN,CLU00,APO12 0,545364 [208, 203, 200, 204, 201, 198, 176, 179, 198, 186] 
CR1,CLU00,SOR 0,534605 [199, 193, 210, 175, 174, 182, 209, 201, 212, 206] 
BIN,APO46,APO12 0,537822 [202, 206, 173, 207, 203, 214, 194, 191, 186, 202] 
CR1,CLU90,PVR 0,473602 [191, 170, 196, 206, 204, 186, 201, 178, 194, 208] 
SOR,PVR,APO12 0,553793 [198, 196, 201, 205, 185, 191, 200, 198, 211, 211] 
CR1,BIN,CLU00 0,497671 [200, 202, 209, 195, 194, 205, 181, 190, 209, 185] 
CLU00,APO46,APO12 0,531943 [206, 212, 188, 196, 192, 217, 204, 196, 192, 199] 
CR1,APO46,APO12 0,51331 [192, 216, 193, 203, 210, 215, 203, 212, 183, 203] 
CR1,BIN,SOR 0,544033 [205, 204, 207, 213, 212, 203, 189, 206, 203, 204] 
CR1,CLU90,CLU00 0,499667 [212, 208, 203, 193, 188, 200, 213, 193, 195, 205] 
CR1,PVR,APO12 0,552351 [203, 191, 206, 212, 213, 199, 214, 219, 199, 214] 
CLU90,CLU00,APO12 0,521739 [214, 211, 212, 202, 202, 206, 215, 211, 210, 207] 
CR1,BIN,CLU90 0,450865 [209, 207, 208, 211, 215, 209, 205, 199, 207, 187] 
CLU00,SOR,APO12 0,518079 [211, 201, 211, 208, 198, 204, 211, 216, 218, 213] 
CLU90,PVR,APO12 0,495453 [204, 192, 213, 215, 214, 202, 207, 209, 208, 209] 
BIN,SOR,APO12 0,52429 [218, 213, 215, 217, 216, 213, 196, 214, 213, 212] 
CR1,CLU00,APO12 0,520408 [213, 217, 214, 210, 209, 210, 219, 220, 219, 217] 
CR1,BIN,APO12 0,527618 [219, 215, 216, 216, 217, 216, 206, 210, 216, 215] 
CR1,CLU90,SOR 0,425133 [215, 214, 217, 214, 208, 218, 216, 204, 214, 216] 
CLU90,SOR,APO12 0,498004 [217, 218, 218, 218, 218, 212, 218, 213, 217, 218] 
CR1,SOR,APO12 0,527063 [216, 219, 219, 219, 219, 219, 217, 218, 220, 220] 
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