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NORMALITY PRESERVING OPERATIONS FOR CANTOR
SERIES EXPANSIONS AND ASSOCIATED FRACTALS PART I
DYLAN AIREY AND BILL MANCE
Abstract. It is well known that rational multiplication preserves normality
in base b. We study related normality preserving operations for the Q-Cantor
series expansions. In particular, we show that while integer multiplication
preserves Q-distribution normality, it fails to preserve Q-normality in a par-
ticularly strong manner. We also show that Q-distribution normality is not
preserved by non-integer rational multiplication on a set of zero measure and
full Hausdorff dimension.
1. Introduction
Let N(b) be the set of numbers normal in base b and let f be a function from
R to R. We say that f preserves b-normality if f(N(b)) ⊆ N(b). We can make
a similar definition for preserving normality with respect to the regular continued
fraction expansion, β-expansions, the Lu¨roth series expansion, etc.
Several authors have studied b-normality preserving functions. Some b-normality
preserving functions naturally arise in H. Furstenberg’s work on disjointness in
ergodic theory[12]. V. N. Agafonov [1], T. Kamae [14], T. Kamae and B. Weiss
[15], and W. Merkle and J. Reimann [21] studied b-normality preserving selection
rules.
For a real number r, define real functions πr and σr by πr(x) = rx and σr(x) =
r+ x. In 1949 D. D. Wall proved in his Ph.D. thesis [29] that for non-zero rational
r the function πr is b-normality preserving for all b and that the function σr is
b-normality preserving functions for all b whenever r is rational. These results were
also independently proven by K. T. Chang in 1976 [7]. D. D. Wall’s method relies
on the well known characterization that a real number x is normal in base b if and
only if the sequence (bnx) is uniformly distributed mod 1 that he also proved in his
Ph.D. thesis.
D. Doty, J. H. Lutz, and S. Nandakumar took a substantially different approach
from D. D. Wall and strengthened his result. They proved in [8] that for every real
number x and every non-zero rational number r the b-ary expansions of x, πr(x),
and σr(x) all have the same finite-state dimension and the same finite-state strong
dimension. It follows that πr and σr preserve b-normality. It should be noted that
their proof uses different methods from those used by D. D. Wall and is unlikely to
be proven using similar machinery.
Research of the authors is partially supported by the U.S. NSF grant DMS-0943870. We would
like to thank Samuel Roth for posing the problem that led to Theorem 3.6 to the second author
at the 2012 RTG conference: Logic, Dynamics and Their Interactions, with a Celebration of the
Work of Dan Mauldin in Denton, Texas. He asked if it is true that x ∈ N(Q) ∩ DN(Q) implies
that nx ∈ N(Q) for all natural numbers n. We thank Martin Sleziak for pointing us in a direction
that led to the paper [22]. This paper helped us prove a stronger version of Theorem 3.6.
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C. Aistleitner generalized D. D. Wall’s result on σr. Suppose that q is a rational
number and that the digits of the b-ary expansion of z are non-zero on a set of indices
of density zero. In [4] he proved that the function σqz is b-normality preserving.
We will show as a consequence of Theorem 3.1 that C. Aistleitner’s result does
not generalize to at least one notion of normality for some of the Cantor series
expansions.
There are still many open questions relating to the functions πr and σr. For
example, M. Mende´s France asked in [20] if the function πr preserves simple nor-
mality with respect to the regular continued fraction for every non-zero rational r.
The authors are unaware of any theorems that state that either πr or σr preserve
any other form of normality than b-normality.
We will focus on the normality preserving properties of πr for the Q-Cantor series
expansion as well as two other related functions. We will show that while πr is Q-
distribution normality preserving for every non-zero integer r, the set of x where
πr(x) is not Q-distribution normal has full Hausdorff dimension whenever r ∈ Q\Z
and Q is infinite in limit. Our main theorem will show that the function πr is so far
from preserving Q-normality that there exist basic sequences Q and real numbers
x that are Q-normal and Q-distribution normal where πr(x) is not Q-normal for
every integer r ≥ 2. In the sequel to this paper [3], the authors and J. Vandehey
prove that for a class of basic sequences Q, the set of real numbers x where πr(x)
is Q-normal for all non-zero rationals r but where x is not Q-distribution normal
has full Hausdorff dimension.
2. Cantor series expansions
The study of normal numbers and other statistical properties of real numbers
with respect to large classes of Cantor series expansions was first done by P. Erdo˝s
and A. Re´nyi in [9] and [10] and by A. Re´nyi in [23], [24], and [25] and by P. Tura´n
in [27].
The Q-Cantor series expansions, first studied by G. Cantor in [6], are a natural
generalization of the b-ary expansions.1 Let Nk := Z ∩ [k,∞). If Q ∈ N
N
2 , then we
say that Q is a basic sequence. Given a basic sequence Q = (qn)
∞
n=1, the Q-Cantor
series expansion of a real number x is the (unique)2 expansion of the form
(2.1) x = E0 +
∞∑
n=1
En
q1q2 · · · qn
where E0 = ⌊x⌋ and En is in {0, 1, . . . , qn− 1} for n ≥ 1 with En 6= qn− 1 infinitely
often. We abbreviate (2.1) with the notation x = E0.E1E2E3 . . . w.r.t. Q.
A block is an ordered tuple of non-negative integers, a block of length k is an
ordered k-tuple of integers, and block of length k in base b is an ordered k-tuple of
integers in {0, 1, . . . , b− 1}.
Let
Q(k)n :=
n∑
j=1
1
qjqj+1 · · · qj+k−1
and TQ,n(x) :=

 n∏
j=1
qj

 x (mod 1).
1G. Cantor’s motivation to study the Cantor series expansions was to extend the well known
proof of the irrationality of the number e =
∑
1/n! to a larger class of numbers. Results along
these lines may be found in the monograph of J. Galambos [13].
2Uniqueness can be proven in the same way as for the b-ary expansions.
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A. Re´nyi [24] defined a real number x to be normal with respect to Q if for all
blocks B of length 1,
(2.2) lim
n→∞
NQn (B, x)
Q
(1)
n
= 1.
If qn = b for all n and we restrict B to consist of only digits less than b, then (2.2)
is equivalent to simple normality in base b, but not equivalent to normality in base
b. A basic sequence Q is k-divergent if limn→∞Q
(k)
n = ∞ and fully divergent if Q
is k-divergent for all k. A basic sequence Q is infinite in limit if qn →∞.
Definition 2.1. A real number x is Q-normal of order k if for all blocks B of
length k,
lim
n→∞
NQn (B, x)
Q
(k)
n
= 1.
We let Nk(Q) be the set of numbers that are Q-normal of order k. The real number
x is Q-normal if x ∈ N(Q) :=
⋂∞
k=1 Nk(Q). A real number x is Q-distribution
normal if the sequence (TQ,n(x))
∞
n=0 is uniformly distributed mod 1. Let DN(Q)
be the set of Q-distribution normal numbers.
It follows from a well known result of H. Weyl [30, 31] that DN(Q) is a set of full
Lebesgue measure for every basic sequence Q. We will need the following result of
the second author [19] later in this paper.
Theorem 2.2. 3 Suppose that Q is infinite in limit. Then Nk(Q) (resp. N(Q)) is
of full measure if and only if Q is k-divergent (resp. fully divergent).
Note that in base b, where qn = b for all n, the corresponding notions of Q-
normality and Q-distribution normality are equivalent. This equivalence is funda-
mental in the study of normality in base b.
Another definition of normality, Q-ratio normality, has also been studied. We
do not introduce this notion here as this set contains the set of Q-normal numbers
and all results in this paper that hold for Q-normal numbers also hold for Q-ratio
normal numbers. The complete containment relation between the sets of these
normal numbers and pair-wise intersections thereof is proven in [18]. The Hausdorff
dimensions of difference sets such as RN(Q) ∩DN(Q)\N(Q) are computed in [2].
A surprising property of Q-normality of order k is that we may not conclude
that Nk(Q) ⊆ Nj(Q) for all j < k like we may for the b-ary expansions. In fact,
it was shown in [17] that for every k there exists a basic sequence Q and a real
number x such that Nk(Q)\
⋃k−1
j=1 Nj(Q) is non-empty. Thus, rather than showing
that some functions do not preserve Q-normality of order k, we will show that they
do not preserve Q-normality of any order. We will always demonstrate numbers
not Q-normal of any order that either have at most finitely many copies of the digit
0 or the digit 1 in their Q-Cantor series expansion.
3. Results
We note the following theorem which may be stated in terms of Q-normality
preserving functions. Instead we present it in its current form for simplicity.
3Early work in this direction has been done by A. Re´nyi [24], T. S˘ala´t [28], and F. Schweiger [26].
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Theorem 3.1. Suppose that Q is infinite in limit and that x = E0.E1E2 · · · w.r.t. Q
is Q-normal of order k. Then there exists a real number y = F0.F1F2 · · · w.r.t. Q
where En 6= Fn on a set of density zero and y /∈
⋃∞
j=1 Nj(Q).
Theorem 3.1 may be proven by changing all the digits of a Q-normal number
that are equal to 0 to 1. This shows that C. Aistleitner’s result does not generalize
to Q-normality for all Q-Cantor series expansions by letting q = 1 and by letting
z = 0.G1G2 · · · w.r.t. Q where Gn is equal to 1 along each of these indices and 0
otherwise and setting y = x+ z.
Theorem 3.2. Suppose that Q is a basic sequence and that x = E0.E1E2 · · · w.r.t. Q
is Q-distribution normal. If y = F0.F1F2 · · · w.r.t. Q and
(3.1) lim
N→∞
1
N
N∑
n=1
|En − Fn|+ 1
qn
= 0,
then y ∈ DN(Q).
Corollary 3.3. Suppose that Q satisfies
lim
N→∞
1
N
N∑
n=1
1
qn
= 0
and that x = E0.E1E2 · · · w.r.t. Q is Q-distribution normal. If y = F0.F1F2 · · · w.r.t. Q
and
(3.2) lim
n→∞
|En − Fn|
qn
= 0,
then y ∈ DN(Q).
Together, Theorem 3.1 and Theorem 3.2 suggest that Q-distribution normality is
a far more robust notion than Q-normality. We wish to give the following example
demonstrating that distribution normality is not preserved in all bases by rational
multiplication.
Example 3.4. Define the sequences E = (En) and Q = (qn) by
E = (0, 0, 2, 0, 2, 4, 0, 2, 4, 6, · · ·);
Q = (2, 4, 4, 6, 6, 6, 8, 8, 8, 8, · · ·).
Set x =
∑∞
n=1
En
q1q2...qn
. Then x ∈ DN(Q), but π1/2(x) /∈ DN(Q).
However, a much stronger result holds:
Theorem 3.5. For all basic sequences Q, Q-distribution normality is preserved by
non-zero integer multiplication. If Q is infinite in limit and r ∈ Q\Z, then
λ ({x ∈ DN(Q) : πr(x) /∈ DN(Q)}) = 0;(3.3)
dimH ({x ∈ DN(Q) : πr(x) /∈ DN(Q)}) = 1.(3.4)
We wish to define an equivalence relation ∼ on the set of basic sequences as
follows. If P = (pn) and Q = (qn) are basic sequences then we write P ∼ Q if
pn 6= qn on a set of density zero.
Suppose that Q that is infinite in limit and fully divergent. A nonempty subset
SQ ⊆ N(Q)\DN(Q) was shown to exist in Theorem 3.12 in [18]. The members
of SQ have the following property. If x ∈ SQ, then for any integers n ≥ 2, the
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real number πn(x) is not Q-distribution normal and not Q-normal of any order.
Since Q-distribution normality is preserved by integer multiplication it is natural
to ask if there are any basic sequences Q and real numbers x that are Q normal
and Q-distribution normal and such that for any integers n ≥ 2 the number πn(y)
are not Q-normal of any order. The following theorem answers this question.
Theorem 3.6. Let k ∈ N. If P = (pn) is eventually non-decreasing, infinite in
limit, and k-divergent (resp. fully divergent), then there exists a basic sequence
Q = (qn) and a real number x where the following hold.
(1) The basic sequence Q is infinite in limit, k-divergent (resp. fully divergent),
and P ∼ Q.
(2) The real number x is Q-normal of all orders 1 through k (resp. Q-normal)
and Q-distribution normal.
(3) For every integer n ≥ 2, the real number πn(x) is not Q-normal of any
order.
For a sequence of real numbers X = (xn) with xn ∈ [0, 1) and an interval
I ⊆ [0, 1], define An(I,X) = #{i ≤ n : xi ∈ I}. We will first prove Theorem 3.2.
To do this we will need the following standard definition and lemma that we quote
from [16].
Definition 3.7. Let X = (x1, · · · , xN ) be a finite sequence of real numbers. The
number
DN = DN (X) = sup
0≤α≤β≤1
∣∣∣∣AN ([α, β), X)N − (β − α)
∣∣∣∣
is called the discrepancy of the sequence X .
It is well known that a sequence X is uniformly distributed mod 1 if and only if
DN(X)→ 0.
Lemma 3.8. Let x1, x2, · · · , xN and y1, y2, · · · , yN be two finite sequences in [0, 1).
Suppose ǫ1, ǫ2, · · · , ǫN are non-negative numbers such that |xn − yn| ≤ ǫn for 1 ≤
n ≤ N . Then, for any ǫ ≥ 0, we have
|DN (x1, · · · , xN )−DN (y1, · · · , yN)| ≤ 2ǫ+
N(ǫ)
N
,
where N(ǫ) denotes the number of n, 1 ≤ n ≤ N , such that ǫn > ǫ.
Proof of Theorem 3.2. Set ǫi =
1
i . Define the sets
S(ǫi) =
{
i :
|Ei − Fi|+ 1
qi
≥ ǫi
}
and the sequence
Ni = min
{
n :
#S(ǫi) ∩ {1, · · · , j}
j
<
1
i
, ∀j ≥ n
}
.
Note that Ni is defined since the density of the sets S(ǫi) must be 0 by (3.2). Set
xi = TQ,i(x) and yi = TQ,i(y). Note that |xi − yi| ≤
|Ei−Fi|+1
qi
. Then for any
n > Ni we have by Lemma 3.8 that
|Dn(x1, · · · , xn)−Dn(y1, · · · , yn)| ≤ 2ǫi +
#S(ǫi) ∩ {1, · · · , N}
N
<
3
i
.
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Thus, limn→∞ |Dn(x1, · · · , xn) − Dn(y1, · · · , yn)| = 0. This implies that y is Q-
distribution normal if and only if x is. 
For the remainder of this paper let ER,i(ξ) be the ith digit of the R-Cantor series
expansion of ξ.
Proof of Theorem 3.5. The first part is trivial as any integer multiple of a uniformly
distributed sequence is uniformly distributed. It is well known that locally Lipschitz
functions preserve null sets. Clearly πr is locally Lipschitz, so (3.3) holds.
Let r = a/b ∈ Q\Z for relatively prime integers a and b. We now wish to show
(3.4). Let (xn) be a sequence of real numbers that is uniformly distributed mod 1.
Define
C(n) = max
{
m ∈ bZ :
m
qn
≤ xn
}
.
Set
f(n) =
min {log qn, log q1q2 · · · qn−1}
log qn
and ω(n) =
⌊
q
1−f(n)
n
b
⌋
.
Note that limn→∞
ω(n)
qn
= 0 since
lim
n→∞
f(n) log(qn)→∞.
Define the intervals
Vn =
[
C(n)−
b
2
ω(n), C(n) +
b
2
ω(n)
]
∩ bZ.
Consider the set
ΦQ,b = {x = 0.E1E2 · · · w.r.t. Q : En ∈ V (n)}.
Note that for any x ∈ ΦQ,b, we have that
lim
n→∞
(
En
qn
− xn
)
= 0
since ω(n)qn → 0. This implies that
(
En
qn
)
is uniformly distributed mod 1, so the
seqeunce (TQ,n(x)) is as well. Therefore ΦQ,b ⊆ DN(Q). Furthermore, every digit
of x ∈ ΦQ,b is divisible by b. Thus
EQ,n
(
1
bx
)
qn
∈
[
0,
1
b
)
which implies that
TQ,n
(
1
b
x
)
∈
[
0,
1
b
+
1
qn
)
.
We have that if
TQ,n
(a
b
x
)
∈
[
⌊a/b⌋
a
,
1
b
+
1
qn
)
,
then
TQ,n
(a
b
x
)
∈
[
0,
a
b
+
a
qn
)
.
Let c ≡ a mod b. Thus
lim
n→∞
An
(
[0, cb ), (TQ,n(πr(x)))
)
n
=
(
1
b −
⌊a/b⌋
a
)
⌊a/b⌋
1
b
=
⌊a
b
⌋ c
a
6=
c
b
,
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so πr(x) /∈ DN(Q).
Following the notation of [11], ΦQ,b is a homogeneous Moran set with ck =
1
qk
and nk = ω(k). By Theorem 2.1 in [11], we have that
dimH (ΦQ,b) ≥ lim infk→∞
log n1n2 · · ·nk
− log c1c2 · · · ck+1nk+1
= lim inf
k→∞
logω(1)ω(2) · · ·ω(k)
− log
(
1
q1
1
q2
· · · 1qk+1ω(k + 1)
)
= lim inf
k→∞
log
(
q
1−f(i)
1 q
1−f(2)
2 · · · q
1−f(k)
k
)
− k log b
log q1q2 · · · qk − f(k + 1) log qk+1
= lim inf
k→∞
log q1 · · · qk
log q1 · · · qk − f(k + 1) log qk+1
= lim inf
k→∞
1
1− f(k+1) log qk+1log q1···qk
= 1.

We may now turn our attention to Theorem 3.6. Let (P,Q) ∈ NN2 × N
N
2 and
suppose that x = E0.E1E2 · · · w.r.t. P . We define ψP,Q : R→ [0, 1] by
ψP,Q(x) :=
∞∑
n=1
min(En, qn − 1)
q1 · · · qn
.
The following theorem of [18] will be critical in proving Theorem 3.6.
Theorem 3.9. Suppose that Q1 = (q1,n), Q2 = (q2,n), · · · , Qj = (qj,n) are ba-
sic sequences and infinite in limit. If x = E0.E1E2 · · · w.r.t Q1 satisfies En <
min2≤r≤j(qr,n − 1) for infinitely many n, then for every block B
NQjn
(
B,
(
ψQj−1,Qj ◦ ψQj−2,Qj−1 ◦ · · · ◦ ψQ1,Q2
)
(x)
)
= NQ1n (B, x) +O(1).
Here we state a theorem of C. T. Rajagopal [22].
Theorem 3.10. Let (wn) and (sn) be sequences of positive real numbers such that∑∞
n=1 wn =
∑∞
n=1 sn = ∞. If
wn
sn
is non-increasing, then for every sequence (an)
of real numbers, we have that
lim inf
n→∞
∑n
k=1 snan∑n
k=1 sn
≤ lim inf
n→∞
∑n
k=1 wnan∑n
k=1 wn
≤ lim sup
n→∞
∑n
k=1 wnan∑n
k=1 wn
≤ lim sup
n→∞
∑n
k=1 snan∑n
k=1 sn
.
We also note the following basic lemma.
Lemma 3.11. Let L be a real number and (an)
∞
n=1 and (bn)
∞
n=1 be two sequences
of positive real numbers such that
∞∑
n=1
bn =∞ and lim
n→∞
an
bn
= L.
Then
lim
n→∞
a1 + a2 + . . .+ an
b1 + b2 + . . .+ bn
= L.
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Proof of Theorem 3.6. Let P be a basic sequence that is infinite in limit and k-
divergent. The proof of the statement for when P is fully divergent will follow
similarly. Let y be a real number that is P -distribution normal such that ny is
P -normal for all natural numbers n. Note that such a y exists by Theorem 2.2.
Define the sequence {ℓn} as follows:
ℓ1 = 1;
ℓi = min

t :
i∑
j=1
NPn (1, y) <
n
i
, ∀n ≥ t

 .
Define M(n) = min {c : lc < n}. We have that M(n) tends to infinity since∑i
j=1N
P
n (1, y)∑i
j=1 P
(1)
n
→ 1
and P is infinite in limit. Furthermore, for any i ≤M(N) and n ≥ N we have that
∑M(N)
j=1 N
P
n (1,y)
n <
1
M(N) .
Construct Q = (qn) as follows: If there is a i ∈ {1, · · · ,M(n)} such that
EP,n(πi(y)) = 1, then set qn = M(n)pn and qn+1 = M(n)pn+1. Otherwise, set
qn = pn. If both EP,n(πi(y)) = 1 and EP,n−1(πj(y)) = 1 for some i, j ≤M(n), put
qn =M(n)pn. Put x = ψP,Q(y). Then at position n, we have that EQ,n(πm(x)) 6= 1
when m ∈ {2, 3, · · · ,M(n)}. Note that for EQ,n(πm(x)) = 1, we must have that
mEP,n(y)
qn
+
mEP,n+1(y)
qnqn+1
+ · · · ∈
[
1
qn
,
2
qn
)
or
mEP,n(y)
M(n)pn
+
mEP,n+1(y)
M(n)2pnpn+1
+ · · · ∈
[
1
M(n)pn
,
2
M(n)pn
)
.
But for this to happen, we must have that EP,n(y) = 0, and EP,i(y) = pi− 1 for all
i > n. However this can not happen since y = EP,0(y).EP,1(y)EP,2(y) · · · w.r.t. P
is the P -Cantor series expansion of y. Thus we must have that EQ,n(πm(x)) 6= 1.
Then for all m ∈ N2, we have that limn→∞N
Q
n (1, πm(x)) is finite. Therefore πm(x)
is not Q-normal of any order for all m ∈ N2.
Let A ⊆ N be the set of indices where qn 6= pn. Since∑M(N)
j=1 N
P
n (1, y)
n
<
1
M(N)
,
we have that this set has density zero. Note that
(
EQ,i(x)
qi
)
differs from
(
EP,i(x)
pi
)
if and only if n ∈ A. Since
(
EP,i(y)
pi
)
is uniformly distributed mod 1, we have that(
EQ,i(x)
qi
)
is uniformly distributed mod 1 by Lemma 3.8. Since Q is infinite in limit,
we have that x is Q-distribution normal.
Fix some j ∈ {1, 2, · · · , k}. Note that
n∑
i=1
χN\A(i)
pi · · · pi+j−1
≤ Q(j)n ≤ P
(j)
n .
Using the notation of Theorem 3.10, set an = χA(n), wn =
1
pi···pi+j−1
, and sn = 1.
Since P is non-decreasing and k-divergent, we can apply Theorem 3.10. Thus we
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have
lim sup
n→∞
∑n
i=1
χA(n)
pi···pi+j−1
P
(j)
n
= lim sup
n→∞
#A ∩ {1, · · · , n}
n
= 0,
so limn→∞
Q(j)n
P
(j)
n
= 1. Since NPn (B, y) = N
Q
n (B, x), we have that x is Q-normal of
orders 1, 2, · · · , k. 
4. Further problems
Theorem 3.6 suggests some natural further investigations.
Problem 4.1. Can the condition that Q is monotone be weakened or replaced by
other conditions in Theorem 3.6?
We consider the following two conditions on a basic sequence Q and a real num-
ber x.
x ∈ DN(Q) ∩
k⋂
j=1
Nj(Q) and nx /∈
∞⋃
j=1
Nj(Q) ∀n ∈ N2;(4.1)
x ∈ DN(Q) ∩N(Q) and nx /∈
∞⋃
j=1
Nj(Q) ∀n ∈ N2.(4.2)
Problem 4.2. Is it true that for all Q that are k-divergent and infinite in limit that
there exists a real number x satisfying (4.1)? If Q is fully divergent and infinite in
limit must there exist an x that satisfies (4.2)? If not, what must we assume about
Q?
We note that the use of Theorem 2.2 in the proof of Theorem 3.6 means we have
not given any explicit examples of the basic sequence or real number x mentioned
in Theorem 3.6. There exist some basic sequences Q where the set DN(Q) does
not contain any computable real numbers. See [5]. Thus, it is reasonable to ask
the following question.
Problem 4.3. Give an example of a computable basic sequence and a computable
real number x that satisfies the conditions (4.1) or (4.2). Can this be done for every
computable basic sequence Q?
The authors strongly believe that sets of numbers that satisfy conditions (4.1)
or (4.2) must have full Hausdorff dimension. Thus we ask
Problem 4.4. For k-divergent Q that are infinite in limit, compute
dimH ({x : condition (4.1) holds}) .
If Q is fully divergent and infinite in limit, compute
dimH ({x : condition (4.2) holds}) .
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