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La aproximación tradicional al estudio del clima hasta la mitad del presente siglo se
limitaba, en esencia, a la presentación, clasificación e interpretación de las condiciones
promedio de algunas variables atmosféricas cerca de la superficie terrestre. De ello
posiblemente se derivara el erróneo concepto de que el clima poseía una naturaleza
constante e invariable, aunque las evidencias geológicas disponibles indicaran claramente la
existencia de climas muy diferentes en épocas remotas que, por lo general, se atribuían a la
diferente distribución y situación de los continentes y océanos respecto al presente.
El concepto que actualmente se tiene del clima es muy distinto, ya que se considera
que es el resultado de los procesos involucrados en las complejas interacciones entre los
componentes del llamado Sistema Climático Atmósfera, hidrosfera, criosfera, biosfera y
litosfera. No obstante, el clima se suele seguir caracterizando en función de las
características de la atmósfera, pues es el componente del sistema en cuyo seno se
desarrollan esencialmente las actividades humanas. Este drástico cambio conceptual del
clima está íntimamente relacionado con el progreso y rápido desarrollo de la Meteorología a
lo largo de las últimas cinco décadas, así como con el incremento de la capacidad para
realizar más y mej ores observaciones de la atmósfera y la notable mejora del conocimiento
acerca de los procesos que tienen lugar en el resto de los componentes del sistema
climático, especialmente en los océanos. Todo ello ha llevado a la evidencia de que el clima
está en continua evolución, llegando incluso a ser considerado como si de una entidad
viviente se tratara.
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La creciente atención de la comunidad científica dirigida hacia el conocimiento del
sistema climático, que fue iniciada en la década de los cincuenta, se ha acelerado de forma
muy notable en los últimos veinte años a partir de las teorías e indicios de que las
actividades humanas pudieran estar contribuyendo a modificar la evolución o variabilidad
natural del clima de la Tierra. En este sentido tiene especial relevancia la emisión y
acumulación progresiva en la atmósfera de “gases invernadero”1. Hasta tal punto se ha
incrementado por esta causa el interés por el clima, que ha acabado por conveflirse en una
preocupación social, transcendiendo las fronteras de lo estrictamente científico y llegando a
ser un objeto preferente de divulgación en los medios de comunicación, y de atención de los
gobiernos de los países más desarrollados y de diversas organizaciones a escala mundial.
Estas circunstancias han conducido a que las investigaciones sobre el clima
constituyan uno de los objetivos preferentes entre la comunidad científica. Conocer el clima
en épocas pasadas con diferente composición atmosférica, analizar las causas de su
variabilidad natural y cuantificar la influencia de las actividades humanas son tareas que
deben abordarse de forma preferente. Pero, quizá, la labor que suscite más apoyo de la
sociedad sea la dirigida a la posibilidad de predecir cómo va a evolucionar el clima en un
futuro más o menos cercano, cuál será el posible impacto de la acción humana sobre el
sistema climático en las próximas décadas y, en función de ello, determinar las medidas
precisas para atenuar dicha influencia.
En un intento de responder a estas cuestiones se creó a finales de la década de los
ochenta el Panel Intergubernamental sobre el Cambio Climático (IPCC, Intergovernmental
Panel on Climate Change) bajo los auspicios de la Organización Meteorológica Mundial
(WMO, World Meteorological Organization) y del Programa de Medio Ambiente de la
Organización de las Naciones Unidas (IJNEP, United Nations Environment Programme).
Este Panel (en adelante mencionado por las siglas IPCC) reúne a responsables políticos,
interlocutores de movimientos sociales y centenares de científicos de todo el mundo
expertos en el clima y su impacto fisico, social y económico. Los primeros resultados de
este esfuerzo se presentaron, recién inaugurada la presente década, en un amplio informe
(IPCC, 1990). Posteriormente, se han presentado nuevos informes en los que se da cuenta
¡ Aquellos que absorben radiación terrestre (infrarroja) con mayor eficiencia quela solar. El principal es el vapor de agua, y otros son
el dióxido de carbono, ozono, metano y óxidos de nitrógeno, cuya concentración atmosférica global es afectada por las actividades
humanas.
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de los últimos avances realizados en el estudio del clima y su proyección hacia el futuro
(IPCC; 1992,1994,1995).
La mayoría de las investigaciones llevadas a cabo sobre el posible cambio climático
por causas antropogénicas se han basado en simulaciones realizadas con modelos climáticos
de circulación general (en adelante mencionados por las siglas 0CM, General Circulation
Model). Los 0CM consisten en algoritmos matemáticos que resuelven las ecuaciones de
conservación de la masa, momento, calor y vapor de agua que describen el comportamiento
de la atmósfera terrestre. Este complejo sistema de ecuaciones diferenciales no lineales,
llamadas ecuaciones primitivas, debe ser resuelto por métodos numéricos, de manera que
las variables del sistema son determinadas bien en una malla de puntos distribuidos vertical
y horizontalmente a lo largo de toda la atmósfera terrestre (modelos de diferencias finitas), o
bien mediante un número finito de funciones matemáticas prescritas (modelos espectrales).
Las variaciones temporales de estas variables son calculadas en intervalos discretos de
tiempo partiendo de unas condiciones iniciales dadas (para más detalle de estas técnicas ver,
por ejemplo, Washington y Parkinson, 1986).
Muchos procesos fisicos de la atmósfera, como los relacionados con la formación de
nubes y precipitación, la transferencia de energía radiante o el intercambio turbulento de
masa y energía entre el aire y la superficie, tienen lugar a escalas espaciales mucho menores
que la discretización aplicada en los 0CM. Por ello no pueden ser resueltos explícitamente,
sino que deben ser simulados de forma aproximada mediante la utilización de relaciones
semiempiricas entre sus valores promedio en una celdilla y las variables que son resueltas a
gran escala. Esta técnica es conocida como parametrización.
Los modelos 0CM se han venido aplicando desde fmales de la década de los
sesenta para la predicción meteorológica a píazo medio y corto (inferior a 10 días). Sin
embargo para predicciones a más largo píazo, como son las climáticas, a estos modelos
atmosféricos han de acoplarse otros capaces de simular la evolución dinámica de los
océanos y sus interacciones con la atmósfera. Al conjunto del modelo atmosférico y el
oceánico se le llama Modelo Acoplado de Atmósfera-Océano (en adelante emncionado por
las siglas AOOCM, Atmosphere-Ocean General Circulation Model. Los primeros
resultados obtenidos con este tipo de modelos se deben a Washington y Meehí (1989).
Desde entonces su utilización para las investigaciones climáticas se ha generalizado a causa
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del importante papel que juegan los océanos en el sistema climático y, por tanto, de su
respuesta a una posible alteración del clima debida al aumento de los llamados gases
invernadero en la atmósfera. Así, por ejemplo, la circulación oceánica es un mecanismo
clave para el almacenamiento del calor proveniente de la atmósfera en la parte más profunda
de los mares, actuando pues como un “atenuador” de las alteraciones térmicas globales de la
atmósfera. Pero, a su vez, la circulación de los océanos viene determinada en gran parte por
los procesos atmosféricos, que son sensibles a las perturbaciones en el balance energético de
la atmósfera a causa de la acumulación progresiva de los gases invernadero.
Los AOOCM reproducen razonablemente bien las características de gran escala del
clima actual, incluyendo las variaciones geográficas, estacionales y verticales. La
variabilidad interanual del clima simulada a escala global es suficientemente realista, de
forma que estos modelos matemáticos pueden ser capaces de cuantificar la posible
influencia humana sobre la evolución del clima. Por otra parte, se ha comprobado que los
AOGCM tienen la habilidad de reproducir razonablemente las características conocidas del
clima en épocas pasadas (paleoclimas). Por tanto, en general, se considera como bastante
aceptable el grado de confianza en las previsiones que los AOOCM proporcionan del
impacto antropogénico sobre el clima futuro, y esta confianza aumenta a medida que los
modelos van progresivamente mejorando (IPCC, 1995).
No obstante, en las escalas regionales (resoluciones espaciales menores de 1000 lan
según la definición de Grotch y MacCracken (1991)) los resultados de los AOGCM son
más deficientes. Ello es debido, entre otros motivos, a la falta de detalle en la representación
de la orografla y del contraste mar-tierra. De manera que no existen resultados de AOGCM
con una resolución superior a 250 km, aproximadamente, que es por el momento la máxima
considerada en estos modelos aplicados a simulaciones climáticas. Sin embargo, los
expertos en valoración de impactos reclaman escenarios de clima futuro con una resolución
espacial menor que 100 km (Robinson y Finkelstein, 1991). Es decir, los AOGCM actuales
no son capaces de aportar, directamente, los datos necesarios para realizar estudios de
impacto con un mínimo de fiabilidad. Pero el aumento de la resolución espacial de los
AOGCM tropieza con la limitación de los actuales recursos informáticos de cálculo. A
pesar de la fabulosa rapidez con que se avanza actualmente en la mejora de las prestaciones
de los grandes computadores, no es previsible que en los próximos años se consiga que los
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modelos climáticos puedan ej ecutarse en tiempos razonables con las resoluciones espaciales
requeridas. Como puede verse en la Tabla 1.1, el aumento de la capacidad de cálculo para
ejecutar modelos 0CM mantiene una relación lineal con el incremento de la resolución.
Así, por ejemplo, aumentar diez veces la resolución de los actuales AOGCM de malla más
fina, es decir de 250 a 25 km, conlíeva la necesidad de incrementar la potencia de cálculo
unas mil veces.
Tabla 1.1. Tiempos aproximados de cálculo necesarios para ejecutar el 0CM atmosférico del
ECMWF (con 31 niveles verticales) con diferentes resoluciones espaciales utilizando un
superordenador Cray C90 con 4 procesadores en paralelo.
Tamaño horizontal de Número de celdillas Paso de tiempo (s) Tiempo de CPU
la celdilla en cada nivel (horas/año)
1.80 x 1.80 20000 3000 7.5
l.10x 1.10 51200 1800 32
0.560 x 0.560 205000 900 256
0.20 x 0.20 1620000 320 5700
0.10x0.10 6480000 160 45500
En el caso particular del trabajo que se presenta en esta Memoria, la aplicación de
los resultados de los AOGCM a estudios de impacto regional en la Península Ibérica parece
especialmente inadecuado debido a las peculiares características de dicha área geográfica,
como señalan Storch et al. (1993). Los factores específicos que reducen la confianza en los
resultados de los AOGCM en el área de la Península Ibérica son los siguientes:
1. Su crítica localización geográfica Esta región está situada en la zona de
transición entre las latitudes medias y subtropicales. Como consecuencia de ello,
un pequeño error en la configuración latitudinal de la circulación general
atmosférica podría distorsionar los procesos meteorológicos asociados que
determinan el clima de la región.
2. Su pequeña extensión. Aunque, en promedio, los modelos ofrecen resultados
similares sobre las características climáticas de gran escala a lo largo de los
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meridianos, existe poco acuerdo entre ellos en la variación zonal a lo largo de los
paralelos.
3. Su compleja orograjía¿ Existen numerosos fenómenos asociados o influenciados
por las diversas cordilleras montañosas que cruzan la Península Ibérica, y que,
como es bien sabido, determinan en gran medida los diferentes climas y
subclimas. Estos fenómenos no son captados por los AOGCM, pues para los de
malta más fina (alrededor de 250 km) la Península se reduce a una extensa colina
que apenas sobrepasa los 500 metros de altitud sobre el mar.
4. La gran variedad de su vegetación. La geografia peninsular encierra una
diversidad de población vegetal poco frecuente en otras áreas geográficas de
similar extensión. En la penínsulaIbérica coexiste el bosque húmedo (en la franja
septentrional) con el desierto (en el extremo sureste). Por lo general, las
parametrizaciones de los actuales 0CM no consideran el efecto de tal
inhomogeneidad superficial.
Por lo tanto, un análisis realista de las consecuencias a escala regional ligadas a un
cambio de clima global no es factible en la actualidad por medio de la utilización de
AOGCM. Además un estudio de este tipo parece especialmente inviable en regiones de las
singulares características de la Península Ibérica.
Es bastante previsible que las dificultades actuales para aplicar AOGCM con
resoluciones más finas se solucionen a medio plazo, pero hasta entonces hay que satisfacer
la necesidad de escenarios climáticos con una alta resolución espacial mediante
procedimientos alternativos. En esta dirección se ha trabajado durante los últimos años, y se
han desarrollado un gran número de técnicas de regionalización. Tales técnicas (conocidas
comunmente en inglés por el término downscaling) consisten en la aplicación de cualquier
método que permita obtener resultados válidos para escalas regionales a partir de los
resultados climáticos generados a gran escala. Los diferentes métodos de regionalización
pueden clasificarse en cuatro grupos: estadísticos empíricos, estadísticos semiempíricos,
dinámicos e híbridos.
Los métodos estadísticos empíricos pueden basarse en registros instrumentales
recientes, o bien en datos sobre el clima de épocas remotas (paleoclimas). Dentro del primer
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tipo la técnica más comúnmente utilizada consiste en separar los periodos multianuales
relativamente fríos de los cálidos, dentro del lapso temporal en el que se poseen registros
fiables, e inferir relaciones estadísticas lineales entre las variables climáticas de una
determinada región y la temperatura y precipitación media a escala global. Los resultados
de estos estudios indican que en un mismo escenario global pueden coexistir distintas
anomalías climáticas en diferentes regiones. Las analogías paleoclimáticas, por su parte,
consisten en precisar las características del clima global para determinadas épocas del
pasado y posteriormente relacionarlas con patrones de clima a escala regional utilizando
datos paleobotánicos y paleohidrológicos. Así se podría intentar inferir los cambios
regionales que provocarían los futuros cambios de clima globales de igual magnitud que los
conocidos en el pasado. Webb y Wigley (1985) y Budyko y Sedunov (1990) realizaron los
más conocidos y pioneros trabajos sobre analogías paleoclimáticas. Los principales
inconvenientes de los métodos estadísticos empíricos son dos: (a) la posible dependencia de
los patrones de clima regional del periodo en que fueron recogidos los registros
instrumentales y (b) la no consideración de que las consecuencias en el clima regional
pueden ser distintas para diferentes forzamientos aunque estos den lugar a un mismo
cambio climático global (Wigley et al., 1986).
Las aproximaciones estadísticas semiempíricas incluyen en su desanollo términos
no empíricos cuyo objetivo es ajustar una relación significativa entre la información a gran
escala y las variables climáticas regionales. Son muchas y variadas las técnicas
desarrolladas dentro de este ámbito (Terjung et al., 1984; Cohen, 1990; Kim et al., 1984;
Bárdossy y Plate, 1992), pero, quizá, las de mayor repercusión han sido las que usan los
principios de Prognosis Perfecta (PP, Perfect Prognosis) o los de Estadísticas de los
Resultados de los Modelos (MOS, Model Output Statistics). Estas estrategias fueron
diseñadas, en principio, para mejorar desde un punto de vista estadístico la salida directa de
los modelos de pronóstico meteorológico (Klein y Walsh, 1983; Klein y Bloom, 1987).
Posteriormente, se modificaron para poder ser aplicadas en el campo de los modelos
climáticos. Básicamente, estos métodos consisten en establecer relaciones empíricas entre
variables atmosféricas observadas en determinadas regiones y variables atmosféricas a gran
escala, obteniéndose éstas últimas a partir de observaciones (PP), o de los modelos
climáticos globales (MOS). Algunos de los trabajos desarrollados en este campo se deben a
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Wigley et al. (1990), Karl et al. (1990), Storch et al. (1993) y Noguer (1994), entre otros.
Aunque estos métodos han dado resultados bastante satisfactorios, tienen algunas
limitaciones que deben ser consideradas: (a) las relaciones estadísticas encontradas entre los
datos regionales y los supraregionales para el clima actual no tienen por qué mantenerse
después de un posible cambio de clima global; (b) las técnicas semiempíricas siguen
teniendo la típica limitación de todos los métodos estadísticos, es decir, sus predicciones
son sólo válidas dentro del rango de la serie de los datos utilizados para desarrollarlos; (c)
los registros de datos observados en periodos de tiempo largos no son fácilmente accesibles;
(d) el método se tiene que aplicar completo en cada caso panicular, pues no existe garantía
de que exista una relación estable entre el estado de la atmósfera a gran escala y el clima
regional.
Los métodos dinámicos de regionalización consisten en aplicar modelos que, al
igual que los AOGCM, están basados en la formulación de las ecuaciones fundamentales
que rigen la dinámica atmosférica, pero que debido a sus especiales características o a la
forma en que son utilizados pueden ser empleados con una resolución mayor que la de los
AOOCM convencionales salvando las limitaciones de los recursos informáticos de cálculo.
Los primeros intentos que en este sentido se hicieron con los métodos conocidos como de
time-slice (secciones de tiempo), que consisten en repetir parte de la simulación de un
AOOCM con un 0CM atmosférico de mayor resolución que toma las condiciones iniciales
y la evolución de las de la superficie oceánica del primero (Cubash et al., 1995). Una
segunda línea es la propuesta por Déqué et al. (1994), que utilizaron una versión climática
del modelo ARPEGE/IFS, originalmente desarrollado como modelo de pronóstico
meteorológico (Courtier y Geleyn, 1988). Este modelo es un 0CM atmosférico cuya
resolución espacial es variable, es decir, la malla de discretización está compuesta por
celdillas de tamaño diferente: más pequeñas sobre la zona de interés y más grandes en la
zona antípoda. Se consigue así una resolución mayor que la de un 0CM convencional en la
región objeto de estudio sin aumentar excesivamente el tiempo de cálculo necesario.
El método dinámico de regionalización más utilizado se basa en la aplicación de
modelos regionales de clima (en adelante mencionados por las siglas RCM, Regional
Chinate Model) para obtener simulaciones con muy alta resolución. Los RCM son
conceptualmente iguales a los 0CM atmosféricos desarrollados con la técnica de
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diferencias finitas, y se diferencian de estos en que no son aplicados a la totalidad del globo
terrestre, sino a una región limitada del mismo. Estos RCM precisan, por tanto, de unas
condiciones de contorno laterales suministradas a partir de datos observados (análisis), o
bien de los resultados de un AOGCM mediante la técnica conocida como “anidado”, que se
describirá con detalle en los capítulos 2 y 3. Como el dominio sobre el que se aplican estos
modelos es de extensión relativamente pequeña, la resolución de los RCM se puede
incrementar notablemente sin llegar a un tiempo de cálculo inaceptable. Las primeras
tentativas utilizando este método son las de Dickinson et al. (1989) y Oiorgi y Bates (1989)
y a partir de entonces se ha utilizado en bastantes ocasiones (por ejemplo: Giorgi (1990),
Oiorgi et al. (1990), Giorgi (1991), Marinucci y Giorgi (1992), Giorgi et al. (1992), Giorgi
et al. (1993a,b,c), Oiorgi et al. (1994), Walsh y McGregor (1995), Jones et al. (1995) y
Christensen et al. (1997)). Los resultados de estos trabajos son, en general, satisfactorios y
parecen marcar el rumbo que en los próximos años tomarán los estudios de regionalización
climática.
La utilización de los modelos RCM en regionalización, al igual que los otros
a los demás, ya que están basados en
métodos dinámicos, tiene una gran ventaja respecto
principios fisicos y, por tanto, responden con una mayor fiabilidad tanto en estudios del
clima presente como en escenarios de climas futuros a escala regional. La estrategia de los
RCM ha sido reconocida como prometedora por Storch et al. (1993) en el marco de un
trabajo de regionalización estadística, y Robinson y Finkelstein (1991) indican que las
técnicas de regionalización más deseables son aquellas que se asientan sobre principios
fisicos. No obstante, los RCM tienen también sus puntos débiles. En primer lugar, la técnica
de anidado, que es una pieza básica del método, se tiene que optimizar al máximo para
evitar introducir en la región o dominio de aplicación señales falsas o distorsionadas. Por
otro lado, los resultados de un RCM están limitados por la exactitud de los AOGCM que le
suministran las condiciones de contorno actualizadas a lo largo del periodo de simulación.
Este último inconveniente se evita si para las condiciones de contorno se utilizan
directamente los análisis de datos observados por la red sinóptica con una frecuencia típica
de 6 o 12 horas (a esta técnica se llama anidado con condiciones de contorno “perfectas”).
Otra utilidad de los RCM es la de poder ser usados como “bancos de pruebas” para
optimizar las parametrizaciones fisicas de los AOOCM del futuro, que utilizarán
u
10 Desarrolloy verificación de un modelo regional de climapara su aplicación en la Península Ibérica
resoluciones mucho más altas que en la actualidad. Es conocido que las parametrizaciones
usadas en los GCM no son independientes de la resolución, es decir, que no mej oranE necesariamente sus prestaciones al aumentar la resolución, tal como indicaron Boer y
Lazare (1988) y Senior (1995). Por tanto, para cuando el desarrollo de los ordenadores
brinde la oportunidad de poder utilizar los AOOCM con alta resolución se habrán tenido
que prepararparametrizaciones adecuadas.
El último grupo de métodos de regionalización climática es el de las aproximaciones
híbridas, que reciben su nombre del hecho de utilizar simultáneamente técnicas estadísticas
y dinámicas. Básicamente, este método, utilizado por primera vez por Heimann (1986),
consiste en determinar mediante métodos estadísticos un número limitado de situaciones de
gran escala que caracterizan el clima en una determinada región. Posteriormente se aplica
un RCM para establecer las características que cada una de las situaciones implican en elU área de interés. Y finalmente se trazan las propiedades del clima a escala regional
ponderando los resultados de las distintas simulaciones hechas con el RCM. La principalE
deficiencia del método es que supone que el clima regional viene determinado por la¡ distribución de frecuencias de situaciones de gran escala. Por tanto, al cambiar el clima a
escala global lá frecuencia de situaciones de gran escala que defmen el clima regional puede
cambiar, pero los efectos de cada situación a gran escala sobre el clima regional siguen
siendo los mismos.
Con lo anteriormente expuesto se ha pretendido dar un rápido repaso a los métodos
de regionalización que hasta el momento se han utilizado. Un sumario más detallado puede3 encontrarse, por ejemplo, en Noguer (1996) y Robinson y Finkelstein (1991).
El trabajo que se presenta en esta Memoria da cuenta del esfuerzo que se ha venido
realizando durante los últimos cuatro años, con el objetivo último de disponer de una
herramienta fiable para la elaboración de escenarios futuros de clima regional en el ámbito3 de la Península Ibérica. Para ello se ha trabajado con un modelo de área limitada y alta
resolución del mismo tipo que los descritos anteriormente (RCM, Regional CImate ModeO.
1En concreto se ha utilizado el modelo PROMES del Departamento de Geofisica y
Meteorología de la Universidad Complutense de Madrid (Castro et al., 1993). Por lo tanto,
este estudio se encuadra dentro de los métodos de regionalización dinámicos descritos
anteriormente.
Introducción II
Este trabajo tiene como objetivo la puesta a punto del modelo PROMES en
simulaciones centradas en la Península Ibérica. Para ello se han realizado un total de 12
simulaciones mensuales con una resolución de 20 km (mesoescala 13), anidando el modelo
tanto en análisis de datos observados como en la salida de un modelo de malla más gruesa.
Se han ejecutado simulaciones de clima presente y de escenario de clima con doble
concentración de CO2. Aparte de la validez de este trabajo como comprobación de la
E consistencia y fiabilidad del modelo PROMES en simulaciones bastante más largas que las
aplicadas a predicción meteorológica, su originalidad reside en que constituye el primer
E intento de realizar simulaciones de una longitud temporal relativamente larga con una
resolución espacial tan alta.
Tras este capítulo introductorio, la presente Memoria se estructura de la manera que
se expone a continuación. En el segundo capítulo se describe con detalle el modelo regionalU o RCM que se utiliza. En el tercer capítulo se reseña la metodología seguida en el estudio,
E especificando los datos de partida, la forma concreta de aplicación del modelo y los camposde variables atmosféricas que se obtienen de las simulaciones. El cuarto capítulo expone yE comenta los resultados obtenidos al anidar el modelo en el análisis del Centro Europeo para
la Predicción Meteorológica a Plazo Medio (en adelante mencionado con las siglas
ECMWF, European Centre for Mediu¡n-1?unge Weather Forecast), donde se puede
comprobar objetivamente la fiabilidad de la versión del modelo PROMES utilizado. En el
quinto capítulo se muestra otro conjunto de resultados producto del anidado del PROMES
en el Modelo Unificado (UM, UnWed Model) del Instituto de Meteorología del Reino
Unido (UKIvIO, United Kingdom Meteorological Office). En esta ocasión los resultados
corresponden tanto a clima presente como a un escenario de clima futuro con doble
concentración de CO2. Por último, en el sexto capítulo se resumen las conclusiones más
importantes a las que han llevado los resultados de las simulaciones realizadas, y también se
reseñan las líneas que se han iniciado poco antes de fmalizar esta Memoria en el grupo de
Meteorología del Departamento de Geofisica y Meteorología de la Universidad






























































Para la realización del trabajo que se expone en la presente memoria se ha utilizado
el modelo atmosférico llamado PROMES que ha sido desarrollado íntegramente por el
grupo de Meteorología del Departamento de Física de la Tierra, Astronomía y Astrofisica 1
de la Universidad Complutense de Madrid. Se trata de un modelo de ecuaciones primitivas,
hidrostático (se utiliza la aproximación hidrostática en la ecuación de movimiento vertical),
completamente compresible (la ecuación de continuidad se aplica completa, es decir, sin
ninguna aproximación) y regional (se circunscribe a un área limitada de la atmósfera).
En los primeros cuatro apartados de este capítulo se describe la versión original del
modelo con la que se inició el presente estudio, dedicando los apartados 2.5. y 2.6 a detallar
las mejoras introducidas a lo largo del trabajo, que constituyen las llamadas versiones 2 y 3
del modelo, respectivamente. Los diferentes resultados obtenidos al ir introduciendo las
versiones mejoradas se presentarán en el capítulo 4.
2.1. Sistema de coordenadas
Las coordenadas horizontales son cartesianas y se obtienen a partir de una
proyección Lambert conforme de la esfera terrestre. La primera característica de esta
proyección es la de ser cónica, lo que la convierte en la más apropiada para la aplicación del
modelo en una región situada en latitudes medias (Antes et al., 1987), como es el caso de
la Península Ibérica. Esto se debe a que el factor de escala de la proyección ni (el cociente
entre la distancia sobre el plano y la distancia real sobre la superficie de la Tierra) es muy
próximo a la unidad en la zona cercana al corte del plano de proyección con la esfera
terrestre, y éste se encuentra en las latitudes medias para proyecciones cónicas como la
E
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Lambert.
Una segunda característica de la proyección utilizada es que es conforme, por tanto
se conservan los ángulos y ni es igual en todas las direcciones alrededor de un punto
(Haltiner y Williams, 1980; pág. 10). Como consecuencia de ambas características, las
formas de los elementos geográficos son iguales en la proyección y en la realidad.
La proyección Lambert conforme permite que todas las celdillas de la malla de
discretización espacial en que se aplica el modelo tengan unas dimensiones prácticamente
iguales (en km2) en el plano horizontal. En consecuencia, se conserva la resolución
horizontal en toda la región de la simulación, en contraste con lo que ocurre en modelos que
operan con coordenadas esféricas (latitud-longitud).
Para la coordenada vertical se utiliza la sigma de Phillips (1957) modificada por
Shuman y Hovermale (1968), definida por la expresión:
[2.1]
PS -
donde p es la presión, Ps es la presión en superficie y p,’ la presión en el límite superior del
dominio donde se aplica el modelo. La principal ventaja de esta coordenada vertical frente a
otras, como la altura o la presión, es que las superficies “horizontales” se adaptan al terreno
sin cortar los accidentes topográficos, con lo que las condiciones de contorno inferior de las
ecuaciones se simplifican mucho.
La aplicación de la proyección Lambert conforme y la introducción de la
coordenada vertical sigma obligan a modificar algunos términos de las ecuaciones
primitivas que se resuelven en el modelo. Un estudio más detallado de este aspecto se puede
encontrar en Haltiner y Williams (1980; pág. 10-20) y en Holton (1979; pág. 199-202). En
el siguiente apartado se exponen las ecuaciones tal como son utilizadas en el modelo
empleado en este trabajo.
2.2. Sistema de ecuaciones
El sistema de ecuaciones en coordenadas a, una vez aplicada la proyección Lambert
se compone de:
u
E Descr¡~ción del modelo 15¡ 1) Las ecuaciones del movimiento horizontal:
8,, 3u 8u Ou 8~
— = - n4u— - y—) - - ¡>4— - a—) +fr+ Fh(’u) + F~(u) [2.2]u = - n4u~ - - 7- - at -fi’ + Fh(y) + F~(v,.) [2.3]
~ vVu
donde u, y son las componentes horizontales del viento, ni es el factor de escala de la3 proyección, ~ es el geopotencial, a es el volumen específico,fes el parámetro de Coriolis,
dc
& = y- es la velocidad vertical en coordenadas a, y Fh y F~ son términos que representan,E respectivamente, los efectos de la difusión horizontal y vertical.
Estas ecuaciones son básicamente la aplicación de la segunda ley de Newton a la¡ atmósfera, y su deducción detallada se puede encontrar en Haltiner y Williams (1980; pág.
3-10) y también en Pielke (1984; pág. 13-17) y Holton (1979; pág. 29-35).
E
2) La ecuación de la hidrostática:
E __ [ ~c±~rj’ [2.4]
1+q~
donde p* = - Pt• El término entre paréntesis incorpora el efecto gravitatorio del agua
líquida, siendo q~,, q0 y gr respectivamente las razones de mezcla del vapor de agua, del agua
• de nube y del agua de lluvia.
Esta ecuación es en realidad la ecuación de movimiento vertical simplificada por la
E hipótesis hidrostática. La validez de esta suposición se suele aceptar si la escala horizontal
del movimiento es mayor que su escala vertical (Anthes y Warner, 1978), lo que se cumple
en el presente estudio. La deducción detallada de la ecuación hidrostática se puede hallar en
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3) La ecuación de continuidad:
sí 2 5(íu/m) 8(1v/ni) sí a
st =-¡n( + ~,, )- [2.5]
Suponiendo que & = O en los límites superior (a = 0) e inferior (a = 1) del
modelo, se puede integrar esta ecuación para obtener la variación temporal de la presión
superficial en el modelo,
sí = 2 J¡(S(íU/fl) 5(ív/in
)
St - ~ O 8x + )da [2.6]
Una vez calculada la tendencia de la presión en superficie se puede obtener & en
cualquier nivel a de acuerdo con:
a Sp ,¡>2 8(íu/»>) 8<’ív/niS07a— - - 7 Sx + )da’ [2.7]
La ecuación de continuidad expresa el principio de conservación de la masa que,
evidentemente, se debe cumplir en la atmósfera (Holton, 1979; pág. 40-44).
4) La ecuación de la termodínamíca
89. 50, 59, S9~
St = -¡n(u +v )- + Fh(9,) + F49,) + 5(9,) [2.8]~y
donde la variable de pronóstico 9~ es la temperatura potencial virtual:
9,, = 9(1 + U608q,) [2.9]
Se utiliza la temperatura potencial, pues de esta manera desaparece de la ecuación el
término de calentamiento o enfriamiento adiabático. Por otra parte, se emplea la
temperatura virtual para incluir el efecto de la presencia del vapor de agua, a la vez que se
mantiene la forma de la ecuacion.
Fh y F~ representan la difusión horizontal y vertical de temperatura potencial virtual
y 5 representa el efecto de las frentes y sumideros de calor. La deducción de la ecuación de
la termodinámica se puede encontrar en Pielke (1984; pág. 5-12).
5) Las ecuaciones de conservación del agua:
De una manera parecida a como se obtiene la ecuación de la termodinámica se
1
• Descripción del modelo 17
deducen las ecuaciones que dan cuenta de la conservación del agua en cada una de sus
formas:
___ ___ ___ 5q~5q + ~ ~ a + Fh(q0) + F,,(q~) + 8(q) [2.10]
St (u
donde n = 1,2,3, pues se consideran tres formas del agua en el aire: vapor (q~), agua líquida
en forma de goticulas de nube (q0) y agua líquida en gotas de lluvia (q). En este trabajo no
se ha considerado la fase sólida.
2.3. Parametrizaciones de los procesos fisicos
Los procesos fisicos de una escala espacial inferior a la de la malla de discretización
espacial utilizada se incluyen en el modelo mediante la técnica de parametrización. Cada
parametrización simula uno de estos procesos fisicos y transfiere su efecto a las variables de
pronóstico. El modelo utilizado incluye las parametnzaciones que tienen en cuenta el efecto
del balance de energía en la superficie, de los flujos turbulentos de intercambio vertical, de
los flujos radiativos y de los procesos nubosos.
2.3.1 Balance de energía en la superficie
Para calcular el balance superficial de energía se utiliza el método propuesto por
Blackadar (1976), conocido como modelo de fuerza-restauración” (force-restore). Según
este modelo, la temperatura de una delgada capa superficial del suelo (influida por la onda
ténnica diaria) se modifica debido a la acción de los flujos radiativos (radiación de onda
corta y radiación de onda larga entrante y saliente) y los flujos de calor sensible y latente.
Esta acción se ve amortiguada por el flujo de calor hacia las capas más profundas del suelo
donde la onda térmica diaria no influye. La ecuación de balance que expresa la influencia de
todos estos procesos en la temperatura del suelo es la siguiente:
5 Tg [2.11]
Cg~7RnHm~HrL,,Es
donde es la temperatura de la capa superficial, Cg la capacidad calorífica por unidad de
superficie de la capa superficial (J ni2 Kh, Rn la radiación neta (balance de los flujos de
onda corta y onda larga en el suelo), Hm el flujo de calor por conducción hacia la capa
E
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profunda, H5 el flujo de calor sensible, Lv el calor latente de vaporización, E5 el flujo de
humedad suelo-atmósfera.
El nombre de fuerza-restauración” con que se conoce a este método se debe a que
la variación de Tg debida a los flujos radiativos, de calor latente y de calor sensible, se ve
contrarrestada por el flujo de calor hacia la capa profunda, que impide que Tg se aleje
mucho de Tm (temperatura del subsuelo), ya que para el cálculo de Hm se utiliza la fórmula:
Hm=1.1&UtCg(TgJm) [2.12]
Tm varia, según proponen Noilhan y Planton (1989), siguiendo la onda térmica
anual.
2.3.2 Difusión verticaly capa límite planetaria (CLP)
La parametrización de los flujos turbulentos verticales de las variables de pronóstico
dentro de la CLP se realiza siguiendo dos posibles procedimientos, que se eligen en función
del estado de estratificación en la primera capa del modelo. En total se consideran cuatro
posibles estados de estratificación: estabilidad, turbulencia mecánica, convección forzada y
convección libre. La elección del correspondiente estado se hace en función del valor del
número de Richardson y de la longitud de Monin-Obukhov (las expresiones semiempíricas
utilizadas se pueden ver en Zhang y Anthes, 1982). En los tres primeros estados, los flujos
turbulentos verticales se determinan por medio de una aproximación de primer orden o
teoría K (Aiya, 1982; pág. 1 57-169), calculándose los coeficientes de difusión turbulenta en
función del número de Richardson local y de la cizalla vertical del viento correspondientes a
cada capa del modelo.
En el caso de convección libre, se considera que la mezcla vertical dentro de la CLP
no está determinada por los gradientes locales, sino por el perfil térmico de toda la CLP
Así, los intercambios turbulentos no se producen sólo entre capas adyacentes, sino entre la
capa más baja del modelo y cada una de las demás incluidas en la CLP.
Por encima del tope de la CLP la difusión vertical se calcula siempre mediante un
procedimiento basado en la teoría K.
Esta parametrización usa los principios propuestos por Estoque (1968) y
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posteriormente desarrollados por Blackadar (1976, 1978) y Zhang y Antes (1982).
2.3.3. Difusión horizontal
La difusión horizontal que se introduce en el modelo tiene como objetivo principal
el control de las inestabilidades numéricas que pudieran surgir. Se determina mediante una
formulación de cuarto orden:
[2.13]
donde el coeficiente de difusión, Kh, se compone de un valor de fondo y de un término
proporcional a la deformación total del flujo, de acuerdo con Smagorinsky et al. (1965) y
Doms (1990). Esta formulación es más selectiva, en cuanto a la escala de las ondas
difundidas, que la de segundo orden.
2.3.4. Flujos de radiación
Los procesos por los que la radiación es absorbida y emitida por los diversos gases
que componen la atmósfera suceden a una escala espacial inferior a la del espaciado de la
malla de discretización, por lo que también deben ser parametrizados. Se hace distinción
entre el caso de cielo despejado (sin nubes) y de cielo nuboso.
En cielo despejado se calcula el flujo radiativo de onda larga según el método
propuesto por Sasamori (1972), que establece un balance de los flujos en la base y la cima
de cada capa horizontal del modelo. El valor de las emisividades se calcula en cada capa
teniendo en cuenta su temperatura y la cantidad de gases absorbentes que contiene
siguiendo la formulación de Mabrer y Pielke (1977). También se incluye el calentamiento
del suelo por absorción de radiación de onda corta, como se comentó en el apartado 2.3.1.
En el caso de existencia de nubosidad el flujo de onda larga se calcula mediante el
método propuesto por Pielke (1984; pág. 201-205), y se tiene en cuenta la atenuación de la
onda corta aplicando el procedimiento desarrollado por Antes et al. (1987).
2.3.5. Procesos nubosos
La formación de nubes y los procesos de precipitación se parametrizan mediante el
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llamado esquema explícito propuesto por Hsie et al. (1984). Consiste en la resolución de las
ecuaciones de pronóstico para el vapor de agua, gotículas de nube y gotas de lluvia
(ecuación [2.10]), que contienen unos términos que determinan el ritmo de creación o
destrucción de cada una de las formas en que se presenta el agua. Por otra parte, también se
parametriza la caída de la precipitación.
2.4. Tratamiento numérico
Como se comentó en el capítulo 1, el sistema de ecuaciones primitivas de pronóstico
no es posible resolverlo analíticamente, por lo que hay que recurrir a la aplicación de
métodos numéricos aproximados, en los que se consideran discretizaciones espacío-
temporales.
2.4.1. Discretización espacial
Para la discretización espacial de la región o dominio donde se aplica el modelo se
ha utilizado una disposición de tipo Lorenz en la vertical y una malla C de Arakawa en la
horizontal. Una representación gráfica de la malla de estas discretizaciones se puede ver en
la figura 2.1, donde se indican los puntos en que se calculan las diferentes variables. El
hecho de que ambas distribuciones, vertical y horizontal, sean alternadas, es decir, que no
todas las variables se calculen en los mismos puntos, ofrece la ventaja de una mayor
facilidad en el cálculo de algunos términos de las ecuaciones, al tiempo que aumenta su
precisión (Mesinger y Arakawa, 1976).
2.4.2. Esquemas numéricos
Las ecuaciones del modelo se resuelven aplicando diferentes esquemas de
diferencias finitas, aplicando el método de “desdoblamiento temporal” (time spliting)
propuesto por Marchuk (1967). Este método consiste esencialmente en que el cálculo del
valor de las variables de pronóstico en el instante t±Ata partir de su valor en t se realiza
siguiendo un proceso secuencial, de manera que tras la resolución numérica del primer
término de las diferentes ecuaciones diferenciales se actualizan los valores de tales
variables, que son utilizados para resolver el segundo término, y así sucesivamente con los
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demás. El proceso seguido se ilustra con el siguiente esquema:
a ~ a = Fi(a’) ~ a’”’ = F2(at) ~ a~ Fs(a*i) ~ at+t~~ = a
Este método permite la utilización de esquemas distintos para cada término o conjunto de
términos y, además, exige una menor utilización de memoria computacional, al no tener que
almacenar las contribuciones individuales de cada uno de ellos para calcular los valores de
las variables de pronóstico en cada paso de discretización temporal (¿It). Todos los
esquemas aplicados son explícitos, excepto el utilizado para los términos de difusión
turbulenta vertical, que es implícito.
Los términos de gradiente de presión de las ecuaciones del movimiento horizontal y
el de la divergencia en la ecuación de continuidad, que dan cuenta de las ondas de gravedad
externas y las ondas de Lamb, se resuelven mediante el esquema de integración llamado
“hacia adelante/hacia atrás” (forward-backward) en el tiempo. Este esquema consiste en
integrar los términos del gradiente de presión en las ecuaciones de movimiento horizontal
hacia adelante en el tiempo, utilizando los valores de presión y geopotencial obtenidos enel
paso anterior, y con los nuevos valores de las componentes de la velocidad calcular el
término de divergencia de la ecuación de continuidad. Este esquema es superior al llamado
“centrado en el tiempo” (leap-frog), pues permite utilizar un paso de tiempo mayor sin el
riesgo de que se produzca inestabilidad numérica, siendo además más económico
computacionalmente. Además no aparece modo computacional espurio y ,al utilizar la
malla espacial tipo C de Arakawa, se elude la aparición de mido de longitud de onda Mx,
pues permite la propagación de ondas de gravedad entre todos los puntos de la malla
(Mesinger y Arakawa, 1976).
Para los términos de advección se utiliza un esquema de integración hacia adelante
en el tiempo (forward in time), mientras que en el espacio se aplica un esquema de
interpolación cúbica (cubic spline) a contracorriente para los términos de la advección
horizontal, y lineal a contracorriente para los de la advección vertical por motivos de ahorro
de tiempo de cálculo. Como se explicó anteriormente, con el método de Marchuk se
calculan por separado las advecciones de cada variable en cada dirección espacial, lo que
símplifica notablemente las fórmulas de interpolación.
u
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Los términos de Coriolis se calculan mediante un esquema “hacia adelante/hacia
atrás” (forward-hackward) en el tiempo, de tal manera que primero se resuelve la ecuaciónE de la componente u del viento y, con los valores resultantes, se resuelve después la ecuación
de la componente y.
Los términos de difusión turbulenta vertical, cuando se aplica la teoría K, se
resuelven utilizando un esquema implícito (ver Pielke ,1984; pág. 285-290). En este
esquema, los valores elegidos para los coeficientes b, y b~+1 que indican la ponderación
asignada a los instantes t y t±Aten la discretización espacial, son 0.25 y 0.75
• respectivamente.
La tendencia de la temperatura superficial del suelo, el calentamiento y enfriamientoE de la atmósfera por radiación, los procesos nubosos y de precipitación y la difusión
horizontal se calculan aplicando un esquema de Euler, es decir una técnica de integraciónE
“hacia adelante” en el tiempo.E 2.4.3 Condiciones de contornoE Como se mencionó anteriormente, el modelo aplicado en este estudio es un modelo
regional o de área limitada. Por tanto, es preciso aportarle continuamente los valores de las
variables de pronóstico en los contornos laterales del dominio del modelo. Estos valores
pueden tomarse de análisis previos o de la salida de un modelo de mayor extensión espacial.
Elproblema de las condiciones de contorno es delicado e importante.
Se ha demostrado que para los modelos hidrostáticos no existe una solución
satisfactoria al problema de las condiciones de contorno (Oliger y Sundstr~im 1978) debido
a que existe una sobrespecificación de las variables. De manera que, si esta dificultad no se
solucionara, los contornos serían una frente de “mido” permanente. Por esa causa, se han
propuesto varios métodos para eludireste problema.
El método que se siga para introducir los valores de contorno tiene una gran
importancia, pues no sólo condicionan los valores de las variables en el modelo (Antes y
Warner, 1978), sino que de dicho método depende críticamente el grado de predecibilidad
de los modelos de área limitada o regionales (Vukicevic y Errico, 1990). Un buen esquema
de condiciones de contorno debe permitir que las ondas o perturbaciones atmosféricas
entrantes sean trasmitidas al interior del modelo con una mínima distorsión en su fase y
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amplitud, y también garantizar que las ondas salientes no sean reflejadas significativamente.
El esquema de contorno utilizado en este trabajo es el de relajación de la variable
propuesto por Davies (1976), que es el que mejor cumple las dos condiciones óptimas antes
comentadas (Davies, 1983). Además, este esquema evita convenientemente el mencionado
efecto de la sobrespecificación. Según esta técnica, una variable se relaja mediante un
término newtoniano y otro de difusión de la siguiente manera:
( Sajj =F(n)FIaES-au)-F(n)F2VkaES-aM) [2.14]
n
donde los subíndices ES y Mhacen referencia, respectivamente, a los valores de los análisis
o de un modelo de mayor escala y a los generados por el propio modelo de área limitada,
F(n) es un peso cuyo valor disminuye al separarse de las fronteras, y Fj , J~’2 son parámetros
que dependen del paso temporal y del espaciado de malla.
¡ 2.4.4 Condiciones iniciales
La integración de las ecuaciones de un modelo necesita la especificación de los
valores iniciales de las variables de pronóstico. Al igual que se señaló en el apartado
anterior relativo a las condiciones de contorno, los valores iniciales se determinan mediante
una interpolación espacial de los correspondientes a la malla de un análisis o de un modelo
de mayor escala. Esto se realiza primero en la horizontal en superficies estándar de presión,E mediante una interpolación biparabólica de 16 puntos (Koehler, 1977) y, posteriormente, se
efectúa la interpolación vertical desde los niveles de presión a los niveles a del modelou
(Oaertner, 1994).
Finalmente, se aplica un proceso de “inicialización”, cuyo objetivo es filtrar todas¡
las ondas espurias gravitatorio-inerciales de alta frecuencia, que tienen su origen en el
desequilibrio entre los campos de masa y movimiento provocado por las dos interpolaciones
espaciales de las diferentes vanables de pronóstico, a pesar de que los campos de los que se
parte para hacer la interpolación estuvieran equilibrados (Majewski, 1985). En el presente
trabajo se aplica la inicialización por filtros digitales propuesta por Lynch y Huang (1992).
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hacia atrás en el tiempo, partiendo de los valores obtenidos directamente de las
interpolaciones espaciales. Los nuevos campos iniciales se obtienen mediante una suma
ponderada de los valores de cada variable en cada punto de la malla y en cada paso temporal
de estas dos integraciones. Los coeficientes de ponderación estan calculados de tal manera¡ que se consigue eliminar en gran medida las ondas de alta frecuencia.
La inicialización por filtros digitales da unos resultados comparables a la
inicialización por modos normales (Briére, 1982), e incluso los supera en las primeras horas
de simulación. El tiempo de cálculo requerido es muy similar para ambas técnicas, pero la3 de filtros digitales ofrece un mayor atractivo debido a su gran simplicidad en concepción y
aplicacion.u
2.4.5 Interpolación vertical de variables del modelo de niveles a a los de
observación operativa en superficie
Las observaciones meteorológicas operativas que se realizan rutinariamente enu
superficie son la temperatura y humedad del aire a una altura sobre el suelo de 2 metros y el
viento horizontal a 10 metros. Como los niveles más bajos del modelo no coinciden con
estos niveles de medida, es preciso efectuar una interpolación vertical. Sin embargo, no seE pueden utilizar técnicas de interpolación polinómica, pues la capa límite planetaria (CLP) se
caracteriza por la existencia frecuente de notables gradientes verticales de la velocidad del
viento, la temperatura y la humedad. Por ello, es más conveniente tener en cuenta los flujos
de momento, calor y humedad. Así se ha hecho en este trabajo siguiendo el método3 propuesto por Oeleyn (1988), que es fisicamente consistente con la teoría de Monin y
Obukhov (1954).
La interpolación considerada radica básicamente en la integración de las ecuaciones
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donde u es la velocidad del viento, s la temperatura o la humedad, u. y s. sus respectivos
valores de fricción, k la constante de Von Karman, z la altura, zo la longitud de rugosidad, L
la longitud de Monin-Obukhov, y pD y ‘Ps los flujos de momento y calor o humedad
respectivamente, que son funciones semiempíricas.
Una descripción más detallada de gran parte de las características del modelo
PROMES aquí expuestas se puede encontrar en Fernández (1992), Gaertner (1994) y Castro
et al. (1993).
2.5. Descripción de la versión 2 deI modelo PROMES.
En los apartados anteriores se han expuesto las características del modelo en la
primera versión con que se ímció el trabajo que se expone. Posteriores revisiones han dado
lugar a laversión 2 del modelo, cuyas diferencias con respecto a la versión 1 se presentan en
este apartado. La práctica totalidad de las mejoras aquí descritas han sido incorporadas al
modelo tras probar su eficacia (computacional o de representación de la fisica atmosférica)
en simulaciones no mostradas en esta Memoria.
2.5.1. Esquema de advección
La versión 2 del modelo incorpora tres mejoras en el trátamiento numérico de los
términos advectivos, tal como se describen a continuación:
1) Interpolación cúbica para la advección vertical
:
Como se comentó anteriormente, en la versión 1 el esquema que utilizado para
resolver los términos de la advección vertical era “lineal a contracorriente”. Este esquema
presenta un grave inconveniente, pues, al ser de primer orden de exactitud, simula con poca
precisión la amplitud y velocidad de fase de las ondas. Debido a esto, su aplicación a
determinadas situaciones meteorológicas no es aconsejable. En consecuencia, en la versión
2 del modelo se decidió incorporar el esquema de interpolación cúbica (cubic spline) para la
advección vertical, es decir el mismo aplicado a los términos de la advección horizontal. El
aumento de tiempo de cálculo que este cambio implica se compensó con el ahorro
conseguido al optimizar el código original del modelo, lo cual se realizó de forma paralela.
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2) Eliminaciónde ondas espurias
:
El principal inconveniente del esquema de interpolación cúbica a contracorriente es
la generación de ondas espurias en presencia de fuertes gradientes del campo advectado.
Este problema, conocido con el nombre de “overshooting” y que es común a todas las
aproximaciones de orden mayor que uno, se suele solucionar mediante el aumento de la
difusión o la introducción de filtros selectivos en longitud de onda (Mabrer y Pielke, 1978).
En la versión 2 del modelo PROMES se adoptó la solución para• el problema del
“overshooting” propuesta por (Bermejo y Staniforth, 1992), que es menos drástica que las
mencionadas pero proporciona buenos resultados. Este procedimiento se fundamenta en la
conservación de la aproximación cúbica en las zonas donde el campo advectado adopta una
forma suave, mientras que en las zonas en la que varía bruscamente se aplica una
aproximación lineal. Este procedimiento es fácilmente programable, no requiere mucho
tiempo de cálculo y, además, no precisa introducir un aumento de la difusión horizontal tan
grande como en los otros procedimientos mencionados que se aplican para controlar la
inestabilidad numérica no lineal.
3) Nuevo método de ajuste a un polinomio cúbico
El método habitual de interpolación mediante polinomios cúbicos exige la
resolución de un sistema tridiagonal de ecuaciones lineales. Esta operación es bastante
costosa en términos de tiempo de cálculo, pues implica la inversión de una matriz de gran
dimensión. Por ello, en la versión 2 del modelo se incorpora un nuevo procedimiento,
bastante más rápido, que fue propuesto por Behforooz (1992) a partir de la idea original de
De Boor (1984). Consiste, básicamente, en calcular los coeficientes de la aproximación
cúbica de forma local, en función de los puntos más cercanos a la zona de aproximación.
Así el aprovechamiento computacional es mucho mayor que con el método tradicional,
conservando la precisión de la aproximación. Sin embargo, esta aproximación local del
polinomio cúbico no tiene una solución sencilla en el caso de espaciado no uniforme entre
los puntos de la malla, y por ello sólo se aplica a la advección horizontal. No obstante, como
ésta consume más tiempo que la advección vertical, el ahorro de cálculo es considerable.
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2.5.2. Esquema del gradiente de presión
Cuando se utilizan las coordenadas verticales a, el término del gradiente de presión
que aparece en las ecuaciones del movimiento se desdobla en dos:
Vpfb~Va~aaVaP~ [2.17]
Cuando se resuelven numéricamente las ecuaciones sobre terreno inclinado, los dos
términos que hay que sumar tienen signo opuesto y valores relativamente grandes pero
parecidos, de forma que el resultado es un valor relativamente pequeño. Por tanto, cualquier
mínimo error que se cometa en el cálculo de cualquiera de ambos términos podría dar lugar
a un error muy significativo en el resultado final. Sundquist (1979) y Janjic (1977, 1979)
analizaron el problema. En la versión 2 del modelo se han incorporado las propuestas de
Janjic (1979), tal como se indica a continuación.
Si se considera el geopotencial como una función de la forma:
= «x, y, ~) [2.18]
donde 4=~,(p) es una función continua y monótona de la presión, se puede obtener la
fórmula:
[2.19]q3+~Va4
que es la forma general del gradiente de presión en coordenadas a, pues cualquiera de las
expresiones habitualmente utilizadas se puede obtener con una elección particular de la¡ función ~.
Por consiguiente, al discretizar el término del gradiente de presión se necesita3 interpolar el geopotencial mediante una aproximación hidrostática. Pero esta aproximación
puede ser inconsistente con la forma con la que se integra la ecuación de la hidrostática en¡ el modelo para obtener el geopotencial en los puntos de la malla. Esta inconsistencia se
puede evitar aplicando una discretización propuesta por Janjic (1979). Un completo análisis
E
E
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de este esquema y su comparación con otros esquemas habitualmente utilizados se puede
encontrar en Gaertner (1994).
2.5.3. Asimilación de condiciones de contorno
Como ya se indicó en un apartado anterior, la asimilación de los valores de contorno
es un tema especialmente delicado. Los valores de contorno proporcionan a los modelos
regionales o de área limitada las características atmosféricas existentes fuera del dominio
del modelo, lo que condiciona notablemente a los sistemas meteorológicos que intentan
reproducir estos modelos. Los modelos regionales simulan las circulaciones de mesoescala
que son provocadas por los forzamientos locales. Por lo tanto, el esquema de asimilación de
valores de contorno debe estar diseñado de manera que se mantenga la coherencia entre la
información aportada desde fuera del modelo y la aportada por éste. Al mismo tiempo el
forzamiento externo no debe anular las circulaciones de mesoescala generadas por la fisica
del modelo en el interior de su dominio. Con el objetivo de perfeccionar el esquema que se
describió en el apartado 2.4.3. , en la versión 2 del modelo se han probado los efectos de dos
modificaciones.
1) Condición de contorno de “entrada-salida” para el campo de vapor de agua
:
Esta modificación del esquema original de Davies (1976) consiste en adoptar
valores de contorno para el vapor de agua especificados externamente al dominio del
modelo allí donde el flujo sea de entrada, mientras que en los puntos en que el flujo sea de
salida se asume una condición de “no-gradiente”. De esta manera se pennite que el vapor de
agua generado en el interior del dominio del modelo pueda fluir libremente hacia fuera.
Las pruebas realizadas con el esquema de “entrada-salida” (inflow-outflow) indican
que no afecta significativamente a los campos en el interior del dominio. Por otro lado, el
uso de la condición de “entrada-salida” asegura menos consistencia entre el vapor de agua
del modelo y el del forzamiento externo que el procedimiento de relajación estándar, lo cual
puede causar problemas en las fronteras de flujo de entrada (Giorgi et al., 1 993e). Por estas
razones, no se ha incluido la modificación aquí descrita en la versión 2 del modelo que se ha
utilizado en este trabajo.
2) Variación de la influencia de las condiciones de contorno con la altura
Es conocido que la influencia de los fenómenos de mesoescala es mayor cuanto más
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cerca se esté de la superficie terrestre. Por tanto, el forzamiento de los valores introducidos
por los contornos laterales debería ser mayor en las capas altas del modelo que en las
inferiores. Esto ha sido incluido en la versión 2 del modelo mediante valores adecuados de
los coeficientes de ponderación que aparecen en la fórmula [2.14]. Con esta modificación
del esquema de asimilación de valores de contorno se evitan los efectos no deseados que
surgen por la inevitable inconsistencia entre los campos generados por el modelo y los
aportados desde fuera en las capas más bajas.
2.5.4. Mejora del esquema de radiación
Como se indicó en el apañado 2.3.4., la versión 1 incluye la atenuación de la
radiación de onda corta, pero no tiene en cuenta el calentamiento que esta radiación causa
en la atmósfera cuando se encuentra en su camino con capas nubosas. En esta segunda
versión se ha modificado la parametrización de la radiación para incluir este efecto que es
de vital importancia en el mecanismo de desarrollo de las nubes, pues el calentamiento por
onda corta puede llegar a ser del mismo orden que el enfriamiento por onda larga en las
capas altas de las nubes (Stephens, 1978a).
La programación del calentamiento por radiación de onda corta se ha realizadoU partiendo del esquema presentado por Pielke (1984; pág. 210-218), que a su vez se basa en
el detallado estudio realizado por Stephens (1978a,b) y Stephens et al. (1978).
2.6. Descripción de la versión 3 dcl modelo PROMES
La tercera versión del modelo PROMES utilizado en este trabajo incluye todas las
características de la versión 2 y además adopta una parametrización de los procesos nubosos
convectivos del tipo propuesto por Fritsch y Chappell (1980), que ha sido modificada tal y
como se describe en Fernández et al. (1995). Según esta parametrización, los principales
rasgos de la convección húmeda profunda pueden ser determinados mediante un modelo de
nube a partir de tres parámetros que se deducen de valores de variables calculadas en la
malla del modelo (es decir, a escala resoluble). Estos son: La energía disponible por
flotabilidad (ABE, de available bouyant energy), la cizalla vertical del viento horizontal y el
movimiento vertical a escala resoluble. Se supone que los efectos de las nubes convectivas
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sobre la masa, la humedad y el momento pueden ser aproximados, en una celdilla de 20x20
km aproximadamente, mediante una sola célula convectiva compuesta por corrientes
ascendentes (updraft) y descendentes (downdraft) de aire saturado y un movimiento vertical


























































































































3MÉTODO DE APLICACIÓN DEL
MODELO
Como se indicó en el primer capítulo de esta Memoria, el principal objetivo del
trabajo consiste en preparar el modelo PROMES para su utilización en simulaciones de
larga duración en el ámbito de la Península Ibérica. La intención final es aplicar este
modelo en simulaciones multianuales anidado a un AOOCM con el propósito de obtener
posibles futuros escenarios climáticos regionales en la Península. Pero la fase inicial de
desarrollo y validación del modelo climático regional, que constituye el presente estudio,
no se puede realizar con simulaciones tan largas, pues el gran número de pruebas
necesarias implicarían unas necesidades de tiempo de cálculo prohibitivas. Por lo tanto,
se decidió que todas las pruebas precisas se realizarían con simulaciones de un mes de
duración, eligiendo los meses de Enero, Abril, Julio y Octubre; siendo representativo cada
uno de ellos de una estación del año. Por tanto, es razonable suponer que se cubran de
suficientemente la variedad de características climáticas típicas de la Península Ibérica.
La duración mensual de estas simulaciones es bastante mayor que el periodo
típico de variabilidad meteorológica en latitudes intermedias relacionada con las
perturbaciones baroclínicas (Peixoto y Oort, 1992). Por lo tanto, estas simulaciones
mensuales pueden considerarse capaces de reproducir rasgos climáticos. No obstante, es
claro que de ellas no es posible deducir ninguna información sobre variabilidad climática
interanual, y ni siquiera intraestacional, lo que es fundamental para definir el clima. Sin
embargo, a pesar de este inconveniente o carencia, los resultados promedio tienen una
u
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significación climática y, al mismo tiempo, permiten ser interpretados más fácilmente con
vistas a detectar y corregir posibles errores o ensayar parametrizaciones más adecuadas
que mejoren el modelo, pues éste se anida en datos de análisis correspondientes a un
detenninado mes y año, lo que admite su comparación con datos climáticos reales en la
región estudiada.
3.1. Dominio y resolución.
El dominio en que se ha aplicado el modelo comprende una zona de 1800>< 1680
km centrada en la Península Ibérica, de forma que dicha región se sitúe suficientemente
alejada de las posibles distorsiones inducidas por la zona de relajación junto a las
fronteras del dominio (véase la figura 3.1.). El extremo oeste del dominio está adentrado
en el océano Atlántico para que los flujos atmosféricos que proceden de esa dirección
entren sin distorsión orográfica en el dominio. El borde oriental del dominio se encuentra
sobre el Mediterráneo, más al este de las Islas Baleares, de manera que la influencia de
este mar sobre el clima de la Península sea tenida en cuenta. Al norte la región en que se
realizan las simulaciones abarca hasta una latitud que se sitúa, aproximadamente, en la
mitad de Francia. Finalmente, el sur del dominio se extiende lo suficiente para incluir la
mayor parte de la cordillera norteafricana del Atlas, que ejerce una notable influencia en
la formación de zonas de bajas presiones en la región del Mediterráneo cercana a las
costas de Argelia, afectando al Levante peninsular.
Las coordenadas horizontales del modelo son cartesianas y , como consecuencia,
es necesaria una proyección de la esfera terrestre sobre el plano. En esta ocasión se utilizó
una proyección Lambert, como se señaló en el apartado 2.1. Los paralelos estándar han
sido situados en 300 y 600 norte. La proyección esta centrada sobre el meridiano de
referencia de 60 oeste.
La resolución horizontal utilizada en este trabajo es uniforme y de 20 km, es decir,
todas las celdillas en las que se divide el dominio tienen unas dimensiones horizontales de
Ax = Ay = 20 km. La región de simulación se compone, por tanto, de 90 x 84 celdillas,
incluyendo las de la frontera. Esta resolución espacial es capaz de simular procesos
atmosféricos correspondientes a la mesoescala 13 y permite resolver, como se verá más
adelante, las principales características de la orografía de la Península Ibérica, e incluso
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detallar algunos rasgos topográficos secundarios. Este tamaño de celdilla hace muy
aconsejable la utilización de un esquema de nubes de tipo híbrido, que consiste en una
combinación de un esquema explícito y otro implícito, como se demostrará en el capítulo
4 de esta Memoria. Finalmente, se constata que la resolución espacial elegida está dentro
del rango en que la aproximación hidrostática adoptada puede considerarse válida.
En el sentido vertical, el dominio se ha dividido en 30 capas, que es un número¡ adecuado a la resolución horizontal empleada. Los niveles de las bases de tales cedillas y
la cima de la superior, en coordenadas a, son los siguientes: 1.000, 0.998, 0.992, 0.982,
0.968, 0.950, 0.928, 0.902, 0.872, 0.838, 0.800, 0.758, 0.712, 0.662, 0.608, 0.554, 0.500,
0.450, 0.400, 0.354, 0.312, 0.274, 0.240, 0.210, 0.180, 0.150, 0.120, 0.090, 0.060, 0.030 yU 0.000. Como se puede comprobar, la resolución vertical varía con la altura, siendo
E máxima en los niveles más bajos. Esto permite que el intercambio turbulento en la capa
límite planetaria sea resuelto con suficiente precisión dada su importancia sobre las
condiciones atmosféricas. La variación de la resolución vertical con la altura debe ser1 suave para evitar la reflexión espuria de las ondas internas (Mesinger, 1991).
3.2. Topografía.
Para asignar las alturas topográficas de las bases de las celdillas inferiores de la
malla del modelo se ha partido de la base de datos de topografía y batimetría suministrada
por el NGDC (National Geophysical Data Center), perteneciente a la NOAA (National
Oceanie and At¡nospheric Administration) de los Estados Unidos. Estos datos tienen una
resolución dc 5 minutos en latitud-longitud, que equivale, aproximadamente, a entre 6 y 9
lun en las latitudes donde se sitúa el dominio estudiado
U Para establecer la altura topográfica de las celdillas del modelo se han promediado
los datos originales en cada una de ellas. Posteriormente se ha aplicado un filtro
E bidimensional de dos pasos (Shapiro, 1970). Con este filtro se consigue eliminar los
detalles topográficos que tengan una resolución de 2Ax sin modificar significativamenteU los detalles de longitud de onda mayor. Este filtrado tiene un efecto beneficioso sobre las
simulaciones, pues evita la aparición de ruido de longitud de onda 2Ax que pueda originarE el forzamiento orográfico.
E
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u En la figura 3.1. se muestra como queda definitivamente la orografia consideradaen el modelo. La resolución utilizada permite reproducir con claridad las principalesE cadenas montañosas (Cordillera Cantábrica, Pirineos, Sistema Ibérico, Sistema Central,
Sistema Bético y Sierra Morena) y los valles de los ríos principales (Duero, Tajo, Ebro y
Guadalquivir).También se distinguen accidentes geográficos secundarios como, por
ejemplo, el Macizo Galaico, los Montes de Toledo, o las cuencas del Júcar y el Segura.
Incluso se llegan a diferenciar detalles como la separación entre la Sierra de Gredos y la
de Guadarrama en el Sistema Central, o entre los Sistemas Subbético y Penibético. Esta
E gran definición permite que el modelo llegue a simular con notable precisión los
forzamientos orográficos en la Península Ibérica, que inducen un significativo efecto
E sobre los subclimas locales. En la figura 3.2. se incluye un mapa donde se señalan los
nombres de los principales accidentes orográficos a los que se alude en esta Memoria.
3.3. Selección de los periodos de simulación.u
El trabajo que aquí se presenta constituyó la mayor parte de la colaboración delu grupo de Meteorología del Departamento de Física de la Tierra, Astronomía y Astrofisica
I de la Universidad Complutense de Madrid en el proyecto “Regionahization” financiado3 por el Programa “Environment” de la Unión Europea. Como la propuesta de este
proyecto, iniciado en el año 1993, fue elaborada a finales de 1991, los análisis del
E ECM~:~más actuales y de mayor calidad que estaban disponibles correspondían a los
años y 1991. Esta circunstancia obligó a que las simulaciones se debieran realizar en
E cualquier intervalo temporal comprendido entrejulio de 1990 y junio de 1991.
Anteriormente se comentó que se optó por la ejecución de simulaciones de un mes
3 de duración, considerando que la fase de evaluación y ajuste del modelo obligara a
efectuar numerosas pruebas, que se comentarán en el capítulo 4. Así,’ se eligieron los
E meses dejulio de 1990, octubre de 1990, enero de 1991 y abril de 1991, es decir, uno de
u cada estación del año.
3.4. Datos para las condiciones iniciales y de contorno.E
Las condiciones iniciales y de contorno asignadas a los puntos de la malla delu modelo PROMES se calcularon mediante las interpolaciones horizontal y vertical
E
u
Método de aplicación del modelo 37
mencionadas en los apartados 2.4.4 y 2.4.3, partiendo de los datos de los análisis del
ECMWF (European Centre for Mediuni-Range Weather Forecast, Reading, R.U.). Se ha
dispuesto de los análisis diarios realizados a las O y 12 horas (UTQ en una malla de
latitud-longitud con un espaciado de 0.90. Las condiciones iniciales han sido sometidas a
una inicialización antes de su utilización en el modelo, como se describió en el apartado
2.4.4.
Los datos de estos análisis son la temperatura, la humedad específica, la altura
geopotencial y las componentes zonal y meridiana del viento en los niveles estándar de
presión, es decir, 1000, 850, 700, 500, 400, 300, 250, 200, 150 y 100 hPa, además de la
temperatura en la superficie y en el subsuelo.
Los valores de contorno se actualizan cada 12 horas y se suministran al modelo en
cada paso de tiempo mediante una interpolación lineal entre dos datos consecutivos de los
análisis del ECMWF.
3.5. Asignación de los parámetros del suelo y otros parámetros.
El esquema de intercambio superficie-atmósfera utilizado en las versiones del
modelo PROMES empleadas en este trabajo necesita la asignación de cinco parámetros
del suelo en cada una de las celdillas inferiores de la región de simulación: Albedo,
emisividad de onda larga, humedad disponible, rugosidad e inercia térmica. Para la
asignación de tales parámetros en la parte española de la Península y en las Baleares se
partió de un mapa de usos de suelo suministrado por el Ministerio de Agricultura, que fue
digitalizado. A cada uno de los 28 tipos de uso de suelo que se consideran en dicho mapa
se han asignado los correspondientes valores de los parámetros aplicando criterios
subjetivos, a partir de los valores propuestos por Benjamin y Caríson (1986). Dicho
criterio asigna diferentes valores para los meses de invierno y de verano. En resto de las
zonas incluidas en el dominio del modelo se han asignado los parámetros del suelo de
manera subjetiva.
Otros parámetros que se necesitan fijar dentro del modelo son las constantes de
difusión de fondo. Al coeficiente adimensional de difusión de fondo en la horizontal Kho
se le ha asignado un valor de 2.5l0”~ para las componentes del viento y de o.s<io~ para el
u
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resto de las variables. Para la constante de fondo de la difusión vertical se ha establecido
el valor de 0.15 m2s4.
Por otra parte, se han ajustado algunos parámetros dentro del código informático
del modelo para que la subrutina correspondiente a la parametrización de los procesos de
intercambio radiativo se ejecute cada siete pasos temporales (es decir 280 segundos), en
vez de cada paso; lo cual conlíeva un ahorro de tiempo de cálculo apreciable. Esto se
puede hacer debido a que los fenómenos radiativos en la atmósfera son de evolución
lenta. Por idénticos motivos y de una forma similar se ajusta el modelo para que el
chequeo de energía disponible por flotabilidad incluido en el esquema implícito de nubes
se realice cada diez pasos temporales (400 segundos).
3.6. Datos de salida del modelo y comparaciones realizadas.









extrajeron los campos de medias mensuales y de desviaciones estándar de las
variables:
• Teniperatura, humedad espec(/ica, altura geopotencial y componentes
zonal y meridiana del viento en los niveles de presión de 850, 700, 500,
300y 200 hPa.
• Temperaturas máxima, mínima y media diarias a 2 metros sobre el nivel de
la superficie terrestre
.
• Componentes del viento máximo diario a 10 metros sobre el nivel de la
superficie terrestre.
Porcentaje de cubierta nubosa.
Flujos de calor y humedad en el suelo.
Presión reducida al nivel del mar.
12 horas (O y 12 UTC) se obtuvieron los datos que se detallan a
• Campo de agua de nube integrado verticalmente.
e Temperatura, humedad espec(fica y altura geopotencial en los niveles de
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u e Sondeos aerológicos en las celdillas correspondientes a Madrid, Santander,La Coruña, Murcia, Palma de Mallorca y Lisboa.E También se generaron los siguientes datos:
e Precipitación acumulada mensual
.
e Número de días con precipitación comprendida en determinados rangos.
• Temperaturas máxima y mínima diarias en las celdillas correspondientes a
• todas las capitales de provincia.
• Precipitación diaria en las celdillas correspondientes a todas las capitales
E de provincia.
E De los datos de las simulaciones mencionados anteriormente se ha hecho una
u comparación con los análisis del ECMWF de aquellos escritos en cursiva, mientras quelos que están subrayados e han comparado con las observaciones suministradas por la
red climatológica del Instituto Nacional de Meteorología (IiNM) de España, compuestaE
por alrededor de 5000 estaciones (ver figura4.4 1).u Además de las comparaciones gráficas entre los campos simulados y observados,
se han realizado análisis objetivos de la calidad de los resultados de las simulaciones3 mediante el cálculo de los siguientes parámetros estadísticos
E e Error Cuadrático Medio (ECM). Este parámetro da una idea del
grado de discrepancia entre un campo observado (o extraído directamente de3 observaciones) y su correspondiente campo simulado. El ECM se define de
la siguiente manera:
• N
Z[aY -aQ]2ECM= “ [3.1]N¡E
Donde a es la variable que se está tratando, N es el número de puntos en una
región dada y los superíndices M y O se refieren a los resultados del modelo
E y a los datos de las observaciones respectivamente.
u
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• Sesgo. El sesgo (blas) es una medida objetiva que indica si hay una
desviación sistemática entre los datos observados y simulados para un





Donde los elementos de la fórmula tienen el mismo significado que en la
expresión anterior.
• Correlación espacial. Esta medida estadística compara los patrones
espaciales de un campo simulado y su correspondiente campo observado. La





Donde aM y a0 son los valores medios simulados y observados de la
variable a en toda la región considerada, y los demás elementos de la
fórmula tienen el mismo significado que en las dos expresiones anteriores.
3.7. Recursos informáticos.
Para la ejecución de las simulaciones cuyos resultados se presentan en el capítulo
4 se ha utilizado una estación de trabajo HP Apollo 735, con una velocidad de cálculo de
40 Mflop. Las primeras versiones del modelo necesitaban unas 700 horas de CPU para
completar una simulación de un mes, mientras que la última versión precisa la mitad de
tiempo de cálculo, a pesar del mayor número de cálculos que implica, gracias a la
optimización del código realizada.
Figura 3.1. Dominio de aplicación del modelo con orografía. Se traza la isolínea de 10
metros y después desde la de 300 a la de 2700 metros con intervalos de 300 metros.




























































4RESULTADOS DE LAS SIMULACIONES
CON CONDICIONES DE CONTORNO
“PERFECTAS”
Como se indicó en el capítulo 3, en el transcurso del trabajo que se presenta se han
utilizado tres versiones del modelo PROMES. A partir de la inicial (denominada como
versión 1) se han ido incorporando mejoras sucesivas que dieron lugar a las otras dos
versiones. Los resultados que se presentan en los cuatro primeros apartados de este
capítulo corresponden a la tercera versión del modelo ya que, tras su comparación con las
observaciones disponibles, se ha comprobado que ésta es la que ofrece un ajuste más
satisfactorio. Esta comprobación se realizará de forma separada para cada uno de los
cuatro meses elegidos. Para ello se utilizarán valores de las alturas geopotenciales, la
temperatura y la humedad promedios en diferentes niveles estándar de presión obtenidos3 en las simulaciones, que se compararán con los correspondientes a los de los análisis del
ECMWF. En este capítulo se mostrarán los valores comparados en los niveles de 850,
u 700 y 500 hPa. Asimismo, se verificarán los valores de algunas variables superficiales
(promedios mensuales de temperaturas máxima y mínima y precipitación diarias)¡ comparando las simuladas con las observadas en la red climatológica del Instituto
Nacional de Meteorología.E Finalmente, en el apartado 4.5. se presentan algunos resultados obtenidos con las
otras dos versiones, con el objeto de poner de manifiesto explícitamente la mejoríau
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4.1. Simulación de invierno.
Como simulación mensual representativa del invierno se ha tomado la del mes de
enero de 1991.
4.1.1. Situaciones sinópticas observadas durante el mes.
La primera decena del mes se caracterizó por un predominio de circulación del
oeste que dio lugar a lluvias abundantes en la zona más occidental de la Península,
especialmente en Galicia, así como en la vertiente cantábrica y en los puntos más
elevados de la parte central peninsular. Las temperaturas fueron relativamente suaves para
esta época del año debido a la continua llegada de masas de aire subtropical. El día 12 se
inició un cambio del tiempo sobre la región a consecuencia del efecto asociado a un área
anticiclónica que afectó a la mayor parte de la región estudiada. En principio el flujo de
aire del norte hizo descender drásticamente las temperaturas en superficie.
Posteriormente, el desplazamiento del anticiclón hacia el este dio lugar a que, a partir del
día 16, las temperaturas ascendieran ligeramente y las lluvias aparecieran de nuevo por el
noroeste de la Península Ibérica debido al paso de varios frentes. El día 20 el anticiclón se
mueve hacia el oeste para quedarse centrado sobre las Islas Británicas el día siguiente. El
día 22 se forma un “dipolo” o estructura típica en la que una zona de altas presiones se
sitúa justo al norte de un centro de baja presión. Esta configuración se mantiene estable
hasta el día 26, induciendo fuertes lluvias sobre la zona de Levante y Baleares. Este tipo
de precipitaciones copiosas se producen cuando masas de aire provenientes del este se
cargan de humedad en su viaje sobre el Mediterráneo y, al incidir en las elevaciones
orográficas costeras, sufren un ascenso que se ve favorecido por el aire frío existente en
niveles más altos, lo que da lugar al desarrollo de nubes convectivas de gran espesor que
originan lluvias intensas. A partir del día 27 el “dipolo” se debilita, de forma que la baja
acaba por desaparecer desplazándose hacia el este, y el anticiclón deja paso a una vaguada
en altura que producirá precipitaciones durante un par de días, para ser sustituida por un
nuevo anticiclón con el que termina el mes.
u
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4.1.2. Evolución del error cuadrático medio.
En la figura 4.6. se representa la evolución del error cuadrático medio (ECM en
adelante) entre valores simulados y analizados a lo largo del mes de enero de 1991 del
geopotencial, la temperatura y la humedad específica en los niveles de 850 y 500 hPa.
Comparados los ECM de este mes con los de los otros tres meses simulados, se observa
que la humedad, especialmente en 850 hPa, tiene unos valores claramente menores. Todo
parece indicar que esto se debe a la menor actividad convectiva en dicho mes. Este
resultado podría también deberse a que la humedad fijada para la capa superficial de suelo
se ajusta más a la real que en el resto de los meses simulados.
Una importante característica de la evolución del ECM es la ausencia de
tendencia, lo que indica que la simulación no se degrada al avanzar en el tiempo, pues es
controlada por las condiciones de contorno laterales. Un aumento o disminución
sistemáticos del ECM a lo largo del periodo de simulación indicaría una actuación
significativamente importante de procesos de escala subsinóptica generados por el
modelo. No se debería deducir de ello que tal falta de tendencia en el ECM se mantendría
en simulaciones de más larga duración, o en el caso de que otros forzamientos, como los
asociados a procesos no lineales superficiales más complejos que los parametrizados en el
modelo usado, adquirieran mayor influencia y terminaran degradando los resultados.
No obstante, en la figura mencionada se aprecian algunos días en los que el FCM
alcanza valores máximos. Por ejemplo, los del geopotencial y temperatura en 500 hPa del
día 4, 12 y 13 se corresponden con el paso de vaguadas en altura, mientras que el de los
días 20 a 22 se producen en presencia del “dipolo” comentado en el apartado 4.1.1
4.1.3. Variables en altura.
La altura geopotencial media en el nivel de 500 hPa para este mes nos indica la
existencia predominante de flujos del oeste frente a las costas atlánticas de la Península,
mientras que tienden a girar al nornoroeste sobre tierra (ver figura 4.la). La curvatura no
tiene propensión al carácter ciclónico, lo cual nos dice que las vaguadas y centros de bajas
presiones suelen situarse a lo largo del mes bastante al norte. El modelo simula con
mucha precisión este campo como se puede ver en la figura 4.íb. En la tabla 4.2 se
comprueba que la correlación espacial es máxima y que el sesgo es muy pequeño. Esto
u
46 Desarrolloy ve~/icación de un modelo regionalde clima parasu aplicación en la Península Ibérica
señala la gran capacidad del modelo para captar las señales de escala sinóptica desde las
condiciones de contorno laterales. Las mayores, aunque ligeras, diferencias se encuentran
en algunos puntos cercanos a los contornos ; esto puede indicar pequeñas deficiencias en
el esquema de relajación.
En las figuras 4.lc y 4.ld se pueden comparar las desviaciones de las medias
diarias de la altura geopotencial a lo largo del mes. Se ve que la desviación que genera el
modelo es muy parecida, tanto cualitativa como cuantitativamente, a la de los análisis. En
la esquina noroccidental se aprecian los máximos de desviación con un gradiente muy
fuerte ; esto indica que es hasta esta zona donde llega la influencia directa de las
vaguadas, confirmando lo que se vio en los gráficos de medias mensuales. La zona de
mínima desviación está al suroeste del dominio al no afectar ninguna vaguada a esas
latitudes, lo que es coherente con la ausencia de precipitaciones en el cuadrante
suroccidental de la Península Ibérica. El máximo secundario de desviación sobre el
Mediterráneo se debe a los episodios de inestabilidad que sobre el mismo tuvieron lugar
entre los días 21 y 27.
En las figuras 4.2 y 4.3 se comparan los resultados para las componentes
horizontales del viento en el nivel de 500 hPa con sus análogos de los análisis del
ECMWF. Las medias simuladas son muy similares, tanto para la componente zonal como
para la meridiana. Como puede verse en la tabla 4.5 las correlaciones espaciales son muy
altas mientras que los sesgos son pequeños, especialmente para la componente zonal. Este
resultado era de esperar, ya que en este nivel el viento apenas se ve influido por el suelo y
depende en gran medida del campo de masa, que como se señaló anteriormente está muy
bien simulado en 500 hPa. Son destacables algunas pequeñas diferencias alrededor de las
principales cadenas montañosas de la región, Pirineos, Cordillera Cantábrica y, sobre
todo, la del Atlas. Este efecto se puede deber a la influencia de las ondas atmosféricas de
montaña (Klemp y Lilly, 1978; Hoinka, 1985; Gaertnery Fernández, 1992) generadas en
el flujo a sotavento de las barreras montañosas. Es importante recalcar que esta diferencia
no es una deficiencia del modelo, sino una mejora con respecto a los análisis del ECMWF
que tienen una menor resolución espacial. Se debe tener en cuenta que la mayor
resolución del modelo implica no sólo un mayor detalle de los accidentes geográficos,
u
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sino una mayor altura media en las zonas más elevadas, y como consecuencia una mejor
representación de las ondas orográficas.
Las desviaciones de las componentes del viento simulado son muy semejantes a
las de los análisis. Existe una ligerísima tendencia en el modelo a dar desviaciones más
pequeñas. Esto se explicaría por que la rafagosidad en la simulación es menor que en la
realidad, pues no resuelve fenómenos de pequeña escala que influyen de una manera
crítica en el viento. Estas diferencias son más notables en niveles más cercanos al suelo
donde la turbulencia juega un papel más importante.
El nivel de 700 hPa está suficientemente alejado del suelo como para que su
temperatura, sobre todo en el mes de enero, se vea más dominada por la dinámica
atmosférica que por los procesos relacionados con la superficie terrestre. No es extraño,
por tanto, que la temperatura en este nivel sea muy parecida a la de los análisis, pues la
dinámica del modelo está muy ajustada a la observada. La correlación espacial de 0.99 se
justifica a la vista de la escasa diferencia entre las figuras 4.4a y 4.4b. Las ondulaciones
en el Atlas y Picos de Europa se deben, posiblemente, a ondas de montaña, y la ligerísima
ondulación en la subida a la Meseta desde las costas de Alicante podría asociarse a los
ascensos de aire en las fuertes tormentas que se registraron en la zona. Una diferencia un
poco más importante es el ligero aumento de la temperatura en la simulación en el área de
Cantabria, País Vasco y Pirineos occidentales, que también estaría relacionada con la
influencia orográfica. A pesar de todo, las diferencias son mínimas.
Las desviaciones estándar de la temperatura en el nivel de 700 hPa (figuras 4.4c y
4.4d) de la simulación y los análisis son muy similares, aunque son reseñables algunas
diferencias. Un valor menor en la simulación en la zona al sur de los Pirineos y País
Vasco, que coincide con la ligera diferencia que entre las medias. También es llamativa la
menor desviación del modelo en la zona al sur de las Baleares. Esto se relaciona con los
procesos de carácter tormentoso que tuvieron lugar en el Mediterráneo occidental entre
los días 21 y 27 comentados en el apartado 4.1.1. Posiblemente alguna de estas tonnentas
no llegó a ser simulada con precisión por el modelo, lo que daría lugar a esta diferencia en
la desviación de la temperatura en el nivel de 700 hPa. Claro está, que también podría ser
que el modelo refleje algunos procesos que los análisis no son capaces de resolver. Esta
segunda posibilidad parece más acertada, puesto que, como se verá en el siguiente
48 Desarrollo y ver(ficación de un modelo regionalde clima parasu aplicación en la Península Ibérica
apartado, el modelo simula con gran precisión la precipitación recogida en las provincias
de Valencia, Alicante y Murcia.
La humedad es una variable más dificil de simular con una resolución de
mesoescala que la temperatura o el geopotencial, pues es muy sensible a la influencia de
un gran número de complejos procesos convectivos y de intercambio con la superficie.
Por tanto, es de esperar que, como se aprecia en la tabla 4.4., la correlación espacial entre
los valores simulados y analizados de la humedad en el nivel de 700 hPa no sea tan alta
como en los campos comentados anteriormente. A pesar de ello, la correlación sigue
siendo bastante aceptable, como se refleja en los gráficos de medias mensuales 4.5a y
4.5b. Las dos distribuciones espaciales son muy parecidas, incluso cuantitativamente, en
la mayoría de las regiones. Las principales diferencias, que en ningún caso son grandes,
se encuentran en las zonas donde se producen más episodios de precipitación a lo largo
del mes. Estas zonas son el norte de la Península y el área entre Baleares y las costas
levantinas. En la primera, la tendencia del modelo es a dar una humedad menor que la de
los análisis, mientras que la tendencia es la contraria en la otra zona.
En cuanto a las desviaciones de la humedad específica, las semejanzas entre los
análisis del ECMWF y los resultados de la simulación vuelven a ser más frecuentes que
las diferencias. Éstas se localizan en el área de Galicia y, de nuevo, entre las islas
Baleares y la costa mediterránea de la Península Ibérica, aunque en ningún caso superan
los 0.4 g kg1. Esta vez, en ambas regiones la desviación del modelo es superior a la del
análisis, lo cual parece indicar que los procesos nubosos y de precipitación que se
desarrollan en la simulación son más complejos.
4.1.4. Campos en superficie.
La correlación espacial entre los campos de precipitación observada y simulada es
de 0.69. Como se recoge en la tabla 4.6, se trata del valor más alto de las cuatro
simulaciones realizadas. Éste es un resultado que puede considerarse como muy
satisfactorio, si se tiene en cuenta que esta variable presenta unas dificultades en su
simulación bastante superiores a las de las variables comentadas en el apartado anterior.
Una mirada en conjunto a la figura 4.7 transmite la impresión de que la
simulación ha sido capaz de representar los principales rasgos de la distribución de la
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precipitación en este mes. Una franja seca (precipitación mensual menor de 25 Fm2)
atraviesa el centro de la Península de noreste a suroeste, flanqueada por dos zonas
lluviosas al noroeste y en la costa mediterránea. La precipitación acumulada en la primera
quincena del mes en Galicia y la costa del Cantábrico se simula con corrección, aunque
existe un déficit de lluvia en el noroeste gallego. Sin embargo, se captan con considerable
precisión máximos como los de los Picos de Europa y el Pirineo occidental. Estos
máximos están muy relacionados con las lluvias de carácter orográfico asociadas a flujos
del noroeste. El mismo origen parecen tener las lluvias en el Sistema Central, que
también se reproducen correctamente en la simulación. Las precipitaciones provocadas
por la inestabilidad localizada sobre el Mediterráneo entre los días 21 y 27 se simulan
también satisfactoriamente. Los máximos se recogen con gran precisión, tanto en su
localización como en cantidad de precipitación. El primero se centra en el límite entre las
provincias de Valencia y Alicante y el segundo sobre la de Murcia. Resulta interesante
observar cómo las precipitaciones menos intensas observadas en las provincias de
Castellón y Tarragona no se reproducen en la simulación con la misma exactitud que los
máximos más al sur. También aparecen en los resultados del modelo las lluvias
favorecidas por el viento de Levante que se recogieron entre los días 21 y 25 en la zona
del Estrecho de Gibraltar.
La temperatura mínima a 2 metros sobre el suelo que da el modelo tiene una
distribución espacial muy acorde con la de las observaciones (figura 4.8). Este hecho se
plasma en la correlación espacial que en este caso alcanza un valor de 0.83. En la
tabla 4.6 también se puede ver que el sesgo es de 1.5, es decir, las temperaturas mínimas
medias mensuales simuladas son moderadamente más altas que las observadas. En la
figura se observa que son cuatro zonas bien localizadas las que contribuyen
decisivamente a que el modelo dé unas temperaturas más cálidas : El valle del Ebro, la
submeseta sur, el valle del Guadalquivir y especialmente la submeseta norte. Las causas
de esto podrían ser varias, aunque todo apunta a la influencia directa o indirecta de la
parametrización de los procesos superficiales que se usa en el modelo. Los parámetros del
suelo podrían no ser los adecuados en algunas regiones, o bien el intercambio radiativo
superficie-atmósfera no está representado con suficiente precisión en el modelo. Más
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adelante, cuando se presenten otros resultados de temperatura junto al suelo, se comentará
con más detalle este problema.
En cuanto a la temperatura máxima a 2 metros la correlación espacial entre los
resultados del modelo y las observaciones también es alta (0.85). La semejanza de las
formas que presentan las distribuciones espaciales se aprecia claramente en la figura 4.9,
aunque los rangos de valores están algo desplazados. Esto queda numéricamente
corroborado por el sesgo, cuyo valor medio de -2.0 indica que las temperaturas máximas
simuladas son algo inferiores a las observadas. La distribución espacial de las
desviaciones entre simulación y observaciones son bastante homogéneas en toda la































































Figura 4.1. Altura geopotencial (m) de la superficie de 500 hPa para el mes de enero de
1991; a) media mensual del análisis del ECMWF, b) media mensual simulada, c) desviación




Figura 4.2. Componente zonal del viento (m/s) en la superficie de 500 hPa para el mes de
enero de 1991; a) media mensual del análisis del ECMWF, b) media mensual simulada,





Figura 4.3. Componente meridiana del viento (m/s) en la superficie de 500 hPa para el mes
de enero de 1991; a) media mensual del análisis del ECMWF, b) media mensual simulada,




Figura 4.4. Temperatura (0C) en la superficie de 700 hPa para el mes de enero de 1991;
a) media mensual del análisis del ECMWF, b) media mensual simulada, c) desviación
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Figura 4.5. Humedad específica (g/kg) en la superficie de 700 hPa para el mes de
enero de 1991; a) media mensual del análisis del ECMWF, b) media mensual simulada,
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4.2. Simulación de primavera.
El mes de abril de 1991 fue elegido para realizar la simulación mensual
correspondiente a la estación de primavera.
¡ 4.2.1. Situación sinóptica.
En los dos primeros días del mes estaba presente una dorsal en altura y en
superficie prevalecían las altas presiones sobre la Península. Se registraron ligeras heladas
nocturnas en las zonas del interior, mientras que las temperaturas diurnas fueron¡ relativamente suaves. Entre los días 3 y 5 una vaguada en altura cruza la Península y el
paso de varios frentes en superficie deja precipitaciones moderadas en la vertiente
atlántica y débiles en la mediterránea. El día 6 la dorsal en altura vuelve a prevalecer, de
forma que el anticiclón atlántico en superficie afectó a la Península hasta el día 11.
Durante este periodo el tiempo fue seco y las temperaturas ascendieron
considerablemente. El día 12 comenzó a desplazarse desde latitudes más altas una
vaguada que llegó a las costas de Galicia y Portugal. En su evolución dió lugar a fuertes
lluvias en toda la vertiente atlántica y un descenso drástico de las temperaturas.
Finalmente terminó desgajándose para formar una zona de bajas presiones aislada con un
núcleo muy frío. De nuevo, a partir del día 13, apareció una típica distribución sinóptica
de tipo “dipolar”. Esta situación continuó hasta el día 17, con las bajas presiones
centradas sobre las costas del sur de Portugal, lo que hizo que lloviera sobre toda la
Península, pero con mayor intensidad en Andalucía y las costas mediterráneas. En el
periodo que va del día 18 al 23 un anticiclón centrado al oeste de las Islas Británicas
afectó a la mitad norte de la Península, produciendo heladas nocturnas y precipitaciones
por nubes de estancamiento en la cornisa cantábrica cuando el viento sopló del norte. El
efecto de bloqueo de este anticiclón hizo que las bajas presiones se desplazaran sobre el
U sur peninsular provocando precipitaciones que, en algunas ocasiones, fueron bastante
fuertes. El día 24 el anticiclón se debilitó, dejando paso a una sucesión de vaguadas, de
forma que las lluvias asociadas afectaron al Cantábrico, alto Ebro y Cataluña. En los dos
últimos días del mes el anticiclón se extendió hasta la Península, como consecuencia de
lo cual el tiempo fué predominantemente seco, con un aumento generalizado de las
temperaturas.
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4.2.2. Evolución del error cuadrático medio.
Como en la simulación de enero de 1991 se observa que la evolución del ECM de
alturas geopotenciales de las superficies de presión estándar no presenta una tendencia,
sino que su valor varia de un día a otro dependiendo de las características de la situación
sinóptica de cada momento. Las condiciones de contorno laterales controlan el desarrollo
general de la simulación, dejando que el modelo desarrolle procesos atmosféricos de
mesoescala.
Comparado con el de los otros tres meses simulados, el ECM de abril de 1991
alcanza un valor intermedio. En esta comparación sólo cabe resaltar el mayor grado de
variabilidad del ECM de altura geopotencial con respecto a los meses de enero y, sobreE todo, julio. Esto es bastante normal ya que, en este periodo de transición entre invierno y
verano, las perturbaciones atmosféricas a escala sinóptica suelen afectar con mayorU frecuencia a la Península Ibérica.
Tal y como se puede ver en la figura 4.15, los mayores valores de ECMu
corresponden a los dias con situaciones sinópticas más complejas o cambiantes. La¡ primera de ellas se produce cuando entre los días 3 y 5 una profunda vaguada atraviesa el
dominio del modelo, elevando los ECM de altura geopotencial y temperatura tanto en 500
como en 850 hPa. Posteriormente viene un lapso de unos cinco días con un ECM bastante
bajo y constante, que se corresponde con un dominio de la situación anticiclónica. A
partir del día 13 y hasta el 18 el ECM es bastante alto. Es en este periodo cuando se
mantiene la estructura “dipolar”, anteriormente comentada, de una complejidad notable,
pues altera significativamente la ondulación típica de la circulación en altura.
Es digno de mención el hecho de que el ECM de la humedad específica,
especialmente en el nivel de 850 hPa, no presente semejanza con el de las otras dos
variables estudiadas, al menos aparentemente. Es especialmente significativo que los dos
máximos de ECM de la humedad en 850 hPa se produzcan en las dos situaciones
anticiclónicas del mes (9-10 y 29-30). En ambos casos la nubosidad es escasa, las
temperaturas elevadas y los vientos flojos, es decir, una situación propicia para que la
humedad en el nivel de 850 hPa esté dominada por el intercambio turbulento dentro de la
capa límite planetaria. Esto parece ser un nuevo indicio de que el flujo de humedad desde
el suelo no es el correcto, bien sea por una defectuosa asignación de los parámetros de
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suelo, o bien por deficiencias en el mismo esquema de parametrización de procesos
superficiales.
4.2.3. Variables en altura.
En la figura 4.lOa se observa el campo medio mensual de la altura geopotencial en
el nivel de 500 hPa suministrada por los análisis del ECMWF. El flujo dominante en todo
el dominio es del noroeste, con una clara tendencia al giro ciclónico. Todo esto es
coherente con la situación sinóptica que en este nivel dominó durante la segunda
quincena del mes y algunos días de la primera; es decir, una vaguada con su eje sobre
Francia o Centroeuropa que extiende su influencia a la mayor parte de la Península
Ibérica. La alta correlación espacial entre los resultados de la simulación y el análisis, y el
escaso sesgo (ver tabla 4.2.) corroboran, desde un punto de vista cuantitativo, la
impresión que se obtiene al comparar visualmente las figuras 4.lOa y 4.lOb ya que las dos
presentan un gran parecido. Así, por ejemplo la isohipsa de 5620 mgp pasa justamente
sobre la zona de la Punta de la Estaca de Bares y la isla de Ibiza en ambas figuras.
Las desviaciones de altura geopotencial en 500 hPa se pueden ver en las figuras
4.1 Oc y 4.1 Od. La semejanza entre la simulación y el análisis para este campo es casi tan
grande como lo era para la de los promedios. Hay una región de máxima desviación en la
zona norte del dominio, como era de esperar al ser la más afectada por el paso de las
sucesivas vaguadas que cruzan el área de simulación. Frente a las costas del suroeste
peninsular hay otra zona con valores altos, que también es captada por el modelo. Este
segundo máximo se debe a que dicha zona es afectada por el sistema de altas presiones
que en la primera decena del mes alcanza la Península, mientras que en los últimos diez
días es influenciada por las vaguadas anteriormente comentadas. Pero el hecho que hace
elevar definitivamente el valor de la desviación en la región comentada es que sobre ella
se centra la baja del “dipolo” presente entre los días 13 y 17. Finalmente, es de destacar el
mínimo existente frente a las costas de Galicia, que se simula con corrección. Dicho
mínimo surge por el papel que parece desempeñar la zona como “centro de giro” o de
“simetrías” de las evoluciones de las altas y bajas presiones a lo largo de todo el mes.
Las figuras 4.1 la y 4.1 lb dejan ver el parecido entre las medias de la componente
zonal del viento en el nivel de 500 hPa de los análisis y de los resultados del modelo. Lo
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mismo se aprecia en las figuras 4.12a y 4.12b para la componente meridiana del viento.
Los valores de la tabla 4.5 verifican que la correlación espacial es muy alta y el sesgo
pequeño. Si se confrontan los campos medios de las componentes horizontales del viento
con el campo medio de geopotencial en 500 hPa (ver figura 4.10) se comprueba que
aquellos se ajustan bastante al viento geostrófico que se derivaría de este. Esta
característica era de esperar, pues en el nivel de 500 hPa el viento se ajusta bastante a la
condición geostrófica. Si se observan en la figura 4.12b las isotacas de -5 y -6 ms1
resulta evidente la influencia de la cadena montañosa de los Pirineos sobre el flujo de aire
que incide en ella.
Por lo que respecta a la variabilidad, para la componente zonal presenta un gran
parecido entre los resultados de la simulación y el análisis del ECMWF (ver figuras
4.11 e y 4.11 d). Lo mismo se puede comprobar para la componente meridiana del viento
(figuras 4.12c y 4.12d).
Para la temperatura media en 700 hPa se obtienen unos valores simulados que
mantienen una correlación muy alta con los análisis del ECMWF. El sesgo entre ambos
es prácticamente despreciable (ver tabla 4.3). Esto se ve corroborado al comparar las
gráficas 4.13a y 4.13b que sólo presentan mínimas diferencias. La isolínea de -6 0C pasa
sobre la línea de los Pirineos, mientras que en los análisis lo hace ligeramente más al sur
y al oeste. La cadena montañosa parece comportarse como una barrera más eficaz en el
modelo que en el análisis ante las masas de aire frío provenientes del norte. La isolínea de
-5 0C de los resultados del modelo tiene una ligera ondulación cerca de los Picos de
Europa, lo que de nuevo parece derivarse del efecto de las ondas orográficas en el campo
medio mensual. Finalmente la isolínea de -4 0C se adentra levemente más hacia el sur de
la submeseta meridonal en la simulación.
En las figuras 4.13c y 4.13d se puede ver, aunque las isolíneas sean algo confusas,
cómo la variabilidad generada por el modelo para la temperatura en 700 hPa es bastante
parecida a la que se deriva de los análisis del ECMWF. El patrón de distribución espacial
es muy parecido al de la desviación de la altura geopotencial. Así, se vuelve a observar un
máximo en la esquina suroeste donde se alternaron los sistemas de altas presiones cálidos
y las bajas frías, y otro máximo al noreste por donde pasaron las vaguadas, mientras que
en los otros dos cuadrantes se aprecian mínimos.
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Al igual que en la simulación del mes de enero, la humedad en el nivel de 700 hPaE es la variable que peor correlación espacial tiene con los análisis, de las cinco que se¡ muestran. A pesar de ello la correlación es de 0.82. El sesgo, como puede verse en la
tabla 4.4, es despreciable. En las figuras 4.14a y 4.14b se presentan los campos de¡ humedad en 700 hPa para el análisis y la simulación respectivamente. Se ve en ellas que
la simulación respeta los rasgos principales de la distribución espacial de la humedad,¡ presentando las zonas más húmedas, por lo general, sobre tierra. Sobre los Pirineos se
aprecian unos valores simulados mayores que en el análisis. La zona suroccidental de la
Península Ibérica es menos húmeda en la simulación, lo cual podría estar relacionado con
el elevado error cuadrático medio para la humedad en 850 hPa en los dos episodios¡ anticiclónicos que se registran a lo largo del mes (ver apartado 4.2.2.), y que podrían estar
relacionados con alguna deficiencia en el esquema de parametrización superficial. SobreE el Sistema Ibérico el modelo da una humedad excesiva, que podría relacionarse con las
nubes que en esa zona descargan un exceso de precipitación, como se comentará más¡
adelante en el apartado 4.2.4.¡ Los campos de desviación de la humedad en el análisis y la simulación están algo
mejor correlacionados que los respectivos campos medios mensuales. Las principales
diferencias se aprecian en el desplazamiento del mínimo hacia el centro de la Península y
la mayor variabilidad en el valle dcl Ebro.
E
4.2.4. Campos en superficie.E En el mes de abril de 1991 la precipitación se acumuló principalmente en la costa
cantábrica y a lo largo de todo el Sistema Ibérico, siendo muy frecuentes las¡ precipitaciones mensuales por encima de los 100 Fm2 e incluso superiores a 200 Fm2 en
el País Vasco y Navarra (ver figura 4. 16a). Estas lluvias se recogieron durante el paso de
E las vaguadas de los días 3 al 5 y 25 al 27, pero muy especialmente en el episodio entre los¡ días 12 y 17, en que una vaguada proveniente de latitudes muy altas se transfonnó en una
baja cerrada que se mantuvo centrada al suroeste de la Península. En esta zona hubo dos
máximos de lluvia, uno centrado sobre la Sierra de Huelva, y otro sobre la Sierra deu
Grazalema, donde se registró un máximo histórico de lluvia torrencial. Estas
precipitaciones, como la mayor parte de las registradas durante este mes en la Península
u
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Ibérica, también se originaron en la baja que afectó a esa región en la segunda decena del¡
mes. La zona seca este mes (menos de 25 Fm5 se extiende por el sureste peninsular, elE oeste de las submesetas norte y sur, y la zona más oriental del valle del Ebro.Como se muestra en la figura 4.1 6b, esta zona seca es reproducida con bastante
E nitidez por la simulación, excepto los pequeños mínimos relativos de la provincia de
León y del valle del Ebro, junto con el máximo de la Sierra de Grazalema. El exceso deE precipitación total mensual simulada en las dos zonas de mínimos es de 20 y 30 litros, lo
cual no es demasiado. Sin embargo, el máximo local de Grazalema no aparece en la
simulación. Las zonas con alta precipitación han sido simuladas por el modelo con
bastante precisión, aunque hay un ligero déficit en el Cantábrico y especialmente en
E Galicia, y un exceso al oeste de la Serranía de Cuenca y en la Sierra del Moncayo. Es
digno de destacar que la simulación haya reproducido el máximo de la provincia deU Huelva, por su pequeña escala espacial y temporal. No obstante, existe una correlación
espacial notablemente alta entre los resultados del modelo y las observaciones, con unu
escaso sesgo de alrededor del seis por ciento de la precipitación acumulada mensualu promediada en toda la Península (ver la tabla 4.6.).
En la figura 4.17. se evidencia que el resultado de la simulación para las
temperaturas mínimas en superficie (a 2 m del suelo) se ajusta mucho, tanto cualitativa
como cuantitativamente, a la distribución observada. En la tabla 4.6 se comprueba que la
E correlación espacial es, efectivamente, muy buena para esta variable (0.85), y el sesgo
pequeño (0.6). A este pequeño sesgo positivo contribuyen de nuevo la zona oeste de la
E submeseta norte, la desembocadura del río Guadalquivir y el valle del Ebro. El efecto
regulador del mar en las zonas costeras se deja notar en una franja más estrecha en la
E simulación que en las observaciones. Esto podría deberse a diversos motivos, como que
las temperaturas del mar sean algo bajas, la elevación orográfica en la costa demasiadoE abrupta o alguna deficiencia en el ciclo de brisas. En el resto de las regiones de lau Península, las mínimas del modelo son muy ajustadas a las obserVaciones.
correlación espacial entre simulación y observaciones para las temperaturas
máximas, aun siendo alta (0.78), es la menor de entre las cuatro simulaciones mensualesu
realizadas (ver tabla 4.6.). El sesgo es cercano a -3 0C ; es decir que las temperaturas
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la mitad norte de la Península aparece en la simulación una zona bastante extensa por
debajo de 12 0C, mientras que en las observaciones este valor se registra en puntos
aislados. Incluso las zonas con valores mínimos relativos que da el modelo en la Sierra de
Segura, Sierra Nevada y el sureste, no aparecen en las observaciones. En el resto de la
Península se aprecian temperaturas máximas simuladas que están, por lo general, unos








































































Figura 4.10. Altura geopotencial (m) de la superficie de 500 hPa para el mes de
abril de 1991; a) media mensual del análisis del ECMWF, b) media mensual simulada,




Figura 4.11. Componente zonal del viento (mis) en la superficie de 500 hPa para el mes
de abril de 1991; a)media mensual del análisis del ECMWF, b) media mensual simulada,
c) desviación estándar del análisis del ECMWF, d) desviación estándar simulada.
a) b)
c) d)
Figura 4.12. Componente meridiana del viento (mis) en la superficie de 500 hPa para el mes
de abril de 1991; a) media mensual del análisis del ECMWF, b) media mensual simulada,
c) desviación estándar del análisis del ECMWF, d) desviación estándar simulada.
a) b)
Figura 4.13. Temperatura (0C) en la superficie de 700 hPa para el mes de abril de 1991;
a) media mensual del análisis del ECMWF, b) media mensual simulada, c) desviación
estándar del análisis del ECMWF, d) desviación estándar simulada.
e) d)
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Figura 4.14. Humedad específica (g/kg) en la superficie de 700 hPa para el mes de abril de
1991; a) media mensual del análisis del ECMWF, b) media mensual simulada, c) desviación
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Figura 4.15. Evolución del error cuadrático medio a lo largo de la simulación
de abril de 1991 para (a) altura geopotencial, (b) temperatura, (e) humedad
específica. La línea de trazo fino corresponde al nivel de 500 hPa y la de trazo
grueso a 850 hPa.
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4.3. Simulación de verano.
Para la simulación de verano que se presenta en este trabajo se consideré el mes
de julio de 1990.
4.3.1. Situación sinóptica.
El mes comienza con una situación parecida a la que comúnmente se conoce como
de “baja térmica” sobre la Península Ibérica, aunque no aparece con nitidez la
característica lengua de aire cálido en niveles bajos que, en esta situación típica, se suele
prolongar desde el norte de África hasta abarcar gran parte de la Península. De hecho las
temperaturas junto al suelo, aun siendo altas, no son extremas. Por otra parte la cuita
anticiclónica que en situación de “baja térmica” se extiende por el Cantábrico no es lo
suficientemente fUerte como para “desviar” a los frentes que afectan al norte peninsular
entre los días 1 y 5, dejando precipitaciones débiles y moderadas en Galicia y la costa
cantábrica, y fuertes tormentas en el Pirineo oriental. A partir del día 6, se observa la
aparición de una típica disposición de “baja térmica” que se prolongará con claridad hasta
el día 11. La cufia anticiclónica se refuerza rodeando la Península por el norte y
alcanzando las islas Baleares. En los niveles bajos se produce un embolsamiento de aire
muy cálido, que en el nivel de 850 liPa llega a superar los 24 oc en algunas ocasiones. Las
temperaturas mínimas junto al suelo superan los 20 oc y la máximas los 35 oc con
bastante frecuencia. Estas depresiones térmicas que se forman sobre la Península durante
el verano perduran generalmente hasta primeras horas de la noche, se debilitan
rápidamente durante el periodo nocturno, para empezar a formarse de nuevo algunas
horas antes del mediodía. Una más detallada descripción de este tipo de situaciones
meteorológicas se puede encontrar en Portela y Castro (1991,1996).
El día 12 la situación de bajatérmica desaparece, y desde entonces hasta el día 16
una masa de aire frío en niveles altos confluye sobre la Península, y junto con la presencia
de aire muy cálido en niveles bajos da lugar a numerosas tormentas en la mitad norte
peninsular. Entre los días 17 y 20 vuelve formarse la “baja térmica” en superficie que, de
nuevo, se ve sucedida por un perfil térmico inestable que da lugar a tormentas, entre los
días 21 y 24, localizadas en numerosos puntos, aunque no alcanzaron la costa
mediterránea, Extremadura y Andalucía.
u
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Entre los días 25 y 28 cruza el dominio de la simulación una vaguada en altura,
que es lo suficientemente “profunda” como para que los frentes asociados en superficie
originen lluvias en todo el territorio peninsular, siendo más copiosas en su tercio norte. El
día 29 las altas presiones predominan de nuevo en la Península, produciendo el tiempo
seco y caluroso con el que termina el mes.
4.3.2. Evolución del error cuadrático medio.
El ECM de la altura geopotencial durante el mes dejulio es más bajo que el de los
otros tres meses estudiados en este trabajo, especialmente en el nivel de 500 hPa. El ECM
de la temperatura es alto en el nivel de 850 hPa y el de la humedad es elevado en los dos
niveles analizados, con particular relevancia en el de 850 hPa.
La altura geopotencial se simula muy ajustadamente por la ausencia de
perturbaciones sinópticas importantes. Los dias en que aumenta ligeramente el ECM
coincide con los tres pasos de perturbaciones significativas sobre la Península.
La temperatura en 850 hPa tiene un ECM promedio por encima de 1.5 0C, lo cual
se relaciona con el intercambio de calor con la superficie, relativamente cercana a este
nivel en la mayor parte de la Península, y su mezcla en las capas bajas de la troposfera. Al
igual que ocurre con el ECM de la altura geopotencial, el de la temperatura sube
principalmente al paso de las vaguadas en altura.
El ECM de la humedad, del mismo modo que ocurría en el mes de abril, sigue un
comportamiento diferente al de las otras dos variables estudiadas. Por un lado no produce
una respuesta tan clara ante el paso de las tres principales perturbaciones de escala
sinóptica de este mes. Por otra parte, presenta sus valores máximos en los días con “baja
térmica”, tanto en el nivel de 500 hPa como en el de 850, pero especialmente en este
último.
4.3.3. Variables en altura.
En la figura 4.19a se presenta el campo medio mensual del análisis del ECMWF
para la altura geopotencial en el nivel de 500 hPa. La situación sinóptica media
corresponde claramente a una dorsal anticiclónica sobre todo el dominio. Esta disposición
en altura es característica de la época veraniega en la Península Ibérica, que suele
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determinar una atmósfera con estratificación estable, cielos poco nubosos o despejados y
temperaturas altas en superficie. En la figura 4.1 9b se presenta el campo medio para esta
variable simulado por el modelo. El parecido con la figura anterior es casi perfecto. De
hecho, la correlación espacial entre simulación y análisis es de 0.99 y el sesgo de -0.3,
que es despreciable frente al valor medio del campo que es cercano a los 6000 mgp.
La variabilidad en este mes de la altura geopotencial en 500 hPa es baja, sobre
todo en el sur del dominio donde predoniina una situación anticiclónica bastante
invariable. Así se puede constatar en la figura 4.1 9c correspondiente a la distribución de
la desviación estándar en el análisis del ECMWF. Al norte del dominio la variabilidad es
más alta, pero sin llegar a valores muy elevados. Esto se debe a que varias veces a lo
largo del mes las vaguadas rozan el norte peninsular. La figura 4.19d muestra el mismo
campo que resulta de la simulación. Comparando ambas figuras se aprecia el gran
parecido entre ellas, con una zona casi sin variabilidad al sur y otra moderadamente
variable al norte. Curiosamente, y al contrario de lo que suele ser habitual, las isohipsas
del campo de la simulación son de un trazo mucho más regular que las del gráfico del
análisis, especialmente en la zona sur de la región de simulación.
La figura 4.20a muestra la media mensual de la componente zonal del viento en
el análisis. Se ve un máximo en el norte de Africa, mientras que en la zona central de la
Península los valores están entre los más bajos del dominio. Esto último se debe, sin
duda, a la estructura característica de la “baja térmica” que predomina en la mayor parte
del mes. El gráfico 4.2Gb corresponde al campo medio de la simulación. Este campo tiene
una correlación espacial de 0.87 con el del análisis, la cual, siendo alta, es la menor de las
correlaciones obtenidas para las componentes de viento en 500 hPa en los cuatro meses
simulados. Los dos campos que se están comentando son parecidos. Las principales
diferencias se aprecian sobre el mar Cantábrico y el norte de Africa. La variabilidad de la
componente zonal en el análisis y la simulación se muestra en las figuras 4.20c y 4.20d
respectivamente. El parecido entre los dos campos es evidente. Curiosamente, mientras
los valores en el centro de la Península son muy parecidos, en las costas atlántica y
mediterránea difieren un poco. Sin embargo, no se puede achacar este hecho, en
principio, al régimen de brisas, pues la influencia de estas queda por debajo del nivel de
500 hPa.
u
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Las figuras 4.21a y 4.21b permiten comparar las distribuciones de los valores
simulados y analizados de la componente meridiana del viento en 500 hPa. En este caso,
la simulación da unos resultados más parecidos al análisis que los de la componente
zonal. Las diferencias son mínimas , con un coeficiente de correlación espacial de 0.98 y
un sesgo de 0.1. La isolínea de O ms0 pasa por los mismos lugares en las dos figuras, e
indica la posición del eje de la dorsal anticiclónica atravesando la Península desde el
norte hasta el sur. También la simulación es bastante parecida al análisis en cuanto a la
variabilidad de la componente meridiana (ver figuras 4.21c y 4.21d). Es interesante
observar como, al igual que para la componente zonal, los valores de la desviación
estándar se parecen más en el centro de la Península que en sus costas.
Observando conjuntamente las figuras 4.20b y 4.21b, correspondientes a las
simulaciones, se puede apreciar que el campo medio de viento se ajusta geostróficamente
a la estructura de altura geopotencial que aparece en la figura 4.19b. Pero este
acoplamiento sólo es válido en cuanto a dirección del viento, pues su módulo no es
exactamente geostrófico. Así, en la zona del norte de África, donde hay un máximo para
la componente zonal, el módulo del vector viento es mayor que, por ejemplo, en las
costas atlánticas de Francia, cuando el campo de altura geopotencial indica que debería
ser al revés. La aparente contradicción se resuelve si se tiene en cuenta que la variabilidad
es aproximadamente la mitad en el Sur del dominio que en la zona norte. Esto quiere decir
que, al poder tomar las componentes de viento valores positivos y negativos, en los casos
donde existe una alta variabilidad, los valores promedio pueden ser pequeños con
elevadas velocidades diarias del viento.
La temperatura en el nivel de 700 hPa tiene un sesgo de 0.4 0C, que es el más alto
en este nivel de las cuatro simulaciones realizadas y uno de los mayores de todos los
niveles analizados. Dos posibles causas pueden ser el exceso de mezcla en la capa límite
planetaria o la excesiva liberación de calor latente en los procesos nubosos. Esta última
posibilidad parece ser la más probable, pues la diferencia de temperatura es algo mayor
en la zona norte de la Península donde, como se verá posteriormente, se simuló una
precipitación superior a la de las observaciones. En los gráficos 4.22a y 4.22b se puede
ver lo dicho anteriormente. También en estas figuras se comprueba el gran parecido que,
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a pesar de todo, existe entre el campo del análisis y el de la simulación, como confirma su
elevada correlación espacial (0.99).
En las figuras 4.22c y 4.22d se verifica que la variabilidad de la temperatura en
700 hPa se ajusta en el modelo a la deducida del análisis. Las mayores desviaciones están
al norte del dominio, mientras que al Sur SOfl prácticamente inexistentes. Se observa por
lo general una muy ligera tendencia en la simulación a dar variabilidades mayores que las
del análisis.
Las figuras 4.23a y 4.23b presentan el campo medio mensual de la humedad en
700 liPa para el análisis y la simulación, respectivamente. La correlación espacial entre
ambos campos es de 0.86, es decir, relativamente buena. Sin embargo, el sesgo es algo
elevado, con un valor de 0.5 gkg~1. Esto indica que, aunque la distribución cualitativa se
ajusta razonablemente bien, la humedad sobre la zona continental es mayor en los
resultados de la simulación que en el análisis, mientras que sobre el mar es bastante
parecida. El máximo en el análisis toma valores por encima de 5 gkg’ y se centra en el
sureste de la Península, mientras que en la simulación el máximo se halla desplazado
hacia el Sistema Ibérico y alcanza un valor por encima de 6 gkg’. Esta tendencia a
aumentar la humedad sobre zonas continentales, sin dejar de considerar que en parte
cabría achacarla a un mejor ajuste a la realidad, puede tener varias causas. En primer
lugar, si en el suelo hubiera una reserva de humedad superior a la real, la mayor
evaporación superficial podría llegar a afectar a la humedad del aire en el nivel de 700
hPa, considerando que la mezcla turbulenta es muy intensa en verano. No obstante, en la
tabla 4.4 se observa que el sesgo de la humedad en el nivel de 850 hPa es negativo (-0.8
por tanto, cabría pensar que el origen de la mayor humedad en 700 hPa estaría
relacionado con un exceso de mezcla dentro de la capa límite planetaria. Sin embargo, lo
más razonable es pensar que la verdadera causa esté en una combinación de las dos
anteriores posibilidades.
Las figuras 4.23c y 4.23d muestran la variabilidad de la humedad específica en el
nivel de 700 hPa, la primera deducida del análisis y la segunda de la simulación. Este es
uno de los resultados más singulares de los que se presentan en este trabajo, pues las
variabilidades no sólo no se parecen, sino que, en cierta medida, se contraponen. El
máximo de variabilidad en el análisis se localiza en el sureste peninsular, precisamente
u
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donde se centra el mínimo de variabilidad de la simulación. Y, por contra, el máximo que
da el modelo sobre Portugal está situado en la zona donde el análisis no presenta
demasiada variabilidad. Una posible explicación de este hecho podría ser que las costas
atlánticas están más sujetas al influjo cambiante de las masas de aire oceánico y por ello
varía allí más la humedad a lo largo del mes, mientras que en la vertiente mediterránea
predomina el flujo de humedad desde el suelo, que, seguramente, sigue un ciclo diario
bastante repetitivo a lo largo del mes, puesto que en la parametrizacián utilizada se
supone constante la humedad del suelo disponible para evaporarse. Por lo que se refiere al
máximo de la simulación sobre Portugal, en el resultado de los análisis que muestra la
figura 4.23c se aprecia un suave máximo al oeste de la Península, pero no pegado a la
costa como en la simulación. Ello podría deberse a que la resolución de los análisis es
más baja que la del modelo, por lo que la orografla y también la forma de la línea de costa
son diferentes en ambos casos.
4.3.4. Campos en superficie.
En la figura 4.25a se presenta la precipitación observada en el mes de julio de
1990 sobre la España peninsular, Ceuta y Melilla. En ella se aprecia que en el tercio norte
de la Península se registraron lluvias moderadas con algunos núcleos con precipitaciones
más intensas en el País Vasco, los Pirineos occidentales y, sobre todo, en los Pirineos
orientales. En las demás regiones las lluvias fueron débiles y dispersas de carácter
tormentoso. Este mes resulté especialmente seco en Extremadura y Andalucía, donde la
precipitación no sobrepasó en ningún observatorio los 25 Fmt y se mantuvo por debajo
de los 10 Fm2 en casi todos ellos.
Como se puede apreciar claramente en la figura 4.25b el modelo fue capaz de
captar la escasez de precipitación en la mitad sur de la Peninsula y la presencia de lluvias
en el norte, aunque con valores sobrestimados. El sesgo a escala global (Tabla 4.6) es de
12.6 1•m2, que representa un 84% de la precipitación media recogida en el mes de julio.
Este elevado porcentaje se debe a que este mes fue muy seco, pues si se compara el valor
del sesgo con el de la precipitación media en los cuatro meses simulados (224 Fm2)
representa tan sólo un 5.6% de este valor. Por su parte, la correlación espacial alcanza un
valor de 0.48, que puede considerarse bastante aceptable.
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En la tabla 4.7 se ha detallado la precipitación recogida en periodos de cinco días
a lo largo de todo el mes, sin considerar el día 31. Los dos primeros periodos, en los que
apenas llovió, el sesgo es muy pequeño y negativo. Del 11 al 15 la precipitación aumenta
y el valor del sesgo se dispara, contribuyendo a más de la mitad del registrado en todo el
mes. El siguiente periodo es de nuevo seco y el sesgo es positivo pero con un valor
moderado. Entre los días 21 y 25 vuelve a aumentar la precipitación y el sesgo también lo
hace, aunque moderadamente. El último periodo fue realmente el más lluvioso pero
registra uno de los sesgos más bajos de los seis periodos de cinco días comentados.
Recordando lo señalado en el apartado 4.3.1, donde se describe la evolución mensual de
la situaciones sinópticas diarias, se aprecia que los perlados de mayor sesgo de
precipitación en este mes coinciden con la presencia de complejas estructuras de los
campos de variables atmosféricas, como vaguadas de pequeña longitud de onda con
perfiles térmicos asociados extremadamente inestables. Mientras que en el periodo del 26
al 30, cuando cruza la Península una vaguada de gran amplitud que deja más
precipitación, la distribución y cantidad de lluvia es captada con más fidelidad por el
modelo, lo que se achaca a que su estructura no era excesivamente compleja.
El sesgo de temperatura mínima del airejunto al suelo (a 2 m de altura) alcanza un
valor nulo en este mes dejulio. Este valor no significa un grado de ajuste “perfecto” entre
observaciones y simulaciones. Aunque en la figura 4.26 se puede ver que, efectivamente,
el modelo se ajusta tanto cualitativamente (el coeficiente de correlación espacial es 0.84)
como cuantitativamente, hay zonas algo más frías (Ciudad Real y Cáceres) que se
compensan con otras más cálidas (bajo Guadalquivir).
La temperatura máxima del aire superficial (2 m) es bastante más baja en el
modelo que en las observaciones. El sesgo es de -3.4 0C, aunque la correlación espacial es
alta (0.82). En las figuras 4.27a y 4.27b se ve que, aunque se conservan por lo general las
formas de la distribución geográfica, la temperatura máxima es unos 3 oc más baja en la
mayoría de las regiones; esta diferencia es aún mayor en las zonas montañosas más
elevadas. Este sesgo negativo de las temperaturas máximas parece tener relación con que
el sesgo de las mínimas no tenga un signo positivo, como ocurre en el resto de los meses.
Una posible razón que explica las temperaturas superficiales máximas simuladas tan bajas
apunta a alguna deficiencia en el esquema de suelo (asignación defectuosa de parámetros
u
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superficiales o temperaturas del subsuelo demasiado bajas). No obstante, también podría
influir alguna deficiencia en la parametrización del intercambio turbulento vertical en los
casos de convección libre en la capa límite planetaria. A este respecto, se debe recordar
que mientras las temperaturas superficiales y en el nivel de 850 hPa tienen sesgo
negativo, en el dc 700 liPa, cercano a la máximaaltura de la capa límite planetaria durante































































Figura 4.19. Altura geopotencial (m) de la superficie de 500 hPa para el mes dejulio de 1990;
a) media mensual del análisis del ECMWF, b) media mensual simulada, e) desviación estándar




Figura 4.20. Componente zonal del viento (mis) en la superficie de 500 hPa para el mes
de julio de 1990; a) media mensual del análisis del ECMWF, b) media mensual simulada,
e) desviación estándar del análisis del ECMWF, d) desviación estándar simulada.
a) b)
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Figura 4.2 1. Componente meridiana del viento (mis) en la superficie de 500 hPa para
el mes dejulio de 1990; a) media mensual del análisis del ECMWF, b) media mensual




Figura 4.22. Temperatura (0C) en la superficie de 700 hPa para el mes de julio de 1990;
a) media mensual del análisis del ECMWF, b) media mensual simulada, e) desviación
estándar del análisis del ECMWF, d) desviación estándar simulada..
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Figura 4.23. Humedad especifica (g/kg) en la superficie de 700 hPa para el mes dejulio de
1990; a) media mensual del análisis del ECMWF, b) media mensual simulada, e) desviación
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Figura 4.24. Evolución del error cuadrático medio a lo largo de la simulación de
Julio de 1990 para (a) altura geopotencial, (b) temperatura, (e) humedad específica.
La línea de trazo fino corresponde al nivel de 500 hPa y la de trazo grueso a 850 hPa.
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4.4. Simulación de otoño.
El mes de octubre de 1990 fue el elegido para la simulación de otoño que se llevó
a cabo en este trabajo.
4.4.1. Situación sinóptica.
El mes de octubre comienza con unos primeros días en los que la situación
sinóptica no está muy bien definida. La Península Ibérica estaba situada entre el área de
alta presión típica del Atlántico y la influida por las vaguadas en la troposfera media y
alta en latitudes superiores. Esto dio lugar a un tiempo cambiante entre los días 1 y 6 de
este mes, que suele ser habitual en la transición del verano al otoño. Finalmente el día 7
una profunda vaguada se desplaza sobre la Península dejando lluvia en todas sus
regiones, especialmente en la costa del Cantábrico, Pirineos y Cataluña. De esta vaguada
en altura se desprende una formación ciclónica cerrada con aire muy frío, que se centra en
la vertical de las Islas Baleares y provoca una fuerte inestabilidad entre los días 8 y 12
con abundantes precipitaciones en las costas de Levante y Cataluña, así como en
Baleares.
El día 13 se debilita la anterior situación de inestabilidad sobre el mar
Mediterráneo, pero una vaguada de gran amplitud y longitud de onda comienza a afectar
al oeste de la Península. Hasta el día 19 esta vaguada ejerce su influencia sobre el
dominio en que se centra el estudio. En este periodo las lluvias se extienden a todas las
regiones de la Península y Baleares, siendo especialmente copiosas en Galicia,
Extremadura y Andalucía Occidental. Es destacable que, mientras tanto, en la costa
cantábrica las precipitaciones sean débiles, a causa de la componente sur del flujo
dominante de aire que deja a sotavento de la cordillera Cantábrica dicha zona costera.
Tras la vaguada anterior, el día 20 se aproxima otra por el oeste de menor longitudU de onda, pero que llegó en algún momento a tener una gran amplitud. Esto origina de
nuevo precipitaciones de mayor o menor intensidad en todas las regiones entre los días 20U y 26.
Termina el mes con una ligera retirada de la vaguada hacia el norte, lo que implicaU
un flujo bastante constante del noroeste acompañado por sucesivos frentes que afectan al
norte de la Península y dejan precipitaciones fuertes en Galicia y, en toda la costa
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cantábrica. En el resto de las regiones las lluvias fueron débiles o inexistentes, mientras
que las temperaturas ascienden moderadamente.u
4.4.2. Evolución del error cuadrático medio.
En primer lugar hay que señalar que tampoco en este mes se aprecia una tendencia
creciente en la evolución del ECM, y que sus variaciones diarias dependen de la situación
atmosférica existente en cada momento (ver figura 4.33).
Con respecto al comportamiento observado en los otros meses comentados, laU evolución del valor del ECM es similar, excepto en la correspondiente a la altura
geopotencial y, más ligeramente, a la humedad en el nivel de 500 liPa. El ECM del
geopotencial es más elevado a causa del continuo desplazamiento de vaguadas sobre la3 Península a lo largo del mes. Mientras que el más moderadamente alto de la humedad
podría deberse a que en este mes es muy frecuente la actividad nubosa convectiva, la cual
aporta humedad a niveles elevados de la troposfera.
Los dos momentos en los que el ECM de la altura geopotencial adquiere unos3 valores altos en los niveles de 500 y 850 hPa comparten características comunes. En
ambos casos (días 7 y 8, y días 22 y 23) una intensa vaguada cruza la Península IbéricaU con tendencia a formar un núcleo ciclónico cenado en altura, aunque tan sólo llega a
constituirse completamente en el primero de los periodos.u
La temperatura sólo tiene episodios claros de alto ECM en el nivel de 500 hPa, y3 estos coinciden en gran medida con los comentados anteriormente para la altura
geopotencial. En cuanto a la humedad, en el nivel de 850 hPa se tiene un ECM por3 encima de la media mensual al paso de la primera vaguada del mes los días 3 y 4, y al de
la de los días 7 y 8.3 Parece claro, por tanto, que el aumento del ECM, al menos en este mes, está muy
relacionado con la llegada de perturbaciones atmosféricas a escala sinóptica. Cuando talesU perturbaciones se introducen en el dominio del modelo, los campos simulados hasta
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4.4.3. Variables en altura.u La figura 4.28a presenta el campo medio mensual para la altura geopotencial au 500 hPa deducido del análisis del ECMWF. Las isohipsas presentan una forma semejante
a una vaguada con su eje cruzando la Península de noroeste a sureste, acompafiada de una3 inestabilidad frontal apreciable en la mitad norte del dominio. El resultado de la
simulación para este campo se muestra en la figura 4.28b, donde se aprecia que es3 prácticamente igual a la del análisis. La correlación espacial es de 0.99 y el sesgo de -2.0
m, que es muy pequeño comparado con valores medios del orden de 5700 m.
En cuanto a la variabilidad de la altura geopotencial en 500 hPa, la figura 4.28c
muestra los valores de la desviación estándar deducidos del análisis. Se aprecia laU presencia de valores altos en el noroeste del dominio y bastante inferiores en el sur y
sureste. Es decir, el gradiente es notable, en especial desde el noroeste del dominio hastaU la mitad noroeste de la Península Ibérica. Esto se debe al efecto del repetido paso de
vaguadas por esa zona a lo largo de la mayor parte del mes. La variabilidad que simula elu
modelo es muy parecida a la del análisis (ver figura 4.28d). La única diferencia apreciable
se localiza sobre el Mediterráneo entre las Islas Baleares y el norte de Argelia, donde lau
desviación de la simulación es ligeramente inferior a la de los análisis. La causa de esto
U posiblemente radique en la dificultad de simular con precisión los episodios tormentososque allí se produjeron entre los días 8 y 12, y que fueron infraestimados por el modelo,
U como se comentará más adelante. En cualquier caso, la diferencia de variabilidad en la
zona comentada no sobrepasa el 10% de la desviación deducida del análisis para la alturaU geopotencial en 500
En las figuras 4.29a y 4.29b se comparan los campos medios de la componente3 zonal del viento en el nivel de 500 hPa correspondientes a los análisis y a los resultados
del modelo. Las dos figuras son muy similares, como queda constatado por el valor de3 0.98 que alcanza la correlación espacial. El sesgo es pequeño (0.3) y a él contribuyen
especialmente el máximo del norte de Argelia y el del sur de Francia y golfo de Vizcaya.U En estos últimos, posiblemente se deba a una influencia de los Pirineos y la Cordillera
Cantábrica. La variabilidad de este campo también ofrece un gran parecido entre análisisu y simulación, como se puede comprobar en las figuras 4.29c y 4.29d.
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En cuanto a los campos medios de la componente meridiana del viento en 500
hPa, tampoco se observan grandes diferencias entre simulación y análisis (ver figurasU 4.30a y 4.30b) ; de hecho, el coeficiente de correlación espacial es de 0.96 y el sesgo 0.2
m~s1. Las mínimas diferencias son de nuevo achacables al efecto de las ondas orograficas,3 como se ha comentado en los resultados correspondientes a los otros meses. Este efecto
se aprecia en la figura 4.30b sobre los Picos de Europa, el Sistema Central, Sierra Nevada3 y, especialmente, los Pirineos. La desviación estándar de esta variable (figuras 4.30c y
4.30d) no tiene especiales diferencias entre simulación y análisis salvo en el oeste de la
Península, donde los valores del modelo son ligeramente menores.
Por último, se puede comprobar que la dirección media del flujo se ajusta bastante
U geostróficamente al geopotencial en este nivel (figura 4.28b). Sin embargo, de nuevo se
aprecia que el promedio mensual del módulo de viento es mayor al sur del dominio que alE norte, pues en el sur la variabilidad es mucho menor.
La diferencia principal entre análisis y simulación para la temperatura en el nivelu
de 700 hPa (ver figuras 4.31a y 4.31b) se encuentra en la Cordillera Cantábrica, donde elu modelo simula una temperatura un poco mayor que la del análisis. Esta desigualdad es,
sin duda, debida a un efecto de bloqueo inducido por la cadena montañosa. Otra3 diferencia se encuentra entre la submeseta sur y las costas de Levante y Murcia, cuyo
origen podría residir en las frenes tormentas que se produjeron entre las Baleares y la3 costa mediterránea de la Península en los días del 8 al 12 del mes. Un comportamiento
similar en los campos correspondientes a la temperatura en 700 hPa se encontró en el mes
de enero de 1991 (ver apartado 4.1.3). A pesar de ello, la correlación espacial entre el
análisis y la salida del simulación para esta variable es de 0.99 y el sesgo alcanza un valor
U de 0.1 oc.
La variabilidad de la temperatura en 700 hPa (ver figuras 4.31c y 4.31c) no
U presenta diferencias apreciables entre la simulación y el análisis, excepto en la zona que
rodea a las Islas Baleares, donde los valores de la desviación estándar cambianU ligeramente. Parece claro que esta disparidad se asocia, de nuevo, a la existencia en la
zona de fuertes tormentas entre los días 8 y 12.U
El coeficiente de correlación espacial entre los campos mensuales medios del
análisis y de los resultados del modelo para la humedad específica en el nivel de 700 hPa
u3 Resultados de las simulaciones con condiciones de contorno ‘perfectas” 101
3 alcanza un valor de 0.90, que es el mayor para estavariable en dicho nivel en los cuatro
meses estudiados. Las figuras 4.32a y 4.32b constatan el parecido entre ambos campos de3 humedad, que tienen un sesgo de 0.0 g~kg’. Sobre la zona continental las mayores
diferencias se localizan al sur de la Cordillera Cantábrica, donde la humedad es algo
U menor en la simulación, y en el sureste de la Península, donde el máximo del análisis no
aparece en los resultados del modelo. Sobre el Océano Atlántico las diferencias sonU mínimas, mientras que en el mar Mediterráneo las desigualdades son más apreciables. Se
podría atribuir, otra vez, estas diferencias al periodo de inestabilidad y fuertes tormentas3 que sufrió la zona, y que parece bastante claro que fue captado de forma diferente por el
análisis y por el modelo. Es de suponer que el tratamiento dado por el modelo deU mesoescala a este fenómeno será más ajustado a la realidad que el del análisis.
De los datos del análisis se deduce que la variabilidad no es muy alta para laU humedad específica en 700 hPa este mes, como se observa en la figura 4.32c que presenta
las desviaciones estándar. Si se compara con la figura 4.32d correspondiente a losU
resultados de la simulación, se aprecia que el modelo capta una menor variabilidad en el3 sur peninsular que en el norte. Sin embargo, mientras que la simulación no da el claro
mínimo que al sur da el análisis, en Galicia y el mar Cantábrico aparece un máximo que3 en el análisis no es tan mareado. En cualquier caso, estas diferencias son pequeñas
(aproximadamente 0.25 g~kg1).
U
4.4.4. Campos en superficie.
U El mes de octubre de 1990 fue bastante lluvioso como se puede apreciar en la
figura 4.34. En la parte española de la Península Ibérica se recogieron en media 109 Fm2.
U En la mitad oeste llovió abundantemente, especialmente en Galicia, en donde se registró
precipitación en 23 de los 31 días del mes, y desde el 13 llovió todos los días hasta el finU de mes. También fueron copiosas las precipitaciones en la parte occidental del Sistema
Central y el oeste de Andalucía. En la costa del Cantábrico las precipitaciones fueron, deU
igual manera, continuas, aunque débiles, pues predominó el flujo de aire del suroeste yu del oeste; la mayor parte de las lluvias en esta región se acumuló cuando el viento pasó a
soplar del noroeste al final del mes, entre los días 28 y 31. En la mayor parte de Levante yU Cataluña se recogieron precipitaciones por encima de los 100 Fm2, incluso en una
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extensa región entre las provincias de Valencia y Castellón se superaron los 200 FmI
Estas lluvias fueron tormentosas y en su mayor parte concentradas durante unos pocos
días. De especial mención es la zona entorno a la Serranía de Cuenca, donde se
registraron precipitaciones por encima de los 100 ¡nY2 y en algunos puntos se superaron
los 200 1m2. La lluvia en esta zona es característica de las situaciones con flujo del
suroeste, como fueron las que dominaron en gran parte del mes.
La parte seca de la Península en este mes se localizó en las dos submesetas,
Extremadura, el alto y medio Ebro (entre 25 y 100 l’m2) y, de manera especial, en la
provincia de Almería con valores que no llegaron a superar los 25 l~m2.
En la figura 4.34b se presentan los resultados de la simulación para la
precipitación. La parte occidental de la Península destaca con una precipitación por
encima de los 100 l~m2 en casi todas las celdillas del modelo. El sur de Galicia y el
Sistema Central son las zonas más lluviosas de esta mitad oeste. Las únicas deficiencias
que se observan son un exceso de lluvias en Extremadura y una falta de precipitación al
norte de Galicia, como ya se ha detectado en los otros meses simulados.
Al norte se capta correctamente la lluvia en los Pirineos y el máximo de la Sierra
de Urbión y las zonas relativamente secas de la submeseta norte y del alto Ebro. Sin
embargo existe un déficit en Cantabria y el País Vasco. Son resultados especialmente
satisfactorios el máximo de la Serranía de Cuenca y el mínimo de la provincia de Almería
que se ajusta a las observaciones.
En el resto de la costa mediterránea los resultados son dispares. Junto a buenos
resultados, como los que se dan en Murcia, Alicante y Gerona, se hallan otros claramente
insuficientes en el sur de Cataluña y norte de la Comunidad de Valencia.
La valoración en conjunto de estos resultados se puede deducir por el coeficiente
de correlación espacial entre la simulación y las observaciones que es 0.60. Este resultado
puede considerarse como bastante satisfactorio, teniendo en cuenta los numerosos y
dispersos episodios de precipitación. El sesgo tiene un valor de -4.2 ¡mt lo que apenas
representa el 4% de la precipitación media registrada en este mes en toda España.
En la figura 4.35 se comparan los promedios mensuales de las temperaturas
mínimas diarias junto al suelo (a 2 m de altura) observadas con las resultantes en la
simulación. Resulta evidente que el modelo se ajusta muy bien a la realidad. Tan sólo
u
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destaca el valle del Ebro que es ligeramente más cálido. La correlación espacial es 0.86 y
el sesgo 0.5 0C, lo cual corrobora la impresión que se obtiene visualmente de las gráficas.
En las figuras 4.36a y 4.36b se presentan, respectivamente, las medias mensuales
de las temperaturas máximas para las observaciones y para los resultados del modelo. Se
puede comprobar que, de forma casi sistemática, las temperaturas máximas en la
simulación están por debajo de las observadas. Al igual que en la simulación de verano,
pero no con la misma intensidad, es en las zonas más montañosas donde la diferencia es
mayor. Las causas cabría achacarías de nuevo al esquema de balance energético en la
superficie o al de intercambio turbulento en la troposfera baja. Esto se refleja claramente
en el sesgo que es de -3.1 0C. No obstante, la distribución espacial se ajusta de forma






























































Figura 4.28. Altura geopotencial (m) de la superficie de 500 hPa para el mes de octubre de
1990; a) media mensual del análisis del ECMWF, b) media mensual simulada, e) desviación
estándar del análisis del ECMWF, d) desviación estándar simulada.
d)
a) b)
Figura 4.29. Componente zonal del viento (mis) en la superficie de 500 hPa para el mes de
octubre de 1990; a) media mensual del análisis del ECMWF, b) media mensual simulada,
c) desviación estándar del análisis del ECMWF, d) desviación estándar simulada.
a) b)
c)
Figura 4.30. Componente meridiana del viento (mis) en la superficie de 500 hPa para el mes
de octubre de1990; a) media mensual del análisis del ECMWF, b) media mensual simulada,
c) desviación estándar del análisis del ECMWF, d) desviación estándar simulada.
d)
Figura 4.31. Temperatura (0C) en la superficie de 700 hPa para el mes de octubre de 1990;
a) media mensual del análisis del ECMWF, b) media mensual simulada, c) desviación
estándar del análisis del ECMWF, d) desviación estándar simulada.
a)
2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4
b)
0.00 0.25 0.50 0.75 1.00 1.25 1.50
Figura 4.32. Humedad específica (g/kg) en la superficie de 700 hPa para el mes de octubre de
1990; a) media mensual del análisis del ECMWF, b) media mensual simulada, c) desviación
estándar del análisis del ECMWF, d) desviación estándar simulada.
e)
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Figura 4.33. Evolución del error cuadrático medio a lo largo de la simulación de
octubre de 1990 para (a) altura geopotencial, (b) temperatura, (e) humedad específica.
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4.5. Resultados de las versiones 1 y 2 del modelo.
Como se ha comentado al inicio de este capítulo 4, durante la realización de este
trabajo se han utilizado tres versiones distintas del modelo PROMES, cuyas diferentes
características fueron descritas de manera detallada en el capítulo 3. En cada una de las
versiones se han incorporado mejoras que completaban la versión precedente. Los
resultados que se han presentado en los anteriores apartados de este cuarto capítulo
corresponden a la tercera versión del modelo. Ahora se pretende dar una rápida visión de
cómo las modificaciones que se han ido introduciendo en el modelo se han traducido en
una mejora de los resultados de las simulaciones. Se mostrarán las distribuciones de
precipitación simulada con las versiones 1 y 2 para los cuatro meses considerados en el
estudio, porque ésta es una de las variables más sensibles a cualquier modificación que se
introduzca en un modelo atmosférico, además de ser uno de los dos factores que
caracterizan fundamentalmente el clima de cualquier zona, junto a la temperatura.
En las figuras 4.37a y 4.37b se presenta la precipitación simulada para el mes de
enero de 1991 con las versiones 1 y 2 del modelo respectivamente. Estos campos se
pueden comparar con los resultados de la versión 3 (figura 4.7b) y las observaciones
representadas en la figura 4.7a. Este mes fue en el que mejores resultados se obtuvieron
con las tres versiones del modelo, como se puede comprobar en la Tabla 4.1. A pesar del
relativo buen comportamiento obtenido con la versión 1, como se refleja en el valor
derivado del coeficiente de correlación espacial entre datos observados y simulados, los
resultados mejoran sucesivamente en la versión 2 y en la versión 3. No obstante, el sesgo
se mantiene en unos valores aceptables en las tres versiones, especialmente en la primera
y la tercera. Visualmente, los resultados de las tres versiones son muy parecidos, y
recogen las principales características de las observaciones. Sólo: en la versión 2 el
máximo de precipitación en el sureste peninsular parece excesivo, lo cual contribuye a
que el sesgo de esta simulación sea el mayor.
En las figuras 4.38a, 4.38b y 4.16b se puede ver la precipitación simulada para el
mes de abril de 1991 con las versiones 1, 2 y 3 del modelo respectivamente. Si se
comparan estos resultados con las observaciones representadas en la figura 4.16a se
aprecia cómo han ido mejorando según se ha perfeccionado el modelo. Así, las amplias
zonas con lluvia excesiva, que ocupaban en la versión 1 la franja que se extiende desde el
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norte de Portugal al sureste de la Península, se han convertido en zonas más extensas de
baja precipitación en la simulación llevada a cabo con la versión 2. Esta tendencia se
mantuvo en los resultados de la versión 3, comentados en el apartado 4.2.3, que alcanzan
un gran parecido con las observaciones. Todo esto se ve reflejado en las estadísticas de
los campos de precipitación para este mes que se pueden ver en la Tabla 4.1. El sesgo,
que en la primera versión representaba el 76% de la precipitación media observada, en la
simulación hecha con la segunda versión del modelo desciende a un 50%, y en los
resultados de la versión 3 el sesgo representa un exiguo 6% de la precipitación observada.
Por lo que respecta a la correlación espacial entre los resultados y las observaciones,
también se aprecia una mejora considerable en las sucesivas versiones.
La extremadamente errónea precipitación simulada para el mes de julio de 1990
con la versión 1 del modelo (figura 4.39) fue el principal motivo que llevó a introducir
mejoras en el PROMES, pues como es fácilmente observable resulta muy excesiva en
toda la mitad norte de la Península. Sin embargo, la correlación ¿spacial con las
observaciones era suficientemente alta (Tabla 4.1), lo cual indica que, aunque excesivas,
las precipitaciones eran localizadas por el modelo con precisión aceptable. Las
variaciones introducidas en la versión 2 no se tradujeron en una mejora significativa de la
precipitación simulada, como es perceptible en la figura 4.39b. La correlación espacial
bajó, aunque el sesgo se redujo en un 41%. Finalmente, en la simulación’ con la versión 3
se obtiene un resultado mucho más aceptable, a pesar de que sigue siendo el peor de los
cuatro meses simulados con esta versión. Por su parte, el sesgo se reduce en un 83% con
respecto al de la versión 1 del modelo.
En las simulaciones del mes de octubre de 1990, las variaciones introducidas en la
segunda versión del modelo no dieron lugar a un cambio significativo en los resultados
obtenidos para la precipitación, como puede verse en las figuras 4.4ba y 4.40b. Sin
embargo, los resultados de la versión 3, representados en la figura 4.34b, superan
claramente a los anteriores, y pueden considerarse satisfactorios al compararlos con la
precipitación observada (figura 4.34a). Rasgos como la zona seca de A~mería o la de la
submeseta norte son captados perfectamente, al contrario que en las simulaciones con las
otras dos versiones. El sesgo que en la primera y segunda versión constituía
respectivamente el 33% y 58% de la precipitación media observada, en la tercera se
u
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reduce a un reducido 4%. También la correlación espacial mejora considerablemente y
aumenta aproximadamente en un 50% del valor de las dos primeras versiones.
Tabla 4.1. Sesgo (lm0) y correlación espacial entre la precipitación observada y simulada
correspondiente a los cuatro meses estudiados para cada una de las tres versiones utilizadas.
Julio 1990 Octubre 1990 Enero 1991 Abril 1991
Sesgo Corr. Sesgo Corr. Sesgo Corr. Sesgo Corr.
Versión 1 73.4 0.51 36.2 0.41 1.3 0.57 40.5 0.40
Versión 2 43.5 0.40 62.6 0.42 19.8 0.63 26.7 0.50
Versión 3 12.6 0.48 -4.2 0.60 -8.5 0.69 -3.3 0.58
En la Tabla 4.1 se puede ver que las sucesivas versiones del modelo han ido
reproduciendo mejor la distribución de precipitación observada en cada uno de los meses.
El factor que ha contribuido en mayor medida a esta mejora ha sido la introducción del
esquema implícito de nubes en la versión 3, aunque los cambios introducidos en la
versión 2 dieron lugar, por lo general, a simulaciones menos desajustadas que en la
versión 1.
Por lo que respecta a otras variables atmosféricas, se puede decir que en la
troposfera media y alta (500 y 300 hPa) la mejora conseguida en las sucesivas versiones
no ha sido significativa, pues desde la primera versión del modelo los resultados eran
muy buenos y quedaba poco margen para mejorar. Esto parece indicar que la dinámica
del modelo ha funcionado bien desde un principio. En los niveles inferiores de la
troposfera los cambios introducidos en el modelo han dado lugar a mejoras más
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Tabla 4.2. Sesgo y correlación espacial con los datos del análisis del ECMWF para las alturas
geopotenciales (m) y la presión reducida al nivel del mar (hPa).
Julio 1990 Octubre 1990 Enero 1991 Abril 1991
Sesgo Corr. Sesgo Corr. Sesgo Corr. Sesgo Corr.
z200 4.8 0.99 5.2 0.99 7.6 0.99 9.9 0.99
z300 2.7 0.99 2.1 0.99 5.6 0.99 5.4 0.99
z 500 -0.4 0.99 -2.0 0.99 0.9 0.99 -0.1 0.99
z 700 -0.7 0.99 -0.5 0.99 1.5 0.99 0.2 0.99
z 850 -0.1 0.80 1.0 0.99 2.2 0.99 1.4 0.98
Prnm -1.2 0.37 -0.3 0.93 -0.9 0.82 -0.7 0.68
Tabla 4.3. Sesgo y correlación espacial con los datos del análisis del ECMWF para las
temperaturas (0C).
Julio 1990 Octubre 1990 Enero 1991 Abril 1991
Sesgo Corr. Sesgo Corr. Sesgo Corr. Sesgo Corr.
t 200 0.3 0.91 -0.0 0.94 -0.3 0.99 -0.2 0.96
t 300 0.6 0.97 0.8 0.96 0.4 0.99 0.8 0.99
t 500 0.1 0.98 0.1 0.99 0.4 0.99 0.3 0.99
t 700 0.4 0.99 0.1 0.99 0.1 0.99 0.0 0.99
t 850 -0.2 0.97 -0.2 0.98 0.3 0.98 0.1 0.99
Tabla 4.4. Sesgo y correlación espacial con los datos del análisis del ECMWF para las
humedades específicas (g’kg1).
Julio 1990 Octubre 1990 Enero 1991 Abril 1991
Sesgo Corr. Sesgo Corr. Sesgo Corr. Sesgo Corr.
q200 - - - - - - - -
q300 - - - - - - - -
q 500 0.2 0.80 0.2 0.63 0.1 0.33 0.1 0.82
q 700 0.5 0.86 0.0 0.90 0.0 0.81 -0.1 0.82
q 850 -0.8 0.64 -0.0 0.92 -0.10 0.80 -0.2 0.74
En los niveles de 200 y 300 fiPa las humedades son tan bajas que no son posibles las estadísticas.
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Tabla 4.5. Sesgo y correlación espacial con los datos del análisis del ECMWF para las
componentes zonal y meridiana del viento (mr1).
Julio 1990 Octubre 1990 Enero 1991 Abril 1991
Sesgo Corr. Sesgo Corr. Sesgo Corr. Sesgo Corr.
11200 -0.6 0.92 -0.7 0.97 0.0 0.96 0.5 0.99
y 200 0.7 0.96 0.6 0.90 0.4 0.85 0.7 0.97
u 300 -0.3 0.87 -0.6 0.97 -0.1 0.98 0.4 0.99
y 300 0.0 0.98 -0.1 0.93 0.2 0.96 0.3 0.99
u 500 -0.1 0.87 0.3 0.98 -0.1 0.98 0.3 0.99
y 500 0.1 0.98 0.2 0.96 0.2 0.98 0.2 0.98
u 700 -0.2 0.86 -0.5 0.97 -0.2 0.97 0.2 0.96
y 700 0.3 0.94 0.1 0.95 0.2 0.96 0.2 0.92
u 850 0.1 0.80 -0.5 0.87 -0.2 0.93 0.2 0.79
y 850 0.2 0.85 0.2 0.91 0.2 0.94 0.2 0.87
Tabla 4.6. Sesgo y correlación espacial con las observaciones para la precipitación acumulada
mensual (lm2) y las temperaturas a 2 metros máximas y mínimas medias mensuales (0C).
Julio 1990 Octubre 1990 Enero 1991 Abril 1991
Sesgo Corr. Sesgo Corr. Sesgo Corr. Sesgo Corr.
Precipitación 12.6 0.48 -4.2 0.60 -8.5 0.69 -3.3 0.58
Temp. máx. 2m -3.4 0.82 -3.1 0.83 -2.0 0.85 -2.9 0.78
Temp. mm. 2m 0.0 0.84 0.5 0.86 1.5 0.83 0.6 0.85
Tabla 4.7. Sesgo de la precipitación acumulada (lm2) en periodos de 5 días durante la
simulación del mes dejulio de 1990 y precipitación media observada en esos periodos.
laS óalO llaiS 16a20 21a25 26a30
Sesgo -0.4 -0.1 7.7 1.3 3.5 0.5
Prec. media obs. 1.5 0.6 2.4 0.4 3.5 6.7
U
U Resultados de las simulacionescon condiciones de contorno “perfectas” 125
U 4.6. El sesgo en la temperatura a 2 metros sobre el suelo.Parece conveniente terminar este capítulo con un análisis de las posibles causas
U del sesgo obtenido entre las temperaturas mínimas y máximas a 2 metros sobre el suelo
observadas y las simuladas, con el fin de tratar de dar una explicación razonable de este
U resultado. En primer lugar, hay que tener presente que los datos que se comparan, es
decir, observados y simulados, no tienen exactamente las mismas características, pues:U a) Las observaciones de temperaturas se realizan a 1.5 m de altura sobre el suelo mientras
u que en las simulaciones se calculan a 2 m.b) En el modelo no se almacenan de forma continua la temperatura a 2 metros, sino cada
E 60 minutos, de manera que los valores de las temperaturas maximas y mínimas
simuladas no son simultáneas a las observadas.
U Estas dos circunstancias pueden sin duda influir en el sesgo obtenido, pero parece lógico
pensar que la contribución relativa no llegue a ser demasiado importante.U Por otra parte, existen diferencias entre las alturas topográficas reales de los
observatorios y las de las correspondientes celdillas del modelo. Así, se ha observado que
en promedio las alturas en el modelo están algo sobrevaloradas. Sin embargo, esta
U diferencia podría explicar en parte que las temperaturas máximas simuladas resulten algo
inferiores a las observadas, pero si se corrigiera aumentaría aún más el sesgo obtenido en
U el caso de las temperaturas mínimas.
Asimismo, los valores de la temperatura profunda del suelo no estánE adecuadamente asignados, pues resulta dificil conseguir una base de datos en la que elu concepto de “temperatura profunda del suelo” sea equivalente al considerado en la
parametrización de procesos superficiales del modelo. Esta incorrección podría influir
algo en la temperatura del aire a 2 metros del suelo. Pero, de nuevo, sería en el mismo
sentido para las mínimas que para las máximas, y, por tanto, un ajuste de este dato de
U entrada mejoraría el sesgo de una de estas temperaturas del aire, pero empeoraría el la de
la otra.U En el apartado 4.3. se comentó que el esquema de parametrización del intercambio
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u convección libre. Esto ocasionaría una bajada relativa de las temperaturas en las capas de
aire más cercanas al suelo durante las horas centrales del dia. Pero este efecto sólo tendría
U una importancia significativa en las simulaciones de verano y comienzo del otoño.
También se ha apuntado anteriormente la influencia que ejercerían las deficiencias
U del esquema de procesos superficiales utilizado en el modelo sobre el valor del sesgo de
la temperatura a 2 metros. Las posibles deficiencias que pueden afectar a la temperaturaU del aire junto al suelo serían la inexactitud en el cálculo de la temperatura superficial por
u una incorrecta asignación de los parámetros del suelo, una anomalía en el cómputo de losflujos de calor y humedad debida a la misma causa, y la incapacidad del esquema de
U variar los parámetros del suelo en respuesta al forzamiento de la atmósfera. Respecto a la
primera posibilidad, un error en la asignación del albedo se traduciría en un sesgo en la
U temperatura máxima del suelo, mientras que la temperatura mínima se vería afectada por
defectos en la asignación de valores a la emisividad del suelo y, sobre todo, a su inerciaU térmica. Es evidente que un error en la temperatura superficial se transmitiría a la de las
u capas de aire más cercanas al suelo. La segunda posibilidad se relaciona con errores en laasignación de la humedad disponible y de la rugosidad, que originaría el cálculo
U incorrecto de los flujos de calor y humedad entre la superficie y la atmósfera, y por tanto
de la temperatura del aire junto al suelo. En Fernández y Castro (1991) y Fernández
u (1992) se realiza un análisis de la sensibilidad de los parámetros del suelo sobre la
temperatura superficial simulada por el modelo utilizado.U Otro aspecto no comentado hasta ahora que podría tener alguna influencia en el
sesgo de la temperatura a 2 metros simulada es el tratamiento de los procesos radiativosU
en el modelo. En el caso de que la parametrización de estos procesos diera comoU resultado un valor absoluto inferior de la radiación neta en la superficie terrestre a lo largo
del día, podría explicarse cualitativamente el comportamiento observado en el sesgo de laU temperatura del aire junto al suelo. Un comportamiento tal del esquema que simula los
flujos radiativos podría tener su origen, por ejemplo, en una sobrestimación en elU diagnóstico de la cubierta de nubes. Sin embargo, no puede descartarse que el mismo
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u Como se infiere de lo comentado, son muchos los factores que influyen en latemperatura a 2 metros sobre el suelo, los cuales interaccionan entre si de una manera
U muy compleja. No obstante, los errores que se derivan del signo y valor del sesgo
obtenido en las temperaturas máximas y mínimas diarias del aire junto al suelo parece
U que pueden explicarse, fundamentalmente, por la sencillez del esquema de
parametrización del balance de energía en la superficie. Posiblemente, la introducción deU un esquema más sofisticado corregiría en gran medida el sesgo observado.
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