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ABSTRACT
A two-dimensional hydrodynamics code for Type Ia supernovae (SNIa) simulations is
presented. The code includes a fifth-order shock-capturing scheme WENO, detailed
nuclear reaction network, flame-capturing scheme and sub-grid turbulence. For post-
processing we have developed a tracer particle scheme to record the thermodynamical
history of the fluid elements. We also present a one-dimensional radiative transfer code
for computing observational signals. The code solves the Lagrangian hydrodynamics
and moment-integrated radiative transfer equations. A local ionization scheme and
composition dependent opacity are included. Various verification tests are presented,
including standard benchmark tests in one and two dimensions. SNIa models using
the pure turbulent deflagration model and the delayed-detonation transition model
are studied. The results are consistent with those in the literature. We compute the
detailed chemical evolution using the tracer particles’ histories, and we construct cor-
responding bolometric light curves from the hydrodynamics results. We also use a
Graphics Processing Unit (GPU) to speed up the computation of some highly repet-
itive subroutines. We achieve an acceleration of 50 times for some subroutines and a
factor of 6 in the global run time.
1 INTRODUCTION
1.1 Chandrasekhar Mass Explosion Model
A Type Ia supernova (SNIa) is the explosion of a carbon-
oxygen white dwarf (WD) due to thermonuclear runaway of
carbon burning. It is believed to be a standard candle due to
its observed explosion homogeneity (Branch & Tammann,
1992) and the luminosity-width relation (Phillips et al.,
1987). Also, in numerical modeling, the standard Chan-
drasekhar mass WD is regarded as the progenitor of an
SNIa. These properties lead to wide applications of SNIa
as a cosmological ruler for determining the Hubble parame-
ters (Leibundgut & Pinto, 1992), and the discovery of dark
energy (Riess et al., 1998; Perlmutter et al., 1999).
In the last few decades, several explosion mechanisms
have been proposed, starting from the pure detonation
model of Chandrasekhar mass WD proposed in Arnett
(1969). Despite its ability in unbinding the whole star, the
over-production of iron-peaked elements and the absence of
intermediate mass elements (IME) make this scheme im-
plausible (Nomoto & Sugimoto, 1977). Later, the sub-sonic
pure deflagration model is proposed, which aims at provid-
ing sufficient time for electron capture in the laminar flame
stage (Nomoto et al., 1976) and production of IME. The
weakness of pure detonation model is resolved but the de-
flagration wave is too slow to unbind the WD. The flame
is quenched before consuming the whole WD, which leaves
a large amount of unburnt material (fuel) (Nomoto et al.,
1976). In view of this dilemma, several flame acceleration
schemes or transition schemes are proposed. Popular mod-
els include the delayed-detonation transition model (DDT),
the pure turbulent deflagration (PTD) model and the grav-
itationally confined detonation (GCD) model.
The DDT model is first suggested by Khokhlov (see
for example Khokhlov (1989, 1991a)). It is believed that the
eddies around the flame front may provide the required envi-
ronment, which seeds the detonation spot by the Zel’dovich
gradient mechanism (Khokhlov, 1991b). It has a counterpart
in the shocktube experiment. The model has been found
satisfactory because of the sufficient production of IME,
absence of remnant and consumption of fuel around the
core (Khokhlov, 1989; Gamezo et al., 2004, 2005). However,
whether the first detonation spot can be seeded is still an
open question. It is believed that the velocity fluctuations
are adequate for triggering the detonation (Khokhlov et al.,
1995). On the other hand, several turbulent flame simu-
lations (see for example Niemeyer (1999), Imshenik et al.
(1999), and Lisewski et al. (2000)) have shown that the de-
veloped velocity fluctuations are far below the required level.
Also, the detonation front is found to be unstable when en-
countering obstacles (Maier & Niemeyer, 2006). This makes
the robustness of this mechanism in doubt.
The PTD model assumes that the the fluid is
highly turbulent in view of the high Reynolds number
(Niemeyer & Hillebrandt, 1995b). Local velocity fluctua-
tions are important for the flame evolution because the flame
is constantly stretched and perturbed by the fluid motion,
which enlarges the local burning surface (Khokhlov, 1994).
This increases the fuel consumption rate and hence makes
the flame propagate faster, compared with a laminar flame
under the same condition (Timmes, 1992). Two models are
commonly considered in turbulent flame modeling. The first
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model is proposed in (Damkoehler, 1939). It is observed in
Bunsen flame experiments that the turbulent flame propa-
gation speed vturb varies with local turbulence fluctuations
v˜: vturb = v˜ (Niemeyer & Hillebrandt, 1995a). The second
model is obtained from a theoretical analysis (Pocheau,
1994). It is found that vturb = vlam
√
1 +C(v˜/vlam)2
with vlam being the laminar flame speed. The applica-
tions of turbulent flame in the SNIa explosion scenario
are first proposed in Niemeyer & Hillebrandt (1995a), based
on the sub-grid turbulence model reported in Clement
(1993). The model has been found successful in provid-
ing a healthy explosion in two-dimensional (Reinecke et al.,
2002a) and three-dimensional simulations (Reinecke et al.,
2002b; Roepke & Hillebrandt, 2005; Roepke, 2005). How-
ever, several drawbacks have been found in detailed three di-
mensional studies. They include the presence of low-velocity
fuels (carbon and oxygen) in the ejecta and underproduction
of IME (Roepke et al., 2007).
The GCD model, also known as the Deflagration
Failed Detonation (DFD) model (Plewa & Kasen, 2007;
Kasen & Plewa, 2007), is similar to the DDT model, which
starts from the deflagration phase. But the burning is weak
so that the star remains bound. The hot and burnt ma-
terial causes the WD to expand, floating the hot flame
by buoyancy to the surface. After then, a large amount of
fuel remains unburnt. The flame propagates throughout the
WD by a surface flow (Jorden et al., 2008). The flow finally
merges at one point, usually at the point opposite to the
breakout location (Meakin et al., 2009). The converging flow
heats up the cold and low-density fuel, pushing it deep inside
the star. Once the squeezed fuel becomes the hot spot for
detonation as its density exceeds the threshold, a detona-
tion front forms, which burns the remaining stellar material
and unbinds the whole WD (Jorden et al., 2012). The qual-
itative difference between DDT model and GCD model is
that, in the former, the detonation starts from the inside of
the WD and sweeps outward, while it is the opposite in the
latter.
Recent developments of hydrodynamics models have
considered extensively all three models. In Long et al.
(2014), three-dimensional PTD models are studied. In
Seitenzahl et al. (2012), the DDT model is shown to be able
to explain certain SNIa observation data. In Blondin et al.
(2011) and Blondin et al. (2012), DDT models in one-
dimension and two-dimension are studied with their syn-
thetic spectra and light curves. Such fine details provide
a mean to constrain the explosion model (Dessart et al.,
2013).
1.2 Radiative Transfer
The modeling of post-explosion light curve and spectrum are
crucial for discriminating the validity of an explosion mecha-
nism. The governing physics of SNIa light curves are believed
to be the decay of synthesized 56Ni into 56Co in early time,
and decay of 56Co into 56Fe in late time (Colgate & White,
1969). Simplified models, including those with diffusion ap-
proximation (Colgate et al., 1980), or analytic models as-
suming a fireball undergoing homologous expansion (Arnett,
1982), can already capture primary features of SNIa light
curves and match a number of observed SNIa.
Despite that the light curves are well fitted by these
models, in order to understand the variety of SNIa ob-
servations, as well as their relations with explosion mod-
els, detailed radiative transfer for both bolometric and
multiple wavebands are important (Zhang & Sutherland,
1994). The actual problem of radiative transfer can be
highly nontrivial due to its interactions with hydrodyan-
mics, the presence of millions to billions of atomic tran-
sition lines, ionization and excitation of atoms, and the
differential-integral structure of the radiative transfer equa-
tions. These features have been studied in details in the
last few decades. Physics and numerical factors, such as
the effects of line blanketing (Hillier, 1990; Hillier & Miller,
1998), consistent boundary conditions (Sauer et al., 2006),
treatment in opacities (Hoeflich et al., 1993), acceleration
techniques (Hillier, 1990; Lucy, 2001) and so on have been
studied extensively. A number of numerical codes for solv-
ing this problem have been under constant development in
the past few decades (see STELLA (Blinnikov et al., 2008;
Blinnikov & Sorokina, 2000; Blinnikov et al., 2006), ARTIS
(Lucy, 2005; Sim, 2007; Kromer & Sim, 2009), SEDONA
(Kasen, 2006) and PHOENIX (Hauschildt & Baron, 2010;
Seelmann et al., 2010; Hauschildt & Baron, 2011) for the in-
strument papers and realizations).
Due to the stringent demand in computational re-
source for calculating radiative transfer, in previous stud-
ies, the explosion phase and its observational conse-
quences are usually modeled separately (Nomoto et al.,
1986; Zhang & Sutherland, 1994; Hoeflich et al., 1995;
Nugent et al., 1997), where the radiative transfer part makes
use of the hydrodyanmics results from some benchmark
runs. Recent development of computational power allows
the spectral synthesis to be coupled in the hydrodynam-
ics to form a pipeline following the explosion and homol-
ogous expansion phases. Different explosion mechanisms
have been studied with fine details, such as the PTD
model (Fink et al., 2014; Long et al., 2014), DDT model
(Blondin et al., 2011; Seitenzahl et al., 2012) and GCD
model (Plewa & Kasen, 2007; Kasen & Plewa, 2007).
1.3 Flame Capturing Scheme
The flame capturing scheme is a technique of describing dis-
continuities with details in sub-grid scales. Such discontinu-
ities can be in forms of fluid type, composition or characters.
In SNIa simulations, it is essential because the typical width
of deflagration waves is in the order of centimeters or even
smaller. Also, their propagation speed is much slower than
the fluid speed of sound. Therefore, within one time step
under the Courant-Fredrich-Lewy condition, only a partial
amount of a fluid element in a grid is burnt and so it is im-
portant to determine the ash-fuel interface in partially burnt
grids.
To account for such discontinuities, three types of inter-
face tracking algorithms are commonly used. The first one is
the level-set method (Osher & Sethian, 1988). This method
suggests that the discontinuity can be described by the zero
contour of a scalar function, which is interpreted as the dis-
tance function. This method has advantages in its easy im-
plementation and direct coupling with hydrodynamics. Also,
the scheme can be generalized directly to arbitrary dimen-
sions. The topological changes are handled naturally with-
out the need of extra spotting mechanism (Sethian, 2001).
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However, it is also known to have poor volume conservation
(Rider & Kothe, 1995). The distance function requires reini-
tialization at each iteration step in order to preserve the dis-
tance function validity (Sussman et al., 1994). This scheme
in SNIa is first proposed by Reinecke et al. (1999), and ap-
plications are found in Reinecke et al. (1999, 2002a,b).
Another algorithm is the point-set method
(Glimm et al., 1981; Glimm & McBryan, 1985;
Glimm et al., 1988). The flame front is described as a
line in a two-dimensional simulation or a surface in a
three-dimensional simulation, by a linked set of massless
particles which are advected along the streamline of fluid
flow, and they only reveal the position of the interface
without affecting the hydrodynamics properties of the fluid.
This method receives wide applications in other fields,
such as the study of bubbles (Youngren & Acrivos, 1976).
It has a huge advantage that the interface properties are
exactly modeled, such that their geometric properties can
be obtained in a straightforward manner (Tryggvason et al.,
2001). However, it has two major shortcomings. First, it
requires special attention in topological changes, namely
surface splitting and merging (Glimm et al., 1988). Also,
the extension of the point-set method to three-dimensional
simulations is non-trivial, because the surface is no longer
represented by a line segment (Glimm et al., 1999). For
example of application, see Zhang (2009) for a laminar
deflagration model. It is shown that, with sufficient fine
details, the laminar flame can bring a successful explosion
without the need of any flame acceleration scheme.
The third mechanism which is commonly found in the
literature is the volume of fluid method (Hirt & Nichols,
1981). This method is similar to the level-set method, which
introduces an extra scalar field that represents the volume
fraction of a specific fluid. This model is also regarded
as the advection-diffusion-reaction equation (Calder et al.,
2007; Townsley et al., 2007). The method is known for its ex-
act conservation of mass (Scadovelli & Zaleski, 1999). How-
ever, the implicit nature of geometric quantities becomes its
disadvantage. The geometry of the flame, which is important
in reconstructing the thermodynamics of partially burnt
grids, is dependent of the reconstruction scheme (Rudman,
1997). In SNIa context, the algorithm is pioneered in sim-
ulations presented in Khokhlov (1993). The FLASH code
has adopted this algorithm as the default flame capturing
scheme; see for example (Calder et al., 2007).
1.4 Sub-grid Turbulence
The fluid motion can be turbulent because of the high
Reynolds number. The flame surface is known to be un-
stable subject to hydrodynamic instabilities related to tur-
bulence. The eddies stretch and perturb the flame front,
which increase its effective burning area and enhance burn-
ing rate (Timmes, 1992), when compared with laminar flame
at the same density. Similar to the difficulties in resolving
the flame interface, the eddies have sizes down to the Kol-
mogorov’s scale (∼ cm) (Woosley et al., 2009), and therefore
a direct numerical modeling of these eddies is not yet feasi-
ble. Instead, sub-grid turbulence is employed to mimic the
small-scale eddies by scaling kinematics from large scales.
Various implementations of sub-grid turbulence models
are proposed. They can be classified mainly into the one-
equation model, two-equation model and Reynolds stress
model. In all these models, the production/dissipation rates
are closed by direct numerical simulations, statistical closure
or dynamical modeling.
The one-equation model, first proposed by Smagorinsky
(1963), introduces the turbulence kinetic energy q. It first
appears in the SNIa simulation in Niemeyer & Hillebrandt
(1995a), which relies on a statistical model based on Kol-
mogorov’s scaling (Clement, 1993). The model gives break-
throughs by providing a healthy explosion, as shown in
Reinecke et al. (2002a). However, it is argued that the dis-
sipation might not be following Kolmogorov’s one instanta-
neously (Schmidt et al., 2006). The model is later extended
in Schmidt et al. (2005), which generalizes the eddy produc-
tion or dissipation terms dynamically.
The two-equation model, first proposed in
Launder & Spalding (1974), introduces two extra quanti-
ties, which model the decay of eddies by an extra dissipation
term ǫ (q − ǫ model) or a vorticity term ω (q − ω model).
Both models aim at describing the dissipation of eddies.
However, the original equations do not guarantee the
positivity of q and ǫ (non-realizable). We refer the reader
to Shih et al. (1994) for modifications of the equations
that can guarantee the realizability condition. Unlike the
one-equation model, this model is not applied in common
SNIa simulations.
The Reynolds stress model provides algebraic closure to
the sub-grid velocity correlations (Shih et al., 1995). How-
ever, not all the variables can be closed by direct numerical
simulations due to the larger number of coefficients. A sim-
ilar problem can already be found in some extensions of
the two-equation model. For instance, in the three-equation
model, an ad hoc timescale is needed in order to close the
equation set (Yoshizawa et al., 2012).
1.5 Motivation and Structure
In SNIa literature several codes are commonly used for
studying the explosion phase. The first one is LEAFS, which
is known as PROMETHEUS in earlier publications (see for
example (Reinecke et al., 1999)). This code makes use of the
piecewise-parabolic method (PPM) (Collela & Woodward,
1984) with moving meshes that follow the WD expansion
(see Roepke & Hillebrandt (2005); Roepke (2005) for the de-
velopment and early applications). The code models the tur-
bulent nuclear flame using a sub-grid turbulence algorithm
with the level-set method as flame-tracking scheme. This
code has been used in large-scale massively parallel runs in
PTD (Fink et al., 2014) and DDT models (Seitenzahl et al.,
2012). Another hydrodynamics code is the FLASH code
(Fryxell et al., 2000). This code is embedded with adaptive-
mesh refinement such that the flame structure can be traced
with fine details. Recently, FLASH has been developed into
a part of a pipeline in SNIa numerical tool in constructing,
analyzing and comparing numerical data with observations
(Long et al., 2014). The code uses the advection-diffusion-
reaction scheme in describing the ash distribution and flame
geometry but without sub-grid turbulence. Recent large-
scale computations in the PTD models (Long et al., 2014)
and GCD models (Jorden et al., 2012) have used this open-
source code. We compare our code with LEAFS and FLASH
in Table 1.
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There are two motivations for us to build our own hy-
drodynamics code. First, at the time when the code was
being developed, there was not yet a published SNIa code
which makes use of a 5th order scheme in spatial discretiza-
tion. Second, we shall apply the hydrodynamics code to var-
ious astrophysical contexts. One of our work in progress
is to study the effects of dark matter on SNIa explosions
(Leung et al., 2015b). By building our own code, it is eas-
ier for us to implement and analyze any additional physics
component in SNIa simulations.
In this article, we report numerical tests of our hydro-
dynamics code and comparisons with other benchmark tests
reported in the literature. In Section 2, we describe the hy-
drodynamics equations and the numerical techniques that
we implement in our code. In Section 3 we describe the input
physics for modeling SNIa. We also introduce the radiative
transfer code by describing its numerical implementation.
Then in Section 4 we outline the post-processing tools we
have used in extracting observables from the hydrodynamics
results, including the tracer particle method and the one-
dimensional moment-integrated radiative transfer code. In
Section 5, we report our results. We describe the configura-
tions and results of some benchmark one- and two- dimen-
sional tests. We also show two test runs using the PTD and
DDT models, and we compare our results with some similar
runs in the literature. In Section 6 we describe the results
after post-processing, including the detailed nucleosynthe-
sis yields, bolometric light curves and the synthetic spectra.
In Section 7, we summarize and briefly outline our future
plans.
2 METHODS
2.1 Hydrodynamics
We have developed a two-dimensional Eulerian hydrody-
namical code in cylindrical coordinates to model SNIa. The
equations include
∂ρ
∂t
+
∂ρvr
∂r
+
∂ρvz
∂z
= −ρvr
r
, (1)
∂ρvr
∂t
+
∂(ρv2r + p)
∂r
+
∂ρvrvz
∂z
= −ρv
2
r
r
− ρ∂Φ
∂r
, (2)
∂ρvz
∂t
+
∂ρvrvz
∂r
+
∂(ρv2z + p)
∂z
= −ρvrvz
r
− ρ∂Φ
∂z
, (3)
∂τ
∂t
+
∂(τ + p)vr
∂r
+
∂(τ + p)vz
∂z
=
− (τ + p)vr
r
− ρ
(
vr
∂Φ
∂r
+ vz
∂Φ
∂z
)
+ Q˙. (4)
In the above equations, (r, z) are the distances from the
polar axis and the symmetry plane. ρ, vr, vz, p and τ
are the mass density, velocities in r and z directions, pres-
sure and total energy density of the fluid. The total en-
ergy density includes both the thermal and kinetic parts
τ = ρǫ + 1
2
ρv2, where ǫ is the specific internal energy. Φ,
the gravitational potential, satisfies the Poisson Equation
∇2Φ = 4πGρ. Q˙ = Q˙nuc − Q˙ν − Q˙turb is the heat source
and loss from nuclear fusion, neutrino emission and sub-
grid turbulence. Note that we deliberately arrange the Eu-
ler equations into this conservative form in order to couple
them with the Weighted Essential Non-Oscillatory scheme
(WENO) directly. The terms on the right hand side are re-
garded as source terms.
We use a high-resolution shock-capturing scheme,
WENO (Barth & Deconinck, 1999), for spatial discretiza-
tion. This is a fifth-order scheme, which processes piecewise
smooth functions with discontinuities in order to simulate
the flux across grid cells with high precision, while avoiding
spurious oscillations around the shock. In the code, we use
a finite-difference formulation of the WENO scheme while
the hydro quantities in the simulations, such as ρ, v, ǫ and
so on, represent the averaged values of the actual profiles
across the Eulerian grid. For the construction of numerical
fluxes, we use the WENO-Roe scheme (Jiang & Shu, 1996).
First we separate the hydro flux into a positive flux and a
negative flux by a global Lax-Friedrichs splitting. Then we
apply the WENO reconstruction on the two fluxes by an up-
winding scheme. The numerical flux is obtained by summing
the reconstructed positive and negative fluxes.
For the discretization in time, we use the five-stage,
third-order, non-strong-stability-preserving explicit Runge
Kutta scheme (Barth & Deconinck, 1999). Note that in the
original prescription the three-stage, third-order, strong-
stability-preserving explicit Runge-Kutta scheme is sug-
gested. However, comparison of these two schemes shows
that the latter one has no stability advantage and is less ef-
ficient (Wang & Spiteri, 2007). Therefore, we adopt the new
time-discretization scheme.
The gravitational potential Φ is obtained by solving the
Poission equation ∇2Φ = 4πGρ. We use the successive over-
relaxation method with the Gauss-Seidel method to solve
the Poisson equation in cylindrical coordinates. The itera-
tion is stopped by default when the relative changes of all
grids reach below 10−8. The inner boundaries are assumed
to be reflecting and the outer boundaries are fixed by us-
ing the Roche approximation, which is given by Φ(r, z) =
−GM/√r2 + z2. We remark that the Roche approximation
assumes point-like mass everywhere, but in general higher
multipole terms are needed. In our case, since the outer
boundaries lie about a few times of the initial stellar ra-
dius away from the center of the star, the higher multi-
poles’ contributions are negligible. We find that the quadru-
ple term gives a less than 1% correction to the monopole
term throughout the simulations.
2.2 Level-set method
We use the level-set method to trace the geometry of the
flame front. This method is widely applied to other ar-
eas which require a detailed description of surfaces. It has
been applied in SNIa modeling as prescribed in details in
Reinecke et al. (1999). For the sake of completeness, we out-
line the governing equations and its procedure.
The level-set method introduces an extra scalar field S
imposed on an Eulerian grid, which satisfies |∇S| = 1. The
flame front is defined by the zero-contour of the field. We
also define grids with positive (negative) values of S to be
full of ash (fuel). Geometrically speaking, the value is the
minimum separation of a given point to the zero-contour
surface.
The flame front propagates by both fluid advection and
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Table 1. Comparison of the numerical components and structure of our code with other commonly used hydrodynamics codes.
Scheme Our code LEAFS (PROMETHEUS) FLASH
Spatial discretization WENO 5th order PPM PPM/WENO
Accuracy 5th order 3rd order 3rd − 5th order
Time discretization Runge-Kutta 5-Step Directional splitting Directional splitting
Accuracy 3rd order 2nd order 2nd order
Adaptive Mesh Refinement No No Yes
Dimensions 1-2 1-3 1-3
Flame capturing scheme Level-set (default) Level-set ADR
Point-set
Sub-grid turbulence Yes Yes No
Number of online isotopes 19 5 3
Hardware acceleration GPU Multi-processors Multi-processors
flame burning, which can be written as
∂S
∂t
= −(~v + ~vflame) · ∇S. (5)
~v is the velocity of the fluid, governed by the compress-
ible Euler equations. ~vflame is the effective flame propagation
speed obtained from the nuclear reactions described in Sec.
3.2, which points towards the outward normal direction of
the flame surface. For the dependence on density or compo-
sition of the flame speed, see in Appendix A their derivations
and analytic fits.
With the evolution equations, we may simultaneously
evolve the flame front coupled with the hydrodynamics. Note
that in our simulations, the scalar field is defined on the
corners of a grid, such that the position of flame front on
the grid boundary can be found exactly.
In updating the scalar field, we make use of operator
splitting to deal with the contributions from fluid advection
and flame propagation. The latter part can be done with a
common high-order advection scheme such as the piecewise-
parabolic method (PPM) (Collela & Woodward, 1984) or
the WENO scheme, such that the advection may preserve
the area (volume) of the flame. Naturally, we use the WENO
scheme as we have used to solve the hydrodynamics. After
each update in S, we need to do a reinitialization (or re-
distancing) such that the scalar field S can maintain the
distance property |∇S| = 1. We describe the procedure be-
low.
First, we enumerate all positions where the flame front
cut the grid, by finding all neighboring pairs of the scalar
field where its values are of opposite signs. The position of
the flame front is obtained by linear interpolation. Then the
distances of all grid points to the flame front positions are
compared, and the smallest one is chosen as the new value
of S.
Note that this procedure preserves the distance prop-
erty of S, but it perturbs the current flame position as well.
Therefore, a smooth transition from its original value to the
corrected value is used. When the grid is far away from the
flame front, the distance value is used, otherwise the orig-
inal value is kept. Mathematically, for a given scalar field
Sold(i,j) with a minimum flame distance d(i,j), we have
Snew(i,j) = H(d(i,j))Sold(i,j) + (1−H(d(i,j)))d(i,j), (6)
where H(d) is a smooth function satisfying H(0) = 1
and H(∞) = 0. In our case, we follow the choice of
Reinecke et al. (1999) that
H(d) =
1− tanh d−d0
∆/3
1− tanh−d0
∆/3
, (7)
with d0 = 3∆, ∆ being the grid size in our simulations. This
formula implies that the values of S on the three closest
neighboring grids around the flame front are unchanged.
As we have mentioned, the level-set method is not the
only flame-capturing method. We have also developed the
point-set method in order to compare their performances.
See Appendix C for the details and numerical results.
2.3 GPU accelerations
In view of a large number of subroutines involved in each
time step, we share parts of the computation with a graph-
ics processing unit (GPU). By allowing the computations to
be simultaneously done by more than thousands of threads,
the total computation time can be drastically reduced, es-
pecially when the job requires repetitive but similar opera-
tions.
One major difference in CPU coding and GPU coding
is the lack of static memory in GPU. Such a feature has
made the use of GPU in typical hydrodynamics simulations
unfavorable because the static memory provides convenient
access to data, including the hydrodynamics variables and
chemical composition, without the need of passing a large
amount of variables among subroutines. Furthermore, such
data migration, if not handled carefully, can take up even
more time than using CPU solely. Nevertheless, the use of
GPU can be advantageous when applied to subroutines that
do not have the above undesirable properties.
In Table 2 we tabulate the subroutines being processed
by an NVIDIA GT Titan Black GPU and their running
time, compared with an Intel I7 quad-core CPU. They in-
clude the Poisson solver, reinitialization procedure in the
level-set method, WENO scheme and spatial discretization
in other subroutines.
In general, two classes of time reduction can be found.
For subroutines with pure matrix operations or repetitive
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Table 2. A sample run of the code and a comparison of running
time of subroutines with GPU version in one step. Subroutine
time lapses are in unit of seconds and the full run is in units of
hours. CPU: Intel I7, GPU: NVIDIA Titan Black.
subroutines run time run time
CPU only CPU + GPU
WENO scheme (s) 3.45 2.06
Poisson solver (s) 468.42 12.07
Reinitialization (s) 20.18 1.20
Spatial discretization (s) 1.08 1.10
One full run (hour) 199.66 29.78
procedures, such as the Poisson solver or the reinitialization
scheme, a factor of 20-40 reduction can be obtained. For sub-
routines with heavy data transfer or significant amount of
logical operations, such as the WENO scheme or the spatial
discretization (which includes flux limiter), the time reduc-
tion is less significant, about a factor of 2 or less. Overall,
there is a factor of 6 reduction in run time by using both
CPU and GPU, compared with runs which make use of CPU
only.
3 INPUT PHYSICS
3.1 Equation of states
To close the equation set, we use the open-source Helmholtz
equation of state (EOS) reported in Timmes & Swesty
(1999) and Timmes et al. (2000). The EOS describes the
equilibrium thermodynamical properties of a gas, which in-
cludes 1. electrons in the form of ideal gas with arbitrar-
ily degenerate and relativistic levels, 2. ions in the form of
classical ideal gas, 3. photons in Planck distribution, and 4.
contributions from electron-positron pairs. The subroutine
takes input of ρ, temperature T , mean atomic mass A¯, mean
atomic number Z¯ and gives other thermodynamical quan-
tities, including p, ǫ, adiabatic index γ and so on, together
with their derivatives with respect to each input parameter.
3.2 Nuclear Reaction Network
To calculate the nuclear reaction heat production Q˙nuc, we
use the 19-isotope nuclear reaction network subroutine re-
ported in F. X & Arnett (1999). The isotopes include 1H,
3He, 4He, 12C, 14N, 16O, 20Ne, 24Mg, 28Si, 32S, 36Ar, 40Ca,
44T, 48Cr, 52Fe, 54Fe, 56Ni, neutron and proton. The fusion
network includes series of reactions from hydrogen burning
up to silicon burning. Both (α, γ) and (α, p)(p, γ) reactions
are included. Other isotopes, including 27Al, 31P, 35Cl and
so on are included implicitly. Certain isotopes are less impor-
tant here, for example, 1H, 3He and 14N. They are involved
in hydrogen burning or CNO-cycle, which are not crucial
in SNIa. On the other hand, isotopes along the α-particle
chain are important for the exothermic processes in the ex-
plosions, as most energy is released by these processes, and
the amount of 56Ni is important for observations.
We do not couple the nuclear fusion subroutine directly
in the code except at low density for two reasons. First,
the deflagration and detonation wave fronts at high density
have widths much thinner than the numerical grid size, and
so only a fractional change occurs in the grids which are
partially burnt in each time step. The energy release and
isotope variations will be over-estimated if the whole cell is
considered. Hence, the energy release relies on the fractional
changes of area (volume) being consumed by the deflagra-
tion and detonation wave front, which depends strongly on
the local density, but weakly on the local temperature. On
the other hand, at low density, the deflagration and deto-
nation wave can have a width comparable with simulation
grid size. Then computing the nuclear reaction yields with
data from the whole cell is acceptable. Second, the accuracy
cannot be much improved unless the isotope transport of
the burning grids are well described. But an exact recon-
struction is time-consuming and sensitive to the numerical
accuracy. As shown in Reinecke et al. (1999), an exact re-
construction is difficult for grids with large numerical errors.
As a result, we choose the less accurate scheme by using ta-
bles of reaction products and energy release as functions of
the input density. We describe the construction method and
results in Appendix A and Appendix B.
3.3 Sub-grid turbulence
The use of the Euler equations is a good approximation when
the fluid viscosity is small. This is true for the case of a WD.
In a WD the fluid has a typical Reynolds number Re ∼ 1014.
This gives a dissipation range η related to the integral range
L by the Reynolds number
L = ηR3/4e . (8)
Therefore, the dissipation range is about 10−3 cm, and the
scales in which turbulence needs to be directly modeled are
far smaller than the simulation grid size ∆ ≈ 106 cm. In
this range η < ∆ < L, called the inertial range, the hydro-
dynamics is dominated by the inertial term in the Navier-
Stoke Equation and the turbulent dissipation is independent
of small-scale viscosity. This allows us to treat the fluid as
an ideal fluid, and take the effects of unresolved turbulence
statistically. In particular, the turbulent velocity satisfies the
Kolmogorov’s scaling law, which suggests that the local ve-
locity fluctuations v˜(l) are related to the local length scale
l by
v˜(l) = v˜(L)
(
l
L
)1/3
, (9)
and there is a constant energy transfer rate from large to
small scales.
The sub-grid turbulence model is based on the above
properties as described in Clement (1993). This model is
originally used to resolve the problem of frozen flow as com-
monly found in simulations of astrophysical convection. Such
flow consists of unphysically large scale flow in opposite di-
rections within neighbouring cells. Note that this result is
also a solution of the Euler equations. It appears because the
simulation fails to recognize that such large velocity gradient
can actually result in sub-grid turbulence, which dissipates
the excess velocity gradient into thermal energy by its kine-
matic viscosity. In practice, the effects of sub-grid turbulence
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are included as a heat source Q˙turb
Q˙turb = −Aρq∇ · v + Σij ∂vi
∂xj
− ρǫdis +CArchρgeff , (10)
where
Σij = ρνturb
(
∂vi
∂xj
+
∂vj
∂xi
− A∇ · vδij
)
(11)
is the shear-stress tensor of the fluid flow. CArch is cho-
sen such that the flame propagation speed recovers the
limit when gravity is important and Rayleigh-Taylor insta-
bilities become the major flame acceleration mechanism.
We have CArch ≈ 1/2 in our case. A is a dimension-
less constant with A = 1 (2/3) for 2- (3-) dimensional
fluid flow (Niemeyer & Hillebrandt, 1995a; Reinecke et al.,
2002a). The terms on the right hand side of Eq. (10) are re-
garded as sources, which include turbulence production by
compression and shear, turbulence dissipation and Archi-
median production. geff is the effective gravitational force
defined by the product of the local gravitational force and
the Atwood number. The Atwood number characterizes the
density contrast between burnt and unburnt matter, which
are functions of density, as presented in Timmes & Woosley
(1992). q is the specific turbulence kinetic energy q = v˜2/2,
which evolves as a scalar field and couples to the fluid
through Q˙turb by
∂ρq
∂t
+∇ · (ρ~vq) = Q˙turb +∇ · (ρνturb∇q), (12)
where the last term on the right hand side corresponds to
turbulence diffusion.
In this paper, in order to compare consistently with re-
sults from other hydrodynamics codes, we use the algebraic
closure proposed in Khokhlov et al. (1995). The turbulence
generation/dissipation terms are derived from Kolmogorov’s
scaling relation, namely
νturb ≈ ∆v˜(∆) = C∆q1/2, (13)
and
ǫdis ≈ v˜
3
∆
= D
q3/2
∆
, (14)
with C and D as parameters. In (Clement, 1993) C and D
are modeled in analogy to the ”wall proximity functions” by
defining the parameter W = ǫ/q. It is found that
C = 0.1F, (15)
D = 0.5/F, (16)
with
F = min[100,max(0.1, 10−4W )]. (17)
The term F ensures that the generation term is large when
q is small (laminar flow) and the dissipation term is large
when q is large (turbulent flow). We remark that even we
have mentioned Kolmogorov scaling at the beginning of this
section, this sub-grid turbulence model does not assume any
particular scaling relation, since the forms of Eqs. (10) and
(14) are obtained by only dimensional analysis. Individual
scaling relations in the fluid flow can be realized by carefully
tuning Eqs. (15) - (17). But as indicated by Clement (1993),
this procedure can be very difficult unless one solves the
spectral equations simultaneously, which is unfeasible in the
current stage. Nevertheless, the current form is shown in the
literature that it can describe astrophysical flow with a high
Reynolds number well.
Following the suggestion of Schmidt et al. (2006), the
turbulent flame propagation speed is connected to the tur-
bulent velocity fluctuation by
vflame = vlam
√
1 + 2Ct
(
q
v2lam
)
(18)
in the asymptotic regime of turbulent burning (Pocheau,
1994), with Ct = 4/3. It is easy to observe that at q = 0,
vflame = vlam automatically and at q >> v
2
lam, vflame →√
8q/3. The laminar flame speed is obtained by solving
for the structure of a steady state deflagration wave. The
method and numerical fit are presented in Appendix A.
3.4 Neutrino Emission
We use a open-source thermal neutrino emission subrou-
tine1, which calculates the neutrino luminosity Qν at a given
temperature, density, mean atomic number and mean pro-
ton number, using the analytic fit presented in Itoh et al.
(1996). Major thermal neutrino production channels are in-
cluded, such as the pair-, photo-, plasma-, bremmstrahlung
and recombination neutrino processes.
To construct the neutrino spectra, we consider the neu-
trino emissivity due to different neutrino generation mech-
anisms Nneu = Npair + Nplasma + ... . In our calculation,
we focus on two major mechanisms: pair-annihilation pro-
cess and plasma neutrinos. The pair-annihilation neutrino
emissivity at relativistic and non-degenerate regimes has an
analytic fit (Misiaszek et. al., 2006) given by
Npair = Fφ(Eν), (19)
with
F =
G2Fm
8
e
18π5
(M00− +M
00
+ ) (20)
being the total number emissivity and
φ(Eν) =
A1
kT
(
Eν
kT
)
exp(−aEν/kT ) (21)
being the shape function. Eν is the neutrino energy. me is
the electron mass in MeV. A1, a and α are obtained from
parametric fits of the exact relations. GF is the Fermi weak-
coupling constant, while M00− (M
00
+ ) is the zeroth moment
of electron (positron) energy defined by
Mnm∓ = (7C
2
V − 2C2A)G∓n/2−1/2G∓m/2−1/2 +
9C2VG
±
n/2G
∓
m/2 + (C
2
V +C
2
A)×
(4G∓n/2+1/2G
±
m/2+1/2 −G∓n/2−1/2G±m/2+1/2 −
G∓n/2+1/2G
±
m/2−1/2), (22)
with
G∓n (α, β) =
1
α3+2n
∫ ∞
α
x2n+1
√
x2 − α2
1 + exp(x± β) dx (23)
1 available in http://cococubed.asu.edu/code pageseos.shtml
8 S.-C. Leung et al.
being the Fermi integral and α, β and x are the dimension-
less electron mass, chemical potential and energy. CV and
CA are the vector and axial coupling constants.
There is also an analytic fit for plasma neutrinos given
in Odrzywolek (2007)
Nplasma(Eν) = A2kTm
6
t exp(−Eν/kT ), (24)
where
A2 =
G2FC
2
V
8π4αh4c9
(25)
and mt is the transverse electron mass related to the Fermi-
Dirac distributions of electron f1 and positron f2 by
m2t =
4α
π
∫ ∞
0
p2
E
(f1 + f2)dp. (26)
In our simulations, the transverse electron mass and
the pair-annihilation total neutrino emissivity are tabulated
as functions of density and temperature. The emissivities
of these two channels can then be readily computed and
summed to obtain an energy distribution of neutrinos.
4 DATA POST-PROCESSING
This section introduces the data processing after the hy-
drodynamics runs. They include the tracer particle algo-
rithm for reconstructing detailed nucleosynthesis yields, and
a moment-integrated radiative transfer code for predicting
the corresponding bolometric light curves.
4.1 Particle Tracer
The use of the 19-isotope network reaction products in tab-
ular form only provides an approximation because of the
absence of electron capture and other off-α-chain isotopes.
In the literature, table forms of the energy production and
chemical composition are often used due to the significant
difference between reaction and hydrodynamics time scales
and length scales. However, such results are inadequate if
we need to compare the nucleosynthesis with real observa-
tional data, which can be recorded in fine details. In order to
obtain a precise distribution of elements, we use the tracer
particle method presented in Seitenzahl et al. (2004) and
Seitenzahl et al. (2010). This method introduces a number
of pseudo particles of either equal mass or equal volume.
They follow but not affect the fluid flow. The density and
temperature of these particles are recorded as functions of
time. In simulations, the particle density, temperature and
velocity are obtained by bilinear interpolation from the fluid
properties.
After the hydrodynamics simulations, the density-
temperature trajectory of each particle is recalled to trace
back its chemical evolution. In our simulation, the recon-
struction is done based on the same 19-isotope network,
which can be compared with the results obtained from hy-
drodynamics runs.
4.2 Radiative Transfer for Bolometric Light Curve
After the simulations, we map the hydro results from the
two-dimensional Eulerian form to a one-dimensional La-
grangian form with spherical symmetry. During this trans-
formation, the total mass, energy and momentum are con-
served in order not to provide spurious perturbation to
the profiles. We follow the method in Zhang & Sutherland
(1994) to construct the light curves by solving the one-
dimensional time-dependent moment-integrated radiative
transfer equations, which include two equations from La-
grangian hydrodyanmics,
Dv
Dt
= −
(
1
ρ
)
∂(p+ νar)
∂r
+
χF
c
Fr − Gm(r)
r2
, (27)
Dǫ
Dt
+ (p+ νar)
D
Dt
(
1
ρ
)
= cκEEr − 4πκPB(T ) + Q˙decay, (28)
and two equations from radiative transfer,
D
Dt
(
Er
ρ
)
+
[
f
D
Dt
(
1
ρ
)
− (3f − 1) v
ρr
]
Er = (29)
4πκPB − cκEEr − ∂(4πr
2Fr)
∂m
, (30)
1
c2
DFr
Dt
+
1
qsph
∂(fqEr)
∂r
= −χFρ
c
Fr − 2
c2
(
v
r
+
∂v
∂r
)
Fr. (31)
The hydrodynamics part is almost identical to those in
previous parts. However, the physical quantities are defined
in a staggered grid as typical in Lagrangian hydrodynam-
ics. Density ρ, specific internal energy ǫ, fluid pressure P ,
enclosed mass m(r), specific energy production rate due to
the decay of radioactive isotopes Q˙decay, radiation-energy-
mean opacity κE , Planck-mean opacity κP , flux-mean opac-
ity χF , blackbody radiation rate B, Eddington factor f and
sphericity qsph are defined on grid centers (r = rn+1/2, n =
1, 2, 3...). Velocity v and radiation flux Fr are defined on
grid boundaries (r = rn, n = 1, 2, 3 ...).
νar is the artificial viscosity defined on the grid cen-
ters, which operates whenever fluid compression occurs. At
grid centers k + 1/2, νar is proportional to the difference in
the magnitudes of the velocities of nearest grid boundaries,
namely
νnar k+1/2 = 2ν
2
num(v
n
k+1 − vnk )2ρnk+1/2, (32)
wheneverD(1/ρ)/Dt < 0 and dv/dr < 0 and νnum = 4 is the
numerical viscosity coefficient, which controls the smearing
of shocks. The blackbody radiation rate is given by Planck’s
formula B(T ) = (ac/4π)T 4. κE and κP are the radiation-
energy-mean opacity and Planck-mean opacity, given by
κE =
∫
κ(ν)Eνdν/
∫
Eνdν, (33)
κP =
∫
κ(ν)Bν(T )dν, (34)
with Bν(T ) = 2hν
3/(ex − 1) being the Planck distribution
function at some given temperature T , frequency ν and x =
hν/kT . χF is the radiation-flux-mean opacity, given by
χF =
∫
χ(ν)Fνdν/Fr. (35)
Since we consider only bolometric luminosity, which means
all physics quantities are frequency-integrated, we follow the
choice of Hoeflich et al. (1993) that κE = κP , and χF is
replaced by the Rosseland mean opacity κR, defined by
κR =
∫
1
χν
∂B
∂T
dν∫
∂B
∂T
dν
. (36)
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We describe how we model the continuum opacity source
and include the atomic transition lines as opacity sources in
Appendix D.
The Eddington factor is an algebraic closure of the ra-
diative transfer equations, given by
fν =
(∫
Iνµ
2dµ
)
/
(∫
Iνdµ
)
, (37)
with µ = cosθ being the direction cosine of radiations with
respect to the radial direction. Iν is the monochromatic ra-
diation intensity at frequency ν. The sphericity qsph(ν) mea-
sures the level of isotropy of light rays, defined by
ln(qν) =
∫ r
rc
[
(3fν − 1)/(r′fν)dr′
]
, (38)
with rc being the radius, within which the matter is optically
thick.
In our simulations, Q˙decay is the energy release due to
decays of 56Ni and 56Co. In the radiative transfer, we con-
sider only the time evolution of three isotopes: 56Ni, 56Co
and 56Fe. The energy release is related to the decay rates
given by
Q˙decay = Dγ
(
ǫγNi
DXNi
Dt
+ ǫγCo
DXCo
Dt
)
+ ǫe
+
Co
DXCo
Dt
, (39)
where ǫγNi and ǫ
γ
Co are the specific energy release due to the
decays of the isotopes by emitting gamma rays, and ǫe
+
Co is
that by emitting positrons. The amount of isotopes can be
computed analytically,
XNi = XNi(ini) exp(−t/τNi), (40)
XCo = XNi(ini)
τCo
τCo − τNi [exp(−t/τCo)− exp(−t/τNi)] , (41)
with τNi = 7.605 × 105 s and τCo = 9.822 × 106 s the de-
cay half-lives of the two radioactive isotopes. XNi and XCo
are the mass fractions of nickel-56 and cobalt-56. The energy
released by the positron decay channel is assumed to be com-
pletely absorbed by local matter because a positron has a
much higher scattering cross section than a photon, even at
low density. Only a fraction of photons is absorbed, which
is controlled by the deposition function Dγ . To determine
the deposition function, we follow the prescription described
in Swartz et al. (1995) by solving analytically the grey ra-
diative transfer of the gamma ray radiations in the two-
stream approximations. Specifically, we obtain the energy-
integrated intensity for both incoming (I−) and outgoing
directions (I+) by solving
± ∂I
±
γ
∂z
= η − κγρI±, (42)
subject to boundary conditions I− = 0 at the surface of the
ejecta and I− = I+ at the core. η is the frequency integrated
gamma ray emissivity. After solving for I± at each grid shell,
the deposition function is computed by
Dγ =
4πκγJ
Q˙decay
, (43)
with J being the moment-integrated intensity
J =
1
4π
∮
IdΩ, (44)
which is integrated over all solid angles dΩ.
In Eq. (37), we need to solve Iν formally. We decom-
pose it into the symmetric part jν = [Iν(r, µ)+ Iν(r,−µ)]/2
and anti-symmetric part hν = [Iν(r, µ)− Iν(r,−µ)]/2. They
satisfy
1
c
Djν
Dt
+
∂hν
∂s
= κνρBν(T )−[
κνρ+ (1− 3µ2) v
rc
− (1 + µ
2)
c
Dlnρ
Dt
]
jν , (45)
1
c
Dhν
Dt
+
∂jν
∂s
= −χνρhν − 2
c
(
v
r
+
∂v
∂r
)
hν . (46)
In the above equations, s2 = r2 − p2 where p is the impact
factor of the ray. By solving Eqs. (45) and (46) with bound-
ary conditions jν(r = R) = hν(r = R) and hν(r = 0) = 0
for all s, we may solve for Iν(r, ν), which then provides the
Eddington factor fν and sphericity qν .
To solve the radiative transfer equations, we input
the density, velocity, temperature and composition profiles.
Since the explosion does not yet achieve the homologous
expansion, we map the initial velocity profile to a homolo-
gously expanding one with the same kinetic energy by using
the results from the end of the simulations of the explosion
phase. Certainly, a consistent way to obtain a homologous
profile is to let the system evolve. This requires either a suf-
ficiently large simulation box or box size that varies with
time. However, the first way requires an impractically large
amount of computational resource, while most of it is not
used except at later time when the star starts to expand. On
the other hand, with the second way we can keep track of the
fluid motion while using a manageable computer resource,
but it requires special numerical treatment of physics com-
ponents that are sensitive to the resolution, including the
sub-grid turbulence and the level-set method. Therefore, at
this stage, we artificially replace the velocity profile by a
homologous one which conserves the total energy of the sys-
tem.
5 HYDRODYNAMICS RESULTS
This section presents the hydrodynamics results of var-
ious code tests. They include one-dimensional and two-
dimensional code tests, such as the standard shocktube tests,
Gresho vortex and tests of hydrodyanmics instabilities. They
aim at testing the validity of the code and its capability in
shock-capturing, level of accuracy and numerical diffusion.
Then we present hydrodynamics from explosion models in-
cluding the PTD and DDT models. Though it is known that
the PTD model cannot provide a healthy explosion that
matches typical SNIa ejecta, its slowness in flame propa-
gation allows various hydrodynamics instabilities to form,
which can be used to check the physical components collec-
tively, such as the level-set method, sub-grid turbulence and
products of the deflagration wave. The DDT model is one
of the possible SNIa mechanisms. Also, our results can be
compared directly for models with similar configurations in
the literature.
5.1 One-dimensional Code Test
In this two-dimensional code, we study the one-dimensional
limit by reducing the number of grids in either one dimen-
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Table 3. Input parameters for one-dimensional code tests.
Test t0 x0 ρL vL pL ρR vR pR
1 0.2 0.3 1.0 0.75 1.0 0.125 0.0 0.1
2 0.5 0.5 1.0 -2.0 0.4 1.0 2.0 0.4
3 0.035 0.4 5.99924 19.5975 460.894 5.99242 -6.19633 46.0950
4 0.012 0.8 1.0 -19.59745 1000.0 1.0 -19.59745 0.01
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Figure 1. Density, pressure, velocity and internal energy in Test
1 at t0 = 0.2 and x0 = 0.3.
sion to a few grids and assuming Cartesian coordinates, i.e.
the volume of each grid is independent of the radial dis-
tance from the axis of symmetry. We follow the tests pro-
vided in (Toro, 2007) which are all shocktube tests to under-
stand whether the code can correctly evolve various types of
shocks. They all have exact solutions computed by Riemann
solvers. In this part, we use a polytropic EOS with the ratio
of specific heat γ = 1.4. The EOS is written as p = ρǫ(γ−1).
The simulation takes place in a spatial domain of interval
[0, 1] with 2000 computing cells. The Courant number is
fixed to be 0.5. The initial data consists of two parts, the left-
hand state (ρL, vL, pL) and the right-hand state (ρR, vR, pR).
The transition takes places at x0 and the simulation is run
for a duration t0. We tabulate the input configurations in
Table 3.
In Fig. 1, we plot the density, pressure, velocity and in-
ternal energy of the fluid for Test 1 at t = 0.2. This test is
a modified version of Sod’s test which assesses the entropy
satisfaction property of the numerical scheme. The final so-
lution includes a right shock wave, a right-traveling wave
and a left sonic rarefaction wave. As seen from the figure,
the code can very well preserve the sharp edge of the shock
and contact discontinuity. Also, the entropy glitch, which
usually appears in low-order schemes in a bump inside the
rarefaction, does not appear.
In Fig. 2, we plot similarly the density, pressure, velocity
and internal energy of the fluid for Test 2 at t0 = 0.15.
This test contains a solution of two rarefaction waves and a
stationary contact wave. The solution contains also a low-
density region, and it tests how well the code can handle
low-density fluid flow. The numerical solution follows the
analytic solution very well, except for an undershoot in the
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Figure 2. Density, pressure, velocity and internal energy in Test
2 at t0 = 0.5 and x0 = 0.5.
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Figure 3. Density, pressure, velocity and internal energy in Test
3 at t0 = 0.035 and x0 = 0.4.
velocity near x = 0.5 and an overestimation by a factor of
2 in the internal energy. Despite these, the performance of
the WENO scheme is in general much better than other
low-order schemes, which result in spurious oscillations in
the velocity field and a larger overestimation in the internal
energy (See Toro (2007) for a detailed comparison among
different numerical schemes).
In Fig. 3 we plot the test results for Test 3 at t0 = 0.035.
This test assesses the robustness of a code in processing
strong discontinuities. There are two right-traveling shock
waves, a right-traveling contact discontinuity, and a left-
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Figure 4. Density, pressure, velocity and internal energy in Test
4 at t0 = 0.012 and x0 = 0.8.
traveling shock. It can be seen from the figure that all dis-
continuities can be resolved without smearing.
In Fig. 4 we plot the density, pressure, velocity and in-
ternal energy in Test 4 at t0 = 0.012. This test challenges
the code in evolving a slowly-moving or stationary shock
discontinuity. The final solution contains a left-traveling rar-
efaction wave, right-traveling shock wave and a stationary
contact discontinuity. The numerical solution largely follows
the analytic solution except for a small overshoot in pres-
sure, velocity and internal energy at x = 0.4 at the edge of
rarefaction wave. Also, there are spurious oscillations with
a small amplitude in density at x = 0.8.
Combining these four tests, we can see that our code
performs well in treating numerical discontinuity and it can
mimic closely the analytic solution. Typical numerical inac-
curacies, including the entropy glitches, spurious oscillations
and smearing are highly suppressed.
5.2 Two-dimensional Code Test
The one-dimensional tests aim at validating the shock-
capturing properties of the WENO scheme under different
situations. In this part, we extend the code test to two di-
mensions. Besides shock-capturing, we also study the nu-
merical diffuseness and the advection of smooth flow of
the code. In all tests the polytropic EOS identical to the
one-dimensional code tests is used with specific heat ratio
γ = 1.4. The Courant number is taken to be 0.5.
The first test Gresho (Gresho, 1990) is to evaluate
the code performance in handling time-independent solu-
tion, which tests the code in handling advection of smooth
functions. The simulation takes place in a square box of
−0.5 < x < 0.5 and −0.5 < y < 0.5 with ∆ = 0.02,
0.01, 0.005 and 0.0025 units. The boundary is free every-
where. The simulation time is 3 (code unit). The initial
profile is a steady solution given by ρ = 1 everywhere,
v(r) = 5r, p(r) = 5 + 25/2r2 at 0 < r < 0.2, v(r) = 2− 5r,
p(r) = 9 + 4ln(r/0.2) + 25/2r2 − 20r at 0.2 < r < 0.4 and
v(r) = 0 and p(r) = 3 + 4ln2 at 0.4 < r < 0.5. Here r is
the distance from the origin. Obviously, any departure of
the final solution from the initial one must be due to nu-
merical errors from the advection and numerical diffusion.
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Figure 5. Density contour plot of Gresho test at t = 3.
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Figure 6. Density contour plot of Blast test at t = 1.
In Fig. 5 we plot the linear density contour plot at t = 3
for dt = 0.005. It can be seen that the circular structure is
maintained. The outer part remains in uniform pressure. In
Table 4 we list the numerical errors in total mass, energy
and the L1-norm of the fluid pressure. At high resolutions,
the results show a third order convergence which is consis-
tent with the order of the time-discretization scheme of the
code.
The second test is the Blast test (Toro, 2007) which
takes place in a rectangular box of dimensions −0.5 < x <
0.5 and −0.75 < y < 0.75 with reflecting boundaries ev-
erywhere. The resolution is 512 × 768. The initial condi-
tion is given by p = 10 at r < 0.1 and p = 1 at r > 0.1.
ρ = 1 everywhere. This test studies again the capability of
the code in handling the low density region, the sharpness
of the hydrodynamical instabilities and the shock-shock, or
shock-contact discontinuity interactions. In Fig. 6 we plot
the linear density contour at t = 1.0. It can be seen that
the symmetry along the x-axis and along the y-axis are pre-
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Table 4. Fractional changes in mass ∆M/M and energy ∆E/E in Gresho test under different resolutions. L1(p− pref) is the L
1 norm
of the error in the fluid pressure, with reference to the initial state.
∆ Nx Ny ∆M/M ∆E/E L1(p− pref)
2× 10−2 50 50 2.96× 10−3 4.08× 10−4 4.50 × 10−3
1× 10−2 100 100 1.09× 10−3 1.52× 10−4 1.63 × 10−3
5× 10−3 200 200 1.49× 10−5 2.10× 10−5 2.89 × 10−4
2.5× 10−3 400 400 1.94× 10−6 2.73× 10−6 3.26 × 10−5
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Figure 7. Pressure contour plot of Explosion test at t = 2.667.
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Figure 8. Density contour plot of KH test at t = 1.
served. Also, the Richter-Meshkov instability at the bound-
ary of contact-discontinuity in the form of dense filaments
or fingers are sharply captured.
The third test is the Explosion test (Toro, 2007) which
is very similar to SNIa explosion but without nucleosyn-
thesis. The simulation box is 512 × 512 with dimensions
0 < x < 1.5 and 0 < y < 1.5. The inner boundaries are
reflecting and the outer boundaries are free. The initial con-
dition is given as an overpressure region at the core, with
p(r) = 1.0 and ρ(r) = 1.0 at r < 0.4 and p(r) = 0.1 and
ρ(r) = 0.125 at r > 0.4. In Fig. 7 we plot the linear density
contours at t = 2.667. At this moment, the weak reflected
shock has arrived inside the shock sphere, and the unstable
contact discontinuity of the surface in the form of plumes
can be observed. Again, a sharp symmetry with respect to
a reflection about x = y can be observed.
The last test is the Kelvin-Helmholtz (KH) test
(McNally et al., 2011) which studies the KH instability. The
simulation box is 256 × 256 with dimensions 0 < x < 1
and 0 < y < 1 with periodic boundaries everywhere. The
simulation is done up to t = 2. The initial condition is
that two fluids of different densities flow in opposite di-
rections with a perturbation: p = 1 everywhere, ρ = 2 at
0.25 < y < 0.75 and ρ = 1 otherwise. An initial velocity is
given as vy = A(1 + cos(2πx))(1 + cos(2πy)). In Fig. 8 we
plot the linear density contours at t = 1. The KH instability
in the form of spiral shape outside the denser region can be
observed.
Combining these four tests, we have seen that the code
performs satisfactorily with the desired accuracy and shock-
capturing ability in multi-dimensional runs. Also, the code
has shown its ability in handling hydrodynamical instabili-
ties, such as the Kelvin-Helmholtz instability.
5.3 Code Test for PTD models
In this part, we return our focus to code test of SNIa ex-
plosions using the PTD models. The simulation uses the
Helmholtz EOS (Timmes & Swesty, 1999) and all the sim-
ulations are done in cylindrical coordinates with 500 grids
in each direction. Each grid has a size ∆ = dr = dz ≈ 11
km. A hydrostatic equilibrium model with a given density is
constructed with an isothermal profile of T = 108 K and a
composition of X(12C) = X(16O) = 0.5. The code enforces
a minimum density of 105 g cm−3, which is also the atmo-
spheric density. The time step is limited by the Courant-
Friedrich-Lewy condition:
∆tmax = ccfl∆/(cs + |vr |+ |vz|), (47)
with ccfl = 0.5 and cs the local sound speed.
An initial three-finger flame front is imposed, which is
comparable with the c3 flame reported in Niemeyer et al.
(1996) and Reinecke et al. (1999). The reason we choose this
flame front is the same as that in the literature: we want to
bypass the slow laminar flame stage and consider the stage
where Rayleigh-Taylor instabilities are important. The mat-
ter enclosed by the flame front is first burnt. We follow the
choice in Niemeyer & Hillebrandt (1995b) to set the initial
specific turbulence kinetic energy q = 1010 cm2 s−2. We also
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Table 5. Simulation setup for the test of PTD models. Lengths are in units of km and densities are in units of 109 g cm−3. Energy is
in units of 1050 erg and masses are in units of solar mass.
Model dx ρc mass radius Enuc Ekin MNi
2D-1a-PTD 11.0 3.0 1.377 1475.0 7.141 2.109 0.320
set this value to be the minimum q so as to avoid unphysical
result when calculating the production and dissipation of q.
We tabulate the simulation setups in Table. 5. We plot
in the upper panel of Fig. 9 the total energy against time for
Models 2D-1a-PTD. At early time the energy release relies
on slow laminar flame, thus the energy growth is slow. At
about t ≈ 0.5 s, the sub-grid turbulence has developed and it
boosts the propagation of flame and enhances the consump-
tion of fuel significantly. At about 0.7 s, the nuclear flame
has released enough energy to balance the gravitational en-
ergy. At t ≈ 0.8 s, the expansion of the star leads to density
decrease at the flame front, which lowers the energy out-
put of the flame as well. So, the total energy levels off and
reaches a constant at about 2 × 1050 erg. Notice that our
initial model and related physics are chosen to mimic those
of the Model c3 − 2d − 256 in Reinecke et al. (2002a). Our
results are comparable with theirs, which also give the final
energy at 2× 1050 erg. In the lower panel, we plot the total
turbulence kinetic energy q against time. Similar to the neu-
trino luminosity, the sub-grid turbulence energy reaches its
maximum at around 0.6 s. We plot in the upper panel of Fig.
10 the neutrino luminosity against time. The model shows
a single peak at about 0.5 s. This implies that the burning
is the most vigorous at that moment. In the lower panel
we plot the neutrino energy spectra with energy 1 MeV -
5 MeV as functions of time. In early time, the neutrino en-
ergy peaks at 2 MeV. At later time, when the WD starts
to expand, the 1 MeV neutrino flux becomes the dominant
one.
We also plot in Fig. 11 the time evolution of chemi-
cal isotopes. At early time, iron-peaked elements are pro-
duced, and a considerable amount of 4He is produced. At
later time, when the fluid element expands and its temper-
ature drops, 4He recombines to 56Ni again, and incomplete
burning causes the production of a trace amount of IME.
The results can also be compared with Model c3− 2d− 256
(Reinecke et al., 2002a) which observes a total of 0.109 M⊙
IME and 0.40 M⊙ iron-peaked elements. We obtain sim-
ilar amount of iron-peaked elements but the IME abun-
dance is lower than theirs. This may be due to the dif-
ference in approximating the ash composition and the en-
ergy release at lower density, which is the main site for the
production. We plot in Fig. 12 the flame shape at t = 1
s. The initial flame is the c3 front shape as described in
Niemeyer & Hillebrandt (1995b), which is a ”three fingers”
shape. The flame shows signatures of hydrodynamical insta-
bilities: the Rayleigh Taylor instability in the form of mush-
room shape at the top of the ”fingers” and KH instability
in the form of curly shape along the ”fingers”. Injection of
fuel into the flame can also be seen between ”fingers”.
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Figure 9. Upper panel: Total energy against time for Model 2D-
1a-PTD. Lower panel: Total turbulence kinetic energy against
time for the same model.
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Figure 12. The deflagration and detonation fronts at t = 1 sec-
ond for Model 2D-1a-PTD.
In this part we present results for the DDT model. The
DDT model is actually a natural continuation of the PTD
model for two reasons. First, before the detonation starts,
the evolution is exactly the same as the PTD model. Sec-
ond, the criterion for the first detonation spot relies on the
local turbulence that the flame width δ equals the Gibson
length, also known as the turbulence length scale lGib, be-
low which the laminar flame is the dominant propagation
channel. Mathematically, we have
δ = lGib = ∆(vlam/2q)
3/2. (48)
The flame width is obtained from the results by solving
the deflagration wave, as described in Appendix A, which
is a function of density. We note that this relation, which
is equivalent to the Karlovitz number Ka = 1, only states
that turbulence starts to destroy the flame front. But as
argued in Niemeyer & Woosley (1997), this mechanism can
allow the heat from the ash to be transported to the fuel
much more efficiently than only by conduction. This creates
a much wider region with sufficient temperature for carry-
-5
0
5
10
to
ta
l e
ne
rg
y 
(10
50
 
er
g)
0 0.5
time (s)
0
5
tu
rb
ul
en
ce
 en
er
gy
 (1
047
 
er
g)
Figure 13. Upper panel: Total energy against time for Model
2D-1a-DDT. Lower panel: Total turbulence kinetic energy against
time for the same model.
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Figure 14. Upper panel: Total neutrino luminosity against time
for Model 2D-1a-DDT. Lower panel: Neutrino energy spectra
against time for the same model.
ing out carbon burning simultaneously, which is believed
to be one of the keys for triggering the detonation. In the
simulation, whenever there is a grid on the flame front sat-
isfying this criterion, a spherical detonation spot of radius
∆ is artificially placed and evolved similarly as the deflagra-
tion front. However, because the deflagration front has burnt
partially the stellar material in the core, whenever the det-
onation front reaches the flame surface, we assume that the
detonation front stops.
We carry out tests for models using DDT and we tab-
ulate the input parameters and final explosion energetics
in Table 6. The explosion energetics can be compared with
Model Z3a in Golombek & Niemeyer (2005). But the major
difference between Model Z3a and ours is that the former
one allows the detonation front to pass through burnt re-
gions, which is not allowed in ours in view of some direct
numerical simulations of the instability of the shock front in
the presence of ash product (Maier & Niemeyer, 2006). They
reported Enuc = 14.4×1050 erg with Ekin = 8.70×1050 erg.
The DDT transition time is 0.85 s and the final amount of
56Ni in their model is 0.65 M⊙. Our model shows a higher
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Table 6. Simulation setup for the test of DDT models. Lengths are in units of km and densities are in units of 109 g cm−3. Energy is
in units of 1050 erg and masses are in units of solar mass. ttran is the first DDT time in seconds.
Model dx ρc mass radius Enuc Ekin MNi ttran
2D-1a-DDT 11.0 3.0 1.377 1475.0 15.651 10.618 0.733 0.70
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Figure 15. Isotope mass fraction against time for model 2D-1a-
DDT.
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Figure 16. The deflagration and detonation fronts of Model 2D-
1a-DDT at t = 1.00. The temperature distribution is represented
in different colours.
energy release, a higher 56Ni production and an earlier trig-
ger in DDT.
In the upper panel of Fig. 13, we plot the total energy
against time for Model 2D-1a-DDT. Prior to the detonation
front being triggered, the evolution is identical to that of the
PTD model. By comparing with Model 2D-1a-PTD, we see
that our model is consistent with models in the literature
that most energy is released by the detonation front instead
of the deflagration front, which is also needed to match the
ejecta velocity with the observed SNIa. In the lower panel,
we plot the total turbulence kinetic energy. The turbulence
constantly develops as the fluid motion becomes chaotic, and
then it drops slightly when the WD expands. Turbulence
grows again when the detonation is launched, which reaches
its maximum as the explosion has burnt all the fuel in the
WD. But it then drops sharply due to the rapid expansion
of the star.
In the upper panel of Fig. 14 we plot the neutrino lu-
minosity of Model 2D-1a-DDT. The neutrino luminosity is
decreasing when the detonation is just started. But it goes
up again due to a large amount of matter being thermal-
ized. In the lower panel we plot the neutrino energy spectra
with energy 1 MeV - 5 MeV as functions of time. Again the
number flux of each energy band shows a rise after DDT has
started and after t = 0.7 s, the 1 MeV neutrino number flux
exceeds the other four fluxes of higher energy bands. We
also plot the isotope abundances against time in Fig. 15.
The early time evolution is comparable to the PTD model.
After the detonation has started, much more iron-peaked
elements and IME are produced, leaving trace amounts of
12C and 16O. At last, we plot deflagration and detonation
flame front at t = 1 s in Fig. 16. The flame front is shaped
by the fluid flow, that ”mushroom caps” and injection of
fuel can be observed from the flame front. The detonation
front first starts at the outermost part of the flame front,
which develops at first spherically, but then loses its sym-
metry when the front encounters another detonation front
and the deflagration front.
6 OBSERVATIONAL PREDICTION
We have demonstrated in previous sections that our hydro-
dynamics code can provide explosion energetics compara-
ble with models in the literature. To further study the hy-
drodynamics result, we perform a series of post-processing
procedures to extract SNIa observables, including the nu-
cleosythesis yields by the tracer particle method and the
bolometric light curve using a moment-integrated radiative
transfer code.
6.1 Nucleosynthesis Products
We use the tracer particle method to keep track of the den-
sity and temperature of each fluid parcel, which represents
a fixed amount of mass elements in the fluid. We repeat
the 2D-1a-DDT model but with different numbers of tracer
particles. We study its numerical convergence by adjusting
the initial radial and angular separation of the fluid parcels.
In the first test, we use a simple 19-isotope network with a
fixed output time of hydrodynamics properties at 0.025 s.
We tabulate the nucleosynthesis yields in Table 7. We also
include the chemical composition from the hydrodynamics
run for comparison. In general, the post-processed yields are
different from that of the hydrodynamics run in two ways;
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Figure 17. Bolometric light curves of Model 2D-1a-DDT.
the final distributions of 12C and 16O are not the same in the
post-processed results. This is related to the slow-burning in
the low density regime, which is not assumed in the deflagra-
tion wave product. This also affects the IME distribution so
that much higher mass fractions of 28Si and 32S are observed.
Second, the amount of iron-peaked elements are drastically
different in that the 54Fe are generally lower, showing that
lower amount of matter has reached nuclear statistical equi-
librium for a complete burning comparing to the expectation
from the deflagration wave solution. We also compare how
the number of tracers along each direction affects the final
results. We find that for N = 802 the changes in the final
yields differ by less than 1 %, while more abundant isotopes
such as 54Fe and 56Ni generally converge faster than less
abundant elements such as 40Ca and 44Ti.
6.2 Bolometric Light Curve
Using the hydrodynamics results from models as we have ob-
tained in Sections 5.3 and 5.4, we can predict the expected
observational signals of these explosions. We plot in Fig.
17 the bolometric light curves for Models 2D-1a-DDT us-
ing the one-dimensional radiative transfer code. The nickel
abundance and its distribution have stronger effects on the
peak luminosity and width. We obtain a peak luminosity
log10 Lpeak = 43.1 with a drop of the absolute magnitude at
15 days after maximum ∆m15 = 0.58. A mild but observ-
able secondary bump can be seen at about Day 30, show-
ing that the photosphere has receded inside the iron layer.
Beyond Day 40, when 56Co decay becomes the dominant
energy source, the curve drops at a constant rate.
7 DISCUSSION AND CONCLUSION
In this paper, we have presented a two-dimensional Eule-
rian hydrodynamics code for modeling SNIa using cylin-
drical coordinates with the level-set method as the flame
capturing scheme. We also included the sub-grid turbulence
for modeling turbulent flame and a neutrino subroutine for
computing the corresponding neutrino spectra. We also used
a tracer particle scheme for nucleosynthesis and developed
a moment-integrated radiative transfer code for computing
the bolometric light curve. We have preformed benchmark
tests in one and two dimensions to evaluate the accuracy
and robustness of the code. Also, we have studied the SNIa
explosion using the PTD and DDT models. The nucleosyn-
thesis details and the bolometric light curves of our sim-
ulation models are comparable to those similar explosion
models presented in the literature.
However, it should be noted that a consistent compari-
son with models in other works are difficult for two reasons.
First, there are different numerical treatments for the same
physical process. For example, in earlier works the effective
flame propagation speed is chosen to be the maximum of
various flame propagation mechanisms, while in later works
the transition of the flame from laminar to turbulent is based
on analytic models (Pocheau, 1994). However, how the flame
propagation varies with local turbulence is not yet exactly
known. Second, each code has its own prescription for the
input physics, such as the EOS and the nuclear reaction net-
work, while some processes, such as the nucleosynthesis and
the turbulence model, depend on these models. For exam-
ple, we use the same EOS presented in Timmes & Swesty
(1999) as the FLASH code (Calder et al., 2002), but their
model does not include the effects of sub-grid turbulence.
Also, our nuclear energy production depends on the choice
of EOS. We directly use a nuclear reaction network to calcu-
late the energy released by the deflagration and detonation
waves, while in Schmidt et al. (2005) all materials are as-
sumed to be burnt into nuclear statistical equilibrium at
high densities and only up to 24Mg at low densities. The
difference has a subtle effect on the explosion since the pro-
duced energy may boost the fluid motion for the creation of
sub-grid velocity fluctuations and at the same time makes
the star expand. The produced energy then affects the local
density which consequently affects the energy release again.
Therefore it is difficult to carry out a quantitative compari-
son when the hydrodynamics, flame physics and nucleosyn-
thesis are coupled.
In future work, we plan to include other numerical
components, such as the advection-diffusion-reaction scheme
and other models of sub-grid turbulence. By comparing the
results of these numerical components we may better under-
stand their roles in the explosion, as well as the limitation
and validity regimes of these models. Also, as a natural con-
tinuation of our previous work (Leung et al., 2013), the ef-
fects of dark matter will be included into the dynamics. We
plan to examine whether the presence of dark matter affects
the role of SNIa as a standard candle, which is critical in the
discovery of dark energy and measurements of cosmological
distances.
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Table 7.Masses of all isotopes at the end of simulations for different numbers of tracer particles N = 402, 802 and 1602. The approximate
yields from the hydrodyanmics run are also included for comparison. The 19-isotope network is used. The record time is fixed at t = 0.025
s. All quantities are in units of solar mass.
Isotope Hydro N = 402 N = 802 N = 1602
12C 6.68× 10−2 1.61× 10−2 1.61× 10−2 1.60× 10−2
16O 6.68× 10−2 3.74× 10−2 4.36× 10−2 4.33× 10−2
24Mg 1.60× 10−5 8.36× 10−3 1.11× 10−2 1.06× 10−2
28Si 9.17× 10−3 1.97× 10−1 1.99× 10−1 1.98× 10−1
32S 9.93× 10−3 9.22× 10−2 9.16× 10−2 9.08× 10−2
36Ar 6.90× 10−3 1.93× 10−2 1.90× 10−2 1.88× 10−2
40Ca 1.27× 10−2 1.82× 10−2 1.78× 10−2 1.76× 10−2
44Ti 3.80× 10−4 9.96× 10−5 9.73× 10−5 9.66× 10−5
48Cr 2.91× 10−2 8.71× 10−4 8.46× 10−4 8.39× 10−4
52Fe 4.20× 10−2 2.10× 10−2 2.07× 10−2 2.06× 10−2
54Fe 0.368 0.100 9.89× 10−2 9.99× 10−2
56Ni 0.733 0.836 0.831 0.831
APPENDIX A: DEFLAGRATION WAVE
In Sections 2.2 and 3.2 we mentioned that deflagration and
detonation are coupled to the hydrodynamics as energy
sources. Here we describe the governing equations for de-
flagration, how they are solved to obtain the results.
Deflagration is one of the combustion processes where
electron scattering is the major heat transport mechanism.
The process is so slow that the fluid remains almost iso-
baric. The wave structure and the flame speed are studied
in Timmes & Woosley (1992). At least four methods can
be used to study the structure of deflagration wave. They
include direct simulations, diffusion approximations, eigen-
value method and variational approximations, arranged in
descending order of information provided. Direct simulation
is the computationally most expensive method, but is the
most accurate one, because no assumption is made in the
evolution equations. On the other hand, variational approx-
imation is the least accurate as it gives only a lower bound of
the flame speed and reveals no information about the flame
structure. In our simulations, we use the diffusion approxi-
mations in finding the flame structure and its corresponding
speed, which is shown to be a good approximation due to
the slow propagation of flame compared with the much faster
sound speed.
The diffusion approximation starts from the general Eu-
ler equations in spherical coordinate and Lagrangian formu-
lation, namely,
∂m
∂r
= 4πr2ρ, (A1)
Dv
Dt
= −4πr2 ∂P
∂m
− GM
r2
, (A2)
Dǫ
Dt
+ P
∂(1/ρ)
∂t
=
1
ρ
∂
∂r
(
χ
∂T
∂r
)
+ q˙, (A3)
q˙ = NA
∑
i
DYi
Dt
Bi, (A4)
DYi
Dt
=
∑
j,k
−YiYjλjk(i) + YlYkλkj(l). (A5)
Bi and Yi are the binding energy and the number fraction
of isotope i. λjk is the reaction rate of nuclear reaction from
isotope j to k. Other variables have the the same physical
meaning as in the main text. The derivative D/Dt is the
time derivative in the frame moving with the fluid. The dif-
fusion approximation then assumes that the fluid has always
the same pressure. Gravity is neglected because the typical
size of deflagration reaction zone is much smaller than the
density scale height. This means that the velocity equation
Eq. (A2) can be neglected.
In the heat diffusion term on the right hand side of Eq.
(A3) χ is the total thermal conductivity, which consists of
contributions from both electron and photon conductivities
χ = χe + χγ . (A6)
Photon conductivity can be exactly found as χγ =
4acT 3/3κρ, with a = 7.5657 × 10−15 erg cm−1 K−4 be-
ing the radiation constant, c being the speed of light and κ
being the opacity.
To find the electron conductivity, we follow the prescrip-
tion of Khokhlov et al. (1997). First we have χe expressed
in terms of the effective electron collisional frequency νe
χe = 4.09×109T x
3
√
1 + x2
(
1016
νe
)
ergs cm−1s−1K−1, (A7)
with x = pF/mec being the dimensionless Fermi momen-
tum. The electron collisional frequency can be separated into
ion-electron and electron-electron collisional frequencies by
νe = νee + νei. (A8)
The electron-ion collisional frequency is given by
νei = 1.78× 1016
√
1 + x2
Z¯Λ
A¯Ye
, (A9)
with A¯ being the mean atomic mass and Z¯ being the mean
atomic number. Ye is the electron fraction and Λ is the
Coulomb logarithm.
Λ = ln
[(
2πZ
3
)1/3√
3Γ + 3
2
]
− x
2
2(1 + x2)
+
π
2
αβ2
1 + 1.3α
1 + α2(0.71 − 0.54β2) . (A10)
Here, Γ = 2.275 × 105Z¯5/3(ρYe)1/3/T , β = x/
√
1 + x2 and
α = Z/137β.
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Figure A1. Isotope abundances against density for 13 isotopes.
See the text for the lists of elements.
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Figure A2. Isotope abundances against density for 19 isotopes.
See the text for the lists of elements.
Similarly, we have the electron-electron collision fre-
quency as a function of temperature and density
νee = 0.511T
2 x
3/2
(1 + x2)5/4
J(y) s−1, (A11)
with y =
√
3Tpe/T . Tpe is the electron-plasma temperature
given by
Tpe = 3.307 × 108 x
3/2
(1 + x2)1/4
K. (A12)
J(y) is an integral that cannot be evaluated analytically and
is given numerically by
J(y) =
1
3
(
y
1 + ay
)3
ln
(
2 + by
y
)
, (A13)
where a = 0.113 and b = 1.247.
Using these information, we find numerically the defla-
gration wave propagation speed, the energy production and
the ash composition. To start the deflagration wave, we fol-
low the prescription in Timmes & Woosley (1992). We first
ignite the innermost grid cells, setting its initial temperature
sufficient for nuclear runaway. Then we start the evolution
1×107 1×108 1×109
density (g/cm3)
4×1017
5×1017
6×1017
7×1017
sp
ec
ifi
c 
en
er
gy
 re
le
as
e 
(er
g/g
) 13 isotopes19 isotopes
489 isotopes
Figure A3. Specific internal energy production against density
for 13, 19 and 489 isotopes. See the text for the lists of elements.
and gradually a steady deflagration wave forms. The lami-
nar flame velocity can be obtained by studying the motion
of the steady wave structure. The ash composition is ob-
tained from the regions swept by the deflagration wave. The
internal energy production is calculated by comparing the
initial and final specific internal energy.
As shown in Timmes & Woosley (1992), the laminar
flame velocity can be well approximated by
vlam = 92.0 km s
−1
(
ρ
109 g cm−3
)0.805 (
XC
0.5
)0.5
, (A14)
with XC being the mass fraction of
12C.
We plot in Figs. A1 and A2 the ash composition against
fuel density using 13-isotope and 19-isotope networks. At
low density ρ ∼ 107 g cm−3, only carbon is consumed. Oxy-
gen remains barely unchanged. Magnesium and silicon are
the major products. At ρ ∼ 5 × 107 g cm−3, oxygen is
also consumed, with silicon and sulphur being the major
products. At density around 108 g cm−3, iron and nickel
become prominent. Also helium is produced due to photo-
disintegration. 54Fe is the major product when it is included
in the nuclear reaction network, which is absent in the 13-
isotope network.
In Fig. A3 we plot the energy release against fuel density
using 13-, 19- and 489-isotope networks. The specific internal
energy production (SIEP) is in the order of 1017 erg. At low
density ρ ∼ 107 g cm−3, SIEP increases with density and the
oxygen mass fraction decreases. This is because the reaction
rate increases with density. At density above 5×107 g cm−3,
SIEP drops. This does not mean less fuel is consumed. As
mentioned in Reinecke et al. (2002a), at high temperature,
the highly endothermic photo-disintegration 56Ni → 144He
becomes important, which compensates for the rise of SIEP.
APPENDIX B: DETONATION WAVE
To determine the wave structure, we follow the prescription
in Sharpe (1999). We first find the thermodynamics state of
shocked fluid from a given state. Then, using the shocked
state as an initial condition, the wave structure can be ob-
tained by solving the steady state limit of Euler equations
with nuclear reactions.
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For the first part, the upstream and downstream states
are related by the Rankine-Hugoniot conditions
ρu = ρ0D, (B1)
p+ ρv2 = p0 + ρ0D
2, (B2)
ǫ+
p
ρ
+
v2
2
= ǫ0 +
p0
ρ0
+
D2
2
. (B3)
Quantities with a subscript 0 are the upstream (unshocked)
state. D is the outflow velocity. Both ǫ0(ρ0, T0, X0) and
p(ρ0, T0, X0) are dependent on given density, temperature
and composition. In particular, ρ0 and T0 are free parame-
ters, but the actual results are insensitive to T0, because the
upstream electrons are highly degenerate. X0 is the compo-
sition of fuel, namely 0.5 XC and 0.5 XO. In general, the
final composition X is a set of quantities (depending on the
choice of isotopes) to be determined.
After having the post-shock state, we determine the re-
action zone size and the ash composition by assuming a one-
dimensional planar and steady flow, namely
v
dρ
dx
+ ρ
du
dx
= 0, (B4)
ρv
du
dx
+
dp
dx
= 0, (B5)
dǫ
dx
− p
ρ2
dρ
dx
= 0, (B6)
dX
dx
=
R
v
, (B7)
where R is the reaction rate. Then, using
dp =
(
∂p
∂ρ
)
T,X
dρ+
(
∂p
∂T
)
ρ,X
dT +
N∑
i=1
(
∂p
∂Xi
)
ρ,T
dXi,
(B8)
and
dǫ =
(
∂ǫ
∂ρ
)
T,X
dρ+
(
∂ǫ
∂T
)
ρ,X
dT +
N∑
i=1
(
∂ǫ
∂Xi
)
ρ,T
dXi,
(B9)
the Euler equations with nuclear reactions in the steady
state limit can be reduced to
dρ
dx
= −ρa
2
f
v
σ ·R
η
, (B10)
dT
dx
=
(
∂p
∂T
)−1
ρ,X
{[
u2 −
(
∂p
∂ρ
)
T,X
]
dρ
dx
−
N∑
i=1
(
∂p
∂Xi
)
ρ,T,Xj 6=i
dXi
dx
}
, (B11)
dY
dx
=
R
v
, (B12)
where
η = a2f − v2 (B13)
is the sonic parameter,
a2f =
(
∂p
∂ρ
)
T,X
+
[
p
ρ2
−
(
∂ǫ
∂ρ
)
T,X
](
∂p
∂T
)
ρ,X
(
∂ǫ
∂T
)−1
ρ,X
(B14)
is the sound speed of constant composition (also known as
frozen sound speed) and
σi =
1
ρa2f
{(
∂p
∂Xi
)
ρ,T,Xj 6=i
−
(
∂p
∂T
)
ρ,X
(
∂ǫ
∂T
)−1
ρ,X
×
[(
∂ǫ
∂Xi
)
ρ,T,Xj 6=,i
−
(
∂q
∂Xi
)
Xj 6=i
]}
(B15)
is the thermicity constant, such that σ ·R is the thermicity.
Eq. (B12) can be integrated into the reaction zone. No-
tice that there are actually two types of detonation struc-
ture implied from these equations. One type is that through-
out the detonation wave both η and thermicity are positive,
while the other type is that both quantities are both positive
or negative simultaneously. The first type is the well-known
Chapman-Jouguet (CJ) detonation, while the second type
is called the supported pathological (SP) detonation.
CJ detonation occurs at low density (ρ < 2 × 107 g
cm−3). The boundary condition is given by η = σ ·R = 0 at
x → ∞. This corresponds to the ash propagating at frozen
sound speed at the point where no more nuclear reaction
can proceed.
For SP detonation (ρ > 2×107 g cm−3), the integration
is divided into two sections. First, we integrate the equation
close to η → 0 (while thermicity needs not to be zero at that
position). Assume η = 0 at x = xp and we have integrated
up to x = xp − ∆xp, by making use of the symmetry of
Eqs. (B12) from the zero-velocity point and the continuity
of thermodynamics variables, we obtain the post-zero-point
states at x = xp +∆xp, where
ρ(xp +∆xp) = ρ(xp −∆xp), (B16)
and
T (xp +∆xp) = T (xp −∆xp)−
N∑
i=1
(
∂p
∂Xi
)
ρ,T,Xj 6=i
dXi
dx
(2∆xp). (B17)
After the above transition, the integration can be carried on
again until no net nuclear reaction continues. To determine
the correct eigenvalue, we require η = σ ·R = 0 at the same
position.
APPENDIX C: FLAME CAPTURING USING
THE POINT-SET METHOD
In two-dimensional simulations, the flame front is repre-
sented by a system of line segments. The point-set method
(see for example in (Glimm et al., 1981; Glimm & McBryan,
1985; Glimm et al., 1987, 1988, 2002) for applications in
two-dimensional systems, (Glimm et al., 1999, 2000, 2003)
for applications in three-dimensional systems and (Zhang,
2009) for its application in SNIa modeling.) introduces a set
of pseudo-particles, which form a line by assuming that the
nearest neighbors are linked. Similar to the level-set method,
the particles are transported by the fluid advection with a
speed ~vfluid and its own propagation with velocity vflamenˆ ,
such that
~vnode i = vflamenˆi + ~vfluid. (C1)
nˆi is the unit normal vector of the flame front pointing from
the i-th node towards the fuel. The fluid velocity is given
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directly by the Euler equations. The flame propagation de-
pends on the fluid density and the local normal direction of
flame front pointing towards the fuel. The normal of a node
is defined by the positions of its closest neighboring nodes.
For example, given a node i with position (xi, yi), with a
distance to its next node i+ 1 given by
di,i+1 =
√
(xi − xi+1)2 + (yi − yi+1)2, (C2)
we define the normal direction of the line segment formed
by the nodes i and i+ 1 by
nˆi =
(
−yi+1 − yi
di,i+1
,
xi+1 − xi
di,i+1
)
. (C3)
Notice that whether the normal vector pointing towards the
fuel or ash is arbitrary. In our study, we choose the former
one.
After all node velocities are found, the positions are
updated by
~xnode (new) = ~xnode (old) + ~vnode∆tnode. (C4)
There is no accelerating term for the node because the parti-
cles serve only as markers of the deflagration front for com-
puting the change in energy and isotopes, which do not in-
teract with the fluid directly.
The time step may not be the same as that of the hy-
drodynamics one, because the resolution of the point-set
method and the hydrodynamics are independent. In gen-
eral, we require
∆tnode = C
lmin
vnode
, (C5)
with C a positive number smaller than unity and lmin the
minimum distance between neighboring nodes.
Apart from lmin, there are two more parameters control-
ling the point-set resolution, lmax and lmerge. They define
the inter-node maximum separation and merging distance
between non-neighboring nodes. These parameters are es-
sential in maintaining a consistent resolution of the surface
during the evolution, because the distance between linked
nodes can become too far or close, or there can be lines cross-
ing each other. These phenomena occur frequently when
the fluid motion is turbulent. In those cases, node addition,
removal or reconnection is needed. Notice that in the lit-
erature, node reconnection is also known as surface split-
ting/merging in the context of multi-dimensional simula-
tions.
To check whether there are regions which are over-
crowded or underpopulated with nodes, we calculate the
distance between nearest neighbors. Given two nodes i and
i+1 with separation di,i+1, if di,i+1 < lmin, one of the node is
moved to a new position ((xi+xi+1)/2, (yi+yi+1)/2), while
the other node is deleted; on the other hand, if di,i+1 > lmax
an extra node between node i and i+ 1 is inserted at posi-
tion ((xi+xi+1)/2, (yi+yi+1)/2). See Fig. C1 for a graphical
illustration of the above operations.
To avoid lines from crossing each other, we locate all
node pairs which are not connected but are potentially close
enough to form a line. We first identify the nodes which lie
on the same or neighboring grids, based on the same Eu-
lerian grid of the hydrodynamics, then the separations of
this group of nodes are computed. When any pair of non-
neighboring nodes satisfies di,j < lmerge for some i and j that
Figure C1. Illustration on node addition, removal and reconnec-
tion. The arrows between nodes stand for the pointer from one
node variable to the next node variable.
|i− j| 6= 1, we reconnect the nodes as shown in Fig. C1 and
change the topology of the surface. In principle, the aim is
that the new surface may preserve the node position but the
new surfaces will propagate away from each other, so that
no entanglement can be formed in the coming time steps. In
practice, for a line without entanglement, there exists only
one unpaired node j with any node i such that di,j ≤ lmax.
However, when surfaces are going to split or merge, there is
more than one of such candidate, which means that there
is more than one way to form a line. To decide which node
should be chosen, we use the above principle to connect the
node such that a concave surface is obtained. Geometrically,
the normal vectors on the new surfaces are converging. See
Fig. C2 for a graphical description. We remark that how the
surfaces merge is unique in two-dimensional simulations be-
cause all nodes have at most two neighbors for forming line
segments. This property is not true for three-dimensional
models because the surface is usually represented by tri-
angular patches, which means that each node always has
multiple connections with neighboring nodes. Thus, the ge-
ometry of the surface, such as the curvature, will depend on
how nodes are connected.
The three parameters, lmax, lmin and lmerge are inter-
related. First, we require lmax = 2lmin. This is because we
do not want any repetitive loop of node addition or removal
to take place, that means, after adding (removing) a new
node between any two nearest-neighbors, the new configu-
ration does not have nodes which are too close to (far from)
each other according to the criteria. Similarly, we require
lmerge ≤ lmax to avoid entangled lines in simulations. Since
the point-set method has a time step that prevents a node
from moving further than lmax, we thus choose lmerge = lmax.
We compare the performance of the level-set algorithm
with the point-set algorithm. The level-set algorithm is
known to be unable to track the flame consistently when the
flame propagates much slower than the fluid flow. The flame
surface is dominated by the turbulent flow where the flame
is supposed to show a convoluted and elongated structure
shaped by the fluid. But the level-set method can only pre-
serve structure with a size greater than the grid size. There-
fore, the small-scale structure cannot be tracked and a de-
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Figure C2. Illustration on how node merging can pervent two
lines from crossing each other. The arrows on the line stand for
the normal direction of the flame surface.
0 0.5 1
time (s)
-4
-2
0
to
ta
l e
ne
rg
y 
(1
05
0  
e
rg
)
LSM, turb. flame
LSM, lam. flame
PSM, l
min = 1.0, lam. flame
PSM, l
min = 2.0, lam. flame
PSM, l
min = 3.0, lam. flame
Figure C3. Total energy against time for Models LSM-1, PSM-
1-2, PSM-1-3, PSM-1-4. See Table C1 for the configurations.
tached flame in forms of bubbles is obtained. To maintain the
consistency of the level-set algorithm in SNIa simulations,
flame acceleration schemes are needed (Calder et al., 2007).
To address this problem, we compare the flame structure
in the laminar flame limit by using the two algorithms. We
present the simulation models in Table C1. The hydrodyan-
mics is the same as those in PTD tests and DDT tests. The
hydrodynamics is done with a configuration similar to Sec-
tion 5.3 with an array of 500×500 in cylindrical coordinates
with uniform grid size ∆ = 11 km.
In Fig. C3 we plot the total energy against time for
Models LSM-1, PSM-1-2, PSM-1-3 and PSM-1-4. As ex-
pected, the laminar deflagration cannot successfully unbind
the star. All four models perform similarly in early time. The
model PSM-1-3 is the most similar one to LSM-1. At later
time, the level-set method predicts less energy as compared
to other three models.
In Figs. C4, C5 C6 and C7 we plot the flame front of
Models PSM-1-2, PSM-1-3, PSM-1-4 and LSM-1, respec-
tively at t = 1.0 s. By comparing Models PSM-1-2, PSM-
1-3 and PSM-1-4, it shows that the resolution of point-set
method affects the performance in two ways: First, it con-
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Figure C4. Flame front of Model PSM-1-2 at t = 1.00 s.
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Figure C5. Flame front of Model PSM-1-3 at t = 1.00 s.
tributes to the fine details of RT and KH instabilities, which
enlarge the local flame area; second, the algorithm allows an
extremely elongated flame structure and an injection of fuel
into burnt region in the sub-grid scale. This property is im-
portant for keeping information of the flame surface as much
as possible, which maintains the fuel burning rate.
We compare the point-set method and the level-set
method by comparing the flame surface of LSM-1 and PSM-
1-4. Both methods give thin flame shape. The point-set
method shows a largely connected structure with some fuel
regions surrounded by ash. In level-set method, the flame is
broken into pieces and the flame bubbles are disassociated
and are apart from each other. There is no sign of fuel in-
jection. The upper part of the flame can be compared with
Model PSM-1-2. But the narrow parts in Model PSM-1-2
which extends from the core are not seen in LSM-1. Only
the largest structure above the resolution size is preserved.
Comparing these results, the point-set method can success-
fully capture the flame structure even in the laminar flame
limit, which is essential in understanding the energy release
rate of highly convoluted flame.
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Table C1. Simulation setup for the test of flame capturing scheme. Lengths are in unit of code unit and densities are in unit of 109 g
cm−3.
Model scheme lmax lmin lmerge ρc
LSM-1 level-set 3.0 1.5 3.0 3
PSM-1-2 point-set 2.0 1.0 2.0 3
PSM-1-3 point-set 3.0 1.5 3.0 3
PSM-1-4 point-set 4.0 2.0 4.0 3
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Figure C6. Flame front of Model PSM-1-4 at t = 1.00 s.
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Figure C7. Flame front of Model LSM-1 at t = 1.00 s.
APPENDIX D: IONIZATION AND OPACITIES
In Section 4.2 we described a hydrodynamics scheme in mod-
eling the evolution of radiation of matter for a few weeks
after the SNIa explosion. In general, due to the rapid ex-
pansion and radiation, the matter reaches a temperature
where the assumption of complete ionization becomes in-
valid. Therefore, including ionization fraction in the light
curve modeling is important for a consistent description of
the thermodynamics properties of the matter.
We use an open-source Saha-equation solver 2. The sub-
routine solves the Saha equations, which relate the number
densities of the ith-times ionized and the i+1-times ionized
species by
ni+1,Zne
ni,Z
= Φi,j,TR , (D1)
where Φi,Z is a function of the partition functions of both
species at a given temperature and ionization energies. In
the subroutine, elements from 1H to 30Zn are included and
all ionization stages are considered. An initial guess is given
and then the solution is obtained by iterations.
The ionization fractions of all elements are then
summed to find the number density of free electrons, which
is used by the Helmholtz EOS subroutine in order to solve
for the hydrodynamics pressure, internal energy and other
local thermodynamics quantities.
After the number densities of free electron ne and the
number fraction nZ,i of an element Z in an ionization stage i
are found, we obtain the total opacity κ, which includes the
Thomson opacity κe, bound-free opacity κ
bf (ν) and free-free
opacity κbb(ν)
κ(ν) = κe + κ
bf (ν) + κbb(ν). (D2)
The Thomson opacity is given by
κe =
neσe
ρ
(D3)
where σe ≈ 6.65×10−25 cm2 is the Thomson cross-section of
electron. The Thomson opacity is temperature and density
independent to a good approximation.
The bound-free opacity, or the photo-ionization opacity,
is given by
κbf (ν) =
∑
Z,i
σbfZ,i(ν)nZ,i
ρ
, (D4)
with σbfZ,i(ν) being the frequency-dependent bound-free scat-
tering cross-section for the element Z at the ith ionization
stage. We use the fitting formula reported by Verner et al.
(1996)
σbfZ,i(ν) = σ0
[
(x(ν)− 1)2 + yW
]
yP/2−5.5(1 +
√
y
ya
)−P ,
(D5)
2 Provided as open-source code in www.cococubed.edu. Refer
(Paxton et al., 2010, 2013) for its applications in stellar evolu-
tion.
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where
x(ν) =
ν
e0
− y0 (D6)
and
y =
√
x2 + y21 . (D7)
The constants e0, σ0, y0, y1, ya, yw and P are constants
depending on the species and ionization stage.
The free-free opacity is given by (Sakamoto et al., 2000)
κff (ν) =
∑
Z,i
CZ,inenZ,iρ
√
Tν−3, (D8)
with CZ,i being some constants related to the Gaunt factor,
whose values are fitted in (Itoh et al., 1986; Nozawa et al.,
1996; Itoh et al., 2000).
The Rosseland mean opacity is then given by
1
κR
=
∫∞
0
1
κ(ν)
dBν (T )
dT
dν∫∞
0
dBν(T )
dT
dν
, (D9)
with Bν(T ) being the Planck distribution function. Since
only the bolometric light curve is modeled, we assume κP =
κE and χF = χR in the calculation.
The effects of lines are important because of the Doppler
effect inside the fast expanding ejecta. Photons with fre-
quencies within Doppler widths from the atomic scatter-
ing lines can be absorbed or scattered. To include the line
opacity, we follow the prescription in Karp et al. (1977) and
Hoeflich et al. (1993). We first compute the Sobolev opacity
of each line by
κline(i, j) =
πe2
mec
fijni
νijρ
(
1− ginj
gjni
)
, (D10)
with fij being the oscillator strength between atomic states
i and j, ni and gi are the occupation number and statistical
weight at state i. νij is the transition frequency.
The effective absorption coefficient χν is obtained by
summing all relevant lines, where the lines are arranged in
increasing wavelength
χν = κcont × [1−
N∑
j=J
1− exp(−τj)
(νj
ν
)s(ν)
exp
(
−
j−1∑
i=1
τi
)]−1
,(D11)
with
τi = κlinecρ
dr
dv(r)
(D12)
being the effective optical depth of the line i. κcont is the
continuum opacity (bound-free opacity, free-free opacity and
Thomson scattering). The frequency dependent expansion
rate parameter s(ν) is given by
s(ν) = κcontcρ
(
dv
dr
)−1
. (D13)
We remark that as pointed out in Blinnikov (1996) and
Pinto et al. (2000), the summation in Eq. D11 should be
done in an upwind direction so that the opacity includes
only the lines that are being scattered.
To relate the extinction coefficient with the absorption
coefficient, we define the frequency independent enhance-
ment factor
ǫ =
χR − σe
χR
, (D14)
with χR the same Rosseland opacity but with the line opac-
ity included. To discriminate the difference between line ab-
sorption and line scattering, we define the ratio between line
collisional and radiative transition rate between state i and
j by α, which modifies the the enhancement factor by an
extra factor
ǫ′ =
α
α+ 1
ǫ. (D15)
The frequency dependent absorption coefficient is
κν = ǫ
′(χν − σe). (D16)
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