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Resumen
Se presenta el desarrollo de dos herramientas computacionales para la simulacio´n de propaga-
cio´n de ondas en so´lidos infinitos y semi-infinitos. Ambas herramientas esta´n basadas en el Me´todo
de los Elementos Finitos (FEM). En una primera parte se presenta el acople de FEM con un
Me´todo de Elementos de Frontera (BEM) para la solucio´n del problema de esparcimiento en una
heterogeneidad en la parte superior de un semi-espacio. Se uso´ un criterio para comprimir las ma-
trices de BEM para disminuir los recursos computacionales requeridos y poder tratar problemas
de mayor taman˜o.
En la segunda parte se describe la formulacio´n e implementacio´n de una herramienta de ana´lisis
para la propagacio´n de ondas en materiales con heterogeneidades perio´dicas. E´sta pretende servir
para caracterizar las propiedades globales del material cuando por e´l se propaga una onda con
cierta frecuencia dada. Para esto se usaron diversos conceptos de la f´ısica del estado so´lido y la
solucio´n se fundamenta en el teorema de Bloch.
Palabras clave: Propagacio´n de Ondas, Elastodina´mica Computacional, Me´todo de Elemen-
tos Finitos, Me´todo de Elementos de Frontera, Ondas S´ısmicas, Materiales Perio´dicos, Ondas en
Materiales Heteroge´neos.
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Introduccio´n
Este documento presenta el desarrollo de dos herramientas computacionales para la simulacio´n
de propagacio´n de ondas en so´lidos infinitos y semi-infinitos. Ambas herramientas esta´n basadas
en el Me´todo de los Elementos Finitos (FEM). En la primera parte se presenta una herramienta
para la simulacio´n del esparcimiento de ondas s´ısmicas en una heterogeneidad ubicada en la parte
superior de un semi-espacio. Este problema es afrontado con un enfoque h´ıbrido entre FEM y el
Me´todo de Elementos de Frontera (BEM). El semi-espacio es discretizado con BEM ya que este
permite satisfacer de manera anal´ıtica las condiciones de radiacio´n, inherentes en dominios no
acotados. La heterogeneidad es trabajada con FEM ya que este permite con facilidad representar
dominios compuestos de diferentes materiales, e incluso no-linealidades. La discretizacio´n de BEM
es reescrita en te´rminos de una formulacio´n basada en desplazamientos como una matriz de rigidez
esta´ndar de FEM, lo cual permite el acople en software de elementos finitos comerciales. Adicional-
mente, las matrices de BEM se simplificaron lleva´ndolas a una forma bandeada usando un criterio
establecido. Esto con la idea de ahorrar las necesidades de almacenamiento y permitiendo el uso de
solucionadores iterativos. Finalmente, el algoritmo resultante se probo´ estudiando el esparcimiento
de ondas P y SV incidiendo en can˜ones circulares y rectangulares.
La segunda parte describe la formulacio´n e implementacio´n de una herramienta de ana´lisis para
lo propagacio´n de ondas en materiales con heterogeneidades perio´dicas. E´sta pretende servir para
caracterizar las propiedades globales del material cuando por e´l se propaga una onda con cierta
frecuencia dada. El intere´s de analizar materiales de este tipo es variado. Por un lado, permite
obtener las propiedades efectivas globales considerando el material como si fuera homoge´neo pero
teniendo en cuenta la respuesta real del material –proceso que se denomina homogenizacio´n–.
Por otro lado, estos materiales pueden presentar intervalos de frecuencia en los que no se propaga
ninguna onda, se denominan frecuencias prohibidas y tienen aplicaciones en el disen˜o de materiales
que se usen como filtro para determinados valores de frecuencia. Por u´ltimo, existe un intere´s
creciente en el a´rea de metamateriales que busca disen˜ar materiales que posean propiedades globales
que no existen en la naturaleza misma, p. ej., coeficiente de Poisson negativo o densidad de masa
negativa. El algoritmo se verifico´ contra los resultados anal´ıticos para un material homoge´neo y
un material bicapa.
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Notacio´n
En este documento se usara´n las siguientes notaciones:
Tensorial (indicial): Todos los tensores se presentan en coordenadas cartesianas. Se asume
la convencio´n de sumas de Einsten, es decir, un ı´ndice repetido implica una sumatoria sobre
dicho ı´ndice. Por ejemplo, las componentes de un vector (tensor de primer orden) se denotan
como xi, con i = 1, 2 –pues se trabaja bajo la hipo´tesis de deformacio´n plana–. Las derivadas
espaciales se denotan con una coma, entonces
f,i ≡ ∂f
∂xi
.
Las derivadas temporales se denotan con un punto sobre la expresio´n a derivar, por tanto
f˙ ≡ ∂f
∂t
,
y entonces las velocidades y aceleraciones se representan como u˙ y u¨, respectivamente.
Vectorial: Un vector se denota como un cara´cter en negrilla. Por ejemplo, el vector posicio´n
de un punto con coordenadas (x1, x2) se denota como x. En esta notacio´n los operadores
vectoriales se usan de forma usual.
Matricial: Un vector columna se escribe entre llaves {V } y una matriz entre corchete [K].
Cap´ıtulo 1
Me´todo de Elementos Finitos en
Elastodina´mica
1.1. Elastodina´mica
La Elastodina´mica es el estudio de las ondas ela´sticas, las cuales esta´n relacionadas con la
teor´ıa linealizada de la elasticidad. Una onda ela´stica es un tipo de onda meca´nica que se propaga
en un medio ela´stico. Mientras que la densidad volume´trica de masa aporta la fuerza inercial, la
elasticidad del material provee la fuerza de restitucio´n, siendo ambas componentes necesarias en
una onda meca´nica, [1–3].
En el caso de un so´lido tridimensional las ondas pueden ser descritas a partir de la ecuaciones
de continuidad y conservacio´n del mome´ntum, adema´s de las relaciones constitutivas.
Continuidad, la cual nos dice que la cantidad de masa del cuerpo se conserva entre dos
estados:
ρ˙ = −(ρu˙i), j .
Conservacio´n del mome´ntum, la cual es una versio´n generalizada de la segunda ley de Newton:
ρu¨i = σij,j + fi .
Relaciones constitutivas, las cuales establecen una relacio´n entre el tensor de esfuerzos y el
tensor de deformaciones. En el caso ela´stico lineal se usa una versio´n generalizada de la Ley
de Hooke:
σij = Cijklkl .
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En donde ui es el desplazamiento de un punto material en al direccio´n i, ρ es la densidad vo-
lume´tricas, σij son las componentes del tensor de esfuerzos, kl son las componentes del tensor de
deformaciones, fi son las componentes de las fuerzas de cuerpo
1 y Cijkl las componentes del tensor
de elasticidad y depende del material del que este´ hecho el medio. Para un medio isotro´pico y lineal
se tiene la siguiente relacio´n constitutiva
σij = λδijkk + 2µij ,
siendo λ y µ los para´metros de Lame´ que pueden expresarse en te´rminos del mo´dulo de Young y
el coeficiente de Poisson como [4]
λ =
Eν
(1 + ν)(1− 2ν) ,
µ =
E
2(1 + ν)
,
y δij es el delta de Kronecker. A partir de las relaciones anteriores se llega a la ecuacio´n de Navier-
Cauchy
(λ+ 2µ)uj,ij + µui,jj + fi = ρu¨i , (1.1)
o en notacio´n vectorial
(λ+ 2µ)∇(∇ · u)− µ∇×∇× u + f = ρ∂
2u
∂t2
.
La naturaleza ondulatoria de (1.1) puede verse haciendo una descomposicio´n de Helmholtz del
campo de desplazamientos en una parte longitudinal y una parte transversal [5]
u = ∇ϕ+∇×ψ , (1.2)
en donde ϕ es el potencial longitudinal, y por tanto ∇× ϕ = 0. ψ es el potencial transveral, y por
tanto ∇ · ψ = 0.
Substituyendo (1.2) en (1.1) se llegan a dos ecuaciones de onda que esta´n desacopladas en el
caso de dominios infinitos, estas son
∇2ϕ+ 1
α2
∇ · f = 1
α2
∂2ϕ
∂t2
, (1.3)
∇2ψ + 1
β2
∇× f = 1
β2
∂2ψ
∂t2
, (1.4)
los te´rminos ∇ · f y ∇× f corresponden a fuerzas de cuerpo en forma de campos longitudinales y
transversales, respectivamente. La fuerza gravitacional podr´ıa incluirse en el primer grupo mientras
1Las fuerzas de cuerpo son fuerzas distribuidas al interior del volumen, como fuerzas inerciales, gravitacionales
o electromagne´ticas.
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que una fuerza generada por un campo magne´tico podr´ıa incluirse en el segundo. Los para´metros α
y β son las rapideces de las ondas longitudinales y transversales, respectivamente. Estas rapideces
se definen como
α2 =
λ+ 2µ
ρ
, (1.5)
β2 =
µ
ρ
, (1.6)
ya que λ, µ y ρ son nu´meros positivos α > β y por esta razo´n tambie´n se le llama a las ondas
longitudinales ondas P por ser las primeras en observarse en un sismo, de la misma forma a las
ondas transversales se les denomina ondas S.
Ya que en elastodina´mica estamos hablando de ondas –longitudinales y transversales– debe-
mos tener en cuenta que estas pueden experimentar como cualquier onda, reflexio´n, refraccio´n,
interferencia y difraccio´n. En general, cuando una onda viaja de un medio con unas propiedades a
otro medio con propiedades diferentes e´sta puede presentar reflexio´n, refraccio´n y difraccio´n. A la
superposicio´n de estos tres feno´menos la denominaremos esparcimiento. En los textos en espan˜ol
suele encontrarse que a este feno´nmeno lo denominan indistintamente esparcimiento o dispersio´n,
sin embargo el te´rmino dispersio´n lo usaremos para referirnos a la dependencia de la velocidad
de propagacio´n de una onda con la frecuencia de la misma. De esta forma tenemos te´rminos para
referirnos a las palabras inglesas scattering y dispersion como esparcimiento y dispersio´n, respec-
tivamente.
Como se menciono´ anteriormente la dispersio´n es el feno´meno en el cual la velocidad de fase
depende de la frecuencia. O de manera equivalente, es el feno´nmeno en el cual la velocidad de grupo
depende de la frecuencia. En el caso de medios no dispersivos la velocidad de fase y la velocidad
de grupo coinciden, por tanto no se hace distincio´n entre ellas y se denotan como velocidad de la
onda. Sin embargo, en el caso ma´s general estas velocidades no coinciden y por esto es necesario
hacer distincio´n entre ellas. La velocidad de fase es la velocidad a la que se propaga la fase de
una onda con una frecuencia particular, se define como
vf =
ω
k
, (1.7)
en donde ω es la frecuencia angular y k el nu´mero de onda. La velocidad de grupo es la velocidad
a la que se propaga la envolvente de una onda, alternativamente, es la velocidad a la que se propaga
un pulso o paquete de onda con cierta forma dada. Este se define como
vg =
∂ω
∂k
, (1.8)
la velocidad de grupo suele asociarse con el flujo de energ´ıa ligado a la onda, sin embargo estos
no siempre coinciden, pero es muy comu´n que sea as´ı [6, 7]. A la funcio´n ω(k) se le conoce como
relacio´n de dispersio´n y brinda mucha informacio´n acerca de la propagacio´n de la onda a diferentes
frecuencias. La Figura 1.1 muestra una relacio´n de dispersio´n y esquematiza las velocidades de fase
y grupo.
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Figura 1.1. Esquema de una onda dispersiva. La velocidad de fase es la pendiente de la secante
que pasa por 0 y por el punto en cuestio´n, mientras que la velocidad de grupo es la pendiente de
la tangente.
1.1.1. Hipo´tesis de Deformacio´n Plana y Ondas S Polarizadas
En este trabajo nos centraremos en el caso de deformacio´n plana [8]. Un cuerpo en estado de
deformacio´n plana puede ser descompuesto en cortes trasversales ide´nticos y entonces resolver el
problema para uno de estos cortes. Esto es debido a la ubicacio´n lejana de los extremos del so´lido,
por tanto la deformacio´n so´lo sucede en el plano medio. La Figura 1.2 muestra gra´ficamente la
condicio´n de deformacio´n plana.
En el caso de una onda propaga´ndose en un espacio infinito o semi-infinito se puede hacer una
simplificacio´n a un problema en 2D. Este problema en 2D contiene toda la informacio´n de la onda
P ya que los desplazamientos son en la misma direccio´n que la propagacio´n de la onda por tratarse
de una onda longitudinal. En el caso de la onda S existe informacio´n que se encuentra en el plano,
es decir, ondas cuyo desplazamiento se encuentra en el plano y son perpendiculares a la propagacio´n
de la onda y se denotan como ondas SV y otras cuyo desplazamiento es perpendicular al plano
y se denotan como ondas SH. Las ondas SV y SH se conocen como ondas plana y antiplana,
respectivamente y constituyen un caso de polarizacio´n de la onda S ma´s general que puede tener
parte del desplazamiento en el plano y parte por fuera del mismo. Para resolver el problema
de la propagacio´n de ondas en el plano se saca provecho de que el problema de la onda SH
esta´ desacoplado del relacionado con las ondas SV y P . Pues, aunque en un dominio infinito las
ondas P y S esta´n desacopladas no funciona de igual forma cuando las ondas se encuentran con una
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Figura 1.2. Hipo´tesis de deformacio´n plana. A la izquierda esta´ representado el so´lido en tres
dimensiones y a la derecha esta´ su simplificacio´n a un modelo 2D.
frontera en donde se presenta una relacio´n entre los dos problemas. Esta discusio´n esta´ ampliamente
tratada en [1, 2].
1.2. FEM en Elastodina´mica
El Me´todo de Elementos Finitos es una te´cnica bien conocida para la solucio´n de ecuaciones
diferenciales parciales, sujetas a condiciones de frontera (problema de valores en la frontera) y
condiciones iniciales (problema de condiciones iniciales con valores en la frontera). La idea del
me´todo es la de convertir el problema a resolver en un sistema de ecuaciones lineales usando la
versio´n de´bil de la ecuacio´n diferencial en cuestio´n y el uso de una base de interpolacio´n que consiste
en polinomios definidos sobre dominios disjuntos (llamados elementos). Para una descripcio´n del
me´todo pueden consultarse [9–11].
Para llegar a la forma de´bil a utilizar se puede partir de (1.1) y utilizar un me´todo de residuos
ponderados, ver [12], o se puede partir del Principio de D’Alembert (Teorema de trabajos virtuales)
que es equivalente al Principio de Hamilton (Principio de mı´nima accio´n), ver [4,13]. El Lagrangiano
asociado al problema elastodina´mico es
Π(ui) =
∫
Ω
ijCijklkldΩ−
∫
Ω
ρu˙iu˙idΩ−
∫
Ω
fiuidΩ−
∫
Γ
tiuidΓ , (1.9)
en donde el primer te´rmino es la energ´ıa potencial de deformacio´n, el segundo es la energ´ıa cine´tica
del cuerpo, el tercero es la energ´ıa de deformacio´n asociada a las fuerzas de cuerpo y el u´ltimo
esta´ asociada a la deformacio´n generada por tracciones distribuidas en la frontera del dominio. Se
tiene entonces que la solucio´n ui del sistema es la que haga que el lagrangiano sea estacionario, en
este caso particular la que minimice este funcional.
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Una vez se tiene la forma variacional asociada al problema que quiere resolverse se procede
a hacer una interpolacio´n de las variables del problema, desplazamientos u en este caso. Esta
interpolacio´n se hace sobre el dominio de cada elemento (ver Figura 1.3), teniendo
{u} ≈ [N e] {U e} , (1.10)
en donde U e son los desplazamientos de los nodos del e-e´simo elemento y [N e] es la matriz que
contiene las funciones de interpolacio´n para el elemento e-e´simo. De igual forma pueden interpolarse
las derivadas de u, el tensor de deformaciones se interpola como
{} ≈ [Be] {U e} , (1.11)
en donde [Be] es la matriz que contiene las funciones de interpolacio´n para las derivadas de u.
(a) Geometr´ıa original
e
(b) Geometr´ıa aproximada por elemen-
tos
Figura 1.3. Geometr´ıa del problema aproximada por elementos finitos.
Luego de sustituir (1.10) y (1.11) en (1.9) y de aplicar la primera variacio´n y asumiendo que
no hay disipacio´n de energ´ıa en el material 2 se llega a un sistema de ecuaciones de la forma
[K]{U} − [M ]{U¨} = {F} , (1.12)
2En el caso ma´s general el sistema obtenido es [K]{U} + [D]{U˙} − [M ]{U¨} = {F}. La matriz [D] representa
la disipacio´n del sistema que puede deberse por la inmersio´n del so´lido en el seno de un fluido viscoso, o por el
calentamiento del so´lido internamente [1].
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siendo
[K] =
∑
e
∫
Ωe
[Be]T [C][Be]dΩe ,
[M ] =
∑
e
∫
Ωe
ρ[N e]T [N e]dΩe ,
{F} =
∑
e
∫
Ωe
[N e]T fdΩe +
∑
s
∫
Γs
[N e]T tdΓs ,
con [C] el tensor de elasticidad organizado como matriz segu´n la notacio´n de Voigt [8], f son
las fuerzas de cuerpo, t son las tracciones sobre la superficie y los sub´ındices e y s se refieren a
elementos en el dominio y sobre la frontera, respectivamente.
La ecuacio´n (1.12) representa un sistema de ecuaciones diferenciales ordinarias en el tiempo que
puede ser resuelto por algu´n me´todo nume´rico como Diferencias Finitas o Runge-Kutta, para los
me´todos en s´ı ver [14], para los me´todos aplicados a FEM ver [10]. Otra opcio´n para resolver (1.12)
es asumir que los desplazamientos y las fuerzas de cuerpo tienen un comportamiento armo´nico, i.e.
U = Uˆeiωt ,
F = Fˆ eiωt ,
en donde i =
√−1. Uˆ es el vector que representa el desplazamiento de los puntos nodales con un
movimiento armo´nico de frecuencia ω, asimismo Fˆ es el vector que representa las fuerzas nodales
que son armo´nicas y tienen frecuencia angular ω. Remplazando estos valores en (1.12) se obtiene
[K]{Uˆ} − ω2[M ]{Uˆ} = {Fˆ} , (1.13)
a resolver (1.13) se le denomina ana´lisis armo´nico en la literatura. Para encontrar la solucio´n
para una una excitacio´n F (t) se resuelve (1.13) para diferentes valores de ω tomando Fˆ como
una fuerza unitaria de frecuencia ω y entonces se tendr´ıa la funcio´n de transferencia del sistema.
Posteriormente se obtiene la respuesta en el tiempo convolucionando la transformada de Fourier
de F (t) con la funcio´n de transferencia. Este tipo de problemas son los que se tratan en la primera
parte del trabajo.
Para la segunda parte del trabajo se toma (1.13) y se hace Fˆ = 0 obteniendo
[K]{Uˆ} = ω2[M ]{Uˆ} , (1.14)
que es un problema de valores propios generalizado. Debido a la base f´ısica de donde se obtienen
las matrices [K] y [M ] esta´n son sime´tricas y positivas definidas (la matriz de rigidez K puede ser
positiva semi-definida), por tanto los valores propios ω2 son todos positivos o iguales a cero. Una
forma de resolver este problema de valores propios generalizado es realizar una factorizacio´n de
Cholesky de la matriz de masa [M ] = [C]T [C] y convertir el sistema a
[Kˆ]{y} = ω2{y} ,
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con [Kˆ] = [C]−T [K][C]−1, y = [C]{Uˆ}. Y luego de esto aplicar un algoritmo de solucio´n de valores
propios esta´ndar [15].
Parte I
Ondas en Medios Semi-Infinitos:
Esparcimiento de Ondas S´ısmicas
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Cap´ıtulo 2
Estado del arte
Esta parte del documento se refiere a me´todos de solucio´n para el problema de esparcimiento de
de ondas ela´sticas. Uno de los principales retos para la simulacio´n nume´rica de este problema, cuan-
do se trata con dominios infinitos o semi-infinitos, es la imposicio´n de las condiciones de radiacio´n
de una manera adecuada [16]. Cuando el ana´lisis se realiza usando un me´todo de descomposicio´n
de dominio, p. ej., el Me´todo de Diferencias Finitas (FDM) o FEM, el dominio computacional
debe estar descrito por un dominio finito. Esto genera una superficie de truncamiento en donde
deben imponerse condiciones de frontera que reflejen la infinitud del problema original. Aunque
existen gran variedad de me´todos para la imposicio´n de fronteras absorbentes de manera eficiente
en la literatura [17, 18], su uso a nivel pra´ctico es au´n limitado. Esto se debe en buena medida
a la complejidad asociada a muchas de las formulaciones disponibles o, adema´s, por requerir de
tipos especiales de ana´lisis no disponibles en co´digos comerciales y por sus limitantes en cuanto a
memoria de co´mputo.
En el presente trabajo se muestran los resultados de la exploracio´n de te´cnicas de solucio´n
aproximadas que pueden ser fa´cilmente implementadas y acoplada en software de elementos finitos
comerciales, siendo herramientas u´tiles para la solucio´n de problemas de esparcimiento de escala
moderada. En general, la complejidad de las condiciones de frontera de radiacio´n es una funcio´n
del grado de no-localidad espacio-temporal –con que´ puntos de la frontera interactu´a cada punto
sobre la misma– considerada en el modelo. En los casos cla´sicos de FDM y FEM, la no-localidad es
una condicio´n que no es natural. Entonces, con la idea de obtener un me´todo de solucio´n pra´ctico,
el analista debe sacrificar la precisio´n para ganar localidad. Adema´s, se han obtenido buenos
resultados con el compromiso entre la no-localidad y la ubicacio´n de las superficie de truncamiento
ma´s lejos de la superficie libre, lo que lleva a modelos computacionales grandes. Recientemente
se pueden encontrar simulaciones a gran escala en donde se usan me´todos de descomposicio´n
de dominio en trabajos de Frankel (1993) [19], Komatitsch y Tromp (1999) [20], Bielak et al
(2003) [21,22], Komatitsch et al (2004) [23], Min et al (2003) [24], Frehner et al (2008) [25], Lee et
al (2008, 2009) [26–28], Ichimura et al (2009) [29], Ka¨ser et al (2009) [30], Bielak et al (2010) [31],
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Chaljub et al (2010) [32], Lan and Chang (2011) [33] and Cupillard et al (2012) [34].
En una segunda clase de me´todos, la condicio´n de radiacio´n es impuesta en te´rminos de for-
mulaciones integrales en la frontera que tienen una interaccio´n no-local entre los te´rminos de la
frontera. Estos, se corresponden con diferentes Me´todos de Elementos de Frontera (BEM). En este
caso la condicio´n del medio infinito se satisface de manera anal´ıtica haciendo uso de la funcio´n de
Green del problema [5, 16,35,36]. Los algoritmos resultantes son inherentemente no-locales, tanto
en el espacio como en el tiempo. En te´rminos generales, las formulaciones basadas en integrales
en la frontera dan resultados con alta exactitud aunque son computacionalmente demandantes;
los altos costos computacionales son en parte debidos a lo complejo de las funciones de Green de
algunos problemas. Las matrices resultantes de BEM, en general, no son sime´tricas y son den-
sas (completamente pobladas), adema´s el me´todo presenta dificultades para tratar con materiales
heteroge´neos y con no-linealidades. El uso de BEM para la solucio´n del problema de esparcimien-
to de ondas ela´sticas puede ser revisado en Pao y Varatharajulu (1976) [16], Beskos y Manolis
(1988) [37], Sa´nchez-Sesma y Campillo (1991) [38], Banerjee (1994) [39], Sa´nchez-Sesma y Luzo´n
(1995) [40], Janod y Coutant (2000) [41], Iturrara´n-Viveros et al (2005) [42] entre otros.
Una tercera estrategia de solucio´n que es comu´nmente usada es una combinacio´n que tiene en
cuenta los efectos de radiacio´n usando BEM mientras que el dispersor (incluyendo heterogeneidades
o no-linealidades) es tratado con un algoritmo de FEM, ver por ejemplo Brebbia y Georgiou
(1979) [43], Beer y Meek (1983) [44], Banerjee (1994) [39], Zienkiewicz et al (1997, 2005) [11, 45],
Boutchicha et al (2007) [46], Helldo¨rfer et al (2007) [47], Seghit et al (2009) [48] y Bielak et al
(2009) [49]. Este enfoque es bastante atractivo en el caso de modelizar el subdominio de BEM
con una formulacio´n basada en desplazamientos, haciendo ma´s sencillo el acople con la parte del
modelo discretizada con FEM. En este caso las condiciones de frontera de espacio infinito o semi-
infinito se reducen a la forma de un elemento finito basado en desplazamientos simple, y por
tanto puede ser incorporado en una gran cantidad de software comercial de elementos finitos que
permitan la inclusio´n de subrutinas de usuario, por ejemplo, Abaqus R© [50] y FEAP [51]. A pesar
de que esta te´cnica es ampliamente conocida, las matrices de rigidez resultantes que corresponden
a las condiciones de frontera de espacio infinito siguen siendo densas, lo cual destruye el cara´cter
bandeado de las matrices en el algoritmo de elementos finitos, convirtie´ndose en el para´metro que
controla los requerimientos de memoria.
Como se menciono´ anteriormente, esta parte del documento presenta algunas te´cnicas nume´ri-
cas aproximadas para la solucio´n del problema de esparcimiento de ondas ela´sticas para escenarios
de un taman˜o moderado que puedan ser incluidas en software de elementos finitos comerciales.
El enfoque que se trabajo´ esta´ basado en la conversio´n de la matriz de rigidez del sub-dominio
discretizacio´n con BEM, denominado super elemento de frontera, a una forma bandeada. Esta ope-
racio´n de bandear la matriz de rigidez resultante y no las matrices de desplazamientos y tracciones
de BEM directamente es obligatoria ya que la inversa de una matriz bandeada no es bandeada,
en general, y por otro lado, el producto de matrices bandeadas es una matriz bandeada pero con
un ancho de banda que es mayor que el de las matrices originales. Se conocen aproximaciones
similares en el caso de algoritmos de BEM puros. Bouchon et al (1995) [52] usaron un criterio
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en el que hac´ıan cero todos los te´rminos que estuvieran por debajo de un umbral prefijado para
hacer que la matriz fuera dispersa. Ostrowski et al (2006) [53] usaron matrices jera´rquicas y una
aproximacio´n adaptativa cruzada, el cua´l es un procedimiento completamente algebraico, para
comprimir los operadores integrales de BEM en forma discreta. Abe et al (2001) [54] y Eppler
y Harbrecht (2005) [55] usaron un BEM basado en wavelets para empaquetar las matrices resul-
tantes. El Me´todo de Elementos de Frontera con Multipolos Ra´pidos (FM-BEM), Liu (2009) [56],
ha ganado popularidad gracias a su bajo costo tanto en requerimientos de almacenamiento como
en tiempo de ca´lculo. Estos me´todos esta´n basados en una expansio´n lejana para los kernels de
las ecuaciones integrales. Fujiwara (1998, 2000) [57, 58] uso´ un me´todo FM-BEM para resolver
problemas de esparcimiento de ondas ela´sticas en 2D y 3D.
Cap´ıtulo 3
Solucio´n del Problema de Esparcimiento
3.1. Me´todo de Elementos de Frontera
El problema de esparcimiento esta´ esquematizado en la Figura 3.1. El dispersor es tratado
con un algoritmo de FEM cla´sico mientras que el semi-espacio es tratado con BEM. La forma de
trabajar el campo de desplazamientos es igual a la que presentaron Bielak y Christiano [60] en
donde la u´nica inco´gnita en el semi-espacio es el campo esparcido,
u = u0 + us,
en donde u representa el campo de desplazamientos totales, u0 el campo incidente ma´s el reflejado
y us el campo esparcido. Se desea expresar el problema en te´rminos del campo esparcido, para esto
se usa el hecho de que el campo de tracciones en la frontera puede expresarse como t + t0 + ts = 0.
Matema´ticamente, esto puede interpretarse como una serie de fuentes de campo esparcido, ubicadas
sobre la superficie de contacto entre los dos medios. El problema se formula entonces en te´rminos
de las funciones de Green usando un teorema de representacio´n integral (Me´todo de Frontera
Directo) o una superposicio´n de fuentes puntuales ubicadas sobre la frontera (Me´todo de Frontera
Indirecto).
Independientemente de si el Me´todo de Elementos de Frontera que se use es Directo o Indirecto,
ambos me´todos se basan en el concepto de soluciones fundamentales o funciones de Green para
un problema espec´ıfico Gij(x; ξ) y Hij(x; ξ, nˆξ). Estas funciones nos permiten expresar, respectiva-
mente, el desplazamiento y la traccio´n en la direccio´n i-e´sima en un punto x debidas a una carga
16
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DispersorSemi-espacio
Onda incidente
Figura 3.1. Representacio´n esquema´tica del problema de esparcimiento.
puntual aplicada en la direccio´n j-e´sima en el punto ξ como puede verse en(3.1)
ui(x) = Gij(x; ξ)Pj(ξ), (3.1a)
ti(x) = Hij(x; ξ, nˆξ)Pj(ξ). (3.1b)
Entonces un componente fundamental para la aplicacio´n de BEM es conocer las soluciones
fundamentales, o funciones de Green del problema. Si escribimos la ecuacio´n diferencial en forma
abstracta como
Lui(x) = fi(x), (3.2)
la funcio´n de Green ser´ıa la solucio´n de la ecuacio´n
L∗Gij(x); ξ) = δij(x− ξ) , (3.3)
L∗ es el operador adjunto de L, en el caso elastodina´mico L∗ = L y se dice que el operador es
autoadjunto. Desde un punto de vista f´ısico puede relacionarse a Gij con la respuesta que tiene
el sistema a un estimulo puntual (representado por el delta de Dirac), as´ı como u es la respuesta
(como desplazamiento) a un estimulo f que es una densidad volume´trica de fuerza. En el caso de un
semi-espacio el problema debe estar sujeto a condiciones de superficie libre (tracciones nulas) y los
desplazamientos generados por el campo esparcido deben ser cero en el infinito, estas condiciones
de frontera deben cumplirse tanto para la funcio´n u y sus derivadas como para la funcio´n Gij y
sus derivadas.
En el caso de un dominio acotado la funcio´n de Green puede expresarse como una supersposicio´n
de las funciones propias del operador L, en [5, 39] se expresan algunos me´todos para calcular las
funciones de Green en algunos problemas. En el caso de problemas semi-infinitos la funcio´n de
Green suele calcularse a partir de la funcio´n de Green del problema infinito usando el me´todo de las
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ima´genes [36,61] que es un procedimiento esta´ndar en electromagnetismo. En el caso elastodina´mico
el me´todo de las ima´genes no satisface la condicio´n de tracciones nulas y aparece un te´rmino extra
debido a que las componentes cortantes de las tracciones de la fuente y la imagen van en la misma
direccio´n [2,3,62], Bouchon y Aki [63] plantearon un me´todo basado en la superposicio´n de fuentes
puntuales para nu´meros de onda horizontales discretos ubicados sobre la superficie. Debido a la
complejidad de estas expresiones se presentan en el anexo Funciones de Green para el Semi-
espacio.
Una vez obtenidas las matrices que representan de manera discreta al dominio de intere´s se pro-
cede a excitar la superficie de contacto entre el semi-espacio y el dispersor, ver [60], para diferentes
valores de frecuencia. Estos valores de frecuencia se barren en un intervalo que esta´ relacionado
con el espectro de las sen˜ales para las que se desea conocer la respuesta. Una vez se resuelve para
cada frecuencia lo que se obtiene es la funcio´n de transferencia para esa frecuencia, para conocer la
respuesta – en el tiempo – a dicho estimulo basta con realizar la convolucio´n entre la transformada
de Fourier de la sen˜al y de esta funcio´n de transferencia.
3.1.1. Me´todo de Elementos de Frontera Directo (DBEM)
El Me´todo de Elementos de Frontera Directo se basa en el teorema de reciprocidad de Betti
para llevar a una representacio´n integral conocida como la identidad de Somigliana [1,39] que es la
base de la Ecuacio´n Integral en la Frontera (BIE, del ingle´s Boundary Integral Equation) que trata
el me´todo nume´rico. La BIE tambie´n puede ser obtenida a partir de las ecuaciones (3.2) y (3.3) e
integrando sobre el dominio de intere´s [5], lo cual puede ser entendido como un me´todo de residuos
ponderados en donde se escogen las funciones test como las funciones de Green del problema.
La ecuacio´n en la frontera (BIE) a resolver es
Cij(ξ)ui(ξ) =
∫
Γ
Gij(x; ξ)ti(x, nˆx)dΓ(x)−
∫
Γ
Hij(x, nˆx; ξ)ui(x, nˆx)dΓ(x)+
∫
Ω
Gij(x; ξ)fi(x, nˆx)dΩ(x) ,
(3.4)
en donde nˆx es el vector normal a la superficie en el punto x, Cij es un coeficiente que depende
de la suavidad de la frontera1 en el punto de integracio´n y toma el valor de 1/2 para fronteras
suaves, ti es el vector de tracciones, ui es el vector de desplazamientos y fi es el vector de fuerzas
de cuerpo.
Una vez formulada la represntacio´n integral para el problema se procede con una discretizacio´n
de la frontera del dominio en elementos para la obtencio´n de un sistema de ecuaciones algebraicas.
1Este coeficiente esta´ relacionado con el a´ngulo que subtiende la superficie (o contorno en el caso 2D) y desde
el punto de vista f´ısico se relaciona con el hecho de co´mo se distrubuir´ıan las tracciones. En el caso de una frontera
suave el valor es de 12 , para esquinas existen formas de calcular este coeficiente, ver por ejemplo [39,64]. El valor de
este coeficiente tambie´n puede ser obtenido a partir de consideraciones de equilibrio.
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Los elementos considerados son l´ıneas rectas con el valor de la variable (desplazamiento, traccio´n)
en su centroide, como se muestra en la Figura 3.2. Luego de seleccionar un punto de observacio´n
Ω
Figura 3.2. Dominio del problema (Ω) y su frontera (Γ). La frontera se discretiza en elementos
(segmentos de recta entre l´ıneas), y los puntos de colocacio´n esta´n ubicados en la mitad de los
elementos (representados con c´ırculos blancos).
ξl y aplicar colocacio´n a lo largo de los N puntos nodales xk obtenemos
Ciju
l
i = G
kl
ij t
k
i −Hklij uki , (3.5)
en donde Gklij y H
kl
ij son los coeficientes de influencia y se calculan con las integrales de las funciones
de Green sobre el elemento k y el punto de colocacio´n es ξl.
3.1.2. Me´todo de Elementos de Frontera Indirecto (IBEM)
La formulacio´n anterior se denomina directa ya que usa variables que tiene un significado f´ısico y
puede ser deducido de un Teorema de Trabajo Rec´ıproco. La deduccio´n del me´todo indirecto puede
iniciarse a partir de un teorema de representacio´n para un problema exterior y uno interior. Luego
de tener estas soluciones se superponen y la diferencia entre las soluciones interior y exterior es una
nueva variable en el sistema (en [65] se presenta la equivalencia entre las dos variantes, en [38,39]
tambie´n se presentan este procedimiento).
Aunque la versio´n indirecta de BEM esta´ comu´nmente asociada con la inclusio´n de variables
sin significado f´ısico, estas nuevas variables pueden recibir una interpretacio´n f´ısica. En el caso
elastodina´mico se corresponden con densidades de fuerza sobre la frontera y por tanto la ecua-
cio´n integral puede verse como una superposicio´n de cargas puntuales ubicadas en la frontera,
matema´ticamente ser´ıa equivalente a realizar la integral sobre la frontera de las ecuaciones (3.1),
que es un procedimiento esta´ndar en electrosta´tica en donde se integran densidades de carga para
obtener los valores de potencial y campo ele´ctricos.
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Asumiendo una frontera suave y despreciando las fuerzas de cuerpo, la ecuacio´n integral para
el IBEM es
ui(x) =
∫
Γ
Gij(x; ξ)φj(ξ)dΓ(ξ), (3.6a)
ti(x, nˆx) =
1
2
φj(x) +
∫
Γ
Hij(x; ξ, nˆξ)φj(ξ)dΓ(ξ), (3.6b)
en donde φj es la funcio´n de densidad de fuerzas sobre la frontera.
De igual forma que se hizo en el caso directo se genera un sistema de ecuaciones algebraicas
luego de seleccionar xk como punto de observacio´n y realizar colocacio´n a trave´s de los N puntos
nodales ξl se obtiene
uki = G˜
kl
ijφ
l
j, (3.7a)
tki = H˜
kl
ij u
l
j, (3.7b)
en donde G˜klij y H˜
kl
ij tienen el mismo significado que en algoritmo directo, sin embargo, hay que
tener en cuenta que los puntos de observacio´n y colocacio´n se han intercambiado. Debe notarse,
adema´s, que las matrices de desplazamientos Gklij y G˜
kl
ij son iguales debido a las simetr´ıas en la
funcio´n de Green. Por el contrario, las matrices de tracciones tienen transpuestos tanto los ı´ndices
de las direcciones como los argumentos de evaluacio´n y por tanto no coinciden. La comparacio´n
de los esquemas de colocacio´n se presenta en la Figura 3.3.
Ujl
U ik
tiknk
ξ lxk xk
tik
U ik
ξ l
nk
ϕlj
Punto de observaciónPunto de colocación Punto de observación Punto de colocación
Figura 3.3. Definicio´n de los puntos de observacio´n y colocacio´n en la formulacio´n directa
(izquierda) e indirecta (derecha)
3.2. Acoplamiento BEM/FEM
La idea principal de acoplar estos dos me´todos es la de obtener mejores resultados que usando
cada me´todo por separado. Este procedimiento de acople puede hacerse principalmente de dos
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formas, una es transformar la regio´n discretizada con FEM a su formato equivalente en BEM y la
otra consiste en transformar el subdominio aproximado con BEM a su formato equivalente en FEM.
Esta u´ltima posibilidad es ma´s atractiva ya que gran cantidad de software de Elementos Finitos
se ha escrito y adema´s es un algoritmo que ha sido ma´s ampliamente estudiado. El problema
de acoplar estos dos subdominios se reduce a reescribir las ecuaciones de BEM que relacionan
inco´gnitas nodales de tracciones y desplazamientos con tracciones y desplazamientos prescritos,
a una forma equivalente que relacione fuerzas y desplazamientos. En el caso de problemas semi-
infinitos el problema se simplifica ya que la superficie de BEM que no esta´ en contacto con el
dominio de FEM, denotada con SM en la Figura 3.4, tiene tracciones iguales a cero y por tanto no
introduce te´rminos independientes en el sistema de ecuaciones final. Para el problema de la onda
SN
uI
uS SM
ΩBΩF
n^
Figura 3.4. Esquema que describe el acople entre las discretizaciones por BEM y FEM.
plana que incide la relacio´n de rigidez que se debe implementar en el co´digo de FEM es la de un
Super-Elemento de Frontera y la informacio´n del campo incidente esta´ condensada en el vector de
cargas nodales, ver [60]. Volviendo a la Figura 3.4, llamamos a la parte del dominio de elementos
finitos ΩF . Este dominio se discretiza en elementos y sus nodos internos tienen grados de libertad
uI mientras que la superficie de contacto tiene grados de libertad uS. En general las discretizaciones
de las mallas de BEM y FEM pueden tener diferentes nu´mero de nodos en la superficie de contacto
y por tanto aparecen unas matrices de acople que transforman la informacio´n de una de las mallas
a otras, denotadas Ru y Rt, y expresamos
uN = RUuS, (3.8a)
FN(nˆ
∗) = Rtts(nˆ), (3.8b)
con nˆ = −nˆ∗. Desde un punto de vista f´ısico, lo que estamos haciendo en (3.8b) es imponer que
el cuerpo siga estando unido (el campo de desplazamientos debe ser continuo) y que ambos sub-
dominios esta´n en equilibrio. Si escribimos el sistema de ecuaciones resultante para el subdominio
discretizado por elementos finitos obtenemos[
KII KIS
KSI KSS
]{
uI
uS
}
=
{
FI
FS(nˆ)
}
, (3.9)
en donde FS(nˆ) son las fuerzas nodales en la superficie de contacto. Ana´logamente, para el subdo-
minio discretizado por BEM obtenemos un sistema de ecuaciones el cual podemos convertir a una
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forma fuerza-desplazamiento, haciendo uso de las matrices de acoplamiento ya mencionadas, para
llegar a
FN(nˆ
∗) = KHSuS, (3.10)
con FN(nˆ
∗) siendo las fuerzas en la superficie de contacto. Acoplando las ecuaciones (3.9) y (3.10)
haciendo uso de las condiciones impuesta para los desplazamientos y fuerzas en la superficie de
contacto se deduce [
KII KIS
KSI KSS +KHS
]{
uI
uS
}
=
{
FI
KHSu
0
S + F
0
S
}
. (3.11)
Los te´rminos u0S y F
0
S representan la informacio´n del campo incidente en te´rminos de fuerzas y
desplazamiento evaluados en la superficie de contacto y KHS describe la contribucio´n del semi-
espacio a las ecuaciones de equilibrio global.
Denotando las matrices de Green de tracciones como HDBEM y HIBEM para los me´todos
directo e indirecto, respectivamente podemos reescribir KHS como
KDBEMHS = RtH
DBEMG−1RU , (3.12a)
KIBEMHS = RtG
−1HDBEMRU , (3.12b)
en este caso no existe ninguna diferencia respecto al uso de una formulacio´n directa o indirecta
para la solucio´n del problema. Este tipo de ventajas pueden aparecer en el caso de sismolog´ıa
rotacional en donde se busca calcular con mayor precisio´n las rotaciones, lo cual suele hacerse
como diferenciacio´n nume´rica del campo de desplazamientos, ver [66].
3.3. Compresio´n de las Matrices de Rigidez
Debido a que BEM usa una representacio´n integral del problema se presenta interaccio´n entre
nodos que no esta´n cerca y por tanto las matrices G y H en (3.12b) son densas y por tanto tambie´n
lo es KHS. Con la idea de aumentar el taman˜o de los problemas que se pueden resolver y usar
solucionadores iterativos que suelen usarse en la mayor´ıa de co´digos comerciales se comprimieron
las matrices de rigidez del super-elemento para que quedara en forma bandeada. A pesar de existir
diversos trabajos en los que realizan compresiones sobre las matrices en las ecuaciones de BEM no
se encontraron trabajos en donde hagan lo mismo con las matrices de rigidez resultantes, que fue
lo que se realizo´ en esta parte del trabajo. Se usaron dos me´todos de compresio´n:
Me´todo de umbral, en donde todos los te´rminos de la matriz que sean menores a un porcentaje
prefijado del ma´ximo valor absoluto se hacen cero;
Me´todo de semi-ancho de banda, en este caso todos los valores por fuera de un semi-ancho
de banda fijado se hacen cero.
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Ambos me´todos esta´n basados en la tendencia de las matrices de BEM a ser diagonalmente domi-
nantes debido a las singularidades de las funciones de Green. Sin embargo, el me´todo de umbral es
conveniente ya que puede ser aplicado desde una base f´ısica, ya que los elementos de las matrices de
BEM pueden ser interpretados como coeficientes de influencia indicando que´ tan fuerte es el efecto
que causa cierta fuente puntual en la respuesta en cierto punto; entonces el umbral seleccionado
no es ma´s que un valor que dice hasta que´ intensidad deben considerarse estos coeficientes. Esta
tendencia de las matrices a ser diagonalmente dominantes puede observarse en la Figura 3.5.
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(a) Nivel de umbral = 0.01 (b) Nivel de umbral = 0.001
(c) Nivel de umbral = 0.0001
Figura 3.5. Apariencia de las matrices de rigidez para el can˜o´n semicircular despue´s de aplicar
diferentes niveles de umbral. En negro se presentan los valores diferentes de cero.
Cap´ıtulo 4
Resultados y Conclusiones
Para evaluar los me´todos de compresio´n en las matrices se resolvieron dos problemas de disper-
sio´n cla´sicos, el del can˜o´n semicircular y el del can˜o´n rectangular. Estos problemas constituyen un
escenario poco favorable para el me´todo si interpretamos las matrices resultantes como fronteras
absorbentes. La Figura 4.1 presenta una malla esquema´tica para el can˜o´n semicircular. Como se ve
so´lo hay una tira de elementos finitos, esto se debe a lo simple de las geometr´ıas tratadas, sin em-
bargo la geometr´ıa podr´ıa ser muy compleja e incluir tanto heterogeneidades como no-linealidades.
x
z
Figura 4.1. Malla esquema´tica para el can˜o´n semi-circular.
Se evaluo´ la respuesta de los can˜ones con las dos geometr´ıas a la incidencia de ondas P y S para
a´ngulos de 0◦ y 30◦ medidos respecto al eje vertical. Para la excitacio´n del can˜o´n se hizo incidir
una onda plana con una amplitud igual pulso de Ricker. Siguiendo la convencio´n de [67], este pulso
tiene la forma
f(t) =
√
pi
(
6 t2
b2
− 1
2
)
e−
6t2
b2
2
,
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y su transformada de Fourier es
fˆ(ω) = −pib
3ω2e−
b2ω2
24
8 6
3
2
.
Excitar con este tipo de sen˜al es muy comu´n ya que el espectro de la misma esta´ concentrado
alrededor de una sola frecuencia 2
√
6
b
, como puede verse en la Figura 4.2. Como umbral se tomaron
b
f (t)
t
(a) Pulso de Ricker. (b) Transformada de Fourier.
Figura 4.2. Gra´fico del pulso de Ricker y su transformada de Fourier.
valores entre 0,0 y 0,01, siendo 0,0 el valor correspondiente a la matriz original y a medida que
el valor se hace ma´s grande la aproximacio´n es ma´s pobre. En el caso del criterio del semi-ancho
de banda el taman˜o del semi-ancho de banda var´ıa entre 0,03 y 1,0, en donde la matriz completa
corresponde al valor de 1,0 y el valor de cero a una matriz so´lo con te´rminos en la diagonal.
El valor para el semi-ancho de banda relativo para las matrices aproximadas con el criterio del
umbral se presenta en la Tabla 4.1. Luego de hacer que las matrices sean bandeandas es interesante
Umbral
Semi-ancho de banda relativo
Can˜o´n Semi-circular Can˜o´n Rectangular
0 1 1
10−5 0,26 0,25
10−4 0,13 0,09
10−3 0,06 0,05
10−2 0,03 0,02
Tabla 4.1. Semi-ancho de banda relativo para las matrices comprimidas con el criterio de umbral.
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analizar que tantos recursos de almacenamiento tiene estas nuevas matrices resultantes. La matriz
original necesita de una memoria de n2 palabras (taman˜o de palabra que depende del tipo de dato
usado). Para la matriz aproximada el almacenamiento relativo requerido Rst puede ser aproximado,
despreciando las palabras requeridas para almacenar la diagonal, como
Rst(Rhbw) = 2Rhbw −Rhbw2 , (4.1)
en donde Rhbw es el semi-ancho de banda relativo. Tener un almacenamiento requerido del 50 %
de la matriz original es equivalente a tener un semi-ancho de banda relativo de 0,3, mientras que
0,13 ser´ıa equivalente a almacenar tan solo el 25 % de la informacio´n de la matriz original.
En las Figuras 4.3 a 4.10 se muestran las funciones de transferencia y las historias de los
desplazamientos en el tiempo (sismogramas sinte´ticos) para una frecuencia adimensional de η =
ωL/piβ = 1,0, en donde ω es la frecuencia angular, β la rapidez de la onda de corte y L es la longitud
caracter´ıstica del can˜o´n para los diferentes casos considerados. Los resultados se presentan como
funciones de transferencia, en donde el eje x es la posicio´n relativa dentro del can˜o´n y el eje y es
la amplificacio´n que tiene la sen˜al en ese lugar espec´ıfico dentro del can˜o´n. Tambie´n se presentan
resultados en el dominio del tiempo como sismogramas sinte´ticos, que representan la sen˜al que
medir´ıa una estacio´n sismogra´fica ubicada en el can˜o´n. El pulso de Ricker con el que se hizo la
excitacio´n tiene una frecuencia caracter´ıstica igual a η (ver Figura 4.2). La Figura 4.11 presenta
los errores relativos respecto a la norma-2 para diferentes niveles de aproximacio´n para todas las
ondas incidentes consideradas.
En general, los mejores resultados se obtuvieron para los desplazamientos verticales en el caso
de incidencia con onda P y para los desplazamientos horizontales para la incidencia con una onda
SV . Adicionalmente, y como se esperaba desde un punto de vista f´ısico, se obtuvieron mejores
resultados para el caso del can˜o´n semi-circular pues contiene menos fuentes de difraccio´n que el
can˜o´n rectangular, el cual tiene dos discontinuidades en el campo de deformaciones en las esquinas
inferiores. Este comportamiento se puede observar para los dos criterios usados, tanto el de umbral
como el de semi-ancho de banda.
(a) Desplazamiento horizontal (b) Desplazamiento vertical
Figura 4.3. Funcio´n de transferencia para un can˜o´n semicircular en el caso de una onda P que
incide verticalmente para una frecuencia adimensional de 1, se uso´ el criterio de umbral.
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(a) Matriz completa (b) Umbral = 0,00001
(c) Umbral = 0,0001 (d) Umbral = 0,01
Figura 4.4. Sismogramas sinte´ticos para los desplazamientos horizontales en un can˜o´n semicir-
cular para una onda P que incide verticalmente. Se muestran diferentes valores de umbral.
4.1. Conclusiones
Se evaluo´ un me´todo nume´rico aproximado para la solucio´n del problema de esparcimiento
de ondas ela´sticas en medio semi-infinitos, con la idea de facilitar el estudio del problema de
esparcimiento a un nivel de ingenier´ıa en computadores personales y en arquitecturas ya existentes
de elementos finitos. Se evaluo´ la pe´rdida de precisio´n asociada con la compresio´n de matrices de
rigidez completamente densas a matrices bandeadas con dos criterios diferentes. Dichas matrices,
son el producto de la discretizacio´n de un sub-dominio semi-infinito con un me´todo de elementos en
la frontera, p. ej., el me´todo de elementos de frontera directo y el me´todo de elementos de frontera
indirecto. Las te´cnicas propuestas esta´n orientadas a la solucio´n del problema a un nivel ingenieril
ya que se llega a matrices de rigidez que pueden ser fa´cilmente acopladas en co´digos de elementos
finitos existentes, como ABAQUS o FEAP. El procedimiento de compresio´n representa un ahorro
en memoria adema´s de que facilita el uso de solucionadores iterativos, comu´nmente usados en
programas de elementos finitos comerciales. A pesar de existir en la literatura procedimientos
similares para la compresio´n de matrices de BEM, no se conocen resultados publicados para la
compresio´n en algoritmo acoplados FEM/BEM. Se obtuvo buenos niveles de aproximacio´n para
desplazamientos verticales en el caso de incidencia de ondas P y para desplazamientos horizontales
en el caso de incidencia de ondas SV . Se presentaron errores mayores para el can˜o´n rectangular
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(a) Desplazamiento horizontal (b) Desplazamiento vertical
Figura 4.5. Funcio´n de transferencia para un can˜o´n rectangular en el caso de una onda SV que
incide a 30◦ para una frecuencia adimensional de 1, se uso´ el criterio de umbral.
debido a la presencia de puntos de singularidad en el campo de tracciones en las esquinas inferiores.
Se encontraron errores por debajo del 50 % para los rangos de aproximacio´n tratados, para un error
del 10 % corresponde un semi-ancho de banda de 0,13 lo que implica un almacenamiento de 0,25,
o equivalentemente un ahorro en memoria del 75 %.
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(a) Matriz completa (b) Umbral = 0,00001
(c) Umbral = 0,0001 (d) Umbral = 0,01
Figura 4.6. Sismogramas sinte´ticos para los desplazamientos horizontales en un can˜o´n rectan-
gular para una onda SV que incide a 30◦. Se muestran diferentes valores de umbral.
(a) Desplazamiento horizontal (b) Desplazamiento vertical
Figura 4.7. Funcio´n de transferencia para un can˜o´n semicircular en el caso de una onda SV que
incide verticalmente para una frecuencia adimensional de 1, se uso´ el criterio de semi-ancho de
banda.
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(a) Matriz completa (b) Semi-ancho de banda relativo = 0,26
(c) Semi-ancho de banda relativo = 0,13 (d) Semi-ancho de banda relativo = 0,03
Figura 4.8. Sismogramas sinte´ticos para los desplazamientos horizontales en un can˜o´n semicir-
cular para una onda SV que incide verticalmente. Se muestran diferentes valores de semi-ancho
de banda.
(a) Desplazamiento horizontal (b) Desplazamiento vertical
Figura 4.9. Funcio´n de transferencia para un can˜o´n semicircular en el caso de una onda P que
incide a 30◦ para una frecuencia adimensional de 1, se uso´ el criterio de semi-ancho de banda.
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(a) Matriz completa (b) Semi-ancho de banda relativo = 0,25
(c) Semi-ancho de banda relativo = 0,09 (d) Semi-ancho de banda relativo = 0,02
Figura 4.10. Sismogramas sinte´ticos para los desplazamientos horizontales en un can˜o´n semi-
circular para una onda P que incide a 30◦. Se muestran diferentes valores de semi-ancho de
banda.
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(a) Can˜o´n semi-circular (b) Can˜o´n rectangular
(c) Can˜o´n semi-circular (d) Can˜o´n rectangular
Figura 4.11. Comparacio´n de los diferentes criterios de compresio´n. Arriba, criterio de umbral, y
abajo, criterio de semi-ancho de banda. En todos los casos las geometr´ıas y el a´ngulo de incidencia
se vario´ como se mencio´n anteriormente. El error se calculo´ para las funciones de transferencia
para la frecuencia adimensional de 1.
Parte II
Ondas en Medios Infinitos: Dispersio´n
en Materiales Perio´dicos
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Cap´ıtulo 5
Estado del Arte
Esta parte del documento se refiere al desarrollo de una herramienta para encontrar las curvas
de dispersio´n en materiales perio´dicos usando FEM. La metodolog´ıa implementada se basa en el
teorema de Bloch para encontrar el comportamiento del material entero modelando una u´nica celda.
La propagacio´n de ondas meca´nicas en materiales perio´dicos tiene aplicaciones en el tratamiento
de sen˜ales me´dicas para el diagno´stico no invasivo [69], en acu´stica submarina en el disen˜o de
recubrimientos absorbentes en el ultrasonido [70]. Adema´s tambie´n tiene aplicaciones potenciales
en el caso de ensayos no destructivos y diagno´stico en sitio, en donde heterogeneidades de cierta
longitud caracter´ıstica quieren ser detectada pero los modelos cla´sicos no son suficientes. Otra
a´rea que ha motivado el estudio de la propagacio´n de ondas en materiales celulares es el de los
metamateriales [71,72], que son materiales con propiedades que no se encuentran en la naturaleza
como un coeficiente de Poisson negativo [73], o un mo´dulo de compresibilidad negativo [74].
Los materiales so´lidos son heteroge´neos a escalas pequen˜as. La hipo´tesis de continuo es va´lida si
los campos de esfuerzos y deformaciones var´ıan suavemente en comparacio´n con las escalas micro-
estructurales existentes. En algunos casos esta hipo´tesis no es va´lida y se pueden presentar fuertes
gradientes de esfuerzos (y deformaciones) cerca de grietas, por ejemplo. Este comportamiento es
ma´s notorio en los problemas de propagacio´n de ondas a altas frecuencias en donde las longitudes
de onda pueden interactuar con la microestructura dando lugar a un comportamiento de micro-
esparcimiento. Esta respuesta puede observarse en el laboratorio gracias al cara´cter dispersivo de
la propagacio´n. No obstante, estos efectos no pueden ser capturados directamente con modelos
basados en el continuo cla´sico.
Los problemas de propagacio´n de ondas pueden tratarse con tres tipos de modelos (ver Figura
5.1):
Meca´nica del Continuo.
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F´ısica del Estado So´lido.
F´ısica Estad´ıstica.
En el primer grupo se asume que el so´lido es un conjunto de puntos materiales en donde
las propiedades y variables relacionadas son tratadas como funciones continuas de la posicio´n.
La teor´ıa del continuo cla´sico esta´ bien establecida y existe una amplia variedad de software
nume´rico comercial para resolver los problemas de valores en la frontera resultantes. En el caso de
problemas con materiales heteroge´neos enfrentados con el continuo cla´sico, al modelo se le asignan
unas propiedades del material efectivas. Sin embargo, estos modelos no tienen la capacidad de
capturar efectos dispersivos ya que la cinema´tica es la correspondiente a un cuerpo homoge´neo.
Aunque se han introducido efectos dispersivos en aproximaciones desde el continuo cla´sico a trave´s
de propiedades viscoela´sticas en el factor de calidad Q estas propuestas son emp´ıricas. En el caso
de continuos de Cosserat los puntos materiales tienen grados de libertad de rotacio´n adicionales.
Esto afecta el comportamiento cinema´tico del modelo, permite la aparicio´n de nuevos tipos de
ondas, y cambia aquellas existentes en el caso cla´sico. En la propagacio´n de ondas estos modelos
han sido tratados principalmente con propiedades efectivas obtenidas a trave´s de un promedio
espacial (homogenizacio´n). Diebels et al (2005) [75] propusieron una te´cnica de homogenizacio´n a
un continuo de Cosserat denominada FE2 (Elementos Finitos en dos niveles) para la simulacio´n
del comportamiento multiescala de espumas, en donde consideraron un modelo de vigas en la
escala micro. Similarmente Ja¨nicke (2011) [76, 77] obtuvo relaciones de dispersio´n para un so´lido
de Cosserat usando una te´cnica de homogenizacio´n. Otra alternativa es el uso de modelos no-
locales en donde la respuesta del punto material depende del comportamiento de un conjunto de
puntos en un volumen; la contribucio´n de cada punto se considera con relaciones integrales usando
unas funciones kernel. La formulacio´n de la funcio´n kernel apropiada es un proceso arbitrario
convirtiendo el me´todo en cierta medida en algo emp´ırico, ver Eringen (2002) [78]. Un trabajo
reciente en esta l´ınea ha sido realizado por Challamel et al (2009) [79] quienes presentan efectos
dispersivos en so´lidos usando un modelo no-local y comparan sus resultados con otros obtenidos
usando dina´mica de redes cristalinas. De igual forma Artan y Altan (2002) [80] usaron modelos de
elasticidad no-local para simular la propagacio´n de ondas SV en un medio estratificado con una
distribucio´n de capas perio´dica.
En un segundo grupo se utilizan conceptos de la f´ısica del estado so´lido como celdas unitarias,
funciones de Bloch, y zonas de Brillouin para describir las ondas en el so´lido; ver Kittel (1996) [81].
El campo de desplazamientos se asume perio´dico en las celdas de la red y al interior de cada
celda el so´lido es tratado como un continuo. Ruzzene et al (2003) [82] modelaron estructuras de
panales de abeja y panales de abeja con a´ngulos re-entrantes, este u´ltimo exhibe un mo´dulo de
Poisson negativo a nivel macro, con la idea de encontrar la direccionalidad de la estructura –la cual
puede ser usada como un filtro acu´stico–. Srikantha et al (2006) [83] estudiaron el comportamiento
dispersivo de cuatro microestructuras: triangular, panales de abeja cuadrados y hexagonales, y
red de kagome. Ellos mostraron, adema´s, que las ramas presentes en las curvas de dispersio´n
esta´n relacionadas de cierta forma con los modos de vibracio´n de la celda. Aberg y Gudmunson
(1997) [84] realizaron simulaciones de materiales con microestructura perio´dica en el software
CAPI´TULO 5. ESTADO DEL ARTE 37
Abaqus R© usando una representacio´n real de las matrices, doblando el nu´mero de grados de libertad
del modelo; usaron esta te´cnica para obtener las curvas de dispersio´n para un compuesto con
fibras hexagonales. Las condiciones de Bloch no permiten capturar defectos en la red. Sin embargo
si se toma una supercelda (formada por muchas celdas) y se imponen condiciones de Born-von
Ka´rma´n (periodicidad) [85], estos efectos pueden tenerse en cuenta. Takahashi y Suto (1950) [86,87]
usaron las condiciones de Born-von Ka´rman para modelizar la propagacio´n de ondas en materiales
granulares (p. ej. arenas). Ma´s recientemente Riccardi et al (2009) usaron las condiciones de Born-
von Ka´rma´n para simular las vibraciones de una red hecha de cadenas de proteinas [88]. Lee et
al [89] modelizaron la estructura de bandas de un superconductor basado en hierro usando las
mismas condiciones de frontera.
En un tercer grupo se pueden identificar las te´cnicas que describen el so´lido a trave´s de la
meca´nica estad´ıstica. Dentro de este grupo esta´n los Me´todos de Lattice-Boltzmann (LB) que
han sido ma´s usados en la meca´nica de fluidos y tienen una motivacio´n adicional en la creciente
capacidad de las GPU. Luthi (1998) [90] presenta una propuesta para estudiar ondas de radio y
propagacio´n de fracturas usando LB. Una estrategia de LB para tratar ondas de choque en so´lidos
puede verse en Xiao (2007) [91]. Nabovati (2011) [92] desarrollo´ una metodolog´ıa LB para el trans-
porte de fonones en materiales cristalinos. Otro grupo de te´cnicas basadas en la f´ısica estad´ıstica
es el de simulaciones atomı´sticas en donde el so´lido es tratado como un conjunto de part´ıculas
discretas. Tadmor et al(1996) presentan una formulacio´n mixta continuo-atomı´stica para la defor-
macio´n de so´lidos en donde las relaciones constitutivas se remplazan por interacciones atomı´sticas;
con esta aproximacio´n se estudio´ el problema de nanoindentacio´n. Weinan y Huang (2002) [93]
usaron una formulacio´n mixta Dina´mica Molecular-Continuo para simular el comportamiento de
redes cristalinas con defectos y para describir la meca´nica de la interfaz entre dos so´lidos.
En el contexto local, el Grupo de Meca´nica Aplicada de la Universidad EAFIT ha trabajado
los u´ltimos 6 an˜os tanto en problemas de propagacio´n de ondas como en el estudio de teor´ıas del
continuo no-cla´sicas usando simulaciones nume´ricas. Se han usado diferentes me´todos como: FEM,
BEM y me´todos h´ıbridos; una revisio´n de diferentes alternativas para estudiar el problema de es-
parcimiento de ondas puede verse en Go´mez et al (2010) [17]. Ma´s recientemente Guar´ın y Go´mez
(2011) [94] trabajaron en me´todos para comprimir las matrices de rigidez resultantes de algoritmos
acoplados FEM-BEM para manejar las condiciones de radiacio´n en dominios semi-infinitos. En el
campo de modelos de Cosserat el grupo ha trabajado en diversos problemas con idea de captu-
rar diferentes efectos microestructurales. Por ejemplo, una versio´n de la teor´ıa reducida de las
ecuaciones de Cosserat se implemento´ usando un esquema de integracio´n reducida con funciones
de penalizacio´n en Go´mez (2008) [95] para capturar efectos de plasticidad de gradiente. Ve´lez y
Go´mez (2011) [96] han trabajado en una comparacio´n entre la versiones de Cosserat reducido y
Cosserat completo para clarificar cua´l modelo funciona mejor para una aplicacio´n dada. Finalmen-
te, Go´mez et al (2011) [97] presentan una implementacio´n de propagacio´n de ondas para so´lidos
de Cosserat semi-infinitos en donde la idea es capturar el comportamiento dispersivo del medio.
El Grupo de Lo´gica y Computacio´n de la misma universidad ha realizado trabajos en el campo
de la F´ısica del Estado So´lido, Gutie´rrez encontro´ las caracter´ısticas de dispersio´n para un cristal
foto´nico bi-dimensional haciendo uso del Me´todo de Expansio´n en Ondas Planas [98]. Villegas [99]
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simulo´ efectos de confinamiento en el grafeno, la cual es una estructura perio´dica bidimensional
formada por carbono, usando el me´todo de operador de separacio´n con transformada ra´pida de
fourier (FFT-SOM) con aproximacio´n Tight Binding de los potenciales ato´micos y condiciones de
Bloch sobre las funciones de onda.
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Figura 5.1. Alternativas para estudiar so´lidos con microestructura
Cap´ıtulo 6
Propagacio´n de Ondas en un Material
Perio´dico
Un material perio´dico se define como la repeticio´n de un motivo dado en una, dos o tres de las
direcciones del espacio. El motivo se refiere a una heterogeneidad a nivel microestructural y puede
contener diversos materiales con diferentes geometr´ıas. Los materiales, a su vez, pueden ser so´lidos
o fluidos.
Un material de este tipo esta´ completamente descrito por una red y una unidad elemental, que
se denomina celda elemental. La red esta´ definida por unos vectores base, y la dimensio´n de esta
base es el nu´mero de direcciones de la periodicidad. Estos vectores se denominan vectores base
de la red, y permiten construir el material perio´dico completo aplicando operaciones de traslacio´n
sucesivas [100]. Para un material perio´dico en las tres direcciones del espacio, denominado material
perio´dico 3D, denotaremos los vectores base como a1, a2 y a3 (ver Figura 6.1). En el caso de una
periodicidad 2D se puede tener un material que es infinito o finito en la tercera dimensio´n (ver
Figura 6.2), en este caso los vectores base se denotan a1 y a2. Tambie´n puede tenerse un material
que es perio´dico en una direccio´n, denominado material perio´dico 1D, y e´ste puede tener dos de
sus dimensiones finitas o infinitas.
6.1. Teorema de Bloch
Partamos de una ecuacio´n de la forma
Lu(x) = ω2u(x) , (6.1)
40
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Figura 6.1. Descripcio´n de un material perio´dico en 3D
en donde L es un operador diferencial con propiedades algebraicas similares a la ecuacio´n de onda.
El teorema de Bloch establece que la solucio´n para (6.1) es
u(x) = w(x)eik·x , (6.2)
en donde w(x) es una funcio´n con la misma periodicidad del material y comu´nmente se llama
funcio´n de Bloch. El teorema de Bloch segu´n [81] establece
Las funciones caracter´ısticas de la ecuacio´n de onda para un potencial perio´dico son el
producto entre una onda plana exp(ik·x) y una funcio´n w(x) con la misma periodicidad
de la red del cristal.
Si escribimos la solucio´n (6.2) para el punto x + a obtenemos
u(x + a) = w(x + a)eik·(x+a) ,
siendo a = niai un vector de periodicidad de la red, y ni ∈ Z. Como w(x) debe tener la misma
periodicidad que la red
u(x + a) = w(x)eik·(x+a) ,
lo que implica
w(x + a) = u(x)e−ik·(x+a) ,
y remplazando esto en (6.2) se llega a
u(x + a) = u(x)eik·a . (6.3)
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Figura 6.2. Descripcio´n de un material perio´dico en 2D
La ecuacio´n (6.3) se denomina una condicio´n de periodicidad de Bloch o de Bloch-periodicidad.
Adema´s de la forma presentada en la ecuacio´n (6.1), podr´ıamos tener una ecuacio´n de la forma
Lu(x) = ω2u(x) + f(ω) , (6.4)
en donde f(ω) es una fuerza de cuerpo armo´nica con frecuencia ω que tiene la misma periodicidad
que la celda, ver [15].
6.1.1. Teorema de Bloch en Elastodina´mica
Consideremos la propagacio´n de ondas en un material ela´stico, lineal e isotro´pico. La cual pode-
mos describir mediante la ecuacio´n de Navier-Cauchy en el dominio de la frecuencia (despreciando
fuerzas de cuerpo)
(λ+ µ)∇(∇ · u) + µ∇× (∇× u) = −ω2ρu .
El vector de desplazamientos puede expresarse como u = ∇ϕ + ∇ × ψ gracias al teorema de
descomposicio´n de Helmholtz [5, 35], y los potenciales ϕ,ψ son el potencial escalar y vectorial,
respectivamente. Estos potenciales verifican
∇2ϕ = −ω
2
α2
, ϕ
∇2ψ = −ω
2
β2
ψ ,
donde α, β son las rapideces de las ondas longitudinal y transversal, respectivamente.
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Y como las ecuaciones para los potenciales ϕ,ψ son ecuaciones de onda se verifica el teorema
de Bloch y por tanto
ϕ(x) = ϕ(x + a)eik·a,
ψ(x) = ψ(x + a)eik·a ,
y
u(x) = ∇ϕ(x) +∇×ψ(x) = eik·a∇ϕ(x) + eik·a∇×ψ(x),
= eik·a [∇ϕ(x) +∇×ψ(x)] = eik·au(x + a) .
Y por tanto el teorema de Bloch se satisface para el caso del campo de desplazamientos, i.e.
u(x) = eik·au(x + a) .
6.2. Teorema de Bloch como Condicio´n de Frontera
Si partimos de la ecuacio´n reducida de onda [1] el problema de valores en la frontera estar´ıa
dado por
(λ+ 2µ)∇(∇ · u) + µ∇× (∇× u) = −ω2ρu en Ω,
u(x + a) = u(x)eik·a en Γ,
t(x + a) = −t(x)eik·a en Γ .
A este tipo de condiciones de frontera las denominaremos condiciones de Bloch-periodicidad. El
operador de esta ecuacio´n en derivadas parciales es autoadjunto y positivo para las condiciones
de Bloch-periodicidad [12,101], y por tanto los valores propios son positivos. Luego de discretizar
este problema por FEM las matrices resultantes son hermı´ticas y definidas positivas. Esto esta´ en
concordancia con el hecho de que la energ´ıa total del sistema deba ser siempre mayor que cero y
que los valores propios (frecuencias al cuadrado) deban ser todas positivas.
El problema puede formularse de manera equivalente para la funcio´n de Bloch w(x) en donde
las condiciones de Bloch-periodicidad pueden ser remplazadas por condiciones de periodicidad
simples [102]. El Problema de Valores en la Frontera equivalente ser´ıa
Bw = −ω2ρw en Ω,
w(x + a) = w(x) en Γ,
∂w
∂nˆ
(x + a) =
∂w
∂nˆ
(x) en Γ ,
en donde B es el operador
B = (λ+ µ) [∇∇ ·+i{k∇ ·+k · ∇+ k×∇×}] ()− µ [∇2 + 2ik · ∇ − ‖k‖2] () .
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6.3. Forma Variacional para Elastodina´mica con condicio-
nes de Bloch
Partamos de la ecuacio´n de momento en el dominio de la frecuencia
σrs,s + fr(ω) = −ρω2ur, en Ω,
en donde fr es una fuerza armo´nica en la direccio´n r, σrs = Crsklkl y kl = 1/2(uk,l + ul,k). Las
condiciones frontera son
ur(xs + as) = ur(xs)e
iksas en Γ, (6.5a)
tr(xs + as) = −tr(xs)eiksas en Γ, (6.5b)
siendo tr tracciones sobre la superficie de la celda.
Ahora, multiplicamos la ecuacio´n de momento por el complejo conjugado de una funcio´n arbi-
traria vr e integramos sobre el dominio
1∫
Ω
v∗r [σrs,s + fr(ω)]dΩ = −ω2
∫
Ω
ρv∗rurdΩ ,
el complejo conjugado es denotado por ∗. Haciendo uso de la relacio´n constitutiva∫
Ω
v∗rCrsklkl,sdΩ +
∫
Ω
v∗rfrdΩ = −ω2
∫
Ω
ρv∗rurdΩ ,
y usando el teorema de la divergencia
−
∫
Ω
vr, s
∗CrsklkldΩ +
∫
Ω
v∗r tr(ns)dΓ +
∫
Ω
v∗rfrdΩ = −ω2
∫
Ω
ρv∗rurdΩ ,
con tnsr = Crsklklns, si tomamos vr = ur y tenemos en cuenta que el tensor rs es sime´trico se
obtiene
−
∫
Ω
rsCrsklkldΩ +
∫
Γ
u∗rtr(ns)dΓ
∫
Ω
u∗rfr(ω)dΩ = −ω2
∫
Ω
ρu∗rurdΩ .
Y despreciando las fuerzas de cuerpo, el Funcional de Energ´ıa para este problema ser´ıa
Π(ω) =
∫
Ω
∗rs(x)Crskl(x)kl(x)dΩ− ω2
∫
Ω
ρ(x)u∗r(x)ur(x)dΩ−
∫
Γ
u∗r(x)tr(x)dΓ . (6.6)
1Comu´nmente, en la deduccio´n de las formas de´biles en FEM se multiplica por una funcio´n arbitraria vr que
es real. En este caso la funcio´n es compleja y para poder verificar las propiedades de producto interior que deben
satisfacer las funciones para garantizar algunas bondades matema´ticas debe multiplicarse por su complejo conjugado,
ver por ejemplo [5, 103].
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El primer te´rmino en la ecuacio´n (6.6) es la energ´ıa de deformacio´n al interior del dominio, el
segundo te´rmino corresponde a la energ´ıa cine´tica para un movimiento armo´nico con frecuencia
angular ω, el u´ltimo te´rmino corresponde a la energ´ıa de deformacio´n en la frontera del dominio. El
te´rmino de la frontera esta´ relacionado con la imposicio´n de las condiciones de frontera naturales (de
Neumann) en la formulacio´n de FEM. En este caso particular las condiciones de Bloch-periodicidad
para las fuerzas estara´n satisfechas de manera impl´ıcita en la forma variacional, como veremos con
ma´s detalle. Ya que el dominio es una u´nica celda de una red que debe formar un teselado2, las
fronteras pueden agruparse por pares, es decir, cada lado (lado de referencia) debe tener un lado
opuesto (lado imagen), y por tanto el u´ltimo te´rmino en (6.6) puede escribirse como∫
Γ
u∗r(x)tr(x)dΓ =
∑
l
∫
Γl
[u∗r(x)tr(x) + u
∗
r(x + al)tr(x + al)]dΓ ,
en donde el ı´ndice l se refiere a cada uno de los pares de lados opuestos en la frontera. Por tanto∫
Γ
u∗r(x)tr(x)dΓ =
∑
l
∫
Γl
[u∗r(x)tr(x) + e
−ik·alu∗r(x)tr(x + al)]dΓ ,∫
Γ
u∗r(x)tr(x)dΓ =
∑
l
∫
Γl
u∗r(x)[tr(x) + e
−ik·altr(x + al)]dΓ ,
y la expresio´n en corchetes es la condicio´n (6.5b), y por tanto igual a cero. Esta forma variacional
puede plantearse para otros operadores que tengan propiedades algebra´icas similares a una ecuacio´n
de onda y que sean positivos definidos [12,101,104].
6.4. Bloch-periodicidad en FEM
Las condiciones de Bloch-periodicidad en un problema de Elementos Finitos o, de manera ma´s
general, en un problema discreto pueden plantearse como una serie de relaciones entre los grados
de libertad de lados opuestos para una celda unitaria.
2Un teselado es un patro´n regular que cubre todo el espacio sin dejar zonas espaciadas/huecos y en el que no se
deben superponer las figuras.
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(a) Celda original.
Nodosimagen
Nodos dereferencia
(b) Celda reducida. Los grados de li-
bertad relevantes se encuentran re-
saltados. Los nodos imagen son los
nodos que se retirara´n del sistema
y los nodos de referencia (c´ırculos
blancos en el esquema) contienen la
informacio´n de los nodos imagen.
Figura 6.3. Celda unitaria con ro´tulos para los grupos de grados de libertad
Partamos del problema original
[K − ω2M ]{u} = {f} , (6.7)
en donde
u = [ul ur ub ut ulb urb ult urt ui]
T = [u1 u2 u3 u4 u5 u6 u7 u8 u9]
T ,
f = [fl fr fb ft flb frb flt frt fi]
T = [f1 f2 f3 f4 f5 f6 f7 f8 f9]
T ,
los sub´ındices esta´n descritos en al Figura 6.3.
Del teorema de Bloch sabemos que
u2 = e
iψxu1, u4 = e
iψyu3, u6 = e
iψxu5,
u7 = e
iψyu5, u8 = e
i(ψx+ψy)u5,
con ψx = 2kxda y ψy = 2kydb los saltos de fase en x y en y, respectivamente y (kx, ky) = k el vector
de onda. Si pensamos las relaciones anteriores como parte de una transformacio´n lineal podemos
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escribir 
u1
u2
u3
u4
u5
u6
u7
u8
u9
︸ ︷︷ ︸
u
=

Inl 0 0 0
Inle
iψx 0 0 0
0 Inb 0 0
0 Inbe
iψy 0 0
0 0 I2 0
0 0 I2e
iψx 0
0 0 I2e
iψy 0
0 0 I2e
i(ψx+ψy) 0
0 0 0 Ini

︸ ︷︷ ︸
T

u1
u3
u5
u9
︸ ︷︷ ︸
uR
, (6.8)
siendo In matrices identidad de taman˜o n igual al nu´mero de grados de libertado asociado con
el grupo respectivo. Podemos escribir la ecuacio´n (6.8) en forma compacta como u = TuR y
remplazando (6.8) en (6.7) obtenemos
[KT ]uR = ω
2[MT ]uR . (6.9)
Del teorema de Bloch tenemos, adema´s, las siguientes condiciones de equilibrio
f2 + e
iψxf1 = 0, f4 + e
iψyf3 = 0,
f8 + e
iψxf6 + e
iψyf7 + e
i(ψx+ψy)f5 = 0 .
Y si pensamos estas relaciones como otra transformacio´n lineal podr´ıamos escribir

0
0
0
f9
︸ ︷︷ ︸
fR
=

Inl Inle
−iψx 0 0 0 0 0 0 0
0 0 Inb Inbe
−iψy 0 0 0 0 0
0 0 0 0 I2 I2e
−iψx I2e−iψy I2e−i(ψx+ψy) 0
0 0 0 0 0 0 0 0 Ini

︸ ︷︷ ︸
TH

f1
f2
f3
f4
f5
f6
f7
f8
f9
︸ ︷︷ ︸
f
.
(6.10)
Ahora, multiplicamos (6.9) por TH , donde TH denota la transpuesta Hermı´tica de T ,THKT︸ ︷︷ ︸
KR
−ω2 THKT︸ ︷︷ ︸
MR
 {uR} = {fR} . (6.11)
El nuevo sistema de ecuaciones tiene un taman˜o n× n, siendo n el nu´mero de variables indepen-
dientes en uR, y las matrices KR y MR son Hermı´ticas ya que las matrices originales K y M eran
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reales y sime´tricas. Si despreciamos las fuerzas de cuerpo fR obtenemos el problema de valores
propio generalizado para el sistema reducido
[KR]{uR} = ω2[MR]{uR} . (6.12)
La implementacio´n de las condiciones de frontera de Periodicidad y Bloch periodicidad puede
ser lograda de dos formas diferentes:
modificando la conectividad, adema´s de las funciones de forma (ver Figura 6.4); o
ensamblando las matrices de masa y de rigidez como si no tuvieran condiciones de frontera
y luego, a partir de operaciones elementales fila y operaciones elementales columna, obtener
las matrices con las condiciones impuestas.
La modificacio´n a hacer sobre la malla se ilustra bien en la Figura 6.4, en donde la continui-
dad esta´ garantizada en el caso de Periodicidad y aparece un salto de fase en el caso de Bloch-
periodicidad.
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1φ 3φ2φ 4φ
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1 2 4
2 3
3
(a) Condiciones de Neumann
1
3φ2φ
1
1 2 4
2 3
3
(b) Condiciones de Dirichlet
1
1φ 3φ2φ
1
1 2 1
2 3
3
1φ
(c) Condiciones de Periodicidad
1
1φ 3φ2φ 1
1φIm( )
1φRe( )
1
1 2 1
2 3
3
|φ |
(d) Condiciones de Bloch-periodicidad
Figura 6.4. Funciones base para elementos finitos lineales. (a) Para condiciones de Neumann;
(b) para condiciones de Dirichlet; (c) para condiciones de Periodicidad; and (d) para condiciones
de Bloch-periodicidad. Las partes real e imaginarias de ϕ1 se ilustran en la base con condiciones
de Bloch en (d) para un salto de fase de ka = pi/3(ω = [0, a]). El mo´dulo de ϕ1 es el mismo para
x = 0 y para x = a.
En el caso de obtener las matrices sin condiciones de frontera pueden obtenerse las matrices
reducidas de dos formas diferentes, una de ellas es la aplicacio´n de operaciones elementales. Si
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llamamos a los nodos de un lado de la celda nodos de referencia y a los nodos correspondientes
en el lado opuesto nodos imagen, el procedimiento para obtener las matrices de rigidez y masa
reducidas ser´ıa [103]
Multiplicar todos los elementos Akl asociados con un nodo de la frontera por f
∗
kfl.
Para cada fila i de A asociada con un nodo de referencia, sumar todas las filas k asociadas con
los correspondientes nodos imagen. Para cada columna j asociada con un nodo de referencia,
sumar todas las columnas l correspondientes con un nodo imagen.
Eliminar todas las filas k y las columnas k asociadas con nodos imagen.
El factor multiplicativo fj = e
ik·xj , en donde xj son las coordenadas del nodo j-e´simo y f ∗ es el
complejo conjugado de f . Una mejor descripcio´n de este procedimiento se hace en el Algoritmo 1.
Otra forma de imponer las condiciones de Bloch es ensamblando la matriz de transformacio´n
T y haciendo los productos matriciales presentados en (6.11). Luego de aplicar este procedimiento
los nodos imagen se habra´n retirado del sistema de ecuaciones y estara´n condensados [15, 70] en
los nodos de referencia correspondientes, por tanto los identificadores de ecuaciones (numeracio´n
de ecuaciones) habra´n cambiado. El procedimiento para ensamblar la matriz T es el siguiente:
Identificar cua´l sera´ el nuevo identificador de los nodos de referencia luego de eliminar los
nodos imagen.
Para los nodos de referencia y los nodos interiores corresponde un 1 en la matriz. La fila es
el identificador actual y la columna es el identificador nuevo.
Para los nodos imagen corresponde un nu´mero complejo eikx(ximg−xref)eiky(yimg−yref) en la ma-
triz, con xref, ximg, yref, yimg las coordenadas en x, y para los nodos de referencia e imagen,
respectivamente. La fila es el identificador para ese nodo imagen y la columna es el identifi-
cador nuevo para el nodo de referencia que se corresponde con ese nodo imagen.
Las entradas restantes de la matriz son iguales a cero.
Como puede verse este procedimiento es equivalente a organizar en una matriz las operaciones
elementales por filas/columnas que se realizaron en el procedimiento descrito con anterioridad [105].
Este procedimiento esta´ descrito con mayor claridad en el Algoritmo 2.
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Algoritmo 1: Impone las condiciones de Bloch usando operaciones elementales fila.
Input : A: Matriz original
kx, ky: componentes del vector de onda
nodos: arreglo con las coordenadas de los nodos
imagen, referencia: arreglo correspondientes con los nodos imagen y de referencia
referencia2: arreglo con los nodos de referencia sin repetir
Output: Matriz A con las condiciones de Bloch impuestas
for i=1 to n img do // Fases para los nodos imagen
img index ← imagen[i]
x img ← nodos[img index,1]
y img ← nodos[img index,2]
fac ← eikxx imgeikyy img
A[img index, :] ← A[img index, :]fac
A[:, img index] ← A[:, img index]fac∗
end
for i=1 to n ref do // Fases para los nodos de referencia
ref index ← referencia2[i]
x ref ← nodos[ref index,1]
y ref ← nodos[ref index,2]
fac ← eikxx refeikyy ref
A[ref index, :] ← A[ref index, :]fac
A[:, ref index] ← A[:, ref index]fac∗
end
for i=1 to n cond do // Suma de filas/columnas imagen a filas/columnas de
referencia
img index ← imagen[i]
ref index ← referencia[i]
A[ref index, :] ← A[ref index, :] + A[img index, :]
A[:, ref index] ← A[:, ref index] + A[:,img index, :]
end
for i=1 to n imag do // Eliminacio´n de filas/columnas imagen
img index ← imagen[i]
A[ref index, :] ← borrar fila img index de A
A[ref index, :] ← borrar columna img index de A
end
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Algoritmo 2: Impone las condiciones de Bloch usando matrices de transformacio´n.
Input : A: Matriz original
kx, ky: componentes del vector de onda
coords: arreglo con las coordenadas de los nodos
imagen, referencia: arreglo correspondientes con los nodos imagen y de referencia
ndof, ncond: numero de grados libertad y numero de condiciones entre nodos
Output: Matriz A con las condiciones de Bloch impuestas
index vec ← ~0 // Vector con los nuevos indicadores de ecuaciones
for i=1 to ncond do
index vec[imagen[i]] ← - referencia[i] // Indicador igual al negativo del nodo de
referencia correspondiente
end
for i=1 to ndof do // Asignacion de los nuevos indicadores
cont ← 0
for j=1 to ncond do Cuenta cuantos nodos imagen hay antes del nodo actual
if index vec[i] < 0 then
if imagen[j] < |index vec[i]| then
cont ← cont + 1
end
else if imagen[j] < i then
cont ← cont + 1
end
end
if index vec[i] < 0 then Asigna los nuevos indicadores
index vec[i] ← index vec[i] + cont
else
index vec[i] ← i - cont
end
end
T ← 0; index ref ← - index vec
for i=1 to ndof do
if index vec[i] > 0 then
j ← index vec[i]
T[i,j] ← 1
else
j ← |index vec[i]|
i ref ← index ref[i]; i img ← i
x img ← coords[i img,1]; y img ← coords[i img,2]
x ref ← coords[i ref,1]; y ref ← coords[i ref,2]
fac ← eiψx(x img - x ref)eiψy(y img - y ref)
T ← fac
end
end
A ← THAT
Cap´ıtulo 7
Resultados y Conclusiones
7.1. Material Homoge´neo e Isotro´pico
La primera verificacio´n que se hizo del algoritmo implementado fue para un material ela´stico,
homoge´neo e isotro´pico. Para este caso, se supone que el material es infinito y uniforme en las tres
direcciones del espacio. Ya que se esta´ usando la hipo´tesis de deformacio´n plana el problema puede
resolverse en el plano xy. La onda que viaja por el medio tiene un vector de onda k, el cual tiene
componentes kx y ky en las direcciones x e y, respectivamente. Asociado a este vector de onda
existe un nu´mero de onda:
k =
√
k2x + k
2
y . (7.1)
En un medio homoge´neo e isotro´pico no se presenta dispersio´n y por tanto las velocidades de
fase y de grupo coinciden, lo que permite escribir la relacio´n de dispersio´n como
ω = ck = c
√
k2x + k
2
y , (7.2)
en donde c puede representar a α o β, las rapideces para la onda P y S, respectivamente. La
ecuacio´n (7.2) corresponde a la parte superior de un cono en coordenadas (kx, ky). La Figura
7.1 presenta este cono para valores de ω bajos, estos valores fueron calculados por FEM con el
algoritmo implementado usando una celda cuadrada.
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(a) Superficie
(b) Contornos de iso-frecuencia
Figura 7.1. Superficie de dispersio´n para valores de ω bajos.
Tomando el cero de la primera zona de Brillouin en el centro de la celda [15, 81] 1, cualquier
1Para detalles en la terminolog´ıa relacionada con la f´ısica del estado so´lido se sugiere revisar el anexo dedicado
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vector de onda que este´ por fuera de la primera zona de Brillouin puede escribirse como
km,n =
[
kx +
mpi
dx
, ky +
npi
dy
]T
,
siendo 2dx la longitud de la celda en x, 2dy la longitud de la celda en y, m un nu´mero entero que
dice cua´ntas celdas a la derecha o a la izquierda se esta´n considerando y n un nu´mero entero que
dice cua´ntas celdas hacia arriba o hacia abajo se esta´n tomando en cuenta. Esto permite reescribir
los nu´meros de onda como
km,n =
√(
kx +
mpi
dx
)2
+
(
ky +
npi
dy
)2
, (7.3)
y por tanto los valores de frecuencia angular son
ωm,n = c
√(
kx +
mpi
dx
)2
+
(
ky +
npi
dy
)2
. (7.4)
La Figura 7.2 presenta las curvas de dispersio´n obtenidas con FEM para un material homoge´neo.
La celda considerada es un cuadrado (2dx = 2dy = 2d), y la onda incidente es en la direccio´n
horizontal, ky = 0. El nu´mero de onda se barrio´ en la primera zona de Brillouin, es decir, el
intervalo [0, pi/2d]. El material considerado fue aluminio cuyas propiedades son E = 7,31 × 1010
Pa, ν = 0,325, ρ = 2770 kg/m3. La velocidades longitudinal y transversal son respectivamente
α = 6198 m/s y β = 3157 m/s.
Las soluciones para este problema pueden ser de varios tipos [15]:
si m = n = 0, las curvas obtenidas son l´ıneas rectas con una ecuacio´n del a forma ω = c|kx|.
si m 6= 0 y n = 0, las curvas obtenidas son rectas que se encuentran dobladas para incluirse
en la primera zona de Brillouin y tienen una ecuacio´n de la forma ω = c|ky +mpi/d|.
si m = 0 y n 6= 0, las curvas obtenidas son hipe´rbolas, resultantes de la interseccio´n de los
conos (ver Figura 7.1) ωn=0,m=0(kx, ky) con el plano ky = npi/d.
si m 6= 0 y n 6= 0, las curvas obtenidas son hipe´rbolas que se doblaron para incluirse en la
primera zona de Brillouin.
a esto.
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Figura 7.2. Curvas de dispersio´n para una celda homoge´nea con una onda incidiendo horizon-
talmente. Las l´ıneas so´lidas representan la solucio´n anal´ıtica, los puntos representan la solucio´n
calculada con FEM.
Como prueba adicional se calcularon las curvas de dispersio´n para una celda hexagonal. En
este caso debe tomarse en cuenta que las condiciones de Bloch-periodicidad deben ser consistentes
con el tipo de celda usada. La Figura 7.3 muestra de forma gra´fica la manera de considerar en este
caso estas condiciones.
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Figura 7.3. Representacio´n gra´fica de la imposicio´n de las condiciones de Bloch-periodicidad en
una celda hexagonal. Resaltados en gris se encuentran los nodos de referencia.
Los resultados, presentados en la Figura 7.4, muestran una comparacio´n de los resultados
obtenidos por FEM para una celda hexagonal y las rectas correspondientes para el caso anal´ıtico.
Figura 7.4. Resultados obtenidos por FEM para una celda hexagonal para un material ho-
moge´neo. Las l´ıneas so´lidas son los resultados anal´ıticos, mientras que los puntos representan
valores nume´ricos. Por claridad so´lo se presentan los resultados anal´ıticos para las rectas con
m = n = 0.
El algoritmo implementado permite tener celdas con geometr´ıa arbitraria, la u´nica condicio´n
que debe tener esta es que debe formar un teselado que llene todo el espacio [81], la Figura 7.5
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muestra un ejemplo. A pesar de permitir geometr´ıas arbitraria para la celda es recomendable usar
celdas que sean ortorro´mbicas (en el caso 2D, recta´ngulos) ya que la imposicio´n de las condiciones de
Bloch-periodicidad se simplifica. La celda presentada en la Figura 7.5 pudo haber sido representada
por un hexa´gono. Pero, a su vez, una red hexagonal puede ser representada por celda rectangulares,
como se presenta en la Figura 7.6.
Figura 7.5. Ejemplo de teselado. Se resalta la simetr´ıa de tipo hexagonal.
Figura 7.6. Celda rectangular para una red hexagonal. La figura presenta 3 tipos de celdas que
se pueden escoger para representar una red hexagonal usando el teorema de Bloch.
CAPI´TULO 7. RESULTADOS Y CONCLUSIONES 58
7.2. Material Bicapa
Otro sistema que goza de una solucio´n anal´ıtica es el de un material formado por capas de dos
materiales distintos con una onda que viaja perpendicular la distribucio´n de las capas (ver Figura
7.7), este problema fue estudiado por Lord Rayleigh en el caso de ondas electromagne´ticas pero es
matema´ticamente equivalente para el caso de ondas meca´nicas [106].
k
Celda
elemental2d
Figura 7.7. Celda para un material bicapa.
Esta solucio´n puede ser obtenida si se expresa la solucio´n como la superposicio´n de dos ondas
planas
uri = A
r
i e
jky +Bri e
−jky ,
en donde r representa cada una de las capas en el material, i indica la direccio´n del desplazamiento,
j =
√−1. Como condiciones de frontera se usan la continuidad en el campo de desplazamientos y
de tracciones en la interfaz adema´s de la condicio´n de Bloch-periodicidad. La solucio´n resultante
es
cos(2dk) = cos
(
ωd
c1
)
cos
(
ωd
c2
)
− (ρ1c1)
2 + (ρ2c2)
2
2ρ1ρ2c1c2
sin
(
ωd
c1
)
sin
(
ωd
c2
)
, (7.5)
siendo ci la velocidad de la onda longitudinal/transversal y ρi la densidad de la capa i.
La Figura 7.8 muestra la comparacio´n entre los resultados obtenidos por FEM y la solucio´n
anal´ıtica en el caso de un material bicapa. Los materiales usados fueron aluminio, con las mismas
propiedades que en el caso homoge´neo, y lato´n con propiedades E = 9,2 × 1010 Pa, ν = 0,33
y ρ = 8270 kg/m3. La velocidades de las ondas longitudinales y transversales para el lato´n son
α = 4060 m/s y β = 2045 m/s, respectivamente.
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Figura 7.8. Curvas de dispersio´n para una celda formada por dos capas de distinto material e
igual grosor para una incidencia vertical.
7.3. Celda Cuadrada con Inclusiones
Como caso de prueba se considero´ una celda cuadrada con una inclusio´n tambie´n cuadrada. El
lado de la celda es igual 2d mientras que el lado de la inclusio´n es igual a 2a (ver Figura 7.9), se
hizo variar la razo´n a/d entre 0 y 1. En el caso a/d = 0 se tiene un material homoge´neo con las
propiedades de la matriz, cuando a/d = 1 tambie´n se tiene un material homoge´neo pero con las
propiedades de la inclusio´n.
La Figura 7.10 presenta los resultados para una celda de aluminio con una inclusio´n de lato´n
para una que incide verticalmente, las propiedades son las mismas a las que se usaron en el caso del
material bicapa. Estos resultados se separan en modos cuasi-longitudinales y cuasi-transversales.
En un material heteroge´neo, a diferencia de un material homoge´neo, las componentes longitudinales
y transversales de desplazamiento no esta´n desacopladas en ondas con velocidades α y β [107].
Cabe destacar que las curvas de dispersio´n para diferentes valores de a/d esta´n acotadas por los
casos l´ımite a/d = 0 y a/d = 1 que representan la propagacio´n de ondas en aluminio y lato´n,
respectivamente.
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Figura 7.9. Celda para una inclusio´n cuadrada.
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(b) Modo cuasi-transversal
Figura 7.10. Resultados para inclusiones de diferentes taman˜os.
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7.4. Poro Cuadrado
Finalmente, se calcularon las relaciones de dispersio´n para una celda con un poro cuadrado
(lugar sin ningu´n material). Para esto se hizo un barrido para los nu´meros de onda adimensionales
k¯x = 2dkx/pi ∈ [−1, 1], k¯y = 2dky/pi ∈ [−1, 1] que corresponden a barrer los nu´meros de onda dentro
de la primera zona de Brillouin. La geometr´ıa de la celda se presenta en la Figura 7.11, el material
considerado para la matriz fue aluminio con las mismas propiedades presentadas anteriormente.
k
2a
2d
Figura 7.11. Celda con un poro cuadrado.
En este caso se uso un barrido variando el a´ngulo de propagacio´n de la onda, lo que se logra
variando el vector de onda k = (kx, ky). Este tipo de ana´lisis permite obtener informacio´n sobre la
direccionalidad que presenta un material celular con una celda espec´ıfico. Las Figuras 7.12 y 7.13
se presentan las superficies de dispersio´n y los contornos de iso-frecuencia para los dos primeros
modos que son cuasi-transversal y cuasi-longitudinal. Puede verse que el modo cuasi-longitudinal
es menos direccional que el otro, lo que puede entenderse como que las ondas de este tipo ven el
material con una anisotrop´ıa leve mientras que las cuasi-transversales presentan dos direcciones
preferenciales de propagacio´n que corresponden a los ejes x e y.
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(a) Contornos de iso-frecuencia
(b) Superficie de dispersio´n
Figura 7.12. Relacio´n de dispersio´n para un modo cuasi-transversal en una celda con un poro
cuadrado en su interior.
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(a) Contornos de iso-frecuencia
(b) Superficie de dispersio´n
Figura 7.13. Relacio´n de dispersio´n para un modo cuasi-longitudinal en una celda con un poro
cuadrado en su interior.
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7.5. Conclusiones
Se desarrollo´ un algoritmo que permite calcular las curvas de dispersio´n para un material
perio´dico que permite ahorrar costos computacionales modelando una sola celda. Esto permite
calcular la respuesta global de un material que microestructuralmente esta´ compuesto por la celda
descrita. El algoritmo que se implemento´ se basa en la metodolog´ıa de elementos finitos para encon-
trar las curvas de dispersio´n, sin embargo la imposicio´n de las condiciones de Bloch-periodicidad
es la misma para algoritmos como el Me´todo de las Diferencias Finitas, de Elementos de Frontera
o incluso en algoritmos basados tejidos de masa-resorte [108] ya que todos estos me´todos se basan
en la representacio´n de la informacio´n del sistema f´ısico en unos puntos llamados nodos.
El algoritmo descrito funciona para celdas de diferente geometr´ıa desde que e´sta forme un
teselado como el presentado en la Figura 7.5. Se comprobo´ el funcionamiento del programa para
geometr´ıas rectangulares y hexagonale. A pesar de ser posible usar diferentes tipos de geometr´ıa en
la celda se sugiere usar recta´ngulos y que esto permite simplificar la imposicio´n de las condiciones
de Bloch, para cualquier tipo de celda se puede encontrar una celda rectangular que contenga la
misma informacio´nl
Trabajo Futuro
Parte I
En la parte de compresio´n de matrices de rigidez de BEM podr´ıa ser de intere´s:
Estudiar el Me´todo de Elementos de Frontera con Multipolos Ra´pidos y ver si este permite
un acoplamiento directo con FEM como el BEM tradicional.
Explorar el me´todo de Matrices Jera´rquicas usando la Aproximacio´n Adaptativa cruzada.
Explorar me´todos de compresio´n de matrices usando wavelets.
Parte II
Respecto a la propagacio´n de ondas en materiales perio´dicos es de intere´s:
Explorar las ventajas que presenta un Me´todo de Elementos Finitos Espectral para estos
problemas. Ya que requieren de menores discretizaciones espaciales y permiten obtener las
matrices de masa bandeadas [109–111].
Contrastar los resultados obtenidos usando este me´todo con una simulacio´n que incluya la
microestructura del material de manera expl´ıcita e incluya muchas celdas, como presenta [82].
Extender la metodolog´ıa a modelos del continuo enriquecidos, como los so´lidos de Cosserat.
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Ape´ndice A
Funciones de Green para el Semi-espacio
A continuacio´n se presentan las funciones de Green Gij(x; ξ) para el campo de desplazamien-
tos. Como ya se mencio´n anteriormente Gij(x; ξ) representa el desplazamiento del punto x en la
direccio´n i debido a un carga armo´nica de amplitud unitaria con frecuencia angular ω aplicada en
ξ y en direccio´n j.
G11(x; ξ) =
i
2Lk2βµ
∞∑
n=−∞
[
−k
2
n
νn
EFνn − γnEFγn −
k2nΓ(kn)
νn∆(kn)
EHνnνn +
4k2nγn(2k
2
n − k2β)
∆(kn)
EHγnνn
+
4k2nγn(2k
2
n − k2β)
∆(kn)
EHνnγn +
γnΓ(kn)
∆(kn)
EHγnγn
]
Ekn ,
(A.1)
G13(x; ξ) =
i
2Lk2βµ
∞∑
n=−∞
[
Sx3
{−knEFνn + knEFγn}− knΓ(kn)∆(kn) EHνnνn + 4knνnγn(2k
2
n − k2β)
∆(kn)
EHγnνn
+
4k3n(2k
2
n − k2β)
∆(kn)
EHνnγn +
knΓ(kn)
∆(kn)
EHγnγn
]
Ekn ,
(A.2)
G31(x; ξ) =
i
2Lk2βµ
∞∑
n=−∞
[
Sx3
{−knEFνn + knEFγn}− knΓ(kn)∆(kn) EHνnνn + 4k
3
n(2k
2
n − k2β)
∆(kn)
EHγnνn
+
4knνnγn(2k
2
n − k2β)
∆(kn)
EHνnγn −
knΓ(kn)
∆(kn)
EHγnγn
]
Ekn ,
(A.3)
G33(x; ξ) =
i
2Lk2βµ
∞∑
n=−∞
[
−νnEFνn −
k2n
γn
EFγn +
knΓ(kn)
∆(kn)
EHνnνn +
4k2nνn(2k
2
n − k2β)
∆(kn)
EHγnνn
+
4k2nνnγn(2k
2
n − k2β)
∆(kn)
EHνnγn −
knΓ(kn)
∆(kn)
EHγnγn
]
Ekn .
(A.4)
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En estas ecuaciones se usan las siguientes abreviaciones
kα =
ω
α
,
kβ =
ω
β
,
(A.5)
donde α y β son las velocidades de las ondas de compresio´n y de corte, respectivamente, que se
calculan de acuerdo con
α2 =
λ+ 2µ
ρ
,
β2 =
µ
ρ
,
(A.6)
donde ρ es la densidad del medio, y λ y µ son las constantes de Lame´. Estas constantes pueden
escribirse en funcio´n del mo´dulo de elasticidad E y el coeficiente de Poisson ν como
λ =
Eν
(1 + ν)(1− 2ν) ,
µ =
E
2(1 + ν)
.
(A.7)
Tambie´n se considera que
νn = (k
2
α − k2n)1/2 =(νn) < 0,
γn = (k
2
β − k2n)1/2 =(γn) < 0,
kn =
2pi
L
n .
(A.8)
En esta u´ltima expresio´n L representa la longitud en la direccio´n horizontal x1 en las que se
presentan cargas estacionarias espurias producidas por la expansio´n en nu´meros discretos de onda.
Esta longitud se toma tal que el tiempo que tarda una onda longitudinal en atravesar esta distancia
menos el tiempo que tarda esa misma onda en atravesar la dimensio´n ma´s grande de la zona de
intere´s del problema, y es mayor que el tiempo de la ventana de observacio´n de la respuesta.
Continuando con la notacio´n usada
Sx3 = sgn(x3 − ξ3),
Ekn = e
−ikn(x1−ξ1),
EFνn = e
−iνn|x3−ξ3|,
EFγn = e
−iγn|x3−ξ3|.
(A.9)
∆(kn) = +2(k
2
n − k2β)2 + 4k2nνnγn,
Γ(kn) = −2(k2n − k2β)2 + 4k2nνnγn.
(A.10)
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EHνnνn = e
−iνn(x3+ξ3)),
EHγnνn = e
−i(γnx3+νnξ3)),
EHνnγn = e
−i(νnx3+γnξ3),
EHγnγn = e
−iγn(x3−ξ3).
(A.11)
En todas estas ecuaciones la coordenada x1 esta´ orientada horizontalmente y la coordenada x3
esta´ orientada en direccio´n vertical y apuntando hacia el semi-espacio, formando sistema de mano
dextro´giro.
A partir de las relaciones constitutivas para un material ela´stico lineal bajo la hipo´teis de
deformacio´n plana se pueden calcular las tracciones en cualquier punto del semi-espacio que este´n
asociadas al plano con vector normal n. A continuacio´n se presentan las funciones de Green para
tracciones Hij(x,n; ξ). Hij(x; ξ,n) representa la traccio´n en direccio´n i asociada al plano con vector
normal n en el punto x debida a una carga armo´nica de amplitud unitaria con frecuencia angular
ω aplicada en ξ en la direccio´n j.
H11(x,n; ξ) =
−1
2Lk2α
∞∑
n=−∞
[{
kn
νn
(k2n + ν
2
nR)E
F
νn + knγn(1−R)EFγ +
knΓ(kn)
νn∆(kn)
(k2n + ν
2
nR)E
H
νnνn
+
4k3nγn(2k
2
n − k2β)
∆(kn)
(R− 1)EHγnνn −
4knγn(2k
2
n − k2β)
∆(kn)
(k2n + ν
2
nR)E
H
νnγn
+
knγnΓ(kn)
∆(kn)
(R− 1)EHγnγn
}
n1
+
{
(2Sx3k
2
n)E
F
νn + Sx3(γ
2
n − k2n)EFγn +
2k2nΓ(kn)
∆(kn)
EHνnνn
+
4k2n(2k
2
n − k2β)
∆(kn)
(k2n − γ2n)EHγnνn −
8k2nγnνn(2k
2
n − k2β)
∆(kn)
EHνnγn
+
Γ(kn)
∆(kn)
(k2n − γ2n)EHγnγn
}
n3
k2α
k2β
]
Ekn ,
(A.12)
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H31(x,n; ξ) =
−1
2Lk2α
∞∑
n=−∞
[{
kn
νn
(k2nR + ν
2
n)E
F
νn + knγn(R− 1)EFγ +
knΓ(kn)
νn∆(kn)
(k2nR + ν
2
n)E
H
νnνn
+
4k3nγn(2k
2
n − k2β)
∆(kn)
(1−R)EHγnνn −
4knγn(2k
2
n − k2β)
∆(kn)
(k2nR + ν
2
n)E
H
νnγn
+
knγnΓ(kn)
∆(kn)
(1−R)EHγnγn
}
n3
+
{
(2Sx3k
2
n)E
F
νn + Sx3(γ
2
n − k2n)EFγn +
2k2nΓ(kn)
∆(kn)
EHνnνn
+
4k2n(2k
2
n − k2β)
∆(kn)
(k2n − γ2n)EHγnνn −
8k2nγnνn(2k
2
n − k2β)
∆(kn)
EHνnγn
+
Γ(kn)
∆(kn)
(k2n − γ2n)EHγnγn
}
n1
k2α
k2β
]
Ekn ,
(A.13)
H13(x,n; ξ) =
−1
2Lk2α
∞∑
n=−∞
[{
2knγnE
F
νn +
kn
νn
(k2nR + ν
2
n)E
F
νn −
2knΓ(kn)
∆(kn)
EHνnνn
+
4knνn(2k
2
n − k2β)
∆(kn)
(γ2n − k2n)EHγnνn −
8k3nνn(2k
2
n − k2β)
∆(kn)
EHνnγn
+
knΓ(kn)
γn∆(kn)
(k2n − γ2n)EHγnγn
}
n3
k2α
k2β
+
{
Sx3(k
2
n + ν
2
nR)E
F
νn + Sx3k
2
n(R− 1)EFγn −
Γ(kn)
∆(kn)
(k2n + ν
2
nR)E
H
νnνn
+
4k2nγnνn(2k
2
n − k2β)
∆(kn)
(1−R)EHγnνn −
4k2n(2k
2
n − k2β)
∆(kn)
(k2nR + ν
2
n)E
H
νnγn
+
k2nΓ(kn)
∆(kn)
(R− 1)EHγnγn
}
n1
]
Ekn ,
(A.14)
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H33(x,n; ξ) =
−1
2Lk2α
∞∑
n=−∞
[{
2knγnE
F
νn +
kn
νn
(k2nR + ν
2
n)E
F
νn −
2knΓ(kn)
∆(kn)
EHνnνn
+
4knνn(2k
2
n − k2β)
∆(kn)
(γ2n − k2n)EHγnνn −
8k3nνn(2k
2
n − k2β)
∆(kn)
EHνnγn
+
knΓ(kn)
γn∆(kn)
(k2n − γ2n)EHγnγn
}
n1
k2α
k2β
+
{
Sx3(k
2
n + ν
2
nR)E
F
νn + Sx3k
2
n(1−R)EFγn −
Γ(kn)
∆(kn)
(k2n + ν
2
nR)E
H
νnνn
+
4k2nγnνn(2k
2
n − k2β)
∆(kn)
(R− 1)EHγnνn −
4k2n(2k
2
n − k2β)
∆(kn)
(k2nR + ν
2
n)E
H
νnγn
+
k2nΓ(kn)
∆(kn)
(1−R)EHγnγn
}
n3
]
Ekn ,
(A.15)
donde
R = 1− 2k
2
α
k2β
.
Se puede verificar que las funciones de Green para las tracciones satisfacen las condiciones de
frontera en el plano, es decir, las condiciones de superficie libre. Si se evalu´a x3 = 0 y n1 = 0 el
resultado es cero.
Ape´ndice B
Conceptos sobre F´ısica del Estado So´lido
Este anexo corresponde al Cap´ıtulo 3 de la referencia [98], con unas leves modificaciones. Se
incluye como anexo con el permiso de reproduccio´n de Yhefferson Gutie´rrez, su autor.
B.1. Cristales
En la f´ısica del estado so´lido se le llama cristal a un solido homoge´neo cuya estructura interna
presenta un patro´n ordenado en sus componentes reticulares, sean a´tomos, iones o mole´culas.
A diferencia de los so´lidos amorfos, los cristales tienen una geometr´ıa regular y un grado de
anisotrop´ıa en sus propiedades que depende de su estructura, adema´s de tener la caracter´ıstica
de poseer elementos de simetr´ıa. Sin embargo, la concepcio´n de un cristal podr´ıa ir mas alla´ de
aquellos estudiados por el estado so´lido y la qu´ımica, en la cual consideramos un cristal como un
ente matema´tico que cumple las caracter´ısticas descritas previamente y en el que sus componentes
reticulares son simplemente puntos interpretados como nodos.
B.2. Red Puntual
Con el fin de describir las estructuras cristalinas debemos introducir el concepto de red puntual,
un ente matema´tico sobre el cual se puede definir y construir una red cristalina. E´sta consiste en un
arreglo infinito de puntos discretos que llenan todo el espacio, en el cual se define una base vectorial
que genera la red a trave´s de un conjunto de de operaciones de traslacio´n discretas sobre la base
definida, formando las llamadas redes de Bravais, dicha base esta´ compuesta por un conjunto de
vectores llamados vectores primitivos que definen la estructura o forma de la red, de manera
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que podemos definir una red respecto a su base a, la cual tiene la forma:
a =
{
n∑
i=1
Aiaˆi
}
, (B.1)
donde {aˆ1, · · ·, aˆn} es una base de Rn con Ai entero. En general una red se expresa en te´rminos de
un vector R llamado vector de red, el cual reu´ne todas las caracter´ısticas de la red: su base a y sus
propiedades de simetr´ıa al aplicar operaciones de traslacio´n sobre dicha base, de tal forma que:
R =
n∑
i=1
lai,
donde los coeficientes l son nu´meros enteros que indican la cantidad de desplazamientos aplicados
sobre la base de la red, generando as´ı, de forma parcial o total la red definida por a. El entero
contenido en los coeficientes l no necesariamente es el mismo para cada componente y en el caso
particular en el que todos los coeficientes l son iguales a la unidad, el vector de red R es el mismo
vector base o primitivo a, y describe la mı´nima regio´n de la red a partir de la cual se puede generar
dicha red en su totalidad, esta regio´n se conoce como celda unitaria o primitiva.
B.3. Caracter´ısticas de la Red
Para facilitar el estudio de una red, definida por un vector R, elegimos una regio´n del espacio
sobre la cual aplicando operaciones de traslacio´n podamos generar toda la red, dicha zona es
llamada la celda unitaria de la red y se caracteriza por poseer un solo elemento reticular o
nodo; en general su construccio´n puede abarcar un amplio nu´mero de posibilidades, pero las ma´s
importantes son: la que se define a partir de los vectores primitivos trazando paralelas rec´ıprocas
desde sus extremos hasta el punto en el que se cruzan como se muestra en la Figura B.1, y la que
se forma a partir de la celda de Wigner-Seitz [112] como veremos ma´s adelante.
Otra caracter´ıstica a tener en cuenta es el para´metro de red, dado por la longitud de la
celda unitaria, y con base en el cual se aplican las operaciones de simetr´ıa. Puede haber mas de
un para´metro diferente segu´n el tipo de red que se este´ estudiando. Los vectores de red primitivos
se definen respecto al para´metro de red, el cual queda incluido en los coeficientes Ai de (B.1).
B.4. Funciones Perio´dicas en el Espacio de Frecuencias
Una funcio´n f(r) es perio´dica si cumple la condicio´n de periodicidad dada por:
f(r) = f(r + R), (B.2)
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(a)
(b)
a
a
a1
a2
Figura B.1. Esquema de una red puntual bidimensional: (a) seccio´n de una red cuadrada con
vectores primitivos a1 y a2, (b) su correspondiente celda unitaria con para´metros de red iguales
a a.
en cuyo caso decimos que R es el periodo de la funcio´n. Se observa que si R es el vector primitivo de
una red, entonces se puede concluir que una red es una funcio´n perio´dica, ya que si modelamos la
funcio´n que describe su celda unitaria, dicha funcio´n se mantendr´ıa invariante bajo operaciones de
traslacio´n discreta, de manera que al aplicar estas traslaciones sobre la celda unitaria generamos
la red en su totalidad llenando todo el espacio sobre la que esta definida. Ma´s adelante veremos
con mas detalle en que consisten estas operaciones.
Con esto en mente consideremos una funcio´n perio´dica f(r) asociada a una celda unitaria, para
esa funcio´n se tiene que (B.2) debe cumplirse para todos los vectores de red R que trasladan la
red al interior de si misma, es decir, que trasladan la celda unitaria sobre todo el espacio en el
que esta´ definida dicha red; veamos lo que sucede cuando analizamos nuestra funcio´n en el espacio
de frecuencias tambie´n conocido como espacio rec´ıproco o de Fourier debido a que podemos ir del
espacio directo al rec´ıproco y del rec´ıproco al directo por medio de la transformada y transformada
inversa de Fourier respectivamente. En ese orden de ideas, para expresar nuestra funcio´n f(r) en
te´rminos de su transformada en el espacio de las frecuencias debemos utilizar la transformada de
Fourier, la cual nos permite construir una funcio´n a partir de integrar ondas planas sobre todas
las frecuencias y es por definicio´n [113]:
f(r) =
∫
v
g(k)eik·rd3k,
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donde g(k) representa la funcio´n en el espacio rec´ıproco y dice que´ tanto aporta a f(r) una onda
plana con vector de onda k; ahora, debido a la condicio´n de periodicidad (B.2):∫
v
g(k)eik·rd3k =
∫
v
g(k)eik·(r+R)d3k,∫
v
g(k)eik·rd3k =
∫
v
g(k)eik·Reik·rd3k.
La periodicidad de f(r) nos indica que para su transformada de Fourier g(k) se debe cumplir que:
g(k) = g(k)eik·R. (B.3)
Esto so´lo es posible si g(k) = 0 o eik·R = 1; la primera condicio´n es la solucio´n trivial y no tiene
sentido en nuestro sistema, de manera que se debe cumplir eik·R = 1, lo cual quiere decir que
g(k) es cero en todas partes a excepcio´n de picos en los valores de k en los cuales eik·R = 1 para
cualquier R. De lo anterior concluimos que para construir una funcio´n perio´dica de red f(r) a
partir de ondas planas, so´lo necesitamos considerar aquellas ondas planas con vectores de onda k
tales que eik·R = 1, o de forma equivalente, k ·R = 2pin con n entero. Estos vectores se denominan
los vectores de red rec´ıproca y los denotamos con la letra G. Ahora podemos expresar nuestra
funcio´n f(r) como una sumatoria ponderada sobre todos los vectores de red rec´ıproca, de manera
que:
f(r) =
∑
G
f(G)eiG·r.
B.5. Red Rec´ıproca
Ya vimos co´mo una red puntual en el espacio directo y sobre la cual se construyen las redes
cristalinas, puede expresarse en te´rminos de una funcio´n f(r) que describe su celda unitaria y
vimos tambie´n co´mo dicha funcio´n puede expresarse en te´rminos de una sumatoria que contiene los
vectores G y que es el resultado de aplicar un ana´lisis de Fourier sobre la funcio´n f(r), as´ı como de
sus propiedades de simetr´ıa debido a su periodicidad. Estos vectores G se relacionan directamente
con los vectores de la red espacial R de modo que G · R = 2pin con n entero. Observemos
que dada esta igualdad, G esta´ relacionado con la periodicidad de la red espacial contenida en
R, de manera que pueden definir una red propia en el espacio de frecuencias cuya periodicidad
se relaciona directamente con la periodicidad de la red definida por R en el espacio directo; es
as´ı como podemos decir que la red definida por G es la red rec´ıproca de aquella definida por R.
En general, segu´n el espacio en el que se este´ trabajando el te´rmino red rec´ıproca hace referencia
a la red correspondiente en el otro espacio, bien sea el espacial o directo, o el de frecuencias, ya
que ambos espacios son rec´ıprocos uno del otro. Sin embargo, en nuestro estudio concentraremos
el concepto de red rec´ıproca a la red en el espacio de frecuencias, es decir aquella definida por los
vectores G, los cuales llamamos vectores de la red rec´ıproca. Como ya se ha visto, los vectores de
APE´NDICE B. CONCEPTOS SOBRE FI´SICA DEL ESTADO SO´LIDO 75
red R pueden escribirse en te´rminos de los vectores primitivos a que a su vez pueden ser escritos
en te´rminos de los vectores unitarios aˆi y el para´metro de red a, de tal forma que para una red
cu´bica en las tres dimensiones se tiene:
R =
n∑
i=1
lai = laaˆ1 + naaˆ2 +maaˆ3. (B.4)
De forma ana´loga, los vectores de la red rec´ıproca G pueden escribirse en te´rminos de los vectores
primitivos de la red rec´ıproca b con vectores unitarios bˆi y para´metro de red b, de manera que:
b =
{
n∑
i=1
Bibˆi
}
, (B.5)
donde
{
bˆ1, · · ·, bˆn
}
es una base del espacio de frecuencias rectangular Kn con Bi entero. Ademas:
G =
n∑
i=1
Lbi = Lbbˆ1 +Nbbˆ2 +Mbbˆ3, (B.6)
donde los coeficientes L son nu´meros enteros no necesariamente iguales para cada componente y
dan cuenta de la cantidad de desplazamientos aplicados sobre la base bˆi, de manera que se pueda
generar de forma parcial o total la red rec´ıproca. Conociendo la forma de R y G, y debido al
requerimiento:
G ·R = 2pin, (B.7)
se tiene que:
G ·R = (la1 + na2 +ma3) · (Lb1 +Nb2 +Mb3) = 2pin′, (B.8)
Para cualquier eleccio´n entera de (l, n,m, L,N,M) este requerimiento se debe satisfacer para un
determinado n′. Con esto en mente y dada la ortonormalidad de los vectores base aˆi y bˆi, de forma
intuitiva podr´ıamos pensar en construir los vectores bi de manera que ai · bj = 2pi si i = j y
ai · bj = 0 si i 6= j, es decir:
ai · bj = 2piδij. (B.9)
Ahora, para encontrar tales vectores bj dado un sistema determinado de vectores ai, tenemos en
cuenta la identidad vectorial v · (v × w) = 0 para cualquier par de vectores v y w en el mismo
espacio; de esta manera podemos construir los vectores bi como sigue:
1 =
a1 · (a2 × a3)
a1 · (a2 × a3) ,
como ya es sabido a1 · b1 = 2pi, entonces:
a1 · b1 = 2pia1 · (a2 × a3)
a1 · (a2 × a3) ,
a1 · b1 = a1 · 2pi(a2 × a3)
a1 · (a2 × a3) ,
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comparando te´rminos se puede ver que:
b1 =
2pi(a2 × a3)
a1 · (a2 × a3) .
Mediante un procedimiento ana´logo construimos b2 y b3 de manera que:
b1 =
2pi(a2 × a3)
a1 · (a2 × a3) , b2 =
2pi(a3 × a1)
a1 · (a2 × a3) , b3 =
2pi(a1 × a2)
a1 · (a2 × a3) .
B.6. Primera Zona de Brillouin
Cuando analizamos una funcio´n perio´dica y tomamos su transformada de Fourier, encontramos
que, dada la condicio´n de periodicidad (B.2) para su transformada g(k), se debe cumplir (B.3) lo
que impone el requerimiento (B.7) con n entero. Ahora consideremos una funcio´n definida sobre
una red de la forma eik·r. De la condicio´n de periodicidad tenemos que:
eik·r = eik·(r+R), (B.10)
= eik·Reik·r. (B.11)
Observemos que para un determinado vector k la funcio´n es la misma salvo un multiplicador global
que so´lo aporta informacio´n de amplitud y como veremos mas adelante, dicha informacio´n no es
relevante para nuestro estudio. Por lo tanto decimos que ambos lados de la igualdad representan
la misma funcio´n. Ahora aumentemos el vector de onda k en una cantidad entera de veces G, de
tal manera que ahora k = k +mG con m entero. Entonces:
ei(k+mG)·r = ei(k+mG)·(r+R),
= eimG·Reik·Rei(k+mG)·r,
= eik·Rei(k+mG)·r,
ya que G ·R = 2pin. Cuando aumentamos el vector de onda k un nu´mero entero de veces G se
puede ver que para un determinado k + mG, al aplicar la condicio´n de periodicidad (B.2) que
se manifiesta como una operacio´n de traslacio´n bajo la cual la funcio´n permanece invariante; se
obtiene infinito nu´mero de funciones con el mismo factor multiplicativo y la misma fase, debido a
que el aumento de k en una cantidad mG significa una traslacio´n de 2pin en el espacio rec´ıproco
y como consecuencia de esto se puede observar una grado de redundancia en el vector de onda k,
de manera que solo es necesario considerar aquellos valores de k contenidos en un intervalo de 2pi
en todas las direcciones cuando la red es cubica, y en general para cualquier tipo de red, aquella
regio´n de la red rec´ıproca cuyos k no se pueden obtener por la adicio´n de vectores mG sobre algu´n
otro k en dicha regio´n, particularmente aqu´ı G es el vector de la red rec´ıproca primitivo.
Esta regio´n se define alrededor de un punto o nodo de la red rec´ıproca, en el cual se establece el
origen k = 0 y es conocida como la primera zona de Brillouin. A partir de este origen tambie´n se
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definen segundas, terceras y en general ene´simas zonas de Brillouin segu´n el nu´mero entero de veces
m que se puede adicionar el vector de red rec´ıproca G sin generar una redundancia particular, de
manera que esta regio´n sera´ la |m|+1−e´sima zona de Brillouin. Las zonas de Brillouin se construyen
como celdas de Wigner-Seitz. En particular, para la primera zona como se muestra en la Figura
B.2, esto es: se trazan los vectores de la red rec´ıproca G desde el punto de red establecido como
origen a los primeros vecinos y se trazan planos perpendiculares a dichos vectores en sus puntos
medios, la interseccio´n de estos planos define la celda de Wigner-Seitz para la primera zona de
Brillouin.
(a)
(b)
b1
b2
b
b
Figura B.2. Esquema de una red puntual bidimensional en el espacio de frecuencias: (a) seccio´n
de una red cuadrada con vectores primitivos b1 y b2 y construccio´n de una celda de Wigner-Seitz,
(b) su correspondiente celda unitaria o primera zona de Brillouin.
B.7. Condicio´n de Difraccio´n
Como se introdujo anteriormente, un cristal es una estructura macrosco´pica que posee una
funcio´n que es perio´dica en el espacio. En el caso de ondas meca´nicas, la densidad de masa ρ, el
mo´dulo de Young E y el coeficiente de Poisson ν son funciones perio´dicas en el espacio. Ya que el
tratamiento descrito es va´lido, independiente de las propiedades que se consideren se hara´ mencio´n
APE´NDICE B. CONCEPTOS SOBRE FI´SICA DEL ESTADO SO´LIDO 78
a una funcio´n perio´dica gene´rica denotada por (r) y puede ser escrita como:
(r) =
∑
G
(G)eiG·r, (B.12)
donde G son los vectores de la red rec´ıproca del cristal. Si se considera una onda plana con vector
de onda k que incide sobre el cristal, intuitivamente se puede suponer que la amplitud de la onda
difractada por un elemento de volumen dV con vector de onda k′ depende directamente de las
propiedades locales, de manera que la amplitud total de la onda difractada A esta dada por la
integral sobre todo el sistema con (r)dV veces el factor de fase ei(k
′−k)·r, por lo tanto:
Figura B.3. Difraccio´n de una onda plana por un elemento de volumen dV .
A =
∫
ei(k
′−k)·r(r)dV,
A =
∫
e−i∆k·r(r)dV, (B.13)
donde:
k−∆k = k′. (B.14)
Como se ve en la Figura B.3, ∆k representa la diferencia de fase, es decir, el cambio en el vector de
onda del haz dispersado respecto al haz incidente. Y ya sabemos que (r) es una funcio´n perio´dica,
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de manera que podemos introducirla en (B.13) en te´rminos de sus coeficientes de Fourier dados
por (B.12), as´ı que:
A =
∫
e−i∆k·r
∑
G
(G)eiG·rdV,
lo cual puede reescribirse como:
A =
∑
G
∫
ei(G−∆k)·r(G)dV, (B.15)
observemos que cuando la diferencia de fase ∆k es igual a un vector de red rec´ıproca particular
tal que:
∆k = G, (B.16)
el te´rmino exponencial en (B.15) desaparece de modo que A = (G)V . En desarrollos ana´logos
hechos para cristales electro´nicos [81] se puede demostrar fa´cilmente que (B.15) es muy pequen˜o
cuando ∆k es significativamente distinto de G. Ahora, tenemos que la frecuencia ω′ = ck′ del rayo
difractado es igual a la frecuencia ω = ck del rayo incidente, de manera que las magnitudes de
los vectores de onda k = |k| y k′ = |k′| son iguales y por lo tanto k2 = k′2. Retomando (B.14) y
(B.16) encontramos que:
k−G = k′,
entonces:
(k−G)2 =k2,
2k ·G−G2 =0.
Este resultado se conoce como la condicio´n de difraccio´n y dado que G es un vector de la red
rec´ıproca al igual que −G podemos reescribir la relacio´n anterior como:
2k ·G = G2, (B.17)
se observa que esta condicio´n se satisface siempre que:
k = ±G
2
. (B.18)
Una importante anotacio´n acerca de este resultado es que los k que satisfacen la condicio´n de
difraccio´n se encuentran en los extremos de la primera zona de Brillouin de la red rec´ıproca con
vector de red G.
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