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RESUMO
A oleta de informações geométrias, a partir do avanço da tenologia, e o estudo das for-
mas de objetos tem se tornado ada vez mais omum e importante. A análise estatístia
de formas (AEF) utiliza métodos estatístios para a análise de estruturas geométrias e
suas apliações podem ser enontradas em diferentes áreas da iênia. No entanto, um dos
problemas de interesse na AEF é estender os métodos lássios de análise estatístia para
dados de formas de objetos, ou propor novos métodos para esse tipo de dado. Na AEF é
omum existir a neessidade de agrupamento em um onjunto de dados de modo a obter
grupos om araterístias mais homogêneas. Os métodos de agrupamento são ferramen-
tas úteis para explorar estruturas em onjuntos de dados sendo utilizados, por exemplo,
em para reonheimento não-supervisionado de padrões. O método k-médias gura entre
os métodos de agrupamento mais antigos e mais omumente utilizados na prátia. Mas,
apesar de sua simpliidade e eiênia, o algoritmo k-médias apresenta algumas deiên-
ias. Por ausa disso, há a neessidade da proposição de métodos alternativos que possam
apresentar bons resultados em situações onde o algoritmo k-médias falha. Os métodos de
agrupamento espetral surgem a partir de oneitos da teoria espetral dos grafos onde
o problema de agrupamento é ongurado omo um problema de orte no grafo em que
uma função objetivo apropriada deve ser otimizada. Neste trabalho apresentamos uma
adaptação do algoritmo de agrupamento espetral de Ng, Jordan & Weiss para dados de
formas planas de objetos e o omparamos a uma adapatação do algoritmo k-médias para
dados de formas planas. Foram realizadas apliações om 14 onjuntos de dados reais
e veriou-se que o algoritmo espetral adaptado de Ng, Jordan & Weiss, onsiderando
as distânias de prorustes ompleta e eulidiana no espaço tangente obteve desempenho
superior ao método de agrupamento k-médias, forneendo evidênias de que a adaptação
proposta é eiente para dados dessa natureza.
Palavras-have: Agrupamento espetral; Formas; Algoritmo de Ng, Jordan & Weiss;
k-médias.
iv
ABSTRACT
With the advane of tenology, the olletion of geometrial information from images
beame usual. Statistial shape analysis uses statistial methods to analyse geometrial
strutures and an be applied in several areas. One partiular problem of interest in
statistial shape analysis is the adaptation of lassial statistial methods for shape data
or the proposition of new methods. In statistial shape analysis it is ommon the need for
lustering shape data to obtain lusters with similar harateristis. Clustering methods
are useful tools to explore strutures in data and have been used for unsupervised pattern
reognition. The k-means algorithm is among the oldest and most widely used lustering
methods. Despite its simpliity and eieny, the k-means algorithm has some problems.
Beause of this, it is important to propose alternate methods that an be useful where
the k-means fails. Spetral lustering methods arise from spetral theory of graphs and
the lustering problem an be formulated as a graph ut where an appropriate objetive
funtion should be optimized. In this work we propose an adaptation of the Ng, Jordan
& Weiss spetral lustering algorithm for plannar shape data. We performed appliations
on 14 plannar shape data sets and veried that the adapted version of the Ng, Jordan
& Weiss algorithm onsidering the full prorustes distane and the eulidean distane on
the shapes tangent spae outperforms the version of thek-means algorithm for plannar
shapes, orroborating that the proposed adaptation is eient for shape data.
Keywords: Spetral lustering; Shapes; Ng, Jordan & Weiss algorithm; k-means.
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CAPÍTULO 1
INTRODUÇO
1.1 Denição e Motivação
Objetos, sejam eles naturais ou artiiais, podem ser enontrados por toda parte. Com
o avanço da tenologia, a oleta de informações geométrias tem se tornado rotina e o
estudo da forma de objetos tem se tornado ada vez mais importante (DRYDEN; MAR-
DIA, 1998). A análise estatístia de formas (AEF) é uma área de pesquisa relativamente
nova, que aplia métodos estatístios para a análise de estruturas geométrias. Em um
sentido amplo, a formulação matemátia da AEF é semelhante à análise estatístia mul-
tivariada. Apliações da AEF podem ser enontradas em diferentes áreas da iênia. Em
visão omputaional, as formas das fronteiras em imagens têm um importante papel. Em
mediina, a análise da forma de dados anatmios pode ajudar no diagnóstio de diver-
sas doenças. As formas de arateres esritos podem ser usadas omo meios primários de
identiação. Em biometria humana, a identiação de pessoas através de suas digitais ou
esaneamento faial são exemplos de análise de formas. A Tabela 1.1 apresenta algumas
apliações onde a análise de formas pode ser impresindível (COSTA; JR, 2000).
O trabalho seminal The diusion of shape em análise de formas foi publiado em
1977, por David Kendall, e apresenta um breve resumo no qual é introduzida uma nova
representação de formas de objetos em espaços omplexos projetados (KENDALL, 1977).
Alguns anos depois, Kendall (1984) deniu forma omo toda informação geométria que
resta quando os efeitos de tamanho, rotação e esala são retiradas de um objeto. Ken-
dall também props um sistema de oordenadas om nalidade de obter a forma de um
objeto através de pontos dispostos em seu ontorno hamados de maros anatmios. A
formulação matemátia para o estudo das formas foi introduzida em Bookstein (1984)
1
2Tabela 1.1: Áreas do onheimento e algumas apliações da análise formas.
Área do Conheimento Exemplo de Apliações
Neuroiênia Taxonomia morfológia de neurnios, in-
vestigações sobre a relação função e forma
das élulas, omparação entre élulas de
diferentes áreas ortiais e de diferentes
espéies, modelagem de élulas biologia-
mente realistas.
Análise de Doumentos Análise de doumentos eletrnios (textu-
ais ou visuais) omo em apliações CBIR,
sistemas OCR (Optial Charater Reog-
nitions), análise de dados em bano de
dados multimídia.
Artes Visuais Restauração de vídeo, efeitos espeiais,
monitoramento de vídeo, jogos, omputa-
ção gráa, síntese de imagens.
Mediina Identiação de tumor, quantiação de
mudança e deformação de estruturas
anatmias, análise numéria de romos-
somos, identiação de doenças genétias.
Biologia Identiação de espéies, taxonomia, rela-
ção entre forma e função, omparativo de
anatomias, itologia, identiação e on-
tagem de élulas (omo glóbulos branos
no sangue),araterização de élulas e for-
mas nuleares, resimento e modiação
de formas de estruturas, análise da forma
de aminhar dos seres vivos.
Físia Apliações envolvendo mirosopia omo
a análise da trajetória,omportamento e
distribuição de partíulas em um meio ou
material, análise de estruturas omo polí-
meros e ristais,araterização de grupos
de estrelas ou análise de propriedades de
orpos elestes em astronomia, análise do
movimento de objetos marosópios (ve-
loidade, aeleração, et.).
Engenharia Controle visual de qualidade de produtos
em linha de produção,deteção de perigo,
interpretação (pelas máquinas) de dese-
nhos feitos à mão, automação, robótia,
sensoriamento remoto.
Segurança Deteção de impressão digital, fae e íris,
veriação de assinatura e modo de andar
de uma pessoa (biometria).
Agriultura Controle de olheita, ontagem de semen-
tes, análise da maturação de frutos.
3e Bookstein (1986).
Apesar de análise de formas poder ser investigada através de métodos matemátios tra-
diionais (ROHLF; BOOKSTEIN, 1990), há um interesse em realizar omparação direta
da forma dos organismos (MARE; CORSEUIL, 2004). A utilização de maros anatmi-
os é um desses métodos de omparação direta, usado para representar as formas de uma
maneira ompreensiva por meio de dados numérios médios. Os dados podem ser obtidos
através de oordenadas médias de maros distribuídos periferiamente, ou dentro das es-
truturas analisadas, ou das distânias entre os maros anatmios esolhidos diretamente
para ada espéie.
Um maro é um ponto de orrespondênia em ada objeto que oinide entre e dentro
das populações ou grupos, ou seja, todos os objetos possuem os mesmos maros. Um
maro anatmio, por sua vez, é um ponto atribuído por um espeialista, que orresponde
entre organismos, de alguma forma biologiamente signiativa, por exemplo, o anto de
um olho ou a reunião de duas suturas em um rânio. Já maros matemátios são pontos
loalizados num objeto de aordo om alguma propriedade matemátia ou geométria da
imagem, por exemplo, pontos de alta urvatura ou pontos extremos. Por m, pseudo-
maros são pontos onstruídos em um objeto, loalizados ao redor do ontorno ou entre
maros anatmios ou matemátios. Na gura 1.1 vemos 6 maros matemátios em pontos
de alta urvatura e 42 pseudo-maros marados no ontorno de uma segunda vértebra
toráia (T2) de rato. Os maros ainda podem ser denidos em três tipos adiionais,
onde os maros do tipo I oorrem na junção de teidos/ossos; os do tipo II são denidos
por propriedades loais, tais omo urvaturas máximas e os maros do tipo III oorrem
em pontos extremos ou maros onstruídos, tais omo diâmetros máximos e entróides.
4Figura 1.1: Vértebra T2 de rato om 6 maros matemátios (junções de linhas) e 42
pseudo-maros.
Fonte: Dryden e Mardia (1998).
Um dos problemas de interesse em AEF é estender métodos lássios de análise es-
tatístia para dados de formas de objetos ou propr novos métodos para este tipo de
dado.
É omum existir, em análise de formas, a neessidade de agrupamento em um onjunto
de dados, de tal forma que se obtenha grupos om araterístias mais homogêneas.
Por exemplo, quando se deseja detetar o número de diferentes espéies, a análise de
agrupamento pode ser um exelente reurso para deteção dos grupos (AMARAL et al.,
2010). Dessa forma, diversos pesquisadores têm onduzido estudos e têm estudado a
performane desses métodos.
Os métodos de agrupamento são ferramentas úteis para explorar estruturas em onjun-
tos de dados sendo utilizados, por exemplo, em para reonheimento não-supervisionado
de padrões. A tarefa de agrupar signia organizar um onjunto de observações (indi-
víduos, objetos, et.) em grupos de tal forma que observações pertenentes a um dado
grupo têm um alto grau de similaridade, enquanto que observações pertenentes a gru-
pos diferentes têm um alto grau de dissimilaridade (GORDON, 1999; JAIN; MURTY;
FLYNN, 1999; XU; WUNSCH, 2005). Esses métodos vêm sendo largamente apliados
5em diversas áreas da iênia, tais omo, taxonomia, proessamento de imagens, mineração
de dados, reuperação de informação, dentre outras.
As ténias de agrupamento mais populares podem ser divididas em métodos hierár-
quios e métodos partiionais. Os métodos hierárquios produzem uma resposta represen-
tada por uma estrutura ompleta de hierarquia, i.e., uma sequênia aninhada de partições
do onjunto de observações de entrada; sua saída é uma estrutura hierárquia de grupos
onheida omo dendrograma. Por outro lado, nos métodos partiionais o objetivo é obter
uma partição únia do onjunto de observações em um número xo de grupos, tipiamente
através da otimização (geralmente loal) de uma função objetivo; o resultado é a riação
de hipersuperfíies de separação entre os grupos.
Os métodos de agrupamento partiionais foram desenvolvidos sob dois diferentes pa-
radigmas: agrupamento rígido (hard) e agrupamento difuso (fuzzy). Nos métodos de
agrupamento do tipo rígido, os grupos são naturalmente disjuntos e não se sobrepõem.
Nesse aso, ada padrão pode pertener a um, e somente um, grupo. No aso dos métodos
de agrupamento do tipo difuso, um padrão pode pertener a todos os grupos om um erto
grau de pertinênia. Uma exposição detalhada dos prinipais métodos de agrupamento
difuso pode ser enontrada em Höppner (1999). Em adição, uma boa revisão sobre os
vários métodos de agrupamento pode ser enontrada, por exemplo, em Jain (2010) ou
em Jain, Murty e Flynn (1999).
O método k-médias (HARTIGAN; WONG, 1979) gura entre os métodos de agrupa-
mento mais antigos e mais utilizados em problemas prátios (JAIN, 2010). Tal método
onsiste na divisão de um onjunto de observações sobre um espaço métrio em k grupos,
de maneira que a soma dos quadrados das distânias entre ada observação e a média
do grupo ao qual ela pertene seja a mínima possível. Esta divisão é, em geral, obtida
por meio de algoritmos iterativos. Amaral et al. (2010) propuseram uma adaptação do
método k-médias lássio para dados de formas planas (bidimensionais) de objetos. Eles
onsideraram três tipos de distânias apropriadas para dados de formas, além de uma
versão do método baseado na distânia Eulidiana lássia obtida no espaço tangente das
formas. Apesar de sua simpliidade e eiênia, o algoritmo k-médias apresenta algumas
deiênias. Por essa razão, surge a neessidade da proposição de métodos alternativos,
que possam apresentar bons resultados em situações onde o algoritmo k-médias falha.
Os métodos de agrupamento espetral surgem de oneitos da teoria espetral dos gra-
fos e o agrupamento é ongurado omo um problema de poda no grafo, onde uma função
objetivo apropriada deve ser otimizada. A ideia básia é onstruir um grafo ponderado
a partir do onjunto de dados iniial, onde ada nó representa uma observação e ada
aresta ponderada simplesmente leva em onsideração a similaridade entre duas observa-
6ções. A ideia prinipal desta teoria é a deomposição espetral da matriz laplaiana do
grafo ponderado obtido a partir dos dados originais (FILIPPONE et al., 2008). Verma e
Meila (2003), Kannan, Vempala e Vetta (2004), Shawe-Taylor e Kandola (2001) apresen-
tam omparações entre diversos métodos de agrupamento espetral e métodos lássios
de agrupamento, enquanto Luxburg (2007) apresenta um tutorial sobre métodos de agru-
pamento espetral.
Neste trabalho apresentaremos uma adaptação do algoritmo de agrupamento espe-
tral de Ng, Jordan e Weiss (NG; JORDAN; WEISS, 2001) para dados de formas planas
de objetos. Partiremos da denição de funções kernel adequadas para dados de for-
mas (JAYASUMANA et al., 2013), introduzindo um algoritmo de agrupamento espetral
adequado para dados de formas e um algoritmo de agrupamento espetral no espaço tan-
gente das formas. Apliações om onjuntos de dados reais irão ilustras a utilidade dos
métodos propostos.
1.2 Organização do Trabalho
Além do apítulo de introdução, este trabalho é omposto por mais três apítulos. No
Capítulo 2 apresentamos uma revisão geral sobre Análise Estatístia de Formas, em que
introduzindo uma representação matemátia de formas seguido de subseções ontendo
informações aera da distânia de prorustes para aso planar, oordenadas no espaço
tangente, além de apresentarmos o algoritmo k-média para dados de formas e uma seção
expliando as funções kernel. Ainda neste apítulo, é feita uma revisão sobre agrupamento
espetral e o algoritmo espetral de Ng, Jordan & Weiss. Finalizaremos o apítulo om
uma seção ontendo nossa proposta de trabalho. No Capítulo 3, índies de avaliação serão
utilizados em onjuntos de dados reais, objetivando-se mensurar a eáia dos algoritmos.
Finalmente, no Capítulo 4, são apresentadas as onsiderações nais aera do trabalho e
algumas sugestões para trabalhos futuros.
CAPÍTULO 2
REFERENCIAL TEÓRICO
2.1 Análise Estatístia de Formas (AEF)
Nesta seção, apresentaremos uma revisão geral sobre AEF, introduzindo uma repre-
sentação matemátia desse tipo de análise, em que oneitos básios para ompreensão da
teoria abordada serão denidos; seguido das expliações para o entendimento da distânia
de prorustes para o aso planar e estudo de oordenadas no espaço tangente.
2.1.1 Representação Matemátia de Formas
A espeiação de um sistema de oordenadas é essenial para desrição sobre a forma
de um objeto. São vários os sistemas de oordenadas: oordenadas de Bookstein, pro-
postas por Bookstein (1984, 1986); oordenadas polares de Kent, proposta por Kent
(1994); oordenadas de forma Goodall-Mardia QR desenvolvida por Goodall e Mardia
(1992, 1993); e entre outras, as oordenadas de Kendall podem ser vistas em Dryden e
Mardia (1998). Uma esolha apropriada do sistema de oordenadas para formas deve ser
invariante sob loação, esala e rotação da onguração.
Uma onguração é um onjunto de maros em um objeto partiular. Uma ongu-
ração matemátia X é representada por uma matriz k ×m de oordenadas artesianas
de k maros em m dimensões. O espaço da onguração é o espaço de todas oordenadas
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os.
X =


x1,1 · · · x1,m
x2,1 · · · x2,m
.
.
.
.
.
.
.
.
.
xk,1 · · · xk,m

 (2.1)
Serão onsiderados os asos onde k ≥ 3 e m = 2, o que orresponde as formas planas.
Assim a matriz de onguração X da expressão (2.1) resume-se a
X = [x1 x2]
⊤ =


x1,1 x1,2
x2,1 x2,2
.
.
.
.
.
.
xk,1 xk,2

 (2.2)
Algumas transformações devem ser feitas na matriz X para remover os efeitos de
loação, esala e rotação. Para m = 2, a onguração matemátia deve ser reesrita omo
um vetor omplexo. Dena um vetor omplexo (k × 1) tal que
z0 = (z01 , . . . , z
0
k)
⊤ = (x1,1 + ix1,2, . . . , xk,1 + ixk,2)
⊤
(2.3)
o qual orresponde as oordenadas omplexas para os maros.
Neste trabalho serão onsideradas as oordenadas de Kendall. O primeiro traba-
lho feito nesta área foi Kendall (1977), mas somente em Kendall (1984) que realmente
formalizou-se e deniu-se os oneitos básios. Um dos pontos mais relevantes do trabalho
de Kendall foi a proposta do sistema de oordenadas. Estes sistemas visam a obtenção da
forma de um objeto por meio dos pontos dispostos através dos maros. Primeiramente,
deve-se retirar os efeitos de loação. Contudo, para remover a loação da forma deve-se
denir a submatriz de Helmert (H). A matriz de Helmert (HF ) é uma matriz quadrátia
ortogonal k×k om a primeira linha de elementos igual a 1/√k, então a j-ésima linha (j-
1) elementos iguais a 1/
√
j(j − 1) seguido por um elemento igual a (j−1)×1/√j(j − 1)
e (k − j) zeros. A sub-matriz de Helmert é a matriz de Helmert sem a primeira linha.
Por exemplo, para k = 4 a matriz de Helmert é
HF =


1/2 1/2 1/2 1/2
−1/√2 1/√2 0 0
−1/√6 −1/√6 2/√6 0
−1/√12 −1/√12 −1/√12 3/√12


9e a sub-matriz de Helmert será
H =


−1/√2 1/√2 0 0
−1/√6 −1/√6 2/√6 0
−1/√12 −1/√12 −1/√12 3/√12


Para remover a loação do vetor omplexo z0, basta multipliar o vetor pela sub-
matriz de Helmert (H) de dimensão (k − 1) × k. A onguração Helmertizada é dada
por
w(k−1×1) =H(k−1×k)z
0
(k×1) (2.4)
onde w representa a onguração z0 sem o efeito de loação.
Pode-se reverter de volta aos maros entrados de um maro Helmertizado por pré-
multipliar por H⊤, omo
H⊤H =
(
Ik − 1
k
1k1
⊤
k
)
Dessa forma, pré multipliando o vetor w por H⊤ obtém-se a onguração entrada
H⊤w =H⊤Hz0 =
(
Ik − 1
k
1k1
⊤
k
)
z0 = z0 − 1
k
k∑
j=1
z0(j)1k (2.5)
Para exempliar, tem-se a onguração matemátia de um indivíduo obtido dos dados
de gorilas mahos, (DRYDEN; MARDIA, 1998), em que z0 = (53+220i, 46−35i, 0+0i, 0+
37i, 12 + 122i, 58 + 204i, 93 + 117i, 103 + 28i)⊤. A Figura 2.1 representa as ongurações
original, Helmertizada e entralizada para maros de um gorila maho. Vale notar que
a onguração Helmertizada, Figura 2.1b, perde a dimensão original dos dados. Este
problema é orrigido om a multipliação por H⊤.
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Figura 2.1: Congurações de um gorila maho.
Fonte: Oliveira (2016).
Para remover o efeito de esala deve-se dividir a onguração Helmertizada, obtida na
expressão (2.4), pela sua norma. Sendo assim,
zk−1×1 =
w
|w| =
w√
w∗w
=
H(k−1×k)z
0
(k×1)√
(H(k−1×k)z
0
(k×1))
∗
(H(k−1×k)z
0
(k×1))
(2.6)
onde w∗ é o transposto do onjugado de w e |·| denota a norma omplexa de w. O vetor
z, de aordo om Kendall (1984), é hamado de pré-forma da onguração omplexa z0.
É importante notar que a pré-forma é uma forma om o efeito de rotação retido.
Devido a importânia da pré-forma no estudo das oordenadas de Kendall, alguns
oneitos relevantes devem ser onsiderados.
Denição 2.1. (Pré-forma). As pré-formas de uma matriz de onguração X, da Equa-
ção (2.1), é dado por
zk−1×m =
H(k−1×k)X(k×m)
|HX| (2.7)
o qual é invariante sob loação e esala da onguração original.
A partir da Equação (2.7) pode-se obter as pré-formas entralizadas de forma que
zCe(k×m) = Ce·(k×k)Xk×m/|CeX|
desde que Ce = H
⊤H . Note que z é uma matriz (k − 1) × m enquanto que zce é
uma matriz k ×m. A vantagem em usar z é por ser de posto ompleto e sua dimensão
é menor do que de zce . Em ontrapartida, há uma vantagem de trabalhar om a pré-
forma entralizada zce, pois a representação das oordenadas Cartesianas é oerente om
a onguração original (DRYDEN; MARDIA, 1998).
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O espaço das pré-formas é o espaço de todas as possíveis pré-formas z, ou seja, o
espaço de todos os possíveis vetores de dimensão (k − 1) que não possuem a informação
da loação e esala. Para pré-formas planas, este espaço é uma hiperesfera omplexa de
dimensão (k − 1), isto é
CSk−2 = {z : z∗z = 1, z ∈ Ck−1} (2.8)
em que C
k−1
é o espaço ompleto de dimensão (k − 1).
Denição 2.2. (Forma). A forma de uma matriz de onguração X é toda a informação
geométria sobre X que é invariante sobre loação, rotação e esala. A forma pode ser
representada omo
[z] = {eiθz : θ ∈ [0, 2π)} (2.9)
em que θ é o grupo espeial ortogonal de rotações e z é a pré-forma de X.
Para m = 2 o espaço da forma é espaço projetivo omplexo CP k−2, o espaço de linhas
omplexas que passam pela origem.
Denição 2.3. (Íone). Um íone é um membro partiular do onjunto de formas [z℄ o
qual é tomado omo sendo a representatividade da forma.
A palavra íone india imagem ou semelhança e é apropriado omo uso para retratar
uma imagem representativa de uma lasse equivalente da forma o qual possui `semelhança'
para outros membros, isto é, os objetos da lasse são todos similares. A pré-forma entrada
zce é uma esolha apropriada de íone. Dessa forma, iremos usar a pré-forma entrada
para ter uma representação da onguração original.
2.1.2 Distânia Prorustes para aso planar
O objetivo desta seção é apresentar alguns oneitos básios para amostras aleatórias
de objetos. Alguns desses aspetos de análise de forma são: obter a estimativa da forma
média de uma amostra aleatória, o álulo de distânias entre formas, os resíduos de ada
objeto em relação a um grupo.
Um importante oneito de análise de forma é estimar a forma média de uma amostra
aleatória de ongurações. Considere z01 , . . . , z
0
n omo uma amostra aleatória de ongu-
rações omplexas de uma população de n objetos ou indivíduos o qual z0i foi denido pela
Equação (2.3).
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De aordo om Kent (1994) obtém-se o seguinte resultado para estimação da forma
média Prorustes ompleta µˆ para formas planas.
Resultado 2.1. A forma média Prorustes ompleta µˆ pode ser enontrada omo o
autovetor orrespondente ao maior autovalor da soma quadrátia omplexa e matriz
produto
S =
n∑
i=1
wiw
∗
i /(w
∗
iwi) =
n∑
i=1
ziz
∗
i , (2.10)
onde zi = wi/||wi||, i = 1, . . . , n são as pré-formas.
Assim, µˆ é dado pelo autovetor omplexo orrespondente ao maior autovalor, ou
autovetor dominante de S. O autovetor é únio (até uma rotação - todas rotações de µˆ
são também soluções, mas todos este orrespondem a mesma forma), desde que exista
um únio autovalor maior de S. A forma média de dados dos gorilas 29 mahos e 30
fêmeas (DRYDEN; MARDIA, 1998) são apresentados na Figura 2.2.
Figura 2.2: A forma média Prorustes ompleta de gorilas mahos e fêmeas.
Fonte: Oliveira (2016).
A onguração possui uma rotação arbitrária (DRYDEN; MARDIA, 1998). Assim,
é neessário rotaionar todas ongurações de tal forma que eles estarão tão próximos
quanto possível da forma média amostral. Dessa forma, dene-se que o ajuste Prorus-
tes ompleto ou oordenadas Prorustes ompleta de w1, . . . ,wn são
wPi =
w∗i µˆwi
w∗iwi
= z∗i µˆzi, i = 1, . . . , n
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onde ada wPi é o ajuste Prorustes ompleto de wi em µˆ. A forma média Prorus-
tes ompleta pode ser obtida por tomar a média aritmétia das oordenadas Prorustes
ompleta, ou seja,
1
n
∑n
i=1w
P
i tem a mesma forma omo a forma média Prorustes µˆ.
Os resíduos Prorustes são alulados omo
ri = w
P
i −
(
1
n
n∑
i=1
wPi
)
, i = 1, . . . , n (2.11)
e os resíduos Prorustes são usados para investigar a variabilidade da forma.
Um oneito de distânia entre duas formas é neessário para denir ompletamente
o espaço métrio de forma não-Eulidiana.
Considere duas matrizes de onguração k pontos e dimensão m = 2, X e Y , e suas
ongurações entradas e de tamanho unitário (pré-forma entrada) zx = (zx1, . . . , zxk)
⊤
e zy = (zy1, . . . , zyk)
⊤
, de duas onguraçõesX e Y onde ||zx|| = 1 = ||zy|| e z∗x1k = 0 =
z∗y1k. Dessa forma, a distânia de Prorustes ompleta entre duas formas zx e zy é
d2F = 1− |z∗xzy|2 (2.12)
Esta distânia é invariante aos efeitos de loação, esala e rotação. Consequentemente,
podemos onsiderar cos ρ = (1− d2F )1/2.
Para dados no plano, o espaço pré-forma é uma esfera omplexa CSk−2 de raio unitário
em dimensão omplexa k − 1 denido na Equação (2.8). O ângulo entre as pré-formas
omplexas zx e zy é
ρ = arccos(|z∗xzy|) (2.13)
Essa quantidade também denominada omo geodésia é denida omo o aminho mais
urto entre zx e zy na hiperesfera da pré-forma e não é afetada pela rotação (ZELDITCH;
SWIDERSKI; SHEETS, 2012). Consequentemente, pode-se ver expliitamente que a
distânia de Prorustes ρ é o ângulo entre as pré-formas zx e zy. Também, desde que
o raio da esfera da pré-forma é 1, pode-se onsiderar ρ a distânia ótima no írulo na
esfera da pré-forma.
A distânia de Prorustes Parial também é invariante quanto a rotação entre zx
e zy e é dada por
d2P = 2(1− |z∗xzy|) = 2(1− cos ρ) (2.14)
A Figura 2.3 representa as distânias (2.12), (2.13) e (2.14) na hiperesfera da pré-
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Figura 2.3: Ilustração da relação entre as distânias dF , ρ e dP na esfera da pré-forma.
Fonte: Oliveira (2016).
2.1.3 Coordenadas no Espaço Tangente
O espaço tangente é a versão linearizada do espaço de formas na proximidade de um
ponto partiular do espaço de forma. Uma das vantagens do espaço tangente é que podem
ser usadas as ténias padrão de análise multivariada. Existem vários tipos diferentes de
oordenadas no espaço tangente. Serão onsideradas as oordenadas tangente Prorustes
parial.
Considere x1, . . . ,xn uma amostra de ongurações. Dessa forma, as oordenadas
tangentes serão
ti = exp
iθ[Ik−1 − µˆµˆ∗]zi, i = 1, . . . , n (2.15)
onde zi é a pré-forma orrespondente a onguração xi denida em (2.7), θˆ minimiza
||µˆ− z expiθ ||2 e ||z|| = √z∗z.
Suponha que z1, . . . , zn é uma amostra aleatória de pré-formas e t1, . . . , tn suas oor-
denadas tangentes. Seja vi um vetor 2k − 2 o qual é obtido por empilhar as oordenadas
real e imaginária de ada ti. Essa operação é representada por cvec onde
vi = cvec(ti) = (Re(ti)
⊤, Im(ti)
⊤)⊤.
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Assim, o vetor de pré-formas zi ∈ Ck−1 é representado nas oordenadas tangentes
pelo vetor vi ∈ R2k−2. A distânia Eulidiana no espaço tangente para o espaço de
formas é uma boa aproximação para situações de alta onentração, ou seja, variânia
pequena ((DRYDEN; MARDIA, 1998), p.76) das distânias de Prorustes dF , ρ e dP . E
assim, pode-se apliar os métodos multivariados padrões nas oordenadas tangentes.
As oordenadas tangentes parial possuem grande utilidade nas análises de formas,
uma vez que pode-se utilizar as diversas ténias multivariadas no espaço Eulidiano. En-
tretanto, pesquisadores já mostraram sua ineiênia em dados om baixa onentração.
Como por exemplo, os testes de hipóteses das formas médias das pré-formas propostas
por Amaral, Dryden e Wood (2007) e a região de onança bootstrap para a forma média
planar, desenvolvida por Amaral et al. (2010).
2.2 Algoritmo k-médias para formas
De aordo om Amaral et al. (2010), para dados usuais, o algoritmo k-médias objetiva
partiionar n observações dentre k grupos de modo que ada observação pertença ao grupo
uja distânia entre essa observação e o protótipo (representante) do grupo é mínima. O
termo k-means foi usado primeiramente em 1967 por James MaQueen em seu artigo
intitulado Some Methods for Classiation and Analysis of Multivariate Observation.
No ano de 1957, Sturat Llody props o algoritmo Standard Algorithm omo uma ténia
de modulação de pulso que não tinha sido publiado fora dos laboratórios Bell até 1982.
O algoritmo é onheido omo Llody Forgy pois em 1965 E. W. Fordy publiou o mesmo
algoritmo. Entre 1975 e 1979, uma versão mais eiente foi proposta e publiada em
Fortran por Hastigan e Wong.
Seja um onjunto de n objetos ou indivíduos a ser agrupados em um onjunto de k
grupos, C = (Cr, r = 1, . . . , k). O algoritmo k-médias enontra uma partição minimizando
um ritério que mede distânia entre pré-formas de grupos e formas média (Forma média
Prorustes ompleta).
J(Cr) =
∑
i∈Cr
d2(zi,µr)
onde a função d2 é uma medida de distânia geral omo as distânias denidas em (2.12),
(2.13) e (2.14).
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O objetivo do k-médias é minimizar a soma do erro quadrátio sobre todo luster k,
J(C) =
k∑
r=1
∑
i∈Cr
d2(zi,µr) (2.16)
O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelo
método k-médias em análise de formas.
Algoritmo 1: Método de Agrupamento k-médias para formas planas
Entrada: Pré-forma z (omo denido na Equação (2.6)), número de grupos k e
aloação iniial;
Saída: Grupos Cr(1 ≤ r ≤ k);
1 Obtenha a forma média para ada grupo;
2 Atribua ada objeto a forma média do grupo mais próximo, através das Equações
(2.12), (2.13) ou (2.14);
3 Calule a forma média de ada grupo;
4 Repita o passo 2 e 3 até que a forma média não mude ou um valor ótimo da
Equação (2.16) seja enontrada.
Esse algoritmo move os objetos entre os agrupamentos até que não haja alteração
signiativa na função objetivo, ou até que o número de iterações máximo pré determinado
seja alançado. O resultado é um onjunto de grupos om indivíduos om araterístias
homogêneas dentro dos grupos e om araterístias heterogêneas entre os grupos.
Apesar do algoritmo onvergir rapidamente para uma solução, essa solução enontrada
depende da aloação iniial, logo o método pode onvergir para um ótimo loal. Trata-se
de um método prátio e omputaionalmente eiente, porém é sensível a ruído e pontos
aberrantes, por exemplo.
2.3 Funções kernel
Desde o iníio da última déada, muitos pesquisadores têm demonstrado interesse
em métodos baseados em kernel (FILIPPONE et al., 2008). A prinipal ideia por trás
desses métodos é o uso de um mapeamento não-linear arbitrário Φ do espaço original
das observações para um espaço de mais alta dimensão (possivelmente innita), hamado
espaço de araterístias, F . Nesta seção, apresentamos uma breve revisão aera da
teoria básia sobre funções kernel.
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Seja X = {x1, . . . ,xn} um onjunto não-vazio, onde xi ∈ Rp, ∀i. Uma função h :
X ×X → R é dita um kernel positivo-denido (ou kernel de Merer) se, e somente se, h
é simétria (isto é, h(xi,xk) = h(xk,xi)) e a seguinte desigualdade é válida (MERCER,
1909):
n∑
i=1
n∑
k=1
cickh(xi,xk) ≥ 0 ∀n ≥ 2, (2.17)
onde cr ∈ R ∀r = 1, . . . , n.
Um onjunto de observações não-linearmente separável pode tornar-se separável line-
armente através de um mapeamento não-linear arbitrário para um espaço de araterís-
tias de alta dimensão (HAYKIN, 1998). Seja Φ : X → F um mapeamento não-linear
arbitrário do espaço original das observações para um espaço de araterístias de alta
dimensão F . Apliando o mapeamento não-linear Φ, o produto interno x⊤i xk no espaço
original é mapeado para Φ(xi)
⊤Φ(xk) no espaço de araterístias. A essênia dos méto-
dos baseados em kernel é que o mapeamento não-linear Φ não preisa ser expliitamente
espeiado porque todo kernel de Merer pode ser expresso omo
h(xi,xk) = Φ(xi)
⊤Φ(xk), (2.18)
que é usualmente referida omo kernel trik.
Por ausa da Equação (2.18), é possível alular distânias Eulidianas em F da
seguinte maneira:
||Φ(xi)− Φ(xk)||2 = (Φ(xi)− Φ(xk))⊤(Φ(xi)− Φ(xk))
= Φ(xi)
⊤Φ(xi)− 2Φ(xi)⊤Φ(xk) + Φ(xk)⊤Φ(xk)
= h(xi,xi)− 2h(xi,xk) + h(xk,xk). (2.19)
Exemplos de funções kernel tipiamente utilizadas são:
• Linear: h(xi,xk) = x⊤i xk,
• Polinomial de grau d: h(xi,xk) = (γx⊤i xk + θ)d, γ > 0, θ ≥ 0, d ∈ N,
• Gaussiana: h(xi,xk) = e−
||xi−xk||
2
2σ2
, σ > 0,
• Laplaiana: h(xi,xk) = e−γ||xi−xk ||, γ > 0,
• Sigmóide: h(xi,xk) = tanh(γx⊤i xk + θ), γ > 0, θ ≥ 0,
onde γ, σ, θ e d são parâmetros do kernel.
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2.4 Agrupamento Espetral
Os métodos de agrupamento espetral relaionam-se om teoria dos grafos (SHAWE-
TAYLOR; KANDOLA, 2001). Uma omparação de alguns métodos de agrupamento es-
petral foi apresentada por Verma e Meila (2003). Seja X = {x1, . . . ,xn} o onjunto de
obervações a serem agrupadas. Iniiando a partir deX, podemos onstruir um grafo om-
pleto, ponderado não-direionado G(V,A) ontendo um onjunto de nós V = {v1, . . . , vn}
orrespondendo às n observações e arestas denidas através da matriz de adjaênia A
(também hamada de anidade), de dimensão n × n. A matriz de adjaênia para um
grafo ponderado é dada pela matriz ujo elemento aij representa o peso da aresta que liga
os nós i e j. Sendo um gráo não-direionado, a propriedade aij = aji é verdadeira. A
adjaênia entre duas observações pode ser denida da seguinte forma:
aij =

h(xi,xj), se i 6= j;0, aso ontrário. (2.20)
onde a função h(xi,xj) mede a similaridade entre duas observações i e j. Comumente,
uma função kernel gaussiana é usada:
h(xi,xj) = exp
(
−d
2(xi,xj)
2σ2
)
, (2.21)
onde d2(xi,xj) = ||xi − xj ||2 mede a dissimilaridade entre duas observações i e j e σ2
ontrola a veloidade de deterioração de h. Esta partiular esolha tem a propriedade de
que A tem apenas alguns termos signiativamente diferentes de 0, ou seja, A é esparsa.
A matriz de grau D é a matriz diagonal ujos elementos são os graus dos nós de G,
dii =
n∑
j=1
aij . (2.22)
Neste ontexto, o problema de agrupamento pode ser visto omo um problema de orte
(CHUNG, 1996), onde se deseja separar um onjunto de nós S ⊂ V do onjunto omple-
mentar S¯ = V \ S. O problema de orte no grafo pode ser formulado de várias maneiras,
dependendo da esolha da função objetivo a otimizar. Uma das mais populares funções
para otimizar (CHUNG, 1996) é:
cut(S, S¯) =
∑
vi∈S,vj∈S¯
aij . (2.23)
É fáil veriar que a minimização da função objetivo, dada em (2.23) favoree partições
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ontendo os nós isolados. Para onseguir um melhor equilíbrio na ardinalidade de S e
S¯, sugere-se a otimização da função de orte normalizada (SHI; MALIK, 2000):
Ncut(S, S¯) = cut(S, S¯)
(
1
assoc(S, V )
+
1
assoc(S¯, V )
)
, (2.24)
em que a assoiação assoc(S, V ) é também onheido omo o volume de S:
assoc(S, V ) =
∑
vi∈S,vj∈V
aij ≡ vol(S) =
∑
vi∈S
dii. (2.25)
Há outras denições de funções para otimizar, por exemplo, a ontundênia (KANNAN;
VEMPALA; VETTA, 2004), a assoiação normalizada (SHI; MALIK, 2000) e a razão de
orte (DHILLON; GUAN; KULIS, 2004).
A omplexidade em otimizar essas funções objetivo é muito elevada (por exemplo,
a otimização do orte normalizado é NP-Hard (SHI; MALIK, 2000; WAGNER; WAG-
NER, 1993)) e por esta razão, tem-se prourado usar oneitos espetrais de análise de
grafos. Estes oneitos podem ser formulados a partir da introdução da matriz Laplai-
ana (CHUNG, 1996):
L = D −A, (2.26)
que pode ser visto omo um operador linear em G. Além desta denição de matriz
Laplaiana, existem outras denições alternativas:
• Laplaiana Normalizada, dada por LN = D−1/2LD−1/2;
• Laplaiana Generalizada, dada por LG = D−1L;
• Laplaiana Relaxada, dada por Lρ = L− ρD.
Cada denição é justiada por propriedades espeiais desejáveis em um determinado on-
texto. A deomposição espetral da matriz Laplaiana pode forneer informações úteis
sobre as propriedades do grafo. Em partiular, pode ser visto que o segundo menor auto-
valor de L está relaionado om o orte no grafo (FIEDLER, 1973) e os orrespondentes
autovetores podem agrupar observações semelhantes (CHUNG, 1996; SHI; MALIK, 2000;
BRAND; HUANG, 2003).
O problema da redução de dimensionalidade tem omo objetivo enontrar uma re-
presentação dimensional adequada de um onjunto de dados em um espaço dimensional
elevado. Em Belkin e Niyogi (2003), ada nó no grafo, que representa uma observação,
é onetado apenas om nós orrespondentes a observações vizinhas e a deomposição
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espetral da matriz Laplaiana do grafo obtido permite enontrar uma representação di-
mensional baixa de X.
São inúmeros os algoritmos que foram desenvolvidos para resolver o problema de par-
tiionamento de dados por meio de métodos espetrais. Dentre eles, podem ser itados os
algoritmo de Shi & Malik (SHI; MALIK, 2000), Ng, Jordan & Weiss, Perona & Freeman,
dentre outros (WAGNER; WAGNER, 1993; FILIPPONE et al., 2008). Neste trabalho,
foaremos na utilização do algoritmo espetral Ng, Jordan & Weiss, adaptado para agru-
par dados de formas e omparando-o om a adaptação para dados de formas do algoritmo
k-médias, proposta por Amaral et al. (2010).
2.4.1 Algoritmo de Ng, Jordan & Weiss
O algoritmo de Ng, Jordan & Weiss utiliza autovetores da matriz Laplaiana, além
de, através do algoritmo k-médias, obter uma partição do onjunto de observações (MO-
RAIS, 2012). É desrito abaixo, o roteiro do algoritmo para um onjunto de dados
X = {x1, . . . ,xn}
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Algoritmo 2: Algoritmo Ng, Jordan & Weiss
Entrada: Conjunto de observações X = {x1, . . . ,xn} e número de grupos k;
Saída: Grupos Cr(1 ≤ r ≤ k);
1 Calule matriz de adjaênia A = [aij ] ∈ Rn×n,
aij =


exp
(
−d
2(xi,xj)
2σ2
)
, se i 6= j;
0, aso ontrário,
onde d2(xi,xj) representa a distânia eulidiana quadrada entre duas observações
i e j. Como um ritério para a esolha de σ2 diversos autores sugerem uma busa
em um grid ;
2 Calule a matriz Laplaiana normalizada L =D−1/2AD−1/2;
3 Enontre os k autovetores de L assoiados aos seus k maiores autovalores;
4 Construa uma matriz Z onatenando os k autovetores assoiados aos k maiores
autovalores de L;
5 Obtenha a matriz Y através de Z, apliando yij = zij/
∑k
r=1 z
2
ir, fazendo om que
todas as linhas de Z tenham norma unitária. Este proedimento mapeia os
pontos originais para uma esfera unitária;
6 Usando Y , obter os grupos utilizando o algoritmo k-médias lássio;
7 Atribuir o ponto original xi ao grupo j se e só se a linha i da matriz Y pertener
ao grupo j.
Podendo ser vista omo um grafo, a matriz de anidade liga entre si as suas linhas e
as olunas, representando as ligações entre os vérties de um grafo, em que o valor dos
ampos da matriz representa os próprios vérties.
2.4.2 Agrupamento espetral para dados de formas
No ontexto de análise de dados de formas, um kernel de Merer ou kernel positivo-
denido é obtido quando substituímos a distânia eulidiana no kernel gaussiano pela
distânia de prorustes ompleta, resultando no então hamado kernel gaussiano prorus-
tes (JAYASUMANA et al., 2013).
A função kernel gaussiana prorustes é
h(zi, zj) = exp
(
−d
2
F (zi, zj)
2σ2
)
= exp
(
−1 − |(z
∗
i zj)|2
2σ2
)
(2.27)
em que dF é a distânia de Prorustes Completa expressa na Equação (2.12) e é um kernel
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positivo denido para todo σ2 ∈ R+.
A proposta do nosso trabalho onsiste na adaptação do álulo da matriz de adjaênia
no algoritmo de Ng, Jordan & Weiss om base na função kernel, usando a distânia de
Prorustes Completa. Além disso, o algoritmo de agrupamento espetral de Ng, Jordan
& Weiss, usualmente utilizado em dados lássios, foi utilizado para análise de dados de
formas de objetos projetados no espaço tangente.
CAPÍTULO 3
APLICAÇÕES
3.1 Introdução
Neste apítulo serão apresentadas a desrição de diversos onjuntos de dados de formas
extraídos dos paotes shapes, geomorph e momos, do software estatístio R, junto a uma
omparação do método proposto (Ng, Jordan & Weiss para dados de formas planas)
om o algoritmo k-médias para formas proposto por Amaral et al. (2010). A Tabela
3.1 apresenta os onjuntos de dados utilizados no estudo, suas dimensões e o número de
grupos, a priori, de ada onjunto de dados.
Tabela 3.1: Conjunto de dados utilizados no estudo, formato dos dados e número de
grupos de ada onjunto.
Dados Formato Número de grupos
Cérebros de esquizofrênios e não-esquizofrênios 8×2×30 2
Vértebra de amundongos 6×2×76 3
Crânios de gorilas 8×2×59 3
Crânios de maaos 7×3×18 2
Crânios de grandes primatas 8×2×167 3
Cérebros de adultos saudáveis 24×3×58 2
Crânios de himpanzés 8×2×54 2
Crânios de orangotangos 8×2×60 2
Grãos de areia 50×2×49 2
Cabeças de salamandras 12×2×40 2
Asas de mosquito 18×2×40 2
Caudas de salamandras larvais 17×2×64 6
Glumas de ereais 21×2×172 3
Corações desenhados a mão 8×2×240 8
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Foi realizada uma busa em grid para se enontrar o valor ótimo do parâmetro σ2 do
kernel Gaussiano, em ada apliação, e os melhores valores para esses parâmetros estão
apresentados na Tabela 3.2. A denição do grid para a busa foi feita de forma empíria
para ada onjunto de dados. Por exemplo, para o onjunto de dados de érebros de
esquizofrênios e de nao-esquizofrênios, variamos o valor de σ2 entre 0.001 e 1 por 0.001
para os dois métodos, enquanto que para os dados de rânios de himpanzés, o melhor
valor de sigam2 foi enontrado no intervalo entre 0.1 e 1 por 0.1 para o algoritmo Ng,
Jordan & Weiss om a distânia de prorustes ompleta e entre 1 e 10 por 0.1 para o
algoritmo Ng, Jordan & Weiss no espaço tangente das formas.
Tabela 3.2: Parâmetros σ2 do kernel Gaussiano apliados à ada onjuntos de dados por
meio do algoritmo Ng, Jordan & Weiss.
Dados Parâmetros da Função kernel
Ng, Jordan & Weiss Ng, Jordan & Weiss
Prorustes Completo Eulid. esp. tang.
Cérebros de esquiz. e não-esquiz. 0.001 0.001
Vértebra de amundongos 0.0001 5
Crânios de gorilas 0.1 0.1
Crânios de maaos 0.001 0.001
Crânios de grandes primatas 0.25 0.25
Cérebros de adultos saudáveis 0.25 0.25
Crânios de himpanzés 0.5 10
Crânios de orangotangos 0.5 10
Grãos de areia 1 1
Cabeças de salamandras 0.01 0.1
Asas de mosquito 0.1 1
Caudas de salamandras larvais 0.0001 0.0001
Glumas de ereais 1 0.001
Corações desenhados a mão 0.0001 0.0001
3.1.1 Índies de avaliação
Para omparar os métodos de agrupamento onsiderados neste trabalho, utilizamos o
Índie de Rand Ajustado (IRA) (HUBERT; ARABIE, 1985) e a taxa total de erro de
aloação (TEA) (BREIMAN et al., 1984).
Seja P = {P1, . . . ,Pi, . . . ,Pc} a partição a priori de Ω = {1, . . . , n} em c lasses e seja
P = {P1, . . . , Pk, . . . , PK} uma partição rígida de Ω = {1, . . . , n} em K grupos forneidos
por um algoritmo de agrupamento. As quantidades nik, i = 1, . . . , c, k = 1, . . . , K,
representam o número de observações que estão na lasse Pi e no grupo Pk e podem ser
representadas na forma da Tabela 3.3, denominada matriz de onfusão.
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Tabela 3.3: Matriz de onfusão.
Grupos
Classes P1 · · · Pk · · · PK
∑
P1 n11 · · · n1k · · · n1K n1• =
∑K
k=1 n1k
.
.
.
.
.
. · · ·
.
.
. · · ·
.
.
.
.
.
.
Pi ni1 · · · nik · · · niK ni• =
∑K
k=1 nik
.
.
.
.
.
. · · ·
.
.
. · · ·
.
.
.
.
.
.
Pc nc1 · · · nck · · · ncK nc• =
∑K
k=1 nck
∑
n•1 =
∑c
i=1 ni1 · · · n•1 =
∑c
i=1 ni1 · · · n•1 =
∑c
i=1 ni1 n =
∑c
i=1
∑K
k=1 nik
O Índie de Rand Ajustado (IRA) é obtido omo
CR =
∑c
i=1
∑K
k=1
(
nik
2
)− (n
2
)−1∑c
i=1
(
ni•
2
)∑K
k=1
(
n•k
2
)
1
2
[∑c
i=1
(
ni•
2
)
+
∑K
k=1
(
n•k
2
)]− (n
2
)−1∑c
i=1
(
ni•
2
)∑K
k=1
(
n•k
2
) , (3.1)
onde
(
n
2
)
= n(n−1)
2
, nik representa o número de observações que estão na lasse Pi e no
grupo Pk, ni• representa o número de observações na lasse Pi, n•k representa o número
de observações no grupo Pk, e n é o número total de observações no onjunto de dados.
O IRA avalia o grau de onordânia (similaridade) entre uma partição a priori e uma
partição forneida por um método de agrupamento. Além disso, o IRA não é sensível ao
número de lasses nas partições ou à distribuição das observações nos grupos. Finalmente,
o IRA assume valores no intervalo [−1, 1], no qual o valor 1 india onordânia perfeita
entre as partições, enquanto que valores próximos de zero ou negativos orrespondem a
onordânia entre partições enontrada ao aaso Milligan (1996).
Em problemas de lassiação, ada grupo Pk é assoiado a uma lasse a priori Pi e
esta assoiação deve ser interpretada omo se a verdadeira lasse a priori fosse Pi. Dessa
forma, para uma observação pertenente a um dado grupo Pk a deisão está orreta se a
lasse a priori dessa observação é Pi. Para obter uma taxa de erro de lassiação mínima,
preisamos enontrar uma regra de deisão que minimize a probabilidade de erro.
Seja ℓ(Pi, Pk) a probabilidade a posteriori de que uma observação pertença à lasse Pi
quando assoiado ao grupo Pk. Seja ℓ(Pk) a probabilidade de que a observação pertença
ao grupo Pk. A função ℓ é onheida omo função de verossimilhança.
A estimativa da máxima probabilidade a posteriori é a moda da probabilidade a
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posteriori ℓ(Pi, Pk) e o índie da lasse a priori assoiada a esta moda é dada por
MAP (Pk) = arg max
1≤i≤c
ℓ(Pi, Pk).
A regra de deisão de Bayes que minimiza a probabilidade média de erro é seleionar a
lasse a priori que maximiza a probabilidade a posteriori. A taxa de erro de aloação do
grupo Pk é igual a 1− ℓ(PMAP (Pk)/Pk) e a taxa total de erro de aloação (TEA) é igual a
TEA =
K∑
k=1
ℓ(Pk)(1− ℓ(PMAP (Pk)/Pk)).
Para uma amostra,
ℓ(PMAP (Pk)/Pk) = max
1≤i≤c
nik/n•k.
A taxa total de erro de aloação (TEA) foi onebida de modo a medir a habilidade
de um algoritmo de agrupamento enontrar as lasses a priori presentes em um onjunto
de dados e é alulada da forma:
TEA =
K∑
k=1
n•k
n
(
1− max
1≤i≤c
nik/n•k
)
= 1−
∑K
k=1max1≤i≤c nik
n
. (3.2)
O índie TEA assume valores no intervalo [0, 1], no qual valores próximos de zero indiam
maior habilidade de um algoritmo na deteção de lasses a priori.
3.2 Apliações
Esta seção ompreende na omparação dos algoritmos k-médias (4) e Ng, Jordan &
Weiss (7) apliados a onjuntos de dados de formas. Os resultados para 14 onjunto
de dados foram apresentados em tabelas, onsiderando os índies de avaliação IRA e
TEA, denidos outrora, para as distânias de Prorustes, Prorustes Parial, Prorustes
Completa e distânia eulidiana no espaço tangente.
Na Tabela 3.4, dispomos um resumo aera do desempenho dos métodos omparados
onsiderando as possíveis distânias que os algoritmos permitem utilizar. A partir dos re-
sultados dos dois índies de avaliação, destaamos, om o írulo hahurado (•), o método
que apresentou valores superiores em relação aos demais. Os métodos (e distânias) onsi-
derados são k-médias de prorustes ompleto (kFP ), k-médias de prorustes parial (kPP ),
k-médias de prorustes (kP ), k-médias lássio no espaço tangente das formas (kET ), Ng,
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Jordan & Weiss de prorustes ompleto (NgFP ) e Ng, Jordan & Weiss lássio no espaço
tangente das formas (NgET ).
Tabela 3.4: Resumo dos resultados das apliações a partir dos índies de avaliação para
ada distânia onsiderada aos métodos utilizados neste trabalho.
Dados/Métodos kFP kPP kP kET NgFP NgET
Cérebros esquiz. e não-esqui. ◦ ◦ ◦ ◦ • •
Vértebra de amundongos ◦ ◦ ◦ ◦ • ◦
Crânios de gorilas ◦ ◦ ◦ ◦ • ◦
Crânios de maaos ◦ ◦ ◦ ◦ • •
Crânios de grandes primatas ◦ ◦ ◦ ◦ • •
Cérebros de adultos saudáveis ◦ ◦ ◦ ◦ ◦ ◦
Crânios de himpanzés ◦ ◦ ◦ ◦ • ◦
Crânios de orangotangos • • • ◦ ◦ ◦
Grãos de areia ◦ ◦ ◦ • ◦ •
Cabeças de salamandras ◦ ◦ ◦ • • ◦
Asas de mosquito ◦ ◦ ◦ ◦ • •
Caudas de salamandras larvais ◦ ◦ ◦ ◦ • •
Glumas de ereais ◦ ◦ ◦ ◦ • ◦
Corações desenhados a mão ◦ ◦ ◦ ◦ • •
A partir destes resultados veria-se que a adaptação ao algoritmo de Ng, Jordan &
Weiss, proposta neste trabalho, ndou em melhores resultados, na maioria dos onjuntos
de dados onsiderados. Em apenas uma situação o algoritmo adaptado apresentou resul-
tados inferiores ao algoritmo do método k-médias (Dados: Crânios de orangotangos) e
em outras duas situações, ambos os algoritmos, em alguma distânia, resultaram em me-
lhores valores. Nota-se também um predomínio de melhores resultados para o algoritmo
adaptado de Ng, Jordan & Weiss onsiderando a distânia de prorustes ompleta, o que,
em geral, evidenia a eiênia deste algoritmo adaptado para dados de formas planas de
objetos.
Nas subseções, à seguir, serão apresentados valores dos índies de avaliação para ada
onjunto de dados onsiderado, bem omo destaamos o método om melhores resultados.
3.2.1 Cérebros de esquizofrênios e não-esquizofrênios
Esse onjunto de dados orresponde a uma amostra de 28 ongurações ontendo 13
maros anatmios extraídos de imagens de ressonânia magnétia de érebros de 14 pai-
entes saudáveis e 14 paientes om esquizofrenia. A Tabela 3.5 apresenta a Taxa de Erro
de Aloação (TEA) e o Índie de Rand Ajustado (IRA) obtidos pelos métodos onside-
rados apliados a este onjunto de dados. Pode-se observar que o algoritmo espetral de
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Ng, Jordan & Weiss obteve resultados superiores ao método k-médias tanto utilizando a
distânia de prorustes ompleta quanto a distânia eulidiana no espaço tangente.
Tabela 3.5: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de esquizofrênios e não-
esquizofrênios.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,036 0,857
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,036 0,857
k-médias (Prorustes Completa) 0,429 −0,016
k-médias (Parial Prorustes) 0,429 −0,016
k-médias (Prorustes) 0,429 −0,016
k-médias (Eul. Esp. Tang.) 0,429 −0,016
3.2.2 Vértebras de amundongos
Num experimento para avaliar os efeitos da seleção para o peso orporal na forma
de vértebras de amundongos, foram obtidos três grupos de amundongos: Controle,
Grande e Pequeno. O grupo Controle ontém amundongos não seleionados, o grupo
Grande ontém amundongos seleionados a ada geração de aordo om o maior peso
orporal e o grupo Pequeno foi seleionado para peso orporal menor. Os ossos fazem
parte de um estudo muito maior e esses ossos são da replia E do estudo ((TRUSLOVE,
1976), (BARGER-LUX et al., 1995, 1988), (MARDIA; DRYDEN, 1989)). Consideramos
a segunda vértebra toráia T2. Existem 30 ossos ontroles, 23 ossos grandes e 23 ossos
pequenos. O objetivo é avaliar se existe uma diferença de tamanho e forma entre os três
grupos e forneer desrições de quaisquer diferenças. Cada vértebra foi oloada sob um
mirosópio e digitaliza usando uma âmera de vídeo para dar uma imagem de nível de
inza. O esboço do osso é então extraído utilizando ténias de proessamento de imagem
padrão para dar uma orrente de era de 300 oordenadas em torno da ferramenta.
A Tabela 3.6 apresenta a Taxa de Erro de Aloação (TEA) e o Índie de Rand Ajustado
(IRA) obtidos pelos métodos onsiderados apliados a este onjunto de dados. Onde se
observa que o algoritmo espetral de Ng, Jordan & Weiss obteve resultados superiores ao
método k-médias onsiderando apenas a utilização da distânia de prorustes ompleta.
O método k-médias, onsiderando-se as 4 distânias, resultaram em estimativas melhores,
omparado ao algoritmo Ng, Jordan & Weiss om distânia eulidiana no espaço tangente.
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Tabela 3.6: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obti-
dos pelos métodos de agrupamento onsiderados apliados aos dados de vértebras T2 de
amundongos.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,316 0,373
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,368 0,206
k-médias (Prorustes Completa) 0,329 0,268
k-médias (Parial Prorustes) 0,329 0,268
k-médias (Prorustes) 0,329 0,268
k-médias (Eul. Esp. Tang.) 0,329 0,268
3.2.3 Crânios de gorilas
Trata-se de uma investigação para avaliar as diferenças ranianas entre os sexos de
gorilas, onde 29 rânios de gorilas adultos mahos e 30 rânios de gorilas adultos fêmea,
foram tomados. Os maros são maros anatmios e foram loalizados por um biólogo
espeialista. É interessante avaliar se existe uma diferença de tamanho entre os sexos e
se existem diferenças de forma entre os sexos nas regiões erebrais. Um biólogo também
estaria interessado em desrições geométrias da diferença de forma, e omo a forma
se relaiona om o tamanho e outras ovariáveis. Apenas as dimensões X e Y foram
utilizadas.
A Tabela 3.7 apresenta a Taxa de Erro de Aloação (TEA) e o Índie de Rand Ajustado
(IRA) obtidos pelos métodos onsiderados apliados a este onjunto de dados. Onde se
observa que o algoritmo espetral de Ng, Jordan & Weiss obteve resultados superiores ao
método k-médias onsiderando apenas a utilização da distânia de prorustes ompleta.
O algoritmo Ng, Jordan & Weiss, onsiderando a distânia eulidiana no espaço tangente,
apresentou as mesmas estimativas do método k-médias, onsiderando-se as 4 distânias.
Tabela 3.7: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de rânios de gorilas.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes ompleta) 0,068 0,743
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,085 0,684
k-médias (Prorustes ompleta) 0,085 0,684
k-médias (Parial Prorustes) 0,085 0,684
k-médias (Prorustes) 0,085 0,684
k-médias (Eul. Esp. Tang.) 0,085 0,684
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3.2.4 Crânios de maaos
Busa-se investigar sobre as diferenças no sexo a partir de registros ranianos de uma
espéie de maaoMaaa fasiularis. Foram obtidas amostras aleatórias de 9 rânios de
mahos e 9 rânios de fêmeas. Um subonjunto de sete maros anatmios foi loalizado
em ada rânio e as oordenadas em três dimensões de ada ponto foram registradas. A
análise utilizando os métodos para dados de formas planas, onsiderou as dimensões X e
Y do onjunto de dados.
A Tabela 3.8 apresenta a Taxa de Erro de Aloação (TEA) e o Índie de Rand Ajustado
(IRA) obtidos pelos métodos onsiderados apliados a este onjunto de dados. Pode-se
observar que o algoritmo espetral de Ng, Jordan & Weiss obteve resultados superiores ao
método k-médias tanto utilizando a distânia de prorustes ompleta quanto a distânia
eulidiana no espaço tangente.
Tabela 3.8: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de rânios de maaos.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,167 0,412
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,222 0,268
k-médias (Prorustes Completa) 0,389 −0,003
k-médias (Parial Prorustes) 0,389 −0,003
k-médias (Prorustes) 0,389 −0,003
k-médias (Eul. Esp. Tang.) 0,333 0,055
3.2.5 Crânios de grandes primatas
Esta apliação refere-se a um onjunto de dados ontendo maros do rânio de 167
grandes primatas. Neste onjunto são investigados 30 gorilas fêmeas e 29 gorilas mahos,
26 himpanzés fêmeas e 28 himpanzés mahos, 24 orangotangos fêmeas e 30 orangotangos
mahos. Os grupos, a priori, são as espéies, independentemente do sexo. A Tabela 3.9
apresenta a Taxa de Erro de Aloação (TEA) e o Índie de Rand Ajustado (IRA) obtidos
pelos métodos onsiderados apliados a este onjunto de dados. Pode-se observar que o
algoritmo espetral de Ng, Jordan & Weiss , onsiderando as duas distânias aluladas,
obteve resultados superiores ao método k-médias.
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Tabela 3.9: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de rânios de grandes
primatas.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,030 0,912
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,012 0,964
k-médias (Prorustes Completa) 0,042 0,877
k-médias (Parial Prorustes) 0,042 0,877
k-médias (Prorustes) 0,042 0,877
k-médias (Eul. Esp. Tang.) 0,042 0,877
3.2.6 Cérebros de adultos saudáveis
Este onjuntos onsidera 24 maros loalizados em 58 érebros adultos saudáveis, em
que os grupos são denidos pelo sexo. A análise utilizando os métodos para dados de
formas planas, onsiderou as dimensões X e Y do onjunto de dados. A Tabela 3.10
apresenta a Taxa de Erro de Aloação (TEA) e o Índie de Rand Ajustado (IRA) obtidos
pelos métodos onsiderados apliados a este onjunto de dados. Nesta apliação, observa-
se que as estimativas para ambos os algoritmos apresentaram valores equivalentes, exeto
no método k-médias, onsiderando a distânia eulidiana no espaço tangente, onde as
taxas foram ainda menores que as demais veriadas.
Tabela 3.10: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de érebros de adultos
saudáveis.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,327 0,103
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,327 0,103
k-médias (Prorustes Completa) 0,327 0,103
k-médias (Parial Prorustes) 0,327 0,103
k-médias (Prorustes) 0,327 0,103
k-médias (Eul. Esp. Tang.) 0,396 0,027
3.2.7 Crânios de himpanzés
São onsiderados 8 maros em duas dimensões para análise do rânio de 54 himpan-
zés, sendo 26 rânios de fêmeas e 28 rânios de mahos. A Tabela 3.11 apresenta a Taxa
de Erro de Aloação (TEA) e o Índie de Rand Ajustado (IRA) obtidos pelos métodos
onsiderados apliados a este onjunto de dados. Observa-se que o algoritmo Ng, Jordan
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& Weiss, onsiderando apenas a utilização da distânia de prorustes ompleta, apresen-
tou melhores estimativas omparado ao método k-médias, que ulminou em resultados
aproximadamente iguais ao algoritmo Ng, Jordan & Weiss , onsiderando a distânia
eulidiana no espaço tangente.
Tabela 3.11: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de rânios de himpanzés.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,278 0,182
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,352 0,070
k-médias (Prorustes Completa) 0,352 0,071
k-médias (Parial Prorustes) 0,352 0,071
k-médias (Prorustes) 0,352 0,071
k-médias (Eul. Esp. Tang.) 0,352 0,071
3.2.8 Crânios de orangotangos
Nesta análise, são onsiderados 8 maros em duas dimensões de 60 orangotangos, sendo
30 fêmeas e 30 mahos. A Tabela 3.12 apresenta a Taxa de Erro de Aloação (TEA) e
o Índie de Rand Ajustado (IRA) obtidos pelos métodos onsiderados apliados a este
onjunto de dados. Nesta análise, os resultados apresentados para o algoritmo k-médias,
para as 4 distânias, foram superiores aos resultados do algoritmo Ng, Jordan & Weiss .
Tabela 3.12: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de rânios de orango-
tangos.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,148 0,486
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,130 0,540
k-médias (Prorustes Completa) 0,092 0,657
k-médias (Parial Prorustes) 0,092 0,657
k-médias (Prorustes) 0,092 0,657
k-médias (Eul. Esp. Tang.) 0,111 0,597
3.2.9 Grãos de areia
Trata-se de 50 pontos, sendo 24 em areia de mar e 25 pers de grãos de areia de
rio em 2 dimensões. Os dados originais foram forneidos pelo Professor Dietrih Stoyan
((STOYAN; STOYAN, 1994), (BEKLEMISHEV; STOYAN, 1997)). Os 50 pontos em
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ada esboço foram extraídos a omprimentos de aro aproximadamente iguais pelo mé-
todo desrito em York et al. (2000). A Tabela 3.13 apresenta a Taxa de Erro de Aloação
(TEA) e o Índie de Rand Ajustado (IRA) obtidos pelos métodos onsiderados apliados
a este onjunto de dados. Nota-se que os resultados apresentados pelo algoritmo Ng, Jor-
dan & Weiss, foram superiores aos resultados dispostos por meio do algoritmo k-médias,
apenas onsiderando a distânia eulidiana no espaço tangente. As demais distânias
aluladas por meio do algoritmo k-médias apresentaram resultados aproximadamente
iguais as estimativas obtidas por meio do algoritmo Ng, Jordan & Weiss onsiderando a
distânia de prorustes ompleta.
Tabela 3.13: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de grãos de areia.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,326 0,102
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,265 0,204
k-médias (Prorustes Completa) 0,326 0,103
k-médias (Parial Prorustes) 0,326 0,103
k-médias (Prorustes) 0,326 0,103
k-médias (Eul. Esp. Tang.) 0,286 0,166
3.2.10 Cabeças de salamandras
Este onjunto onsidera abeças de salamandras om 12 pontos de referênia em 2
dimensões para 40 indivíduos. A Tabela 3.14 apresenta a Taxa de Erro de Aloação
(TEA) e o Índie de Rand Ajustado (IRA) obtidos pelos métodos onsiderados apliados
a este onjunto de dados. Os resultados apontam que o algoritmo de Ng, Jordan & Weiss,
onsiderando a distânia de prorustes ompleta e o algoritmo k-médias, onsiderando a
distânia eulidiana no espaço tangente, apresentaram estimativas equivalentes, e estas
foram superiores as estimativas de qualquer outra distânia, independente do algoritmo
investigado.
Tabela 3.14: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de abeças de salaman-
dras.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,250 0,235
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,425 −0,026
k-médias (Prorustes Completa) 0,500 −0,026
k-médias (Parial Prorustes) 0,500 −0,026
k-médias (Prorustes) 0,500 −0,026
k-médias (Eul. Esp. Tang.) 0,250 0,235
34
3.2.11 Asas de mosquito
Considera-se 18 pontos de referênia em 2 dimensões para as asas de 40 mosquitos. A
Tabela 3.15 apresenta a Taxa de Erro de Aloação (TEA) e o Índie de Rand Ajustado
(IRA) obtidos pelos métodos onsiderados apliados a este onjunto de dados. Veria-se
que o algoritmo Ng, Jordan & Weiss apresentou resultados superiores às estimativas do
algoritmo k-médias, onsiderando qualquer distânia analisada.
Tabela 3.15: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de asas de mosquito.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,425 −0,003
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,450 −0,009
k-médias (Prorustes Completa) 0,475 −0,024
k-médias (Parial Prorustes) 0,475 −0,024
k-médias (Prorustes) 0,475 −0,024
k-médias (Eul. Esp. Tang.) 0,475 −0,024
3.2.12 Caudas de salamandras larvais
Trata-se de dados de referênia das audas de salamandras larvais expostas a diferentes
tratamentos de herbiidas om 17 pontos de referênia em 2 dimensões em 64 salaman-
dras. A Tabela 3.16 apresenta a Taxa de Erro de Aloação (TEA) e o Índie de Rand
Ajustado (IRA) obtidos pelos métodos onsiderados apliados a este onjunto de dados.
Os resultados sugerem que o algoritmo Ng, Jordan & Weiss tem melhores resultados,
omparado ao algoritmo k-médias para quaisquer distânia utilizada por este algoritmo.
Tabela 3.16: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de audas de salamandras
larvais.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,500 0,227
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,456 0,283
k-médias (Prorustes Completa) 0,596 0,087
k-médias (Parial Prorustes) 0,596 0,087
k-médias (Prorustes) 0,596 0,087
k-médias (Eul. Esp. Tang.) 0,553 0,109
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3.2.13 Glumas de ereais
O onjunto em questão refere-se a oordenadas de maros e semimaros em glumas
de ereais om 21 pontos de referênia em 2 dimensões para 172 amostras. A Tabela 3.17
apresenta a Taxa de Erro de Aloação (TEA) e o Índie de Rand Ajustado(IRA) ob-
tidos pelos métodos onsiderados apliados a este onjunto de dados. Considerando a
distânia de prorustes ompleta, para o algoritmo Ng, Jordan & Weiss, observa-se resul-
tados superiores omparados aos resultados dispostos pelo algoritmo k-means que, por sua
vez, apresentou estimativas superiores ao algoritmo Ng, Jordan & Weiss, onsiderando a
distânia eulidiana no espaço tangente.
Tabela 3.17: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de glumas de ereais.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,048 0,884
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,333 0,085
k-médias (Prorustes Completa) 0,143 0,646
k-médias (Parial Prorustes) 0,143 0,646
k-médias (Prorustes) 0,143 0,646
k-médias (Eul. Esp. Tang.) 0,143 0,646
3.2.14 Corações desenhados a mão
Com esses dados, tem-se um esquema de oordenadas de orações desenhados a mão
om 4 pontos de referênia om 240 indivíduos. A Tabela 3.18 apresenta a Taxa de Erro de
Aloação (TEA) e o Índie de Rand Ajustado (IRA) obtidos pelos métodos onsiderados
apliados a este onjunto de dados. Os números apontam que o algoritmo Ng, Jordan
& Weiss, onsiderando as duas distânias utilizadas, apresenta resultados superiores aos
resultados obtidos por meio do algoritmo k-médias.
Tabela 3.18: Taxa de Erro de Aloação (TEA) e Índie de Rand Ajustado (IRA) obtidos
pelos métodos de agrupamento onsiderados apliados aos dados de orações desenhados
a mão.
Método TEA IRA
Ng, Jordan & Weiss (Prorustes Completa) 0,483 0,391
Ng, Jordan & Weiss (Eul. Esp. Tang.) 0,417 0,428
k-médias (Prorustes Completa) 0,562 0,170
k-médias (Parial Prorustes) 0,558 0,180
k-médias (Prorustes) 0,558 0,180
k-médias (Eul. Esp. Tang.) 0,546 0,183
CAPÍTULO 4
CONSIDERAÇÕES FINAIS
4.1 Conlusões
Apresentamos adaptações do algoritmos de agrupamento espetral de Ng, Jordan &
Weiss para dados de formas (7) através do uso de um kernel gaussiano apropriado e
para a projeção de formas planas no espaço tangente. Os métodos apresentados foram
omparados om a versão do algoritmo k-médias para formas (4) proposto por Amaral et
al. (2010).
A omparação dos métodos de agrupamento foi em 14 onjuntos de dados reais e, em
geral, ndou em melhores resultados para o agrupamento de dados de formas realizado
por meio do algoritmo adaptado de Ng, Jordan & Weiss, signiando que nos dados
analisados, este algoritmo apresentou um desempenho superior ao algoritmo k-médias, na
atribuição de obter grupos, de aordo om os Índies de Rand Ajustado (IRA) e as Taxas
de Erro de Aloação (TEA).
A adaptação do algoritmo espetral de Ng, Jordan & Weiss para dados de formas,
nestas apliações, mostrou-se eiente segundo os valores obtidos dos índies IRA e TEA,
em sua maioria. Observando-se os dados de formas de vértebras de amundongos, rânios
de gorilas, rânios de himpanzés, abeças de salamandras e glumas de ereais, o algoritmo
adaptado (7), apresentou melhores resultados onsiderando-se a distânia de prorustes
ompleta. Já os dados de formas de érebros de esquizofrênios e não esquizofrênios,
rânio de maaos, rânio de grandes primatas, asas de mosquito, audas de salamandras
larvais e orações desenhados a mão, resultaram em melhores índies de avaliação IRA
36
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e TEA, ao algoritmo adaptado, onsiderando-se as distânias de prorustes ompleta e
eulidiana no espaço tangente, inferindo na eiênia da versão adaptada do algoritmo
Ng, Jordan & Weiss, ante a omparação om o usual método k-médias para dados de
formas.
Ambos os algoritmos apresentaram valores iguais para os índies IRA e TEA na análise
dos dados de formas de érebros de adultos saudáveis. Dentre as 14 apliações, a únia
que desfavoreeu o algoritmo adaptado de Ng, Jordan & Weiss, om valores inferiores dos
índies IRA e TEA, em relação ao algoritmo k-médias, foi a análise dos dados de formas
de rânios de orangotangos.
Portanto, diante da superioridade nos valores dos índies, apresentada pelo algoritmo
espetral de Ng, Jordan & Weiss, adaptado para dados de formas, em omparação om
o algoritmo k-médias para dados de formas, nas apliações utilizadas neste trabalho, há
evidênias de que a adaptação proposta é eiente para dados dessa natureza. Entretanto,
apesar de o algoritmo adaptado de Ng, Jordan & Weiss ter sido superior, em omparação
ao algoritmo k-médias, na maioria dos onjuntos de dados, alguns resultados não foram
ideais quanto a qualidade do agrupamento, o que abre margem para proposição de novos
métodos.
4.2 Trabalhos futuros
• Avaliação do método proposto através de um esquema de Monte Carlo om diferentes
enários de formas simuladas;
• Adaptação de outros algoritmos de agrupamento espetral para dados de formas;
• Comparação om outros métodos de agrupamento para formas, omo, por exemplo,
o método kernel k-médias;
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APÊNDICE A
IMPLEMENTAÇAO COMPUTACIONAL
Abaixo segue a implementação omputaional do algoritmo adaptado de Ng, Jordan
& Weiss para dados de formas planas de objetos. Por meio dos seguintes endereços de
e-mail é possível estabeleer ontato para eslareimentos e disponibilização do sript em
R das apliações utilizadas neste trabalho.
Marelo Rodrigo - marelorpfgmail.om
Diogo Vasonelos - diogovasonelos.17gmail.om
library(shapes)
DF = funtion(M) {
# Full Prorustes distane
n = dim(M)[2℄
D = matrix(NA, n, n)
for (i in 1:n) {
for (j in 1:n) {
if (i == j)
D[i,j℄ = 0
else
D[i,j℄ = prodist(M[,i℄, M[,j℄, type = "full")
}
}
D
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}
ngjordan = funtion(x, nluster, subdim, kpar, thrs=1e-10)
{
dim1 = dim(x)[2℄
D = DF(x)
# Adjaeny matrix
w = exp(as.matrix(-D^2) / (2 * kpar^2))
w[w < thrs℄ = thrs
diag(w) = 0
# Degree matries
d = matrix(0, nrow=dim1, nol=dim1)
diag(d) = apply(w, 1, sum)
dn = d
diag(dn) = diag(d)^(-0.5)
# Laplaian matrix
L = dn %*% w %*% dn
# Eigendeomposition
sv = eigen(L)
lambda = sv[[1℄℄
eigenvet = sv[[2℄℄
# New representation
y = as.matrix(eigenvet[,1:subdim℄)
normaliz = sqrt(apply(y^2, 1, sum))
y = y / normaliz
res = list()
res$y = y
res$lambda = lambda
res$labels = kmeans(y, nluster)$luster
res
}
ngjordan0 = funtion(x, nluster, subdim, kpar, thrs=1e-10)
44
{
dim1 = dim(x)[1℄
# Adjaeny matrix
w = exp(as.matrix(-dist(x)^2) / (2 * kpar^2))
w[w < thrs℄ = thrs
diag(w) = 0
# Degree matries
d = matrix(0, nrow=dim1, nol=dim1)
diag(d) = apply(w, 1, sum)
dn = d
diag(dn) = diag(d)^(-0.5)
# Laplaian matrix
L = dn %*% w %*% dn
# Eigendeomposition
sv = eigen(L)
lambda = sv[[1℄℄
eigenvet = sv[[2℄℄
# New representation
y = eigenvet[,1:subdim℄
normaliz = sqrt(apply(y^2, 1, sum))
y = y / normaliz
res = list()
res$y = y
res$lambda = lambda
res$labels = kmeans(y, nluster)$luster
res
}
