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Introduction
In fall 2008, economic output collapsed in Germany in the wake of the global economic crisis. For many, this slump came as a surprise, even though the 2007 financial crisis, which was triggered by the U.S. economy, indicated a possible upcoming global recession. However, most had not expected that the financial crisis would affect the real economy to that extent. Even economic research institutes missed the evidence: DIW Berlin, for example, assumed in its 2009 autumn report GDP growth of 1 percent (Dreger et al. 2008) . Many companies were blindsided by the speed and extent of the dramatic decline in demand during autumn 2008 (DIHK 2009 ). The crisis began abruptly and was the worst in Germany since World War II.
It is evident that this recession affected firms' decisions, both generally and with respect to R&D. In fact, R&D expenditures decreased considerably from 2008 to 2009, but subsequently then rose quite quickly in 2010 and 2011.
The picture suggests that companies behaved pro cyclical with regard to R&D. However, it is not automatic that a general decline in aggregate demand and production is relevant to all companies, regardless of markets served. Further, aggregate figures may be the result of opposite behavior of firms: some may reduce or even eliminate R&D completely in order to cut costs, while others start or expand R&D in order to strengthen their own competitiveness. It is also possible that companies see R&D as a long term investment without accounting for fluctuations in demand.
In order to shed some more light on R&D behavior during the crisis, an analysis of individual R&D behavior is needed. The purpose of this paper is to investigate to what extent the R&D behavior of manufacturing companies was influenced by the 2008/09 crisis. Based on a broad official data set for manufacturing companies, it turns out that only a few companies conducting R&D in 2008 eliminated it in 2009; some companies even started R&D during crisis. Firm R&D expenditures declined from 2008 to 2009 and expanded in the following year, however, the development of expenditures was less volatile than sales. R&D employment was more stable over time. The behavior is determined not just by individual development in demand during the crisis, but also by R&D expenditures prior to the crisis and by firm size. These results suggest that companies see R&D as critical for retaining competitiveness.
The rest of the paper is organized as follows: After a short description of aggregate R&D development since 2008, a literature review on the relevance of cyclicality for R&D and the persistence of R&D is given. Subsequently information about the data used here is presented. The next section describes the methodology. The results of the study, including the descriptive analysis of the behavioral pattern from 2008 onwards, and the econometric investigations of the determinants of R&D activities over that period, are presented. The paper concludes with a discussion of the results and pathways for further research.
Business R&D in Germany since 2008
The cyclical sensitivity of German R&D behavior during the 2008/09 recession is investigated by several studies. Rammer (2011) finds that companies reduced their R&D budget only slightly, by 3 percent, compared to the innovation budget as a whole ( 18 percent). Interestingly, in non research intense manufacturing sectors R&D budgets expanded by more than 4 percent. Kladobra and Stenke (2011) detect, on the basis of R&D expenditure (intramural and external) data collected by the Association for the Promotion of the Sciences and Humanities in Germany (Stifterverband für die deutsche Wissenschaft), a 1 percent reduction for the whole economy and a 5 percent reduction for manufacturing. The increase was 2 percent from 2009 to 2010 and 10 percent from 2010 to 2011 (Kladroba 2013) . In small companies (less than 250 employees) R&D increased during crisis. Data on R&D in manufacturing from the Federal Statistical Office shows a 7 percent reduction in R&D expenditures from 2008 to 2009 followed by an increase of more than 3 percent (Eickelpasch 2012) . To sum up, for Germany the crisis only had a small immediate impact on R&D expenditure; following the crisis R&D expenditures have grown at a much faster rate.
In order to assess actual R&D development, it is also helpful to look at previous crises in Germany, although they were not as severe as the 2008/09 crisis. During the 2001 2005 recession, companies also did not significantly reduce their R&D investments. Also during the 1993 recession companies responded only weakly to the crisis (Kladroba, Stenke 2011) .
Cyclical sensitivity and persistence of R&D-literature survey
There is a broad theoretical and empirical literature investigating whether business cycle development determines R&D expenditures or not, and whether R&D investments are pro or counter cyclical.
Cyclical sensitivity of R&D
From a theoretical point of view there are reasons to expect that R&D investments are counter cyclical. Some authors refer to Schumpeter Mark I model of growth (Schumpeter 1939) , according to which recessions play an important role in promoting long term productivity growth. Aghion and Saint Paul (1998) developed a hypothesis of opportunity costs for R&D investments ("virtues of bad times"): In companies long term productivity improving activities compete with short term production activities. During recessions the rate of utilization and the profitability of production activities are low. Resources can thus be used for long term productivity improvements, such as reorganizing production processes, renewing machinery and equipment by investments, as well as starting or expanding R&D activities. Thus, companies are better prepared for the next upswing. Reallocation is not only probable within companies but also between companies: Inefficient companies will vanish, and workers who are let go by existing companies may be hired by new and innovative companies. According to this notion, R&D activities are high during recessions and low during booms. This view is supported by, e.g. Davis and Haltiwanger (1990) .
However, a series of empirical studies find a positive relationship between R&D and production. One example for pro cyclicality of R&D expenditures and GDP growth is Wäldle and Woitek (2004) , which examines G7 countries over the 1973 2000 period.
Often credit constraints are applied for the explanation of pro cyclicality. Aghion et al. (2012) analyze the relationship between credit constraints and R&D behavior of French companies over the 1994 2004 period. They find that R&D investment is counter cyclical without credit constraints, but pro cyclical with credit frictions. Ouyang (2011) finds for 20 U.S. manufacturing industries between 1958 and 1998 that R&D fluctuates with demand fluctuations and proposes that liquidity constraints are an important factor for explaining the observed pro cyclicality. Barlevy (2007) finds for U.S. manufacturing industries that R&D expenditures, between 1959 and 2004, are pro cyclical, i.e. R&D tends to fall during recessions. Based on an equilibrium model, he argues that the dynamic externalities of R&D make entrepreneurs short sighted. Companies engage too much during booms and too little during recessions. For Guellec and Ioannidis (1999) the levelling off of business R&D expenditures in OCED countries during the 1990s depends, among others, on GDP downturn, reduction in public support of R&D, and high interest rates. Government funding affects R&D investments in the long term. Brockhoff and Pearson (1998) state, concerning companies in Germany and the UK, that liquidity constraints during the early 1990s recession led to a cut in R&D expenditures and a reevaluation of R&D projects. Francois and Lloyd Ellis (2009) extend the analysis from R&D to all phases of the innovation process and develop a theory of cycles in order to integrate the empirically stated pro cyclicality of R&D with the Schumpeterian theory of business cycle. Similar to Shleifer (1986) , they assign stages of the innovation process comprising of R&D, commercialization and implementation to different stages of the business cycle: Companies best engage in R&D during recessions and bring their ideas and new products to the market during booms.
For the German economy, several studies are relevant: Rammer et al. (2004) study West German manufacturing companies over the 1981 2001 period, finding that R&D expenditures depend on development of sales and productivity of companies: An increase in sales of 10 percent leads in the short run to a 2 percent increase in R&D. They argue that a significant part of R&D expenditures depends on orders, especially in machinery industries as here technological development is commonly part of client orders. A second reason is the pro cyclicality of cash flow. R&D projects are often financed by cash flow as external sourcing is difficult due to lack of securities. Smolny (2003) finds for West German companies, between 1980 and 1992, that the innovation activities in manufacturing (both in terms of occurrence innovation and innovation expenditures) are positively affected by capacity utilization, medium term demand expectations and current demand situation of an industry branch.
Persistence of R&D
There are also theoretical arguments for the view that R&D is not responsive to economic fluctuations but rather shows persistence over time. R&D investments are sunk costs, i.e. costs that have been incurred and cannot be reversed later (Sutton 1991) . For example, once a company has started a long term R&D project, the outlays are lost regardless if the project is stopping ahead of schedule or it is conducted as planned. Following this notion it is assumed that companies planning R&D activities provide for a risk against potential imponderables caused by future demand or cash flow fluctuations and thus will not question the realization of the projects when the company will get into difficulties. This would also mean that some risk adverse companies avoid R&D activities, even though R&D might be needed for future competitiveness. This behavior will come into effect, especially when a R&D project is running over a longer period of time or the risk is very high and outcome is very uncertain.
There are further strands of literature contributing to explanation of the persistence of innovations. One is the notion that "success breeds success." Mansfield (1968) argues that past innovations raise the probability to innovate again, i.e. innovative success generates profits that may be reinvested in future R&D activities. Further, evolutionary theory addresses the cumulative nature of the learning process (Rosenberg, 1976; Nelson and Winter, 1982) : Knowledge is based on previous knowledge and will affect future research. Firms thus benefit from dynamic increasing returns in innovation in the form of learning. This will also enhance firms' absorptive capacity, which will permit the efficient accumulation of external knowledge (Cohen and Levinthal, 1989) .
Finally, another aspect should be considered: R&D projects are realized by researchers who incorporate tacit knowledge. If they are dismissed during recessions not only is the knowledge gone irrecoverably but competitors might hire them and make use their knowledge. It is also unlikely that the company, which dismissed researchers, would be able to reemploy the researchers later, when they were needed.
There is broad empirical work that supports the considerations of state dependency of R&D. A recent example is Aruqé Castells (2013) who finds, for Spanish manufacturing companies for the 1998 2009 period, that the decision to perform R&D increases the probability for R&D in the subsequent period. This supports his hypothesis on true state dependency. Manez et al. (2009) tests for the existence of sunk costs in Spanish manufacturing firms between 1990 and 2000; finding that prior R&D decisions matter for current R&D decisions. Peters (2009) investigates whether firms do R&D permanently over time using a data set for German manufacturing and service industries for 1994 through 2002. She concludes that in most firms past R&D determines current R&D to a large extent. In addition to R&D, she also investigates state dependency for innovation activities. It turns out that past innovation is an important driver for subsequent innovation. Arvanitis and Woerter (2013) find, for Swiss manufacturing companies, that 42 percent of firms with R&D activities behaved pro cyclically (in terms of R&D intensity) over the 1999 2009 period; 17 percent behaved anti cyclically, while the rest were non systematic. As a final example, Lee (2003) shows in the empirical part of his paper that technological capability is positive and significant to the R&D intensity whereas sales growth has positive coefficients, which are less significant than the key determinants. In addition to R&D there are also a series of studies on the persistence of innovation activities. Most of the studies, such as Raymond et al. (2010 ), Rogers (2004 , Cefis (2003) and Filippetti, Archibugi (2011) , to name a few, confirm the state dependency hypothesis.
Data
The analysis is based on data from the cost structure survey in manufacturing, in mining and extraction (Kostenstrukturerhebung im Verarbeitenden Gewerbe, im Bergbau sowie in der Gewinnung von Steinen und Erden, KSE) conducted by the Federal Statistical Office (Fritsch et al. 2004 ). This data is an annual survey carried out among manufacturing companies, which, since 1999, provide information on internal R&D expenditure (personnel and material costs as well as investment) and the number of persons employed in R&D (headcount). The survey concept uses the internationally binding definitions and categories of R&D outlined in the OECD Frascati Manual (OECD 2002) . The survey also provides data on economic output and turnover, costs and cost type, as well as on employment. Among companies with 20 to 499 employees, a random sample is drawn, while companies with 500 or more employees are fully integrated into the survey. KSE comprises of almost 18,000 enterprises in 2010, 45 percent of all manufacturing companies. The downside of the KSE is that it does not capture small manufacturing enterprises with fewer than 20 employees or contract research. A further shortcoming is that the survey only gathers information on the number of persons employed in R&D but not the number of working hours dedicated to R&D activities. In addition KSE does not capture external R&D, which may also be subject to economic fluctuations.
This study is based on data consisting of individual company data covering 2008 to 2010 and is provided by the official Research Data Centers of the Federal Statistical Office and the Statistical Offices of the Länder (Forschungsdatenzentren der Statistischen Ämter des Bundes und der Länder, FDZ). For details about data access see Zühlke et al. (2004) . For this period a longitudinal data set was built. Companies were only included in the computations if they were recorded as manufacturing in all three years. There are also few companies that were recorded as manufacturing in 2010 but recorded as mining in 2008 or 2009. There are also included in the analysis.
After adjustment nearly 17,800 companies are included in the data set. For nearly 87 percent, information is provided for all three years (Table 1) . Less information -one or two years -is recorded for 13 percent of the companies. Reasons for this include that companies are exempted from reporting to the Federal Statistical Office if they have fewer than 20 employees, they change their product portfolio from manufacturing to other branches such as services, they were acquired by other companies, or they were closed down. There are analogous reasons why companies are legally obliged to participate in the survey. 
Methodology
The R&D behavior of German companies is analyzed, first, by using the occurrence of R&D as a binary variable and, second, by using the intensity of R&D expenditures (as percentage of production) and R&D staff (as percentage of total employment).
The use of the occurrence of R&D as a dependent variable is chosen because a whole range firm level studies use this type of variable (e.g. Arqué Castels 2013, Manez et al. 2009 ). Thus, our results can then be compared with other studies.
In order to exploit the information potential more extensively R&D intensities are used. For this type of variable there are also comparable studies. Most of the studies define R&D intensity by R&D expenditures (as percentage of turnover), such as Lee (2003) . However, R&D intensities can also be captured in terms of R&D employment. This indicator provides additional information as it supposed to be the less volatile part of the firm's R&D stock than R&D investments or costs and it also reflects the firm's employment policy. This indicator is rarely used. KSE provides information on R&D by expenditures and by staff, so that both indicators are used here. Intensities in R&D expenditures are calculated as a percentage of production (sales and stock variation) and intensities in R&D staff as a percentage of all employed persons. Both indicators can take values between 0 and 1.
Changes in R&D activities from 2008 to 2010
As the first step the changes in R&D activity from one year to the next are analyzed, i.e. whether a company reduced or expanded R&D from one year to the next year, or whether it left R&D unchanged.
Following the hypothesis of cyclical dependence it is expected that the portion of companies that will cease R&D from one year to the next is higher for the 2008 
Determinants of R&D activities from 2008 to 2010
The second step examines whether the change in R&D is dependent on the change in the demand for companies' products or on historic R&D activity. Hereby the two competing hypothesis-R&D is cyclical and R&D is persistent-are tested also considering other variables that are, according to the literature, relevant for R&D behavior. Persistence of R&D is assumed when R&D activity in the pre period has a positive impact on the dependent variable. In addition, for 2010 also the R&D activities two years ago (2008) is used as an independent factor.
In line with studies on the cyclicality of R&D, demand is an important factor determining R&D. In this study it is measured as the change of company's sales from one year to the next. Pro cyclicality is assumed when the reduction in R&D is positively correlated to changes in sales and vice versa. In addition, for 2010 the change in turnover in the pre period is used (i.e. change in sales 2008 to 2009).
Additional factors, which are identified by the literature review and according to the information available that may also influence companies' decisions on R&D are taken into account.
The market environment may be of relevance to R&D behavior. The change in sales of all companies in the sample in the respective industry is applied as an indicator for the development in the market. Rammer et al. (2004) also controlled for market development, but the authors matched official aggregate data to the firms' data. It is assumed that the development of industry sales is the basis for the decision in favor or against R&D. However, the studies by Rammer et al. (2004) did not show any significant influence.
Size is well known as a factor correlating with R&D. The propensity to perform R&D is closely related firm size (e.g. Cohen, Klepper 1996) , but not necessarily R&D intensity in research based companies. For this group, R&D activities in small companies may be even larger than in larger companies (Eickelpasch 2012) . Size is here measured as the number of employees in the pre period. In order to test for possible non linear correspondence to R&D second order term of employees is introduced (Wagner 2001) .
KSE also provide information on business income. Business income is defined as net value added at factor costs minus gross wage and salary income as well as interest on borrowings. Business income related to production (sales and stock of produced goods) is used as an indicator for the economic surplus earned during a year. A high portion of surplus signals low liquidity constraints. Some studies reference to liquidity constraints as a factor that is typical for recessions and, hence, will lead companies to reduce R&D investments. It is expected that R&D is positively correlated with surpluses.
Interest on borrowings lowers surplus of companies. Thus, high interest payments (as percentage of production) would impede further investment in R&D or yet lead the company to stop R&D.
Efficiency of companies is usually positively related to R&D. Mostly, efficiency is measured as value added per employee. This widely used specification is also applied in this study. However, in times of recession the value added per employee is typically lower than during boom periods. A better indicator would be the value added related to hours worked. However, data on volume of work is not available. In order to control for the misleading caused by the number of employees, the portion of part time employees on all employees is also included.
Human capital is defined as knowledge and skills and other expertise embodied in persons employed. It is measured as total labor costs (wages, salaries and employers contribution to social security costs) per employee. It is evident that human capital is very much correlated to R&D.
Product diversification may be another relevant factor that is positively correlated with R&D activities. Galan and Sanchez (2006) find support for the hypothesis that industry R&D intensity positively impacts the degree of product diversification. Diversification is here measured as the portion of trade on overall sales. KSE also collects data on subsidies. In the KSE questionnaire subsidies are defined as allowances from federal, state and local authorities or the European Communities for research and development projects or for ongoing production purposes in order to reduce the production costs or the prices of the products. By definition, not all types of subsidies are captured, such as investment grants or tax reductions (Statistisches Bundesamt 2012).
To consider the influence of foreign ownership, a dummy variable indicates whether a company is controlled by a German or a foreign owner. This information is not part of KSE but added to the sample by the Statistical Office using other sources. A company is foreign controlled when a foreign proprietor controls more than half of the voting rights of the shareholders or more than half of the shares of the company directly or indirectly (Nahm 2012) .
In order to account for regional differences we differentiate between West and East Germany. Many studies show that more than 20 years after unification there is still a significant difference in the nature of R&D in East Germany and West Germany.
The legal status of a company can be used as an additional indicator for the influence of financial constraints. Corporate entities are expected to be more likely to engage in R&D than single businesses as it is easier for them receive external financing.
Finally, company branches are controlled for. Different from other studies, here branches are classified into two groups consisting of research intensive business lines and non research intensive business lines (Gehrke et al. 2010) . The research intensive branch includes the chemical and pharmaceutical industries, machinery, automotive, as well as electrical and electronic engineering. It is expected that being a part of these industries is positively correlated with R&D engagement.
An overview over the independent factors, the definitions and the expected impact on R&D is provided in table 2. where R&D is the dependent variable defined as R&D engagement, R&D intensity in expenditures, or R&D intensity in staff. X comprises of the explanatory variables, such as the R&D in the previous period, sales development of the company, sales development in the affiliated branch, size, surplus interest, productivity, human capital, diversification, subsidies and ownership. C indicates the control vector with dummies for region and sector group. Index i points to the company, and index t to the year. Following most of the studies the explanatory factors are included with the value of the year before.
The investigation is divided into three steps, depending on the properties of the dependent variables used. As R&D engagement is measured with a binary variable ("0" for no R&D, "1" for R&D) probit regressions are applied in the first step. In the second step R&D intensity is the dependent variable. For this type of variable different approaches can be applied, depending on the assumptions of the behavior of companies. In this paper it is assumed that there is a gliding transition for a company from not performing R&D to being fully engaged in R&D. This means that the factors influencing the decision to conduct R&D are in general the same as the factors for the decision how much to invest in R&D. For this assumption a fractional probit regressions would fit best (Papke, Wooldridge 1996 , Eickelpasch, Vogel 2011 ). An alternative approach would be the use of a zero inflated beta regression model (Cook, Kieschnick, McCullogh 2008) . However, this approach assumes another behavior, which is that a firm's decision on whether to engage in R&D or not is different from the decision concern how much is invested in R&D.
Results

Change in R&D activities from 2008 to 2010
In 2008 As the patterns for both years are similar it can be concluded that, at least for this level of analysis, the effect of the recession on R&D behavior of companies is small and that the counter and pro cyclical effects are more or less equal.
Differencing data by industry, size class and ownership status provides some further interesting insights (Table A1 ): Comparing less intensive R&D industries from 2008 to 2009, the gap between the portion of companies that gave up R&D out of all R&D companies and the portion of those that started R&D out of all non R&D companies was much larger than the gap in R&D intensive branches. Further, among small companies the gap was very low. In large companies the situation is remarkably different: Here the portion of companies that started R&D was much higher than the portion of companies that gave it up. In German owned companies the portion of companies that gave up R&D was higher than the portion of companies that started it, while no remarkable difference is observed in the group of foreign owned companies. A similar pattern of behavior can be found when comparing 2009 to 2010. This underpins the above stated observation that the effect of recession is only marginal. . As an effect, R&D intensity (R&D expenditures in percent of production) increased, from 3.1 to 3.6 percent. In the year after the recession R&D expenditures increased. From 2009 to 2010 R&D expenditures increased by 4.8 percent, while production increased by 17.6 percent. Accordingly, R&D intensity dropped from 3.6 to 3.3 percent. The data show that there is a certain positive correlation between companies' production and expenditures. However, the change in R&D expenditures is not as volatile as production developments. The differentiation by branches replicates that type of behavior (Table A2) . However, there are some branches with companies that expanded R&D although demand dropped. Even very small companies (up to 100 employees) increased R&D expenditures while production fell. For the comparison 2009 to 2010 R&D expenditures was less expansionary than production in all subgroups, with the exception of the food industry where R&D expenditures declined.
Looking at the second measure available for the scope of R&D activities, the number of R&D employees, and the picture changes ( 
Determinants of R&D activities from 2008 to 2010
The descriptive analysis so far shows that there are only a few differences in R&D behavior over the two periods of time investigated here: During the 2008/09 recession there are only few companies that changed their status (stopped or started R&D), the decline in R&D expenditures was less dramatic than the decline in production, and R&D staff remains relatively unchanged even though total employment declined. In the 2009/10 period the number of companies starting R&D is a little bit higher than the number of those stopping it, and overall R&D expenditures and staff grew. These observations lead to the assumption that R&D investments are relatively independent of demand during recessions.
In order to investigate R&D behavior more thoroughly a model of company R&D behavior is applied and statistically tested. As a first step the differences in the characteristics of the independent variables between R&D and non R&D companies are presented for 2009 and 2010. Table 4 shows the means and standard deviation of the variables, and Table A4 (Table 5 ). This can be explained by be strong export orientation of R&D companies. As expected R&D companies are, on average, much larger than non R&D companies. This corresponds to the higher labor productivity in R&D companies compared to non R&D companies. R&D companies also pay higher wages on average and have a smaller share of part time employees. The differences in surplus and interest between the two groups are negligible, although subsidies are higher in R&D companies. One reason for the difference could be that the mean also includes companies without subsidies and the portion of non subsidized companies is higher among the non R&D companies than among R&D companies. Further, not surprisingly, the portion of foreign owned companies as well as the share of corporate entities is higher in the group of R&D companies. In East Germany the share of R&D companies is lower than in West Germany. This pattern corresponds to the results of various studies on R&D deficits in East Germany (Belitz, Eickelpasch, Lejpras 2010) . With regard to branches, it is expected that the portion of R&D companies is much higher in R&D intensive branches, such as machinery, automotive, electrical engineering, as well as chemical and pharmaceutical industries. 
Occurrence of R&D
The results of the probit regressions for the occurrence of R&D, both marginal effects and p values, are presented in table 6. Regressions are performed for the years 2009, 2010 and for both years. The expected signs are found for some of the other factors. In the 2009 estimation the marginal effect of size is significant and positive while the effect of the squared value is significant and negative. A positive impact of surplus can also be confirmed by the estimation. Labor productivity has a negative influence. This is surprising at first glance. However, this may be the result of the fact that in recessions R&D companies suffer much more from the downturn due to export exposure than do non R&D companies, which led to a lower value added per capita. In line with expectations from the literature, human capital is a positive influence. Finally, product diversification, measured by the portion of trade on turnover, has a positive impact of the propensity for R&D. As expected there is also a significant dependence on the affiliation to research intensive branches. By and large, the relevance of the mentioned factors are also relevant for 2010. The extended 2010 regression, which also includes the change of turnover and the occurrence of R&D two years before, also delivers similar results. As the results are not very different for both years, it can be assumed that the behavior of companies is quite stable.
R&D expenditures
The extended regression for the intensity in expenditures gives a more differentiated picture (Table 7) . There are two important differences in the probit regression results. First, change in turnover from 2008 to 2009 has a significant and negative influence on R&D intensity and, second, the marginal effect of R&D activity in 2008 is much lower than in the R&D occurrence regression.
The negative relationship between R&D intensity and change in demand can be taken as an indicator for anti cyclical behavior as it shows that companies did not reduce R&D expenditures to the degree that demand fell, or that they even expanded R&D expenditures while demand leveled off or declined.
It also must be mentioned that size-although positive and significant-is less relevant for the realization of a certain degree of R&D activity than for the decision to start R&D. 
R&D staff
Complementary to the regression for R&D expenditures the data also allows for the importance of the crisis on R&D employment to be assessed. The results are similar to those for R&D expenditures (Table  8) . However, there is one important difference: The development of sales does not influence R&D intensity in either year. The aggregate picture suggests that companies behave pro cyclical when it comes to R&D. However, aggregate figures may be the result opposite behavior of firms: of those which reduce or even stop R&D completely in order to cut costs and those which expand or even start R&D in order to strengthen its own competitiveness. It is also possible that companies see R&D as a long term investment and thus budget for it without accounting for fluctuations in demand.
In order to shed some more light on the circumstances of R&D behavior during crisis this paper investigates to what extent the R&D behavior of manufacturing companies was influenced by the 2008/09 crisis. Based on a broad official data set for manufacturing companies, only a few companies that engaged in R&D during 2008 gave it up in the following year. Some companies even started R&D during crisis. R&D expenditures declined in 2009 compared to 2008, but expanded in 2010. The development of R&D expenditures was less volatile than sales.
Probit analyses show that the occurrence of R&D in 2009 is very much determined by engagement in R&D in 2008 and that changes in demand are not relevant. However, fluctuation in demand proved to be relevant in the regressions computed where the intensity of R&D expenditures was the dependent variable. This result suggests that companies reacted counter cyclically in 2008/09, i.e. the reduction in R&D was smaller than the decline in demand, or the expansion of R&D expenditures was greater than the change in demand. Similar regressions for using R&D staff as the dependent variable did not find any influence of changes in demand.
One explanation for these results is that companies see R&D as a longer term task necessary to retain competitiveness. This interpretation is supported by the fact that R&D activities, at least in the German economy, are typically organized as projects with durations of two or more years (Grave, Kladroba 2013: 50) . This means, that R&D activities are mostly planned as mid term projects with a low probability of stopping it ahead of schedule.
The result that R&D staff is even less volatile than R&D expenditures is also caused by the fact that most R&D expenditures are for engineers or support staff. One study reports that 63 percent of expenditures are personnel costs (Kladroba 2013: 36) . This means that letting researchers go implies a considerable loss for the knowledge base of a company which can note easily be substituted for during boom periods. Further reasons for the low volatility of R&D staff are the usage of short time working allowances ("Kurzarbeitergeld") by the Federal Employment Agency to companies during crisis (Kladroba, Stenke 2011) and the massive increase in the volume of the R&D schemes funded by the Federal Ministry of Economy and Technology (Belitz, Eickelpasch, Lejpras 2012) . However, these effects cannot be investigated in the framework of KSE data.
The study contributes to the literature on cyclicality and persistence of R&D behavior by investigating the R&D behavior in German manufacturing over the 2008 to 2010 period. However, one has to be careful to draw general conclusions as the three year period under study is quite short. Clearly it would be optimal to study a longer period of time in order to investigate the relevance of business cycles for R&D in a more general way. The KSE data allows for an extension once data for the years 2011 are available. 
