Introduction {#S1}
============

Weight loss occurs when there is a deficit of energy intake compared to expenditure, and both components of this energy balance equation can dynamically change over time ([@R1]). For decades, the static 3500 kcal per pound rule was the standard method for calculating weight loss predictions. However, mathematical models of human body weight dynamics have demonstrated that the assumptions underlying the 3500 kcal per pound rule are flawed and its predictions are inaccurate ([@R2], [@R3]).

Widespread interest in obtaining accurate weight loss predictions is evidenced by the fact that a web-based mathematical model (<http://bwsimulator.niddk.nih.gov>) has had over a million unique users in the past few years and is typically used \>500 times per day ([@R3]). While this model has been validated in a research setting, here we investigate its applicability in the real world of clinical obesity treatment.

Methods {#S2}
=======

We compared model-predicted weight losses ([@R3]) to data from obese patients participating in a medically-supervised, outpatient weight loss program. The program prescribed three high-protein meal replacements daily and patients were instructed by a dietitian to add a pair of 2-cup servings of vegetables along with 4--8 ounces of lean meat, poultry, fish, or soy/tempeh with dinner. Other food, caloric beverages, and alcohol were prohibited. Adherent patients consumed a diet ranging from 900--1100 kcal/day composed of roughly 50% protein, 30% fat and 20% carbohydrate.

Noncompliant patients were identified from clinical records as those reporting more than two "cheats" per week, inaccurate diet tracking, left-over meal replacements, or reports of non-adherence for any reason. We used data from 49 patients thought to be compliant for a minimum of 4 weeks whose weight losses were tracked weekly in a secure database. We included all patients regardless of co-morbid conditions or medication usage.

The model ([@R3]) used initial height, weight, age, sex and estimated activity level to calculate baseline energy requirements. For simplicity, we assumed that there were no changes in deliberate physical activity, although the energy cost of physical activity was proportional to body weight and therefore decreased as weight was lost. Since these patients were generally very sedentary, we assumed a physical activity level (PAL) of 1.4. Individual model-predicted weight losses were then compared to actual follow-up weights.

Given the substantial uncertainty about each individual's baseline energy requirements and physical activity, we simulated a range of weight losses for each individual corresponding to an initial +20% or −10% difference in baseline energy requirements along with a possible +20% or −10% change in physical activity during the intervention. The Institutional Review Board of Mercy Medical Center & St. Luke's Hospital approved this study as exempt research.

Results {#S3}
=======

At the start of the intervention, our patients had a mean age of 50±12 years and a mean body mass index of 37.4 ± 8.5 kg/m^2^ (mean ± SD). The model predicted that their baseline body fat was 46.6 ± 8.7 %, resting metabolic rate was 1680 ± 290 kcal/d, and the baseline energy requirement for weight maintenance was 2350 ± 400 kcal/d.

[Figures 1A and 1B](#F1){ref-type="fig"} show weekly body weight measurements in two example patients (open circles) along with model simulations (solid curve). The dashed curves indicate the expected weight loss range assuming perfect adherence to the diet while accounting for the uncertainty in each individual's baseline energy requirements and possible changes in physical activity.

[Figure 2A](#F2){ref-type="fig"} illustrates that the model predictions were highly correlated with the individual weight loss data at the latest clinic visit (r=0.9; p\<0.0001), which occurred after 13.2 ± 9.4 weeks of the intervention. The mean 13.2 ± 8.9 kg weight loss observed in the patients was not significantly different from the model calculations (14.0 ± 9.1 kg; p=0.14). [Figure 2B](#F2){ref-type="fig"} shows the deviations between the model calculations and the observed weight losses plotted against the data.

Despite the overall agreement between the model and the data, we identified 16 patients whose weight losses were outside the expected range (open boxes in [Fig. 2A and 2B](#F2){ref-type="fig"}). Only 2 of these patients had greater than expected weight loss, whereas 14 patients had less than expected weight loss.

Discussion {#S4}
==========

Overall, the model simulations were remarkably consistent with the weight losses observed in our sedentary, middle-aged patients regardless of co-morbid conditions or medication usage. However, the precision of the weight loss predictions for individual patients was fundamentally limited by the uncertainty of their baseline energy requirements ([@R2], [@R3]). For example, baseline energy requirements have an uncertainty of several hundred kcal/d ([@R4]). Therefore, an individual's initial energy deficit achieved through a given diet is uncertain by at least this amount. Add to that the variability in physical activity during the intervention, and our model defines an expected range of weight loss for a compliant patient based on these fundamental uncertainties ([@R2], [@R3]).

Our dynamic energy balance model builds on previous statistical representations of expected weight loss that have been used to evaluate diet adherence ([@R5], [@R6], [@R7]). Recently, another dynamic energy balance model also presented a weight loss range for adherent individuals ([@R8]), but its underlying basis was not provided and it is unclear how it compares with the range defined by the previously described fundamental uncertainties ([@R2], [@R3]).

We identified 14 subjects whose weight losses were significantly less than expected. It is possible that, despite the assumed sedentary baseline physical activity level, these patients had significantly lower baseline energy requirements. Alternatively, these patients may have decreased their physical activity more than expected, or experienced a slowing of metabolic rate that was much greater than captured by our model. However, the possibility of non-adherence to the protocol is an extremely likely possibility.

Our results have important implications for clinicians treating obesity. The high correlation between model-calculated and actual weight loss suggests that mathematical modeling may be useful for prospective goal-setting as well as assessment of adherence to the intervention ([@R3], [@R8], [@R9], [@R10]). Comparing the model's projected weight trajectory range with the patient's actual weight loss could be used to promote discussion of barriers to adherence and thereby improve overall weight loss outcomes.
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![(A) Model calculations (curves) along with the observed body weight time course (○) in (A) a sedentary 59 year old male with BMI of 34 kg/m^2^ and (B) a sedentary 50 year old female with BMI of 40 kg/m^2^ who were both participating in a medically-supervised, outpatient weight loss program. The solid curves are the model's best estimate and the dashed curves illustrate the uncertainty in the model predictions based on uncertainties in an individual's baseline energy requirements and changes in physical activity during the intervention.](nihms597261f1){#F1}

![(A) Model calculations versus observed weight losses in 35 patients whose weight loss was within the expected range (•) along with 16 patients whose weight loss was outside the expected range (□). The dotted line is the line of identity and the solid line is the best-fit linear regression. (B) Difference between model predicted and observed weight losses versus the observed weight losses in 35 patients whose weight loss was within the expected range (•) along with 16 patients whose weight loss was outside the expected range (□). The dotted horizontal line indicates perfect agreement and the solid line is the best-fit linear regression and indicating no significant trend (r=0.04, p=0.3). The horizontal dashed gray line indicates the mean residual and the dash-dotted gray lines indicate the 95% confidence interval.](nihms597261f2){#F2}
