Abstract: Historically, structural health monitoring (SHM) has relied on fixed sensors, which remain at specific locations in a structural 7 system throughout data collection. This paper introduces state-space approaches for processing data from sensor networks with time- 
Introduction

23
Structural health monitoring (SHM) endeavors began as observa- 24 tions of operational vibrations of long-span bridges as early as the 25 1930s (Carder 1937) with increasing participation through the 26 1960s (Vincent 1962) . By the late 1970s, numerous modal identi-27 fication studies (Abdel-Ghaffar 1976; McLamore et al. 1971; 28 Rainer and Selst 1976; Trifunac 1970) frameworks or using statistical tests for decision making (Andersen 34 et al. 1999; Dorvash et al. 2014b; Juang and Pappa 1984; Lei et al. 35 2003; Shahidi et al. 2015; Smyth et al. 2003) . A glimpse of the 36 recent growth in system identification methods is particularly (Dorvash et al. 2014a; Inaudi and Glisic 2010; Pakzad et al. 49 2008; Shahidi et al. 2015; Zhu et al. 2012 ) once instrumented, each 50 sensor has remained at its position throughout collection of a single 51 data set. 52 In the context of this paper, a single data set is defined as a time 53 series matrix of measured values to be processed simultaneously. 54 Some studies have, in fact, recorded data with moving sensors; 55 however, in such cases, either the data were split into several 56 smaller data sets based on each sensor configuration and analyzed 57 as fixed network data (Zhu et al. 2012) or spatial information 58 (precise positions of the sensors) was either not measured or 59 ignored (Cerda et al. 2012; Gonzalez et al. 2012; Lin and Yang 60 2005; McGetrick et al. 2009; Yang et al. 2004) . Note in absence 61 of the sensors' spatial information, the data set is not compatible 62 with state-space approaches and a comprehensive system identifi-63 cation is not possible. 64 Moreover, for the exception of Matarazzo and Pakzad (2014, 65 2015b), SHM processing is currently limited to analyzing one fixed 66 sensor network configuration at a time. Data from multiple sensor 67 configurations must be split into multiple data sets and analyzed 68 separately as in Zhu et al. (2012) . To be clear, this is not intended 69 to be a criticism on the direction of SHM; this is simply an explo-70 ration into a new frontier of sensing and data processing. SHM today, and create unique processing challenges, e.g., fusion 78 of data sampled at different rates (Smyth and Wu 2007) , data 79 with missing observations or data from mobile sensors networks 80 Matarazzo et al. 2015b), or 81 prohibitively large data dimensions of BIGDATA (Matarazzo et al. 82 2015a vations and three sensing groups: group 1 consists of nodes 2, g, and i; F2:3 group 2 consists of nodes 3, f − 1, and f; group 3 consists of nodes F2:4 f þ 1, h, and N − 1; the corresponding offline DSN data with K total F2:5 samples contains two spatial continuities, one at k ¼ J þ 1 and another
Nomenclature tables are provided at the end of the paper for 259 reference to model entities. e.g.,
Eqs. (4) through (8) 275 provide discrete-time state-space model parameters
276
Once the parameters are defined, the second-order differential 277 equation is expressed in first-order form through the state Eq. (9) 278 and the observation Eq. (10) for DSN shape regression matrix 
The sampled modal responses are defined for all time steps k ¼ and the modal equations of motion 
Finally, note p hmi k is the sampled modal input for mode m at time 
The preceding equations are rearranged (back-transformed) to 430 define TPM parameters in terms of modal model parameters unique to the TPM 
Eq. (37) has a great significance in the context of the TPM.
554
The left-hand side of Eq. (37) 
The variable complexity and performance of B-splines is char-570 acterized by the selection of degree n. In many applications, the 571 cubic spline, n ¼ 3, is a popular choice due to its minimum cur-572 vature property, and in fact, as the spline degree goes to infinity, 573 the cardinal spline filter approaches the ideal sinc filter (Aldroubi 574 et al. 1992 (Beutler 1961 (Beutler , 1966 
Mobile Sensing Results
651
In Fig. 4 , the responses at mobile sensors 1, 10, and 19 are com- Fig. 3 . Positions of mobile sensors at selected samples in high-F3:2 resolution mobile sensing application; 19 sensors scan 5,000 sensing F3:3 nodes as a group, shifting rightward to the next node after each sample The overall behavior of the mobile sensor data is captured well 665 by both approximations. As quantified in Table 2 previous TPM PSD, while the spline has, overall, less power. In 675 Table 2 , the approximation error is detailed, in which cubic spline
676
MSE is four orders of magnitude higher than the MSE from sinc.
677
BIGDATA Processing Application
678
In this subsection, the response of the simple beam, with modal 679 properties given in Table 1, Table 3 .
719
The sinc and B-spline approximations capture the overall behavior; 720 however, the superior accuracy of sinc basis is evident. Quantita-721 tively, the MSE for the sinc approximation is two orders of mag-722 nitude lower than that of the cubic B-spline.
723
In Fig. 9 , the PSD estimates are plotted for all four models. Con- Fig. 6 . BIGDATA processing application considers the switching be-F6:2 tween two groups; group 1 consists of sensing nodes 35, 1,670, and F6:3 3,335 while group 2 covers nodes 840, 2,500, and 4,100; the third-F6:4 mode shape of the structure is superimposed to demonstrate the ex- F6:5 pected node responses to a third-mode harmonic excitation
However, in this case, the computational PSD MSE is 28.87 × Note: Sum of squared errors and mean squared errors (MSE) are computed among the four DSN data sets: modal, TPM, TPM with sinc, and TPM with spline. Time domain errors are computed directly from DSN data matrices while power spectral density (PSD) errors are computed from PSD estimates using Welch's method. DSN data matrices are 3 × 1,000. 
