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Abstract
LetA,B be a pair of matrices with regular inertia. IfHA+ A∗H andHB + B∗H are both
positive definite for some Hermitian matrix H then all matrices in conv(A,A−1, B, B−1) have
identical regular inertia. This, in turn, implies that both conv(A,B) and conv(A,B−1) consist
of non-singular matrices. In general, neither of the converse implications holds. In this paper
we seek situations where they do hold, in particular, when A and B are real 2 × 2 matrices.
Several aspects of the above statements for n× n matrices are discussed. A connection to the
characterization of the convex hull of matrices with regular inertia is introduced. Differences
between the real and the complex case are indicated.
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1. Introduction
For a complex n× n matrix A, we say that inertia(A) = (ν, δ, π) if A has ν(π)
eigenvalues with negative (positive) real part and δ eigenvalues on the imaginary
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axis, where ν + δ + π = n. We call the inertia regular whenever δ = 0 and stable
(anti-stable) if ν = n (π = n). We denote by H (resp. P) the set of non-singular
(resp. positive definite) Hermitian n× n matrices. The n+ 1 connected components
ofH consist of matrices with equal regular inertia. These sets are cones, but the only
two convex components are ±P.
For a given matrix A with regular inertia, let H(A) denote the set of all solutions
to the Lyapunov inclusion associated with A,
H(A) := {H ∈H : HA+ A∗H ∈ P}.
In this framework, P =H(I ). Clearly, H(A) is a convex cone consisting of
matrices with equal regular inertia. For a set of matrices E we shall denoteH(E) :=⋂
A∈EH(A). The set H(E) is a convex sub-cone of each H(A).
In this paper we focus our attention on the classical problem of finding whether
or not all matrices in a given set E share a common Lyapunov solution, i.e.
whether or not H(E) is empty, see e.g. [1,3] and references therein. For moti-
vation see e.g. [3,5,6,8,14]. The Linear Matrix Inequalities (LMI) approach
provides a powerful computational tool for solving this problem, see [3] and a sub-
sequent MATLAB toolbox. In contrast, there are very few analytical results on
the existence of common Lyapunov solutions we are aware of, see e.g. [1,3,5,17].
In fact, relatively little is known on the structure of H(A), although this simpler
problem was raised already by Olga Taussky in [24, Problem 17], see also
[10, Theorem 5.4].
In Section 2 we study a dual formulation of the above problem. In Section 3 we
explore the algebraic and geometric structure of the set H(E) and present some
known results together with new ones. In Section 4 this analysis is restricted to real
matrices.
In Section 5 we introduce a parameterization of 2 × 2 positive definite matri-
ces which enables one to gain further insight to the problem and the results pre-
sented. For A,B ∈ R2×2 we characterize in Section 6 the case where H(A,B) =
∅ and discuss the difficulties of extending this result to a pair of matrices not in
R2×2.
In the sequel, we shall denote by A the convex hull of a set of matrices E, i.e.
A := conv(E). Clearly whenever E is compact H(E) =H(A). In such a case,
if H(A) = ∅ then all matrices in A share the same regular inertia, but the con-
verse implication does not hold in general. Note that in the context of a convex
set “regular inertia” implies “constant regular inertia”. In Section 7, we address
the related issue of whether all matrices in A share the same regular inertia (Hur-
witz stability is a special case). On this topic, see also [7] and references therein,
[9,11,19,25]. For real matrices we introduce an improvement upon the main result
in [7] and then use it to show that the main result of Section 6 does not extend
to a triple of matrices in R2×2. In Section 8 we present an analogy between real
2 × 2 matrices and n× n Hermitian matrices. Three concluding remarks are given in
Section 9.
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2. A dual formulation of the problem
Here we give an alternative formulation to the problem presented in the Introduc-
tion and summarize known results together with some new ones concerning these
two complementary aspects of the problem at hand.
For an arbitrary H ∈H we define the set
L(H) := {A : HA+ A∗H ∈ P}.
For a given set E, the problem of whether or not H(E) is empty, on which we
focus in this paper, can be reformulated as finding out whether there exists anH ∈H
so that E ⊆L(H).
We now recall the notion of convex invertible cones of matrices. Let E ⊂ Cn×n
be a set of matrices, and let E−1 denote the set of the inverses of all non-singu-
lar elements in E. We denote by cic(E) the smallest convex cone C which con-
tains E and satisfies C−1 ⊆ C, see [5]. The set L(H) turns out to be a cic. We
now state its main relevant properties. To this end we shall denote L∗(H) :=
(L(H))∗.
Proposition 2.1
(i) If H1, H2 ∈H then there exists a matrix M such that L(H1) = ML(H2).
Moreover, if in addition H1 and H2 have the same inertia, then there exists a
non-singular matrix V so that L(H1) = V −1L(H2)V .
(ii) The setL(H) is an invertible cone. It is a maximal open convex subset of Cn×n
with constant regular inertia.
(iii) For an arbitraryH ∈H,L∗(H) =L(H−1). In particular,L∗(H) =L(H)
if and only if H is a positively scaled involution.
Proof. The first part of (i) follows from the easily verified fact that H1L(H1) =
H2L(H2) =L(I ) for all H1, H2 ∈H. The second part is due to [5, Lemma 3.4(i)].
(ii) follows from [5, Lemma 3.5] together with [5, Proposition 3.7]. See also [16,
Theorem 7.1(iii)].
As to (iii), set Q := HA+ A∗H. If A ∈L(H) then by definition Q ∈ P. Mul-
tiplying by H−1 from both sides we get that H−1A∗ + AH−1 = H−1QH−1 ∈ P,
i.e. A∗ ∈L(H−1), so the first part is established. Recalling that L(H) =L(αH)
for all α > 0, the second part trivially follows from the first. 
Based on Proposition 2.1(ii), a characterization of the setL(H) has recently been
introduced in [1].
Formally, the non-vanishing of H(E) is equivalent to the existence of H ∈H
so that E ⊆L(H). However, there are important differences between the geometry
of the sets H(E) and L(H), which may lead to two divergent strategies for the
problem. First, the setsL(H) are all similar (Proposition 2.1(i)) while the setsH(A)
are not (Theorem 3.1(i, iii) and Examples 5.1 and 5.3). In addition, the cone L(H)
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is closed under inversion (Proposition 2.1(ii)) while the coneH(A) is not (Theorem
3.1(ii)).
3. The set H(E) of all Lyapunov factors
First we discuss the main properties of sets of the type H(E). Recall that the set
H(A) is an open convex cone of Hermitian matrices with constant regular inertia.
As already remarked, it is not closed under inversion. In fact, in [5] it was shown that
H(E∗) =H−1(E). (1)
Recall also thatH(A) =H(αA+ irI ) for all α > 0, r ∈ R; and that a matrix E
is called an involution if E2 = I.
Theorem 3.1
(i) For an arbitrary A with regular inertia H(A) =H⋂L(I )A−1.
(ii) H(E) is a cic if and only if E∗ = E.
(iii) H(A) is a maximal open convex set of Hermitian matrices with constant regu-
lar inertia, if and only if
A = αE + irI, where E is an involution and α > 0, r ∈ R.
(iv) For an arbitrary H ∈H,H(H) =H⋂L(H).
(v) H(A) is a maximal open cic of Hermitian matrices with constant regular
inertia, if and only if A is a positively scaled Hermitian involution.
Proof. Item (i) follows immediately from the definition of H(A). Item (ii) follows
immediately from the fact that H(E) is a convex cone together with relation (1).
For (iii), recall that for a non-singular matrix V we have V ∗H(A)V =H(V −1AV ).
Thus, without loss of generality, we assume that A is in its Jordan canonical form,
A = diag{Aπ,−An−π } for some n  π  0, where Aπ and An−π are anti-stable.
Every Hermitian matrix Ho may be conformably partitioned as
Ho =
(
Hπ F
F ∗ −Hn−π
)
, F ∈ Cπ×(n−π). (2)
Given that A is of the form αE + irI, up to a positive scaling we may assume that
Aπ = (1 + ir)Iπ , An−π = (1 − ir)In−π , resulting in Q := HoA+ A∗Ho =
2 diag{Hπ,Hn−π }. In Eq. (2) we shall denote by λ and µ the minimal eigenvalue
of Hπ and Hn−π , respectively. If Ho does not belong to the closure of H(A) then
Q is not positive semi-definite, hence λ or µ is negative. Based on the above, let us
now construct the matrix
Hˆ :=
(|λ|Iπ −F
−F ∗ −|µ|In−π
)
.
Clearly, Hˆ ∈H(diag{(1 + ir)Iπ , (−1 + ir)In−π }) and the matrix Hˆ +Ho is singu-
lar, so maximality of H(A) is established.
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For the converse direction, we show that if A has regular inertia, but A = αE +
irI,where E is an involution, then the convex non-singular setH(A) is not maximal.
First, E := Sign(A) is an involution and belongs to cic(A) ([7, Proposition 2.5]).
Thus, it follows from the structure of A that H(A) ⊆H(E). In order to show
that this inclusion is strict, it is enough to find a single H ∈H(E) which is not in
H(A).
From the structure of A it follows thatE = diag{Iπ ,−In−π }. Thus, clearly,H(E)
is comprised of all matrices of the form (2) with Hπ,Hn−π ∈ P. Assuming A is
not of the above form, one can always choose a matrix H in H(αE + irI ) where
F is so that FA∗n−π /= AπF and Hπ = Iπ ,Hn−π = In−π , for some  > 0. Note
that the diagonal blocks of HA+ A∗H depend linearly on  while the off-diago-
nal blocks remain fixed and non-zero. Thus, for  sufficiently small, H ∈H(A) as
required.
Next assume that A has definite inertia, say anti-stable. Then E = I andH(E) =
P. So we want to show that if H(A) = P then A = (α + ir)I for some scalars
α > 0 and r ∈ R. By restriction, it is enough to prove this for 2 × 2 matrices. This
is relegated to Lemma 5.2. Thus, the proof of statement (iii) is established.
Statement (iv) follows directly from the definition of the sets H(A) and L(H).
Finally, (v) is obtained upon combining (ii) and (iii), so the proof is complete. 
Two remarks are in order. First, from [16, Proposition 2.1(i)] we know that when-
ever the intersection of a non-singular cic together with an invertible real linear sub-
space of matrices is not empty, a non-singular subcic is obtained. Statement (iv) in
Theorem 3.1 may be viewed in this context.
Secondly, one direction of Theorem 3.1(v) was already proved in [5, Proposition
4.1(ii)], namely it was shown that if A is an Hermitian involution then H(A) is a
maximal open non-singular cic.
In what follows we investigate inclusion relations between sets of the formH(E).
We start with the following known observation.
Proposition 3.2 ([5, Proposition 3.9]). Let E,Ea,Eb ⊂ Cn×n be arbitrary. Then,
(i)H(E) =H(cic(E)).
(ii) cic(Ea) ⊆ cic(Eb) ⇒H(Eb) ⊆H(Ea).
As already cited from [7, Proposition 2.5], whenever A has regular inertia, E :=
Sign(A) is the only involution within cic(A). Thus, from Proposition 3.2(ii) together
with Theorem 3.1(iii) it follows thatH(A) is a proper subset ofH(A+ αE) for all
α > 0. This is illustrated in Example 5.1b.
The converse statement to item (ii) in Proposition 3.2 is in general not true, as
shown in Example 5.1. Item (ii) suggests a certain analogy between cics and sets of
the form H(E). In order to pursue this analogy further, we concentrate on the case
where E is a singleton, beginning with the following result primarily based on the
work of R. Loewy.
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Theorem 3.3. Let A,B ∈ Cn×n be with regular inertia. Then the following are
equivalent.
(i) H(A) =H(B).
(ii) B = (aI + ibA)(icI + dA)−1 for some real scalars a, b, c, d satisfying ad +
bc > 0.
(iii) cic(A, iI ) = cic(B, iI ).
(iv) For some r1, r2 ∈ R and some α > 0 either B = αA+ ir1I or B + ir2I =
(αA+ ir1I )−1.
Proof. The critical part of (i)⇒ (ii) was shown in [18], the implications (ii)⇒
(iii)⇒ (iv)⇒ (i) are easy. 
Note that in [17] and consequently in [5, Theorem 3.8(i)] condition (ii) in the last
result is mis-stated. Note also that B is expressed as a Moebius transformation of
A which preserves the right half plane. Thus for A,B ∈ Cn×n this suggests a link
between having on the one hand H(A) ⊆H(B) and on the other B = f (A) for
some f (s) which maps the RHP analytically into itself.
4. The set S(E) of real Lyapunov factors
We now introduce the setS(A) :=H(A) ∩ Rn×n of real solutions to the Lyapu-
nov inclusion. Note thatS(A) is a (possibly empty) convex sub-cone ofH(A). For
a set of matrices E, one can similarly define S(E) :=H(E) ∩ Rn×n, and again it
is a (possibly empty) convex sub-cone of H(E). The structure of S(A) is not fully
explored. Nevertheless, the results previously stated for H(E) where E is complex,
e.g. Theorem 3.1 and Proposition 3.2, do hold for S(E), whenever E is real. In
particular the real version of Proposition 3.2(ii) says that
cic(Ea) ⊆ cic(Eb) ⇒S(Eb) ⊆S(Ea), Ea,Eb ⊂ Rn×n.
The converse implication does not hold even for singleton sets Ea = {A} and
Eb = {B}, as shown by the example
A = diag{1, 49}, B =
(
7 24
−24 7
)
.
The weaker implication S(Ea) =S(Eb) ⇒ cic(Ea) = cic(Eb) is equally refuted
if we take Ea (resp. Eb) to be the set of matrices orthogonally similar to A (resp. B);
in fact, the two cics are not related by inclusion either way (for more details see [5,
Example 3.10]). Nevertheless, this weaker implication is valid for singletons:
Theorem 4.1. Let A,B ∈ Rn×n be with regular inertia. Then the following are
equivalent.
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(i) S(A) =S(B).
(ii) For some α > 0 either B = αA or B = αA−1.
(iii) cic(A) = cic(B).
Proof. The equivalence of (i) and (ii) is due to Loewy, [17, Theorem 5]. The im-
plication (ii) ⇒ (iii) is trivial. The other direction follows from two easily verified
facts: First, the equality of cic(A) and cic(B) implies that A and B can be simul-
taneously brought to their Jordan canonical from. Second, along the diagonal we
use a scalar analysis. Thus, parameterizing a scalar in C+ as αeiθ , where α > 0 and
π/2 > |θ |; the cic generated by it is cic(αeiθ ) = {eirθR+ : r ∈ [−1, 1]} (clearly for
C− we have, cic(−αeiθ ) = −cic(αeiθ )). 
A comparison between Theorems 3.3 and 4.1 hints at subtle differences between
sets of the typeH(E) andS(E) when E is a set of real matrices. Let us have a closer
look at these sets.
Observation 4.2. If E ⊂ Rn×n then H(E) is closed under complex conjugation.
Indeed, if for A ∈ E, HA+ ATH = Q, where Q ∈ P and X denotes the com-
plex conjugate of X, then HA+ ATH = Q, and the set P, of Hermitian positive
definite matrices is closed under complex conjugation.
The following is an immediate consequence of Observation 4.2 and the fact that
H(E) is a convex non-singular set of Hermitian matrices.
Corollary 4.3. Let E ⊂ Rn×n be a set of matrices. Then H(E) = ∅ if and only if
S(E) = ∅.
We shall now discuss implications between several inertia-related conditions for
a pair of matrices.
Proposition 4.4. Consider the following statements for a pair of matrices A,B ∈
Cn×n.
(i) S(A) ∩S(B) /= ∅.
(ii) H(A) ∩H(B) /= ∅.
(iii) cic(A,B) is non-singular.
(iv) All matrices in conv(A,A−1, B, B−1) have regular inertia.
(v) A and B have the same regular inertia and both conv(A,B) and conv(A−1, B)
are non-singular.
Then (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒(v).
Proof. Condition (ii) means that A,B has a common Lyapunov factor H, and easily
implies that cic(A,B) ⊂L(H). Thus, the implication (ii) ⇒ (iii) can be deduced
from Proposition 2.1(ii). The three additional implications are trivial. 
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Most of the remaining sections are concerned with the converse implications of
Proposition 4.4.
5. A parameterization for 2× 2 Hermitian positive definite matrices
In this section, we present a representation which enables us to gain insight into
the structure of the set H(E) for 2 × 2 matrices. Since the set H(E) is a (convex)
cone, without loss of generality, one can study a normalized version of it. In particu-
lar, for anti-stable E ⊂ C2×2 it suffices to consider only 2 × 2 matrices H ∈ P with
trace(H) = 2:
Hˆ = H(α, β, γ ) :=
(
1 + α β + iγ
β − iγ 1 − α
)
,
α, β, γ ∈ R : α2 + β2 + γ 2 < 1. (3)
Under this parameterization, every positive definite matrix Hˆ with trace(Hˆ ) = 2
is identified with a point within the open unit ball in R3. Moreover, the set H(A) is
mapped into a convex subset of the open unit ball, in fact to an ellipsoid, see Example
5.1 below. We shall denote this ellipsoid by Hˆ(A).
Example 5.1. Here we consider three cases of an anti-stable 2 × 2 matrix, Aj(z)
depending on a parameter z. We calculate the parameter dependence of the sets
cic(Aj (z)) and H(Aj (z)) in each case j = 1, 2, 3. The analysis is based on the
parameterization (3).
(a) Let A1(ρ) := diag{ρ, 1}, with ρ  1. Then,
cic(A1(ρ)) =
{
η · diag{r, 1} : r ∈
[
1
ρ
, ρ
]
, η > 0
}
and
Hˆ(A1(ρ)) =
{
(α, β, γ ) ∈ R3 : α2 + (ρ + 1)
2
4ρ
(β2 + γ 2) < 1
}
.
In this case, both sets depend monotonically on ρ, in agreement with the con-
verse of statement (ii) in Proposition 3.2.
(b) Let
A2(c) :=
(
1 c
0 1
)
,
where c ∈ C. Then on the one hand, up to positive scaling, cic(A2(c)) is com-
prised of all matrices of the form(
1 rc
0 1
)
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with r ∈ [ − 1, 1]. On the other hand,
Hˆ(A2(c)) =
{
(α, β, γ ) ∈ R3 : ψ2(α + 1 − ψ−1)2 + ψ(β2 + γ 2) < 1
}
,
whereψ := 1 + |c|2/4. In this case, the converse of statement (ii) in Proposition
3.2 need not hold.
Recall also that after Proposition 3.2 we remarked thatH(A) is a proper subset
ofH(A+ rSign(A)) for all r > 0. Take A = A2(c) as above where Sign(A) =
I and
A˜ := 1
1 + r (A+ rI ) =
(
1 c(1 + r)−1
0 1
)
.
Indeed H(A) ⊂H(A˜).
(c) Let A3 be a real matrix with regular inertia and let A3(t) := A3 + itI, where t is
a real scalar. From Theorem 3.3 it follows thatH(A3(t)) is independent of t. On
the other hand for any two distinct values t1, t2 ∈ R, cic(A3(t1)) neither contains
nor is contained in cic(A3(t2)) although both cics are contained in cic(A3, iI ).
We next use the parameterization (3) for proving the following technical result.
Lemma 5.2. Let A be a 2 × 2 matrix. Then H(A) = P if and only if A = λI for
some λ ∈ C+.
Proof. Since for non-singular VH(V −1AV ) = V ∗H(A)V and V ∗PV = P, by
similarity we may assume that A is in Jordan form, which is either diagonaliz-
able or not. In the diagonalizable case we may assume that A = diag{λ,µ} where
Re λ,Re µ > 0. Using the parameterization (3), we have that
Hˆ(A) =
{
(α, β, γ ) ∈ R3 : α2 + |λ+ µ
∗|2
4 Re λRe µ
(β2 + γ 2) < 1
}
.
Thus, P strictly contains H(A), whenever λ = µ. In the non-diagonalizable case
we may assume that
A =
(
λ 1
0 λ
)
.
Using again the parameterization (3) we get
Hˆ(A) =
{
(α, β, γ ) ∈ R3 : ψ2(α + 1 − ψ−1)2 + ψ(β2 + γ 2) < 1
}
,
where
ψ := 1 + (2 Re λ)−2.
Hence again P strictly contains H(A), completing the proof. 
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Fig. 1. The sets Sˆ(A) = Sˆ(A−1), Sˆ(B) for A = (0 −10.1 2), B = (0 −12 0.5).
From Observation 4.2 it follows that for A ∈ R2×2 the ellipsoid Hˆ(A) described
by (3), is symmetric with respect to the α, β plane. This motivates the introduction
of Sˆ = S(α, β) := Hˆ|γ≡0 , the restriction to the reals of the parameterization in (3),
namely
Sˆ = S(α, β) :=
(
1 + α β
β 1 − α
)
, α, β ∈ R : α2 + β2 < 1. (4)
Thus, the set of matrices S ∈ P ∩ R2×2 with trace(S) = 2 is mapped into D, the
open unit disk in the α, β plane. Moreover, for an arbitrary unit vector x ∈ R2, the
matrix xxT corresponds to a point on the unit circle, ∂D. Under this parameterization
the setS(A) is mapped into an ellipse, denoted by Sˆ(A), within D. See [5, Example
3.10] and Figs. 1 and 2. The following example illustrates this parameterization.
Example 5.3. Consider the matrices
A =
(
0 −1
0.1 2
)
, B =
(
0 −1
2 0.5
)
.
Clearly, conv(A,B) is anti-stable. However, since B + aA−1 is singular for a ≈
0.23, it follows from Proposition 4.4 that H(A) ∩H(B) = ∅.
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Fig. 2. The sets Sˆ(A1), Sˆ(A2) and Sˆ(A3) for A1 =
(1 −8
0 15
)
, A2 =
( 1 8
0 15
)
, A3 =
(2 −1
−3 2
)
.
From Fig. 1 it is evident that S(A) ∩S(B) = ∅. Corollary 4.3 implies that also
H(A) ∩H(B) = ∅.
6. A pair of real 2× 2 matrices
As pointed out in Section 1, no simple criterion is known for the vanishing of sets
of the formH(A) ∩H(B). In this section we study the real 2 × 2 case. Use will be
made of the following observation.
Lemma 6.1. For matrices A,B ∈ R2×2 the following are equivalent.
(i) All matrices in conv(A,B) are non-singular.
(ii) A is non-singular and the matrix BA−1 does not have real non-positive eigen-
values.
(iii) det(BA−1) > 0 and trace(BA−1) > −2√det (BA−1).
Proof. The equivalence of (i) and (ii) is classical and holds for A,B ∈ Cn×n,
see e.g. [11, Observation 3.1]. For the equivalence of (ii) and (iii) recall that the
characteristic polynomial of the product matrix BA−1 is λ2 − trace(BA−1)λ+
det(BA−1). 
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We remark that for 2 × 2 matrices one has the identity
trace(BA−1)
trace(AB−1)
= det(B)
det(A)
= det(BA−1),
whenever trace(AB−1) and det(A) do not vanish. We now state the main result of
this section.
Theorem 6.2. If A,B ∈ R2×2 have the same regular inertia and both conv(A,B)
and conv(A−1, B) are non-singular, then
S(A) ∩S(B) = ∅.
Proof for A and B with mixed regular inertia. Assume that A,B are given so that
conv(A,B) and conv(A−1, B) have mixed regular inertia. First we shall normalize
(A,B), resulting in one of two simple cases, and then explicitly construct in each
case a matrix S so that S ∈S(A) ∩S(B).
From the mixed inertia assumption we deduce that the real matrices A,B have
distinct real eigenvalues and negative determinant. Up to scaling we may assume that
det(A) = det(B) = −1. Thus, up to simultaneous similarity of the form (A,B) −→
(V −1AV, V −1BV ) (with V real!) we may assume that A is in its real Jordan form:
A = diag
{
ρ,
−1
ρ
}
with ρ > 0.
If at this point B is triangular, we must have B11 > 0 > B22. Up to further si-
multaneous similarity with V diagonal and real (which leaves A invariant), we may
assume that the non-zero off-diagonal element of B, i.e. either B12 or B21, is so small
that So := diag{1,−1} is easily shown to belong to S(A) ∩S(B), as required.
So assume that B is not triangular. Up to diagonal similarity we may assume that
B21 = |B12|, hence B falls under one of two cases, depending on the sign of B12.
The two cases are B = Ba and B = Bb, where
Ba :=
(
a −δ
δ −(1 + δ2)a−1
)
,
with a /= 0 and δ  0; and
Bb :=
(
b
√
1 + bc√
1 + bc c
)
,
where bc > −1.
In both cases, we shall use the inequality
trace(BA) > −2, trace(BA−1) > −2 (5)
which is implied by Lemma 6.1 and the assumption det(A) = det(B) = −1.
In the first case (B = Ba), (5) amounts to
aρ + 1
aρ
(1 + δ2) > −2 and a
ρ
+ ρ
a
(1 + δ2) > −2.
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These two inequalities imply that a > 0.Again, the matrix So = diag{1,−1} is easily
shown to be in S(A) ∩S(Ba). In the second case (B = Bb), (5) amounts to bρ −
c
ρ
> −2 and b
ρ
− cρ > −2. Taking ρo := ρ +  for  > 0 sufficiently small, we get
bρo − cρo > −2 and bρo − cρo > −2. Calculation shows that under these conditions
So :=
(
ρ2o − 1 2ρo
2ρo 1 − ρ2o
)
belongs to S(A) ∩S(Bb).
Thus, the case of mixed inertia is established.
Proof for A and B with definite inertia. We shall argue by contradiction, namely
show that if A and B have the same definite inertia, but S(A) ∩S(B) = ∅, then
conv(A,B) or conv(A−1, B) contains a singular matrix. Here we resort to a com-
pletely different technique for the proof.
We shall first consider the anti-stable case. Due to Corollary 4.3 it suffices to
consider only real matrices S ∈ P ∩ R2×2 as parameterized in (4). From this rep-
resentation it is clear that if Sˆ(A) and Sˆ(B) do not intersect, one can find in D
a separating line supporting both ellipses (not necessarily at the same point), see
Fig. 1. This is done next.
For a given anti-stable matrix M ∈ R2×2 and a given unit vector x ∈ R2 let y, z ∈
R2 be unit vectors such that yTMx = 0 and zTx = 0. Note that the matrices 2yyT
and 2zzT correspond to points on D. We also define the set So(M, x) to be the
convex hull of the matrices 2yyT and 2zzT. The corresponding geometric object
Sˆo(M, x) ∈ R2 is usually a chord on the unit disk (see Fig. 1). However, if x is an
eigenvector of M we set So(M, x) = 2zzT.
It is easy to verify that Sˆo(M, x) is a supporting chord to the ellipse Sˆ(M). The
tangency point with the ellipse occurs at the point in D which corresponds under (4)
to the matrix So := α
∫∞
o
e−tMTxxTe−tMdt, where α > 0 is so that trace(So) = 2.
From Theorem 4.1 it follows that for a real matrix with regular inertia S(A) =
S(A−1). Thus, given x ∈ R2, the sets So(A, x),So(A−1, x) and So(B, x) all in-
tersect at the same point 2zzT. If S(A) and S(B) do not intersect, one can al-
ways choose x so that the line supporting both ellipses Sˆ(A) and Sˆ(B) is either
Sˆo(A, x) = Sˆo(B, x) or Sˆo(A−1, x) = Sˆo(B, x) (the latter case appears in Fig.
1). We shall treat each case separately.
In the first case we have Sˆo(A, x) = Sˆo(B, x). Denoting by ya and yb the y
vectors associated with Sˆo(A, x) and Sˆo(B, x), by the previous construction ya
and yb are linearly dependent in R2. This implies that the real vectors Ax and Bx are
linearly dependent, namely Ax = rBx for some 0 = r ∈ R. Equivalently, x belongs
to the null space of the matrix (B−1A− rI ). We next show that in fact r < 0. Let
S ∈S(A) be arbitrary. Clearly, rxTSBx = xTSAx > 0 and since Sˆo(A, x) is a
separating line 0 > xTSBx. Thus indeed r < 0 is an eigenvalue of the matrix B−1A
and from Lemma 6.1(ii) it follows that conv(A,B) contains a singular matrix, and
the claim is established for the first case.
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In the second case we have Sˆo(A−1, x) = Sˆo(B, x). Following the above rea-
soning, conv(A−1, B) contains a singular matrix. Thus, the claim is proved for a pair
of anti-stable matrices.
Finally, in case A and B which are both stable (rather than anti-stable), multipli-
cation by −1 reduces to the anti-stable case. 
The sketch of the proof for stable matrices, has already appeared in [4, Theorem
17]. Using a technique different from Theorem 6.2, from [7, Observation 8(ii)] it
follows that 4.4(iv)⇒ 4.4(iii) for A,B ∈ R2×2.
We conclude this section with two remarks.
6.1. Definite vs. indefinite inertia
Although there are close links among cases of various regular inertia, see e.g.
Proposition 2.1(i), here we emphasize the differences. First, as pointed out in the In-
troduction, among the subsets of H with prescribed inertia, only those with definite
inertia, i.e. ±P, are convex.
Next, in the proof of Theorem 6.2, the cases of definite and indefinite inertia
were treated separately. We now show that this is due to a basic difference between
them: Condition (v) in Proposition 4.4 requires two convex combinations to be non-
singular. However, for A,B ∈ R2×2 with the same definite inertia, at least one of the
two convex combinations is always non-singular. Specifically, in this case one needs
to satisfy both conditions det(conv(A,B)) and det(conv(A−1, B)) positive. Next,
since here without loss of generality we can normalize so that det(A) = det(B) = 1,
the above requirement is equivalent to satisfying the conditions in (5). Note however
that for 2 × 2 matrices trace(BA)+ trace(BA−1) = trace(A)trace(B). Thus, since
the right hand side is positive, at least one of the two summands is positive, so in
particular it is larger than −2.
In contrast, in the case of mixed regular inertia both convex combinations may be
singular. Take for example A = diag{a1,−a2} and B := {−b1, b2} with aj , bj > 0,
j = 1, 2. Clearly, A and B have the same (mixed) inertia, but both conv(A,B) and
conv(A,B−1) are singular.
6.2. Converse implications for the statements in Proposition 4.4, when A,B ∈ R2×2
Firstly, from Corollary 4.3 it follows that for real n× n matrices, 4.4(ii) ⇒
4.4(i).
We now use the following counter-example to show that for complex matrices in
general, 4.4(ii) ⇒ 4.4(i): Let
A =
(
2 −i
i 0
)
and B = A−1.
Then, from Theorems 3.3 and 4.1 it follows thatH(A) =H(B) andS(A) =S(B).
Next, on the one hand since the inertia of A is regular, H(A) /= ∅. On the other
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hand, exploiting (4) reveals that for an arbitrary S, [SA+ A∗S]22 = 0, thus
S(A) = ∅.
For the other implications we have the following example in R3×3.
Example 6.3. Consider the matrices
A =

 1 2 r−2 1 1
0 0 1

, B = V −1AV,
V =

0 0 10 −1 0
1 0 0

,
where r  0 is a parameter.
Proposition 4.4(v) ⇒ (iv): For r = 8 the matrix A+ B is singular and by ap-
plying the statement of Lemma 6.1(ii) to AB and AB−1 it follows that condition
(v) in Proposition 4.4 is satisfied whenever r < 8. In contrast, direct computation
yields that only for r < r1 where r1 ≈ 3.981869, condition (iv) in Proposition 4.4
is satisfied and for r = r1 the matrix (αA+ (1 − α)(βA−1 + (1 − β)(γB + (1 −
γ )B−1))) with α ≈ 0.18, β ≈ 0.173 and γ ≈ 0.255, is singular.
Proposition 4.4(iv) ⇒ (ii): First recall, see e.g. [5, (3.7)], that if B = V −1AV for
a non-singular V, then H ∈H(A) ∩H(B) is equivalent to having both H and
V ∗HV in H(A). Now on the one hand 4.4(iv) holds for r < r1. On the other hand,
direct computation yields that only for r  r2 where r2 = 3.9814238, condition (i) in
Proposition 4.4 is satisfied. For this r in particular,H(A) ∩H(B) contains a matrix
H satisfying H = V ∗HV, for which the matrix HA+ A∗H is positive semi-definite
of rank one. Direct calculation yields
H ≈

 801 −250 44.6−250 502 250
44.6 250 801

.
Now, since in this case the matrices A,B and H are all real, from Corollary 4.3 it
follows that also condition (ii) in Proposition 4.4 is satisfied only for r < r2.
It is not known whether in general, (iii) implies (ii) in Proposition 4.4.
7. Convex sets of real matrices with regular inertia and directional Lyapunov
inclusions
As pointed out in the previous section, it follows from [7, Observation 8] that
the set cic(A,B) ⊂ R2×2 is non-singular if and only if all matrices in conv(A,A−1,
B, B−1) have (constant) regular inertia. This in turn is easily seen to be equivalent
to having all matrices in conv(A,A−1, B) with regular inertia. Thus, according to
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Theorem 6.2, the sets S(A) and S(B) (with A,B ∈ R2×2) intersect if and only if
all matrices in conv(A,A−1, B) have regular inertia. With this motivation in mind,
we now explore the regularity of the inertia of convex sets of matrices. To this end,
for an arbitrary matrix A ∈ Cn×n with regular inertia, let us define sets of directional
(i.e. x ∈ Cn dependent) Lyapunov factors. Namely,
H(A, x) := {H ∈H : x∗(HA+ A∗H)x > 0}.
See [12, Definition 2.4.12]. Clearly,H(A, x) is a convex cone, see e.g. [12, Prob-
lem 2.4.3]. In fact, H(A) =⋂0 =x∈Cn H(A, x). Now, if E is a set of matrices, then
we define H(E, x) :=⋂A∈EH(A, x). This set is convex sub-cone of H(E).
Denoting by A := conv(E) we have that
H(E, x) =H(A, x), (6)
for all x, at least whenever E ⊂ Cn×n is compact.
As before, one can define the restriction of the directional Lyapunov solutions to
real matrices byS(A, x) :=Rn×n∩H(A, x). Following (4), for anti-stableA∈R2×2
and 0 = x ∈ R2, the corresponding set Sˆ(A, x) forms a half disk, see Fig. 2. Simi-
lar to the above, whenever E is compactS(E, x) :=⋂A∈E S(A, x) for a given set E.
Next recall that every Hermitian matrix H may be written as H = S + iT , where
S, T ∈ Rn×n are symmetric and skew-symmetric matrices, respectively. Thus, de-
noting by T the set of real skew-symmetric matrices, we have the following ana-
logue of Observation 4.2.
Observation 7.1. For all E ⊂ Rn×n and x ∈ Rn we have
H(E, x) =S(E, x)+ iT.
In particular, H(E, x) = ∅ if and only if S(E, x) = ∅.
As in the complex case,S(E, x) =S(A, x) for all x. We can now state the main
result of this section.
Theorem 7.2. Let E be a compact set of n× n matrices and let A be the convex
hull of E. Consider the following statement:
(i) All matrices in A have the same regular inertia.
(ii) H(E, x) = ∅ for every non-zero vector x ∈ Cn.
(iii) S(E, x) = ∅ for every non-zero vectorx ∈ Rn.
Then, (i) ⇐⇒ (ii). Moreover if E is real, all statements are equivalent.
Proof. The equivalence (i) ⇐⇒ (ii) can be found in [7, Theorem 3]. In the rest
of the proof we assume that E ⊂ Rn×n and show in steps that (iii) is equivalent to
the other statements. To this end we shall find it convenient to introduce yet another
statement,
(∗)H(E, x) = ∅ for every non-zero vector x ∈ Rn.
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First, clearly (ii) ⇒ (∗). Next, from Observation 7.1 it follows that condition
(iii) is equivalent to (∗), thus we now show that (∗) ⇒(i). Using (6), statement (∗)
is in turn equivalent toH(A, x) = ∅ for every non-zero vector x ∈ Rn. We proceed
by contradiction. Specifically, we show that if a real matrix A ∈A has an eigenvalue
on the imaginary axis, then one can always find 0 /= x ∈ Rn so that xTHAx = 0 for
all H ∈H, namely H(A, x) = ∅.
Indeed, assuming A is singular and x is the corresponding real eigenvector, we
have xTHAx = 0 for all H ∈H. Now, assume A has a pair of purely imaginary
eigenvalues, say±ir where 0 /= r ∈ R. Then, there exist x1, x2 ∈ Rn so that A(x1 +
ix2) = ir(x1 + ix2). Namely, Ax1 = −rx2 and Ax2 = +rx1. Explicit calculation
yields xT1 (HA+ ATH)x1 + xT2 (HA+ ATH)x2 = 0 for all H Hermitian. Hence,
either xT1 (HA+ ATH)x1  0 or xT2 (HA+ ATH)x2  0. This in turn is equivalent
to the vanishing of H(A, x1) or H(A, x2) for each H ∈H. Thus, this part of the
claim is established so the proof is complete. 
A comparison reveals that for real matrices A the novel condition 7.2(iii) offers a
twofold improvement over the previously existing condition 7.2(ii): First, the search
for common directional Lyapunov factor may be confined to real symmetric matrices
H ; in addition this search may be restricted to be over the unit sphere in Rn rather
than Cn.
As an illustration of the fact that in the real case 7.2(iii) is equivalent to 7.2(i), see
Fig. 1 with E = {A,A−1, B}, where x is chosen so that Sˆ(−A−1, x) = Sˆ(B, x).
In Example 6.3 we have demonstrated that the result of Theorem 6.2 does not
extend to a pair of matrices in R3×3. The extension of Theorem 6.2 to triples of
matrices in R2×2 is equally wrong.
Example 7.3. We shall present a triple A1, A2, A3 ∈ R2×2, so that all matrices
in cic(A1, A2, A3) have regular inertia, but H(A1) ∩H(A2) ∩H(A3) = ∅. Due
to Corollary 4.3, it is sufficient to show that S(A1) ∩S(A2) ∩S(A3) = ∅. The
details are as follows. For j = 1, 2 let
Aj =
(
1 (−1)j8
0 15
)
and A3 =
(
2 −1
−3 2
)
.
Thus
Sˆ(Aj ) =
{
(α, β) ∈ R2 : 16
3
(
7(−1)j
16
(1 + α)+ β
)2
+ 25
16
(
α + 1
5
)2
< 1
}
,
for j = 1, 2
Sˆ(A3) =
{
(α, β) ∈ R2 : 6.25(α − 0.4)2 + 1.25β2 < 1
}
.
Note that S(A1) ∩S(A2) ∩S(A3) = ∅, see Fig. 2.
From [7, Proposition 8] it follows that if conv(A1, A−11 , A2, A−12 , A3, A−13 ) does
not contain a singular matrix, all matrices in cic(A1, A2, A3) have regular inertia.
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We are now to show that conv(A1, A−11 , A2, A
−1
2 , A3, A
−1
3 ) is indeed non-singular.
Specifically, using Theorem 7.2 we shall demonstrate that for all 0 = x ∈ R2, the set
S(x) :=S(A1, x) ∩S(A−11 , x) ∩S(A2, x) ∩S(A−12 , x)S(A3, x) ∩S(A−13 , x)
contains at least one of the three matrices
S1 =
(
2 −1
−1 1
)
, S2 =
(
2 1
1 1
)
and S3 = diag{1, 2} (in the α, β plane Sˆ1, Sˆ2, Sˆ3 correspond to ( 13 ,− 23 ), ( 13 , 23 ) and
(− 13 , 0), respectively). Now, sinceS(M, x) remains invariant under positive scaling
of x, we shall find it convenient to parameterize x ∈ R2 as
x =
(
1
r
)
where r ∈ R (the vector
x =
(
0
1
)
corresponds to |r| = ∞). Hence, we shall consider the above set S(x) =S(x(r))
where the parameter r varies over R. Following analysis similar to that in [7, Ex-
ample 4], one can conclude that S3 ∈S(x) for both
|r| > 7 +
√
17
8
≈ 1.39 and |r| < 7 −
√
17
8
≈ 0.36.
For the remaining segments in R, we have that S1 ∈S(x) for
−
√
30
7
< r <
16 −√210
23
≈ 0.066
and
S2 ∈S(x) for
√
210 − 16
23
< r <
√
30
7
≈ 2.07.
Hence, indeed S(x) is not empty for all x, namely cic(A1, A2, A3) is non-singular.
8. A pair of Hermitian matrices
Here we demonstrate an analogy between matrices in R2×2 and n× n Hermi-
tian matrices. To this end first recall, e.g. [13], [5, Section 4], that a collection
Hj(j ∈ 1) of n× n Hermitian matrices is called simultaneously congruently in-
ertia explicit if there exists a non-singular matrix V so that simultaneously for all
j ∈ 1,
V ∗HjV =
(
Pj Fj
F ∗j −Pˆj
)
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where the matrices Pj and Pˆj are positive definite and of respective size π × π and
(n− π)× (n− π) for some π(n  π  0) and Fj are arbitrary. Note that the ma-
trices Hj are simultaneously congruently inertia explicit if and only if Hj ∈H(E)
for all j ∈ 1, where E = V −1diag{Iπ ,−In−π }V is a general involution.
The following result is a corrected version of [5, Therorem 4.2], and is partially
based on [13].
Theorem 8.1. For a pair H1, H2 ∈H the following are equivalent.
(i) The pair H1, H2 is simultaneously congruently inertia explicit.
(ii) H1, H2 ∈H(E) for some involution E.
(iii) H1, H2 ∈H(A) for some A with regular inertia.
(iv) conv(H1, H2) is non-singular.
(v) The matrix H1H−12 does not have real negative eigenvalues.
Proof. As already explained (i) ⇐⇒ (ii) for an arbitrary collection of matrices.
The implications (ii) ⇒ (iii) ⇒ (vi) are easy. The implication (iv) ⇒ (i) was
proved in [13, Theorem 5]. Finally, as already mentioned in the proof of Lemma 6.1,
the equivalence of (iv) and (v) is classical and holds for an arbitrary pair of n× n
matrices, see e.g. [11, Observation 3.1]. 
We shall state without proof the real analogue.
Theorem 8.2. For a pair of real symmetric non-singular matrices S1, S2 the follow-
ing are equivalent.
(i) There exists a real non-singular matrix V so that S1, S2 are simultaneously
congruently inertia explicit.
(ii) S1, S2 ∈S(E) for some real involution E.
(iii) S1, S2 ∈S(A) for some real A with regular inertia.
(iv) conv(S1, S2) is non-singular.
(v) The matrix S1S−12 does not have real negative eigenvalues.
In contrast, for a triple of 3 × 3 Hermitian matrices we have the following.
Example 8.3. Given the real symmetric matrices
S1 =

−1 −1 −1−1 1 0
−1 0 1

 , S2 =

−1 −1 1−1 1 0
1 0 1

 ,
S3 =

1 0 00 −1 0
0 0 1

 .
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If S ∈ conv(S1, S2, S3) then inertia(S) = (1, 0, 2), but these matrices are not si-
multaneously congruently inertia explicit by a real matrix. Namely there is no real
matrix A so that S1, S2, S3 ∈S(A).
This was shown in Section 5 of Johnson and Rodman’s paper [13], where the
authors could not decide whether or not there exists a complex matrix A so that
S1, S2, S3 ∈S(A). We show that such a matrix does not exist.
Indeed, following the idea of Observation 4.2 we have that for an arbitrary A ∈
Cn×n,S(A) =S(A), where A denotes the complex conjugate of a matrix A. Thus,
in fact,S(A) =S(A) =S(A+ A), where (A+ A) is a real matrix. One can then
conclude that in the above example, indeed there is no complex matrix A so that
S1, S2, S3 ∈S(A).
9. Three concluding remarks
9.1. Complex versus real—computational complexity
Some stability robustness problems like the stability radii are easier over the com-
plex field, see e.g. [2,15,22]. In contrast, here we encounter the opposite situation in
the problems of: (i) common solutions to the Lyapunov inclusion and (ii) regular
inertia of a convex hull of matrices:
(i) Upon comparing Theorems 3.3 and 4.1 it seems that determining the existence
of common solutions to the Lyapunov inclusion is simpler over the reals. This
impression agrees with Corollary 4.3.
(ii) From Theorem 7.2 it follows that also the problem of finding whether A, a
convex hull of n× n matrices E := {A1, A2, . . .} has regular inertia, is compu-
tationally easier for real matrices. We now suggest that in this context, working
over Cn×n is like over R2n×2n.
Indeed using the usual complexification procedure, if A,B ∈ Cn×n are parti-
tioned asA = AR + iAI andB = BR + iBI whereAR,BR,AI , BI ∈ Rn×n one can
always construct the matrices Aˆ, Bˆ ∈ R2n×2n where
Aˆ :=
(
AR AI
−AI AR
)
and Bˆ :=
(
BR BI
−BI BR
)
.
Recall now that spect(Aˆ) = spect(A) ∪ spect(A) (always spect(A) = spect(A)).
Thus the problems of regular inertia of conv(A,B) and of conv(Aˆ, Bˆ) are equivalent.
In contrast, one can not simply relate the problem of complex and real stability
radii by doubling the dimension, see e.g. [2,15,22].
In the context of deciding for a set of n× n matrices whether or not conv{A1, . . . ,
Ak} has regular inertia, recall that the problem of finding a good computational com-
plexity bound (based on k and n) is still open. For a treatment of a special case see
e.g. [20,21].
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9.2. The conditions: (a) H(E) = ∅, and (b) cic(E) is non-singular
Clearly, (a) always implies (b). Moreover, from Proposition 2.1(ii) we know that
L(H) is a maximal open non-singular cic. For matrices in R2×2, we also know the
following: if E consists of a pair, then (b) implies (a), see Theorem 6.2, but not if E
is comprised of a triple, see Example 7.3.
However, as already remarked, if E consists of a pair of matrices A,B ∈ R2×2,
the problem of finding out whether or not (b) implies (a) is still open.
In this context, it is interesting to note that the intuition behind Figure 2 extends to
a pair of n× n anti-stable matrices A,B. Indeed following (3), without loss of gen-
erality, one can define Hˆ(A) := {H ∈H(A) : trace(H) = n} and similarly Hˆ(B).
(The real version Sˆ(A) and Sˆ(B) is analogously defined.) Whenever these two
compact convex sets of Hermitian matrices (both ellipsoids in Rn2−1 in the appro-
priate parameterization) do not intersect, a separating hyperplane can still be con-
structed.
Note that the normalization of H(A) and H(B) to trace(H) = n was aimed at
gaining compactness of the sets of Lyapunov factors. In fact, if A and B have gen-
eral regular inertia, compactness can still be achieved if the trace normalization is
substituted by taking all matrices H in H(A) and H(B) so that ‖H‖  1.
9.3. Stein inclusion
Finally we discuss the analogous discrete-time situation, where the Lyapunov
equation is replaced by the Stein equation. For an arbitrary H ∈H we define the
set D(H) of all matrices satisfying the Stein inclusion with the same H, namely
D(H) := {M : H −M∗HM ∈ P}.
We say that a pair Ma,Mb shares common solution to the Stein inclusion if
Ma,Mb ∈ D(H) for some H ∈H. Let also M(A) be the usual Cayley transform
which maps the right half of the complex plane into the unit disc, namely
M(A) := (I − A)(I + A)−1.
(If −1 ∈ spect(A),M may be easily modified.) It is well known that for an arbi-
trary H ∈H,
M(L(H)) = D(H) (7)
(the special case where H = I appeared already in [23]). Hence in particular A,B ∈
L(H)⇐⇒M(A),M(B) ∈ D(H) with the same H ∈H. Note that in addition the
restriction of (7) to real matrices is true as well. Thus, the continuous-time results
stated in claims 2.1, 3.3 through 4.4, 5.2 and 6.2 may be easily extended to the
discrete-time case.
In this context we note that Ando’s recent result [1] about the characterization of
L(H) with H ∈ P was obtained by a similar reduction to the unit disk case.
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