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Abstract
In a magnetically confined fusion plasma, small scale instabilities drive the
anomalous transport which determines the confinement. It is possible for the plasma
in a tokamak to have a toroidal rotation, either formed spontaneously or by being
given some external drive. This rotation may help improve confinement. There-
fore, this thesis aims to investigate the effects of strongly rotating plasmas, with
toroidal Mach number approaching unity, on the turbulence dynamics in numeri-
cal simulations. For this purpose, the global gyrokinetic PIC code ORB5 has been
extended to include these strong-flow terms; retaining the background E × B drift
terms typically neglected.
Investigations into GAMs appearing as eigenfunctions with forms similar to
the Airy function found that although the behaviour of GAMs with increasing radial
wavenumber were poorly predicted, eigenfunctions of the predicted form were still
found. As radial wavenumber increased the eigenfunctions became less well defined.
Linear simulations with a solid-body rotation found that the frequency of the
GAMs and toroidal modes with n 6= 0 exhibited an increase for larger magnitude
of toroidal velocity and were largely independent of direction of rotation. Further
studies found that an increasing toroidal rotation initially showed a destabilization
effect on the linear modes, acting against the stabilizing effects of already present
gradient profile flows, before beginning to reduce the mode growth at large toroidal
velocities. This behaviour was found to be largely reflected in the tilting of the mode
structures caused by rotation.
A stabilizing effect was also observed in collisionless non-linear simulations.
The presence of a positively rotating plasma gave reductions to turbulence, but a
much stronger turbulence suppression was found when the plasma was rotated in
the opposite direction. It is suspected that the large flows caused by the equilibrium
profile gradients give rise to some of this observed asymmetry.
xii
Chapter 1
Introduction
1.1 Motivation
In recent times, an increasing amount of focus has been directed towards ‘alternate’
power sources and attempts have been made to move away from the more tradition-
ally used fossil fuels [1]. One of the main factors causing this shift is the production
of carbon dioxide from the older power source, which is likely contributing to global
warming [2]. As such, renewable power has become an area of great interest in the
scientific community, with upwards of two hundred billion dollars invested each year
[3].
Nuclear fusion is one such source of renewable power. As well as being CO2
neutral, fusion power also has the benefit of readily available fuel. Deuterium, one
of the isotopes of hydrogen used in fusion, is easily attainable from sea water and
Tritium, although much less abundant than Deuterium, can be attained through the
use of Lithium breeding techniques. This ample fuel supply gives a stark contrast
to the limited remaining oil reserves [4]. Additionally, a fusion reactor has no risk
of an uncontrollable reaction and would produce a significantly lower amount of ra-
dioactive waste material for disposal when compared with a fission reactor. Though
nuclear fusion is not without its problems.
Research into the field has been taking place since the 1950s and optimism of
the simple power plants initially envisioned has long since faded [5]. However, great
progress has been made and fusion reactions have now been successfully achieved in
several places around the world, with the next goal being to reach a self-sustaining
reaction. ITER (International Thermonuclear Experimental Reactor), a tokamak
created by an international collaboration, has aims of producing 10 times more
power than is input for auxiliary heating [6]. ITER is scheduled to begin plasma
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experiments in 2020 [7]. Following this, there are also future plans for a device
known as DEMO which is hoped to be the first demonstration of a commercial
fusion power plant [8].
1.2 Fusion
Binding energy, the energy released when protons and neutrons form a nucleus, is
an important concept for both nuclear fission and fusion processes. When atoms
with atomic mass higher than iron split, energy is released as a result of the chang-
ing binding energy; this process is known as nuclear fission. Nuclear fusion is the
opposite. When two lighter particles have sufficient energy to get close enough for
the strong force to overcome the Coulomb repulsion, the two nuclei combine and
energy is released. Some of the most common reactions considered use Deuterium
and Tritium, two isotopes of hydrogen; most current magnetic confinement research
looks at D-T mixes [9].
The most obvious problem with initiating a nuclear fusion reaction is the
Coulomb repulsion between the two nuclei. To successfully overcome this repulsion
the particles must be heated up to extremely high temperatures and fusion therefore
typically takes place between particles in a plasma. Due to the high temperatures
involved, the containment of this plasma can no longer be achieved with simple
material walls and as such an alternative is required.
1.2.1 Lawson criterion
In a D-T reaction, most of the energy produced is carried by neutrons out of the
device and may be used to generate electricity. The remaining alpha particles also
have energy and this will in turn serve to heat the other particles in the plasma
through collisions. The power from this self-heating, Pα, along with the external
heating power, PH , serve to maintain the temperature of the plasma and must
balance out the power lost from the device, PL. It is desirable to reach a point
that Pα can maintain the plasma temperature against PL on its own, without any
external heating; we refer to this as the ignition point.
This is important as any fusion device must give more energy out than it
takes in if it is to be feasible as a power plant. A measure of whether a plasma can
achieve ignition has been provided by the Lawson criterion, first published in 1957
[10]; also known as the ignition condition.
nTτE ≥ 3× 1021keV m−3s (1.1)
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Here, n is the particle density, T is plasma temperature (ideally of order
10 keV) and τE is the plasma confinement time (the length of time the plasma is
contained within the device). Increasing the confinement time of the reactor, i.e.
minimising particle loss, is one of the easiest ways to move towards this ignition
point.
1.2.2 Confinement
Fusion reactions take place naturally in stars, where the plasma is contained with
gravitational confinement. Not only is this an infeasible confinement method for a
fusion device, but the reaction rate of stars is also much lower than would be useful
for a working reactor. The challenge is therefore to contain a plasma on Earth, with
a higher temperature and density than the Sun, for as long as possible. To this end
there are two leading approaches; inertial and magnetic confinement.
Inertial confinement uses lasers to heat up a fuel pellet, causing ablation on
the outer layer. The resulting implosion heats the pellet and increases the density
and pressure. Fusion reactions then take place within the small time window that
the implosion contains the particles. There are several experiments around the world
currently working on this branch of research, such as NIF [11, 12].
The other main branch of fusion research, and the focus of this thesis, is
magnetic confinement fusion. Here, a magnetic field is used to exert a force on
the charged particles of a plasma which move perpendicular to the field lines. The
charged particles will then exhibit a gyrating motion around the magnetic field lines.
By creating a closed loop with the magnetic field, the charged particles are contained
within the device.
In actuality, simply having a device which creates a looped magnetic field is
not enough, as the magnetic field will not be uniform across the loop. A helicity in
the magnetic field is required to prevent instabilities forming. To create this helical
field there are two different options; the device may be constructed so as to give a
helical field straight away (as in the stellerator case) or a plasma current may be
used to generate a poloidal magnetic field (as in the tokamak case). A tokamak
creates this plasma current by increasing an electrical current through a central
solenoid. The tokamak must therefore, by necessity, be a pulsed device.
1.3 Tokamaks
It is convenient for much of this section to discuss the tokamak on a macroscopic
scale, and so fluid theory is used here despite a kinetic approach being taken through-
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out the majority of this thesis. In a fluid theory, the plasma is described in terms of
several macroscopic parameters such as temperature, particle density and the flow
velocity. These parameters are found by taking velocity moments of the particle
quantities. The time evolution of these values is then calculated via the use of fluid
equations [13].
For a plasma to be in equilibrium, the basic condition is that there should be
no force on the plasma at any point. Therefore, the magnetic force should balance
the force caused by the plasma pressure:
J×B =∇p (1.2)
where p is plasma pressure, J is plasma current density, and B is magnetic field.
This is known as the force balance equation.
The helical field of a tokamak can be thought to contain two components: the
poloidal field (Bp) and the toroidal field (Bt). If the magnetic field lines are followed
around the torus of the tokamak for many turns a magnetic surface is mapped out;
assuming the magnetic field line does not close on itself.
The poloidal magnetic flux within a magnetic surface, ψ, may be used as a
convenient radial coordinate and label for each of these ‘flux surfaces’ as it can be
shown to remain constant along any magnetic surface
B ·∇ψ = 0. (1.3)
From this relation between B and ψ, we can define a commonly used set of tokamak
coordinates, (ψ, θ, ζ), as shown in figure 1.1; where θ and ζ are poloidal and toroidal
angles respectively. ψ, θ, ζ are often used to define a set of curvilinear coordinates
∇ψ,∇θ and∇ζ, discussed more by D’haeseleer [14]. A function which is dependent
only upon ψ, such that f = f(ψ), is known as a flux function. In addition, it is
common to make references to ‘parallel’ and ‘perpendicular’ directions which is
understood to be in relation to the magnetic field lines. A value s is also sometimes
used as a radial coordinate in place of ψ which is defined as
s =
√
ψ
ψ0
(1.4)
where ψ0 is ψ of the last closed flux surface.
Looking at equation 1.2, it is also apparent that B ·∇p = 0. This means
that the magnetic surfaces must be surfaces of constant pressure. In addition, we
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Figure 1.1: The set of co-ordinates used for the description of a tokamak in this
thesis. Here, the dashed line represents an arbitrary flux surface.
5
can see that J ·∇p = 0 and the current lines must therefore also lie on the magnetic
surfaces.
We can conclude from the symmetry between J and B that a poloidal current
flux function F also exists, which is defined as
F = RBt. (1.5)
The safety factor is a value that represents how many times a magnetic field
line travels around the tokamak toroidally for each time poloidally.
q =
1
2pi
∫ 2pi
0
B ·∇ζ
B ·∇θdθ (1.6)
As q will be constant on each magnetic surface, it too is a flux function.
The definitions of this coordinate system and the flux functions allow us to
define an aximmetric magnetic field in its simplest form:
B = F∇ζ +∇ψ ×∇ζ. (1.7)
Finally, we define the plasma β as a simple ratio used to represent the effi-
ciency of confinement of the plasma pressure by the magnetic field,
β =
p
B2/2µ0
(1.8)
where the plasma pressure, p = nT . By necessity, β < 1 in a tokamak, as a β larger
than one would mean the magnetic pressure was not enough to contain the plasma
pressure exerted. β is typically a few percent.
1.4 Single Particle Motion
As mentioned previously, charged particles moving in a magnetic field exhibit he-
lical paths around the magnetic field lines, which is shown in figure 1.2. This is a
result of the interaction between the magnetic field and the component of velocity
perpendicular to the magnetic field (v⊥). The parallel component of the velocity is
unchanged, as is the kinetic energy of a particle, when in constant magnetic field
and no electric field. The orbit of an ion has an ion gyroradius, also known as the
Larmor radius, which given by
ρi =
miv⊥
qB
where mi and q are the ion mass and charge respectively.
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Figure 1.2: The particles exhibit a fast gyration around the magnetic field lines but
also retain a parallel velocity along the field lines. The motion described by the
movement of the centre of their gyrating orbit is known as the gyrocentre velocity.
An electric field parallel to the magnetic field (E‖) or a magnetic field that
changes strength along the field lines can accelerate a particle in the parallel direc-
tion. However, a force acting on the particle perpendicular to the magnetic field
gives rise to a particle drift, which is perpendicular to both the force exerted and
the magnetic field.
A simple way to picture the origin of this drift is that when the particle is
moving in the same direction as the force ρi will increase (due to the acceleration
of the particle), but when moving in the opposite direction ρi will decrease (due to
the particle decelerating). This results in a net movement of the particle,
vD =
F× b
qB
(1.9)
where b = B/B.
In a tokamak, there are numerous drifts that can affect a charged particle.
A perpindicular electric field will give rise to an E×B drift. Despite the force from
an electric field being dependant on the charge of a particle, the resultant drift is
independent of charge.
vE×B =
E× b
B
(1.10)
It is also worth noting that this drift is independent of mass, and therefore an E×B
drift will not lead a charge separation as may otherwise be expected. If the electric
field is not constant in time however, a polarization drift will occur which can lead
to a separation of charge.
vp =
m
qB2
dE
dt
(1.11)
If the magnetic field is not homogeneous, which it is not in a tokamak, two more
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particle drifts arise. A particle moving along a curved magnetic field line will expe-
rience a centrifugal force acting outwards and this will give rise to a curvature drift.
When the magnetic field strength is not constant the ∇B drift occurs. This is a
result of the magnetic force exerted on the particle changing throughout its orbit.
The two drifts together are given by
vd =
(
mv‖
qB
+ µ
)
b×∇B
B
(1.12)
where the terms in brackets are related to the curvature and ∇B drifts respectively.
A mathematical derivation of these drifts in a gyrokinetic frame is shown
later in chapter 2.
1.4.1 Trapped particles
When a particle moves into a higher magnetic field, in addition to the ∇B drift, it
will experience a force that acts to reduce its parallel velocity. This force is a result
of the conservation of the magnetic moment, µ, and energy, , of the particle.
µ =
mv2⊥
qB
 =
1
2
mv2‖ + µB
Energy is a constant of motion, but magnetic moment is actually an adiabatic
invariant. This means that it will remain constant as long as the magnetic field
changes slowly.
As a particle moves into higher B, an increase in v⊥ is observed. To account
for this, and keep  conserved, v‖ must then decrease. This decelerating ‘mirror
force’ is given by
F = −µ∇B
and may eventually cause v‖ to reduce to zero, before reversing the parallel velocity
altogether and causing the particle to move back from the direction it came. A toka-
mak has a varying magnetic field strength, approximately proportional to 1/R, and
a particle travelling from the low field (outboard) side into the high field (inboard)
side must have a high enough parallel velocity to overcome this magnetic mirror
effect. Whether or not a particle undergoes this velocity reversal can be described
by the condition:
v‖0 >
√
2r
R0 − rv⊥0 (1.13)
where v‖0 and v⊥0 are the parallel and perpendicular velocity of the particle on the
outboard side.
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The particles that cannot reach the inboard side are known as trapped par-
ticles and display a banana orbit similar to that shown in figure 1.3. It can be seen
that the particle does not follow the exact same path in each direction; the different
signs of v‖ cause different drifts which gives the particles orbit a finite width.
R
Z
Banana 
orbit
Flux
surface
Figure 1.3: A trapped particle will not travel back along the same path, but will
instead follow an orbit with a small width in the radial direction.
1.5 Tokamak Transport
1.5.1 Anomalous Transport and Turbulence
For a tokamak to achieve thermonuclear conditions, it is necessary to contain the
plasma for a significant time period. As such, it is useful to gain estimates of
the transport processes which are taking place within the tokamak. A neoclassical
theory was developed as an attempt to describe the diffusion within the device which
results from collisions [15].
The predictions made by the neoclassical model originally lead to a high
optimism in regards to the ease with which nuclear fusion could be achieved and
the plasma contained. However, actual experimental results have shown a large
discrepancy between models and reality, with the levels of transport being clearly
underestimated; the predictions sometimes differ from observations by orders of
magnitude [16].
The transport that is not accounted for by the neoclassical model is known
as anomalous transport, and it is now thought that it is caused by instabilities in
9
the plasma. Explanations of the anomalous transport remain one of the biggest
challenges to theoretical tokamak physics.
Larger instabilities in a tokamak tend to affect the equilibria of the plasma
itself. For a plasma in a stable equilibria it is therefore smaller scale ‘microinstabil-
ities’ that are of importance.
1.5.2 Micro-instabilities
Micro-instabilities take the form of drift waves, which are collective plasma oscilla-
tions that arise in a magnetised plasma as a result of the interaction between the
ions and electrons. A displacement of one species generates a field which acts to
maintain the quasi-neutrality of the plasma and gives rise to the oscillations.
Drift wave micro-turbulence is widely believed to be driven by the ‘free en-
ergy’ provided by the density and temperature profile gradients. Dissipation, such
as from particle collisions, often plays a critical role in the generation of instabilities,
and these drift waves are known as dissipative. Reactive micro-instabilities on the
other hand do not require dissipation[17].
The perpendicular wavelength of the drift waves is on the order of the gyro-
radius but the parallel wavelength is much longer, due to the lack of confinement
along the magnetic field lines. This is a property that is also shared with the turbu-
lence driven by the micro-instabilities. These drift waves tend to evolve relatively
slowly, on a much longer time scale than the ion-cyclotron frequency of the plasma.
A simple example of a drift wave is derived here with the use of an ion fluid
model with adiabatic electrons, although a review paper by Horton provides a more
in-depth discussion of drift waves and transport [17]. The adiabatic electrons are
assumed to have an instantaneous response to any variations in the electrostatic
perturbation which result from a change of ion density. We consider an ion density
perturbation in the presence of a ‘radial’ density gradient, ∇n0/n0 = −(1/Ln)ex,
in a slab plasma. The plasma has a uniform and homogeneous magnetic field acting
in the z-direction, B = Bez and cold ions, Ti = 0.
In this case, the ion mass continuity equation is given by
∂ni
∂t
+∇ · (niv) = 0 (1.14)
where v is the ion fluid velocity, ni is the ion density and ∇ · [nivdia] = 0 in the slab
limit. In this configuration, no magnetic drifts are present.
By assuming a small density perturbation (δni  n0), equation 1.14 can be
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linearised
ni = n0 + δni(x, t) (1.15)
with a time-independent density component, n0, and the time-dependent perturbed
density which can be represented by a plane wave solution
δni(x, t) = n˜i exp
(
i
[
k‖z + k⊥y − ω¯t
])
(1.16)
where ω¯ = ω + iγ may in general be complex, containing both a frequency, ω,
and growth rate, γ. The equilibrium density n0 will be constant over a flux surface
(∇‖n0 = 0). Since the plasma should remain neutral, n0 represents the unperturbed
density for both ions and electrons.
The perturbed potential gives rise to an E ×B velocity, for which we again
assume a plane wave solution. The E ×B velocity can be given by
v˜E×B =
b×∇φ
B
=
1
B
dφ
dx
ey − 1
B
dφ
dy
ex = −ik⊥φ
B
ex (1.17)
for which φ represents the perturbed potential.
Substituting equations 1.16 and 1.17 into the ion mass continuity equation
1.14, we calculate
∂δni
∂t
+ v˜E×Bx
dni
dx
+ ni
∂v˜‖
∂z
= 0 (1.18)
which gives
ωδni = ω∗n0
eφ
Te
(1.19)
for waves such that ω/k‖ << vT i, so that the parallel ion motion is negligible. Here
ω∗ = k⊥Te/eBLn is the diamagnetic frequency.
The equation for the parallel electron dynamics is derived later in section 2.8
and given in equation 2.91. The solution is found to be
ne = n0 exp
(
eφ
Te
)
(1.20)
and the Taylor expansion of this gives the “Boltzmann response”:
δne = n0
eφ
Te
. (1.21)
Finally, by imposing quasi-neutrality, ni = ne, the perturbed potential can be elim-
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inated from equation 1.19 to give the frequency of the drift wave as
ω = ω∗. (1.22)
As this is a purely real frequency it will only propagate and will not grow or decay
with time. If a phase shift was introduced between the potential and density per-
turbations however, it would lead to the development of an exponentially growing
mode.
It is important to note that in a tokamak, there are non-linear interactions
between modes at competing scales which leads to turbulent saturation. This satu-
ration causes the amplitude of each mode to peak and for further growth to cease.
It is because of this that individual drift waves cannot be viewed in their linear
form experimentally. It also means that the nonlinear physics must be included in
simulations to provide a full description of the plasma behaviour.
The two different classes of particles in a tokamak, the passing and trapped
particles, behave differently under an electrostatic potential perturbation. This leads
to different dispersion relations being obtained depending on whether trapped or
passing particle dynamics are important. This also leads to two different categories
of instability, passing and trapped particle instabilities.
Perturbations may be Fourier tranformed in the poloidal and toroidal direc-
tions with mode numbers m and n labelling the found poloidal and toroidal modes
respectively. This form of the Fourier analysed modes are often used to discuss the
various micro-instabilities present in a tokamak.
Many varieties of drift waves exist, but in this section the focus will be on
the two reactive drift waves which are known to be the most important in deter-
mining transport under typical tokamak operating conditions. These are the Ion
Temperature Gradient (ITG) mode and the Trapped Electron Mode (TEM). Zonal
flows, which play an important part in turbulence regulation, are also discussed.
Ion Temperature Gradient (ITG) mode
Several different branches of the ITG mode exist: slab, impurity and toroidal but the
focus in this section is placed on the mode with the most relevance in tokamaks; the
toroidal ITG mode. A simple description is presented here of the linear mechanisms,
but there are numerous articles that give more in-depth explanations and derivations
[17, 18].
The ITG mode is considered to be the dominant mode transport mechanism
in a large aspect ratio tokamak. As its name suggests, the ITG mode is driven by
12
the ion temperature gradient.
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Figure 1.4: A simple picture of the ITG mode can be developed by considering a
poloidal cross-section which has a hot, dense region and cool, lower pressure region.
A small temperature perturbation is then introduced between the two regions. T1 >
T2 and n1 > n2.
A simple picture of the ITG mode can be formed by considering a poloidal
tokamak cross section, as shown in figure 1.4, which has a hot, dense inner core
and a cooler, lower pressure outer region [19]. We consider a perturbation in the
ion temperature, radially elongated on the low-field side of the tokamak. As the
curvature and grad-B drifts are proportional to the velocity of each particle, we
expect that the net drift in the hotter ion region would be larger than the drift in
the cooler ion region. This variation of drifts will in turn result in a build up of
ions on the edge of the hot (positive) side of the temperature perturbation and a
deficit of ions on the edge of the cool (negative) side of the perturbation which is pi/2
out of phase with the initial temperature perturbation. As the electrons move to
balance the density and maintain the quasi-neutrality of the plasma, an electrostatic
potential perturbation results which is in phase with the density perturbation (for
instantaneously reacting adiabatic electrons).
This electrostatic potential perturbation will result in an E ×B drift which
acts to pull hot plasma into the hotter regions of the temperature perturbation and
cooler plasma into the cooler region of the temperature perturbation. This results
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in feedback loop which enhances the initial temperature perturbation, and causes
an exponential growth.
While this growing perturbation forms on the outboard side of the tokamak,
∇B has the opposite sign on the inboard side of the tokamak and the drifts instead
cause the instability to be suppressed. This leads to the inboard side sometimes
being referred to as the “good curvature” region and the outboard side being referred
to as the “bad curvature” region.
The time averaged radial particle flux generated by the perturbation is given
by
Pi = 〈〈nivfluid · er〉〉 = 〈〈δn˜iv˜E · er〉〉 (1.23)
and will always be zero for systems with adiabatic electrons, as there is no phase
difference between δn˜ and φ˜ (the time averaged value 〈〈...〉〉 is zero for a single
fluctuating quantity). However, if the electrons were not adiabatic (kinetic electrons
were used) then it would be possible for a phase difference to occur between these
two quantities.
However, the time averaged heat flux
Qi = 〈〈T˜iv˜E · er〉〉 (1.24)
will be nonzero because of the phase difference between T˜i and φ˜. This instability
is therefore known to transport heat along the temperature gradient.
The ion fluid model serves well to discuss the underlying mechanism which
describes the ITG mode, but it can be further expanded by taking into account the
effects of the finite size of the Larmor radius; which would be included in a kinetic
approach. The finite size of the gyro-radius means that the particles only feel the
gyro-averaged electrostatic potential with scales smaller the the gyro-radius. This
results in a suppression of modes with kθρi  1.
Trapped Electron Mode (TEM)
Due to the trapping condition outlined in equation 1.13, a fraction of the electrons
always remain on the low-field side of their flux surface. These trapped electrons
have a bounce frequency
ωBe = v‖
√
ε/2
qR0
(1.25)
where ε is the fraction of trapped particles. Unlike the passing electrons, the trapped
electrons have their parallel velocity restricted by this confinement. For drift waves
with ω  ωBe, the trapped electrons do not contribute to the parallel dynamics that
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determine quasi-neutrality. When averaged over their bounce orbits, these trapped
particles have no parallel motion and the trapped electrons no longer respond in-
stantaneously to electrostatic perturbations.
Therefore, the dynamics of the trapped electrons have a resemblance to the
passing ions, and as a result a TEM exists similarly to the ITG mode. This TEM is
driven by the gradient of the electron temperature profile. In the TEM, the trapped
particles play a role similar to the ions in the ITG and the passing electrons provide
the parallel dynamics. As this instability relies on the movement of the electrons,
it will only be apparent when considering kinetic electrons, and will be absent with
adiabatic electrons.
Zonal Flows
Zonal flows are axisymmetric n = 0,m = 0 electrostatic potential perturbations
that have a finite radial wavenumber kr. They are thought to be one of the most
important physical processes that play a role in determining the saturation levels of
micro-turbulence [20, 21]. It is not possible for zonal flows to drive E × B pertur-
bations as they are n = 0 modes and therefore they cannot drive radial transport.
As a result, they cannot tap the free energy sources that other modes use such as
the temperature gradient ∇T or density gradient ∇n. Zonal flows must therefore
be driven by non-linear interactions; they are excited by drift waves (more generally
micro-instabilities).
Zonal flows play an important role in the regulation of turbulence and trans-
port in a tokamak by shearing the drift waves of the system and also extracting
energy from them, which contributes a large part to the saturation that is seen in a
non-linear simulations. As zonal flows are n = 0, k‖ = 0 modes they are not subject
to Landau damping.
1.6 Outline
The main aim of this thesis is to study the effects of a strongly rotating plasma on
transport with the use of a gyrokinetic model. All simulations performed used the
global gyrokinetic code ORB5. The first chapter of this thesis introduced some of
the broader information that is relevant to the study of turbulence and transport in
a tokamak.
Chapter 2 introduces the gyrokinetic model which was originally derived by
Hahm [22, 23]. The weak-flow form was initially used in ORB5, but work completed
as part of this thesis extended the gyrokinetic model to allow more accurate study of
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strong-flow simulations. Chapter 3 moves on to introduce ORB5, covering many of
the more important aspects of the code and also discusses some of the modifications
that were made to the equations of motion and the equilibrium distribution function;
this includes mention of testing processes which were used to ensure the code still
worked as intended.
Chapters 4 and 5 feature a series of linear simulations using this strong-
flow version of ORB5, first investigating GAM eigenmodes and the change of GAM
frequency that occurs in a rotating plasma and then moving on, in chapter 5, to
study the micro-instabilities of the system under a toroidal rotation.
Finally, in chapter 6 this work is built upon in a set of non-linear simulations
with varying rates of rotation.
All applied rotation profiles discussed are solid body rotations as the focus
has been on the centrifugal and Coriolis effects and not on shearing.
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Chapter 2
Gyrokinetics
2.1 Introduction
The two main methods of describing the motion of particles in a plasma and the
behaviour of the plasma are the fluid and kinetic approaches. While the fluid ap-
proach describes the plasma by modelling each species as a fluid with quantities
derived by taking velocity moments of the particles, the kinetic approach considers
the dynamics of each particle composing the plasma [13].
A kinetic theory provides the most thorough description of plasma. However,
due to the high number of particles in a plasma this would require solving a very
large N-body system and thus the description must take a statistical approach. The
change from a description of N particles to a single particle distribution function can
be achieved through the use of the BBGKY hierarchy [24, 25]. This is implemented
by describing each plasma species with distribution function fs(x,v, t), which gives
the probability density of a particle being found at position x and with velocity v.
The electromagnetic fields must be computed self-consistently with Maxwell’s
equations, which involve a charge density and current
ρ =
∑
s
qs
∫
fs(x,v, t)dv (2.1)
J =
∑
s
qs
∫
vfs(x,v, t)dv (2.2)
where the subscript s is used to label particle species.
With the use of Liouville’s theorem, it is possible to create a continuity
equation for the distribution function, which mathematically states that the flow
out of a closed volume of phase space is equal to the rate of change of the particle
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distribution function. The time evolution of the particle distribution functions can
then be described by
dfs
dt
=
∂fs
∂t
+
dx
dt
·∇fs + dv
dt
· ∂fs
∂v
= 0 (2.3)
where the total derivative with respect to time has been expanded using the chain
rule. This is known as the Vlasov equation and it describes the behaviour of particles
in the absence of any particle (or heat) sources and sinks and in a collisionless system.
It is possible to modify the Vlasov equation with the inclusion of a collisional term
(∂f/∂t)c on the right hand side of equation 2.3. This collisional kinetic equation for a
plasma is known as the Fokker-Planck equation [26]. The Vlasov (or Fokker-Planck)
equation is extremely important in a kinetic theory as it describes the evolution of
the particle distribution function in time dfs/dt, which in turn is used to evolve the
particles represented by the distribution function.
One of the main issues that motivates the transition from a kinetic to gyroki-
netic approach is the large range of spatial and temporal scales found in a tokamak.
The size of the micro-instabilities are typically of the order of the Larmor radius,
ρi ∼ 10−3m, while the size of the tokamak is of order 1m. Additionally, the fre-
quencies of the micro-instabilities are typically of the order of the drift frequencies,
ω ∼ 106s−1, but the cylotron frequency of the ions (electrons) is Ω ∼ 108(1011)s−1.
Furthermore, the transport time scale is ∼ 1s. Gyrokinetics takes advantage of this
separation of scales.
As the gyrofrequency is much higher than the main physics of interest, the
effects of gyration can be treated in a time-averaged fashion. Equations and dis-
tribution functions then follow the guiding centre of the particles instead of their
actual position and the problem effectively reduces to a five dimensional one in phase
space, three in physical space and two in velocity; which is a less computationally
expensive problem to solve.
There are multiple approaches that may be used to find a set of gyrokinetic
equations. A sensible approach may be to gyro-average the Vlasov equations, as
shown by Frieman and Chen [27]. Unfortunately, this method does not conserve
energy. A Lagrangian or Hamiltonian approach is therefore better, as it should
automatically satisfy several conservation properties; such as for energy and mo-
mentum. This Lagrangian approach [22] forms the basis of modern gyrokinetic
theory and codes.
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2.2 Plasma Rotation
When neutral beams (with a toroidal component of velocity) are injected into the
plasma of a tokamak, the momentum of the neutral particles is transferred into the
plasma which causes a net toroidal rotation around the tokamak. There are other
ways of ‘spinning up’ a plasma, such as through ion cyclotron waves, but the re-
sulting rotation is much smaller. Some level of rotation intrinsic to the system is
also possible, which can originate from momentum transport and profile shearing.
Such rotation has recently been observed experimentally [28]. Therefore, even sim-
ulations of ‘non-rotating’ plasmas in this thesis (that is plasmas that have not had
an external momentum source) may show some level of toroidal rotation in simu-
lations. For future experiments, such as ITER, the intrinsic rotation of the system
may out-weigh the rotation added by an external momentum source. Neoclassical
collision mechanisms tend to damp strong poloidal flows and as such, in the absence
of a direct driving force poloidal flows in a tokamak are typically small and of a
lower order than the toroidal flows [29, 30]. For this reason, poloidal rotation has
been neglected from investigation in this thesis .
As would be expected for a rotating object, the particles in a toroidally rotat-
ing plasma undergo a centrifugal effect which results in a density shift of particles
towards the outboard side of the tokamak. This introduces a poloidally varying
density along the flux surfaces [26].
Toroidal rotation can often be thought of as two components. One is a
parallel flow, an additional contribution to velocity along the field lines, and the
other a background E ×B velocity, uE , perpendicular to the field lines but still on
the flux surface. The toroidal rotation will have a related background potential Φ
which is the electrostatic potential that generates uE . The poloidal components of
the parallel flow and uE caused by the background potential approximately cancel.
If the background electrostatic potential is assumed to only vary radially (an
approximation used throughout this thesis), the background E × B velocity has
magnitude given by
uE =
(
∂Φ
∂ψ
) |∇ψ|
B
and has direction perpendicular to the field lines but still on the flux surfaces. We
can calculate the size of uE compared to the toroidal velocity
uE
vtor
=
{
∂Φ
∂ψ
|∇ψ|
B
}/{
∂Φ
∂ψ
R
}
=
Bp
B
(2.4)
where the toroidal velocity is given by v2tor = Ω
2
tR
2 and Bp = |∇ψ|/R. Ωt is used
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to represent the toroidal rotation rate. The background E × B flow is therefore
dependent upon the rate of toroidal rotation as well as the pitch angle of the mag-
netic field. For a system with a higher pitch angle, such as a spherical tokamak,
the relative size of uE would be expected to be greater than in a large aspect ratio
tokamak.
In large aspect ratio tokamaks, such as JET, the deuterium Mach number
describing toroidal velocity is typically observed to be below 0.3, and as such the
rotational effects upon the plasma were not originally included in the gyrokinetic
equations used to model turbulence. However, recent interest has increased with
the observations of spontaneous toroidal rotation in tokamaks in the absence of
an external momentum source [28]. Experimental observations have been made
of toroidal rotation in beam heated conventional aspect ratio devices which show
toroidal velocities with Mach numbers as high as 0.7 [31]. It has also long been
known that spherical tokamaks exhibit deuterium Mach numbers of order unity [32].
Therefore, an effort has been made to study the transport properties of tokamaks
which contain these strong flows [33].
Previous studies have derived gyrokinetic equations which describe the cen-
trifugal and Coriolis effects observed in a co-moving frame [34] and have since been
used in the local gyrokinetic code GKW to investigate strong rotations [35, 36].
However, studies have not yet been performed which include strong flow gyrokinetic
equations in a global code.
2.3 Gyrokinetic ordering
Several small parameters are required to derive a gyrokinetic theory. Within the
gyrokinetic orderings in this thesis the background profile quantities are represented
by n, T and Φ for density, temperature and electric potential respectively while
the small fluctuations related to micro-instabilities are represented as δn and δφ
for density and electrostatic potential perturbations respectively. More in depth
discussion of the ordering and other aspects of gyrokinetic theory can be found in
an article by Brizard [37].
The first ordering term is related to the ratio of frequency of the micro-
instabilities in the tokamak and the cyclotron frequency, defining a small parameter,
ω,
ω
Ωci
∼ ω  1 (2.5)
which represents the fundamental assumption of gyrokinetics: that the frequency of
the micro-instability ω is much smaller than the ion cyclotron frequency Ωci.
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There are also orderings related to the size of the components of the wave
vector parallel, k‖, and perpendicular, k⊥, to the magnetic field.
k‖
k⊥
 1 (2.6)
This states that the turbulence is assumed to largely align with the magnetic field
lines. In addition,
k⊥ρi ∼ 1. (2.7)
We must also separate out the spatial scales. This is possible if the gradient scale
length of the magnetic field is much longer than the Larmor radius,
ρi
LB
∼ B  1 (2.8)
where LB = |∇B/B|. LB is assumed to be of order of the major radius.
The amplitude of electrostatic field perturbations are required to be substan-
tially smaller than the magnitude of the temperature
eδφ
T
∼ δ  1. (2.9)
Although fluctuations of the electrostatic potential are rarely measured in the in-
terior of a tokamak experimentally, estimates suggest that in a typical tokamak
eδφ/Te ∼ δn/n0 [37]. The variation of δn/n0 within a tokamak has been measured
experimentally to vary from below 1% at the core up to 10% at the edge [38].
Often, the E ×B background velocity of the system is assumed to be small
in comparison to the thermal velocity, uE/vT i ∼ B, which was an important as-
sumption made in the original derivation of Hahm’s gyrokinetic equations [22].
If all these orderings are met, then Hahm’s gyrokinetic equations for drift-
wave turbulence in a tokamak can be utilised. Although it is not required, the three
small parameters are taken to be approximately equal in Hamh’s formalism.
ω ∼ B ∼ δ ∼  (2.10)
Hahm also introduces a new small ordering parameter, δB ≡ Bθ/B, which
is only applied at the end of his derivation. This new ordering is more relevant to
tokamak core transport barriers, and simplifies the equations of motion for the pur-
poses of gyrokinetic simulations [23]. The ordering of the electrostatic fluctuations
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becomes
eδφ
T
∼ δB  1 (2.11)
and the distribution function is also given the ordering
δf
f
∼ δB (2.12)
where the distribution function has been split into a background and perturbed
component, f = f0 + δf .
2.3.1 Toroidally rotating plasma
The ordering of uE given above is invalid in the presence of a strong radial electric
field, and therefore also in the case of a fast toroidally rotating plasma.
The E ×B velocity is usually assumed to be of the order of the diamagnetic
velocity and therefore negligibly small, but the derivations made in a later article
by Hahm relaxed this assumption and for generality uE was allowed to be of the
same order as the thermal velocity [23].
uE
vti
∼ 1 (2.13)
2.4 Gyrokinetic Lagrangian
The gyrokinetic equations derived here are done so using the phase-space Lagrangian
variation method and Lie perturbation theory [39, 40]. The advantage of this method
is that it ensures the conservation properties are preserved throughout the transfor-
mation between real space and gyro-centre space. The particle Lagrangian is first
calculated in real space, and our derivation then follows on to use two changes of
coordinate system. The first is from real space (x,v, t) into guiding-centre space
(R, v‖, µ, α, t) for which the coordinate system is shown in figure 2.1. The next trans-
formation is from the guiding-centre frame into the gyro-centre frame, (R¯, v¯‖, µ¯, t).
The difference between the guiding and gyro frames is the inclusion of perturbed
fields. These perturbed fields break the conservation of µ, and so a new coordinate
µ¯ is used instead in the gyro-centre frame. Usually, these derivations only need to
be performed up to the second order.
The Einstein notation is used in this section, where a summation over the
indices is implied by pairs of repeated indices. In addition, i and j are used to
represent an index spanning only the spatial dimensions while the greek letters, σ
and ν represent indices over the spatial and temporal dimensions.
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Figure 2.1: The gyro-centre coordinates are shown. R is the position vector of the
guiding center of the ions, which the ions orbit with gyroradius ρL,i. The gyrophase
angle α describes the position of the ion in its gyro-orbit.
2.4.1 The unperturbed phase-space Lagrangian
For a single particle, the Euler-Lagrange equation is
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0 (2.14)
where (q,p) are canonical variables. The Lagrangian is given by
L = p · q˙−Hc(q,p, t) (2.15)
and Hc is the canonical Hamiltonian. The Lagrangian can also be rewritten in an
arbitrary coordinate system of phase space, z = z(q,p, t), via the use of the chain
rule:
L = γiz˙i −H. (2.16)
with
γi = p · ∂q˙
∂zi
H = Hc − p · ∂q
∂t
.
By introducing the fundamental Poincare´-Cartan one-form, the covariance of this
formulation becomes more apparent.
γ ≡ Ldt = γidzi −Hdt ≡ γσdzσ (2.17)
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This covariance implies that for a coordinate transformation,we have:
γ = γσdz
σ = ΓσdZ
σ (2.18)
where
Γσ = γν
∂zν
∂Zσ
. (2.19)
We can then form the Euler-Lagrange equation(
∂γj
∂zi
− ∂γi
∂zj
)
dzj
dt
= ωˆij
dzj
dt
=
∂H
∂zi
+
∂γi
∂t
(2.20)
where ωˆij are components of a Lagrangian tensor.
Note that the Euler-Lagrange equations are invariant under a gauge trans-
formation in phase space, which will be used later to simplify the one-form.
γ = γ + dS ∀ S(z) (2.21)
The canonical single particle Hamiltonian in an arbritrary electromagnetic
field is
H(q,p, t) =
1
2m
[p− ZeA(q)]2 + Zeφ(q, t), (2.22)
where A is the vector magnetic potential related to the magnetic field as B =∇×A
and φ is an electrostatic potential.
Using the transformation
x = q
v =
1
m
(p− qA)
and rewriting the charge of the particle with q = Ze, we then find the new one-form.
γ = γidz
i −Hdt
= [qA(x) +mv] · dx− 1
2
mv2dt− qφ(x, t)dt (2.23)
which can be broken into an unperturbed, γ0, and a perturbed, γ1, component.
γ0 = [qA(x) +mv] · dx−
(
1
2
mv2 + qΦ(x, t)
)
dt (2.24)
γ1 = −qδφ(x, t)dt (2.25)
δφ(x, t) represents the perturbed part of the electric potential and Φ(x, t) the
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background electric potential. The goal is to now find a transformation and gauge
that can be used to remove the oscillatory parts of the Lagragian to the lowest order.
This begins with a transformation into a gyro-centre frame.
2.4.2 The gyro-center phase-space Lagrangian
The gyro-centre phase space Lagrangian can be derived, starting from the unper-
turbed phase-space Lagrangian, with the use of the Lie perturbation formalism as
described by Brizard [41, 42] and Littlejohn [43]. Under the conditions that the
gyrokinetic ordering depicted in equation 2.5 is valid, we may say that
x = R + ρL,i(R, α) = R + 
v⊥
Ωci
aˆ (2.26)
µ =
mv2⊥
2B
(2.27)
v = v‖b + v⊥cˆ + uE (2.28)
α = cos−1
(
−(v − uE) · eˆ2
v⊥
)
(2.29)
uE = − 1
B
b×∇Φ (2.30)
where v‖ and v⊥ are the velocity parallel and perpendicular to the magnetic field
respectively, Ωci is the ion cyclotron frequency and
aˆ = cosαeˆ1 − sinαeˆ2
cˆ = − sinαeˆ1 − cosαeˆ2.
Here, eˆ1 and eˆ2 are two arbitrary orthogonal unit vectors in the plane perpendicular
to magnetic field as depicted in figure 2.1. The vector R represents the guiding-
centre coordinates of the particle and α is the gyro-angle of the particle. We also
introduce a small ordering parameter, , which will be set to 1 at the end of the
calculations but is useful for visualizing the relative order of terms in the equations.
A(x) and Φ(x) can be expanded about the gyrocentre variable, R, by using
equation 2.26.
A(x) = A(R) + 
v⊥
Ωci
aˆ ·∇A(R) +O(2) (2.31)
Φ(x) = Φ(R) + 
v⊥
Ωci
aˆ ·∇Φ(R) +O(2). (2.32)
dx = dR + 
1
Ωci
aˆdv⊥ + 
v⊥
Ωci
daˆ +O(2) (2.33)
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Here, the dB term that would appear in equation 2.33 may be considered low order
due to the gyrokinetic ordering depicted in equation 2.8.
By substituting equations 2.31, 2.32 and 2.33 into equation 2.24 we can move
the one-form Lagrangian into guiding centre coordinates.
γ0 =
(
1

qA(R) + q
v⊥
Ωci
aˆ ·∇A(R) +mv +O()
)
·
(
dR + 
1
Ωci
aˆdv⊥
+
v⊥
Ωci
daˆ +O(2)
)
−
(
1
2
mv2 +
1

qΦ(R) +
v⊥
Ωci
aˆ ·∇Φ(R) +O()
)
dt
(2.34)
However, the one-form given by equation 2.34 still contains dependencies on the
gyro-angle, α. To begin removing these we take advantage of the gauge invariance
of the Euler-Lagrange equation previously noted.
S1 = −qv⊥
Ωci
aˆ ·A− 1
2
qv2⊥
Ω2ci
(aˆ ·∇A) · aˆ (2.35)
dS1 =− q
Ωci
(aˆ ·A) dv⊥ − qv⊥
Ωci
(A · daˆ)− qv⊥
Ωci
(aˆ · dA)
− 1
2
qv2⊥
Ω2ci
[(daˆ ·∇A) · aˆ + (aˆ ·∇A) · daˆ]
− qv⊥
Ω2ci
(aˆ ·∇A) · aˆdv⊥ +O(2)
(2.36)
Where once again the ordering of the magnetic field gradient scale length is used.
Adding equation 2.36 to equation 2.34 allows us to simplify the one-form.
γ0 + dS1 =
(
1

qA +mv‖b +muE +O()
)
· dR +  m
Ωci
v · aˆdv⊥
+ 
mv⊥
Ωci
v · daˆ + 1
2
qv2⊥
Ω2ci
[(aˆ ·∇A) · daˆ− (daˆ ·∇A) · aˆ]
−
(
1
2
mv2 +
1

qΦ(R) +
v⊥
Ωci
aˆ ·∇Φ(R) +O()
)
dt+O(2)
(2.37)
Next, we expand v · aˆ, v · cˆ and v2 as well as calculating
(aˆ ·∇A) · daˆ− (daˆ ·∇A) · aˆ = −B +O() (2.38)
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where daˆ ' cˆdα+ ∇aˆ · dR, which allows us to simplify γ0 further.
γ0 =
(
1

qA +mv‖b +muE +O()
)
· dR + m
q
µdα−  m
Ωci
1
B
cˆ ·∇Φdv⊥
+ 
mv⊥
Ωci
1
B
aˆ ·∇Φdα−
(
1
2
m
[
v2‖ + v
2
⊥ + u
2
E
]
+ qΦ (R) +O()
)
dt
+O(2)
(2.39)
A second gauge is then applied of
S2 = 
mv⊥
ΩciB
cˆ ·∇Φ (2.40)
dS2 = 
m
ΩciB
cˆ ·∇Φdv⊥ − mv⊥
ΩciB
aˆ ·∇Φdα (2.41)
to eliminate ∇Φ dependent terms.
Finally, by setting the ordering term  to 1 and neglecting higher ordered
terms we find
γ0 =
(
qA +mv‖b +muE
) · dR + m
q
µdα−
(
1
2
m
[
v2‖ + v
2
⊥ + u
2
E
]
+ qΦ
)
dt (2.42)
which gives a gyrophase independent guiding centre one-form Lagrangian. This is
rewritten as
γ0 =
(
qA +muE +mv‖b
) · dR + µB
Ωci
dα−H0dt (2.43)
H0 = qΦ + µB +
m
2
(
v2‖ + u
2
E
)
. (2.44)
The calculations have previously been performed to a higher order by Little-
john [39, 43], however the O(2) terms have been neglected in the gyrokinetic equa-
tions discussed in this thesis; doing so should not qualitatively affect the physics.
2.4.3 The total gyrokinetic phase-space Lagrangian
With the inclusion of a perturbed potential, the guiding centre Lagrangian γ once
again has a gyro-angle dependence and so we wish to transform into a new coordinate
system which removes this dependence.
The Lie transform is a natural choice for this transformation since the dif-
ference will be small when  tends to zero and because the Lie transform method
allows us to freely define the generators, gσn, and the gauge transformation, S. We
can therefore specify gσn and S to ensure the gyro-angle dependence is removed from
the one-form. This transformation moves the Lagrangian from a guiding centre
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frame into a gyro-centre frame.
Formally, the Lie coordinate transform can be written as
Zσ = Tzσ (2.45)
where, in general, T is a a sequence of individual near-identity Lie transforms,
T = ...T3T2T1. In operator form, it can be written as
Tn = exp(
nLn) (2.46)
where  is a small parameter and the operator Ln acts on scalars as Lnf = g
σ
n∂f/∂z
σ.
When acting on a vector, Ln behaves as:
(Lnγ)σ = g
ν
n
(
∂γσ
∂zν
− ∂γν
∂zσ
)
. (2.47)
The general expression for the transformation of the one-form from guiding-centre
to gyro-centre co-ordinates under T is
Γ = T−1γ + dS (2.48)
where S represents an unspecified gauge transformation.
Due to  being small and the nature of T as a near-identity transformation,
it is possible to expand T. Expanding T and keeping terms up to O(3) gives
T−1 = (T2T1)−1 = exp(−L1) exp(−2L2) (2.49)
T−1 =
(
1− L1 + 2L
2
1
2
+O(3)
)(
1− 2L2 +O(3)
)
(2.50)
T−1 = 1− L1 + 2
(
1
2
L21 − L2
)
+O(3). (2.51)
By expanding γ, Γ and S in , substituting them (along with equation 2.51) into
equation 2.48 and then collecting terms of the same order, we find
Γ0 = γ0 + dS0, (2.52)
Γ1 = γ1 − L1γ0 + dS1, (2.53)
Γ2 = γ2 − L1γ1 +
(
1
2
L21 − L2
)
γ0 + dS2. (2.54)
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To begin with, we set dS0 = 0 and choose to make g
t
1 = 0 which will give
Γ1 =− qδφdt+ dS1 + gα1
m
q
dµ− gµ1
m
q
dα+mgR1 · bdv‖
−mgv‖1 b · dR + q
(
gR1 ×B∗
) · dR
+
[
gµ1
(
B +
B
2Ωci
b ·∇× uE
)
+ g
v‖
1 mv‖ + g
α
1 q
∂Φ
∂θ
− gR1 ·∇H0
]
dt,
(2.55)
where
gR1 ≡
(
gR11 , g
R2
1 , g
R3
1
)
.
In equation 2.55, we may choose dS1 and g
σ
1 so that all Γ1σ except for Γ1t vanish.
By also requiring that there be no α dependence in Γ1t we get
Γ1t = −q〈δφ〉dt (2.56)
where 〈δφ〉 ≡ (2pi)−1 ∮ δφ(R + ρ, t)dα is the perturbed potential averaged over the
gyro-angle, also known as the gyro-average.
The second order perturbation analysis is also important to calculate, as it
allows us to define a plasma polarisation and a set of equations of motion which
are consistent and conservative. Carrying over the previous choices for S1 and g
σ
1
used to find equation 2.56 gives the nonlinear modifications to the effective potential
shown in equation 2.58.
Finally, the total gyro-centre phase-space Lagrangian is found to be
Γ =
(
qA +muE +mv¯‖b
) · dR¯ + µ¯B
Ω
dα¯− (H0 + q〈δψ〉) dt (2.57)
where the effective potential, 〈δψ〉, is given by
〈δψ〉 ≡ 〈δφ〉 − q
2Ω
(
∂
∂µ
〈δφ˜2〉+ 1
Ωci
〈∇δΦ˜× b ·∇δφ˜〉
)
. (2.58)
The overbar is used to indicate gyrocentre variables, δφ˜ ≡ δφ − 〈δφ〉 and δΦ˜ ≡∫
δφ¯dα. The Hamiltonian, H0 remains as given in equation 2.44.
2.5 Equations of Motion
The fundamental one-form will always have the same form for Γ in any phase space
coordinates. The Euler-Lagrange equation shown in equation 2.20 can still be used
with the gyro-centre phase-space Lagrangian from equation 2.57. Substituting the
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Lagrangian into the Euler-Lagrange equation, it is possible to calculate the different
values of ωˆij and then the equations of motion.
dµ¯
dt
= 0 (2.59)
dα¯
dt
= Ωci +
1
2
b ·∇× uE + q∂〈δψ〉
∂µ
(2.60)
b · dR¯
dt
= v‖ (2.61)
ωˆRv‖
dv‖
dt
=
∂H
∂R
+
∂ΓR
∂t
= −B∗ × dR¯
dt
−mbdv¯‖
dt
= ∇¯ (H0 + q〈δψ〉)
(2.62)
where B∗ has been defined as
B∗ =∇×
(
A +
m
q
uE +
m
q
v‖b
)
= B +
m
q
∇× (uE + v‖b) . (2.63)
By decomposing equation 2.62, it is possible to find the gyro-center equations of
motion. When taking the cross product with b, it is found that
dR¯
dt
= v¯‖
B∗
B∗‖
+
b
qB∗‖
×
[
q∇¯ (Φ + 〈δψ〉) + m
2
∇¯ (u2E)] (2.64)
and taking the dot product of equation 2.62 with B∗ gives
dv¯‖
dt
= − B
∗
mB∗‖
·
[
q∇¯ (Φ + 〈δψ〉) + µ¯∇¯B + m
2
∇¯ (u2E)] . (2.65)
All uE terms in the equations would have been neglected in the weak-flow limit.
It is possible to rewrite B∗ in a different form,
B∗ = B∗‖b+
mv‖
qB
(b×∇B)−mv‖
qB
b×[b× (∇×B)]−m
q
b×[b× (∇× uE)] (2.66)
B∗‖ = B‖ +
mv‖
q
b · (∇× b) + m
q
b · (∇× uE) . (2.67)
Additionally, Hahm here introduces the tokamak-relevant ordering which
modifies the ordering of the electrostatic fluctuation to eδφ/Te ∼ δB. This new
ordering means the nonlinear modifications to the effective potential are now of
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order O(2δ2B) and can be safely neglected [23]. It is then possible to rearrange and
simplify equations 2.64 and 2.65.
dR¯/dt is now given by
dR¯
dt
=v¯‖b +
m
qBB∗‖
(
v¯2‖ +
v¯2⊥
2
)
b× ∇¯B −
mv¯2‖
qBB∗‖
b× [b× (∇¯×B)]
+
〈E + δE〉 ×B
BB∗‖
+
m
2qB∗‖
b× ∇¯(u2E)−
mv¯‖
qB∗‖
b× [b× (∇¯× uE)] (2.68)
and dv¯‖/dt is given by
dv¯‖
dt
=−
(
b
m
+
v¯‖
qBB∗‖
b× ∇¯B − v¯‖
qBB∗‖
b× [b× (∇¯×B)]
− 1
qB∗‖
b× [b× (∇¯× uE)]) · (µ¯∇¯B − q〈E + δE〉+ m
2
∇¯ (u2E))
(2.69)
where 〈E + δE〉 = −∇〈Φ + δφ〉.
The first term in equation 2.68 is clearly the parallel motion of the particle,
and the second term a combination of curvature and grad-B drifts. The third term
is a diamagnetic drift and the fourth an E×B drift, with contributing background
and perturbed electric fields. The last terms are all strong flow related, with the
fifth having a form similar to the curvature drift and the sixth sharing a similarity
with diamagnetic drift; suggesting the sixth term to be smaller than the fifth.
Equation 2.69 contains a magnetic mirror term, a term giving the parallel
electric field acceleration, an interaction between electric field and the parallel com-
ponents of curvature and diamagnetic drift as well as other terms which include
strong-flow related ones.
For the sake of convenience, the overbar which has been used to denote
gyrocentre coordinates will now be dropped, but these gyrocentre coordinates will
be used throughout the rest of this thesis.
2.6 Toroidal Canonical Momentum
It is already known that µ is a constant of motion, because of equation 2.59. Due
to the Hamiltonian approach taken in the derivation of the equations of motion H0,
the particle energy, must also be a constant. However, there is a third constant
of motion in an unperturbed system: the toroidal canonical momentum, ψc. Since
the unperturbed system is axisymmetric it follows that the toroidal component of
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the canonical momentum will not vary. ψc can be found from the total phase space
Lagrangian, equation 2.57, with a similar calculation to that used for the poloidal
flux.
ψc =
1
q
Rp · ζˆ (2.70)
where ζˆ = R∇ζ is the toroidal unit vector.
ψc =
1
q
R
(
qA +muE +mv‖b
) · ζˆ (2.71)
ψc = ψ +
m
q
RuE · ζˆ + m
q
Rv‖b · ζˆ (2.72)
Calculation of the toroidal components of uE and b are then completed
b · ζˆ = R
B
B ·∇ζ = R
B
(F∇ζ +∇ψ ×∇ζ) ·∇ζ
=
R
B
(
F
R2
+∇ζ · (∇ψ ×∇ζ)
)
=
F
BR
uE · ζˆ = Ruζ∇ζ ·∇ζ = uζ
R
and substited into equation 2.72 to give the toroidal canonical momentum used in
this thesis.
ψc = ψ +
m
q
F
B
v‖ +
m
q
uζ (2.73)
The final term is neglected in the weak-flow limit.
2.7 The δf method
In order to simulate the movement of particles, the distribution function of the
markers must be evolved over time. The δf formalism has been developed which
reduces the amount of noise generated when evolving the system. This is done by
splitting the distribution function into two parts: a background time-independent
(or slowly varying) distribution, f0 and a perturbed distribution function, δf.
f(R, v‖, µ, t) = f0(R, v‖, µ) + δf(R, v‖, µ, t) (2.74)
By defining f0 so that it is a function only of the constants of motion, f0 =
f0(ψc, µ, ), we have a distribution function that is a solution of the unperturbed
Vlasov equation. The distribution function is often chosen to be a Maxwellian dis-
tribution because collisions are usually enough to keep the particle distribution close
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to a Maxwellian. We define f0 as
f0(Υ, , µ) =
n0i(Υ)
(2pi)2/3v3thi(Υ)
exp
(
− 
2Ti(Υ)
)
(2.75)
vth is the thermal velocity, n0 and T are the equilibrium density and temperature
respectively and Υ is an undefined variable which is chosen to parametrise the
distance from the magnetic axis.
If Υ is chosen to be ψc, then equation 2.75 will be independent of time
and referred to as a canonical Maxwellian. However, it is not uncommon to use
ψ in the distribution instead (equation 2.75 will then be a local Maxwellian) as
it will ensure the reconstructed profiles of the simulation match the input profiles
used. In that case though, the assumptions that the distribution is a function
independent of time will no longer be true which will lead to additional terms in the
derived weight evolution equation. Attempts have been made to derive a corrected
canonical momentum, ψcorr, to reduce the difference between the equilibrium and
input profiles (such as by Angelino [44]) and this subject will be explored in more
depth in later sections.
To evolve this distribution function, we use Vlasov’s equation
df
dt
=
df0
dt
+
dδf
dt
(2.76)
which is equal to 0 in the absence of collisions, and therefore leads to
df0
dt
= −dδf
dt
. (2.77)
By calculating the time derivative of f0
dδf
dt
= − ∂f0
∂t︸︷︷︸
0
−∂f0
∂v‖
dv‖
dt
−∇f0 · dR
dt
− ∂f0
∂µ
dµ
dt︸ ︷︷ ︸
0
(2.78)
we find that the evolution of the distribution function is dependent on only two
terms. It is possible to expand this further by taking derivatives of f0
∇f0 =
[
n′0
n0
− 3
2
T ′i
Ti
+ 
T ′i
T 2i
]
f0∇Υ− µ
Ti
f0∇B (2.79)
∂f0
∂v‖
= −mv‖
Ti
f0 (2.80)
where T ′i = ∂Ti/∂Υ and n
′
0 = ∂n0/∂Υ. Substituting equations 2.79 and 2.80 into
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equation 2.78 gives
dδf
dt
= τ(E) = −f0
[
κ(Υ)
dR
dt
·∇Υ + qif0
Ti
〈δE〉 · dR
dt
∣∣∣∣
0
]
(2.81)
where the last term is the derivative taken along an unperturbed orbit, δE is the
perturbed electric field and
κ(Υ) ≡
[
n′0
n0
− 3
2
T ′i
Ti
+ 
T ′i
T 2i
]
. (2.82)
The equilibrium distribution function used in ORB5 is a modified version of the
Maxwellian given here. τ(E) is also different when implemented within ORB5, but
its form appears very similar.
There is another way of obtaining δf that can be used by ORB5. This
method is known as the direct δf method and it takes advantage of the fact that
the distribution function, f , is constant along trajectories [45].
δf
(
R, v‖, µ, t
)
= f
(
R, v‖, µ, t0
)− f0 (R(t0), v‖(t0), µ(t0)) (2.83)
This method is largely not used in this thesis as it does not allow simulations in
linear mode and has heavier restrictions in regards to time step size. However, it
was used for checking that the modifications of the ORB5 weight evolution during
the addition of strong flows was correct.
Finally, it is important to note that at no point has the assumption that the
perturbation δf is small been made. It is desirable for δf to be much smaller than
f0 as it reduces numerical errors, but is not a requirement for either of the described
methods.
2.8 Poisson Equation
An important part of gyrokinetic simulations is calculating the perturbed electric
field produced by the particles. When assuming only two species of particles in the
plasma, electrons of charge −e and mass me and a species of ions with charge Ze
and mass mi, the Poisson equation is given by:
∇2φ (x, t) = e
0
{ne (x, t)− Zini (x, t)} (2.84)
which must be solved to find the perturbed electric potential in the plasma.
It is assumed that quasi-neutrality is imposed in the system so that the
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density of the ions and electrons is equal in an unperturbed state. To solve this
equation, the densities in particle space are required. The density in the gyro-centre
frame will also include the effects of the gyro-screening of the potential. In particle
space, the ion density is given by
n (x) =
∫
f (z) δ (R + ρ− x)Jd6z. (2.85)
where J is the Jacobian and z is the particle phase space.
It is possible to apply the Lie transform used earlier on the distribution
function, which will ultimately give the ion density as calculated by Hahm [23].
ni (x, t) =
∫
B∗‖fi
(
R, v‖, µ, t
)
δ (R + ρi − x) dRdv‖dµdα
+
∫
B∗‖
q2i
m2iΩi
{
[φ− 〈φ〉] ∂fi
(
R, v‖, µ, t
)
∂µ
+
1
miΩi
[∇ (φ− 〈φ〉)× b] ·∇fi
}
δ (R + ρi − x) dRdv‖dµdα
(2.86)
The second integral of equation 2.86 is a result of the finite Larmor radius effect.
Eventually, Poisson’s equation will be linearised which will mean that the
∇f in the last term of equation 2.86 will be replaced with ∇f0. As this term is
already of order O (), the introduction of the temperature and density gradients
from ∇f0 will make this last term negligible in comparison to the other term and is
therefore ignored. This allows the ion density given in equation 2.86 to be written
in the form:
ni (x, t) = 〈ni (x, t)〉+ ni,pol (x, t) (2.87)
〈ni〉 (x, t) =
∫
dRdv‖dµdαB∗‖fi
(
R, v‖, µ, t
)
δ (R + ρLi − x) (2.88)
ni,pol (x, t) =
q2i
m2i
∫
dRdv‖dµdαB∗‖
1
Ωci
[φ (x, t)− 〈φ〉 (x, µ, t)]
∂fi
∂µ
δ (R + ρi − x)
(2.89)
where ni,pol (x, t) is known as the polarization density.
A common assumption for the electrons is that they are adiabatic, where the
electron mass is neglected and electrons respond instantaneously to any perturbation
in the electrostatic potential. The equation of motion for adiabatic electrons is
ene∇‖φ− Te∇‖ne = mne
dv‖
dt
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ene∇‖φ− Te∇‖ne = 0 (2.90)
which can be rearranged to give
∇‖ne
ne
=
e∇‖φ
Te
. (2.91)
Equations 2.87 and 2.91 then make up the majority of the requirements
used to solve for the electrostatic potential within ORB5. Further details on the
implementation of Poisson’s equation can be found in section 3.12.4.
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Chapter 3
ORB5
The code used for the simulations of a tokamak plasma in this thesis is known as
ORB5. ORB5 is a global gyrokinetic Particle-In-Cell code written in Fortran 95,
created by collaboration between many people and used for simulations investigating
plasma behaviour in many different devices. It solves the gyrokinetic equations for a
multi-species plasma in a toroidal geometry and can complete both linear and non-
linear simulations. One focus of this thesis was on further development of ORB5 and
introducing new terms in the gyrokinetic equations of motion and Vlasov equation
that are related to strong rotations. There were also several other changes required
for successful implementation of strong-flows, largely in the storage of equilibrium
quantities and the background potential. Further information on ORB5 can be
found in [46].
3.1 Particle-In-Cell Method
There are many possible approaches to use for the modelling of a plasma, such as
kinetic, fluid or a hybrid between the two. However, on a wider scale there are two
main methods of simulating a plasma. These are the Eulerian and Lagrangian ap-
proaches. The Eulerian approach [47, 48] considers fixed points in space and models
the plasma which flows through them while the Lagrangian approach considers in-
dividual particles, or plasma parcels, and focuses on following them as they move
freely about the system (unless they reach a boundary). They both have their mer-
its but the Lagrangian system is easier to implement and it is this approach that
the Particle-In-Cell (PIC) method utilises. In a PIC code, individual particles are
tracked in a Lagrangian frame, but the fields are derived on fixed grids.
A physical tokamak has an extremely high number of particles and the sim-
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 and current
 on the grid
Calculate the
 fields on the
 grid
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 fields at the 
particle position 
Repeat for 
each time step
Figure 3.1: The steps performed by a Particle-In-Cell method at each time-step are
repeated in a continuous cycle to evolve the system.
ulation of all of them would be impractical; because of this the Particle-In-Cell
method uses markers, sometimes also called super particles. Each markers repre-
sents a discritized distribution function in a finite volume of phase space, and it is
these markers which are evolved in time. The markers have an associated weight
which describes the number of physical particles they represent. Each marker also
has its own position and velocity, as a real particle would.
After the fields have been calculated from the initial marker positions they,
and many equilibrium properties, are stored on 3D grids and interpolated to each
markers position. The field and markers are related by a shape function; numerous
different functions may be used for this purpose. After this, a discritized set of
equations of motion may be used to ‘push’ the particles and move them forward by
a small time step.
xnew = xold + x˙∆t (3.1)
vnew = vold + v˙∆t (3.2)
Once all particles have been moved, the field equations can be solved again to
calculate the new values on the field grid. The specific details of the particle push
can vary depending on the implementation, but after the field has been solved this
process will begin again and move the markers forward another time step. A simple
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representation of the cycle can also be seen in figure 3.1. This discretization can
give rise to statistical noise in the simulation, and therefore using a high number of
markers with small time steps is desirable. During this movement of the particles,
either the volume of the phase space element or the weight of the markers will be
evolved in time (while the other is kept constant). In ORB5 it is the weight of the
markers which are developed over time.
More in depth information on the PIC method has been written by Birdsall
and Langdon [49], Dawson [50] and Tskhakaya [51].
3.2 Local and Global Analysis
When performing a gyrokinetic simulation of a tokamak, a common assumption is
that the normalized gyroradius, ρ∗ = ρi/a, is extremely small. The system will then
be large compared to the ion gyroradius and the flux surfaces can be assumed to not
interact with each other. This is known as the local limit. Many local codes exist
and they make the assumption that the equilibrium quantities are constant across
the domain of the simulation. As a result, quantities will often be inconsistent with
each other; for example, the temperature, T, and temperature gradient, dT/dψ will
both be taken as constants.
When the ρ∗ → 0 limit is taken this local approach remains valid, as the
simulation will look at a very thin slice of the system. This limit is usually acceptable
for devices with large aspect ratios, such as JET. However, some devices, such as
MAST, have normalized gyroradii of the order ρ∗ ∼ 1/50 and the local codes may
then have a radial domain larger than the system they are simulating.
For such cases, a simulation code which models the full radial domain would
be better suited for use. These global codes, such as ORB5, describe the full 3D ge-
ometry of a tokamak and allow variation of the equilibrium profiles. The inclusion
of varying profiles that remain consistent with each other provides a more accu-
rate treatment of the simulation of a plasma confined in a tokamak device, both
with larger and smaller aspect ratios. By changing the value of ρ∗ in a global code
however, it is possible to compare a local and global code with each other for bench-
marking purposes by moving simulations performed within the global code towards
the local limit [52].
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3.3 Geometry of the tokamak
Cartesian coordinates, and even cylindrical coordinates, are not the best coordinate
system to use in ORB5 simulations. Instead, a coordinate system is used that takes
advantage of the fact that turbulence in a tokamak tends to align with the magnetic
field lines. This coordinate system allows for a simplification of calculations.
One of these coordinates is in the radial direction and is labelled by the
poloidal flux, corresponding to the nested flux surfaces, while the other two are
based on the poloidal and toroidal angles respectively. The system of co-ordinates
used to describe a tokamak in ORB5 and this thesis were shown earlier in figure 1.1;
although it is important to note that ORB5 does not limit the cross-section of the
tokamak to be circular (it may also be elongated).
Figure 3.2: The field lines on a flattened flux surfaces when viewed in (θ, ζ) coordi-
nates have a curve, but they map a straight line when viewed in (θ∗, ζ) coordinates.
The set of angles used is chosen such that the equation of a field line gives
a straight line on an “un-rolled” flux surface. This is done by distorting one, or
both, angles; although doing so requires knowing B in its entirety. The straight
field line coordinates used in ORB5 only modify the poloidal angle and leave the
toroidal angle unchanged, which allows the axi-symmetry of the system to still be
represented simply. Figure 3.2 illustrates the shapes of the field lines on un-rolled
flux surfaces for both poloidal angles. The equation relating the new poloidal angle,
θ∗, with the un-straightened coordinate system is
θ∗ =
1
q(ρ)
∫ θ
0
~B · ~∇ζ
~B · ~∇θ′dθ
′ (3.3)
where θ′ is a dummy variable used for the integration and q(ρ) is the safety factor.
Although this is the method used in ORB5 there are other coordinate systems
that give straight field lines as well. The Hamada coordinate system deforms the
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coordinates to give straight current-density lines as well as magnetic field lines, and
the Boozer coordinate system modifies the magnetic scalar potential.
The coordinates, (∇ψ,∇θ∗,∇ζ), used are in fact curvi-linear co-ordinates
which allow the co-ordinate system to have curved grid lines [14]. Although it is
true that ∇ζ is perpindicular to both ∇ψ and ∇θ∗, it is important to note that
∇ψ ·∇θ∗ 6= 0.
3.4 Magnetic Field
If the magnetic field is axisymmetric, as is assumed in ORB5, then the most general
equation for the magnetic field is given by:
B = F (ψ)∇ζ +∇ψ ×∇ζ (3.4)
where F (ψ) is the poloidal current function. By definition, the magnetic field and
the safety factor are very closely linked values. The magnetic shear of a q-profile
can be an important quantity in the transport physics and is defined as
sˆ =
r
q
dq
dr
=
d ln(q)
d ln(r)
. (3.5)
The magnetic equilibrium used in simulations is related to the Grad-Shafranov equa-
tion:
∇2ψ − 2
r
∂ψ
∂r
= −F ′(ψ)F (ψ)− r2p′(ψ) = −rjζ (3.6)
By solving this equation with the use of CHEASE [53] or FLOW [54], a true equi-
libria may be found for given F (ψ) and p(ψ) profiles and used within a simulation.
This has been implemented in ORB5, as has the ‘ad-hoc’ equilibria which is a much
simpler implementation that approximates the magnetic flux surfaces as circular
concentric. This ‘ad-hoc’ equilibria is not a true solution of the Grad-Shafranov
equation, and instead the magnetic field takes the form discussed in section 3.7.1.
3.5 Parallelisation scheme
A high number of particles are required in order to give good convergence, and
therefore a large amount of memory and CPU power is also required. Fortunately,
PIC schemes are inherently easy to parallelise, due to the markers each moving
independently. ORB5 has been highly parallelised and can be used on upwards of
8000 cores. Parallelisation of ORB5 uses the Message Passing Interface (MPI) to
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exchange data between processors [55].
This parallelisation is accomplished by using a 2D domain cloning algorithm,
where the 3D torus is cloned and split across many processors [56]. The use of P
processors can be decomposed to
P = CPζ , (3.7)
where C is the number of clones and Pζ is the number of processors the toroidal
direction has been split across. Each of the Pζ processors contains a slice of the
total torus. Each clones is equivalent in that they all contain a copy of the entire
torus and the 3D grids used to store the fields.
The particles are evenly distributed across all processors; each containing
approximately N/P markers (with N being the total number of markers used in the
simulation). After each step of the integration scheme the markers will have moved
in the toroidal direction, and some will have left their toroidal slice. At this point,
the markers that have moved beyond the bounds of their processors will be sent to
a new corresponding processor that represents the toroidal slice they are now in.
This decomposition in toroidal space takes advantage of the axisymmetric nature of
the system.
It is important for a balance to be achieved between C and Pζ . If only
one clone is used, then each toroidal slice may be unreasonably small and cause
each particle to be moved from its processor after every time step. This will cause
the communication between processors to substantially slow down the simulation.
However, too many clones will drastically increase the memory required and also
lead to excessive amounts of communication between processors. This is due to the
communication between the clones, as the particles must be summed on the grids
across all clones after each time step.
3.6 Normalization
In ORB5, every dimensioned value has been renormalized into code units, which
are usually not in standard units of measurement. All calculations are performed in
these code units. These normalizations arise from the choice of units for length and
magnetic field strength and are shown in table 3.1.
In this table, Te(speak) is the electron temperature at an assigned flux surface,
speak. All lengths in ORB5 are in units of gyro-radii, ρi, and time is in units of inverse
gyro-frequency, Ωci, of the same nominal particle that is used to define the thermal
velocity. The electric charge is normalized against an elementary electric charge and
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Units
Temperature Te(speak)
Length ρi
Time Ω−1ci
Velocity cs = ρiΩi
Magnetic field B0
Charge e
Mass mi
Table 3.1: This table shows the units used for quantities stored in ORB5. speak is
the s value at which the gradient profiles peak.
mass is normalized to the mass of an ion species mi. B0 is the magnetic field at the
axis.
3.7 Equilibria
In the past, there were two different options for implementing the equilibria in ORB5,
the ‘ad-hoc’ equilibria or a numerical MHD equilibria calculated by the CHEASE
code [53]. Recently though, a new option has been added for use as an equilibria.
This new equilibria utilises the FLOW code [54] to calculate an MHD equilibria
which would be consistent with a strongly rotating plasma. The FLOW equilibria
has not been used in this thesis as it was still undergoing implementation and testing
at the time of writing, however, it should serve to provide useful equilibria in future
ORB5 simulations which investigate toroidal rotation.
The background distribution function, f0, used is a Maxwellian similar to
equation 2.75, and is in fact identical to this in the absence of a background potential
field. The background distribution function used in ORB5 is given by equation 3.32
from section 3.11.
3.7.1 Ad-hoc equilibria
For all of the cases discussed in this thesis, an ad-hoc equilibria is used instead
of a real magnetic equilibrium. This ad-hoc equilibria is a simple set of circular
concentric flux surfaces. Additionally, F (ψ) is taken to be a constant with this
equilibria. The magnetic field in this case is given by:
B =
B0R0
R
eˆζ − B0ρ
q¯(ρ)R
eˆθ (3.8)
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where B0 and R0 are the magnetic field and major radius at the axis respectively.
ρ = r/a gives the normalized radial coordinate for the tokamak and q¯ is a quantity
known as the psuedo safety factor, related to the safety factor by
q(ψ) =
q¯(ρ)√
1− r2
R20
. (3.9)
3.7.2 Storage of Equilibria quantities
A 1D grid, varying radially, is used to store the input profiles such as temperature,
density and the flux surface average of background potential. A 2D grid, which varies
with (s, θ∗), stores the equilibria quantities. This information is linearly interpolated
from the grids to the marker positions.
Included on the 2D equilibria grid is the background electrostatic potential,
while the perturbed potential is stored on the field grid. The flux surface averaged
background potential is calculated from this 2D background electrostatic potential.
Currently, only a radially varying potential has been implemented in ORB5 but the
potential has been intentionally stored in this way so as to allow for an expansion
into a poloidally varying potential in the future. This change was made because a
strongly rotating equilibria may be expected to have a small poloidal variation of
background flow.
3.8 Rotation Profiles
The background rotation profiles used in simulations are specified at input in terms
of a background electric potential, Φ. The background electric potential results in
a toroidal rotation from a combination of the E × B drift and the parallel velocity
implied by the choice of equilibrium.
There are some restrictions to the background potential that may be used.
As s tends towards 0, the electric field Es must also tend towards 0. This is because a
finite value of radial electric field at s=0 would imply that the background potential
was not a smooth function. Additionally, for a purely toroidal rotation, this would
imply an infinite rotation at the axis.
The background E ×B velocity is defined as
uE =
E× b
B
=
(
∂Φ
∂ψ
)
1
B
∇ψ × b (3.10)
44
s
0 0.2 0.4 0.6 0.8 1
E s
/Φ
0
0
2
4
6
8
Figure 3.3: The electric field for potential profile 1.
3.8.1 Profile 1
The first profile is designed to have a large peak in Es at approximately s = 0.77.
Its only purpose has been for testing the modifications to the canonical equilibrium
distribution function, providing a large flow to exaggerate any modifications to the
equilibrium profiles, and testing the conservation of ψc and . The shape of the
electric field is as shown in figure 3.3, and is given by:
Φ(s) = 40Φ0
(
s6
6
− s
4
4
)
(3.11)
Es = −∂Φ
∂s
= −40Φ0
(
s5 + s3
)
(3.12)
Eψ = Es
ds
dψ
= −40Φ0
(
s5 + s3
)
2sψ0
= −20Φ0
ψ0
(
s4 + s2
)
. (3.13)
3.8.2 Profile 2
The main background electric potential profile used is that of a constant rotation
rate, dΦ/dψ. The electric field, Es, can be seen in figure 3.4 and is given by:
Φ(s) = Φ0s
2 (3.14)
Es = −∂Φ
∂s
= −2Φ0s (3.15)
Eψ = Es
ds
dψ
= −2Φ0s
2sψ0
= −Φ0
ψ0
. (3.16)
All simulations discussed in this thesis which have a solid body rotation have used
this rotation profile.
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Figure 3.4: The electric field for potential profile 2.
3.9 Temperature and Density Profiles
Multiple input profiles are implemented in ORB5 and used in this thesis. The input
profiles are usually specified in terms of a functional form and several parameters
of this form. The functional form is chosen to be consistent across each species
but their corresponding parameters may change. This allows the amplitude and
gradients, for example, to vary between species.
The width of the profile, ∆s, is only dependent upon the species and not
upon the profile it is used in. a is the minor radius of the tokamak and therefore
independent of the individual profiles. Finally, ρpeak is the radius at which the
temperature and density are normalized and that the gradients of the equilibrium
properties are centred and peak. This normalization can be seen in figures 3.5 and
3.6 as the point for which Ti/Ti0 = 1.
LA,s gives the gradient scale length chosen for an equilibrium quantity A and
species s.
3.9.1 Profile 1
The first profile is a peaked pressure profile, defined so that 1As(ρ)
dAs
dρ has a peak at
ρpeak equal to a/LA,s.
1
As(ρ)
dAs
dρ
= − a
LA,s
cosh−2
(
ρ− ρpeak
∆s
)
(3.17)
As(ρ)
As(ρpeak,s)
= exp
{
− a∆s
LA,s
tanh
(
ρ− ρpeak
∆s
)}
(3.18)
A is substituted for the temperature or density depending on the profile being
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calculated. The shape of this profile can be seen in figure 3.5.
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Figure 3.5: Temperature in a peaked pressure profile, with ∆s = 0.3, ρpeak = 0.5
and LT,s =
1
2.5 in normalized units of a.
3.9.2 Profile 2
The second profile is referred to as a gradient plateau profile due to the large width
which has constant value in 1As(ρ)
dAs
dρ . This plateau is centred around ρpeak with a
width of 2∆s.
1
As(ρ)
dAs
dρ
= − a
2LA,s
[
tanh
(
ρ− ρpeak + ∆ρ
∆s
)
− tanh
(
ρ− ρpeak −∆ρ
∆s
)]
(3.19)
As(ρ)
As(ρpeak)
= exp
− a∆s2LA,s ln
cosh
(
ρ−ρpeak+∆ρ
∆s
)
cosh
(
ρ−ρpeak−∆ρ
∆s
)
 (3.20)
An example of this profile can be seen in figure 3.6.
3.10 Diagnostics
It is possible to evaluate various plasma quantities by taking moments of the distri-
bution function. The general form for a moment M is given by:
M (x, t) =
∫
f (x,v, t) g (v) dv (3.21)
where g(v) is a function that varies depending on the moment of interest. Further-
more, similarly to the δf approach this moment can be split into equilibrium and
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Figure 3.6: The temperature in a plateau profile with ∆s = 0.04, ρpeak = 0.5 and
LT,s =
1
2.5 in units of a.
perturbed moments.
M (x, t) = M0 (x) + δM (x, t) (3.22)
M0 (x) =
∫
f0 (x,v) g (v) dv (3.23)
δM (x, t) =
∫
δf (x,v, t) g (v) dv (3.24)
Usually, the flux surface average of a quantity will be desired. This is calculated by
taking the volume average between ψ and ψ + dψ. In practice, this is performed
with a binning in radius.
The flux surface averages are given by
〈M0 (x)〉ψ = 1
Vi
∑ V
N
f0
(
R, v‖, µ
)
g
(
v‖, µ
)
(3.25)
〈δM0 (x)〉ψ = 1
Vi
∑ V
N
wg
(
v‖, µ
)
(3.26)
where f0 is the background equilibrium distribution function, w is the weight of the
markers, V is the total volume between ψ and ψ + dψ, Vi is the bin volume and N
is the total number of markers.
The radial heat flux Q, parallel momentum flux Γ‖, and the radial particle
flux P, all of which the E ×B velocity dominates in simulations, are given by
〈Q〉 = 1
V
∫
V
dR
∫
f
(
R, v‖, µ, t
) 1
2
miv
2 〈E〉 ×B
BB∗‖
· ∇ψ|∇ψ|B
∗
‖dv‖dµdα (3.27)
〈Γ‖〉 =
1
V
∫
V
dR
∫
f
(
R, v‖, µ, t
)
miv‖
〈E〉 ×B
BB∗‖
· ∇ψ|∇ψ|B
∗
‖dv‖dµdα (3.28)
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〈P 〉 = 1
V
∫
V
dR
∫
f
(
R, v‖, µ, t
) 〈E〉 ×B
BB∗‖
· ∇ψ|∇ψ|B
∗
‖dv‖dµdα. (3.29)
The dominant flux in simulations is the perturbed flux moment and not the back-
ground moment. In post-processing, the reconstructed temperature profile can be
calculated from the flux surface averages of the velocities
〈T 〉 = 1
3
〈(v − 〈v‖〉b)2〉 = 13 (〈v‖2〉+ 〈v⊥2〉 − 〈v‖〉2) . (3.30)
where 〈v‖〉, 〈v2‖〉 and 〈v2⊥〉 have been normalized with 〈n〉.
3.11 Equilibrium distribution function
In an unperturbed system, the distribution function will be given by f = f0 and so
the Vlasov equation, equation 2.3, will be
df0
dt
=
∂f0
∂t
+
∂f0
∂v‖
dv‖
dt
+∇f0 · dR
dt
+
∂f0
∂µ
dµ
dt
= 0. (3.31)
It is therefore a requirement that f0 be defined so as to be constant with time. This
is achieved in ORB5 by defining the background equilibrium distribution function
as a function only of constants of motion, f0 = f0(ψc, , µ).
In ORB5, the background distribution function, f0, has been chosen to have
the functional form of a Maxwellian, and before the introduction of density correc-
tions due to strong flow terms was given by
f0 (ψc, , µ) =
(
m
2piT (ψc)
)3/2
n0 (ψc) exp
{
− 1
T (ψc)
(− qΦ (ψc))
}
(3.32)
where
 =
m
2
(
v2‖ + u
2
E
)
+ µB + qΦ (ψ) . (3.33)
The term with background potential as a function of canonical momentum, Φ (ψc),
had been added earlier as an attempt to ensure that a background potential did not
make the effective equilibrium profiles deviate too far from the input profiles.
The effective equilibrium profiles, or reconstructed profiles, are found by
taking the flux surface average moments with f0. The background distribution is
a function of ψc, and the temperature and density are therefore also functions of
ψc in the distribution. As the parameter we use as an effective radial coordinate
(ψc) has a small velocity dependence, a variation is expected from the initial input
profiles which are functions of ψ only. The distribution is not exactly in thermal
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equilibrium.
A poorly defined gyrokinetic equilibrium has previously been found to lead
to the introduction of unphysical behaviour and it is therefore desirable to choose
a background distribution function that will match the input profiles as closely as
possible [44]. In addition, having the reconstructed equilibria of the distribution
function close to the input profiles will allow the system to be more easily defined
by the user.
One possibility is to consider a distribution function that is a function of
poloidal flux, unfortunately though this would lead to a distribution function that
changes with time, even in an unperturbed system. A second alternative that has
been used in the past in ORB5 is to add a correction term to ψc; this additional term
will be a constant and will therefore not break conservation [44]. However, neither
of these methods have been used in the work covered by this thesis and instead a
new density correction term has been used. It is due to the strong flows that we
require the introduction of this particular density correction. However, it could be
considered that the canonical potential in the exponential of equation 3.32 already
serves to apply a density correction to the distribution function. We are therefore
applying a modification to the already existing density correction.
3.11.1 Local Limit Expansion
To get a clearer picture of how the new strong-flow terms affect the reconstructed
profiles we can expand Φ (ψc) in the local limit. This is done by taking a Taylor
expansion of Φ (ψc) around ψ.
Φ(ψc) ' Φ(ψ) +
mFv‖
qB
∂Φ
∂ψ
+
m
q
uζ
∂Φ
∂ψ
+O (2) (3.34)
where O(2) terms and higher will be neglected in further calculations. For conve-
nience, we will define
Hφ ≡ − qΦ (ψc) = m
2
(
v2‖ + u
2
E
)
+ µB + qΦ (ψ)− qΦ (ψc)
so that the distribution is given by
f0 (ψc, , µ) =
(
m
2piT (ψc)
)3/2
n0 (ψc) exp
{
− Hφ
T (ψc)
}
.
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In the local limit, Hφ is given by
Hφ ' m
2
(
v2‖ + u
2
E
)
+ µB − mv‖F
B
∂Φ
∂ψ
−muζ ∂Φ
∂ψ
. (3.35)
We then write Hφ in the form
Hφ =
m
2
[
v2⊥ +
(
v‖ − v0
)2]
+K
=
m
2
v2⊥ +
m
2
v2‖ −mv‖v0 +K
(3.36)
and by equating the v‖ terms in equations 3.35 and 3.36, v0 is found to be
v0 =
F
B
∂Φ
∂ψ
. (3.37)
Due to the form of equation 3.36, it is clear that this expression for v0 gives an
expected parallel flow in the local limit.
Equating the two equations again, we solve for K
K = m
2
u2E −muζ
∂Φ
∂ψ
− m
2
F 2
B2
(
∂Φ
∂ψ
)2
=
m
2
u2E −m
|∇ψ|2
B2
(
∂Φ
∂ψ
)2
− m
2
(
R2 − |∇ψ|
2
B2
)(
∂Φ
∂ψ
)2
=
m
2
(
u2E −
|∇ψ|2
B2
(
∂φ
∂ψ
)2)
︸ ︷︷ ︸
=0
−m
2
R2
(
∂Φ
∂ψ
)2 (3.38)
where we have used F 2 = B2R2 − |∇ψ|2, which follows from equation 3.4.
It is now possible to re-write the background distribution function, equation
3.32, as the distribution function in the local limit
f0 (ψc, , µ) '
(
m
2piT (ψc)
)3/2
n0 (ψc) exp
{
− m
2T (ψc)(
v2⊥ +
(
v‖ −
F
B
∂Φ
∂ψ
)2
−R2
(
∂Φ
∂ψ
)2)}
.
(3.39)
Previously, a set of gyrokinetic equations and a background distribution func-
tion have been derived in the co-moving frame of the plasma for a strong rotation
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case by Peeters [34]. The distribution function in the co-moving frame is
FM =
nR0
(2piT/m)3/2
exp
{
− m
(
v‖ − u‖
)2
2T
− µB
T
− Ze〈Φ〉
T
+
m
2T
Ω2
(
R2 −R20
)} (3.40)
where
u‖ =
F
B
(ωφ (ψ)− Ω) , (3.41)
Ω is the angular frequency of the co-moving frame and ωφ(ψ) is a radial function
describing the angular frequency of the plasma in the laboratory frame. The parallel
flow, u‖ is the parallel flow in the co-moving frame, not the laboratory frame. Finally,
nR0 is the density at R0 and is related to the flux surface for which Ω = ωφ by
n0 = nR0 exp
{
−Ze〈Φ〉
T
+
mΩ2
(
R2 −R20
)
2T
}
. (3.42)
Comparing equation 3.40 with the background distribution function equation 3.39,
we see that the two distributions have equivalent forms if equation 3.40 is considered
in the lab frame. This would then imply that the rotation rate, ωφ, is given by the
partial derivative of the background potential. The toroidal rotation rate Ωt is then
defined as
Ωt ≡ ωφ = ∂Φ
∂ψ
. (3.43)
Ωt is explicitly derived in appendix B and is found to match this definition. Equation
3.42 suggests that the R2 (∂Φ/∂ψ)2 term in f0 will cause a density variation.
3.11.2 Density Correction Term
Due to the variation of the equilibrium profiles caused by applying a background
potential, a density correction term is introduced to the background equilibrium
distribution function of ORB5. This correction is seen as the new R20 exponent
found in equation 3.44.
f0 (ψc, , µ) =
(
m
2piT (ψc)
)3/2
n0 (ψc) exp
{
− m
2T (ψc)
R20
(
∂Φ(ψc)
∂ψc
)2}
exp
{
− 1
T (ψc)
(− qΦ (ψc))
} (3.44)
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The reason for this choice of density correction becomes more transparent when
expanding equation 3.44 in the local limit, as before.
f0 '
(
m
2piT (ψ)
)3/2
n0(ψ) exp
{
− m
2T (ψ)
[
v2⊥ +
(
v‖ −
F
B
∂Φ(ψc)
∂ψc
)2
− (R2 −R20)(∂Φ∂ψ
)2]} (3.45)
It can be seen from equation 3.45 that the new density correction term will subtract
from the earlier found density modification in a rotating plasma. It is important to
note that the correction term is actually implemented as a function of ψc and not
ψ; this is to ensure the background distribution remains a function of the constants
of motion only. It is expected that the inclusion of this term will help to reduce the
variation of the reconstructed density and temperature from the input profiles, while
still retaining any poloidal variation. The introduction of this density correction
term is possible because of the freedom to choose any function as f0.
Implementation of this term in ORB5 is done by storing m2T (∂Φ/∂ψ) on
the same 1D grid as the flux surface averaged background potential. In a similar
fashion to background potential it is interpolated for the marker position each time
the distribution function is calculated. It is required that this density correction
term be finite at the axis.
3.11.3 Reconstructed equilibrium profiles
s
0 0.2 0.4 0.6 0.8 1
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E/
c s
0
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0.4
0.5
0.6
E x B velocity
Figure 3.7: E × B velocity profile as a function of s. For these tests, uE is chosen
to be of order of the thermal velocity.
We now plot the changes to the reconstructed equilibrium profiles by running
ORB5 for a single time step and taking moments of the temperature, density and
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parallel flow. For this purpose, a series of simulations were run in ORB5 with
R0 = 0.85m, R0/a = 2, q¯ = 0.854 + 0.376ρ
2, Ti/Te = 1, ρ∗ = 1/140. A background
potential profile was also used, which was described earlier in section 3.8.1 (profile
1), that gave a peaked E × B profile as shown in figure 3.7. The ad-hoc equilibria
was used for these simulations. The input temperature and density profiles used
were the gradient plateau profiles shown in section 3.9.2, with ∆s = 0.04, LT = 1.5
and Ln = 0.807 in units of a. These conditions are selected such that the inclusion
of the strong-flow terms is justified. The weak and strong-flow equilibria can then
be compared by turning on or off the strong-flow terms.
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v ||
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Parallel flow
Predicted flow
Weak flow
Uncorrected Strong flow
Corrected Strong Flow
Non-rotating flow
Figure 3.8: The reconstructed parallel flow profiles of the strong and weak-flow
distributions. Also shown are the local limit predictions for the parallel flow, as
expected from equation 3.37 and the parallel flow after the inclusion of the density
correction, described in section 3.11.2.
The reconstructed parallel flow has been plotted in figure 3.8 which includes
both the weak and strong-flow equilibria profiles (with and without correction) and
also the predicted parallel flow as given by equation 3.37. It can be seen from this
figure that the parallel flow as found in the local limit expansion has a reasonable
match to the reconstructed parallel flow in both the weak and strong flow limit.
Given the difference between the weak and strong flow plots, it can be seen that
the strong-flow terms have little effect on the parallel flows. Additionally, figure 3.8
shows that the inclusion of the new density correction term will have an effect on
the parallel flow, this change of parallel flow may cause some modifications in the
physics but should still be within a reasonable threshold.
It can also be seen in the ‘non-rotating’ case plotted in figure 3.8 that there
is a small parallel flow resulting from the profile gradients. This flow will still be
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present in the rotating cases, and leads to some of the variation from the local limit
prediction.
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Figure 3.9: Reconstructed temperature and density profiles from an equilibrium
distribution function which contains a radial electric field. Weak, strong-flow (cor-
rected and uncorrected) and local profiles are shown. The input profiles are shown
by the blue dashed line.
The flux surface average of temperature and density have both been plotted
in figure 3.9 where it can be seen that the strong-flow terms make a significant
change to the density. More importantly, this figure clearly displays the deviation
of the equilibrium profiles from the input profiles. Even with the inclusion of the
density correction, the density still deviates from the input noticeably (although less
than with an uncorrected profile). However, it is to be expected that the density
would not perfectly match the input, as the reconstructed equilibrium profiles of the
canonical background distribution function are known in general to be flatter than
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the input profiles [44].
3.11.4 Poloidal density variation
Although the density is input as a flux function and is commonly discussed as a flux
surface average, the actual density does have a significant variation with poloidal
angle when using a canonical distribution function. As a result, it is not accurate
to consider it a flux function.
As expected, the reconstructed density of a local equilibrium distribution
function can be seen in figure 3.10a to have no noticeable poloidal dependence, but
this changes if the canonical equilibrium distribution function is used instead.
The poloidal variation can be seen in figures 3.10b and 3.10c to be substantial
in both the weak and strong-flow form of equilibrium distribution function. As the
density correction term is a flux function, the distribution function on the inboard
and outboard side are affected in the same way. Once again, the density can be seen
to be brought to noticeably lower levels with the inclusion of the density correction
term; lowering a substantial peak in density on the outboard side. It is important
that the density correction term not affect the poloidal dependence of the density,
as a real system would also be expected to have a density which varies poloidally.
3.12 Implementation of Equations
3.12.1 Equations of Motion
dR/dt is implemented in ORB5 as linear and non-linear components in each direc-
tion, given by
dA
dt
=
dR
dt
·∇A (3.46)
where A is the desired direction (s, θ∗ or ζ).
The electric field is represented here as a background field, 〈E〉, and a per-
turbed field 〈δE〉,
〈E + δE〉 = 〈Es + δEs〉∇s+ 〈Eθ + δEθ〉∇θ + 〈δEζ〉∇ζ. (3.47)
The relation
B× (∇×B) = B× (µ0j) = −µ0∇p = −µ0p′(ψ)∇ψ (3.48)
is used in the calculation of the equations of motion; where p′(ψ) is the pressure
gradient of the system.
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(a) Local distribution function (f0 taken to be a function of ψ).
(b) Weak-flow form of distribution function. No modified density correction used.
(c) The strong flow form of distribution function, with modified density correction term
present.
Figure 3.10: The reconstructed 2D equilibrium density profiles for varying form of
background distribution functions are shown. Only c) contains the modified density
correction detailed in equation 3.44.
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The form of the equations of motion used within ORB5 are given below,
although it should be noted that the ∇ × uE terms have not been fully expanded
here due to their non-compact nature. Appendix C contains the full form of this
component if desired.
The linear s-component of dR/dt is given by
ds
dt
∣∣∣∣
0
=
m
qBB∗‖
(
v2‖ +
v2⊥
2
)
F
Jθ∗sζ
∂B
∂θ∗
− 〈Eθ∗〉
F (ψ)
Jθ∗sζBB
∗
‖
+
m
2q
F
BB∗‖Jθ∗sζ
∂(u2E)
∂θ∗
− mv‖
qB∗‖
(b× [b× (∇× uE)]) ·∇s
(3.49)
while the non-linear terms are
ds
dt
∣∣∣∣
1
= 〈δEζ〉∇ψ ·∇s
R2BB∗‖
− 〈δEθ∗〉
F (ψ)
Jθ∗sζBB
∗
‖
. (3.50)
Similarly, the linear θ∗ component of dR/dt
dθ∗
dt
∣∣∣∣
0
=
v‖
BJθ∗ψζ
− m
qBB∗‖
(
v2‖ +
v2⊥
2
)
F
Jθ∗sζ
∂B
∂s
+
mv2‖
qB3B∗‖
F
Jθ∗ψζ
µ0p
′(ψ)
+ 〈Es〉 F (ψ)
Jθ∗sζBB
∗
‖
− m
2q
F
BB∗‖Jθ∗sζ
∂(u2E)
∂s
− mv‖
qB∗‖
(b× [b× (∇× uE)]) ·∇θ∗
(3.51)
and non-linear component
dθ∗
dt
∣∣∣∣
1
= 〈δEζ〉∇ψ ·∇θ∗
R2BB∗‖
+ 〈δEs〉 F (ψ)
Jθ∗sζBB
∗
‖
. (3.52)
Finally the components which describes the movement of particles in the toroidal
direction are given by
dζ
dt
∣∣∣∣
0
=
v‖F
BR2
+
m
qR2BB∗‖
(
v2‖ +
v2⊥
2
)[
∂B
∂s
(∇ψ ·∇s) + ∂B
∂θ∗
(∇ψ ·∇θ∗)
]
−
mv2‖
qB3B∗‖
|∇ψ|2
R2
µ0p
′(ψ)− 〈Es〉∇ψ ·∇s
R2BB∗‖
− 〈Eθ∗〉
∇ψ ·∇θ∗
R2BB∗‖
+
m
2q
1
BB∗‖R
2
(
∇ψ ·∇s∂(u
2
E)
∂s
+∇ψ ·∇θ∗∂(u
2
E)
∂θ∗
)
− mv‖
qB∗‖
(b× [b× (∇× uE)]) ·∇ζ
(3.53)
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and
dζ
dt
∣∣∣∣
1
= −〈δEs〉∇ψ ·∇s
R2BB∗‖
− 〈δEθ∗〉
∇ψ ·∇θ∗
R2BB∗‖
. (3.54)
The evolution of parallel velocity with time, including both linear and non-
linear terms, is given by equation 3.55.
dv‖
dt
=− v
2
⊥
2B2Jθ∗sζ
∂B
∂θ∗
+
mv‖v2⊥
2qB∗‖
p′(ψ)F
B4Jθ∗ψζ
∂B
∂θ∗
+
(
〈Es + δEs〉+ m
2q
∂(u2E)
∂s
)
v‖F
B2B∗‖Jθ∗sζ
+
(
〈Eθ + δEθ〉+ m
2q
∂(u2E)
∂s
)
·{
q
mBJθ∗ψζ
− v‖F
B2B∗‖Jθ∗sζ
∂B
∂s
− v‖p
′(ψ)F
B3B∗‖Jθ∗ψζ
}
+ 〈Eζ + δEζ〉
{
qF
mBR2
+
v‖
B2B∗‖R
2
[
∂B
∂s
(∇s ·∇ψ) + ∂B
∂θ∗
(∇ψ ·∇θ∗)
]
+
v‖p′(ψ)|∇ψ|2
B3B∗‖R
2
}
+∇s · (b× [b× (∇× uE)])
[
1
B∗‖
〈Es + δEs〉+ µ
qB∗‖
∂B
∂s
+
m
2qB∗‖
∂(u2E)
∂s
]
+∇θ∗ · (b× [b× (∇× uE)])
[
1
B∗‖
〈Eθ + δEθ〉+ µ
qB∗‖
∂B
∂θ∗
+
m
2qB∗‖
∂(u2E)
∂θ∗
]
+∇ζ · (b× [b× (∇× uE)])
[
1
B∗‖
〈δEζ〉
]
(3.55)
for which ∇× uE terms again remain un-expanded.
These equations are calculated for every marker at each time-step and used
to evolve the system.
Pushing of markers
Most particles are pushed (evolved in time) in (s, θ∗) coordinates with the use of
the equations of motion given above. However, at the magnetic axis, as s → 0, a
numerical instability is caused because dθ∗/dt ∝ 1/s diverges. In order to solve this
problem, a set of pseudo-Cartesian coordinates (ξ, η) are used which are defined as:
ξ = s cos θ∗ (3.56)
η = s sin θ∗ (3.57)
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which give the equations of motion
∂ξ
∂t
=
∂s
∂t
cos θ∗ − s∂θ∗
∂t
sin θ∗ (3.58)
∂η
∂t
=
∂s
∂t
sin θ∗ − s∂θ∗
∂t
cos θ∗. (3.59)
As sdθ∗/dt is not proportional to s, the singularity disappears. This new coordinate
system is only used for markers with s < spush, where spush is an input parameter.
All other particles still use the (s, θ∗) coordinate system.
The equations of motion and Vlasov equation are integrated in ORB5 with
a fourth order Runge-Katta integrator.
Boundary Conditions
Markers that finish a time-step with s > 1 must be re-inserted into the plasma. This
is done by reflecting the poloidal angle of the marker θ∗ → −θ∗. This may violate
the conservation of the unperturbed invariants in an asymmetric up-down equilibria
but will not do so in a symmetric up-down equilibria.
3.12.2 Vlasov Equation
The evolution of the distribution function follows from the description provided in
section 2.7, but contains some deviations due to the definition of f0 used in ORB5.
Here, the total electric field is given as Et, with background electric field as
E and the perturbed electric field is δE:
〈Et〉 = −∇φ = −∇ (Φ + δφ)
〈E〉 = −∇Φ
〈δE〉 = −∇ (δφ)
which has components
〈E + δE〉 = 〈Es + δEs〉∇s+ 〈Eθ∗ + δEθ∗〉∇θ∗ + 〈δEζ〉∇ζ. (3.60)
The distribution function used in ORB5, which contains the density correction term,
is given by equation 3.44. We also note
 =
m
2
(
v2‖ + u
2
E
)
+ µB + qΦ(ψ)− qΦ(Υ).
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The equation for the weight evolution of a particle is derived from the Vlasov equa-
tion.
dδf
dt
= −df0
dt
= τ (Et) = −∂f0
∂t
−∇f0 · dR
dt
− ∂f0
∂v‖
dv‖
dt
− ∂f0
∂µ
dµ
dt
(3.61)
dδf
dt
= −∇f0 · dR
dt
− ∂f0
∂v‖
dv‖
dt
(3.62)
The background distribution function and the equations of motion have changed in
ORB5 with the introduction of strong flows. As such, the weight evolution will also
change from its weak-flow form.
We first take the derivatives of f0 with respect to space and parallel velocity
∇f0 = f0κ(Υ)∇Υ− f0 miv
2
⊥
2BTi(Υ)
∇B − f0 m
2T
∇(u2E) + f0
q
T (Υ)
〈E〉 (3.63)
∂f0
∂v‖
= f0κ(Υ)
∂Υ
∂v‖
− f0
mv‖
T
(3.64)
for which κ(Υ) is defined as
κ(Υ) ≡ ∂f0
∂Υ
=
(
n′0(Υ)
n0(Υ)
− 3T
′
i (Υ)
2Ti(Υ)
+

Ti(Υ)2
T ′i (Υ) +
q
T (Υ)
∂Φ(Υ)
∂Υ
) (3.65)
where n′0 and T ′i denote the partial derivatives of n0 and Ti with respect to Υ.
Using equations 3.63 and 3.64, we can calculate the change of δf with time
as
dδf
dt
=− f0κ(Υ)
{
∇Υ · dR
dt
+
∂Υ
∂v‖
dv‖
dt
}
+ f0
m
2T
∇(u2E) ·
dR
dt
− f0 q
T
〈E〉 · dR
dt
+ f0
µ
T
∇B · dR
dt
+ f0
mv‖
T
dv‖
dt
.
(3.66)
By expanding the last two terms of equation 3.66, it is possible to simplify the
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weight evolution of the markers further. The expansion will give
dδf
dt
=− f0κ(Υ)
{
∇Υ · dR
dt
+
∂Υ
∂v‖
dv‖
dt
}
+ f0
m
2T
∇(u2E) ·
dR
dt
− f0 q
T
〈E〉 · dR
dt
+ f0
1
T
{
v‖µb ·∇B − mqBB∗‖
µv2‖∇B · [b× (b× [∇×B])]
+µ〈Et〉 · B×∇B
BB∗‖
− mµ
2qB∗‖
∇(u2E) · (b×∇B)
−mv‖µ
qB∗‖
∇B · [b× (b× [∇× uE])]
}
− f0
mv‖
T
{
b
m
+
v‖
qBB∗‖
b×∇B
− v‖
qBB∗‖
b× [b× (∇×B)]− 1
qB∗‖
b× [b× (∇× uE)]
}
·{
µ∇B − q〈Et〉+ m
2
∇(u2E)
}
(3.67)
which simplifies to give equation 3.68.
dδf
dt
=− f0κ(Υ)
{
∇Υ · dR
dt
+
∂Υ
∂v‖
dv‖
dt
}
+ f0
m
2T
∇(u2E) ·
dR
dt
− f0 q
T
〈E〉 · dR
dt
+ f0
µ
T
〈E + δE〉 · B×∇B
BB∗‖
− f0 mµ
2qB∗‖T
∇(u2E) · (b×∇B)− f0
mv‖
T
{
b
m
+
v‖
qBB∗‖
b×∇B − v‖
qBB∗‖
b× [b× (∇×B)]− 1
qB∗‖
b× [b× (∇× uE)]
}
·{
−q〈E + δE〉+ m
2
∇(u2E)
}
(3.68)
By comparing the last dot product in equation 3.68 with dR/dt it is possible to
re-write as
dδf
dt
=− f0κ(Υ)
{
∇Υ · dR
dt
+
∂Υ
∂v‖
dv‖
dt
}
+ f0
m
2T
∇(u2E) ·
dR
dt
− f0 q
T
〈E〉 · dR
dt
− f0 m
2T
∇(u2E) ·
dR
dt
+ f0
q
T
〈E + δE〉 · dR
dt
+ f0
1
BB∗‖
m
2T
{∇(u2E) · (〈E〉 ×B)− 〈E〉 · (B×∇(u2E))}︸ ︷︷ ︸
=0
,
(3.69)
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thus giving equation 3.70 and subsequently equation 3.71.
dδf
dt
= −f0κ(Υ)
{
∇Υ · dR
dt
+
∂Υ
∂v‖
dv‖
dt
}
+ f0
q
T
〈δE〉 · dR
dt
∣∣∣∣
0
(3.70)
dδf
dt
= τ(Et) = −f0κ(Υ)dΥ
dt
+ f0
q
T
〈δE〉 · dR
dt
∣∣∣∣
0
(3.71)
Equation 3.71 shows the final form of the weight evolution equation which
ORB5 will use to calculate the change of particle weights.
It is also possible to derive the weight evolution equation through a ψc and
 based calculation, with the rate of change of the Hamiltonian being evaluated
directly.
3.12.3 Loading of the initial conditions
Before the particles can be moved and the fields calculated, the markers must first
be loaded into the system itself. This process involves placing the markers in phase
space (assigning a position and velocities to each) and assigning the initial weights
of the markers.
Discretisation of markers
In ORB5, the perturbed distribution function, δf , is discretised in phase space with
N markers.
δf =
Nph
N
N∑
p=1
1
2piB∗‖
wp(t)δ (R−Rp(t)) δ
(
v‖ − v‖,p(t)
)
δ (µ− µp(t0)) (3.72)
Here, Nph is the number of physical particles represented by the simulation and
wp(t) is the weight of the p
th marker, which also has position Rp(t), v‖,p(t), µp(t0)
in phase space at time t. The time at the beginning of the simulation is defined
as t0. Although the perturbed distribution function should be continuous in phase
space, this form represents the distribution function with delta functions and so is
not smooth.
Over a small volume in phase space, Ωp, the perturbed distribution function is
assumed to be constant. Integrating over this volume and using the Vlasov equation,
equation 2.81, it can be found that
δfpΩp =
Nph
N
wp(t)
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dwp(t)
dt
=
N
Nph
τpΩp (3.73)
where τp is a function representing the right hand side of the Vlasov equation for
the pth marker, as shown in 3.61. The phase space volume is given by
Ωp = B
∗
‖
dRdv‖dv⊥
dN
(3.74)
and dN is the number of markers found in an infinitesimal volume of phase space
and can be freely specified.
dN =
N
Nph
fL
(
R, v‖, µ
)
J (s, θ∗, ζ) dsdθ∗dv‖dv⊥dα (3.75)
ORB5 uses a scheme known as specified loading for which:
fL(R) = fL(s) = K
[
1− fg + fg exp
(
s− s0
∆s
)]
≡ Kp(s) (3.76)
where s0 and ∆s are input parameters. fg is also an input parameter with value
between 0 and 1. K is a normalization constant defined by
K =
1∫
p(s)Jsθ∗ζ (s, θ∗) dsdθ∗dζ
. (3.77)
The specified loading has the advantage that it loads more markers around speak,
which is the location of the peak gradient of the temperature profile and therefore
the point of strongest drive in the ITG mode. In this thesis, fg = 0 has been used,
which leads to uniform loading of the markers.
Within ORB5, the velocities are loaded uniformly in phase space up to a
cut-off defined by vmax = κvcs, where κv = 5 and cs is the thermal velocity of the
nominal ion species used in normalization.
Weight Initialisation
As well as loading the markers in phase space, the weights of each marker must also
be initialised. The simplest method for this is white noise initialisation, where all
markers have a weight assigned psuedo-randomly. However, this has the downside
that any physical modes will take a long time to develop in the initial stages of the
simulation. Therefore, more advanced weight initialization methods assign weights
so that the resulting configuration is close to that of a physical mode. The simulation
will still need time to develop, but the process will be substantially quicker.
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Several of these methods have been implemented in ORB5. The ‘GENE’
perturbation is a commonly used weight initialization which is given by
δf(t0) =
nmax∑
nj=nmin
A0 cos {nj [ζ(t0)− qθ∗(t0)]}
× exp
{
−1
2
[(
ρ(t0)− 0.5
∆G
)2
+
(
4nj
nmax
)2
+
(
4θ∗(t0)
pi
)2]} (3.78)
where A0 is the size of the initial perturbation and ∆G, chosen to be ∆G = 0.225a,
is the radial width of the Gaussian shaped perturbation. It is also possible to apply
a tilt to the perturbation in the s− ζ plane; although this has not been used in this
thesis. nmin and nmax are input parameters which represent the lowest and highest
toroidal modes to have an initial perturbation applied. If this method is used, the
initial perturbation of the system will already be close to the physical modes. The
initial perturbation of the system, before any modes have begun to grow, will also
be independent of the number of markers.
3.12.4 Poisson Equation
The Poisson equation in ORB5 is solved with the use of a finite elements method
[57]. The fundamental idea is to discretised the perturbed potential (given here as
φ) on a 3D (s, θ∗, ζ) grid:
φ (x, t) =
∑
µ
φµ(t)Λµ(x) (3.79)
where φµ(t) are real numbers, µ represents the indexes (j, k, l) and Λµ(x) are the
tensor products of 1D B-splines
Λµ(x) = Λ
p
j (s)Λ
p
k(θ∗)Λ
p
l (ζ). (3.80)
B-splines are polynomial functions of a specified order and in ORB5 can be either
linear, quadratic or cubic. They are defined on a (Ns, Nθ, Nζ) grid, known as the
field grid. It is important to consider the appropriate size of field grid to use, as
the spacing of the grid changes the resolution of field fluctuations which are kept
in simulations. Fluctuations on a scale smaller than the space between grid points
will not be retained when evolving the system. However, too many grid points will
greatly slow the simulation for little benefit. Generally, the field grid will also scale
with the system size ρ∗ as a larger system requires more grid points if it is to keep
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a sufficient field resolution. With the use of the Galerkin method, a linear system
can be gained from equation 3.79 [58]. This gives a system:∑
µ
Aµνφµ(t) = bν(t) (3.81)
where
Aµν =
∫
n0(ψ)
ZiTe(ψ)
[
Λµ(x)Λν(x)− Λ¯µ(s)Λ¯ν(s)
]
dx +
n0(ψ)
BΩci
∇⊥Λµ(x) ·∇⊥Λν(x)
(3.82)
bν(t) =
Nph
N
N∑
p=1
wp(t)
2pi
∫ 2pi
0
Λν
(
Rp + ρL,i,p(α)
)
dα. (3.83)
Note that Aµν is a real, symmetrical matrix which allows for the use of relatively
cheap numerical methods when solving.
The construction of bν(t) is known as charge assignment, and the projection
onto the finite element basis is the main source of numerical noise in simulations,
due to the particle discritisation of δf . Higher order splines give a reduction of
this statistical noise. The perpindicular gradients seen in equation 3.82 can be
approximated as lying on the poloidal plane, so that ∇⊥ '∇pol =∇s ∂∂s +∇θ∗ ∂∂θ∗
[59]. As the system is axisymmetric, the equation given after this approximation
can be decoupled in ζ and a discrete Fourier transform can be applied to φµ and bν
in equation 3.81 to give, in Fourier space:
∑
µ
Aµν φˆ
(n)
µ (t) =
bˆ
(n)
ν (t)
M (n),p
. (3.84)
Here, (µ, ν) now stand for 2D indices and φˆ
(n)
µ and bˆ
(n)
ν are Fourier coefficients of φµ
and bν . M
(n),p is defined by
M (n),p =
Nζ∑
l′=1
∫
Λpl′(ζ)Λ
p
l (ζ) exp
(
2pii
Nζ
n(l′ − l)
)
dζ (3.85)
and can be computed analytically for any spline of order p.
The Dirichlet boundary condition is imposed at the edge so that
φ(s = 1, θ∗, ζ, t) = 0
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and the regularity condition is applied at the axis
φ(s = 0, θ∗ = 0, ζ, t) = φ(s = 0, θ∗, ζ, t).
This system of equations may then be solved using a direct solver, LAPACK [60].
Alternatively, to reduce the memory storage, the parallel solver ScaLAPACK [61]
routines have been implemented in ORB5.
Field-aligned Fourier filter
By applying a Fourier filter on the discretised perturbed density, we can reduce
the noise in the simulation. Additionally, this allows us to select a single toroidal
mode in the linear simulations. The advantage of a Fourier filter is that physically
irrelevant modes can be removed from the simulation. A Fourier filter is applied by
first performing a 2D Fourier transform and then applying a filter, F , which acts to
remove the unwanted modes.
Fρ(R,v, t) =
∑
m,n
Fˆm,nρˆm,n(s, t)eimθ∗einζ (3.86)
One of the simplest filters is a square filter that filters out any modes that
do not lie within a window, [nmin : nmax] × [mmin : mmax], however this type of
filter is inconsistent with the gyrokinetic ordering [62]. Therefore, a field-aligned
Fourier filter is used which suppresses high k‖ modes and keeps poloidal modes with
m = (−nq(s)±∆m), where ∆m = 5. This field-aligned filter is given by
Fˆm,n(s) = H (m− [−nq(s)−∆m])H ([−nq(s) + ∆m]−m)H (n− nmin)H (nmax − n)
(3.87)
where H is the Heaviside function.
It can be shown that the noise in a simulation scales with the square root of
the number of modes in the system [19]. As this filter reduces the number of modes
in the system, it also acts to reduce the noise.
3.13 Sources and noise control
Global gyrokinetic simulations, such as those performed by ORB5, suffer from sta-
tistical noise which can make it difficult to make valid quantitative predictions [63].
Therefore, some method to control and minimise the noise generated during the
course of the simulations is desired, but it is also extremely important that these
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methods used do not affect the physical results that are found from the simulation.
The measurement of the noise in simulations is inherent to the field-aligned
Filter (F) used to solve the Poisson equation. After performing a poloidal and
toroidal Fourier transform of the perturbed density δni, the components within the
filter can be summed over the magnetic surfaces and then normalised to give a
measurement of the signal. Similarly, the noise can be measured by summing the
components outside the filter.
Signal =
1
a
∫ a
0
∑
(n,m)∈F |δn(n,m)(r)|2∑
(n,m)∈F
(3.88)
Noise =
1
a
∫ a
0
∑
(n,m)6∈F |δn(n,m)(r)|2∑
(n,m)6∈F
(3.89)
There are two methods of noise control that have been implemented in ORB5.
The first method, the Krook operator, adds a source term to the Vlasov equation
which introduces an artificial damping that allows the distribution function to relax
towards its equilibrium state. However, to prevent the damping of the zonal flows
a correction term is also added. This method and its introduction to ORB5 are
detailed by McMillan [64]. A source operator, S, is added to the Vlasov equation as
dδf
(
R, v‖, µ, t
)
dt
= τ (E) + S
(
R, v‖, µ
)
(3.90)
which acts on all flux surfaces to modify the marker weights. One major disadvan-
tage of the Krook method is that it only works for collision-less simulations.
This noise control scheme is not utilised in this thesis but the form given
in equation 3.90 is also valid for the addition of other sources to simulations, such
as a heat source which introduces a term that is dependant upon a user-defined
parameter γH . More discussion of this subject is later presented in section 6.2.2.
The second method of noise control within ORB5, and the one used for
simulations in this thesis, is the coarse-graining method. It was first proposed by
Brunner [65] and later expanded upon by Vernay [66]. The full details of the coarse-
graining method utilized by ORB5 are detailed in a second paper published by
Vernay [63]. The method works to reduce the numerical noise by filtering the high-
k modes in 5D space for collisionless runs and by reducing the weight spreading
in collisional simulations. At each time step all markers are binned in the 5D
gyrokinetic phase space and then the weights of the markers are averaged with the
other markers present in the same bin. An upper limit is effectively imposed on
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the bin sizes as this is an unphysical effect and it should therefore only be imposed
on scales smaller than those relevant to the turbulence of the system. Additionally,
there is a lower limit on the number of markers within each bin at the end of each
time-step imposed. This is because there must be at least two markers within each
bin when the averaging is performed. However, in practice this marker limit can be
reduced by not performing the coarse-graining every time-step. Often, the coarse-
graining is performed only every ten time steps which reduces the required number
of markers to one tenth of what it would otherwise be. It has been found that
the coarse-graining noise control scheme enables a higher signal-to-noise ratio than
the Krook operator when a similar effective unphysical damping is used with each
method.
3.14 Shielding of potential at tokamak edge
At the plasma edge, the condition φ = 0 is imposed for solutions of the Poisson
equation. Unfortunately, in non-linear simulations when there is a particle flux in
the region near to the last closed flux surface this can lead to instabilities. The
particle flux can cause particles to move towards the boundary of the simulation
domain. When markers move to the edge it will lead to non-zero weights in the
edge domain, which will in turn lead to the Poisson equation not being solved
exactly. This results in the generation of spurious electric fields at the edge. To
help reduce this issue, an artificial shielding term is introduced to the density in the
Poisson equation which will reduce the calculated potential. This density shielding
term raises the effective background density near the edge, reducing the importance
of any fluctuations.
The density is modified as
n0(ψ)→ n0(ψ)nsh. (3.91)
The shielding term, nsh, is given by
nsh = 1 + κsh sinh
(
ψ
∆sh
)[
sinh
(
1
∆sh
)]−1
(3.92)
where ∆sh and κsh =
a
Ln,sh
are input parameters. This shielding term will be 1 for
most of the simulation domain but for a small region at the edge which is defined
by ∆sh. The shielding is shown in figure 3.11.
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Figure 3.11: Normalized density plotted without (solid red line) and with (dashed
blue line) the density shielding term present. The parameters for the shielding term
used here are κsh = 100 and ∆sh = 0.02.
3.15 Conserved Properties
After modification of the equations of motion, it is important to check that the
motion of the particles in an unperturbed system still behaves as expected. One of
the most effective ways to do this is to check the change of the simulations constants
of motion over time. If the variation is not acceptably small then it is apparent that
the implementation has an error.
3.15.1 Conservation of particle quantities
Each individual particle (or marker) should conserve the three constants of motion
from Hahm’s gyrokinetic equations; magnetic moment, µ, particle energy,  and
the toroidal canonical momentum, ψc. The magnetic moment will automatically be
conserved as this quantity is explicitly set to a constant for each marker and the
energy conservation follows from the gyrokinetic Lagrangian and Noether’s theorem
[67].
We first confirm that  and ψc should remain constant with time in an unper-
turbed system. Here, the equations of motion have been split into their unperturbed
and perturbed components, denoted with a 0 or 1 respectively. The nonlinear com-
ponents of the equations of motion contain any terms dependant on the perturbed
electric potential, δφ, while the background potential, Φ, appears in both the linear
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and non-linear components.
dR
dt
=
dR
dt
∣∣∣∣
0
+
dR
dt
∣∣∣∣
1
,
dv‖
dt
=
dv‖
dt
∣∣∣∣
0
+
dv‖
dt
∣∣∣∣
1
The Hamiltonian (energy) of each particle is given by
 =
m
2
(
v2‖ + u
2
E
)
+ µB + qΦ (ψ) . (3.93)
By taking the time derivative of  we find how it evolves with time,
d
dt
= mv‖
dv‖
dt
+
m
2
d
(
u2E
)
dt
+ µ
dB
dt
+ q
dΦ
dt
= mv‖
dv‖
dt
+
m
2
∇ (u2E) · dRdt + µ∇B · dRdt + q∇Φ · dRdt
= mv‖
dv‖
dt
+
{
q∇Φ + µ∇B + m
2
∇ (u2E)} · dRdt
(3.94)
where the evolution of a quantity that is only dependant on space is given by
dA
dt
=∇A · dR
dt
.
However, our interest is in the unperturbed system. The unperturbed evolution of
 is given by
d
dt
∣∣∣∣
0
= mv‖
dv‖
dt
∣∣∣∣
0
+
{
q∇Φ + µ∇B + m
2
∇ (u2E)} · dRdt
∣∣∣∣
0
. (3.95)
Expansion of the first term in equation 3.95 is given by equation 3.96,
mv‖
dv‖
dt
∣∣∣∣
0
=−
{
q∇Φ + µ∇B + m
2
∇ (u2E)} ·
(
v‖b +
mv2‖
qBB∗‖
(b×∇B)
−
mv2‖
qBB∗‖
b× [b× (∇×B)]− mv‖
qB∗‖
b× [b× (∇× uE)]
) (3.96)
which when substituted back in will cancel with many of the components in the
second term of equation 3.95 to give equation 3.97.
d
dt
∣∣∣∣
0
=
{
q∇Φ + µ∇B + m
2
∇ (u2E)} ·
(
µ
qB∗‖
b×∇B + 1
B∗‖
b×∇Φ
+
m
2qB∗‖
b×∇ (u2E)
) (3.97)
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Expansion of equation 3.97 gives
d
dt
∣∣∣∣
0
=
µ
B
{
∇Φ · (b×∇B) +∇B · (b×∇Φ)
}
+
m
2B∗‖
{
∇Φ (b×∇ (u2E))+∇ (u2E) · (b×∇Φ)
}
+
mµ
2qB∗‖
{
∇B · (b×∇ (u2E))+∇ (u2E) · (b×∇B)
}
.
(3.98)
It is possible to show that each set of brackets in equation 3.98 is equal to 0, thus
confirming that  in an unperturbed system is expected to remain constant.
d
dt
∣∣∣∣
0
= 0 (3.99)
It is also possible to show the same for the toroidal canonical momentum, equation
2.73, by again taking the derivative with respect to time for an unperturbed system.
dψc
dt
∣∣∣∣
0
=∇ψc · dR
dt
∣∣∣∣
0
+
∂ψc
∂v‖
dv‖
dt
∣∣∣∣
0
(3.100)
where
∂ψc
∂v‖
=
m
q
F
B
(3.101)
∇ψc =
(
1 +
mF ′v‖
qB
)
∇ψ − mFv‖
qB2
∇B + m
q
∇uζ . (3.102)
Substitution into equation 3.100 leads to
dψc
dt
∣∣∣∣
0
=
mF
qB
dv‖
dt
∣∣∣∣
0
+
(
1 +
mF ′v‖
qB
)
∇ψ · dR
dt
∣∣∣∣
0
− mFv‖
qB2
∇B · dR
dt
∣∣∣∣
0
+
m
q
∇uζ · dR
dt
∣∣∣∣
0
.
(3.103)
Similarly to d/dt|0, it is found that expansion of equation 3.103 will results in all
terms cancelling, thus leading to
dψc
dt
∣∣∣∣
0
= 0. (3.104)
We can therefore test the accuracy of the newly implemented terms by checking the
conservation of these quantities in an unperturbed simulation.
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3.15.2 Testing
For the purposes of testing conservation in ORB5, a series of un-phyically large ro-
tation profiles were used. By defining uE independently of the background electric
potential, the new terms introduced to the equations of motion were checked. This
included introducing extremely large E×B drifts in the s, θ∗ and ζ directions sepa-
rately to ensure that each component behaved as expected. These simulations were
useful to look for obvious errors, but did not allow comparison to the conservation
of quantities in the weak-flow limit.
Therefore, a further set of simulations were performed. Although these were
performed using parameters that gave a higher Bp/B than would be expected in
actual experimental studies, the simulations had parameters much closer to existing
tokamaks than the “extreme” conditions used before. A major radius of R0 = 0.85m
s
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Figure 3.12: The toroidal velocity and background E × B velocity used for testing
of the conservation of ψc and .
and minor radius a = 0.425m were used, giving an aspect ratio a/R = 0.5. The
safety profile is given by
q¯(ρ) = 0.854 + 0.446ρ2 (3.105)
with a time-step size of dt = 10Ω−1ci . As these are linear simulations that are intended
to study the conservation for individual markers, the total number of markers in the
simulation was irrelevant and therefore kept low. Rotation profile 1, seen in section
3.8.1, was used; the resulting velocity profile can be seen in figure 3.12.
Variations of ψc and  is expected to remain consistent across each marker.
Figures 3.13 and 3.14 show the change of ψc and  for a single selected marker
in a region of high flow. Comparing results from strong and weak-flow limits it
73
Time Step
0 500 1000 1500 2000 2500 3000
dψ
c/ψ
c(t
 = 
0)
×10-9
-8
-6
-4
-2
0
2
4
6
Strong Flow
Weak Flow (x 100)
Figure 3.13: Variation of the toroidal canonical momentum with time from its initial
value at t=0. The weak-flow variation has been multiplied by 100 in this figure.
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Figure 3.14: Variation of the particle energy with time from its initial value at t=0.
The weak-flow variation has been multiplied by 100 in this figure.
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is clear that the conservation of the canonical momentum and energy was superior
before strong-flow terms were introduced. However, the variations were still of order
1×10−7% for both  and ψc. Therefore, although larger errors have been introduced,
the relative changes of ψc and  are expected to be too small to cause noticeable
differences across most simulations.
It is also important to note that although ψc appears to be tending towards
a higher value over time, longer simulations have found that this is related to a slow
sinusoidal-like variation and its average value remains zero over long time-scales.
3.16 Summary
In this chapter, we have introduced many of the important elements of ORB5. We
have also discussed how various quantities are stored, calculated and used to evolve
the markers in a simulation.
More in depth discussion of the equilibrium state and the definition of equilib-
rium distribution function used in ORB5 has been given because of the modifications
that were made to allow for strongly rotating plasmas. It was shown with a local
limit expansion of the distribution function, that the effects of a centrifugal force
from the toroidal rotation are reflected in the equilibria and give rise to a modified
equilibrium density. This modification takes the form of a build up in density on the
outboard side. As we desire equilibria close to the input profiles, a density correction
term was found and added to the equilibrium distribution function of ORB5. This
correction changes the flux-surface average density to one closer to the input profile
while maintaining the poloidal variation of the density.
The implementation of the Vlasov equation, the equations of motion and
Poisson equation are then described for the strong-flow version of ORB5. Finally a
series of tests are performed to confirm that ORB5 is still working as intended. Sev-
eral simulations were run which checked that the conservation of toroidal canonical
momentum and gyrokinetic Hamiltonian was maintained with the inclusion of the
strong flow terms. It was found that these new terms had a larger error but they
were still within an acceptable threshold.
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Chapter 4
Geodesic Acoustic Modes
4.1 Introduction and Background
The Geodesic Acoustic Mode (GAM) was first postulated in a paper published
by Winsor [68], and has since been found experimentally in both helical systems
and tokamaks[69]. The GAM is an n=m=0 potential perturbation, which is a
consequence of poloidal zonal flows that causes an m=1 density oscillation between
the top and bottom of the tokamak. The electric field of the zonal flow (Er = −∇Φ)
is expected to remain constant on a flux surface but the flow, vE = Er×B/B2, differs
on the outboard (low field) side and the inboard (high field) side. Additionally, the
smaller volume for the fluid to flow through on the inboard side contributes to a
larger inboard poloidal flux. If the parallel ion flow along the field lines cannot
compensate for this poloidal flow, an increasing density differential between the top
and bottom of the tokamak develops.
This density differential subsequently creates a pressure build up at the top or
bottom of the device. A restoring force is created by this poloidal pressure gradient
which leads to the density oscillating at a frequency inversely proportional to the
major radius and proportional to the sound speed.
The original derivation by Winsor begins with an ideal MHD model, neglect-
ing time variations in B, for which the perturbations obey
ρ
∂v˜
∂t
= J˜×B−∇p˜ (4.1)
∂ρ˜
∂t
+∇ · ρv˜ = 0 (4.2)
∇φ˜ = v˜ ×B (4.3)
76
∇ · J˜ = 0 (4.4)
ρ−Γ
∂p˜
∂t
− Γpρ−Γ−1∂ρ˜
∂t
+ v˜ ·∇ (pρ−Γ) = 0 (4.5)
A tilde has been used here to denote perturbed quantities, which include a perturbed
potential φ˜, pressure p˜, velocity v˜, current density J˜ and charge density ρ˜. A plane
wave solution is assumed for all perturbed quantities. In equation 4.5, Γ is the
adiabatic index. All terms without a tilde represent equilibria quantities.
It is possible to break the perturbed velocity, v˜, down into components per-
pendicular to the flux surface v˜ψ, parallel to the magnetic field v˜B, and a final
component which is perpendicular to both other components and lies within the
flux surface v˜s.
v˜ =
(
v˜ψ
∇ψ
|∇ψ|2 + v˜s
B×∇ψ
B2
+ v˜B
B
B
)
exp (−iωt) (4.6)
Assuming an ideal case, the components of equation 4.3 parallel to B suggest the
perturbed electrostatic potential is a function of ψ only. By looking at the compo-
nent of equation 4.3 along ∇ψ, we can conclude that v˜s = dφ˜/dψ and v˜ψ = 0. We
now know the third term of equation 4.5 to be zero, and thus the equation reduces
to
p˜ =
(
Γp
ρ
)
ρ˜. (4.7)
Solving for J˜, the divergence theorem converts the volume integral of equa-
tion 4.4 into a surface integral ∫
J˜ψJ dS = 0 (4.8)
where J is the Jacobian. Using J˜ψ, found from equation 4.1 by taking the compo-
nent in the B×∇ψ direction, we can determine
v˜s = − iΓp
ωρ2
∫
B×∇ψ ·∇ρ˜
B2
J dS
/∫ |∇ψ|2
B2
J dS (4.9)
and similarly, by looking in the direction parallel to the magnetic field
v˜B = − iΓp
ωρ2
B ·∇ρ˜. (4.10)
By expanding equation 4.2 and multiplying by ρ˜∗J dS, we find equation 4.11.
∂ρ˜
∂t
ρ˜∗J dS = (−∇ρ · v˜ − ρ∇ · v˜) ρ˜∗J dS (4.11)
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The ∇ρ · v˜ term on the right hand side is equal to zero, as the perturbed velocity
lies within the flux surface and ρ = ρ(ψ).
Substituting the non-zero velocity components into equation 4.11, it becomes
∂ρ˜
∂t
ρ˜∗J dS =− ρ∇ ·
[(
− iΓp
ωρ2
∫
B×∇ψ ·∇ρ˜
B2
J dS
/∫ |∇ψ|2
B2
J dS
)
B×∇ψ
B2
− iΓp
ωρ2
B ·∇ρ˜B
B
]
ρ˜∗ exp (−iωt)J dS.
(4.12)
If this is integrated by parts with respect to time, the divergence operators are
expanded and we assume steady state conditions, then the time integral of the
perturbed density will average to 0. The equation becomes
ω2
∫
|ρ˜|2J dS =Γp
ρ
(∫
ρ˜
B×∇ψ ·∇B2
B4
J dS
/∫ |∇ψ|2
B2
J dS
+
∫ |B∇ρ|2
B2
J dS
) (4.13)
where the second term of this wave equation is the ion acoustic mode and the first
term, which is dependent on the curvature of B in the B ×∇ψ surface, is known
as the Geodesic Acoustic Mode.
The solution is dependent upon the geometry of the flux surfaces, but in the
simplest case of circular concentric flux surfaces and large aspect ratio r  R0, the
dispersion relation for the GAM is given by
ω2G =
2c2s
R20
(
1 +
1
2q2
)
(4.14)
with sound speed cs =
√
Γp/ρ.
This original derivation that utilises a fluid MHD model is still one of the
simplest methods to show the origins of the GAM, but there have also been deriva-
tion which use a kinetic model instead [70]. These kinetic models give a slightly
different dispersion relation and it is therefore important that this is taken into
account for simulations made with ORB5 which uses a gyrokinetic set of equations.
4.2 Benchmarking
As modifications have been made to ORB5, we first must ensure that it is still
working as intended. This is important as the implementation of some common
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features, such as the equilibrium distribution function, are now handled differently
within ORB5 and errors could have effects on all simulations and not just cases with
a toroidally rotating plasma.
In the first part of this chapter, the code was benchmarked against ana-
lytic predictions. Similar benchmarking has previously been performed in ORB5 by
Biancalani [71].
4.2.1 Dispersion relation
The analytical prediction of dispersion relation used in this thesis for the non-
rotating case was derived by Sugama and Watanabe [70].
ωGAM =
√
7
4
+ τe
vti
R
√
1 +
46 + 32τe + 8τ2e
(7 + 4τe)
2 q2
(4.15)
Here, the ratio of electron to ion temperature τe = Te/Ti, vT i =
√
2Ti/mi is the ion
thermal velocity and q is the safety factor. It is important to note that while the
GAM frequency in ORB5 is expected to match with equation 4.15, the dispersion
relation has been derived with the assumption of high q and as such simulations
with low q may show deviations from predictions.
We have looked at the variation of GAM frequency with τe as well as the
scaling with safety factor q. The GAM frequency, ωG, and damping rate, γG, can
be calculated from the simulations by fitting a damped sinusoid to the perturbed
electric field. These simulations use the Fourier filter to allow only n = m = 0
modes to develop.
Simulations used flat temperature and density profiles and nearly flat q pro-
files. For the sake of convenience, when the safety factor q is discussed here we
refer to its value at mid-radius ρ = 0.5. This matches the profiles used in previous
studies by Biancalani, which were originally chosen for the benchmarking of ORB5
against local analytical theory [71]. The ad-hoc magnetic equilibrium, with circular
concentric flux surfaces has been used for these simulations with a large aspect ratio,
a/R0 = 0.1.
Typical simulations performed here have a time step size of 20Ω−1ci , and last
between 1.7× 105 and 1.9× 105 Ω−1ci . The system size was set to ρ∗ ≡ ρi/a = 1/160
and 5 million ion markers were used. Electrons within simulations were adiabatic.
A field grid size of Ns ×Nθ ×Nζ = 64 × 64× 32 was used as this was found to be
sufficient in earlier investigations [71]. In order to excite a GAM, a deuterium density
perturbation of the form sin [kr (r − rmin) / (rmax − rmin)], which is independent of
79
poloidal and toroidal angle but has a radial variation, is introduced and the system
is evolved linearly. Here, rmin = 0.2a and rmax = a (which are the upper and lower
radial boundaries of the simulation domain) and the radial wave number is chosen
to be krρi = 0.02
√
τe.
Any GAMs observed are natural modes of the system modelled by the sim-
ulation, but are excited by the initial perturbation we apply.
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Figure 4.1: GAM frequency plotted as a function of τe. q remains at a constant
value between simulations.
For the first tests, the safety factor was set to q = 3, while a scan across τe
was performed. The results can be seen in figure 4.1, along with the predictions
made by the analytical theory. Excellent agreement has been found between the
analytical dispersion relation, equation 4.15, and the numeric results. Only at very
low τe do the simulations begin to deviate from predicted values, but even then the
variation is small.
The second benchmark of GAM frequency was a scan across safety factor q.
In each run, the safety profile has been kept linear and nearly flat at an approxi-
mately set value, the electron to ion temperature ratio in these simulations was kept
at τe = 1. Figure 4.2 compares the analytical prediction from equation 4.15 with
the frequency found from simulations. It can be seen that for higher values of q the
predictions match closely, but as q tends towards zero the dispersion relation begins
to lose accuracy; however, equation 4.15 was derived assuming high q and so this
behaviour is not surprising. This also matches observations made by Biancalani and
thus we can be reasonably confident that ORB5 is still operating as expected for
the non-rotating cases.
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Figure 4.2: GAM frequency plotted as a function of q. τe remains constant between
simulations.
4.2.2 Damping Rate
Numerous attempts have been made to derive an equation which describes the
damping rate of GAMs in a tokamak, but the relation used here in equation 4.17 is
taken from a paper by Sugama and Watanabe [72], which is in turn a correction of
the earlier article which derives equation 4.15 [70].
ωˆG = q
√
7
4
+ τe
√
1 +
46 + 32τe + 8τ2e
(7 + 4τe)
2 q2
(4.16)
γGAM =−
√
pi
2
q
vT i
R0
[
1 +
46/4 + 8τe + 2τ
2
e
q2(72 + 2τe)
2
]−1 [
exp(−ωˆ2G)
{
ωˆ4G + (1 + 2τe)ωˆ
2
G
}
+
1
4
(
krvT iq
Ωi
)2
exp(−ωˆ2G/4)
{
ωˆ6G
128
+
1 + τe
16
ωˆ4G +
(
3
8
+
7
16
τe +
5
32
τ2e
)
ωˆ2G
}]
(4.17)
The kr term in equation 4.17 relates to the finite orbit width effect on the damping
and becomes particularly significant as q grows above ∼ 1.5.
Using the same simulations that were performed in section 4.2.1 we can also
study the damping rate dependence. The damping rate of the varying q simulations
have been plotted in figure 4.3. It can be seen in figure 4.3 that the damping rate
prediction is reasonably accurate for lower q (less than ∼ 1.5), but as the finite
orbit width effect becomes more significant at larger q, predictions from equation
4.17 deviate from the simulations. There is a weak relation between the behaviour
of damping rate in simulation and prediction at these values, but equation 4.17
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Figure 4.3: Simulation results for the change in damping rate of the GAMs with the
variation of the safety factor q.
underestimates the damping rates by nearly an order of magnitude.
The variation of the damping rate with τe has not been plotted here. This
is because we can conclude from figure 4.3 that simulations with q ∼ 3 (as was used
in the τe scan) would not be expected to match analytical predictions for any value
of τe.
These observations on the behaviour of damping rate seem to match earlier
observations made by Biancalani [71], but it is clear that the damping rate of a
gyrokinetic code is difficult to accurately predict, in large part because of the finite
orbit width effect (which would not effect fluid based simulations).
4.3 Radial eigenmodes
4.3.1 Introduction
The dispersion relation given in equation 4.15 finds the local GAM frequency for
cases with radial wavenumber krρi = 0. However, in reality, plasma waves may be
excited with a non-zero kr and therefore, there are a variety of GAM frequencies
possible at each radius. Additionally, the derivation of the dispersion relation given
in equation 4.15 only considers that particles move along a flux surface, but radial
motion of particles arises from gyro-motion and trapped particle banana orbits. This
leads to a modification of wave frequency as the wavelength becomes comparable
to the gyro-scale or the banana orbits. As tokamaks have parameters which vary
radially, a local derivation will not give a sufficient description of plasma motion in
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a global simulation.
As the temperature in a tokamak changes radially, it would be expected that
the frequency, ωG, of the GAM would also change with radius. However, experiments
have shown that GAMs are found with a common frequency over a substantial radial
width [73, 74]. This implies that GAMs appears in tokamaks as an eigenmode.
An article by Itoh has been published which discusses Geodesic acoustic
eigenmodes and derives an equation for the perturbed potential, corresponding to
oscillations in the presence of a temperature gradient [75]. Local oscillations on
different magnetic surfaces will interfere with each other due to the finite ion gy-
roradius, and give rise to the eigenmodes. It is also found that the oscillations
propagate outwards if the temperature is decreasing towards the edge and the char-
acteristic wavelength is found to scale as ρ
2/3
i L
1/3
T , where ρi is the ion gyroradius
and LT is the temperature gradient scale length. This derivation uses a modified
form of the Wentzel-Kramers-Brillouin (WKB) approximation, a method of finding
approximate solutions for linear differential equations which have spatially varying
components, and should only be considered accurate for low kr [76, 77].
The derivation begins by balancing the cross-field current J˜D,r (caused by
the magnetic field curvature) and the ion polarization current J˜ρ,r in the presence
of an electrostatic potential of form
φ˜ exp(ikrr − iωt)
in leading order [75]. Here, kr is the radial wavelength of the potential perturbation.
In order to make the analytic study of the radial eigenmode clear the derivation is
performed in the collisionless limit; so that Te  Ti and krρi  1.
In this limit, the relation vth,i/R  ω holds for ω ∼ ωG and J˜D,r is not sig-
nificantly effected by the finite gyro-radius effect, as it is dominated by the electron
response. However, the ion polarization current J˜ρ,r, which is in proportion to ω, is
screened due to the finite gyro-radius effect by a factor of (1− k2rρ2i ). The relation
J˜ρ,r + J˜D,r = 0 therefore leads to(
1− k2rρ2i
)
ω2 = ω2G (4.18)
where only the lowest order finite gyro-radius effect is included. Here, ω is the
frequency of the perturbations and ωG is the GAM frequency calculated for the case
in which krρi = 0.
When considering a temperature that decreases radially, we can select the
radius r0 for which the relation ω
2 = ω2G(r0) holds. Taking the radial gradient of
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the temperature into account, we can give an estimate for the temperature profile
centred around r0 with
T (r) = T (r0)
[
1− r − r0
LT
]
(4.19)
which in turn leads to an estimated radially dependent dispersion relation
ω2G (r) = ω
2
G (r0)
[
1− r − r0
LT
]
. (4.20)
By combining equations 4.18 and 4.20, the dispersion relation can be rewritten as
an eigenmode equation
ρ2i
d2
dr2
φ(r) +
r − r0
LT
φ(r) = 0, (4.21)
using the replacement of ρ2i k
2
r → −ρ2i d2/dr2. Equation 4.21 has a characteristic
length scale λ = ρ
2/3
i L
1/3
T and can be normalized to
d2
dx2
φ(x) + xφ(x) = 0 (4.22)
where x = (r − r0)λ−1. Equation 4.22 can be readily solved with an Airy function
φ(x) = Ai (−x) . (4.23)
This solution will peak near the point at which r = r0 and will propagate in the
lower temperature region (r > r0). Equation 4.23 describes the form a perturbed
potential representing a radial eigenmode will take, if our simulations contain radial
eigenmodes then similarly shaped potentials would be expected.
Simulation Parameters
The initial density perturbation used to excite the modes in these simulations is
given by
δf = δf0 sin
(
kr
[
r − rmin
rmax − rmin
])
(4.24)
where δf0 is the size of the perturbation at the initial time-step and rmin = 0 and
rmax = a are input parameters denoting the radial domain size.
The simulations in this section were performed with circular concentric flux
surfaces, and d lnA/dt of temperature and density had a constant value across a
substantial radial width, as shown in section 3.9.2. For this simulation, Te/Ti = 5.0,
a/LT = 2.5, a/Ln = 0.807, ∆ρ = 0.5a, ∆T = ∆n = 0.04a and ρpeak = 0.5. The
84
aspect ratio of the simulation is a/R = 0.1 and a pseudo-safety profile of
q¯(ρ) = 3.5 + ρ2, (4.25)
was used. The ratio between the nominal Larmor radius ρs and the minor radius
a is taken as ρ∗ = ρs/a = 1/160. An adiabatic electron response is also assumed.
These parameters have been chosen to ensure a substantial density gradient and
also to keep the simulation in the collisionless limit.
The simulations had 100 million (100M) markers with a time step size of
20Ω−1ci . Each simulation was run for approximately 8 × 104Ω−1ci . The resolution of
the field grid was Ns × Nθ × Nζ = 128 × 32 × 32 and the Fourier filter was set to
only allow modes of n = 0 and m between −4 and 4 to develop. This field grid has
a high resolution in the s-direction but lower resolution in the θ and ζ directions
because we would expect fluctuations in the field to largely be in the radial direction
if produced by GAMs.
Simulation Analysis
In a real system it would not be expected for only a single eigenfunction to develop,
and in fact previously published results have identified several bands of frequency
with a finite radial width appearing simultaneously [73, 74]. Therefore, we would
expect the perturbed electrostatic potential of simulations in ORB5 to be a superpo-
sition of numerous modes. We assume that under the chosen conditions, the GAMs
will be the dominant modes excited in these simulations.
We consider the flux-surface averaged perturbed electric potential φ; a func-
tion of radius and time. By taking the derivative of φ with respect to radius, dφ/dρ,
some of the irrelevant fluctuations that are present in φ can be reduced. A singular
value decomposition (SVD) is taken of this derivative, which lets us separate and
identify the individual modes which compose the perturbed potential [78]. The SVD
decomposes a matrix A:
A = UΣV ∗ (4.26)
where, in our analysis, A = dφ(s,t)dρ . Σ is a diagonal matrix of non-negative numbers
containing the singular values that can represent the relative sizes of each mode. If
φ(ρ, t) is a matrix of dimensions m in the radial direction measured at n points in
time, Σ is an m × n matrix. U is an m ×m unitary matrix, the columns of which
contain the eigenfunctions of each mode. Similarly, V is an n × n unitary matrix
which has columns describing the variation of each eigenmode with time. In the
case that m > n, then a full SVD will have (m − n) ‘extra’ columns in U that are
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not required to reconstruct A. The advantage of an SVD method is that it does not
require A to be a square matrix.
The frequency and damping rate of each identified mode may be found by
fitting a damped sinusoid to each modes individual time series Vi(t), where i is an
index labelling each mode and Vi is the i
th column of V . For analysis in section
4.3.2, only the frequency and damping rate of the most prominent mode (i = 1) has
been plotted.
4.3.2 kr dependence
Equation 4.23 was derived using an assumed dispersion relation, equation 4.18. Be-
fore we test predictions of the eigenfunctions, we perform simulations to investigate
the accuracy of the dispersion relation which the predictions rely upon.
The kr dependence was tested with a scan which uses a density perturbation
of varying radial wavenumber to excite the GAMs inherent to the system. When
decomposing dφ/dρ with the SVD, the mode with the highest singular value was
selected and analysed in each simulation. During the fitting to find the frequency
and damping rate, the early time-steps were ignored to allow for relaxation of the
initial perturbation.
k
r
ρi
0 0.05 0.1 0.15 0.2 0.25
ω
G
AM
 
(21
/2
 
v T
i/R
)
1.6
1.65
1.7
1.75
1.8
Shielded frequency
Measured frequency
Figure 4.4: GAM frequency plotted as a function of krρi.
It can be seen by looking at figure 4.4 that the dependence on kr is not par-
ticularly reliable; although it should be noted that at least some of this result can be
attributed to a poor fitting when calculating GAM frequency. The GAM frequency
does stay largely constant for simulations with very small radial wavenumber, but
varies substantially above krρi = 0.05. This erratic behaviour can also be seen with
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Figure 4.5: GAM damping rate plotted as a function of krρi.
the damping rate, figure 4.5.
The ‘shielded frequency’ shows the variation predicted by equation 4.18. For
the plotting of the shielded frequency, the GAM frequency observed for the lowest
krρi perturbation has been used in place of ωG. A full analytical prediction, using
equation 4.15 to calculate ωG has not been plotted due to the low reliability of this
dispersion relation at high τe.
Data has only been plotted for simulations with krρi up to ∼ 0.23 as the
Singular Value Decomposition did not seem to recover individual modes from higher
kr runs.
It was decided that for krρi < 0.05 the frequencies were close enough to
expectations to continue the investigation of GAM eigenmodes. Due to the method
of derivation, predictions were already expected to be valid only for low kr. For radial
wavenumbers higher than this cut-off, the eigenfunctions should not be expected to
have a form similar to the Airy function.
4.3.3 Results
We now turn our interest to the GAM eigenfunctions found from the SVD. The
dominant modes are plotted against ρ and compared to analytical predictions given
by equation 4.23. The appropriate value of r0 is not immediately apparent and
must be found by observation. Furthermore, following the boundary condition de-
scribed in section 3.12.4, we know that any eigenfunctions existing in simulations
should have φ = 0 at the last closed flux surface, s = 1. Therefore, any predicted
eigenfunction of equation 4.23 must also be subject to the same restriction.
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Figure 4.6: Potential of the most prominent eigenfunction and its predicted form
in runs with krρi = 4.44 × 10−3 and krρi = 5.71 × 10−2 on the left and right
respectively. Airy fit and simulation results have been resized so that they have
matching amplitudes.
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Figure 4.7: Potential of the second most prominent eigenfunction and its predicted
form in runs with krρi = 4.44 × 10−3 and krρi = 5.71 × 10−2 on the left and right
respectively. Airy fit and simulation results have been resized so that they have
matching amplitudes.
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Figure 4.8: Potential of the third most prominent eigenfunction and its predicted
form in runs with krρi = 4.44 × 10−3 and krρi = 5.71 × 10−2 on the left and right
respectively. Airy fit and simulation results have been resized so that they have
matching amplitudes.
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Figures 4.6, 4.7 and 4.8 show the three most most prominent modes found
in simulations. The same eigenmodes appear in each simulation, independent of the
initial perturbation, which indicates that they are modes inherent to the system.
However, it can also be seen that the analytical predictions deviate from observations
as kr increases.
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Figure 4.9: Potential of the most prominent eigenfunction in a run with krρi =
0.1537 and its predicted form. Airy fit and simulation results have been resized so
that they have matching amplitudes.
The higher the spatial frequency of the initial perturbation to the system,
the more the modes of the simulations move away from the expected Airy function.
By krρi = 0.1537, figure 4.9, the Airy solution is seen to provide a much weaker
match. This could be due to the SVD not successfully isolating single modes, but it
is also possible that for simulations with larger krρi, the GAM eigenmodes are no
longer dominant and other modes are becoming more significant.
Despite the poor predictions for waves with large kr, there are clear eigen-
modes present in many of the simulations performed. For low kr, we can conclude
that radial GAM eigenmodes are observed in simulations which match the predic-
tions made by Itoh [75].
4.4 Rotating plasma
4.4.1 Introduction
In addition to investigations of GAM eigenmodes, research has also been undertaken
to investigate the behaviour of GAMs under a toroidal rotation. There have been
many previous studies predicting the behaviour of Geodesic Acoustic modes and
zonal flows using both kinetic and fluid approaches [79, 80, 81, 82, 83, 84, 85].
A dispersion relation has been derived by Wahlberg for GAMs in the presence
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of a toroidal rotation by solving the Frieman-Rotenberg eigenvalue equation [84].
This derivation also finds that a second low frequency GAM will form in the presence
of rotation, but this has not been a point of focus in this thesis. The derived GAM
dispersion relation is given as
ω2G =ω
2
s
[
1 +
1
2q2
+
M2 (M2 + 4)
Γ
+
√(
1 +
1
2q2
+
M2 (M2 + 4)
Γ
)2
− 2M
4
q2Γ
(
1− 1
Γ
)] (4.27)
where
ω2s =
ΓTi
R20
(4.28)
is the sound frequency. The adiabatic index Γ is taken to be
Γ =
(
7
4
+ τe
)
as used by Sugama and Watanabe in their derivation of a dispersion relation using
a kinetic approach, equation 4.15 [70]. This change in GAM frequency, shown by
equation 4.27, is caused by the centrifugal effects of a rotating plasma.
The toroidal mach number of the plasma is given by
M =
√
Ω2tR
2
0
2T
∼ O(1) (4.29)
where Ωt is the toroidal rotation rate of the plasma. This is the same as the toroidal
velocity normalized with the thermal velocity.
The dispersion relation given in equation 4.27 has been derived assuming
circular concentric flux surfaces in a large aspect ratio device, as such this relation
would not be valid in simulations with MAST-like parameters. ωG is only ever
dependant onM2 and neverM, this suggests that the direction of toroidal rotation
will have no effect on the change in GAM frequency.
Here, investigations have used flat temperature and density profiles with a
system size ρ∗ = 1/160. Other parameters of the simulations were τe = 1, R0 = 1.3,
a = 0.13, 10 million (10M) ion markers and an approximately flat q profile with
value q ∼ 2. The field grid size was Ns×Nθ×Nζ = 128×32×32 with time steps of
10Ω−1ci . Only modes with n = 0 and m = −4 to 4 were allowed to develop. A solid
body rotation of varying size was applied to these simulations. Finally, an initial
perturbation matching that shown in equation 4.24 with krρi = 6.25 × 10−4pi was
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used.
4.4.2 Results
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Figure 4.10: GAM frequency as a function of toroidal velocity.
As can be seen in figure 4.10, the direction of toroidal rotation of the plasma
has negligible effect on the change in frequency. This is as predicted by equation
4.27 and discussed earlier. In addition to the results of simulations which use the
strong-flow modifications, the figure also contains results which use the weak-flow
formalism and results from simulations which use the strong-flow formalism but do
not include the density correction term (this is labelled as the uncorrected strong-
flow case in figures).
The frequency prediction for vtor/csi = 0 appears to have been accurate
to within a good margin, which suggests that the adiabatic index selected is valid
here. It can be seen that the analytical predictions do however overestimate the
change in frequency that occurs with rotation rate in strong-flow simulations. This
overestimation is not substantial at low toroidal velocity, but as the Mach number
approaches unity the differences between prediction and simulation becomes more
pronounced.
It is apparent from these results that the density correction term has a much
more substantial impact on GAM frequency than the introduction of the strong-
flow terms. This suggests that the ion density plays an important role in changes
to GAM frequency. It also appears that the modifications made to ORB5 as part
of this thesis bring the variation of GAM frequency closer to analytical predictions.
No predictions were made for the damping rate and it can be seen in figure
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Figure 4.11: Damping rate of GAM as a function of toroidal velocity.
4.11 that there is a poor trend found in the results; although there may be a weak
decrease in damping rate with larger rotation. However, as the damping is already
small, any fluctuations of potential may lead to sizeable variations in the damping
rate from our analysis. Observations from both weak and strong-flow simulations
however do show a general trend of lowered GAM damping rate with increasing
magnitude of toroidal velocity.
It was found in early benchmarking tests performed by Biancalani that mea-
surement of damping rate in a simulation requires a much larger number of markers
to achieve reasonable results in comparison to those required for recovering frequency
[71]. Therefore, future investigations into the damping of GAMs with toroidal ro-
tation will likely need many more markers in simulations to measure the damping
rate with any real confidence.
4.5 Summary
In this chapter, Geodesic Acoustic Modes were introduced and a series of bench-
marking tests were performed. Although these tests had been performed before [71],
they were repeated here to ensure the introduction of strong-flow terms had not in-
troduced errors into simulations. A good match was found between the dispersion
relation and results, but the predictions of damping rate were found to not agree in
situations for which the finite-orbit width became important.
Prompted by experimental observations of GAMs with the same frequency
across a substantial radial width, simulations were performed to investigate the
presence of GAMs as radial eigenmodes. Earlier work published by Itoh [75] was
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used as a basis for these simulations. Despite finding poor predictions of GAM
frequency dependence with radial wavenumber, eigenfunctions were observed which
had a very close resemblance to those predicted by Itoh.
Finally, the effects of toroidal rotation on GAMs were investigated. Simula-
tions found that the magnitude of the toroidal velocity was important, but direction
had little impact. This was found to be in agreement with a dispersion relation de-
rived by Wahlberg for GAMs in a rotating plasma [84].
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Chapter 5
Linear simulations
5.1 Introduction
In addition to n = 0 modes, we are also interested in the behaviour of the toroidal
modes with n 6= 0. For linear studies, it is possible to isolate and allow only one
toroidal mode to develop in each simulation through the use of a surface-dependent
filter. This is used to perform a scan over varying toroidal number n while keeping
the other simulation parameters constant. It is required that each mode be investi-
gated individually as the linear modes couple and will therefore affect each other if
not isolated.
For these scans over a varying toroidal number, an average poloidal wavenum-
ber can be calculated as
kθρi =
nq0
rmid
=
2nq0
a
(5.1)
where q0 = q(ρ = 0.5) and rmid = 0.5a. This has a relation to the toroidal wavenum-
ber of
kζρi =
n
R
=
Bp
Bt
kθρi. (5.2)
Simulation Parameters
The linear simulations performed in this chapter have used a radial, electric field
applied to a plasma with parameters matching the CYCLONE base case [86, 87] in
an ad-hoc circular concentric equilibrium. The CYCLONE case is based off of the
local parameters for an ITER-relevant Doublet III-D (DIII-D) high confinement shot
(shot #81499) at radius, r = 0.5a and time, t = 4000ms [88]. This is a commonly
used case for benchmarking gyrokinetic particle-in-cell codes and many CYCLONE
case ORB5 simulations have previously been performed [89, 63, 19].
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For the CYCLONE base case, the main parameters of the system are B =
1.91T , minor radius a = 0.625m, major radius R0 = 1.7m and normalised gyro-
radius ρ∗ = 1/180. In these liner simulations, peaked gradient profiles have been
used (shown earlier as equilibrium profile 1 in section 3.9.1). This differs from the
usual global CYCLONE profiles which have R/LT and R/Ln with a nearly constant
value across most of the radial domain. This use of peaked profiles is to ensure that
the modes which form are well localised to the area of interest (the radius at which
the profiles peak, r = 0.5a). Density and temperature gradient scale lengths are
related by the ratio ηi = Ln/LT = 3.114 in the CYCLONE case which leads to
R/LT = 6.92 and R/Ln = 2.22 with ∆i = ∆e = 0.3 and ρpeak = 0.5. At mid-radius,
the safety factor and magnetic shear are q(0.5) = 1.4 and sˆ = rq
dq
dr = 0.8 respectively.
This is given by the safety factor profile
q(ρ) = 0.86− 0.16ρ+ 2.52ρ2 (5.3)
which is implemented within ORB5 as a pseudo-safety factor,
q¯(ρ) = 0.854 + 2.184ρ2. (5.4)
The background electric field is such that it applies a uniform toroidal rota-
tion to the system, as first described in section 3.8.2, although the small toroidal
velocity present in even the ‘non-rotating’ case caused by the profile gradients will
mean that this rotation rate is not in reality homogeneous. This choice of constant
Eψ should allow for the investigation of strong-flow terms in a global simulation of
a rotating solid-body plasma. This would be expected to exhibit behaviour which
can largely be attributed to the centrifugal and Coriolis forces in the plasma, as
discussed later in section 5.3 of this thesis.
Additional parameters used in these simulations include time-steps of size 20
Ω−1ci and a field grid of size Ns ×Nθ ×Nζ = 128× 512× 256. The resolution of the
field grid has here been increased from previous investigations in chapter 4 because
we are now investigating modes which we would expect to fluctuate in the poloidal
and toroidal directions. Adiabatic electrons have been used for these simulations
and the ratio of ion to electron temperature is given as τ = Ti/Te = 1. Simulations
were run for 8×104Ω−1ci and a GENE perturbation was used which applied an initial
perturbation with nmin = 2 and nmax = 90.
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Rotation Profiles
A solid body rotation rate applied to the linear simulations gives a constant flux-
surface averaged toroidal velocity. The variously sized profiles used are shown in
figure 5.1a. However, due to the equilibrium profile gradients, there is a non-zero
toroidal velocity already present in the simulations even for the ‘non-rotation’ case.
This leads to an equilibrium toroidal velocity that has a variation from the applied
toroidal velocity. The reconstructed toroidal velocities for the linear simulations can
be seen in figure 5.1b.
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Figure 5.1: Flux-surface averaged toroidal velocity as a function of s.
As a result, there will be some toroidal velocity gradient within simulations
which may have a stabilizing effect from the velocity shear. When toroidal velocities
are discussed in this chapter, the applied toroidal velocity at mid-radius is implied.
The diamagnetic flows which are present in all simulations vary radially,
peaking at approximately s = 0.45 with a value of vtor/cs = −0.18.
5.2 Convergence with marker number
In order to have confidence in the results found in any simulations, we must first
be able to confirm that the simulations converge to a solution. This can be sim-
ply checked in the linear case by comparing the ratio of signal to noise, using the
definitions given in section 3.13. Unlike the non-linear simulations, linear simula-
tions do not require as rigorous noise control to remain physically relevant. Apart
from the use of the field-aligned filter that was described in section 3.12.4, the noise
can be kept to a reasonable level through an appropriate choice of the number of
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markers. We desire as high a signal to noise ratio as possible but noise is known
to scale with marker number as N−1/2, where N is the number of markers. Due to
the computational cost of global PIC simulations, a balance must therefore be made
between the gains from adding markers and the computational resources required
for the simulation.
By looking at the signal to noise ratio for a simulation containing a sin-
gle mode, the convergence of linear simulations with marker number can be easily
checked. The toroidal mode chosen for these tests has an average poloidal wavenum-
ber of kθρi = 0.316, which was found to be the fastest growing mode in a non-rotating
case. The model used in ORB5 will be more accurately represented with a higher
number of markers, and therefore the simulations should converge on a single growth
rate.
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Figure 5.2: Signal to noise ratio for a non-rotating simulation containing a mode
with kθρi = 0.316. The signal does not include the zonal-flows as it would dominate
over the other modes.
Figure 5.2a shows the change of signal to noise ratio with time for simulations
of varying marker number. It can be seen in the early stages of all simulations the
signal to noise ratio is much lower than at later time steps. At initial time-steps
the modes of interest are still small but they will grow exponentially, leading to the
more stable S/N ratio seen at later times.
It can be seen from figure 5.2b, that the growth rate of the selected mode
converges on a value as more markers are added to the simulations. Low marker
numbers in particular give a large variation of growth rate, but given that the
average signal to noise ratio for the lowest simulation was approximately S/N ∼ 4
this is not at all surprising. An accurate representation of the gyrokinetic model
used within ORB5 would not be expected for simulations with S/N < 10 [90].
In the case of these simulations, the signal to noise ratio was found to con-
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sistently increases more than would be expected from the corresponding increase in
marker number. It was found that a boost in S/N proportional to N instead of the
expected N1/2 occurred; however it would not be reasonable to assume a similar
increase in all simulations.
Following these tests, a marker number of 10M was chosen for the CYCLONE
case linear simulations. This achieves the desired balance between signal to noise
ratio and computing cost. For 10M markers, each of the linear simulations used 512
cores for approximately 2 hours.
5.3 Rotational effects
To discuss the effects that a toroidal rotation may have on the modes and transport
of simulations, it is convenient to consider the plasma in a co-moving frame (which
rotates at the same rate as the plasma) instead of the laboratory frame. A series
of papers published by Peeters have derived a set of gyrokinetic equations in a co-
moving frame, while allowing for strong rotational effects, in the local limit [91, 34].
Subsequently, investigations have been performed for strongly rotating plasmas in
local gyrokinetic code GKW [92, 35, 36].
In a frame which rotates with the plasma, the effects of a toroidal rotation
can be characterised as inertial forces: the centrifugal and Coriolis forces.
The centrifugal force acts through a centrifugal drift. In addition to this,
the centrifugal force will cause particles to lose an increased amount of parallel
velocity as they move from the outboard to the inboard side of the tokamak. As a
result, the centrifugal force enhances the trapping of particles and a poloidal density
variation will also arise giving a larger density on the outboard side. For simulations
with kinetic electrons, it would therefore be expected to see an enhancement to
the trapped electron mode from the centrifugal force. As the centrifugal drift is
dependent upon the plasma flow and not the particle velocity, its effect is the same
across all particles of the same species.
The centrifugal force should have little contribution to the toroidal momen-
tum transport outside of changes which arise from the density variation along the
flux surfaces. Using a low-field side gyro-fluid model Peeters has found that the
effects of the centrifugal drift can lead to a change in the frequency of each mode.
This frequency change is positive and increases with rotation rate. It can be viewed
as a Doppler shift resulting from the centrifugal effects [34].
The Coriolis force enters the gyrokinetic equations through the Coriolis drift,
which acts in the same direction as the drifts caused by the magnetic inhomogeneity.
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It will contribute no change to energy. With a gyro-fluid model in a co-moving frame
Peeters has shown that the toroidal momentum flux in a rotating plasma will have
a diffusive contribution and a Coriolis pinch term [91]. This toroidal momentum
pinch acts to generate a radial gradient in the toroidal velocity profile, potentially
leading to an increasing E × B shearing rate. The toroidal pinch velocity always
acts to enhance the absolute value of the velocity gradient. It is also found that the
pinch velocity will decrease with kθρi.
However, further studies have suggested that this inwards momentum flux
is expected to be small with adiabatic electrons. Again, using a gyro-fluid model it
was found that the parallel dynamics will act to compensate for the Coriolis pinch
and lead to a zero parallel momentum flux [93, 94]. There will be some differences
in a gyrokinetic model, meaning we may still observe some momentum flux, but we
expect that the Coriolis pinch effect will not be the dominant mechanism.
We can show that the centrifugal and Coriolis drifts are approximately re-
tained in the laboratory frame within the magnetic curvature drift. To do this, we
consider the parallel velocity of a particle (in the lab frame), v‖, to be composed of
two parts: the parallel flow, v0, and a particles parallel velocity relative to the flow,
u‖ = v‖ − v0. The parallel flow is the same flow given in equation 3.37.
In a standard simulation with no toroidal rotation (and neglecting any par-
allel flow that results from the profile gradients) the markers would only have a
particle specific parallel velocity u‖, and so this value is dependent on the individual
markers. u‖ could also be considered the markers parallel velocity in a frame moving
with the same speed as the parallel flow. The parallel flow on the other hand is a
radially dependent term.
By substituting
v‖ → v0 + u‖
into the equation for the curvature drift, we get
mv2‖
qB∗‖
B×∇B
B2
=
mu2‖
qB∗‖
B×∇B
B2
+
mv20
qB∗‖
B×∇B
B2
+
2mu‖v0
qB∗‖
B×∇B
B2
. (5.5)
We can consider the first term here to be the curvature drift in a co-moving frame,
or a simulation with no rotation. The second and third terms are then new drifts
that only occur in a rotating plasma. Inclusion of the background E ×B drift, uE ,
is required to fully recover the Coriolis and centrifugal drifts within the laboratory
frame.
By once again comparing to previous work in a co-moving frame performed
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by Peeters [34], we see that these new terms can be approximately considered a
centrifugal, vcf , and Coriolis drift, vco, respectively.
vcf =
mv20
qB∗‖
B×∇B
B2
(5.6)
vco =
2mu‖v0
qB∗‖
B×∇B
B2
(5.7)
Although it is important to remember that the centrifugal and Coriolis forces are
‘fictitious’ forces and equations 5.7 and 5.6 are technically not new drifts, but still
part of the lab frame curvature drift.
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Figure 5.3: Centrifugal drift on the outboard side the tokamak as a function of
radius, for several applied rotation rates.
As the centrifugal drift, equation 5.6, is proportional to only the parallel flow
and not parallel velocity of each marker, we may calculate the size of the centrifugal
drift on the outboard side of the plasma for the ions. The centrifugal drift resulting
from the application of a background electric potential upon the plasma can be seen
in figure 5.3 for several different imposed toroidal velocities. Due to the squared v0
term in equation 5.6, the resulting direction of the drift can be expected to remain
the same regardless of the direction of the applied toroidal rotation. Therefore, any
stabilising effects of the centrifugal drift may be expected to be roughly symmetric
with the direction of toroidal rotation
It is expected that the combination of the Coriolis and centrifugal drifts will
together have a stabilising effect on the ITG mode. This has been observed in
previous linear studies in a local gyrokinetic code [35].
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Flow Shear Stabilization
It has been well documented and studied that a sheared flow can reduce, and some-
times completely suppress turbulence and the micro-instabilities which drive them
[95, 96, 97, 98, 99, 100, 101]. In a basic picture, the flows act on either end of a radial
mode structure differently which causes a tilting of the mode in the poloidal plane.
As the mode is tilted, its growth rate is also reduced. A comprehensive review of
turbulence supression caused by sheared flows has been written by Terry [102].
Although they are not a subject of interest in this thesis, the flows that arise
spontaneously from profile variations may be large enough to cause some stabilisa-
tion as a result of shearing.
5.4 Frequency
To calculate the frequency of the mode present in a simulation, we read the perturbed
electric potential at mid-radius on the outboard side. This gives a known perturbed
potential for a defined position in the poloidal plane, but with varying ζ and time
coordinates; φsθ(ζ, t).
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Figure 5.4: Calculated frequency changes with time. The blue line represents fre-
quency calculated at each time step and the red line shows the mean taken across
the last half of the simulation. A non-rotating case with n=24 is depicted above.
By taking the Fourier transform of this potential in the toroidal direction,
we find a complex amplitude that is a function of the toroidal mode number, n, and
time, t. As only one toroidal mode has been allowed to grow in each simulation, the
corresponding mode can be easily isolated. The perturbed potential for the selected
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toroidal mode would be expected to be of the form
φ(m,n, t) ∝ e−i(mθ+nζ)e−iωt. (5.8)
The exponential which is dependent upon m and n will remain constant in time. We
can therefore identify a frequency by calculating the phase difference of the complex
Fourier transformed potential between each adjacent time-step (giving ωδt) and then
dividing by the time-step size, δt. This will calculate a time-dependent frequency,
as shown in figure 5.4.
Taking the mean of this series gives the frequency of the mode. However, the
mean is only taken across the second half of the simulation as the signal to noise
ratio in the early time-steps is poor.
As the plasma in the system is rotating toroidally as a solid body, this ob-
served frequency will be subject to a Doppler shift which must be accounted for.
5.4.1 Doppler shifted frequency
The Doppler effect is a well known phenomenon that occurs when an observer is
moving relative to the source of a wave. Therefore, in the case of a rotating plasma
inside a tokamak, any frequency found in the laboratory frame would be expected
to have been subject to this shift. The Doppler shift is given by
ωmeasured = ωsource − ∆v
vp
ωsource (5.9)
where vp is the velocity of the wave in the plasma, ∆v is the difference
between the velocity of the waves source and the observer. ωsource and ωmeasured
are the frequency of the wave at the origin and the frequency as it appears to the
observer (in the lab frame).
The origin of the wave is the rotating plasma and therefore the relative
velocity between the source and observer is given by the toroidal velocity of the
plasma. By taking advantage of the relation between frequency and wave number,
we do not need to know vp, since k = ω/vp. Additionally, since the desired frequency
is ωsource, equation 5.9 can be rearranged to
ωsource = ωmeasured + ∆vkζ . (5.10)
Since ∆v = vtor, the desired frequency of the toroidal modes in a rotating plasma
is given by
ωsource = ωmeasured + vtorkζ (5.11)
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which can then be put into a more convenient form.
ωsource = ωmeasured + nΩt (5.12)
where Ωt is the toroidal rotation rate.
5.4.2 Results
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Figure 5.5: Frequency of the linear modes under various rotation rates.
The frequency measured for varying rotation rates is shown in figure 5.5a,
plotted as a function of kθρi. As a sanity check, we can see that the non-rotating
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case roughly matches previous simulations performed within ORB5 [89]. Results
from each set of scans show a very consistent linear dependence upon kθρi. The
gradient of this fit seems to increase with the magnitude of the toroidal velocity of
the plasma. At large kθρi, the frequency was seen to change more unexpectedly,
however this appears to be related to the growth rate of these modes approaching
zero. As such, the these near-zero growth modes have not been plotted.
Further investigations are made by isolating results of the fastest growing
mode in the non-rotation case, kθρi = 0.316. The frequency dependence upon
toroidal velocity for this mode can be seen in figure 5.5b where results from equiv-
alent weak-flow simulations have also been included. The results produce a very
smooth curve describing the frequency, which is approximately symmetrical with
the magnitude of vtor. It can be clearly seen that the modifications made as part
of this thesis once again act to greatly reduce the change in mode frequency with
toroidal velocity. This was previously seen in section 4.4 and suggests that a change
in density has a large effect on mode frequency. As noted earlier, there is a small
toroidal flow present in even the non-rotating case from the profile gradients. It
appears that this is the cause of the asymmetry we observe. The difference of fre-
quency between vtor/csi = 0 and 0.26 is relatively small in the strong-flow case,
which is likely because the actual toroidal velocity first decreases to 0 between these
points before rising again.
The approximately symmetric dependence on toroidal velocity, is consistent
with predictions that the centrifugal drift will be responsible for a change in fre-
quency [34]. These results also show strong similarity to the variation of GAM
frequency with toroidal velocity studied in section 4.4.
5.5 Growth Rates
The growth rate of the linear modes is found by analysis of the signal; which is as
described in section 3.13.
For a linear simulation with only one toroidal mode, the signal can be used
analogously with the field-energy of the desired mode. The signal is an exponential
that grows with time and so we take a log (base 10) of the signal and fit a straight
line. The gradient of this straight line is twice the growth rate of the mode. The
growth rate is calculated this way instead of with a direct fitting to the signal
because the noise also grows exponentially which can be detrimental to the fitting
algorithms. A fit of the exponential signal therefore usually results in an inferior
fitting when compared to a logarithmic fit.
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Figure 5.6: Mode growth rate is calculated by taking the gradient of a logged signal
plotted against time. The red line indicates the linear fit found for the signal shown.
This signal is taken from a non-rotating simulation with toroidal mode n=28.
To ensure an accurate value for growth rate is found, only the latter half of
the simulation signal is used for the fitting. This is done to remove the early results
where the signal to noise ratio is still low in comparison to the later time-steps. An
example of a typical fit can be seen in figure 5.6, which shows early time fluctuations.
5.5.1 Results
It can be seen from figure 5.7a, that the introduction of a constant toroidal rotation
in fact destabilises the plasma and causes a larger growth rate of the linear modes;
although with an asymmetry depending on the direction of the applied toroidal
rotation. A reasonable assumption may be that this asymmetry is caused by the flow
generated from the profile gradients, however, this would likely not entirely account
for the behaviour seen. It is likely that there is an already present stabilising effect
from the profile gradient flow shear which the inertial terms are counter-acting.
Figure 5.7a also shows that there is a small shift in the wavenumber of peak
growth as a function of rotation.
By again, focusing our attention on a single mode we may develop a clearer
picture of the behaviour of the growth rate with a changing toroidal velocity. Figure
5.7b plots the growth rate against toroidal velocity for a mode with kθρi = 0.32.
Here, we can see that a toroidal rotation initially causes the growth rate to increase,
although not symmetrically with vtor, however as the magnitude of vtor/csi ap-
proaches one there is a change and instead the rotation begins to reduce the growth
rate. The reason for this behaviour is not immediately obvious but analysis of the
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Figure 5.7: The growth rate of linear modes plotted for differing kθρi and vtor.
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mode structures in the poloidal plane will make this behaviour more transparent.
This (initial) destabilisation suggests that the mode structures tilt, which will be
analysed in section 5.6, is in fact being reduced in these simulations and lessening an
already present turbulence suppression. Similar behaviour is seen in the weak-flow
simulations, but with larger variation of growth rate.
5.6 Mode structures
The modes of a system can be seen in the perturbed potential to form structures, or
eddies, in the poloidal plane. Tilting of these structures can occur for flow velocities
that differ with radius, due to the plasma on either end of the eddies moving at
different rates to each other. An eddy lying purely in the radial direction would be
expected to grow more quickly than an eddy of an equivalent mode that is tilted
poloidally. A simple picture could consider that as the two ends of an eddy move
faster in relation to each other, the mode is tilted and then breaks apart. As this
happens to each mode present in the tokamak, the result is a ‘smoothing’ effect.
The stabilization from tilting a mode structure is largely dependent upon
the magnitude of this tilting angle, which we will label χ.
As can be seen in figure 5.8, when plotting the perturbed potential on the
poloidal plane there are clear structures of high and low value. A modification of
the toroidal velocity is seen to cause the tilting of these structures (or straightening)
as well as lengthening (or contracting) in the radial direction.
5.6.1 Analysis
Using the same simulations as in section 5.5, we look at the tilting of individual
modes and can relate the results to the modes stability. The method used here
to analyse the mode tilting measured the angle which the mode structure on the
outboard side (θ∗ = 0) makes with R, as shown in figure 5.9b. As the system is
assumed axisymmetric, all measurements were made at the same toroidal angle.
This angle has been calculated by first identifying all peaks (and troughs) at
a radius slow; thus identifying each mode structure on the poloidal plane. If any of
these mode structures have poloidal coordinate θ∗ ∼ 0, the poloidal position of the
same structure is then measured at a higher radius shigh. The coordinates of both
ends of a single mode structure (slow, 0) and (shigh, θpeak) are then known. From
these coordinates, the angle χ may be calculated with simple trigonometry; shown
in figure 5.9b. Angle χ is defined so that a negative value indicates a structure that
is tilted downward, and a positive value indicates an upwards tilt.
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Figure 5.8: Poloidal cross-section of the perturbed electrostatic potential for different
toroidal velocities. From left to right: vtor = −0.78cs, 0cs and 0.78cs. A tilting is
already present in the non-rotating case and the radial length of the structures also
appears to vary with toroidal velocity.
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(a) A mode structure with co-
ordinates θ∗ ∼ 0 at slow is
measured at higher radius. A
peak is found as shown by the
white marker.
(b) Tilting angle χ is calculated with simple
trigonometry from two known sets of coordinates.
A downwards tilting is defined as negative and up-
wards tilting mode has positive χ.
Figure 5.9: Tilting angle χ is calculated from measurements taken at two radial
positions slow and shigh.
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To account for cases where the tilting is so large that the peak closest to
θ∗ = 0 at shigh does not correspond to the mode structure of interest, a mid point
smid may be used to assist in identify the actual peak of interest at shigh.
This process is repeated for each time-step and a time-average is then taken
of χ across the last half of the simulation. The time-average should help mitigate
any other small fluctuations present in the perturbed potential.
The radii at which measurements were taken, slow and shigh, were the radial
positions at which the magnitude of the perturbed potential along θ∗ = 0 dropped
to one quarter of its peak value (the potential was first integrated in the toroidal
direction to provide a smooth curve). This ensured that measurements were taken
at equivalent points on the mode structure in every simulation.
5.6.2 Results
Variation of χ as a function of the applied toroidal velocity is shown in figure 5.10
for the fastest growing mode, kθρi = 0.32. Very similar behaviour can be seen from
the results with different kθρi; the relative size of χ shows some small variation. It
can be seen that the application of a solid body rotation here acts to increase χ
(tilt the mode upwards), regardless of the sign of rotation. This results matches
earlier findings of growth rates in section 5.5 which showed an increase with larger
applied toroidal rotation. As χ initially approaches zero the growth rate increases,
but when χ gains a positive value the toroidal rotation begins to act to reduce the
growth rate.
It can bee seen from figure 5.8 and figure 5.10 that the ‘non-rotation’ case
has an already present tilting of mode structure in the poloidal plane (χ ∼ −0.3).
This is a result of the equilibrium profile radial gradients present in the simulation,
which lead to a tilting of modes and a stabilising effect upon the ITG mode. Similar
observations have been made within ORB5 previously, with a similar diamagnetic
shear causing an asymmetry in the effects of an E ×B shear stabilisation [19, 103].
Since a local code maintains equilibrium profiles which are constant with radius, this
is an effect which would not be observed in a local simulation and is only retained
within a global code.
This suggests that the inertial forces, and their drifts, act to tilt the mode
structures. Though, for cases with an already present mode tilting (a negative χ)
they must first act to reduce this angle to zero. Results from figure 5.10 show
that large rotation rates may be required before any benefit can be found from the
inertial forces added by a rotation. For a CYCLONE-like system, even the effect of
inertial terms when vtor/csi ∼ 0.8 are not enough to outweigh the benefit given by
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Figure 5.10: Tilting angle as a function of toroidal velocity for mode with kθρi =
0.32. χ < 0 indicates a mode tilted ‘downwards’.
the inherent diamagnetic shear.
Further comparison of figures 5.7b and 5.10 reveal an apparent discrepancy.
It can be seen that the growth rate of the kθρi = 0.32 mode is lower for the simulation
which has vtor/cs = −0.78 than the positive rotation equivalent. However, figure
5.10 shows that χ is of a similar size in each case. Clearly, the tilting of the mode
does not fully describe the stabilising effect of the inertial forces.
This apparent discrepancy can be explained by the radial length of the struc-
tures. Figure 5.8 shows that the simulation for a negatively rotating plasma has
eddies which cover a wider radial region than the positively rotating case. An in-
crease in the radial length of a mode structure is also known to provide a stabilizing
effect. The reasons for this increased stability are very similar to the increased
stability with growing χ. As the radial length of the mode structure rises, the dis-
tance between either end of the mode structure increases. As a result, the mode
structure undergoes a more substantial shearing effect. This helps explain the lower
peak growth rate found in the negative direction, as the mode structures will have
different lengths when lying along the θ∗ = 0 axis.
Furthermore, the weak-flow results that are also shown in figure 5.7b show
very similar tilting angles to the strong-flow simulations. This seems to indicate
that the larger variation in growth rate previously observed for the weak-flow case
(when compared to the strong-flow simulations), may once again be related to a
change in particle density.
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This behaviour suggests that both the Coriolis and centrifugal forces con-
tribute to the stabilisation of modes in linear simulations through a mode tilting
effect.
In experiments this could lead to a reduced stabilising effect when a sheared
radial electric field is applied to a tokamak. The change in growth rate as a result
of solid body rotational effects would likely not exceed any sheared flow effects in
experimental studies.
5.7 Toroidal Momentum Pinch
Investigations into the toroidal momentum pinch effect can be made by considering
the quasi-linear fluxes. We look for an inward toroidal momentum flux as a result
of the Coriolis force (which appears in a co-moving frame)[96, 91].
The toroidal momentum flux (Γζ) is approximated here with the parallel
momentum flux (Γ‖) and is normalized by the heat flux (Q). This approximation
is valid because we are performing investigations of a large aspect ratio device, for
which the parallel direction is approximately the same as the toroidal direction.
A different diagnostic routine may be required for investigations of the toroidal
momentum flux in a spherical tokamak. Observations of the momentum flux are
taken as a time average across the last half of the simulation and then averaged
across a radial width of 0.2a, centred around ρ = 0.5.
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Figure 5.11: Toroidal momentum flux is approximated as parallel momentum flux.
Figure 5.11a shows that as kθρi increases, the momentum transport tends
to grow causing a larger outward momentum transport. However, it can also be
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seen that a toroidal rotation has an effect upon the size and direction of momentum
transport. Momentum transport has a peak value in kθρi which moves to higher kθ
as toroidal velocity increase. Simulations with vtor/csi = 0.78 were also performed
but have not been plotted here due to their negative toroidal momentum flux with
a very large magnitude (approximately −2).
By again selecting the fastest growing mode (in a non-rotating case) kθρi =
0.32, we can develop a clearer image of the effects of a toroidal rotation upon momen-
tum transport. Figure 5.11b illustrates that a toroidal rotation (in either direction)
first decreases the momentum transport to zero and then leads to an inwards pinch
effect on the toroidal momentum. It appears from these results that the gyro-fluid
model predictions made by Peeters, which suggest that adiabatic electrons will re-
sult in no pinch, may not be completely accurate [93, 94]. Although the pinch does
seem small, observations do show an increase in inwards pinch with higher rotation
rates.
In a non-linear simulation this may result in an increase in the magnitude of
vtor towards the core region, and may introduce an E × B shear that will in turn
act to reduce heat transport in the system.
The reason for the asymmetry of the pinch effect is not immediately ap-
parent, and the large inward momentum pinch for high positive toroidal velocity
is an unexpected result which suggests some other unknown effect may be causing
changes to the toroidal momentum transport. This asymmetry has not been ob-
served in local gyrokinetic codes, which suggests that it is caused by the additional
flows that arise from the profile gradients. This seems a reasonable conclusion when
also considering the similar asymmetry observed for the frequency and growth rate
of modes found previously.
5.8 Summary
In this section, linear investigations of strongly rotating plasmas have been per-
formed in the global limit. To this end, the expected behaviour of rotational terms
were first outlined by considering a co-moving frame. Predictions have previously
been made in a series of papers by Peeters [91, 34] for a co-moving frame in the local
limit, which show that the rotational effects can largely be described by a centrifugal
and Coriolis force acting on the plasma.
Linear simulations have been performed with parameters matching the CY-
CLONE base case and measurements of the frequency and growth rate have been
taken for individual toroidal modes. Reasonably good agreement was found for
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changes of mode frequency between global simulations performed in ORB5 and pre-
dictions made in the local limit, however, flows which arise from the profile gradients
were found to cause substantial deviations of the growth rates from predictions. An
already present stabilising effect was found as a result of the diamagnetic flows in
global simulations which counteracted stabilising effects of the inertial terms.
Due to the existence of these profile gradient flows, investigations have con-
cluded that there may be substantial differences between local and global codes in
regards to the growth of linear modes for a strongly rotating plasma.
Comparisons between strong and weak-flow forms of ORB5 reveal a substan-
tial difference between the scaling of mode frequency and growth rate with changes
of toroidal velocity. However, it is important to note that a significant amount of
this change may come from the introduction of a density correction term along with
the strong-flow modifications.
Furthermore, an inwards toroidal momentum pinch effect was observed de-
spite predictions that there should not be one for simulations with adiabatic elec-
trons. However, it is not clear whether this pinch is entirely caused by the Coriolis
force.
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Chapter 6
Collisionless non-linear
simulations
6.1 Introduction
We now move on to perform non-linear simulations, which provide a more detailed
view of the development of turbulence in a tokamak. In a linear simulation, the non-
linear term in the Vlasov equation which couples the perturbed distribution with
the perturbed electric field is ignored, but this is retained in non-linear simulations.
Toroidal Fourier modes couple together non-linearly and so a simulation must
include toroidal modes of numbers within a significant range to be consistent. Most
importantly the n=0 modes are required (zonal flows) as these regulate the turbu-
lence and are important in determining the nonlinear saturation state.
All of the nonlinear simulations performed in this chapter were performed
with CYCLONE like parameters similar to those used in chapter 5, but with different
temperature and density profiles. For these non-linear simulations the plateau pro-
files, equilibrium profile 2 in section 3.9.2, with gradient scale lengths R/LT = 6.92,
R/Ln = 2.22 and temperature ratio Te/Ti = 1 were used for the tuning simulations.
R/LT and R/Ln were increased from section 6.3 onwards by 20% to ensure that
sufficient turbulence arose for analysis. The other parameters were ∆T = ∆n = 0.04
and ∆r = 0.4a with a domain centred around r = 0.5a and radial width a.
For these simulations, a toroidal wedge corresponding to half of the tokamak
is considered, which means every second toroidal mode is kept in the simulation.
Toroidal modes up to n = 90 are included in these simulations, corresponding to
kθρi = 1.41. The system size was ρ∗ = 1/180 with a = 0.625m and R0 = 1.7m. The
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field grid size was Ns×Nθ ×Nζ = 128× 512× 256 and the safety factor is given by
q(ρ) = 0.86− 0.16ρ+ 2.52ρ2 (6.1)
which gives q = 1.41 and sˆ ∼ 0.8 at r = 0.5a.
The initial conditions of a non-linear simulation can have a large impact upon
the final state that the system reaches and so the initial perturbation remained
consistent between all non-linear tests performed. The GENE perturbation was
used, as given by equation 3.78, acting on toroidal modes of value ranging from 2
to 90. An initial perturbation was therefore applied to each mode present in the
simulation, with the exception of the zonal modes. This exclusion was made to allow
the zonal flows to grow non-linearly in the simulation naturally.
Typically, a non-linear simulation in ORB5 can be expected to go through
two or three different phases. The first is the linear phase during which the various
modes present in the simulation grow exponentially until they reach an amplitude at
which they saturate. This saturation amplitude is not known prior to the simulation.
The length of this linear phase varies depending upon the growth rate of the mode
and its saturation amplitude, and as such the time that the linear modes spans is
also unknown apriori. In the simulations presented in this chapter, the linear phase
was typically found to be approximately 10−35[a/cs]. Following this, there may be
an “over-shoot” period if the n = 0 zonal flow takes longer to reach its saturated
amplitude than the other modes (the length of this period can vary, if it is present
at all). If this occurs then the other modes will subsequently be damped by the
zonal flow, leading to a reduction in the amplitude of the turbulence.
After the over-shoot period, the simulation should reach a quasi-equilibrium
steady state. It is at this point in the simulation which comparisons with experi-
ments are usually made or the transport caused by the turbulence is considered. It is
often useful when looking at information from the quasi-steady state of a non-linear
simulation to take the time-average of the desired quantity. A requirement is then
that the simulation continues for a significant time after reaching this final state to
allow an averaging over a substantial time window.
6.2 Tuning and noise reduction
Non-linear simulations in ORB5 can be extremely sensitive to physical or numerical
variations of parameters and as such it is important that several different input pa-
rameters are adjusted to give optimum results from each simulation. Unfortunately,
many of these inputs must be adjusted manually and so it can require a substantial
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amount of computing time to set up a series of non-linear runs.
The most significant result that comes from this fine-tuning of the simulation
parameters is an improvement of the signal to noise ratio (S/N) in the subsequent
non-linear simulations. It is vital that this ratio is appropriately high as it has
previously been found that a simulation must have a signal to noise ratio of at least
10 in order to contribute useful and reliable results; although the higher the ratio the
better [90]. Global particle-in-cell simulations in particular have a known problem
with the generation of noise over a simulation long enough for the turbulence to
reach a quasi-steady state [64]. By using the equations given for signal and noise,
in section 3.13, it is possible to plot the development of this ratio with time.
Numerous simulations are performed in this section with the purpose of im-
proving the signal to noise ratio for the rotating non-linear simulations. This tuning
has been performed in the past for non-linear simulations in a CYCLONE-like case
but they are repeated here to ensure that they still work as intended after modifi-
cations to ORB5.
6.2.1 Marker number
An obvious first step to achieving a high S/N ratio in a particle-in-cell code is ensur-
ing that a sufficient number of markers are used in the simulation. However, simu-
lations become more computationally expensive with increasing number of markers
and so care must be taken to find a balance between a marker number high enough
to accurately represent the gyrokinetic model of ORB5 and low enough to run com-
plete simulations within a reasonable time. The scaling of noise to marker number
is given to be N−1/2, where N is marker number. Therefore, increasing the signal
to noise ratio by a factor of 2 would theoretically require a 4 times increase in the
number of particles. From this relation, it can be seen how increasing the accuracy
of simulations can quickly become extremely computationally expensive.
The dependence upon the number of markers in a non-linear simulation and
the size of the S/N ratio has been investigated and the results are shown in figure
6.1. These simulations were performed for 50 million and 100 million markers. For
reasons discussed in section 6.2.2, a heating term γH = 0.02cs/R has also been used
in these simulations to maintain a larger signal at late time. No coarse-graining
was used in these simulations; largely because of the relation between the number
of bins and the number of markers discussed in section 6.2.3.
It can be seen in figure 6.1 that an increase in the number of markers sig-
nificantly increases the S/N ratio. The increase found here was an approximate
doubling of S/N ratio, which notably exceeds the improvements of
√
2 times that
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Figure 6.1: Dependence upon the number of markers for signal to noise ratio was
plotted for two different cases. Both cases have a heating rate of γH = 0.02[cs/R]
and made no use of noise control schemes.
would be expected. However, such a substantial increase will not always occur with
increasing marker number, and it is fortunate that such a large boost can be applied
in this case.
Following the analysis of these simulations, it was decided that N = 100M
provides a suitable level of accuracy and so all further simulations described in
this chapter will have 100 million ion markers. Although the signal to noise ratio
shown here is lower than would generally be desired, it will later be seen that the
coarse-graining can make a large improvement without requiring more markers, and
therefore keeping the computational cost reasonable. Similar to the linear simula-
tions, the non-linear simulations used 512 cores but ran for close to 16 hours in order
to achieve the desired accuracy given by 100M markers.
6.2.2 Heating Operator
In non-linear simulations, the anomalous radial heat flux from the turbulence will
cause a relaxation of the profiles which will inhibit the drive for the micro-instabilities
that are generating the turbulence. In order to counteract this profile relaxation, a
source of heating may be introduced into the system without affecting the physics.
The heating source is introduced by adding a new term to the Vlasov equation:
dδf
dt
= τ (E) + SH (, s) (6.2)
where SH is a heating source which is given by
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SH (, s) = −γH
{
δf (, s)− f0 (, s)
∫
dvδf (, s)∫
dvf0 (, s)
}
. (6.3)
This works by applying a poloidally independent source across each flux surface
acting to damp the perturbed distribution function. The second term in equation
6.3 is a correction to the heating term used to conserve density, since∫
dvSH (, s) = 0. (6.4)
This source term is added only to reduce profile relaxation in the simulations.
Although this thesis investigates rotation profiles, there is no source of momentum
included in the simulations. The toroidal rotation is already included in the original
state of the system.
The input parameter, γH , must be manually adjusted and is typically taken
to be about one tenth the size of the maximum linear growth rate, which will
depend on the physical parameters of the system [63, 64]. This ensures that the time
scale over which the heating term affects the temperature is an order of magnitude
smaller than the linear phase. The relaxation of profiles that occurs in the absence
of a heating term is undesirable because we wish to define the profiles studied in
the quasi-steady state ourselves. Additionally, a profile that continues to change
throughout the quasi-steady state will cause variation in the resulting fluxes. As the
heating term should not directly affect the physics of the simulation, it is expected
that signal to noise ratio should have little variation with γH at early time-steps.
However, a higher signal will be seen at late time steps due to the heating operator
acting to maintain drive for the turbulence.
It was found in section 5.5 that the maximum growth rate in the CYCLONE
base case is γmax ∼ 0.2cs/R and so a heating rate of γH = 0.02cs/R is a good initial
estimate. In figures 6.2 and 6.3, simulations have been run with 100M markers
and γH = [0, 0.02, 0.05]cs/R. Coarse-graining was used in these simulations, with a
coarse graining grid Ns ×Nθ∗ ×Nζ ×NEn ×Nλ = 128× 32× 128× 32× 32 and a
coarse-graining relaxation rate γcg = 0.45cs/R.
It can be seen in figure 6.2 that S/N is not substantially affected by the
heating term, except for slightly higher values at late time.
In addition to the signal to noise ratio, one can also observe the temperature
gradient scale length, R/LT , averaged over a radial window between r = 0.4a and
r = 0.6a and varying with time. The variation of R/LT in figure 6.3 illustrates that
applying a heating term reduces the relaxation of the temperature profile.
The heating rate used in future simulations is taken to be γH = 0.02cs/R
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Figure 6.2: The signal to noise ratio for 100M markers can be seen to remain mostly
unchanged by a heating term.
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after analysis of the results included in figure 6.3. It was found that this led to an
acceptable reduction in the profile relaxation.
6.2.3 Coarse-graining
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Figure 6.4: The signal to noise ratio in a CYCLONE base case for varying values of
Nλ ×NEn. The signal to noise ratio in the absence of any coarse-graining is given
by the black line.
An extremely important step in setting up non-linear simulations while main-
taining an acceptable level of noise is selecting the correct parameters for the coarse-
graining [63]. As first discussed in section 3.13, the coarse-graining is the most com-
monly used noise control method implemented in ORB5 but does require manual
adjustment to get the best performance. A coarse-graining rate of once every 10
time steps per marker has been selected, ncg = 10, and is a commonly used value
for ORB5 simulations. This reduces the number of markers required proportionally
to the number of bins; by a factor of 10.
The size of the coarse-graining grid can generally be taken to match the grid
that the potential is stored on. This ensures that the coarse-graining does not act on
turbulence at a level that may have physics relevant to the simulation. However, this
can be improved upon by using a field-aligned grid which allows larger bin sizes in
the poloidal direction whilst still not damping the physically relevant scales. The use
of such a grid leads to a requirement of only 32 coarse-graining bins in the poloidal
direction for ORB5 [63], greatly reducing the number of total coarse-graining bins
used.
This still leaves several parameters for the coarse-graining noise control scheme
which must be fine-tuned manually. The first of these is the total number of coarse-
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graining bins (bin numbers in some directions of phase space are not set by the
field grid size), which has to be carefully balanced to ensure at least two markers
in each bin when a coarse-graining is performed. The condition that arises from
this constraint is that the ratio of marker to bin number must be (at least) of order
1/ncg, in this case 1/10 [63]. As the coarse-graining bins are across the entire phase
space, the grid resolution in energy, NEn, and pitch angle, Nλ, are important and
can be adjusted.
Time (a/c
s
)
0 100 200 300 400
lo
g[ 
E(
n) /
(m
ic
s2 ) 
]
-18
-16
-14
-12
-10
n = 16
No CG
16 x 16
32 x 32
40 x 40
64 x 64
Time (a/c
s
)
0 100 200 300 400
lo
g[ 
E(
n) /
(m
ic
s2 ) 
]
-22
-20
-18
-16
-14
-12
n = 32
No CG
16 x 16
32 x 32
40 x 40
64 x 64
Figure 6.5: The electric field-energy spectrum for two different toroidal modes in
the CYCLONE base case with varying values of Nλ×NEn are plotted. The energy
spectrum in the absence of any coarse-graining is given by the solid black line.
For the grid sized used in these non-linear simulations, the number of coarse
bins in the physical directions are Ns×Nθ∗ ×Nζ = 128× 32× 128 which represents
bins across half the torus (since one of every two toroidal modes are kept). Therefore,
the number of total coarse-graining bins across the entire phase space is given by
128 × 32 × 128 × NEn × Nλ. For NEn = Nλ = 40 this gives approximately 840M
bins, and therefore 100M markers should provide a high enough number of markers
per bin for the coarse-graining. We therefore take this as an initial estimate.
Figure 6.4 shows the S/N ratio and figure 6.5 the energy spectrum for two
selected toroidal modes with varying numbers of coarse-graining bins. 100M markers
were used in each simulation, with a heating rate γH = 0.02cs/R and a coarse-
graining relaxation rate γCG = 0.45cs/R. It can be seen that coarse-graining does
improve the S/N of each simulation, but as the number of bins increase the S/N ratio
drops. This is as would be expected, since fewer markers will be present in each bin
if the bins themselves decrease in size. Averaging over more markers with each step
will result in a higher reduction of noise, however, it will also have a greater effect
on the physics of each mode. The energy spectrum of the modes shown in figure 6.5
indicate that there is a larger variation from the non-noise controlled simulations
when using fewer bins. A balance between signal improvement and minimal changes
to the physics of the simulations is desired.
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It was decided that for these simulations, NEn = Nλ = 32 provides the best
balance. Although NEn = Nλ = 16 gives a larger improvement to the S/N ratio, its
effect on the physics of the simulations was judged too large in comparison to the
benefits given.
Finally, the relaxation rate of the coarse-graining must be decided for the
simulations that are to be performed. Unfortunately, the optimal relaxation rates
are specific to the physical quantities of the simulation and are not at all universal.
Therefore, to decide on an appropriate value a scan over varying relaxation rates is
performed. The only requirement for the relaxation rate is (ncg∆t) · γcg ≤ 1, with
the full relaxation of all weights within a bin to their average value occurring for
(ncg∆t) · γcg = 1. The time step size is chosen to be ∆t = 20Ω−1ci . This therefore
imposes a requirement on the relaxation rate of γcg ≤ 1/(ncg∆t) = (5× 10−3)Ωci =
0.9cs/R in these simulations.
A scan over several different relaxation rates, [0, 0.225, 0.45, 0.9]cs/R, was
performed. The resulting signal to noise ratio can be seen in figure 6.6, which along
with comparisons of the energy spectrum for several toroidal modes, shown in figure
6.7, allows us to select the most appropriate relaxation rate. In these simulations,
the same heating rate has been used of γH = 0.02cs/R and a coarse-graining grid
of size Ns ×Nθ∗ ×Nζ ×NEn ×Nλ = 128× 32× 128× 32× 32.
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Figure 6.6: The signal to noise ratio as a function of time shows improvements for
appropriate coarse graining rate γcg.
From these results, it was decided the coarse-graining rate that gives the
best improvement to the S/N ratio of the simulation while minimising the effects
on the growth and behaviour of the modes is given by γcg = 0.45cs/R. Although
γCG = 0.9cs/R does give a better S/N ratio in the earlier time-steps it provides
122
Time (a/c
s
)
0 100 200 300 400
lo
g[ 
E(
n) /
(m
ic
s2 ) 
]
-18
-16
-14
-12
-10
n = 16
No CG
γCG =  0.225 [cs/R]
γCG =  0.45 [cs/R]
γCG = 0.9 [cs/R]
Time (a/c
s
)
0 100 200 300 400
lo
g[ 
E(
n) /
(m
ic
s2 ) 
]
-20
-18
-16
-14
-12
-10
n = 24
No CG
γCG = 0.225 [cs/R]
γCG = 0.45 [cs/R]
γCG = 0.9 [cs/R]
Time (a/c
s
)
0 100 200 300 400
lo
g[ 
E(
n) /
(m
ic
s2 ) 
]
-22
-20
-18
-16
-14
-12
n = 32
No CG
γCG =  0.225 [cs/R]
γCG = 0.45 [cs/R]
γCG = 0.9 [cs/R]
Figure 6.7: The electric-field energy spectra of modes with n = 16, 24 and 32 are
seen to vary with differing coarse-graining rate γcg.
little improvement at later times. Additionally, the variation of the various energy
spectra seen in figure 6.7 is considered to be unacceptably large for γCG = 0.9cs/R.
The final coarse-graining parameters are taken as Ns×Nθ×Nζ×NEn×Nλ =
128× 32× 128× 32× 32, with a coarse-graining rate of γcg = 0.45cs/R.
6.3 Results
After adjusting noise control and heating parameters with the non-rotating case, the
same parameters can be used over numerous rotating simulations. This will ensure
that the effects on the physics and noise of the simulations will remain constant
despite the other changes that will occur between the simulations themselves.
In a non-linear simulation, the main point of interest is usually the quasi-
steady state, as this is where the flux and diffusivity can be studied and also where
any comparisons with experimental results would be made. Although often the
interest is not in the time-variation of the transport, but its time average. This is
because despite small variations, the transport would be expected to remain largely
the same during this phase and so an average over time should gives a good estimate
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of transport for comparison between simulations.
In order to get a good result, we aim to continue the simulation for at least
500 (a/cs) after reaching the quasi-steady state. Although the transport may be
expected to remain approximately constant during this time, it is worth noting
that the rotation profile may still be evolving due to the toroidal momentum flux.
Studies of turbulent transport within gyrokinetic codes have been well documented,
for more information the reader is directed to a review by Garbet [104]. The flux is
here presented in gyro-Bohm units, χGB = csρ
2
s/a.
For these simulations, R/LT and R/Ln were also increased by 20% from
values used during the earlier parameter adjustment. This change was made to
promote larger fluxes and to ensure that all simulations will contain substantial
turbulence.
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Figure 6.8: The velocity profiles of the non-linear simulations performed; for a non-
rotating, negatively rotating and positively rotating plasma.
An effective diffusivity can be calculated from the non-linear results for var-
ious transport quantities. This effective diffusivity assumes that the transport is a
purely diffusive process, which is likely not the case. As has been discussed in the
previous chapter, the momentum transport may have contributions from a Coriolis
pinch, and so will not be purely diffusive. The effective diffusivity is given by
χG =
ΓG
∇G (6.5)
where ∇G is the equilibrium gradient of G and ΓG is the flux of quantity G.
It is convenient when analysing the transport properties to take either an
average across a radial width (r = 0.4 to r = 0.6) or to look at a time-average that
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has been taken over the last half of the simulation.
Simulations with solid-body toroidal rotation profiles were performed with
applied toroidal velocities, vtor = [−0.52, 0, 0.52]cs. Equivalent weak-flow simula-
tions were performed as well, though the positively rotating simulation was ended
approximately 50 (a/cs) early due to a low signal to noise ratio negatively effecting
the results (S/N < 20). The resulting toroidal velocity profiles of the simulations
can be seen in figure 6.8a. The poloidal velocity for each simulation remained ap-
proximately constant, at the value shown in figure 6.8b; this poloidal velocity is a
result of the profile gradients.
6.3.1 Non-rotation case
(a) Parallel flux, in gyrobohm units. (b) Heat flux, in gyrobohm units.
Figure 6.9: Heat and parallel flux for non-rotating case.
The radial flux of parallel momentum and heat for a non-rotating simulation
can be seen in figures 6.9a and 6.9b respectively. They show avalanche-like bursts,
which are a common feature of non-linear simulations for which the ITG mode is
dominant. Models of this behaviour have been proposed which involve an interac-
tion between the zonal flows generated by turbulence and the turbulent potential
fluctuations [105].
Significantly, it can be seen that even in the non-rotating case the magnitude
of the turbulence at late time is substantially suppressed from its initial size at the
beginning of the non-linear phase. The toroidal velocity profile shown in figure 6.8a
shows a substantial flow shear generated as a results of the profile gradients. It
has been well documented that a flow shear in non-linear simulations can reduce
and sometimes completely suppress turbulence, and it appears that the diamagnetic
shear is here having this effect. This may prove to limit the data we can gain from
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later simulations as the inclusion of a solid body rotation may introduce a further
stabilising effect.
Ideally, a case with much smaller diamagnetic flows would be used to study
the effects of the inertial forces upon transport. A method of reducing the dia-
magnetic flows in a simulation with a background potential has been implemented
within ORB5 already, but the strong-flow modifications are not yet compatible.
6.3.2 Solid body rotating plasma
Figures 6.10a and 6.10b are the parallel momentum and heat fluxes respectively for
a simulation with negative toroidal rotation (vtor/csi = −0.52). While, figures 6.11a
and 6.11b show momentum and heat flux for a simulation with a positive rotation
(vtor/csi = 0.52).
(a) Parallel flux, in gyrobohm units. (b) Heat flux, in gyrobohm units.
Figure 6.10: Heat and parallel flux for a solid body rotation, corresponding to
vtor/csi = −0.52.
It can be seen that the toroidal rotation acts to reduce the transport in both
cases, but it is apparent that with a negative toroidal rotation rate the turbulence is
almost completely suppressed. A likely reason for this asymmetry in toroidal rota-
tion is the already present toroidal velocity in the non-rotating simulation. The flow
shear remains in each simulation but the magnitude of the total toroidal velocity
differs substantially depending on the direction of applied rotation; a positive rota-
tion acts in opposition to the already present flows. Given that the centrifugal drift
is dependent upon the square of the parallel flow (approximately the toroidal flow
in a large aspect ratio device), the inertial drifts will be much larger in a negatively
rotating simulation.
As the magnitude of measured toroidal velocity, seen in figure 6.8a, has
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(a) Parallel flux, in gyrobohm units. (b) Heat flux, in gyrobohm units.
Figure 6.11: Heat and parallel flux for a solid body rotation, corresponding to
vtor/csi = 0.52.
little difference between the ‘non-rotating’ case and the positively rotating case it
would be expected that the centrifugal drifts are of a similar size in each simulation.
Therefore, the larger flux at earlier time steps followed by a reduced flux at later
times may therefore be the result of some unknown non-linear interactions.
The destabilization seen when applying a small toroidal rotation to a linear
system, that already has a stabilizing flow shear, does not appear to have been
carried over to the non-linear interactions. Little effect from the change of growth
rate observed in linear simulations is seen in the late time non-linear results. How-
ever, the positively rotating simulation does show larger fluxes than the non-rotating
simulations immediately after the linear phase has finished. This may be due to a
change in growth rate because of the mode tilting studied in the linear simulations.
6.3.3 Quasi-steady state
After the non-linear simulations have saturated they reach a quasi-steady state were
the turbulence of the system remains approximately constant. It is in this phase
which we can analyse the turbulent transport properties, taking an average across
a finite window of time.
By comparing the toroidal velocity profiles for each simulation at t = 0 and
the last time-step we may see the extent of any changes to the flows of the system.
In figure 6.12, it is clear that even at late time the flux surface averaged toroidal
velocity has undergone only a small change from its initial state. This suggests
that the momentum transport in these simulations is small, which is consistent with
earlier analysis of linear simulations.
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Figure 6.12: The rotation profile for each simulation. The solid line shows the
initial toroidal flow profile and the dashed line shows the rotation profile for the
same simulation at the last time-step.
The heat flux and diffusivity are of interest as they show the radial transport
of energy throughout the system, which is a good measure of turbulence in an ITG
dominant simulation, such as those described here. Additionally, as in section 5.7,
we are interested in the toroidal momentum flux. An inward Coriolis pinch is still
possible and could be significant in increasing the E × B shear, and subsequently
reducing turbulent transport [91].
All quantities discussed in this section are time-averages of the flux surface
averaged quantities taken across the last half of the simulation.
The heat diffusivity at late time, figure 6.13, is shown to reduce with increas-
ing positive toroidal rotation, and drop substantially for a negative rotation. There
also appears to be a shift in the radial position of peak diffusivity to lower radius
under the application of a toroidal rotation.
When comparing strong and weak-flow simulations it appears that the strong-
flow modifications add a stabilising effect and reduce the heat diffusivity in simu-
lations. The positively rotating weak-flow case actually shows a higher diffusivity
than the non-rotating simulation. However, it is important to note that the posi-
tively rotating weak-flow simulation had a smaller S/N ratio than other simulations.
Figure 6.13 also shows a large standard deviation for this result.
Figure 6.14 plots the time-averaged parallel momentum flux (which we take
as approximately equal to the toroidal momentum flux) normalized against heat
flux. It can be seen that if excluding the edges, the non-rotating case has only a
small inwards momentum flux. Application of a positive toroidal rotation appears
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Figure 6.13: Flux-surface averaged ion heat diffusivity in units of χD = csρ
2
i /Ln,
and time-averaged across the last half of the simulation. The solid line shows the
time-averaged value and the dashed lines show a change of one standard deviation
in each direction from the mean.
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Figure 6.14: Late time averages of parallel momentum flux (normalized with heat
flux) as a radial function. The solid line shows the time-averaged value and the
dashed lines show a change of one standard deviation in each direction from the
mean.
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Figure 6.15: Time averaged parallel momentum flux (normalized with heat flux)
averaged across a radial window of width centred around r = 0.5a and of width 0.2a
plotted as a function of vtor. The error bars indicate one standard deviation for each
data point.
to lead to a generally larger (though still small) inwards pinch effect but has a
region around ρ ∼ 0.57 which spikes into a positive flux. The reason for this is not
immediately apparent, but it does occur at roughly the same radius as the peak
heat diffusivity for this case.
A negative rotation rate is shown to lead to a stronger pinch effect in general
than the non-rotating case and has a substantial radial width which has greatly
increased inwards momentum flux.
In figure 6.15, the flux-surface averaged momentum flux across the region
r = (0.4 to 0.6) is plotted as a function of the applied toroidal velocity for the
simulation. Comparing this to the linear case, figure 5.11b, we see a size-ably smaller
pinch in the non-linear simulations. Additionally, there is a noticeable increase in the
asymmetry of pinch with toroidal velocity. At least part of this can be accounted
for by the large flows generated from the profile gradients. The actual toroidal
velocity at mid-radius, figure 6.8a, is substantially smaller for the positive rotation
case than the negative rotation case and when considering the standard deviation of
the results the positive rotation case is not different enough from the ‘non-rotating’
case to allow us to state a difference with any real confidence.
It is difficult to make judgements of the difference between weak and strong-
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flow formalisms in regards to figure 5.11b, as the fluxes are small and therefore
Γ||/Q is likely sensitive to small variations. Despite the substantial change seen in
figure 6.8a, between the weak and strong-flow results, we cannot make definitive
conclusions. In fact, the deviation seems to suggest that all of these non-linear
simulations may be extremely sensitive to small changes in simulations.
Given the low levels of transport, it is also worth noting that fluctuations
seen in figure 6.14 may actually be the result of otherwise small fluctuations of flux,
and as such it is difficult to make firm conclusions.
6.3.4 Energy Spectrum
Figures 6.16a, 6.16b and 6.16c show the energy spectrum of several toroidal modes
in the simulations with negative rotation, no rotation and positive toroidal rotation
respectively. Differences in the linear phase of the simulation appear to be minor,
but it can be seen that there is a significant drop in the energy of modes in the
negative rotation case when compared to the non-rotating case. The lower n modes
also show an energy loss in the positive rotation case. This suggests the inertial
terms in a solid body rotation act to suppress toroidal modes with low n more than
high n modes.
The saturation level of the zonal flows in the rotating cases appear to be
approximately three times larger than in the non-rotating case. This suggests that
the zonal flows have an increased stabilising effect when a solid body rotation is
added to the simulations.
6.4 Summary
This chapter has begun by performing a fine-tuning of the noise control and heating
parameters, so that we can be confident that they are still working as intended.
This also allows us to be certain that the S/N ratio of our non-linear simulations is
as good as possible.
A series of non-linear simulations are then performed which apply solid body
rotations to a system with parameters matching the CYCLONE case. A stabilizing
influence did seem to be present regardless of the sign of rotation rate, but it was
found that a negatively rotating plasma has a far greater stabilising effect than a
positively rotating plasma. However, transport was found to already be low even
before rotations were added due to the flows arising from the profile gradients. It
appears the destabilizing effect which occurs when applying a small toroidal rotation
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Figure 6.16: The electric field-energy spectra of the zonal flow (n=0) and toroidal
modes n=20,40,60 and 80 for different rotation rates.
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to a system already that is stabilized by a flow shear is not carried over to the non-
linear interactions.
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Chapter 7
Conclusion
In the past, the rotation of a plasma had not been a subject of particular inter-
est in tokamak physics and strongly rotating plasma were not consistent with the
gyrokinetic models used for turbulence studies. However, it is now believed that
plasma rotation can have a stabilizing effect on tokamaks and while many studies of
the effects of a radial electric shear have been performed, the physics of the inertial
forces which arise from a plasma rotation are less well explored. As such, the aim of
this thesis has been to investigate the behaviour of a tokamak with a plasma that
is rotating toroidally at velocities approaching the ion thermal velocity. Previous
simulations of rotating plasmas have used local gyrokinetic codes, but simulations
performed as part of this thesis were run in the global gyrokinetic code ORB5.
To this end, ORB5 has been extended to allow for strong-flows; the changes
made are largely detailed in chapter 3. This process involved modifications of the
gyrokinetic equations used within ORB5 to match those discussed in chapter 2 and
was followed by modifications of the equilibrium distribution function of ORB5.
Modifications to the equilibrium distribution function were made to ensure that the
simulations remains in an approximately gyrokinetic equilibrium, even under high
levels of toroidal rotation. A density correction was added so that the equilibrium
profiles would more closely match the inputs but the poloidal variation introduced
to the density was retained.
7.1 Summary of Results
Some basic testing was performed to ensure that ORB5 still worked as intended, and
that the newly defined equilibrium distribution function gave equilibrium profiles
which remained reasonably close to the inputs. Following this, studies were per-
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formed in chapter 4 which investigate the possibility of Geodesic Acoustic Modes
taking the form of radial eigenmodes in a tokamak. It was found that the dependence
of GAM frequency on radial wavenumber kr was poorly behaved in simulations for
which kr was not close to zero. However, despite this, the predicted eigenfunctions
were found within the simulations. This showed that not only is ORB5 capable
of recreating the bands of frequency which have shown experimentally, but demon-
strates that the predictions as made by Itoh [75] are valid in a global simulation.
The first investigations of toroidal rotating plasmas studied the change of
GAM frequency with both a positive and negative toroidal rotation. Although
results did not entirely match predictions, the analytical theory still provided a
good match. Predictions were seen to overestimate the change of frequency with
vtor and so gave a poorer match as the toroidal Mach number approached unity.
The symmetrical nature of frequency change, with dependence upon the magnitude
of vtor and not the direction, were also matched in results from later linear studies.
Worth noting is that reults suggest that the density correction term had a sizable
impact on the GAM frequency, while the other modifications made had a much
smaller impact.
Attempts were made to investigate the damping of GAMs in a rotating sys-
tem, but a poor trend was observed at best. It is possible that the GAMs became
more weakly damped as rotation rate increased, but our data is not detailed enough
to make firm conclusions. Previous simulations performed within ORB5 have sug-
gested that recovery of the damping rate of a GAM requires a much higher number
of markers in simulations than those needed to recover the GAM frequency. As
such, future investigations which may be performed will likely require more compu-
tationally intensive simulations.
Linear simulations in chapter 5 found that the gyrokinetic model derived in
a co-moving frame gave good predictions of the frequency variation with toroidal
rotation for non-zero toroidal modes. Similarly to observation of GAM frequency,
the direction of rotation was not found to be an important feature in regards to the
mode frequency. However, although the centrifugal and Coriolis terms did largely
appear to behave in a similar way to local codes, it was found that these terms
acted in opposition to the stabilising effects of a diamagnetic shear. Once the mode
structures were un-tilted, further increases to toroidal velocity showed a stabilizing
influence. This feature would only appear in a global simulation and it therefore
highlights the importance of further investigations into the effects of toroidal rotation
in a global system as well as local. Similar changes between the weak and strong-
flow forms of ORB5 were observed for these linear studies as were observed with the
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GAM simulations.
Although the prediction made in a co-moving frame suggested an inwards
toroidal momentum pinch caused by the Coriolis force, later studies suggested that
the effect of this would be small when using adiabatic electrons. A momentum
pinch, which increased inwardly with increasing toroidal rotation was seen in linear
results, but it did not appear to be an important mechanism. Since the predictions
were made from a gyro-fluid model it is not unlikely that some pinch may still form
from effects that were not accounted for. Though, it was found that the tilting of the
modes matched closely with changes to the linear mode growth rates. Despite the
actual tilting of the modes remaining roughly symmetric (angle of negative rotating
plasma matching positively rotating case), the change in growth rate did depend on
rotation direction. A suggested cause of this asymmetry was the radial length of the
mode structures, which was observed to grow for a negatively rotating simulation.
Non-linear simulations in chapter 6 seemed to contain a large flow shear even
before a toroidal rotation was applied, which acted to keep transport in simulations
low. Despite this, it was observed that toroidal rotations did have a stabilising effect
upon turbulence. There was an asymmetry observed in the reduction of transport
with the direction of rotation. When the plasma was given a negative toroidal
rotation (in the same direction as the already present flows), the turbulence was
found to exhibit a much stronger reduction and was almost completely suppressed.
These results suggest that the strong-flow terms may be able to offer some
insight in future research of tokamak confinement. Although the benefit of applying
a strong flow to a tokamak may not surpass those from of the application of a sheared
electric field, it still contains noticeable effects upon the behaviour of transport in
even a large aspect ratio device; as studied in this thesis. As such, these inertial
terms will likely be large enough that they cannot be neglected when studying
turbulent transport.
7.2 Future Work
As the work in this thesis has introduced the strong-flow terms to ORB5 there are
numerous further investigations that may now be performed.
Simulations which were performed for this thesis have all used adiabatic
electrons. However, the Coriolis pinch effect found in the local co-moving model is
not expected to appear in any substantial form unless kinetic electrons are included
in simulations [93]. Therefore, simulations that include kinetic electrons could show
a larger flow shear forming from an inwards toroidal momentum pinch that was not
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reflected in our simulations.
The work covered in this thesis has performed collisionless non-linear simu-
lations but the capability for collisional studies exists within ORB5. As a toroidal
rotation has been shown to have a stabilizing effect on turbulence it would be a
useful study to investigate how this behaviour responds to collisional simulations.
There should be minimal changes required to the collisional components of ORB5
to successfully integrate with the strong-flow terms introduced in this thesis.
Another point of high interest would be strong-flow simulations for MAST-
like parameters. Previous work has been done with ORB5 investigating the effect
of flows in MAST, but these were performed at a time when large toroidal flows
were not accurately modelled within simulations [19, 103, 106]. Within a spherical
tokamak, the poloidal component of the magnetic field is significantly larger, and
therefore any contributions from uE also have an increased importance. Combined
with the larger flows that have been observed experimentally, investigations which
contain these strong-flow terms could be a point of high interest [32].
Aside from improvements to the conservation, investigations that include a
poloidally varying background potential could also be a worthwhile point of study.
The background potential has been intentionally treated in the strong-flow modifi-
cations so as to allow a radially and poloidally varying background electric potential,
which would closer match those that may be observed experimentally.
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Appendix A
Abbreviations
Contained in the table below is a list of abbreviations and mathematical symbols
that have been used in this thesis. The list is by no means exhaustive, notations
used in only a small section (for example) have not been defined here.
Symbol Description
a Minor radius of last closed flux surface
A Magnetic Vector Potential
b Magnetic field unit vector
B Magnetic field vector
cs Ion sound speed
e Elementary charge
E Electric field vector
f Distribution Function
f0 Equilibrium distribution function
δf Perturbed distribution function
J Plasma current vector
kx Mode wavenumber (component in x-direction)
LT , Ln Temperature and density gradient length scales
m Poloidal mode number/ Particle mass
M Million (when placed after a number)
n Toroidal mode number / Particle density
ns Density of species s
n0 Density at ρpeak
δni Perturbed ion density
N Marker number
q Safety factor/ Particle electric charge
Q Heat flux
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Symbol Description
r Minor radius of plasma
R Major radius of plasma
R Gyro-centre (guiding centre) position vector
R0 Major radius at magnetic axis
s Radial coordinate
S/N Signal to noise
t Time
T Temperature
T0 Temperature at ρpeak
uE E ×B velocity
v Velocity
v‖ Velocity parallel to magnetic field
v⊥ Velocity perpindicular to magnetic field
vT i Ion thermal velocity
w Particle weight
x Particle position vector
α Gyro-phase angle
β Plasma β
γ Growth rate/ Damping rate of mode
Γ Adiabatic index
Γ‖ Parallel momentum flux
 Small parameter/ Particle energy
τe The ratio of electron to ion temperature
θ Poloidal angle
θ∗ Straight-field line poloidal angle
ρ Normalized radius, r/a
ρ Charge density
ρi Ion gyro-radius
ρ∗ Normalized gyro-radius
ρpeak Radial position at which gradient profiles peak. Profiles are
also normalized against value at this position.
φ Electric potential
Φ Background electric potential
δφ Perturbed electric potential
ψ Poloidal flux
ψc Toroidal canonical momentum
χ Tilting angle
χH Heat diffusivity
Ωci Ion cyclotron frequency
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Appendix B
Derivation of Toroidal Rotation
Rate
The toroidal rotation rate is given by the toroidal component of the drift velocities.
Ωt = v ·∇ζ = (uE + v0b) ·∇ζ (B.1)
where uE is the E×B drift and v0 is the parallel flow velocity, as given in equation
3.37. This equation can be expanded by substituting for the velocities with equations
3.10 and 3.37.
Ωt =
(
∂φ
∂ψ
)[{−F (∇ψ ×∇ζ) + |∇ψ|2∇ζ}+ F
B
b
]
·∇ζ (B.2)
and can then be simplified to give the more useful form of
Ωt =
(
∂φ
∂ψ
){ |∇ψ|2
R2B2
+
F 2
R2B2
}
=
(
∂φ
∂ψ
)
. (B.3)
Therefore, the toroidal rotation rate in a tokamak is equal to the derivative of the
background potential with respect to the poloidal flux function.
Additionally, it has been previously stated that the poloidal contributions
from the parallel and background E ×B flows cancel with each other. This can be
checked by taking the poloidal component of each flow
uE ·∇θ∗ = 1
B2
(
∂φ
∂ψ
)[−F∇θ∗ · (∇ψ ×∇ζ) + |∇ψ|2∇ζ ·∇θ∗] (B.4)
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which simplifies to
uE ·∇θ∗ = − F
B2
(
∂φ
∂ψ
)
∇θ∗ · (∇ψ ×∇ζ) . (B.5)
The poloidal component of parallel flow is given by
v0b ·∇θ∗ = v0
B
(F∇ζ +∇ψ ×∇ζ) ·∇θ∗ = v0
B
∇θ∗ · (∇ψ ×∇ζ) . (B.6)
By taking the sum of equation B.5 and B.6, the total remaining poloidal velocity is
found to be zero.
v ·∇θ∗ = (uE + v0b) ·∇θ∗ =
(
∂φ
∂ψ
)[
− F
B2
+
F
B2
]
{∇θ∗ · (∇ψ ×∇ζ)} = 0 (B.7)
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Appendix C
Full expansion of the equations
of motion
Continuing on from section 3.12.1, the curl of the background E×B drift is calcu-
lated as
∇× uE = Jθ∗,s,ζ
[
−
(
[∇s ·∇θ∗]
R2
∂uζ
∂s
+
|∇θ|2
R2
∂uζ
∂θ∗
)
∇s+
( |∇s|2
R2
∂uζ
∂s
+
[∇s ·∇θ∗]
R2
∂uζ
∂θ∗
)
∇θ∗ +
(|∇s|2|∇θ∗|2 − [∇s ·∇θ∗]2)(∂us
∂θ∗
− ∂uθ∗
∂s
)
∇ζ
]
.
(C.1)
To simplify further equations, the curl of uE can be defined
∇× uE = Xes + Y eθ∗ + Zeζ (C.2)
where X,Y and Z are
X =∇s · (∇× uE) = − 1
Jθ∗sζ
∂uζ
∂θ∗
(C.3)
Y =∇θ∗ · (∇× uE) = 1
Jθ∗sζ
∂uζ
∂s
(C.4)
Z =∇ζ · (∇× uE) = 1
Jθ∗sζ
(
∂us
∂θ∗
− ∂uθ∗
∂s
)
. (C.5)
The parallel component of equation C.2 is then given by
b · (∇× uE) = F (ψ)
BR2
Z +
1
BJθ∗ψζ
Y. (C.6)
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which is used in the calculation of B∗‖ .
To find the perpendicular component, the cross product of B with equation
C.2 is calculated
B× (∇× uE) = FX (∇ζ ×∇s) + FY (∇ζ ×∇θ∗) +
(∇ψ ·∇s)X∇ζ + (∇ψ ·∇θ∗)Y∇ζ − Z
R2
∇ψ
(C.7)
which is followed by a second cross product with B and division by B2.
b× [b× (∇× uE)] = − F
2
B2R2
X∇s− 1
B2R2
([∇s ·∇ψ]X + [∇θ∗ ·∇ψ]Y )∇ψ
− F
2
B2R2
Y∇θ∗ − F
B2R2
Z (∇ζ ×∇ψ) +
(
F
B2Jθ∗ψζ
Y
−|∇ψ|
2
B2R2
Z
)
∇ζ
(C.8)
The components of which are
{b× [b× (∇× uE)]} ·∇s = − 1
B2R2
{
F 2
(|∇s|2X + [∇s ·∇θ∗]Y )
+ (∇s ·∇ψ) ([∇s ·∇ψ]X + [∇ψ ·∇θ∗]Y )}
(C.9)
{b× [b× (∇× uE)]} ·∇θ∗ = − 1
B2R2
{
F 2
(
[∇s ·∇θ∗]X + |∇θ∗|2Y
)
+ (∇ψ ·∇θ∗) ([∇s ·∇ψ]X + [∇ψ ·∇θ∗]Y )
− F
Jθ∗ψζ
Z
} (C.10)
{b× [b× (∇× uE)]} ·∇ζ = 1
B2R2
{
F
Jθ∗ψζ
Y − |∇ψ|
2
R2
Z
}
(C.11)
and used in the equations of motion in ORB5 as discussed in section 3.12.1.
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