Forward-backward semiclassical dynamics (FBSD) provides a practical methodology for including quantum mechanical effects in classical trajectory simulations of polyatomic systems. FBSD expressions for time-dependent expectation values or correlation functions take the form of phase space integrals with respect to trajectory initial conditions, weighted by the coherent state transform of a corrected density operator. Quantization through a discretized path integral representation of the Boltzmann operator ensures a proper treatment of zero point energy effects and of imaginary components in finitetemperature correlation functions, and extension to systems obeying Bose statistics is possible. Accelerated convergence is achieved via Monte Carlo or molecular dynamics sampling techniques and through the construction of improved imaginary time propagators. The accuracy of the methodology is demonstrated on several model systems, including models of Bose and Fermi particles. Applications to liquid argon, neon and para-hydrogen are presented.
Introduction
For over three decades, many efforts in theoretical chemistry have focused on the development of methods for including quantum mechanical effects in classical trajectory simulations. Such attempts include quasiclassical methods, techniques for treating zero point energy, surface hopping algorithms, approximate inclusion of tunneling events and Ehrenfest-based models. Many of these methods are sufficiently easy to apply as well as economical, allowing the treatment of large clusters and even biological molecules. Much attention has also been given to semiclassical theory, 1-3 a rigorous approximation to quantum mechanics in the small limit.
Unfortunately, application of the semiclassical approximation to large systems is hindered by several difficulties, the most severe of which stems from the rapidly oscillatory character of the semiclassical phase. Along with early developments on initial value representations, 4,5 many elegant contributions have improved the feasibility of semiclassical calculations. Recent work has managed to temper the phase through the development of forward-backward semiclassical dynamics (FBSD) methods, leading to smooth integrands treatable by Monte Carlo methods. The present paper reviews recent developments in the "derivative formulation" of FBSD, 41, 42 which leads to appealing expressions suitable for large-scale simulation of dynamical processes in quantum liquids. Starting from the semiclassical phase space representation of a time-dependent observable or correlation function and performing a series of transformations, including the use of a derivative identity and the evaluation of the midpoint integral by the stationary phase method, one arrives at a quasiclassical form where the dynamical variables of interest are averaged with respect to a phase space distribution of the quantized initial density. The main appeal of this expression is its simple form in terms of an integral over initial trajectory values, and the feasibility of evaluating the particular phase space transform of the density operator without introducing uncontrolled approximations. The methodology also invites the use of molecular dynamics tools in the evaluation of the integrals and can be combined with on-the-fly electronic structure techniques. Recent calculations have confirmed the ability of the quasiclassical FBSD methodology to capture important quantum effects and its suitability for simulations with hundreds of particles. Section 2 reviews the theoretical developments that lead to quasiclassical FBSD expressions. Section 3 describes the theoretical methods used for the quantum mechanical description of the density within the framework of FBSD. Section 4 discusses practical methodologies based upon both Monte Carlo and molecular dynamics for evaluating the FBSD expressions. Section 5 presents model calculations in one-dimensional and dissipative systems that assess the accuracy of the methodology. Section 6 contains applications of the FBSD methodology to liquid argon, neon and para-hydrogen. Finally, Section 7 presents some concluding remarks.
Forward-Backward Semiclassical Representation of Time Correlation Functions
Consider a time correlation function for a system described initially by the density operatorρ 0 , C AB (t) = Tr(ρ 0Â (0)B(t)) = Tr ρ 0Â e iĤt/ B e −iĤt/ , (2.1) whereÂ,B are operators whose classical correspondence is known. We assume the system of interest consists of n atoms with Cartesian positions r s ≡ {q sj }, j = 1, 2, 3 and momenta p s ≡ {p sj }, j = 1, 2, 3 in a potential field V , such that the Hamiltonian iŝ
2m s + V (r 1 , . . . ,r n ).
2)
The 3n coordinates and momenta of all the particles are denoted collectively by the 3n-dimensional vectors q and p, respectively. The conventional semiclassical representation of the correlation function is obtained by expressing the time evolution operator and its adjoint in the form first suggested by Van Here D V V is the semiclassical prefactor given by a determinant involving one of the elements of the stability matrix, and µ is the Maslov index 3 which supplies the proper phase by tracking the focusing characteristics of the classical trajectories. The sum in Eq. (2.3) arises because there are in general multiple solutions to the boundary value problem specified by the endpoint constraints imposed on the classical paths. Equation (2.3) is formulated in terms of the classical solution(s) to a doubleended boundary value problem and thus is impractical. In addition, the Van Vleck prefactor diverges at focal points, and its rapidly growing rate in the vicinity of such points gives rise to numerical instabilities. Miller has shown 4 that both of these concerns can be overcome by switching to an initial value representation, provided that one is interested in an observable rather than the propagator itself. The transformation involves changing the integration variable associated with the final position of a trajectory to that specifying its initial momentum and absorbing the Van Vleck determinant and the Jacobian into a single prefactor. The most favorable representation is obtained in terms of coherent states. The latter are defined by the relation
where Γ is a 3n × 3n matrix. By inserting overcomplete sets of coherent states and applying repeatedly the stationary phase approximation, Herman and Kluk have shown 6,7 that the semiclassical propagator can also be brought into the form
Here After several manipulations, 41, 42, 50 the correlation function takes the form
Classical trajectories with initial phase space coordinates q 0 , p 0 are first integrated forward to the time t. At that time the trajectories incur position and momentum jumps given by the relations
while the action increments by the amount
Subsequently, each trajectory is integrated back to time zero following the classical equations of motion, reaching the point q f , p f , and the total accumulated action has the value S. The notable feature of Eq. (2.8) is the absence of the semiclassical prefactor. Elimination of the latter has been achieved by linearizing the final trajectory values and the action in the infinitesimal parameter µ and rescaling the position and momentum jumps to compensate for that factor. For this reason the trajectory increments given in Eq. (2.9) are equal to one half of the values dictated by the classical equations of motion that correspond to the product of exponential operators Eq. (2.8).
The infinitesimal character of the trajectory jumps at the end of the forward propagation implies that the cross terms between distinct forward and backward trajectories have been neglected. Thus, Eq. (2.8) cannot account for quantum interference effects. The above structure also allows transformation of Eq. (2.8)
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to a derivative-free form that involves trajectories only in the forward time direction. 51, [56] [57] [58] Thus, the correlation function of two scalar operators becomes
dq 0 dp 0 B(q(t), p(t)) 
Throughout the rest of this article it is assumed for simplicity that the matrix Γ is diagonal with elements Γ sj,sj = γ s (s = 1, . . . , n, j = 1, 2, 3). Equations (2.11) and (2.12) have the quasiclassical form of a phase space integral that defines initial conditions for classical trajectories. Time dependence enters through the value of the classical analogue of the operatorB evaluated at the coordinates reached by the classical trajectory at the time of observation. The phase space probability distribution is given mainly by the coherent state transform of the operatorÂ weighted by the Boltzmann density, although there are additional "quantum correction" terms to this factor. The semiclassical phase and prefactor have been eliminated and thus the computational scaling of the method is similar to that of standard molecular dynamics simulations, although currently the absolute cost is much greater. At the same time, the presence of the coherent state factors enables the calculation of imaginary components that are completely absent from purely classical results.
The stationary phase operations implicit in the derivation of the FBSD correlation functions are exact for quadratic Hamiltonians, and thus the FBSD expressions are exact for harmonic systems if the operatorB is a polynomial up to second-order. For anharmonic potentials, the accuracy of the FBSD approximation depends on the particular system under consideration as well as the value of the coherent state parameter γ, 61 which determines the spread of the Gaussian functions.
When γ → ∞, these functions become position eigenstates, while for γ → 0 they reduce to momentum eigenstates. Thus, γ can be viewed as an interpolation parameter between the position and momentum representations of the semiclassical propagator. 63 As the semiclassical propagator is, in general, not equally accurate in the two different representations, the accuracy of the results obtained depends on γ. Earlier studies 14, 61, 64, 65 found that there is a sufficiently large range of values of γ over which the results are accurate. This range is usually concentrated around the point where the ratio γ/γ ω is close to unity, where γ ω is defined as γ ω = mω/2 , ω being a characteristic frequency of the motion.
Path Integral Evaluation of the Coherent State Density for Finite Temperature Simulations
In this section we focus on finite to finite temperature correlation functions. For systems of distinguishable particles the equilibrium density is given by the Boltzmann operator,ρ 
The simplest treatment is based on the Trotter "high-temperature" factorization of the exponential evolution operator
3)
3) is valid for sufficiently small ∆β. Using Eq. (3.3), one arrives at the following discretized path integral representation of the operator entering the desired matrix element:
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The coordinate representation of the Boltzmann operator for the above reference Hamiltonian has the form
The coherent state matrix elements in Eq. (3.5) can also be evaluated analytically for simple choices ofÂ. After some straightforward algebra one arrives at the following form for the FBSD-path integral expression of various correlation functions of interest. For example, the correlation function for the inner product between two vector operators becomes
Here Θ is the exponential part of the path integral representation,
while Λ A·B contains the pre-exponential factors and depends on the particular form of the probed operators. Of particular interest is the autocorrelation function of the total momentum vector, for which it can be shown that
In the last expression
where
Another correlation function of interest corresponds to the relative position vector between two atoms. Upon stretching, the coordinate difference vector between two atoms k 1 and k 2 is displaced from its equilibrium value by the amount ∆r(t) = r k1 (t) − r k2 (t) − a(t), (3.13) where a(t) is the equilibrium bond distance vector in the direction of the line connecting the two atoms, i.e.
where σ k1k2 is the equilibrium bond length. The correlation function of the atom-atom distance vector becomes
The FBSD-path integral expression for the correlation function of an atom-atom distance vector is again given by Eq. (3.7) with
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Even though the operators that enter the function Θ (i.e. the integrand in the path integral representation of the coherent state matrix element of the Boltzmann operator) do not carry real time information, numerical evaluation of the PI-FBSD expression is complicated by the presence of the phase factors
that arise from the coherent state functions. These slowly varying phase factors can become a serious obstacle in PI-FBSD simulations of condensed phase systems at low temperatures, where many path integral variables are necessary for convergence. Nakayama and Makri have constructed an improved propagator for simple fluids using the pair-product approximation developed mainly in the context of liquid helium at low temperatures, 69,70 which leads to a most efficient method for a system with pairwise additive interactions. Since the pair product (PP) path integral approximation for simple fluids is accurate over larger imaginary time steps, phase cancellation originating from the coherent state functions can be diminished significantly and together with the reduction in the number of path integral variables it extends the applicability of PI-FBSD to much larger systems at very low temperatures. 60 The PP relations for isotropic fluids are summarized below. Since all atoms are assumed identical in the rest of this section we drop the subscript s from the coherent state parameter. First, the coordinate matrix element of the Boltzmann operator is approximated by the relation 69, 70 
Here r sq = r s − r q is the relative position vector, and ϕ is an effective pair potential that produces the exact imaginary time propagator for a pair of atoms:
In the last equationĤ
int are the internal Hamiltonian and kinetic energy operators for the given pair of atoms:
where p sq is the momentum conjugate to r sq and M = 2m, µ = m/2 are the total and reduced mass of the atom pair, respectively. Also needed is the mixed coordinate-coherent state propagator. This is approximated by the relation 20) where the effective potential u is the coherent state analogue of ϕ and is given by the expression
The kinetic energy matrix element in the denominator of this expression is available analytically. The intra-pair density matrix that appears in the numerator is evaluated numerically via a Gauss-Hermite quadrature. 60 The PP-PI representation of the coherent state density is easily obtained by using the PP approximations in the path integral representation of the coherent state density,
The various matrix elements that contain operators may be written in terms of matrix elements of the Boltzmann operator alone. For example,
Finally, it has been shown that the PI-FBSD methodology can be extended to systems of indistinguishable particles. 62 In this case the density operator takes the (3.24) and Z = TrPe −βĤ , whereP is a projection operator that guarantees that only symmetric or antisymmetric states are taken into account. The projection operator is defined asP
Here the sum is over all possible permutations σ (where permutation σ +1 is generated from the previous permutation σ by exchanging an additional pair of particles) and ξ is the parity of the permutation, i.e. ξ = +1 for bosons and ξ = −1 for fermions. In a system of bosons all particle permutations enter with the same sign, while for fermions odd permutations enter with a negative sign. A schematic representation of the path integral necklaces (closing on the coherent state beads) for two particles linked through exchange effects is shown in Fig. 1 . The indistinguishable particle analogue of the FBSD expression for the velocity autocorrelation function is
dq 0 dp 0
Exchange effects are readily included in the imaginary time path integral representation of the coherent state density. Since the total Hamiltonian commutes with the permutation operator, the latter can be inserted in front of any path integral variable. For example, Eq. (3.5) is extended to systems of identical particles as follows:
Use of this in Eq. (3.26) produces the PI-FBSD representation of the velocity autocorrelation function for a system of identical bosons or fermions.
Monte Carlo and Molecular Dynamics Procedures
The FBSD expressions given in the last two sections involve multidimensional integrals with respect to the coordinates and momenta of all the atoms, as well as the auxiliary path integral variables. Evaluation of these expressions is based on Monte Carlo or molecular dynamics methods, which are reviewed briefly in this section. The use of Monte Carlo (MC) methods in conjunction with PI-FBSD representations is straightforward. We choose the absolute value of the exponential part of the integrand (the modulus of the function Θ in the expressions given in Sec. 3) as the sampling function. This function generates a sequence of points q 0 , p 0 , q 1 , . . . , q N with appropriate weights. For each selected configuration the phase space coordinates q 0 , p 0 are used as the initial condition of a classical trajectory. Notice that this sampling function is not normalized to unity, and thus its normalization integral must be evaluated by a separate procedure. To facilitate this task, we write the FBSD expression in the form
where e iη is the phase of Θ. Because the sampling function |Θ(q 0 , p 0 , q 1 , . . . , q N )| is the same in the numerator and denominator, the required normalization factor cancels out. Thus, the normalized result is obtained by dividing the (un-normalized) MC average of the numerator (the function e iη Λ AB ) by the corresponding average of a similar expression (the function e iη Λ A=B=1 ) that is obtained by setting both operators equal to the identity. The MC procedure described above is the best choice for evaluating PP-PI-FBSD expressions. An attractive alternative to MC is offered by molecular dynamics (MD) algorithms. These employ an appropriate fictitious Hamiltonian to generate "trajectories" whose coordinates are sampled with weights prescribed by the absolute value of the integrand of the desired expression. Many previous studies have been carried out using MD for sampling the multidimensional space of the relevant integration variables. MD sampling methods have also been applied to imaginary-time path integral calculations to evaluate equilibrium properties of many-particle systems. Tuckerman et al. 71 have compared various such algorithms and shown that MD methods are about as efficient as the best MC-based method. A molecular dynamics algorithm for evaluating the Trotter-discretized FBSD expression, Eq. (3.7), is obtained by introducing N momenta conjugate to the path integral coordinate variables. Multiplying and dividing by this "kinetic energy"-type
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Gaussian integral, the correlation function is brought into the form C AB (t) = λ dq 0 dp 0 dq 1 dp 1 · · · dq N dp N
wherem s are arbitrary masses associated with the path integral beads and λ combines all the constants in the FBSD expression as well as the factor arising from the Gaussian momentum integral. Ignoring for a moment the imaginary part of the exponent, we have an expression that resembles an equilibrium average for a system of 3n(N + 1) fictitious classical particles. The Hamiltonian for this classical system is
This Hamiltonian differs from that obtained in a molecular dynamics treatment of an imaginary time path integral 71 by the presence of the coherent states, which introduce additional terms between the first and the last imaginary time path integral beads. With the above definition the correlation function is rewritten in the following MD-PI-FBSD form,
where 71 in their study of path integral molecular dynamics methods.
Both the MC and MD algorithms discussed for evaluating FBSD correlation functions are easily parallelized, because the classical trajectories are all independent of each other. Therefore communication between processors is required only at the end of the run to collect the results, implying that almost perfect scaling efficiency is achievable.
Accuracy of FBSD
Assuming the coherent state representation of the initial density is treated exactly, the FBSD expression gives the exact quantum mechanical result for correlation functions of linear or quadratic operators in harmonic Hamiltonians. The quality of the approximation in anharmonic systems has been investigated with several model studies. These include calculations of expectation values, correlation functions of position and momentum operators, and the evolution of the quantized coherent state density. The accuracy of the results depends on the coherent state parameter γ, which determines the width of the Gaussian functions. As alluded to in Sec. 2, near-optimal results are generally obtained when γ ≈ γ ω . It is encouraging that the FBSD results are sufficiently stable with respect to variation of the coherent state parameter around this optimal value. Some of the most illuminating results are collected in this section.
The Hamiltonian
with m = 1, ω = √ 2 provides a challenging testing ground for FBSD. The potential in this system is very anharmonic, leading to nearly complete dephasing of a pure state within a few oscillation periods. Figures 2 and 3 show the position autocorrelation function in this system at two temperatures corresponding to ωβ = 3 √ 2 and √ 2, calculated from the PI-FBSD expression with an imaginary time path integral time step given by ω∆β ≈ √ 2/2. 49 At room temperature the first of these parameters corresponds to a molecular vibration of ω ≈ 300 cm −1 , while the second corresponds roughly to a frequency of 1000 cm −1 . The effects of potential anharmonicity lead to dephasing of the correlation function, which sets on earlier and is more pronounced as the temperature is increased. At the chosen temperatures the FBSD results are accurate during the first few oscillation periods but tend to overestimate somewhat the dephasing rate. Quantum phase coherence is not accounted for in quasiclassical FBSD calculations, and in this sense the present one-dimensional anharmonic model displays the flaws of the method in the most dramatic fashion. Note that in all cases the overall magnitude and oscillation frequency of the real and imaginary parts of the correlation function obtained from the FBSD-path integral calculation are in good agreement with the exact results. By contrast, a purely classical calculation is accurate only at very high temperature, and significant discrepancies from the exact results are observed at intermediate and low temperatures. As expected, the classical approximation cannot reproduce the correct magnitude of the correlation function at low temperatures, and the classical oscillation period is larger than that predicted by the quantum mechanical calculation, a consequence of the neglect of zero point energy in the classical treatment. Further, the classical method can only yield real-valued results and thus fails to provide any information about the imaginary part of the correlation function. The latter is as sizable as the real part at low temperatures and plays an important role in determining the shape of the absorption spectrum. The FBSD methodology with a path integral treatment of the Boltzmann factor does not suffer from the above artifacts of the purely classical treatment and thus provides an accurate, yet practical alternative to a full quantum calculation. Figure 4 shows the position expectation value for an anharmonic oscillator coupled to a dissipative harmonic bath at zero temperature. 41 Phase coherence effects are magnified at low temperatures, but at the same time interaction with a multidimensional bath leads to a quenching of phase coherence, bringing the FBSD results to nearly quantitative agreement with those predicted by a full quantum mechanical calculation using an iterative evaluation of the path integral.
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As was seen from these examples, quantization of the Boltzmann density can lead to large corrections over the classical value. The benefits of the FBSD treatment derive precisely from the possibility to accurately include quantum mechanical effects in the phase space function that determines the weights of the classical trajectories. At the same time, the combination of a quantum mechanical treatment of the initial condition with a subsequent classical propagation is inconsistent. Its most obvious shortcoming is the suspected loss of stationarity of the phase space distribution and possible violations of the detailed balance condition at finite temperature.
61
The FBSD expression obtained in Eq. (2.11) has the form of a phase space average,
where the (quantum-corrected) FBSD phase space density [cf. Eq. (2.11)] for a one-dimensional system has the form
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Evaluating Eq. (3.34) at −t and applying Liouville's theorem brings the FBSD expression to the form C AB (t) = dq 0 dp 0 R *
From this it is seen that the correlation function can also be determined by evaluating the phase space density at the phase space point reached at the time of interest by a classical trajectory. If the operatorρ 0Â that determines the phase space function R A commutes with the Hamiltonian generating the dynamics, the phase space density should remain stationary and the value of the integral should remain equal to its initial value. This is the case for an expectation value (Â = 1) when the operatorρ 0 specifying the initial density describes either an eigenstate of the same Hamiltonian or a mixed state corresponding to Boltzmann statistics. The last statement is valid within a purely classical treatment, and also for a fully quantum mechanical description of the initial condition and subsequent time evolution, since the operators involved commute in the quantum mechanical or in the classical sense. However, when the initial distribution and the dynamics are treated at different levels of approximation, the phase space distribution can change with time. In an open system that can reach thermal equilibrium, any (quantized) phase space density will eventually deform to the corresponding classical distribution. These facts imply that the expectation value of a quantum mechanical operator obtained from FBSD treatments may exhibit a spurious time dependence. Figure 5 shows that the spurious rotation of the phase space density at low temperature, ωβ = 3 √ 2, can be significant if the coherent state parameter differs very much from its optimal value, but that it remains practically stationary when γ is given its optimal value. Generally the deformation of the density for a given value of the coherent state parameter becomes less severe as the temperature is raised.
Finally, we present the results of an extension of the FBSD methodology to systems of indistinguishable particles, 62 which is described in the previous section. We assess the accuracy by performing calculations on models treatable by numerically exact procedures. The model system consists of noninteracting one-dimensional particles in an external potential given in Eq. (3.33) with m = 1, ω = √ 2. Numerically exact results for this system were generated using a basis set procedure. This can be simply done by solving the one-dimensional Schrödinger equation for the single-particle Hamiltonian and constructing the eigenstates of the many-particle system with the appropriate symmetry. Figures 6 and 7 show the results of the FBSD calculations for the velocity autocorrelation function and compare to those obtained from the basis set calculations.
The results presented in Figs. 6 and 7 show very clearly the effects of particle exchange. The correlation function of the boson system decays slower. Particle exchange causes bosons to prefer a lower energy state, where the dynamics is more heavily dominated by a single frequency corresponding to the difference between ground and first excited levels. The opposite trends are observed for the fermion system shown in Fig. 7 . In this case Pauli exclusion causes the particles to occupy higher energy states, leading to the presence of more frequency components in the correlation function (which are responsible for its faster decay).
As is seen from Figs. 6 and 7, the PI-FBSD results are in very good agreement with those obtained through accurate basis set calculations for the initial two or three oscillation periods. Eventually, the FBSD correlation function decays faster than that obtained through quantum mechanical propagation in all cases, in line with observations derived from earlier calculations. However, we note that the accuracy of FBSD is no worse in these systems than it is in similar systems obeying Boltzmann statistics.
Application to Liquids (a) Supercritical argon
The first benchmark application of the FBSD methodology was to supercritical argon, modeled with a simulation box of 108 atoms with periodic boundary conditions, as shown in Fig. 8 . The system is at 183 K with a density of 1.15 g cm −3 .
Pair interactions described by a Lennard-Jones potential of the type
with ε = 85 cm −1 and σ = 3.4Å, where r represents the interatomic separation, are included. These potential interactions are truncated at half of the unit cell length.
The calculation was performed with the MD-PI-FBSD methodology with a single imaginary time path integral bead. The coherent state parameter was set equal to the optimal value suggested by the harmonic frequency of the pair interaction potential. The results remained unchanged when the coherent state parameter was varied by a factor of 2 around the optimal value. Converged results were obtained with about 10 6 trajectories. Figure 9 shows the velocity autocorrelation function for this system. The real part of the FBSD result is in good agreement with the correlation function obtained from a classical MD simulation. The integrated value of the MD-PI-FBSD time correlation function that yields the self-diffusion constant is in excellent agreement with the corresponding classical result. However, the FBSD calculation also produces the imaginary component of the correlation function, which reaches a height equal to about 15% of the maximum value of the real part. Figure 10 shows the Fourier transforms
of the FBSD and classical correlation functions. By virtue of its nonzero imaginary part, the FBSD transform (in contrast to the classical result) is not symmetrical about ω = 0. Purely classical MD simulations cannot directly capture imaginary components and the resulting asymmetry in Fourier space. The FBSD calculation captures the imaginary part of the correlation function without making any assumptions, such as those involved in applying "quantum correction factors" to classical correlation functions.
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(b) Liquid neon
More sizable quantum effects are observed in the case of liquid neon near its triple point. Because of the moderate magnitude of the quantum effects, this system provides an excellent testing ground for the ability of various "quantum correction factors" to reproduce the quantum mechanical correlation function based on classical trajectory data. The calculation is performed at 29.9 K with a density of 0.03755Å −3 using the single-bead PP-PI-FBSD method. 77 Interactions between neon atoms are described by a Lennard-Jones potential with ε = 35.6 K and σ = 2.749Å. The velocity autocorrelation function for this system is shown in Fig. 11 , along with that obtained by classical simulation under the same thermodynamic conditions. As the initial value of the correlation function shows, the kinetic energy is about 25% higher in the quantum system than in the classical system. Also the magnitude of the imaginary part of the correlation function reaches a height equal to about 40% of the initial value of the real part, indicating a significant quantum character at this state point. The correlation function decays faster than that in a classical system. When the diffusion process is viewed as a sequence of two-body collisions, this observed faster decay can be explained by a larger effective cross section in the quantum system, an effect attributable to quantum dispersion.
Here we note that none of the available prescriptions of "quantum correction factors" do a particularly good job of reproducing both the magnitude and the dynamical features of the correlation function in this system, although the model 
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based on a harmonic treatment displays the best agreement overall. 77 This finding is attributed to the existence of a higher degree of structure in this system in the vicinity of its triple point.
(c) Liquid para-hydrogen
Liquid para-hydrogen is a system dominated by quantum effects at temperatures below 25 K. Quantum effects are very large here, as seen in the pair distribution functions shown in Fig. 12 . Classical treatments fail entirely in this case. In particular, the system freezes at 14 K if treated by a classical molecular dynamics simulation. Even at 25 K, kinetic energy obtained by static path integral Monte Carlo (PIMC) calculations exceeds the classical estimate 1.5 k B T by over 60%.
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The calculations are performed using the single-bead PP-PI-FBSD method at several thermodynamic state points (between 14 K and 25 K) under nearly zero external pressure. 60 Our calculations employ the Silvera-Goldman potential,
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where a para-hydrogen molecule is treated as a spherical particle. Figure 13 shows the normalized velocity autocorrelation function obtained at 25 K and 14 K. As witnessed by the large magnitude of the imaginary part of the correlation function, the quantum nature of this liquid is even larger than in the liquid neon case. The calculated diffusion constant as a function of temperature, along with experimentally measured values, is shown in Fig. 14 . The results were in excellent agreement with experimental values at temperatures higher than 20 K. We also note that the PP-PI-FBSD results show good agreement with other theoretical calculations at 25 K, which include simulations based on centroid molecular 
dynamics,
80 quantum mode-coupling theory, 81 and the maximum entropy numerical analytic continuation method.
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The diffusion constant obtained by the single-bead PP-PI-FBSD method deviates from the experimental value as the temperature of the system decreases further. These differences are likely to arise from the less accurate description of the density offered by the single-bead PP approximation when applied with a larger imaginary time step [see Fig. 12(b) ]. More accurate results could be obtained by employing multiple beads in the PP-PI representation of the Boltzmann operator, or by including three-body correlations in the coherent state density. However, we note that even in the limit of single path integral bead, this PP form leads to a faithful representation of the coherent state density of a low temperature fluid and thus allows simulation of quantum fluids with hundreds of atoms.
Summary
Classical molecular dynamics remains the most practical and versatile tool for studying the dynamics of complex systems with thousands of atoms. In spite of the tremendous success of molecular dynamics, several phenomena in condensed phases and biological systems are inherently quantum mechanical and thus do not lend themselves to a purely classical description. As phase coherence tends to be quenched in condensed phase environments, the most prominent quantum mechanical effects in such systems are often associated with the quantum mechanical nature of the density distribution. Density quantization manifests itself as zero point energy and the accompanying frequency shifts, sizable corrections to the magnitude of various correlation functions, and the existence of imaginary parts which are responsible for asymmetric lineshapes.
The PI-FBSD methodology reviewed in this article provides a systematic way of improving the results of classical simulations by forcing the trajectory initial conditions to reflect the proper quantum mechanical phase space distribution. Imaginary components are captured through the use of coherent state functions, and the weakly oscillatory factors introduced by the latter result in somewhat slower convergence compared to analogous molecular dynamics simulations. Nevertheless, recent calculations have shown that the method is practical for simulating systems with hundreds of atoms. For this reason, the quasiclassical PI-FBSD methodology will prove extremely useful for studying quantum time-dependent phenomena in large clusters, liquids, and biological molecules.
