Let K/F be a quadratic extension of p-adic fields. The Bernstein-Zelevinsky's classification asserts that generic representations are parabolically induced from quasi-squareintegrable representations. We show, following a method developed by Cogdell and PiatetskiShapiro, that expected equality of the Rankin-Selberg type Asai L-function of a generic representation of GL(n, K), and the Asai L-function of its Langlands parameter is equivalent to the truth of a conjecture about classification of distinguished generic representations in terms of the inducing quasi-square-integrable representations. As the conjecture is true for principal series representations, this gives the expression of the Asai L-function of such representations.
Introduction
Given K/F a quadratic extension of p-adic fields, we denote by σ the non trivial element of the Galois group of K over F . This work concerns itself with two interrelated themes, the first being the properties of the Rankin-Selberg type Asai L-functions of generic representations of the group GL(n, K), the second being to know how to recognize when such a representation admits on its space a nonzero GL(n, F )-invariant linear form, i.e. when it is distinguished.
The local Asai L-function of an irreducible representation π of GL(n, K), denoted by L K F (π), defined as the gcd of functions obtained as meromorphic extension of Rankin-Seberg integrals, appears implicitly in Flicker's paper [F1] . Its basic properties and its functional equation are established in [F4] , in the manner that this latter is obtained for L-functions of pairs by Jacquet, Piatetski-Shapiro and Shalika in [J-P-S] . The study of its poles is related with the distinction of the representation π. There are two other ways to associate an Asai L-function to a representation π of the group GL(n, K). The first is by considering the n-dimensional representation ρ of the Weil-Deligne W [Sh] . We denote by L K,U F (π) the meromorphic function obtained by this process, and the study of its poles is this time related to the fact of knowing when a representation π is obtained by base change lift from a unitary group. This work is done in [Go] . We will not concern ourselves with this aspect of distinguished representations here.
In this paper, we adapt the method developed by Cogdell and Piatetski-Shapiro in [C-P] , for computing L-functions of pairs of generic representations, to the framework of Asai L-functions. In [C-P] , the computation of the function L(π × π ′ , s) for two generic representations π and π ′ of the group GL(n, K) is boiled down to understand when the representation π ⊗ π ′ of the product group GL(n, K) × GL(n, K) is distinguished by the subgroup GL(n, K) diagonally embedded. In this case, this comes down to say that the smooth dual π ∨ of the representation π, is isomorphic to the representation π ′ . Hence one obtains a simple necessary and sufficient condition on the quasisquare-integrable representations which, parabolically induced, give birth to the representations π and π ′ . In our case, One doesn't know a necessary and sufficient condition on the inducing data, characterizing distinction, but the following statement is conjectured. are equal for all generic representations of the group GL(n, K). Now as Conjecture 3.5 is proved in [M1] for irreducible principal series representation. The preceeding theorem has as a consequence, the following result.
Theorem 3.6. Let π be an irreducible principal series representation of GL(n, K) . Then the functions L with g i in G ni for i between 1 and t. We call it the standard parabolic subgroup associated with the partitionn. We call parabolic subgroup any conjugate of a standard parabolic subgroup. We denote by Nn its unipotent radical subgroup, given by the matrices  If the partitionn is (1, . . . , 1), we denote by B n the group Pn, which we call the standard Borel subgroup of G n , we denote by N n its unipotent radical.
We denote by P n the subgroup of G n given by the matrices g ⋆ 1 , with g in G n−1 , we call it the standard affine subgroup (sometimes called mirabolic subgroup) of G n . We note U n its unipotent radical, given by matrices of the form I n−1 V 0 1,n−1 1 .
We denote by A n the standard maximal torus of G n of diagonal matrices.
If E is a finite extension of the field F , we denote by K E n the standard maximal compact subgroup G n (R E ) of G n (E). This group admits a natural filtration by the compact open subgroups K E n,r = I n + M n (P r E ), for r in N − {0}.
Let G be an l-group, we denote by d G g or simply dg if the context is clear, a left Haar measure G. For x in G, we denote by ∆ G (x) the positive number defined by the relation d g (gx) = ∆ G (x)d g (g). The module ∆ G defines a morphism from G into R >0 . We denote by δ G the morphism from G into R >0 defined by x → ∆ G (x −1 ). If H is a closed subgroup of G, we denote by d H\G g (resp. d G/H g) a right invariant (resp. left invariant) measure on the quotient space H\G (resp. G/H), we simply note it dg if there is no ambiguity. We usually note d * x the Haar measure when x varies in the multiplicative group of a field, or in a product of such groups. Letn be a partition of n and E a finite extension of F , the module of Pn(E) is given by
Classification of generic representations of GL(n, K)
From now on, we will assimilate a representation to its isomorphism class, hence two isomorphic representations can be said to be equal. We recall in this subsection classical results of Bernstein and Zelevinsky about classification of irreducible representations of the group G n (K) . If π is an irreducible representation of G n (K) , one denotes by c π its central character. We recall that an irreducible representation of G n (K) is called supercuspidal if it doesn't occur as a quotient of any proper parbolically induced representation, which is equivalent to the fact that it has a coefficient with support compact modulo the center Z n (K) of the group G n (K).
An irreducible representation π of the group G n (K) is called quasi-square-integrable, if there exists a positive character χ of the multiplicative group K * , such that one of the coefficients g → c(g) of π verifies that c(g)χ(det(g)) is a square-integrable function for a Haar measure of G n (K)/Z n (K). One says that the representation π is square-integrable (or belongs to the discrete series of G n (K)) if one can choose χ to be trivial. If ρ is a supercuspidal representation of G r (K) for a positive integer r, on denoteq by ρ| | K the representation obtained by twisting with the character |det( )| K . We call segment a list ∆ of supercuspidal representations of the form
for a positive integer l. We call length of the segment the integer rl. We denote by ∆ the unique irreducible quotient of the representation ρ × ρ| (K) . It is also common to denote by St l (ρ) the representation ∆, and to call it generalized Steinberg representation attached to ρ. We have the following theorem (Theorem 9.3 of [Z] ). Theorem 1.1. A representation ∆ of the group G n (K) is quasi-square-integrable if and only if there is r ∈ {1, . . . , n} and l ∈ {1, . . . , n} such that lr = n, and ρ a supercuspidal representation of G r (K) such that the representation ∆ is equal to St l (ρ).
A representation of this type is square-integrable if and only if it is unitarizable, or equivalently if and only if ρ| | (l−1)/2 F is unitarizable (i.e. its central character is unitary). We say that two segments are linked if none of them is a subsegment of the other, but their union is still a segment.
We recall that from Theorem 6.1 of [Z] , that every irreducible representation of the group G n (K) , is obtained as the unique irreducible quotient of a representation parabolically induced from quasi-square-integrables. We will focus in this work on representations called of Whittaker type, we thus recall their definition. Before, we recall that if ψ is a character of K, we still denote by ψ the character of the group N n (K), given by n → ψ(
Definition 1.1. We say that the representation (π, V ) of the group G n (K) is a representation of Whittaker type, if there is a non trivial character ψ of (K, +) , such that the space of linear forms λ on V , which verify λ(π(n)v) = ψ(n)v for n in N n (K) and v in V , is of dimension 1.
Hence a representation of Whittaker type is not necessarily irreducible, but it is isomorphic, up to unique (modulo scalars) isomorphism to a submodule of Ind Gn (K) Nn(K) (ψ). We note W (π, ψ) this model of π on which G n (K) acts by right translation, and call it the Whittaker model of π.
The following theorem due to Rodier (cf. [R] ) describes the behaviour of the "Whittaker type" with respect to parabolic induction. Theorem 1.2. Letn = (n 1 , . . . , n t ) be a partition of n, and let π i be a representation of G ni (K) for i between 1 and t, then the representation π 1 × . . . π t of the group G n (K) is of Whittaker type if and only if each π i is.
We now study irreducible representations of Whittaker type.
called generic if it is irreducible and of Whittaker type.
We have the following theorem due to Zelevinsky (Th. 9.7 of [Z] ), which classifies the generic representations of the group G n (K): Theorem 1.3. Letn = (n 1 , . . . , n t ) be a partition of n, and let ∆ i be a quasi-square-integrable of G ni (K) for i between 1 and t, the representation In [BZ] , Bernstein and Zelevinsky show the following result: Theorem 1.4. Let π be a generic representation of G n (K) , and ψ a non trivial character of K, the restriction map to the affine subgroup P n (K) of functions of W (π, ψ) is injective.
We denote by K(π, ψ) the model of π obtained this way, we call it its Kirillov model, it has the following important property. Theorem 1.5. Let π be a generic representation of the group G n (K), and ψ a non trivial character of K, Then the kirillov model
Whittaker models and derivatives
We start by recalling results of [BZ] and [Z] . We define four functors Φ
• Φ + is a functor from Alg(P n−1 (K)) into Alg(P n (K)). If (σ, V ) belongs to Alg(P n−1 (K)), we extend σ to P n−1 (K)U n (K) by making U n (K) act by the character ψ. We denote by σ ⊗ ψ this extension, then we have
• Φ − is a functor from Alg(P n (K)) into Alg(P n−1 (K)). If (τ, W ) is in Alg(P n (K)), the space of Φ − (τ ) is the quotient of W by the P n−1 (K)-module
and one has
These four functors are exact and verify the following relations:
The functors Ψ + and Φ + send irreducible representations to irreducible representations. Any irreducible representation of P n (K) is of the form (φ
is called the k th derivative of τ . If π belongs to Alg(G n (K)), we denote by π (k) the k th derivative of π viewed as a P n (K)-module, and we call it the k th derivative of π again. A representation τ in Alg(P n (K)) admits a filtration of P n (K)-modules
Let ψ be a non trivial character of K, the representation τ admits a nonzero Whittaker linear form with respect to ψ if and only if τ n is nonzero, and the dimension of the space of these linear forms is the dimension of τ (n) . In particular, the representation τ admits a Whittaker model if and only if τ (n) is of dimension 1, in which case all the representations τ k admit a Whittaker model. For an irreducible representation π of the group G n (K), the dimension of π (n) is at most 1, so that the representation π is generic if and only if π (n) is nonzero.
The following proposition allows to compute the derivatives of generic representations ( [Z] , Theorem 4.4 and Lemma 4.5).
Proposition 1.1.
1. Let π be a supercuspidal representation of the group G n (K), then the representation π (k) is zero for k between 1 and n − 1, and π (n) = 1.
2. Let ρ be a supercuspidal representation of G r (K) , and π a quasi-square-integrable represen-
is not a multiple of r, and
F ] for k between 1 and l − 1.
3. Letn = (n 1 , . . . , n t ) be a partition of n, and for i between 1 and t, let ∆ i be an irreducible representation of G ni (K) . We denote by π the representation ∆ 1 × · · · × ∆ t of the group G n (K), then for k between 1 and n, the representation π (k) has a composition series, with
We end this subsection by recalling few results on Whittaker models and derivatives. (K) , the for all k between 1 and n, the representation π (k−1) of P n−k+1 (K) , admits for model
which we call the Whittaker model of π (k−1) .
In this model, Proposition 1.4. of [C-P] asserts that the subspace
is equal to
be an irreducible subrepresentation of the representation π (k) with model the quotient normalised representation
The following proposition implies that π (K) , let k be an integer between 1 and n − 1, and π
We denote by τ 0 the inverse image of π , ψ) such that
Functional equations for representations of Whittaker type
We first recall that an Euler factor is a function of the complex variable s, of the form 1/P (q −s K ) (or 1/P (q −s F ) later in the framework of Asai L functions) with P in C[X] and P (0) = 1.
We now summerize the results of Section 2 of [J-P-S]. Let π and π ′ be two representations of Whittaker type of the group G n (K),and ψ a non trivial character of
We denote by η n the row vector with n entries (0, . . . , 0, 1). Then, there exists a real number r π,π ′ independant of (W, W ′ , φ), such that the following integral is absolutely convergent whenever Re(s) ≥ r π,π ′ :
The integrals I(W, W ′ , φ, s) define for Re(s) large enough rational functions in q 
, having a unique generator which is an Euler facteur. We denote by L(π × π ′ , s)this generator which is independant of ψ.
We denote by w n the element
If π is a representation of Whittaker type of the group G n (K), and if W belongs to W (π, ψ), then the functionW sending g in G n (K) 
. If ψ is a non trivial character of a finite extension E over F , it defines naturally a character of E n that we denote by ψ again, we denote by d ψ x the autodual Haar measure on E n . If φ belongs to C ∞ c (E n ), we denote by φ ψ or by φ if there is no ambiguity, the Fourier transform y → x∈E n φ(x)ψ(xy)d ψ x. Proposition 1.4 (Functional equations for representations of Whittaker type). Let ψ be a non trivial character of (K, +), π and π ′ two representations of Whittaker type of the group 
We then put
.
We now recall the notion of exceptional pole introduced in [C-P] . Let π and π ′ be two representations of Whittaker type of the group G n (K), and let s 0 be a pole of order d of L(π × π ′ , s), the Laurent developement
satisfying the quasi-invariance: 
It is shown in [C-P] that if π and π ′ are irreducible, and if s 0 is an exceptional pole of
A proof analoguous to that of Theorem 2.1 of [M2] , appealing to Theorem A of [Ber] instead of Proposition 1.1 of [M2] , would show the converse of this fact. 
In the same context, we call L ex (π ×π ′ , s) the product of the 1/(1−q
) when s 0 describes the set of the exceptional poles of L(π × π ′ , s).
Classical results and conjectures about distinguished representations
We first define the notion of distinction.
If π is a homomorphism from a group G to another group, and φ a homomorphism from G to itself, we denote by π φ the homomorphism π • φ. The irreducible distinguished representations have two fondamental properties. 
We denote by η K/F the order two 2 character of F * , trivial on the norms of the multiplicative group K * . Kable showed in the discrete series case, some sort of converse to the preceeding theorem.
Proposition 1.7. Let π be a discrete series representation of the group
A representation of the discrete series of the group G n (K) cannot be distinguished and η K/F -distinguished at the same time.
We find a local proof in [A-T] (Proposition 3.1) for the case of the group G 2 (K), the proof in the general case uses global methods, and is due to Kable (cf. [K] ).
A consequence of Proposition 1.6 and Theorem 1.3 is the following. If π = ∆ 1 × · · · × ∆ t is a generic representation as in the statement of Theorem 1.3 and if it is distinguished, then there exists a reordering of the ∆ i 's, and an integer r between 1 and t/2, such that ∆ 
Conjectures and known results on Rankin-Selberg type Asai L-functions
We first recall standard results from [F4] . We fix a nonzero element δ in the kernel of T r K/F . A non trivial character ψ of (K, +), trivial on F corresponds uniquely to a character ψ ′ of F , by ψ(x) = ψ ′ (T r K/F (δx)) for x in K. Let π be a representation of Whittaker type of the group G n (K). If W belongs to the Whittaker model W (π, ψ), for ψ a nontrivial character of K trivial on F , and φ belongs to C ∞ c (F n ), then there exists a real number r π , depending only on π, such that the following integral converges:
This integral as a function of s has a meromorphic extension to C. For s of real part greater than r π , the function I(W, φ, s) is a rational function in q −s F , which actually has a Laurent series development. The C-vector space generated by these functions is in fact a fractional ideal
This ideal I(π) is principal, and has a unique generator of the form 1/P (q −s F ), where P is a polynomial with P (0) = 1. 
We denote by γ
has a pole at s 0 , its order d is the highest order pole of the family of functions of I(π). Then we have the following Laurent expansion at s 0 :
The quantity B s0 (W, φ) defines a nonzero bilinear form on
, satisfying the quasi-invariance:
Following [C-P] for the split case K = F × F , we state the following definition:
As an immediate consequence, if
For more convenience, we introduce a second L-function: for W in W (π, ψ), by standard arguments, the following integral is convergent for Re(s) large, and defines a rational function in q −s , which has a Laurent series development in q −s :
By standard arguments again, the vector space generated by the functions
, which has a unique generator which is an Euler factor. Definition 2.3. Let π be a representation of the group G n (K) which is of Whittaker type, we denote by L (0) (π, s) the Euler factor which generates the ideal spanned by the functions
We now recall Lemma 2.1 of [M2] .
Hence we have the inclusion
We now recall Proposition 2.2 of [M2] which gives a characterisation of exceptional poles:
) is exceptional if and only if it is a pole of the function
We denote by L ex (π, s) (as in [C-P] for the split case, cf. Definition 1.3) the product function
Theorem 2.1 of [M2] then links the notions of exceptional pole and distinction. 
admits a pole at zero. Let s 0 be in C. We notice that if the representation π is a generic representation of the group
It is shown in Remark 2.1 of [M2] that if π is a generic representation of G n (K), then the function L Rad(ex) (π, s) has simple poles, the following proposition specifies this statement. 
Suppose now that the representation π is supercuspidal, then the restriction to 
We refer to section 7 of [P] for the definition and the basic properties of multiplicative induction in general.
The following conjecture is expected to be true. 
Indeed, this conjecture is true for discrete series representations, it follows from Theorem 1.6 of [A-R] and Theorem of Section 1.5 in [He] . The proof uses global methods. For G 2 (K), the conjecture is proved in [M2] for ordinary representations, using local methods.
Asai L-functions of generic representations
The aim of this section is to show that Conjecture 1.1 of the first section implies the conjecture 2.1 about Asai L-functions of generic representations.
Assuming Conjecture 1.1, we will first show in Subsection 3.3 that Conjecture 2.1 is true for representations in general position (see Definition 3.1). Then in Subsection 3.4, we will deform a representation π in general position by twisting it by an unramified character of the center of a standard Levi subgroup, identified with a complex multivariable u ∈ (C/ 2iπ ln(qK )Z ) t , into a representation π u . We will then prove that the equality of Conjecture 2.1 is preserved when u varies. This will allow us to conclude.
For irreducible principal series representations (i.e. if the ∆ i 's are characters), the conjecture 1.1 is proved in [M1] , hence this will allow us to compute Asai L-functions of such representations.
Asai L-functions of quasi-square-integrable representations
We start this subsection by computing Asai L-functions of quasi-square-integrable representations.
Proposition 3.1. Let ρ be an irreducible supercuspidal representation of G m (K) , and (K) . We have the following equality:
Proof. We know from Proposition Theorem 1.6 of [A-R] and Theorem of Paragraph 1.5 in [He] that
, which is the direct sum ⊕ n k=1 Sp(2k − 1). In this direct sum, the submodules Sym(Sp(n)) and Alt(Sp(n)) are respectively isomorphic to ⊕ E((n−1)/2) k=0
Sp(2n − 3 − 4k). As W F acts trivially on Sym(Sp(n)), and by η K/F on Alt(Sp(n)), we deduce the equality
The wanted equality of Asai L-functions follows.
This has for corollary the following result (see Section 4 of [A-R]).
Proof. Suppose ρ is η n−1 K/F -distinguished, then it is unitary because its central character has unitary restriction to F * , hence is unitary itself. Thus π is a discrete series representation, and its Asai L-function has a pole at zero from Proposition 3.1, the representation π is then distinguished according to Proposition 2.2. On the other hand, if the representation π is distinguished, its central character c π is trivial on F * , hence unitary, but as c π = c n ρ , the central character c ρ is also unitary, and the supercuspidal representation ρ is unitary too. Again π is a discrete series representation, and its Asai L-function has a pole at zero because it is distinguished according to Proposition 2.2. From equality 2, there is k between 0 and n − 1 such that
ρ, s + k) has a pole at zero, which implies from Proposition 2.4 that ρ is η
F -distinguished, but as c ρ is unitary, the integer k must be equal to zero, and ρ is η 
Proof. It is a consequence of Proposition 1.1 and Proposition 3.1.
Remark 3.1. In the same manner, it follows from Proposition 1.1 and Theorem 8.2 of [J-P-S] (or Theorem 2.3 of [C-P] ) that if ∆ and ∆ ′ are respectively two quasi-square-integrable representations of G n (K) and G ′ n (K), then if k and k ′ are two integers such that ∆ (k) and ∆
Asai L-functions and derivatives
In this subsection, we analyse the function L (0) (π, s) for π in "general position". This is a straightforward transposition of the results of [C-P] , to the context of Asai L-functions.
To do this we write the Laurent expansion of
3) has a pole of order d at s 0 :
Here the linear form L s0 is a non trivial linear form on W (π, ψ), which satisfies the quasiinvariance
Considering the filtration of
Therefore there exists a smallest k such that L s0 vanishes on W (π n−k+1 , ψ) but is non-zero on W (π n−k , ψ). Hence the functions I (0) (W, s) with W in W (π n−k , ψ) account for the pole at s 0 with order d.
have compact support in the last n − k − 1 rows of g modulo N n−1 (K) . Using partial Iwasava decomposition to write g in G n−1 (K) as
, the function W has compact multiplicative support in the a i . Then there exists constants c i and β i such that our integral becomes a finite sum of the form
The pole at s 0 of order d must come from an integral I (n−k−1) (W, s). Morover since W enters into these integrals via its restriction to G k (F ), it only depends on its image in W (π (n−k−1) , ψ).
But by Lemma 9.2 of [J-P-S], each I (n−k−1) (W, s) actually occurs in I (0) (W 0 , s) for some W 0 in W (π, ψ), hence belongs to I (0) (π). These integrals have therefore a pole of order at most d at s 0 , and a pole of order d for appropriate choice of W in W (π, ψ). We now write the expansion of I (n−k−1) (W, s) at s 0 for W in W (π, ψ):
The value at W ∈ W (π, ψ) of the linear form L (n−k−1),s0 depends only of the image of W in W (π (n−k−1) , ψ). Because of the twists involved in the definitions of the derivatives, the linear form L (n−k−1),s0 still verifies the quasi-invariance under the subgroup P k+1 (F ):
Furthermore the index k was chosen so that L (n−k−1),s0 is non trivial but vanishes on W (π n−k+1 , ψ), i.e. on W (π (n−k−1),2 , ψ) if we consider it as a linear form on W (π (n−k−1) , ψ).
defines a non trivial linear form on W (Ψ + (π (n−k) ), ψ). We now make the same assumption as in [C-P] , which is verified for representations in "general position".
Assumption 3.1. For all j between 1 and n, the derivative π (n−j) is completely reducible.
Taking k as before, such that L (n−k−1),s0 defines a non trivial linear form on
Then the representation
, with π (n−k) i irreducible, and there exists i 0 such that
), ψ). Now from Corollary 1.1 of Proposition
which is the characteristic function of a sufficiently small neighborhood of 0, such that for h in
The integral I (n−k−1) (W i0 , s) decomposes as
, where
As the (1 − φ 0 (η k h)) term restricts the support of the integrand to being compact in the last row of h, modulo N k (F ), the integral I 1 (n−k−1) (W i0 , s) is actually a linear combination of integrals involving restrictions of functions of W (π, ψ) to G k−1 (F ), which depend only on their image in W (π (n−k) , ψ). But the linear form L (n−k−1),s0 vanishes on this space, hence the term I 1 (n−k−1) (W i0 , s) cannot contribute to a pole of order d at s 0 . We deduce that integrals I corresponding to an exceptional pole comes from a I 0 (n−k−1) (W i0 , s) for some good choice of W i0 . We thus proved: an irreducible constituent of
, s), for k an integer between 1 and n − 1 and π
an irreducible constituent of π (n−k) , occurs with at least same order in L (0) (π, s).
Put in another way, we proved the following:
. Let π be a generic representation, such that its derivatives are completely reducible, then the Euler factor L (0) (π, s) is equal to the least common multiple
where the l.c.m. is taken over k in {1, . . . , n − 1} and π
in the irreducible components of 
Proof. For a), the assertion follows from Theorem 3.1. Assertion b) follows from Theorems 1.1 and 2.2 of [C-P].
Proof. It is a consequence of Theorem 3.1 and Proposition 1.1.
L Rad(ex) for generic representations
In this subsection, we prove that Conjecture 1.1 implies Conjecture 2.1 about Asai L-functions for representations in general position (see Definition 3.1).
We first translate Conjecture 1.1 in terms of functions L Rad(ex) of the ∆ i 's. We will need some notations. For each integer r ≤ t/2, we denote by A(r) the set of subsets of {1, . . . , t} with 2r elements. If I r belongs to A(r), we denote by P (I r ) the set of partitions of I r in pairs {i 1 , j 1 } ∐ · · · ∐ {i r , j r }, and we denote by I c r the complement of I r in {1, . . . , t}. Finally if P r = {i 1 , j 1 } ∐ · · · ∐ {i r , j r } belongs to P (I r ), we denote by {P r } the set {{i 1 , j 1 } , . . . , {i r , j r }}. Proposition 3.3. The following conjecture is equivalent to the conjecture 1.1. Conjecture: Let π = ∆ 1 × · · · × ∆ t be a generic representation of the group G n (K) as in Theorem 1.3, then the Euler factor L Rad(ex) (π, s) is equal to the lcm for r between 1 and t/2, I r in A(r) and
s). This gives the formula
Proof. Assume the preceeding conjecture. According to Theorem 2.2, the representation π is distinguished if and only if L Rad(ex) (π, s) admits a pole at zero. From equation 5, it is equivalent to say that there is an integer r ≤ t/2, a set I r with 2r elements, and a partition with {i 1 , j 1 } ∐ · · · ∐ {i r , j r } of I r such that for every k between 1 and r, the function
, s) has a pole at zero, and for every i ′ in {1, . . . , t} − {i 1 , j 1 , . . . , i r , j r } the function L Rad(ex) (∆ i ′ , s) has a pole at zero. This is nothing else than the statement of Conjecture 1.1 according to Theorem 1.6 and Proposition 2.2. Now suppose that the conjecture 1.1 is true. Then tensoring by the character | | F -distinguished for i > 2r. Hence s 0 is a pole of L Rad(ex) (π, s) if and only if there exists an integer r ≤ t/2, a set I r ∈ A r , and a partition in pairs P r ∈ P (I r ), such that s 0 is a pole of L Rad(ex) (∆ i × ∆ σ j , s) for every {i, j} in {P r }, and a pole of L Rad(ex) (∆ i ′ , s) for every i ′ in I c r . Hence both functions L Rad(ex) (π, s) and
have the same poles, but as both have simple poles and are Euler factors, they are equal.
Remark 3.2. The Asai L-function of a quasi-square-integrable representation ∆ of the group G n (K) is computed in Proposition 3.1 of Subsection 3.1, it has simple poles, and so is the case for L(∆ × ∆ ′ , s) for quasi-square-integrable representations ∆ and ∆ ′ (see for example Theorem 2.3 of [C-P] ). Hence in the statement of Conjecture 3.3, the functions
We next define what we mean by "in general position" for a representation of the group G n (K). There is actually a slight difference between our definition and the definition in [C-P] (we add condition 3.).
Definition 3.1. Let π = ∆ 1 × · · · × ∆ t be a representation of the group G n (K), obtained by normalized parabolic induction of quasi-square-integrable representations ∆ i of G ni (K), for positive integers n i such that their sum is equal to n.
We say that it is in general position, if it verifies the following properties:

It is generic (hence irreducible).
For all k between 1 and n − 1, the central characters of the irreducible components of π (n−k)
are different. Thus, for such a representation, the assumption 3.1 is satisfied.
If (i, j, k) are three different integers between 1 and t, and (l
i , l j , l k ) three integers in {0, . . . , n i − 1} × {0, . . . , n j − 1} × {0, . . . , n k − 1}, then the functions L(∆ (li) i × (∆ (lj ) j ) σ ) and L(∆ (li) i × (∆ (l k ) k ) σ ) have
no common poles, and the functions
i ) have no common poles.
We are now able to state the following theorem. 
Proof. We first recall from Proposition 1.1 that if the representation π
is an irreducible component of the derivative
. . , n}, hence it is still in general position.We proove the theorem 3.2 by induction on n. Case n = 1 is trivial, and n = 2 is treated in [M2] . Suppose that the theorem is true for any positive integer strictly less than n. By definition of π, s) . From Theorem 3.1 and Proposition 3.3, this is equivalent to the function L
for k in {1, . . . , n − 1} and π (n−k) l in the irreducible components of π (n−k) . By induction hypothesis, any pole of 
and each function
kq , s). There are two cases: 1) If 2p + q < t or if an element of the family (a i , b j , c k ) i,j,k is positive: Then by induction hypothesis, the product of the L ex (∆
k r ′ , s)'s for r and r ′ respectiveley between 1 and p and 1 and q, divides the function
kq ). Hence s 0 is a pole of order d of this function, and it is exceptional from Proposition 3.3. Proposition 3.1 then implies that s 0 is a pole of order at least d of
i is an irreducible component of π (l) with l positive, then it is of the form
, with the sum of the d i 's being equal to l. Now by induction hypothesis, the func- 2) The integer 2p + q is equal to t and all the a i 's, b j 's and c j 's are zero: We first reorder the ∆ i 's such that i r = 2r − 1, j r = 2r for r ≤ p, and k r ′ = 2p + r ′ for r ′ ≤ q. In this case s 0 is an axceptional pole of L K F (π, s) from Proposition 3.3. It thus occurs with order 1 in the function L Rad(ex) (π, s).
if p ≥ 1, and the d − 1 first otherwise, we show by induction hypothesis, that s 0 is a pole of
In both situations, the pole must be exceptional according to Proposition 3.3, and we deduce from Proposition 3.1, that s 0 is a pole of order
and as s 0 occurs exactly in the functions L(∆ 2i−1 × ∆ σ 2i , s), for i in 1, . . . , p, and in the functions , s) , which contradicts the fact that these functions have simple poles. Finally the order in any L ex (π (k) i , s), for any positive k, and any irreducible component π
Deformation, derivatives and local factors
We again recall a few facts from [C-P], Sections 3 and 4, about deformations of representations and behaviour of the derivatives. Let t be a positive integer, the map u = (u 1 , . . . , u t ) → q
Definition-Proposition 3.1. Let (n 1 , . . . , n t ) denote a partition of n by positive integers, and let ∆ i be a quasi-square-integrable representation of G ni (K) for i between 1 and t. As quasi-squareintegrable representations are generic from Theorem 1.3, and according to [R] , the representation π = ∆ 1 ×· · ·×∆ t of the group G n (K) is of Whittaker type, though it is not necessarily irreducible.
We say that such a representation π is of parabolic type.
For u ∈ D t , and π of parabolic type, we define the deformed representation
Definition-Proposition 3.2. Let π be a parabolic type representation of the group G n (K), then outside a finite number of hyperplanes in u, the representation π u is in general position (see Definition 3.1). If π is fixed, we say that u is in general position if the representation π u is.
Proof. The fact that conditions 1. and 2. of Definition 3.1 are verified follows from the discussion before Proposition 3.5 of [C-P] . For condition 3., let i, j and k be three different integers between 1 and t. It is enough to show that outside a finite number of hyperplanes in u, the functions
have no common pole. To do this we write ∆ i as St mi (ρ i ) and ∆ j as St mi (ρ j ). According to Theorem (8.2) 
is equal to 1 unless ρ i and ρ j are supercuspidal representations of the same group G m ′ (K). So we suppose it is the case, and from the same proposition of [J-P-S], one has the equality L(
for an integer l between 0 and m j − 1, and according to Proposition 3.1 and Proposition 2.4, there exists l ′ between 0 and m i − 1 such that η
pole outside a finite number of affine hyperplanes in (u i , u j , u k ). This concludes the proof of the proposition. Now we are going to prove that whenever the representation π is of parabolic type, then the factor γ K F (π u , ψ, s) (see after Theorem 2.1) is a rational function of q −u
We denote by Q the standard parabolic subgroup of the group G n (K) corresponding to the partition (n 1 , . . . , n t ), by M the associated Levi subgroup, which is isomorphic to G n1 (K) × · · · × G nt (K) , and N Q the unipotent radical of Q. Whenever u is in D K , the representation π u is of Whittaker type from Proposition-Definition 3.1. For m in M , we denote by |m|
We first recall from [C-P] that π u can be realised in the space F π of smooth funtions of restrictions to
. This indentifies the set of representations π u with u in D K with the trivial vector bundle D K × F π , with G n (K) acting in each fibers with different action. Considering π u as acting on F , a Whittaker functional
is defined in Section 3 of [C-P] , to which we refer for notations. For f ∈ F, the Whittaker function
the complex vector space generated by the functions (u, g) → W fu (gg ′ ) for
It is shown in [C-P] that the action of the group G n (K) on W 
In order to prove rationality properties of the Asai-gamma factor of π u , we will show that if f belongs to F π , and φ belongs to C ∞ c (F n ), the integral I(W fu , φ, s) is a rational function in q Let V be a complex vector space of countable dimension. Let R be an index set, and let Ξ be a collection {(x r , c r )|r ∈ R} with x r ∈ V and c r ∈ C. A linear form λ in V * = Hom C (V, C) is said to be a solution of the system Ξ if λ(x r ) = c r for all r in R. Let D be an irreducible algebraic variety over C, and suppose that to each d, a system Proof. We reproduce the proof of Bernstein, which is extracted from a letter to Piatetski-Shapiro. It proceeds in three steps.
Step 1: The system Ξ has a solution f . It is enough to check (*) For each collection {a r ∈ M|r ∈ R} in which all but a finite number of a r are 0, then a r x r = 0 implies a r c r = 0.
Indeed, if we know (*), we can unambiguously define f on the M-linear span of {x r } and then extend it arbitrarily to V M . Suppose that (*) is not true, i.e., there exists a linear combination a r x r which is zero such that a r c r = 0. Multiplying ar by a polynomial we can assume that a r ∈ C[D] and a r λ r = 0. Then at some point d ∈ Ω, the sum a r λ r (d) is different from 0, i.e., Ξ d does not have a solution, which is a contradiction.
Step 2: The solution f is unique.
Let ξ i be a C-basis of V . then f is defined by a countable number of functions f (ξ i ) ∈ M. If there are two solutions f , f ′ , then outside of a countable number of hypersurfaces f (d) and f ′ (d) are defined and are sloutions of Ξ d . Since on Ω, the system Ξ d has a unique solution, we obtain f (d) = f ′ (d) for d outside of a countable number of hypersurfaces of Ω. This implies that f is equal to f ′ .
Step 3: Outside of a countable number of hypersurfaces, the system Ξ d has a unique solution which is equal to f (d).
Since Ξ has a unique solution, each vector ξ i can be written as a finite linear combination x r = a i,r ξ i . Put D ′ = {d| a i,r and f are defined at d}. Then for all d ∈ Ω, the function f (d) is the unique solution of Ξ d .
In order to apply this theorem, we will need the following proposition. Proof. Let W belong to W (π u , ψ) and φ belong to C ∞ c (F n ), because of the formula
F dp
one deduces that the absolute convergence of the integral
F dp for any W ′ in W (π u , ψ), and of
. It is classical that the latter integrals converge as soon as Re(s) > 0, so we focus on integrals of the form
F dp for W ′ in W (π u , ψ).
We now recall the following claim, which is proved in the lemma of Section 4 of [F1] . Nn(F )\Pn(F ) W (p)dp is absolutely convergent. Applying this to our situation, and noting e π the maximal element of the set of central exponents of π (see Section 7.2 of [Ber] ), we deduce that as soon as u is such that L i (u) = u i −e π −1 has positive real part for i between 1 and t, and as soon as s has positive real part, the integral
F dp converges for all W ′ in W (π u , ψ).
We now can prove the following: 
for f in F π and φ in C ∞ c (F n ), and g in G n (F ). From the proofs of Lemma 8 and of the unique proposition of [F4] , it follows that out of the hyperplanes in (u, s) defined by c ρu |z| j(s−1) = 1, for ρ u in the irreducible components of π (n−j) u , and for j > 0, and out of the hyperplane c πu |z| ns = 1, the space of solutions of equation 7 is of dimension at most one. If we take a basis of (f α ) α∈A of F π , and a basis (φ β ) β∈B of C ∞ c (F n ), the polynomial family over the irreducible complex variety
expressing the invariance of I is given by:
Now we define Ω to be the intersection of the three following subets of D:
• the intersection of the complements of the hyperplanes such that π u is in general position on this intersection (see Proposition 3.2),
• the intersection of the complements of the hyperplanes on which uniqueness up to scalar fails,
• the intersection of the domains {Re(L i (u)) > 0} and {Re(s) > 0}, on which I(W f,u , φ, s) is given by an absolutely convergent integral.
The functional I is the unique solution up to scalars of the system Ξ ′ , in order to apply Theorem 3.3, we add for each d ∈ D a normalization equation E d depending polynomially on d. This is done as follows, we recall the following integration formula, which is valid for W (u, g) ∈ W (0) π with u ∈ Ω and φ ∈ C ∞ c (F n ):
stabilizes W , and let φ ′ be the characteristic function of η n K ′ , then one has
for some positive constant r. Calling c the constant
F dp, this latter equality becomes
π , it can be expressed as a finite linear combination W (g, u) = k π u (g i )W fα,u (g) for appropriate g α ∈ G n (K). Hence our polynomial family of normalization equations (which is actually independant of s) can be written
We now call Ξ the system given by Ξ ′ and E, it satisfies the hypotheses of Theorem 3.3. We thus conclude that there is a functional I ′ which is a solution of Ξ such that (u, s)
is the unique solution of Ξ ′ (u,s) outside a countable number of hypersurfaces in (u, s). In particular, on the intersection of Ω and of the complementary set of the removed hypersurfaces, the functionals I and I ′ agree. As D is locally compact, it is a Baire space, and this intersection contains . As they are rational functions of q −s F , they are equal for all s, and we conclude that (u, s) → I(W f,u , φ, s) belongs to C(q −u
An immediate corollary is the following.
Proposition 3.7. Let π be a parabolic type representation of the group G n (K), then the factor γ
We now prove a first step towards our main result.
Proof. We know from Theorem 3.2 that
when u is in general position, hence for any f ∈ F π , and any φ in C ∞ c (F n ), the function
has no poles when u is in general position. But the removed hyperplanes defining general position don't depend on s, but only on u. As we know that for fixed u, the integral defining . We now specialize at u = 0, to get that
The conclusion follows.
Proposition 3.9. Assuming Conjecture 1.1, let π = ∆ 1 × · · · × ∆ t be a parabolic type representation of the group G n (K), the two rational functions γ
Proof. We define the ratio ǫ
Hence for u in general position, we have the equality ǫ
, which imples this second equality. Applying the functional equation 2.1 twice, we deduce that for u in general position, one has ǫ
This equality of rational functions being true on the Zariski open subset of u in general position, it is always true, and ǫ
Combining the following equalities,
. This proposition has an immediate corollary.
Corollary 3.6. Assuming Conjecture 1.1, let π = ∆ 1 × · · · × ∆ t be a parabolic type representation of the group G n (K), the two rational functions γ
We will denote by ∼ the fact of being equal up to a unit in C[q −s F ], hence we can write γ
Proposition 3.10. Suppose that π 1 and π 2 are representations of Whittaker type of G n1 (K) and G n2 (K) , and π = π 1 × π 2 the corresponding representation of the group G n (K), for n = n 1 + n 2 .
Then the Euler factor
Proof. We know from discussion after the formula (3) that if W belongs to W (π, ψ), then the function
Hence every function I(W 2 , φ, s) belongs to I(π), which is I(π 2 ) ⊂ I(π) and the conclusion follows.
We are now able to show our main result.
Theorem 3.4. Let (n 1 , . . . , n t ) be a partition of the positive integer n, and for each i between 1 and t, let ∆ i be a square-integrable representation of G ni (K) . We take π to be the Langlands type representation 
We prove the theorem by induction on t. There is nothing to prove when n = 1. t − 1 → t: we assume that the result is true for any k ≤ t − 1. Let π be the Langlands type representation
. We want to show that P is 1. From Proposition 3.6, we deduce P (q −s
, s) and we know from Proposition 3.10 that there exists a polynomial F ) has its zeros in the set {s/Re(s) ≤ −u 1 − u t }. Now we denote by π 3 the representation ∆ 1 | | u1 ×· · ·×∆ t−1 | | ut−1 , hence π is equal to π 3 ×∆ t | | ut . We obtain in the same manner thatP (q −s
, hence its zeroes must have real part greater than or equal to 1−u 1 −u t . This implies that P (q As any generic representation, is isomorphic to a representation of Langlands type, we have the following corollary. Proof. We know that this equality is true for quasi-square-integrable representations. Let π = ∆ 1 × · · · × ∆ t be a generic representation. Each quasi-square-integrable representation ∆ i is associated by Langlands correspondence to a representation ρ i of the Weil-Deligne group W ′ K , and π is thus associated with ρ 1 ⊕ · · · ⊕ ρ n . From Lemma 7.1 of [P] , one deduces that L Finally, we know from the main theoem of [M1] , that Conjecture 1.1 is true for principal series representations of G n (K). The theorem is the following. 
Proof. One only has to show that the proof of Theorem 3.2 adapts to the subclass of representations of the principal series. The only thing to notice to adapt the proof, is that in this case, the irreducible components of the derivatives of π are still principal series representations. The validity of the result for π not in general position, follows from the deformation arguments of Subsection 3.4.
Eventually, we proove the converse of Corollary 3.7. Proof. There is one implication left. Suppose that we have the inductivity relation for the Rankin-Selberg type Asai L-function. Let π = ∆ 1 × · · · × ∆ t be a distinguished generic representation of G n (K) . As π is Galois-autodual, we can assume that there are three non negative integers p, q, and r, with 2r + p+ q = t, such that the q last ∆ i 's are η K/F -distinguished, and non isomorphic to one another, the q previous ∆ i 's are distinguished, and non isomorphic to one another, and ∆ σ i+1 = ∆ ∨ i for i = 1, 3, .., 2r−1. We denote by π d the representation ∆ 1 × · · ·× ∆ 2r+p , and by π u the representation ∆ 2r+p+1 × · · ·× ∆ t , hence one has π = π d ×π u . Now by hypothesis, we have the equality
We are going to show that 0 is an exceptional pole of L , for k > j > 2r + p, which cannot be because we supposed that the ∆ i 's were distinct for i > 2r + p (we recall that η K/F -distinguished irreducible representations are Galois-autodual). For similar reasons, zero doesn't occur as a pole in L But if π u is not zero, then π d is a representation of G r (K), for r ≤ n − 1. We are going to show that this implies that the function L K F (π d ) divides L (0) (π), which will imply that the order of 0 in the Asai L-function of π, is equal to its order in L (0) (π), so that zero won't be an exceptional pole of L Eventually, if π u is equal to zero, it is a consequence of [M3] that π = π d is distinguished.
