A new trial on speech recognition from graphical point of view is introduced. Isolated spoken-letters and color-names words are considered. After recording, the speech signal is processed as an image by Power Spectrum Estimation. For feature extraction, classification and hence recognition, the algorithm of minimal eigenvalues of Toeplitz matrices together with other methods of speech processing and recognition are used. A number of examples on applications and comparisons are presented in the work. The efficiency of the method is very high in the case of the six Polish vowels and English colornames, and the results are encouraging to extend the algorithm to cover more word classes.
Introduction
Most of speech classification algorithms are based on neural network theory, among them is that of Burr's [1] . In his paper, Burr used neural networks to classify and recognize written and spoken letters. Another and often used method of recognition is Hidden Markov Models, described for example in [2] . This paper, however, is based on algorithmic approaches and looks at the spoken letter as an image, that is, the speech signal is treated graphically. It is the aim of this paper that the approaches, achieved by the first author [3] , which were successfully used in description and classification of written scripts and texts, are applied on speech recognition. Particular attention is paid to the application of Toeplitz forms and the minimal eigenvalues of their determinants for shape description. However, this approach cannot be applied directly because of the speech complicated nature. That is why the authors are using some other methods of speech pre-processing for better feature extract of voice image before entering Toeplitz-based algorithms. The processing methods that gave good results in most cases are LPC -Linear Predictive Coding coefficients [4] , Spectral Moments [5] and Zero-Crossing method [6] . All of them have their advantages and also drawbacks. Seeking a simple and also a more stationary way for the graphical speech description, we applied the frequency spectral estimation method based on linear prediction model introduced in [7] and will thereafter be referred to as Burg's model. This method seems to be very useful for image-spectral pre-processing. The obtained signal spectrum forms the basis to further analysis for spoken-letter classification and recognition.
Spoken-Letter Waveform Pre-processing
The input to the system is a recorded speech waveform (Fig. 1) . This sound contains silence region before and after the under-analysis signal. The sound also consists of excessive number of samples, which must be reduced without losing the most important features.
The process of the speech preparation for feature extraction is given in Fig. 2 . A digital filter is applied to cut frequencies below 50 Hz. Almost all of the recorded speech signals contain this 50-Hz component. After filtering this frequency, the signal is free of such noise. The next step is to extract the valuable information from the rest of the signal. This is very important part of the signal pre-processing. The noise-free signal forms the input data to the algorithm of description and classification.
2.1
Algorithm Now we can proceed with our algorithm whose input is the amplified signal with frequencies above 3 kHz [8] . This is applied because consonants generally consist of two parts. The first one, with the lower magnitude, consists of the most important features, while the second one sounds like a vowel (the letter b, for example, is pronounced 'be' in Polish, and is analyzed as a consonant plus a vowel -b+e). Therefore, when amplifying higher frequencies we separate the first most important part of consonant signal. After this process we still have the signal sampled with 22 kHz frequency so that it consists of frequencies from 0 to 11 kHz, because sampling frequency, according to Nyquist theory, is at least twice higher than the highest frequency in the bandwidth.
Resampling. As we are trying to decrease the time of processing, and hence to speed the algorithm up, it is of great benefit then to reduce the number of samples and also number of computing operations. To realize that, in addition to the low-pass filtering of frequencies below 5 kHz, we resample the signal into one of less number of samples, without losing its essential-for-recognition characteristics. In our case, after reducing the maximal frequency to 5 kHz, the sampling frequency must be at least 10 kHz in order to meet the requirements of Nyquist theory of sampling. As a result of this resampling process, the number of samples is reduced to less than half its original value (from 22000 to 10000 per second), and the further steps of the analysis will be run on minimal data. This causes the system speed to increase twice. Comparison of the signal with and without resampling is given in Fig. 3 . After resampling, the new signal is now prepared to be applied as an input to the next block, namely, Speech Signal Processing. This step is the most important one in the whole process of classification where the features of the acoustic images are extracted.
Speech Signal Processing
Among many methods of Speech Signal Processing, the authors have chosen the method based on spectrum analysis. This method allows speech image-feature extract from spectral analysis in a simple way. However, the processing is a difficult task because of the very complicated model of speech creation and perception. The advantage of spectral analysis processing is the possibility of analyzing the particular frequencies contained in the speech signal, which are articulation dependent and hence in some manner to allow identifying such components like phonemes. Following this, the authors are working on finding a method for smoothing irregular spectral shape resulting from applying FFT (Fast Fourier Transform). Experiments showed that power spectrum estimation of Burg's model is the best for this purpose. It is based on the Linear Predictive Coding approach (Fig. 4) . The theory of linear predictive coding is given in [9] , where the sample ( ) u n can be approximated as the linear combination of the P previous samples, with n > 0. 
FFT Burg
The th n sample estimator ( ) u n is defined to be:
where p a -prediction coefficients, p = 1, 2, ..., P, and P -prediction order. The difference between ( ) u n and ( ) u n is called the prediction error ( ) e n . Hence,
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Burg's model together with the whole software implementation is included in [10] . This step is the starting point for further analysis. The analysis is based on minimizing forward and backward prediction errors according to Levinson -Durbin recursion [11, 12] . For most of the phonemes, the spectral estimation furnishes a smooth envelope, while local extremes can be seen clearly (Fig. 5) . The obtained power spectrum acoustic images are then analyzed using the known methods of classification and recognition. In this work we use both classical point-topoint algorithms as well as the one based on minimal eigenvalues of Toeplitz matrices [3] . This algorithm has proved to be efficient in image feature extraction of scripts, texts [13, 14] and a number of other various image-recognition processes [3, 15] . Therefore, Toeplitz algorithm is applied to recognize spoken waveforms looked at as acoustic images. Of course, there are some factors which directly affect the accuracy of the pre-processing algorithms. For example, when applying the method of estimation, one needs to specify the prediction order and the FFT length. The FFT length must give the smoothest shape of the spectrum (the more samples we have, the smoother shape we get), and it cannot be a case when too many samples are considered. This, as very well known, would definitely lower the efficiency of the algorithm. Prediction order is also an important parameter. When it is too low, the envelope doesn't match with FFT shape, and when it's too high, it causes the speed of the algorithm to fall. So it's very important, although very difficult, to choose the best prediction order. Again, when considering Toeplitz matrices and their minimal eigenvalues, it is essential to know how to select the characteristic points from the spectral estimation curve in order to apply as the feature data for the input to the classifying system. Figure 6 shows this procedure. In Fig. 6a out of 250 points only 25 are selected, that is every tenth point is considered. However, Fig. 6b shows larger number of samples as they are taken every fifth sample. This decreases the number of samples to only 50.
As can be seen from this figure, the choice of every-tenth-point selection (Fig. 6a) leads to a distorted curve, while that of Fig. 6b does not cause any mentioned changes or distortion. This means that the last choice (Fig. 6b ) is sufficient to assign and deliver the necessary minimized number of characteristic points as the input data to image classifying system based on Toeplitz approach of description. This would certainly decrease the computation size taking place in evaluating the necessary Toeplitz form determinants by at least 5 times. The next step is to determine the Toeplitz matrices and calculate their corresponding determinants.
Classification
For the purpose of classification, the required comparison between the reference pattern Ψ and the resulting one from the input data Φ , is led by the Absolute Deviation classifier [3] , defined by the summation of the absolute-values of the differences between i Ψ and i Φ elements for i = 1, 2, …, P, that is,
The input data i Φ to this equation is taken from the feature vector of the minimal eigenvalues extracted by the following criterion. To explain how the algorithm of minimal eigenvalues works, we first introduce the way of calculating Toeplitz-matrix determinants.
According to the method given in [3, 15] , the under-test object-features are described by the following rational function:
where P(s) and Q(s) are n-degree polynomials in the complex variable s whose coefficients are the coordinates of the feature points of 
To create Toeplitz matrices and their determinants, evaluate Taylor series for H(z):
Determine the minimal eigenvalues of the forms in Eq. (8):
Hence, the following feature vector is found:
Eq. (9), acts as the input data to the classification algorithms when applying the known methods of similarity and comparison for the sake of recognition. The characteristic behavior of this equation lies in the fact, that it forms a monotonically non-increasing series whose limit has something common with the minimal value of the rational function in Eq. (5) at s jy = . The behavior of this function and its derivatives is beyond the topics of this work. Again, the feature vector of Eq.(9) presents a very useful tool in describing an image within a class of similar objects. Simply, each has its own series of minimal eigenvalues i Ψ descending to a definite limit of specific value differing from the series and their limits of other ones. The obtained results from the theory of both Burg's and Toeplitz according to the authors' approach, are given in the following section. 
Recognition -Experiments and Result

Experiment 1.
Here, a direct application to the results obtained from Burg's estimation spectrum is used for classification of characteristic points extracted from the under-test spoken-letter image. The recognition rate is high, and the number of samples is high, too. Table 1 shows the results of this experiment. 
(4).
The first results showed a high efficiency level (88%) for the 14 pronounced-in-Polish letters a, c, d, e, l, m, n, o, p, r, s, t, u, z, but a lower rate for the others, which reduced the overall recognition rate to 65% (see Table 2 ). The recent work has shown higher recognition rate especially when the input data to Eq.(5) was modified leading to other more distinguishable series of minimal eigenvalues. The results were encouraging to extend the algorithm and test word groups by the Toeplitz-based algorithm. The first tested groups were the color names in two languages Polish and English. Our research group has been working on other spoken-word classes like days of the week, months of the year, and so forth.
Experiment 3. This experiment shows the results of recognition seven color-names in Polish and another seven-color group in English. The recognition rates are very high; they are 96% for Polish group and 94% for the English group (see Table 3 for the English group). 
Conclusions
The image-based approach in speech classification and processing has proved to be as good as other known methods in their recognition efficiency. In the case of using 22 letter-pattern classes, a recognition accuracy of above 93% was achieved. Experiments have shown that spectrum estimation parameters are very important for the recognition quality. Moreover, results improvement lies in choosing the suitable sampling window, for example Blackman's window [10, 16] is adequate to our needs. Other methods are based on various modifications of the minimal eigenvalues algorithm based on Toeplitz matrices [3, 13] . This algorithm has given very good results in case of scripts, texts and two-dimensional object images [3, 13, 15] . In the case of speech signals and their spectral images, this kind of image is more complicated. Speech images, no matter what form they are described in, they always represent a complex of a lot of various elements and they need special and specific ways of processing. Researches, focused on developing methods based on the minimal eigenvalues algorithm are still being working on. The accuracy of these methods is mainly affected by the minimization of the number of characteristic points. Another important factor that may lower the recognition accuracy, is the fact, that power spectrum is too similar for different phonemes. This is why more efforts are employed to apply Toeplitz approach directly on recorded voice just after filtering and noise removing so that the recognition is processed in the real time. The successful application of the Toeplitz-based algorithm to color-names classes in two languages, Polish (96% recognition rate) and English (94%), has proved that the presented work is promising. Experiments are being done on Arabic classes, as well. Some recent results [17] seem to be helpful in the pre-processing steps, which will certainly improve the level of accuracy and give much better results. Moreover, the results achieved in [18] are being used for better feature extract and improved voice-signal image processing. The near future publications will show more interesting results, hopefully of higher recognition rate and wider applications.
