Abstract: Height models based on high-altitude aerial images provide a low-cost means of generating detailed 3D models of the forest canopy. In this study, the performance of these height models in the detection of individual trees was evaluated in a commercially managed boreal forest. Airborne digital stereo imagery (DSI) was captured from a flight altitude of 5 km with a ground sample distance of 50 cm and corresponds to regular national topographic airborne data capture programs operated in many countries. Tree tops were detected from smoothed canopy height models (CHM) using watershed segmentation. The relative amount of detected trees varied between 26% and 140%, and the RMSE of plot-level arithmetic mean height between 2.2 m and 3.1 m. Both the dominant tree species and the filter used for smoothing affected the results. Even though the spatial resolution of DSI-based CHM was sufficient, detecting individual trees from the data proved to be demanding because of the shading effect of the dominant trees and the limited amount of data from lower canopy levels and near the ground.
Introduction
An individual tree is the basic element of traditional forest inventory, as forests are composed of individual trees and forest stands constitute larger forested areas. Hence, information on individual tree attributes (such as volume) is retrieved first, and tree-level attributes are then compiled for stand-level forest inventory attributes. This requires that all trees within the area of interest be observed and measured. Airborne laser scanning (ALS) provides accurate 3D information and enables the development of detailed maps of ground elevation and characterization of forests. In contrast to many remote-sensing data sources, ALS is spatially detailed (high spatial resolution) and captures the height of trees and other vegetation. Heights of individual trees or canopy density can be accurately deduced with ALS. ALS is already utilized in operational forest inventory for predicting stand-level forest inventory attributes via the area-based approach (ABA) [1] [2] [3] [4] . In the ABA, the area of interest is tessellated into grid cells, and relations between cell-wise ALS-derived point metrics and field-measured forest inventory attributes are searched. Based on the relationships found, forest inventory attributes can be predicted for all grid cells. Compared to traditional stand-wise field inventory (SWFI), ABA has provided more accurate estimations of forest inventory attributes [5] . However, ABA does not provide tree-level information needed in detailed forest management (e.g., diameter distribution), and the accuracy of estimations regarding the number of trees or timber assortments is similar to SWFI [1, 6] .
The development of laser scanners has enabled the identification of individual trees from the ALS data. During the last 10-15 years, techniques for detecting single trees have been developed and tested (e.g., [7, 8] ), but have yet to be adopted in operational forest inventory. In the past, single-tree-based approaches were presumed to perform best with dense (at least five points per m 2 ) ALS data. Kaartinen and Hyyppä [7] analyzed nine different methods (algorithms) based on the smoothed surface model (i.e., canopy height model, CHM) from ALS data for detecting individual trees in two test sites. The results showed that preprocessing of ALS data influenced the accuracy greatly, whereas changes in the point density between 2 and 8 points/m 2 did not affect the detection rate of the trees. Vauhkonen et al. [8] tested six different algorithms from which four utilized CHM for detecting single trees in varying forest conditions. The algorithms performed similarly and differences between detection rates (from 45.2% to 100.7%) were more affected by forest structure (e.g., tree density and clustering) than different algorithms. Omission errors (i.e., trees not detected, usually suppressed under dominant canopy layer) varied between 30.6% and 61.1%, whereas commission errors (i.e., trees detected from ALS but not linkable to any field tree) varied from 6.9% to 39.4%. Although ALS-based individual tree detection (ITD) has proven to provide accurate estimates for logging recovery in mature single-tree-species stands [9] , reliable tree detection in varying forest conditions still remains challenging [8, [10] [11] [12] . One of the challenges is to detect suppressed trees more accurately. Maltamo et al. [13] used the Weibull distribution to detect suppressed trees and were able to decrease the relative root-mean-square error (RMSE) from 74.4% to 49.2% for the number of stems. Hyyppä et al. [14] employed last returns in identifying suppressed trees and were able to improve the detection accuracy by 6%.
Processing a CHM usually includes smoothing in order to reduce height variation within tree crowns (e.g., one crown can include many tree tops, especially with deciduous trees) and improve detection accuracy. A Gaussian filter is commonly applied for smoothing the CHM before delineating individual tree crowns by segmenting it [7, 8, 15] . There are several methods for segmenting the CHM, but most of them are based on finding local maximum values and expanding segments by adding pixels to them if they meet the criteria (e.g., neighboring pixels have lower height values in "pouring" analysis) [15] [16] [17] [18] . The excess segments are primarily a consequence of the occurrence of several height peaks within individual tree crowns. Smoothing the CHM reduces the number of created segments, but on the other hand, also makes the smallest crowns near larger ones disappear. In some studies, this problem has been minimized by using adaptive Gaussian filters (e.g., [11, 19] ).
Moreover, utilization of aerial imagery in environmental mapping is a longstanding tradition. Aerial imagery has been widely utilized in forest inventory, especially in the identification of tree species [20] [21] [22] [23] [24] [25] . Digitalization of aerial photography and developments in image-matching algorithms have increased the interest in 3D point clouds and surface models based on digital stereo imagery (DSI). The interest in utilizing stereo or multi-view DSI for predicting forest inventory attributes [26] [27] [28] [29] [30] is also increasing, as the temporal resolution of 3D remote sensing data can be improved with it. Photogrammetric point cloud generation by digital image-matching requires that the same object be viewed in at least two different images. The current image-matching strategies (e.g., semi-global matching, SGM) are capable of generating dense point clouds [31] . The choice of image-matching algorithm affects the accuracy of the generated point clouds to some extent, especially in forests [28] . Although predicting forest inventory attributes has also been possible solely with DSI, many studies have employed a combination of DSI and ALS, where ALS has provided the digital terrain model (DTM) and the digital surface model (DSM) has been generated from DSI-based point clouds (e.g., [3, 32] ). The capability of DSI to characterize forest canopy is poorer compared to ALS because DSI cannot really penetrate through the canopy [33] . Thus, utilizing the available ALS-based DTM is justified. The abovementioned studies applying DSI have mainly focused on predicting the forest inventory attributes at a plot or grid level comparable to ABA [34] . However, recent research has also utilized individual tree detection from DSI [35] [36] [37] . St-Onge et al. [35] compared tree detection and tree-level height estimates based on DSI to ALS, and obtained similar results with both data sets. They also highlighted the capability of DSI in species recognition, compared to ALS, when spectral values are included in addition to height information gained from DSI-based point clouds. Additionally, Tompalski et al. [37] compared tree detection based on ALS to DSI and concluded that the quality of data affects the results more than the methodological approach used. Rahlf et al. [36] , on the other hand, used DSI to compare ITD and ABA in estimating forest inventory attributes and obtained similar results with both approaches.
Information on forest resources for forest management planning has been acquired in ten-year cycles in Finland. Nowadays, ALS data are utilized in producing forest resource information with ABA, but due to the cost of ALS data, the data acquisition for forest management planning in shorter intervals may not be feasible. The advantage of DSI, compared to ALS, is higher cost efficiency-especially in large areas. Therefore, digital aerial images could be available more often (e.g., every three years). One of the challenges associated with ALS has been recognizing tree species reliably; thus, combining ALS data and aerial images has been proposed for the estimation of stand-level forest inventory attributes [2] . If individual trees can be identified and detected from DSI data with similar or improved accuracy compared to ALS, it could enhance the identification of tree species. Using DSI-based 3D point clouds and spectral data, St-Onge et al. [35] reported very promising results on detection and species classification of individual tree crowns. In addition, a combination of ALS and DSI could be a solution for species recognition: Holmgren et al. [38] achieved 96% classification accuracy when identifying pine, spruce, and deciduous trees.
The objective of this study was therefore to investigate the capability of DSI in detecting individual trees in mature stands of managed forests with varying main tree species. The emphasis was to test how filtering DSI-based CHM with various methods affects not only the accuracy of identifying the trees but also the estimates of arithmetic mean height (henceforth, mean height) under different tree-species compositions. Thus, our hypothesis was that using DSI-based CHMs in ITD, the dominant tree species affects the selection of optimal filter, and detecting single trees is more accurate in conifer-dominated stands. National DTM based on ALS was used in normalizing DSI-based DSM in CHM generation.
Materials and Methods

Test Site
The study area of 5 kmˆ5 km is located in Evo, southern Finland (61˝11 1 24 11 N, 25˝06 1 36 11 E, Figure 1 ). It belongs to the southern boreal forest zone and contains approximately 2000 ha of managed boreal forest. The average stand size is slightly less than 1 ha. The area consists of a mixture of forest stands, varying from natural to intensively managed forests. The elevation of the area varies from 125 m to 185 m above sea level. The dominant tree species are Scots pine (Pinus sylvestris L.) and Norway spruce (Picea abies (L.) H. Karst), making up 40% and 35% of the total volume, respectively. The proportion of all deciduous trees together is 24% of the total volume. 
Field Data
The field data included 39 plots (32 m × 32 m, 1024 m 2 ) from mature forests with varying dominant tree species. The field campaign was carried out in the summer of 2014. Before the actual field measurements, terrestrial laser scanning (TLS) measurements were conducted, and stem maps (i.e., location and identity code for each tree) were created based on the TLS data. These stem maps were used to locate the trees in the field plots. Locations of the missing trees were added to the stem maps based on four field measured distances and directions. All of the trees that were not found during field measurements but appeared in the stem maps were deleted from the final stem maps. From the sample plots, all trees with diameter-at-breast-height (DBH) of over 5 cm were measured with steel calipers in two perpendicular directions, and the mean of the two readings represented the DBH. The height of the trees was also measured using an electronic hypsometer. The tree volumes were calculated with standard Finnish models [39] . The models used tree species, DBH, and height as input variables. The forest inventory attributes for sample plots were obtained by averaging or adding up the tree-level data. The field data was limited to the trees with at least some timber value. Hence, only the trees taller than 14 meters were used in this study when calculating the plot-level arithmetic mean heights. Trees of this size were mostly visible from above, but the visibility varied with the species composition and spatial distribution of the trees.
Sample plot locations were calculated using the geographic coordinates of six reference points inside the plots. The positions of the reference points were measured using a combination of differential GPS (Trimble R8) and a total station (Trimble 5602). The total station was oriented using two GPS locations from an opening (e.g., a road) adjacent to the plot and away from dense cover. The reference points were positioned using distances and angles from the total station. Plot position was further adjusted manually using ALS data. In this procedure, the locations of all trees on the stem map were used to help find the true location of the plot in the ALS point cloud. The plot was shifted and rotated so that the tree locations within the map aligned properly with the point cloud.
The field plots were further divided into subgroups based on the tree species, accounting for 70% or more of the basal area-i.e., the dominant species. The classes were defined as described in Table 1 . One of our aims was to closely examine the plots with the most deciduous trees. In order to 
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The field plots were further divided into subgroups based on the tree species, accounting for 70% or more of the basal area-i.e., the dominant species. The classes were defined as described in Table 1 . One of our aims was to closely examine the plots with the most deciduous trees. In order to do so, the classification limit of the deciduous subgroup was reduced from 70% to 40% of basal area. However, the deciduous plots are also counted as mixed plots (hence, in Table 1 the number of deciduous plots is given in brackets). The descriptive statistics of all subgroups are presented in Table 2 . 
Aerial Images and Processing into Digital Surface Model
The aerial images of the Evo area were acquired on 22 May 2014 by the National Land Survey of Finland (NLS) using a Z/I Imaging Digital Mapping Camera. The image block was comprised of two flying strips, both consisting of 12 images, resulting in a total of 24 images. The forward and side overlap of the pictures were 80% and 64%, respectively. The flying altitude was approximately 5000 m above the mean ground level, leading to a ground sample distance (GSD) of approximately 50 cm. The width of an image strip was 6.9 km, and the distance between adjacent flight lines was 2.5 km. The imagery had exterior orientation values that were used as an initial orientation when importing the images into BAE Systems Socet Set software (San Diego, CA, USA). The final orientation was based on automatic tie points and 40 interactively measured ground control points. The ground control points were derived from elevation model and orthophotos of the NLS. Three radial distortion parameters were solved with on-the-job calibration. The root-mean-square error (RMSE) values of the adjustment were 0.266 m (X), 0.400 m (Y), and 1.187 m (Z).
Socet Set was also used for extracting the 3D information from the images. The calculation of triangulated irregular network (TIN)-type surface models was carried out with the NGATE (Next Generation Automatic Terrain Extraction) module of the Socet Set software bundle, using a matching strategy suitable for forestry applications. NGATE is based on correlation matching using a multiresolution image pyramid. An image correlation window size of 11ˆ11 pixels was used in each image pyramid level, and steep height variations as well as large search distances were allowed in order to obtain good reconstruction of the forest canopy. Extraction of DSM was done for each stereo model of consecutive images in the same strip, but inter-strip stereo models were not used in the calculation. The DSMs, with a resolution of 0.5 m, were exported in ASCII format either with Socet Set (V4.1) or Socet GXP (V5.6) software (BAE Systems, San Diego, CA, USA) and transformed into GeoTIFF format using Matlab (2015b) (MathWorks, Inc., Natick, MA, USA). National ALS-based DTM (resolution of 2 m) obtained from NLS was used to normalize DSM into CHM.
Quantifying and Visualizing the Effects of CHM Preprocessing
To determine the effects of CHM preprocessing, altogether 13 different filters were tested. The tested filters included three filters with preset weights and a Gaussian filter with varying sigma determining the magnitude of the filtration. The filters with preset weights utilized 3ˆ3 pixel windows-i.e., kernels. In Filter low (Equation 1, adopted from [40] ), a moderate relative weight was given to the central pixels, whereas in Filter high (Equation 2, adopted from [7] ), the weight given to the central cell was higher. In addition to the two, a simple 3ˆ3 pixel mean filter was tested. Using the Gaussian filter, the sigma values between 0.1 and 1.0 were tested. The size of the resulting filters varied from one pixel (sigma = 0.1) to 13ˆ13 pixels (sigma = 1.0). As using sigma value 0.1 did not smooth the CHM (kernel size 1ˆ1 pixel), the resulting CHM can be considered unsmoothed-i.e., the original DSI-based CHM. 
The effects of smoothing were investigated throughout the study for all filtered CHMs. The capability of DSI-based CHMs in describing the canopy structure of the forest and the effect of smoothing the CHMs were visualized by creating height profiles from four selected field plots: a pine-dominated, a spruce-dominated, a deciduous-dominated, and a plot with mixed tree-species. The profile lines were drawn using ArcMap 3D analyst (ESRI Inc., Redlands, CA, USA) from the lower left to the upper right corner of a plot, following the field-measured tree locations (Figure 2) . Hence, the intersected tree tops should be visually detectable in the resulting height profiles. 
Tree Delineation and Height Extraction
Individual crown segments were delineated from the CHMs using the watershed segmentation process (e.g., [15, 17] ). The process detects the local maxima of the CHM as starting points for the segmentation. If the eight connected pixels around the center pixel have lower CHM values, the center pixel is considered a local maximum. These points are considered to be the tree tops. The segment region is then extended from the local maximum by adding connected pixels with the same or lower height value to the region until a threshold value for minimum height is met. In this study, we used a height minimum threshold value of two meters. Three sets of crown segments were created by using the smoothed CHMs resulting from various filtering methods.
Because smoothing affects the extracted tree heights, the original, unfiltered CHM was used when deriving locations and heights for the trees extracted from the smoothed CHMs. The height and location were adopted from the maximum value of the unfiltered CHM inside each segment. If the maximum was a "plateau" consisting of several pixels, the location was determined as the mean location of the plateau pixels. The final tree candidates were chosen among the crown segments in terms of tree height. Focusing on mature trees, only crown segments with a CHM value (i.e., tree height) of at least 14 m were considered to represent actual trees.
The detected trees were divided into bins of 1 m based on their estimated height (i.e., maximum height of each segment) to generate separate height distributions, which were then compared to the reference distribution derived from tree heights based on field measurements.
Accuracy Assessment
The accuracy of ITD and estimated plot-level mean height were evaluated for all subgroups in terms of root-mean-square error (RMSE) and bias:
where n is the number of plots, is the CHM-derived number of trees or mean height in the plot i, and is the observed number of trees or mean height based on field measurements in a plot I. 
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where n is the number of plots, x chm i is the CHM-derived number of trees or mean height in the plot i, and x obs i is the observed number of trees or mean height based on field measurements in a plot I. The accuracy of detecting individual trees was also analyzed through height distributions by comparing those based on CHMs smoothed with various filtering methods to the field-measured distribution. The differences between the measured and estimated height distributions were investigated through a relative error index (EI rel ), which has been used when defining accuracies of estimated diameter distributions [41] [42] [43] in the field of forest research:
where k is the number of height classes, f i is the true number of trees in a height class i,f i is the predicted number of trees in height class i, N is the true total number, andN the predicted total number of trees in the plot. The index was originally proposed by Packalén and Maltamo [44] and is based on Reynolds error index [45] . Compared to the Reynolds error index, in the EI rel the results are scaled between 0 and 1 by weighing them by 0.5. Thus, EI rel value of 1 indicates that the distributions do not overlap and value 0 indicates a perfect fit. The subgroup-level results were aggregated as mean values of plot-level results. The resulting index can be interpreted as the proportion of the detected trees that are classified incorrectly.
Results and Discussion
Tree Detection
When examining the effects of smoothing the DSI-based CHM, the differences in the number of detected trees were substantial. The number of trees in deciduous-dominated stands was underestimated (absolute bias between´52 and´13, and relative bias between´84.7% and´21.9%, respectively) when utilizing a Gaussian filter with all sigma values, whereas in all other stand types (pine-and spruce-dominated and mixed), sigma values of 0.1 and 0.2 produced overestimates (absolute bias between 3 and 28 and relative bias between 5.6% and 72.7%, respectively, Figure 3 ). The RMSE of number of trees in spruce-dominated stands was the lowest-i.e., 13 (30.3%)-with sigma value 0.3. In pine-dominated stands, it was 10 (25.6%) with sigma value of 0.4, whereas in deciduous-dominated stands, the lowest RMSE of 21 (33.9%) was achieved with sigma value of 0.1 ( Figure 4) . The accuracy of detecting individual trees was also analyzed through height distributions by comparing those based on CHMs smoothed with various filtering methods to the field-measured distribution. The differences between the measured and estimated height distributions were investigated through a relative error index (EIrel), which has been used when defining accuracies of estimated diameter distributions [41] [42] [43] in the field of forest research:
where k is the number of height classes, is the true number of trees in a height class i, is the predicted number of trees in height class i, N is the true total number, and the predicted total number of trees in the plot. The index was originally proposed by Packalén and Maltamo [44] and is based on Reynolds error index [45] . Compared to the Reynolds error index, in the the results are scaled between 0 and 1 by weighing them by 0.5. Thus, value of 1 indicates that the distributions do not overlap and value 0 indicates a perfect fit. The subgroup-level results were aggregated as mean values of plot-level results. The resulting index can be interpreted as the proportion of the detected trees that are classified incorrectly.
Results and Discussion
Tree Detection
When examining the effects of smoothing the DSI-based CHM, the differences in the number of detected trees were substantial. The number of trees in deciduous-dominated stands was underestimated (absolute bias between −52 and −13, and relative bias between −84.7% and −21.9%, respectively) when utilizing a Gaussian filter with all sigma values, whereas in all other stand types (pine-and spruce-dominated and mixed), sigma values of 0.1 and 0.2 produced overestimates (absolute bias between 3 and 28 and relative bias between 5.6% and 72.7%, respectively, Figure 3 ). The RMSE of number of trees in spruce-dominated stands was the lowest-i.e., 13 (30.3%)-with sigma value 0.3. In pine-dominated stands, it was 10 (25.6%) with sigma value of 0.4, whereas in deciduous-dominated stands, the lowest RMSE of 21 (33.9%) was achieved with sigma value of 0.1 ( Figure 4) . When comparing bias and RMSE resulted with other filters, heavier filtering caused greater underestimation in deciduous stands (Figure 3 ), whereas in all other types of stands, lighter filters (i.e., Gaussian with sigma 0.1 and 0.2) resulted in overestimations of the number of trees. Filterlow resulted in an underestimation of only one tree in pine-dominated stands, whereas a Gaussian filter with sigma value of 0.2 and 0.3 reached the smallest bias in mixed and spruce-dominated stands, respectively ( Figure 3 ). The RMSE of number of trees increased in deciduous stands when sigma increased in the Gaussian filter. Filters with a 3 × 3 pixel kernel size produced similar results to a Gaussian filter with sigma value of 0.4 in all stand types. The RMSE of number of trees was the highest in stands dominated by deciduous trees, except with Gaussian filter when sigma was 0.1, which produced the lowest accuracy in pine-dominated stands (Figure 4) .
The average number of trees per hectare was clearly higher in deciduous plots compared to conifer-dominated and even mixed plots, which could be a reason for underestimations in the number of detected trees. The number of detected trees in various stand types is shown in Table 3 . The overall detection rates varied between 26% and 140% (i.e., 40% overestimation) between various filtering methods. The detection rates varied between 39% and 87% on average between stand types. However, it has to be borne in mind that as no matching between tree candidates and field-measured trees was made, even a 100% detection rate does not necessarily indicate a perfect detection: when plot averages are calculated, non-detection and over-detection (i.e., a single tree crown is split into several tree candidates) cancel each other out. One of the drawbacks of DSI-based CHM is the inadequate penetration of forest canopy, which results not only in lower detection rates of suppressed trees but also in overestimations of the number of trees due to an excess of crown segments. When employed in fine resolution CHMs, the number of segments resulting from the watershed procedure is often much larger than the actual amount of trees. The excess segments are primarily a consequence of the occurrence of several height peaks within individual tree crowns. Hence, the CHM is usually smoothed using a Gaussian filter [7, 8, 15] , for example. Smoothing the CHM reduces the number of segments created, but on the other hand, also makes the smallest crowns near larger ones disappear. In some studies, this problem has been minimized by using adaptive Gaussian filters (e.g., [11, 19] ).
Vauhkonen et al. [8] compared four methods in delineating individual trees based on CHM, and reported an overall detection rate between 45.2% and 100.7% in varying forest conditions (i.e., Eucalyptus plantations, conifer-and deciduous-dominated managed forests), whereas Persson et al. [46] were able to detect 71% of the trees correctly. However, the detection rates in Kaartinen and Hyyppä [7] varied between 20% and 90%, which implies the extent to which the suppressed trees affect the overall detection rate. In a rather sparse single-storey forest, nearly all the trees could be detected, whereas in a dense forest with a lot of suppressed or clumped trees, the detection rate was considerably lower. However, mature stands were selected for this study to avoid this problem When comparing bias and RMSE resulted with other filters, heavier filtering caused greater underestimation in deciduous stands (Figure 3 ), whereas in all other types of stands, lighter filters (i.e., Gaussian with sigma 0.1 and 0.2) resulted in overestimations of the number of trees. Filter low resulted in an underestimation of only one tree in pine-dominated stands, whereas a Gaussian filter with sigma value of 0.2 and 0.3 reached the smallest bias in mixed and spruce-dominated stands, respectively ( Figure 3 ). The RMSE of number of trees increased in deciduous stands when sigma increased in the Gaussian filter. Filters with a 3ˆ3 pixel kernel size produced similar results to a Gaussian filter with sigma value of 0.4 in all stand types. The RMSE of number of trees was the highest in stands dominated by deciduous trees, except with Gaussian filter when sigma was 0.1, which produced the lowest accuracy in pine-dominated stands (Figure 4) .
Vauhkonen et al. [8] compared four methods in delineating individual trees based on CHM, and reported an overall detection rate between 45.2% and 100.7% in varying forest conditions (i.e., Eucalyptus plantations, conifer-and deciduous-dominated managed forests), whereas Persson et al. [46] were able to detect 71% of the trees correctly. However, the detection rates in Kaartinen and Hyyppä [7] varied between 20% and 90%, which implies the extent to which the suppressed trees affect the overall detection rate. In a rather sparse single-storey forest, nearly all the trees could be detected, whereas in a dense forest with a lot of suppressed or clumped trees, the detection rate was considerably lower. However, mature stands were selected for this study to avoid this problem because our aim was to assess the effects of various filtering methods. Rahlf et al. [36] reported relative RMSE of 46% for detected trees with semi-automatic DSI-based ITD, whereas St-Onge et al. [35] presented relative difference between number of trees detected from DSI and ALS varying from´19.9% to 1.3% with different forest compositions. Tompalski et al. [37] were able to detect 74.1% of the trees with DSI-based CHM and local-maxima-search methodology for tree crown segmentation. We obtained the most accurate detection rate (97%) in pine-dominated stands with Filter low , whereas the lowest detection rate (15%) occurred in deciduous stands using a Gaussian filter with sigma value 1.0. Overall, heavier filters produced lower detection rates in all stand types. Table 3 . The number of detected trees and detection rate (%) in brackets in various stand types when using different filtering methods. G stands for Gaussian filter.
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Estimated Mean Height
The smallest bias in plot-level mean height was obtained in pine-dominated stands with sigma values from 0.7 to 1.0-i.e., with the heaviest filtering ( Figure 5 ). Bias in conifer-dominated stands varied when CHM was filtered more (i.e., the sigma values of the Gaussian filter increase). The effect of varying sigma value in RMSE of plot-level mean height when utilizing a Gaussian filter was more visible in deciduous and mixed stands than in conifer-dominated stands, especially where pine is the dominant tree species (Figure 6 ). because our aim was to assess the effects of various filtering methods. Rahlf et al. [36] reported relative RMSE of 46% for detected trees with semi-automatic DSI-based ITD, whereas St.Onge et al. [35] presented relative difference between number of trees detected from DSI and ALS varying from −19.9% to 1.3% with different forest compositions. Tompalski et al. [37] were able to detect 74.1% of the trees with DSI-based CHM and local-maxima-search methodology for tree crown segmentation. We obtained the most accurate detection rate (97%) in pine-dominated stands with Filterlow, whereas the lowest detection rate (15%) occurred in deciduous stands using a Gaussian filter with sigma value 1.0. Overall, heavier filters produced lower detection rates in all stand types. Table 3 . The number of detected trees and detection rate (%) in brackets in various stand types when using different filtering methods. G stands for Gaussian filter. 
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Estimated Mean Height
The smallest bias in plot-level mean height was obtained in pine-dominated stands with sigma values from 0.7 to 1.0-i.e., with the heaviest filtering ( Figure 5 ). Bias in conifer-dominated stands varied when CHM was filtered more (i.e., the sigma values of the Gaussian filter increase). The effect of varying sigma value in RMSE of plot-level mean height when utilizing a Gaussian filter was more visible in deciduous and mixed stands than in conifer-dominated stands, especially where pine is the dominant tree species (Figure 6 ). Mean height was overestimated in deciduous and mixed stands with all filtering methods, whereas in conifer-dominated stands it was mainly underestimated ( Figure 5 ). In spruce-dominated stands, a Gaussian filter with sigma value 0.5 produced the smallest bias in mean height (absolute bias 0.1 m and relative bias 0.5%), but between mean filter and a Gaussian filter with sigma value of 0.4, the results were similar in spruce-dominated stands, where bias was approximately −0.2 m (0.8%).
When ignoring the differences between tree species specific subgroups, the RMSE of plot-level mean height varied between 2.2 m (9.3%) and 3.1 m (13.1%) in all stands when utilizing various filtering methods. The smallest RMSE (1.0 m, 4.0%) was obtained in spruce-dominated stands with Filterlow, whereas the highest RMSE (5.8 m, 28.3%) was found in deciduous stands when a Gaussian filter and sigma value 0.4 were employed ( Figure 6 ). The largest errors seem to occur in deciduous and mixed stands, regardless of the filtering method. The difference between conifer stands and all other stands is more evident regarding plot-level mean height than the tree detection. The tree detection rate in mixed stands was on the same level with conifer-dominated stands.
In a comparative study of different segmentation algorithms utilizing dense ALS data with various forest types, Vauhkonen et al. [8] reported similar levels of RMSE, ranging from 1.8 m to 4.9 m and bias between −0.6 m and 4.1 m for plot-level mean heights. Kaartinen & Hyyppä [7] reported RMSE between 0.7 m and 4.7 m for mean height with varying delineating methods. Our results seem to be in line with these studies utilizing ALS. St.Onge et al. [35] compared individual tree heights derived from DSI and ALS, and reported RMSEs between 1.4 m and 2.4 m. In addition to accurately detecting the height of the canopy, estimates of plot-level mean height are also related to the number and type (dominant trees vs. suppressed trees) of trees that are found. This topic is further discussed in the next section.
Height Profiles
The sample height profiles from four different forest types are presented in Figure 7 . The profiles were created from the CHMs smoothed with a Gaussian filter using sigma values of 0.1 (no smoothing) and 1.0 (heavy smoothing). On the left there is a visualization of the unsmoothed CHM in a forest plot as seen from above. Field-measured trees of over 14 m height are indicated with black dots, and the profile location with a black line. The height profiles from both the unsmoothed CHM and CHM with heavy smoothing-determined from the plot along the profile line-are shown on the right side. Vertical red bars indicate the location, height, and DBH (bar width) of the fieldmeasured trees that the profile line intersects. The profile lines were drawn straight from a treelocation point to another. Hence, for each field-measured tree, there should be a peak of the same height and location in the height profiles. Mean height was overestimated in deciduous and mixed stands with all filtering methods, whereas in conifer-dominated stands it was mainly underestimated ( Figure 5 ). In spruce-dominated stands, a Gaussian filter with sigma value 0.5 produced the smallest bias in mean height (absolute bias 0.1 m and relative bias 0.5%), but between mean filter and a Gaussian filter with sigma value of 0.4, the results were similar in spruce-dominated stands, where bias was approximately´0.2 m (0.8%).
When ignoring the differences between tree species specific subgroups, the RMSE of plot-level mean height varied between 2.2 m (9.3%) and 3.1 m (13.1%) in all stands when utilizing various filtering methods. The smallest RMSE (1.0 m, 4.0%) was obtained in spruce-dominated stands with Filter low , whereas the highest RMSE (5.8 m, 28.3%) was found in deciduous stands when a Gaussian filter and sigma value 0.4 were employed ( Figure 6 ). The largest errors seem to occur in deciduous and mixed stands, regardless of the filtering method. The difference between conifer stands and all other stands is more evident regarding plot-level mean height than the tree detection. The tree detection rate in mixed stands was on the same level with conifer-dominated stands.
In a comparative study of different segmentation algorithms utilizing dense ALS data with various forest types, Vauhkonen et al. [8] reported similar levels of RMSE, ranging from 1.8 m to 4.9 m and bias between´0.6 m and 4.1 m for plot-level mean heights. Kaartinen and Hyyppä [7] reported RMSE between 0.7 m and 4.7 m for mean height with varying delineating methods. Our results seem to be in line with these studies utilizing ALS. St-Onge et al. [35] compared individual tree heights derived from DSI and ALS, and reported RMSEs between 1.4 m and 2.4 m. In addition to accurately detecting the height of the canopy, estimates of plot-level mean height are also related to the number and type (dominant trees vs. suppressed trees) of trees that are found. This topic is further discussed in the next section.
The sample height profiles from four different forest types are presented in Figure 7 . The profiles were created from the CHMs smoothed with a Gaussian filter using sigma values of 0.1 (no smoothing) and 1.0 (heavy smoothing). On the left there is a visualization of the unsmoothed CHM in a forest plot as seen from above. Field-measured trees of over 14 m height are indicated with black dots, and the profile location with a black line. The height profiles from both the unsmoothed CHM and CHM with heavy smoothing-determined from the plot along the profile line-are shown on the right side. Vertical red bars indicate the location, height, and DBH (bar width) of the field-measured trees that the profile line intersects. The profile lines were drawn straight from a tree-location point to another. Hence, for each field-measured tree, there should be a peak of the same height and location in the height profiles. Figure 7 visualizes the underestimation of the number of trees. The narrow gaps (<3 m) between large trees are rarely detected, and the height profiles rarely fall to heights of 10 m or less. Hence, non-dominant trees are difficult to detect from the CHM. When smoothing the CHM, the small-scale variation decreases, which means that there are fewer peaks in the smoothed CHM that would act as initial segments (i.e., tree tops) in the segmentation process. Figure 7 visualizes the underestimation of the number of trees. The narrow gaps (<3 m) between large trees are rarely detected, and the height profiles rarely fall to heights of 10 m or less. Hence, non-dominant trees are difficult to detect from the CHM. When smoothing the CHM, the small-scale variation decreases, which means that there are fewer peaks in the smoothed CHM that would act as initial segments (i.e., tree tops) in the segmentation process.
According to the height profiles in Figure 7 , it seems that the heights of individual dominant trees are underestimated in all subgroups. This seems rather contradictory, considering the constant overestimation of mean height in deciduous and mixed subgroups ( Figure 6 ). We presume the inconsistency results from the large number of small trees that were not detected from the DSI-based CHMs. This is supported by the fact that overestimation of the mean height increases with the underestimation of the number of trees (Figure 3) . However, the profiles describe only a limited number of trees and plots-hence, no widely applicable conclusion can be drawn from them.
The height profiles also point out another characteristic of DSI-based CHMs related to the location of the tree tops. For some trees (e.g., the two biggest trees in Figure 7b ), there is a notable difference between the locations of the peaks in the DSI-based CHMs and the field-measured tree locations and heights. The phenomenon might be linked to the location of the plots within the image blocks. The utilization of the areas near the edges of the image blocks is typically not recommended because the positional accuracy is often reduced near the edges [47] . Further reduction of the positional accuracy can be caused by the relatively poor observation geometry when measuring only one side of the tree and due to nonoptimal intersection geometries when using mainly observations of images with 80% overlaps. Furthermore, due to the central perspective, the smaller trees occluded by larger trees are not visible with larger view angles. These problems can be eliminated by using large image side overlaps, although it would increase the cost of the data. Although the side overlap was more than 60%, the study area was covered with only two flying strips. This is problematic, considering the plots at the edges of the image block.
Height Distributions
Comparing the accuracies of various filtering methods between the subgroups in terms of EI rel , the height distribution derived from CHM filtered with a Gaussian filter and sigma value 0.8 were the most accurate in spruce-dominated stands, whereas the Gaussian filter with sigma value 0.2 performed best in pine and deciduous stands (Figure 8 ). Estimated height distributions were the closest to the reference distributions in spruce-dominated stands and the most inaccurate in pine-dominated stands. However, the differences between the filtering methods in all stand types are relatively small. According to the height profiles in Figure 7 , it seems that the heights of individual dominant trees are underestimated in all subgroups. This seems rather contradictory, considering the constant overestimation of mean height in deciduous and mixed subgroups ( Figure 6 ). We presume the inconsistency results from the large number of small trees that were not detected from the DSI-based CHMs. This is supported by the fact that overestimation of the mean height increases with the underestimation of the number of trees (Figure 3) . However, the profiles describe only a limited number of trees and plots-hence, no widely applicable conclusion can be drawn from them.
Comparing the accuracies of various filtering methods between the subgroups in terms of EIrel, the height distribution derived from CHM filtered with a Gaussian filter and sigma value 0.8 were the most accurate in spruce-dominated stands, whereas the Gaussian filter with sigma value 0.2 performed best in pine and deciduous stands (Figure 8 ). Estimated height distributions were the closest to the reference distributions in spruce-dominated stands and the most inaccurate in pinedominated stands. However, the differences between the filtering methods in all stand types are relatively small. Interpreting the goodness of fit of the height distributions is not straightforward. In terms of EIrel, the effect of filtering DSI-based CHM was not evident in spruce-dominated and mixed stands, Interpreting the goodness of fit of the height distributions is not straightforward. In terms of EI rel , the effect of filtering DSI-based CHM was not evident in spruce-dominated and mixed stands, but was more visible in pine and deciduous stands. The relative error indices were originally utilized in a study with fairly small differences in the total number of detected trees [44] .
St-Onge et al. [35] studied the differences in tree characteristics derived from ALS and DSI point clouds, and reported that both methods resulted in rather similar height distributions. However, to our best knowledge, there is no previous research utilizing the comparison of height distributions in assessing the performance of DSI-based surface models in single-tree detection with field-measured reference distribution. Hence, we cannot directly compare our results on the goodness of fit of the height distributions to any existing studies. However, comparing the reported EI rel values to previous studies on diameter distributions is justified because there is a strong relationship between DBH and height. In other words, if height distribution can be estimated accurately (EI rel close to zero), it can be assumed that diameter distribution is also accurate. For example, considering diameter distributions, Vauhkonen et al. [41] reported EI rel values between 0.09 and 0.23 for species-specific diameter distributions and 0.40 for the diameter distribution covering all tree species. Still, in our study the DSI-based methods did not reach this level of accuracy.
Conclusions
In this study, we evaluated the performance of high-altitude DSI-based surface models in detecting individual tree crowns. We also tested various filtering methods for DSI-based CHM. In light of the presented results, we conclude that one of the problems with utilizing digital stereo imagery in detecting individual trees is the inconsistency of the detection rates between different forest types. In other words, the uncertainty in the number of detected trees is highly affected not only by the structure of the canopy but also by the selected filtering method. The use of high-altitude DSI gives limited information from lower parts of the canopy and the parts that are shadowed by tall trees. However, in mature single-storey forests, the high-altitude DSI-based point clouds seem to provide a sufficient method for assessing the total number of tree crowns.
The location accuracy of individual peaks in DSI-based height models sets another challenge for individual tree detection from DSI-based 3D surface models. Especially in tree monitoring applications (e.g., growth of single trees), matching the detected trees to the correct trees in the database is very important. However, plot-level estimates of mean height (RMSE between various filtering methods varied from 2.2 m to 3.1 m) are in line with previous studies using ALS and DSI for individual tree detection. Our hypothesis was approved in the sense that the accuracy in both detecting the trees and estimating the plot-level mean height varied with the filter used. Also, the same filters did not perform equally well in all subgroups. As hypothesized, the accuracy of deciduous and mixed subgroups was lower that that of conifer subgroups in terms of both the number of detected trees and the plot-level mean height. Selecting the optimal filtering method was more straightforward for deciduous and mixed stands. The methods that did not filter the CHM at all (i.e., Gaussian filter with sigma 0.1) or only slightly (i.e., Gaussian filter with sigma 0.2) produced the smallest RMSE and bias in both number of detected trees and plot-level mean height in deciduous and mixed stands. Conifer-dominated stands required more filtering-e.g., most accurate tree detection (97%) in pine-dominated stands was obtained with kernel of varying size, whereas the most accurate tree detection in spruce-dominated stands (89%) was possible with a Gaussian filter with sigma value of 0.3. In future studies, the performance of higher resolution DSI from lower flying altitudes, as well as the effect of different image-matching algorithms, should be studied for detecting individual tree crowns. Future studies should also cover direct clustering techniques for point cloud data.
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