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SIMPLICITY OF TWISTED C∗-ALGEBRAS OF HIGHER-RANK
GRAPHS AND CROSSED PRODUCTS BY QUASIFREE
ACTIONS
ALEX KUMJIAN, DAVID PASK, AND AIDAN SIMS
Dedicated to George A. Elliott on the occasion of his 70th birthday.
Abstract. We characterise simplicity of twisted C∗-algebras of row-finite
k-graphs with no sources. We show that each 2-cocycle on a cofinal k-graph
determines a canonical second-cohomology class for the periodicity group of
the graph. The groupoid of the k-graph then acts on the cartesian product of
the infinite-path space of the graph with the dual group of the centre of any
bicharacter representing this second-cohomology class. The twisted k-graph
algebra is simple if and only if this action is minimal. We apply this result to
characterise simplicity for many twisted crossed products of k-graph algebras
by quasifree actions of free abelian groups.
1. Introduction
Higher-rank graphs, or k-graphs, are combinatorial objects introduced by the
first two authors in [22] as graph-based models for the higher-rank Cuntz–Krieger
algebras studied by Robertson and Steger [42]. These C∗-algebras have been
widely studied [4, 7, 11, 12], and their fundamental structure theory is by now
fairly well understood. They provide interesting examples in noncommutative
geometry [33, 48] and have been used to establish weak semiprojectivity [49] and
calculate nuclear dimension [44] for UCT Kirchberg algebras.
Recently [24], we introduced a cohomology theory for k-graphs, and studied
the associated twisted k-graph algebras C∗(Λ, c) [26, 25]. These include many
examples that do not arise naturally from untwisted k-graph C∗-algebras (see [26,
Example 7.10], [34], and Theorem 5.1 below). So twisted k-graph C∗-algebras
could serve as useful models of various classes of classifiable C∗-algebras, particu-
larly as they are always nuclear and belong to the UCT class [26, Corollary 8.7].
It is therefore important to understand when twisted k-graph C∗-algebras are
simple. Simplicity of untwisted k-graph algebras was characterised in [41], and [26,
Corollary 8.2] shows that if C∗(Λ) is simple, so is every C∗(Λ, c). But the converse
fails: regarding N2 as a 2-graph T2, the associated 2-graph algebra C
∗(T2) ∼= C(T2)
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is not simple, but for each irrational number θ there is a cocycle cθ such that
C∗(T2, cθ) is the irrational-rotation algebra Aθ. This elementary example indi-
cates that characterising simplicity of C∗(Λ, c) is a subtle problem—an indication
confirmed by the partial results in [45]. In this paper, we present a complete so-
lution to this problem: Theorem 3.4 gives a necessary and sufficient condition for
C∗(Λ, c) to be simple.
The broad strokes of our solution are as follows. We show that C∗(Λ, c) is
isomorphic to the C∗-algebra of a Fell bundle BΛ over a topologically principal
amenable e´tale quotient HΛ of the k-graph groupoid introduced in [22]. Results
of Ionescu and Williams [16] show that if B is Fell bundle over a groupoid H, then
H acts on the primitive ideal space of the C∗-subalgebra C∗(H(0);B) ⊆ C∗(H;B)
sitting over the unit space of H. We prove that if H is topologically principal,
amenable and e´tale, then C∗(H;B) is simple if and only if this action is minimal.
In particular, C∗(HΛ;BΛ) is simple if and only if the Ionescu-Williams action of
HΛ is minimal. Our task is then to identify the action; it turns out that this is
quite intricate.
The k-graph has a periodicity group Per(Λ) ⊆ Zk [6]. We use groupoid tech-
nology to show that c determines a class [ω] ∈ H2(Per(Λ),T). We then identify a
map from HΛ to the primitive ideal space of the noncommutative torus Aω that
becomes a homomorphism when Prim(Aω) is regarded as a quotient of T
k. The
map HΛ → Prim(Aω) determines an action θ of HΛ on H
(0)
Λ × Prim(Aω). We
prove that there is a homeomorphism between this cartesian-product space and
Prim(C∗(H
(0)
Λ ;BΛ)) which intertwines the action θ with the action described in
the preceding paragraph, and deduce our main result.
Even the action θ is not easy to compute in a generic example. So we develop
some key examples where it can be computed. Firstly, if Aω is simple, then θ is
minimal precisely when Λ is cofinal. So we show how to decide efficiently whether
Aω is simple. Secondly, we show how to recover many twisted crossed products
of k-graph algebras by quasifree actions of Zl as twisted (k + l)-graph algebras,
and show that our main theorem yields a very satisfactory characterisation of
simplicity of many such twisted crossed products.
The paper is organised as follows. In Section 2 we establish the background that
we need regarding k-graphs and their groupoids. This includes a fairly general
technical result giving a sufficient condition for the interior of the isotropy of a
Hausdorff e´tale groupoid to be closed. The main point is that the interior of the
isotropy in the groupoid GΛ of a cofinal k-graph Λ is always closed, and relatively
easy to describe: Corollary 2.2 says that if Per(Λ) is the periodicity group of the k-
graph discussed in [6], then the interior IΛ of the isotropy in GΛ can be identified
canonically with G
(0)
Λ × Per(Λ). Moreover, we can form the quotient groupoid
HΛ := GΛ/IΛ, and this quotient is itself a topologically principal amenable e´tale
groupoid.
In Section 3, we study carefully the relationship between cocycles on a k-graph
Λ, and dynamics associated to the corresponding k-graph groupoid. In [22], the
k-graph algebra C∗(Λ) is identified with the C∗-algebra of a groupoid GΛ with
unit space Λ∞, the space of infinite paths in Λ. We showed in [26] that each
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C∗(Λ, c) can be realised as a twisted C∗-algebra C∗(GΛ, σc) of the same groupoid.
The restriction of the groupoid cocycle σc to each fibre of IΛ determines a 2-
cocycle of Per(Λ). We show that these 2-cocycles are all cohomologous, and deduce
in Proposition 3.1 that σc is cohomologous to a cocycle σ whose restriction to
IΛ is of the form 1Λ∞ × ω for some bicharacter ω of Per(Λ). We then have
C∗(Λ, c) ∼= C∗(GΛ, σ), and we seek to characterise simplicity of the latter. As
in [29], the primitive-ideal space of each fibre of C∗(IΛ, σ) can be identified with
the character space of the kernel Zω ⊆ Per(Λ) of the antisymmetric bicharacter
associated to ω. So PrimC∗(IΛ, σ) can be identified with Λ∞× Ẑω. We construct
from σ a Per(Λ)̂ -valued 1-cocycle rσ on GΛ. We then have the wherewithal to
state our main theorem, Theorem 3.4, although the proof must wait until the end
of the subsequent section. We show in Lemma 3.5 how to compute the bicharacter
ω, and hence the group Zω appearing in the main theorem, without passing to the
groupoid GΛ. We then show that rσ determines an action θ of the quotient HΛ
of GΛ by the interior of its isotropy on Λ
∞ × Ẑω. Theorem 3.4 can be recast as
saying that C∗(Λ, c) is simple if and only if θ is minimal (see Corollary 4.8).
In Section 4 we prove Theorem 3.4 using the technology of Fell bundles. We
use ideas from [8] (see also [37]) to recover C∗(Λ, c) as the C∗-algebra of a Fell
bundle BΛ over the quotient HΛ of GΛ discussed above. We show that the re-
striction C∗(H
(0)
Λ ;BΛ) of C
∗(HΛ;BΛ) to the unit space of HΛ is isomorphic to
C0(Λ
∞) ⊗ C∗(Per(Λ), ω). Since Per(Λ) is a free abelian group, the C∗-algebra
C∗(Per(Λ), ω) is a noncommutative torus, and has primitive ideal space Λ∞ × Ẑω
(see, for example, [40]). Results of Ionescu and Williams [16] show that conjuga-
tion in BΛ determines an action ofHΛ on the primitive-ideal space of C∗(H
(0)
Λ ;BΛ)
and hence on Λ∞ × Ẑω. By identifying specific elements in the fibres of BΛ that
implement the Ionescu–Williams action, we prove that it matches up with the
action θ of Section 3. In Lemma 4.6 and Corollary 4.7, we adapt the standard
argument in [38] to prove that if B is a Fell bundle over a topologically principal
amenable e´tale groupoid H, then C∗(H;B) is simple if and only if the Ionescu-
Williams action of H is minimal. We then prove our main theorem by applying
this result to the bundle BΛ over HΛ.
In Section 5, we investigate a broad class of examples of twisted higher-rank
graph C∗-algebras where the hypotheses of our main result are readily checkable.
We show how a Tl-valued 1-cocycle on a k-graph combined with a bicharacter ω of
Zl can be combined to obtain a 2-cocycle on the Cartesian-product (k + l)-graph
Λ×Nl for which the associated twisted (k + l)-graph C∗-algebra is isomorphic to
a twisted crossed product of C∗(Λ) by Zl. We demonstrate that the hypotheses
of our main theorem can be effectively checked for these examples, and obtain a
usable characterisation of simplicity of crossed products arising in this way when
Λ is aperiodic.
We finish in Section 6 by presenting a number of concrete examples of our main
result, showing how all of its working parts interact and demonstrating that each
of the ingredients of the statement is genuinely necessary to obtain a satisfactory
characterisation of simplicity. We also present a somewhat unrelated example
which we believe is nevertheless interesting in its own right: a 3-graph all of whose
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twisted C∗-algebras (including the untwisted one) are simple, but for which the
twisted C∗-algebras are not all mutually isomorphic.
2. Background
Throughout the paper, we regard Nk as a monoid under addition, with identity
0 and generators e1, . . . , ek. For m,n ∈ Nk, we write mi for the ith coordinate of
m, and define m ∨ n ∈ Nk by (m ∨ n)i = max{mi, ni}.
Given a small category C, we write C∗2 = {(λ, µ) ∈ C × C : s(λ) = r(µ)} for
the collection of composable pairs in C. A T-valued 2-cocycle1 c on C is a map
c : C∗2 → T such that c(λ, s(λ)) = c(r(λ), λ) = 1 for all λ and c(µ, ν)c(λ, µν) =
c(λ, µ)c(λµ, ν) for composable λ, µ, ν. If b : C → T is a function with b(α) = 1 for
every identity morphism α of C, then δ1b(µ, ν) := b(µ)b(ν)b(µν) defines a 2-cocycle
called the 2-coboundary associated to b. Two 2-cocycles c, c′ are cohomologous if
(µ, ν) 7→ c(µ, ν)c′(µ, ν) is a 2-coboundary.
If C is a discrete group, then any function c : C × C → T for which the func-
tions c(·, α) and c(β, ·) are homomorphisms is a cocycle; such cocycles are called
bicharacters. If, in addition, C is abelian, every 2-cocycle is cohomologous to
a bicharacter (see [20, Theorem 7.1]). For more background on 2-cocycles and
bicharacters on abelian groups see [20, 2, 29] (note that in the first two references
2-cocycles are called multipliers).
2.1. k-graphs and twisted C∗-algebras. Let Λ be a countable small category
and d : Λ → Nk be a functor. Write Λn := d−1(n) for n ∈ Nk. Then Λ is a k-
graph (see [22]) if d satisfies the factorisation property: (µ, ν) 7→ µν is a bijection
of {(µ, ν) ∈ Λm×Λn : s(µ) = r(ν)} onto Λm+n for each m,n ∈ Nk. We then have
Λ0 = {ido : o ∈ Obj(Λ)}, and so we regard the domain and codomain maps as
maps s, r : Λ→ Λ0. Recall from [31] that for v, w ∈ Λ0 and X ⊆ Λ, we write
vX := {λ ∈ X : r(λ) = v}, Xw := {λ ∈ X : s(λ) = w}, and
vXw = vX ∩Xw.
A k-graph Λ is row-finite with no sources if 0 < |vΛn| < ∞ for all v ∈ Λ0 and
n ∈ Nk. See [22] for further details regarding the basic structure of k-graphs.
Let Λ be a row-finite k-graph with no sources. We recall the definition of the
infinite path space Λ∞ given in [22, Definition 2.1]. We write Ωk for the k-graph
{(m,n) ∈ Nk : m ≤ n} with r(m,n) = (m,m), s(m,n) = (n, n), (m,n)(n, p) =
(m, p) and d(m,n) = n−m. We identify Ω0k with N
k by (m,m) 7→ m. We define
Λ∞ to be the collection of all k-graph morphisms x : Ωk → Λ. For p ∈ Nk, we
define T p : Λ∞ → Λ∞ by (T px)(m,n) := x(m + p, n + p) for all (m,n) ∈ Ωk.
(Traditionally, as in [22], these shift maps T p have been denoted σp, but we will
use σ in this paper to denote a 2-cocycle on GΛ.) For x ∈ Λ
∞ we denote x(0) by
r(x). For λ ∈ Λ and x ∈ Λ∞ with r(x) = s(λ), there is a unique element λx ∈ Λ∞
such that (λx)(0, d(λ)) = λ and T d(λ)(λx) = x.
As in [22, Definition 4.7], we say that Λ is cofinal if, for every x ∈ Λ∞ and every
v ∈ Λ0, there exists n ∈ Nk such that vΛx(n) 6= ∅. We say that Λ is aperiodic if it
1In [26] these were called categorical cocycles, in contradistinction to cubical cocycles.
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satisfies the “aperiodicity condition” of [22, Definition 4.3]: for every v ∈ Λ0 there
exists x ∈ Λ∞ with r(x) = v and Tm(x) 6= T n(x) whenever m 6= n.
Given a k-graph Λ, the group of all 2-cocycles on Λ (as described above) is
denoted Z2(Λ,T). Let Λ be a row-finite k-graph with no sources, and fix c ∈
Z2(Λ,T). A Cuntz–Krieger (Λ, c)-family in a C∗-algebra B is a function t : λ 7→ tλ
from Λ to B such that
(CK1) {tv : v ∈ Λ0} is a collection of mutually orthogonal projections;
(CK2) tµtν = c(µ, ν)tµν whenever s(µ) = r(ν);
(CK3) t∗λtλ = ts(λ) for all λ ∈ Λ; and
(CK4) tv =
∑
λ∈vΛn tλt
∗
λ for all v ∈ Λ
0 and n ∈ Nk.
C∗(Λ, c) is then defined to be the universal C∗-algebra generated by a Cuntz–
Krieger (Λ, c)-family (see [26, Notation 5.4]).
2.2. Groupoids. A groupoid is a small category G with inverses. We use standard
groupoid notation as in, for example, [38]. So G(0) is the set of identity morphisms
of G, called the unit space, and G(2) denotes the set G∗2 of composable pairs in G.
The groupoid G is an e´tale Hausdorff groupoid if it has a locally compact Hausdorff
topology under which all operations in G are continuous (when G(2) ⊆ G × G is
given the relative topology) and the range and source maps r, s : G → G(0) are
local homeomorphisms. It then makes sense to talk about continuous cocycles
on G. We write Z2(G,T) for the group of continuous T-valued 2-cocycles on
G and say that two continuous 2-cocycles are cohomologous if they differ by a
continuous 2-coboundary—that is, the coboundary δ1b associated to a continuous
map b : G → T such that b|G(0) ≡ 1. A 1-cocycle on G with values in a group G
is a map ρ : G → G that carries composition in G to the group operation in G.
Given u ∈ G(0) we write Gu for {γ ∈ G : r(γ) = u}, Gu for {γ ∈ G : s(γ) = u} and
Guu = G
u∩Gu. The isotropy of G is the set
⋃
u∈G(0) G
u
u of elements of G whose range
and source coincide. A groupoid is minimal if r(Gu) is dense in G(0) for every unit
u ∈ G(0). It is topologically principal if {u ∈ G(0) : Guu = {u}} is dense in G
(0).
It will be important later to know that the interior of the isotropy in the
groupoid associated to a cofinal k-graph is closed. This will follow from the fol-
lowing fairly general result.
Proposition 2.1. Let G be an e´tale groupoid, let G be a countable discrete abelian
group, and let c ∈ Z1(G, G). Suppose that G is minimal and that for all x, the
restriction of c to Gxx is injective. Let I denote the interior of the isotropy of G.
For x, y ∈ G(0), we have c(I∩Gxx ) = c(I∩G
y
y ). The set H defined by H := c(I∩G
x
x )
for any x ∈ G(0) is a subgroup of G, and s× c induces an isomorphism from I to
G(0) ×H. In particular the interior of the isotropy of G is closed.
Proof. For x ∈ G(0) set Ix := I ∩ G
x
x and note that Hx := c(Ix) is a subgroup of
G. Fix x, y ∈ G(0); we prove that Hx = Hy. By symmetry it suffices to show that
Hx ⊂ Hy, so we fix h ∈ Hx and prove that h ∈ Hy. Fix α ∈ Ix such that c(α) = h.
Since G is discrete and c is continuous, there is an open neighbourhood U of α
such that U ⊆ I ∩ c−1(h). Since c is injective on each Gxx , this U is a bisection.
Since G is minimal, the set s(Gy) is dense in G(0), and so there exists γ ∈ Gy such
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that s(γ) ∈ s(U). The unique element β of Is(γ) ∩ U satisfies c(β) = h, and then
γβγ−1 ∈ Iy satisfies c(γβγ−1) = c(γ)c(β)c(γ) = h. So h ∈ Hy as required.
Thus the map s× c yields an isomorphism from the interior of the isotropy of G
to G(0) ×H . Since I is the intersection of the closed set c−1(H) with the isotropy
of G, which is also closed, we deduce that I is closed. 
Given an e´tale groupoid G and a 2-cocycle σ ∈ Z2(G,T), it is straightforward
to check that Cc(G) is a *-algebra under the operations
(fg)(γ) =
∑
ηζ=γ
σ(η, ζ)f(η)g(ζ) and f∗(γ) = σ(γ, γ−1)f(γ−1)
for f, g ∈ Cc(G). The twisted groupoid C∗-algebra C∗(G, σ) is then defined to be
the closure of Cc(G) under the maximal C∗-norm (see [38] for more details).
2.3. k-graph groupoids. Following [22, Definition 2.7] we associate a groupoid
GΛ to each row-finite k-graph Λ with no sources by putting
GΛ := {(x, l −m, y) ∈ Λ
∞ × Zk × Λ∞ : l,m ∈ Nk, T lx = Tmy}.
For µ, ν ∈ Λ with s(µ) = s(ν) define Z(µ, ν) ⊂ GΛ by
Z(µ, ν) := {(µx, d(µ)− d(ν), νx) : x ∈ Λ∞, r(x) = s(µ)}.
For λ ∈ Λ, we define Z(λ) := Z(λ, λ).
The sets Z(µ, ν) form a basis of compact open sets for a locally compact Haus-
dorff topology on GΛ under which it is an e´tale groupoid with structure maps
r(x, l −m, y) = (x, 0, x), s(x, l −m, y) = (y, 0, y), and (x, l −m, y)(y, p − q, z) =
(x, l−m+ p− q, z). (see [22, Proposition 2.8]). The Z(λ) are then a basis for the
relative topology on G
(0)
Λ ⊆ GΛ. We identify G
(0)
Λ = {(x, 0, x) : x ∈ Λ
∞} with Λ∞.
Following [22, Proposition 2.8, Corollary 3.5] GΛ is an amenable e´tale groupoid.
Moreover GΛ is minimal if and only if Λ is cofinal [22, Proof of Proposition 4.8].
Suppose now that Λ is cofinal. As in [6], we define a relation on Λ by µ ∼ ν if
and only if s(µ) = s(ν) and µx = νx for all x ∈ s(µ)Λ∞. This is an equivalence
relation on Λ which respects range, source and composition. By [6, Theorem
4.2(1)], the set Per(Λ) := {d(µ) − d(ν) : µ, ν ∈ Λ and µ ∼ ν} ⊆ Zk is a subgroup
of Zk. Since Λ is cofinal, [6, Lemma 4.6] gives
Per(Λ) ⊆ {m ∈ Zk : (x,m, x) ∈ GΛ for all x ∈ Λ
∞}.
Since Per(Λ) is a subgroup of Zk, it is also a finitely generated free abelian group
and so Per(Λ) ∼= Zl for some integer l ≤ k.
Corollary 2.2. Let Λ be a cofinal row-finite k-graph with no sources. Let IΛ
denote the interior of the isotropy in GΛ. Then IΛ is closed and
IΛ = {(x,m, x) : x ∈ Λ
∞,m ∈ Per(Λ)} ∼= Λ∞ × Per(Λ).
Moreover, HΛ := GΛ/IΛ is an amenable, topologically principal, locally compact,
Hausdorff, e´tale groupoid.
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Proof. Note that GΛ is a minimal e´tale groupoid and the restriction of the canonical
cocycle c ∈ Z1(GΛ,Zk), given by c(x, n, y) = n to (GΛ)xx is injective for each
x ∈ Λ∞. Hence by Proposition 2.1 IΛ is closed.
By definition of the topology on GΛ, the set {(x,m, x) : x ∈ Λ
∞,m ∈ Per(Λ)}
is contained in IΛ, the interior of the isotropy of GΛ. Conversely, if α ∈ IΛ, then
α = (x,m, x) for some x ∈ Λ∞ and m ∈ Zk, and Proposition 2.1 applied to the
cocycle c of the preceding paragraph shows that (y,m, y) ∈ IΛ for every y. In
particular m ∈ Per(Λ). So IΛ = {(x,m, x) : x ∈ Λ∞,m ∈ Per(Λ)} as claimed.
It is routine to check that GΛ/IΛ is a locally compact Hausdorff e´tale groupoid
(see, for example, [47, Proposition 2.5]). Since c(IΛ) = Per(Λ), there exists c˜ ∈
Z1(HΛ,Zk/Per(Λ)) such that c˜([(x, n, y)]) = n+ Per(Λ). The groupoid c˜−1(0) is
isomorphic to c−1(0) which is amenable by, for example, [52, Lemma 6.7]. Since
Zk/Per(Λ) is abelian and hence amenable, it follows from [50, Proposition 9.3] that
HΛ is amenable. By construction of IΛ, the interior of the isotropy of HΛ is trivial,
and therefore HΛ is topologically principal by, for example, [39, Proposition 3.6].

We frequently identify IΛ with Λ∞ × Per(Λ) as in Corollary 2.2.
Let Λ s∗s Λ := {(µ, ν) ∈ Λ × Λ : s(µ) = s(ν)}. Lemma 6.6 of [26] shows that
there exists P ⊆ Λ s∗s Λ such that
(2.1) (λ, s(λ)) ∈ P for all λ and GΛ =
⊔
(µ,ν)∈P
Z(µ, ν).
Given such a set P , for g ∈ GΛ we write (µg, νg) for the element of P with
g ∈ Z(µg, νg). Fix c ∈ Z
2(Λ,T). Let d˜ : GΛ → Zk be the canonical 1-cocycle
d˜(x, n, y) = n. Lemma 6.3 of [26] shows that for composable g, h ∈ GΛ, there exist
α, β, γ ∈ Λ and y ∈ Λ∞ such that
νgα = µhβ, µgα = µghγ and νhβ = νghγ; and
g = (µgαy, d˜(g),νgαy), h = (µhβy, d˜(h), νhβy) and gh = (µghγy, d˜(gh), νghγy).
(2.2)
The formula
(2.3) σc(g, h) = c(µg, α)c(νg , α)c(µh, β)c(νh, β)c(µgh, γ)c(νgh, γ)
does not depend on the choice of α, β, γ, and determines a continuous groupoid
2-cocycle on GΛ. If σ′c is obtained from c in the same way with respect to an-
other collection P ′, then σc and σ′c are cohomologous. Corollary 7.7 of [26] shows
that there is an isomorphism C∗(Λ, c) ∼= C∗(GΛ, σc) that carries each sλ to the
characteristic function 1Z(λ,s(λ)).
3. An action of the k-graph groupoid associated to a k-graph
2-cocycle
We consider a row-finite k-graph Λ with no sources. Lemma 7.2 of [45] says that
if Λ is not cofinal, then C∗(Λ, c) is nonsimple for every c ∈ Z2(Λ,T). Since we are
interested here in when C∗(Λ, c) is simple, we shall therefore assume henceforth
that Λ is cofinal.
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Recall that if σ is a continuous T-valued 2-cocycle on a groupoid G, then there
is a groupoid extension G(0) × T → G ×σ T → G, where G ×σ T is equal to G × T
as a set, with unit space (G ×σ T)(0) = G(0) × {1}, range map r(g, z) = (r(g), 1),
source map s(g, z) = (s(g), 1) and operations
(α,w)(β, z) = (αβ, σ(α, β)zw) and (α,w)−1 = (α−1, σ(α, α−1)w).
Given σ ∈ Z2(GΛ,T) we write IΛ ×σ T for IΛ × T regarded as a subgroupoid of
GΛ ×σ T. We often implicitly identify (GΛ ×σ T)(0) with G
(0)
Λ .
Proposition 3.1. Let Λ be a cofinal row-finite k-graph with no sources, and take
c ∈ Z2(Λ,T). Fix P ⊆ Λ s∗s Λ as in (2.1), and let σc ∈ Z2(GΛ,T) be as in (2.3).
For x ∈ Λ∞, define σxc ∈ Z
2(Per(Λ),T) by σxc (p, q) = σc((x, p, x), (x, q, x)). Then
there is a bicharacter ω of Per(Λ) such that σxc is cohomologous to ω for every
x ∈ Λ∞. For any such bicharacter ω, there exists a cocycle σ ∈ Z2(GΛ,T) such
that σ is cohomologous to σc and σ|IΛ = ω × 1Λ∞ .
To prove the proposition, we first prove some lemmas.
Lemma 3.2. Let Λ be a row-finite k-graph with no sources. Take σ ∈ Z2(GΛ,T).
For α = (x,m, y) ∈ GΛ and p ∈ Per(Λ), define rσα : Per(Λ)→ T by
(3.1) rσα(p) = σ
(
α, (y, p, y)
)
σ
(
(x,m+ p, y), α−1
)
σ
(
α, α−1
)
.
For x ∈ Λ∞ define σx ∈ Z2(Per(Λ),T) by σx(p, q) = σ((x, p, x), (x, q, x)). For
each p ∈ Per(Λ), the map rσ· (p) : GΛ → T is continuous, and we have
(3.2) rσα(p+ q) = σr(α)(p, q)σs(α)(p, q)r
σ
α(p)r
σ
α(q).
If σx = σy for all x, y, then α 7→ rσα is a continuous Per(Λ)̂ -valued 1-cocycle on
GΛ.
Proof. The map α 7→ rσα(p) is continuous because σ is continuous.
A straightforward calculation in the central extension GΛ ×σ T shows that for
w, z ∈ T, we have
(α,w)((y, p, y), z)(α,w)−1 = ((x, p, x), rσα(p)z).
Computing further in the central extension, we have
((x, p+ q, x),rσα(p+ q))
= (α, 1)((y, p+ q, y), 1)(α, 1)−1
= (α, 1)((y, p, y), σy(p, q))(α, 1)
−1(α, 1)((y, q, y), 1)(α, 1)−1
= ((x, p, x), rσα(p)σy(p, q))((x, q, x), r
σ
α(q))
=
(
(x, p+ q, x), σx(p, q)σy(p, q)r
σ
α(p)r
σ
α(q)
)
,
giving (3.2).
Now suppose that σx = σy for all x, y. Then (3.2) implies immediately that
rσα ∈ Per(Λ)̂ for all α. Take p ∈ Per(Λ) and composable α, β ∈ GΛ. Let y = s(β).
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Computing again in GΛ ×σ T, we have(
(r(α), p, r(α)), rσα(p)r
σ
β (p)
)
= (α, 1)(β, 1)
(
(y, p, y), 1
)
(β, 1)−1(α, 1)−1
= (αβ, σ(α, β))
(
(y, p, y), 1
)
(αβ, σ(α, β))−1
=
(
(r(α), p, r(α)), rσαβ (p)
)
.
So α 7→ rσα is a 1-cocycle on GΛ. 
Given a cocycle ω ∈ Z2(Per(Λ),T), we write ω∗ for the cocycle (p, q) 7→ ω(q, p).
By [29, Proposition 3.2] (see also [20, Lemma 7.1]), the map ωω∗ is a bicharacter
of Per(Λ) which is antisymmetric2 in the sense that (ωω∗)(p, q) = (ωω∗)(q, p).
Proposition 3.2 of [29] implies that ω 7→ ωω∗ descends to an isomorphism of
H2(Per(Λ),T) onto the group X2(Per(Λ),T) of all antisymmetric bicharacters of
Per(Λ).
Lemma 3.3. Let Λ be a cofinal row-finite k-graph with no sources, and suppose
c ∈ Z2(Λ,T). Let σc be a continuous cocycle on GΛ of the form (2.3), so that
C∗(GΛ, σc) ∼= C∗(Λ, c). For each x ∈ Λ∞, let σxc ∈ Z
2(Per(Λ),T) be the cocycle
given by σxc (p, q) = σc((x, p, x), (x, q, x)). Then the cohomology class of σ
x
c is
independent of x.
Proof. The formula (2.3) shows that σc is locally constant as a function from
GΛ × GΛ → T. Restricting σc to IΛ, we obtain cocycles on the groups (IΛ)x =
{(x, p, x) : p ∈ Per(Λ)} ∼= Per(Λ), and hence cocycles σxc on Per(Λ) as claimed.
For x ∈ Λ∞, let ωx be the bicharacter of Per(Λ) given by
ωx(p, q) := σc
(
(x, p, x), (x, q, x)
)
σc
(
(x, q, x), (x, p, x)
)
.
Fix free abelian generators g1, . . . , gl for Per(Λ). Since each ωx is a bicharac-
ter, it is determined by the values ωx(gi, gj). Fix x ∈ Λ
∞. Since σc is locally
constant, for each i, j there is a neighbourhood Ui,j of x such that σ
x
c (gi, gj) =
σc((x, gi, x), (x, gj , x)) is constant on Ui,j . So for y ∈ U :=
⋂
i,j Ui,j we have
ωy(gi, gj) = ωx(gi, gj) for all i, j, and hence ωy = ωx. Now [29, Proposition 3.2]
implies that the cohomology class (in H2(Per(Λ),T)) of σxc is locally constant
with respect to x. Since Λ is cofinal, GΛ is minimal, and so every orbit in GΛ is
dense; so to see that the cohomology class of σxc is globally constant, it suffices
to show that it is constant on orbits. For x ∈ Λ∞, let Ax denote the subgroup
{((x, p, x), z) : p ∈ Per(Λ), z ∈ T} ⊆ (GΛ×σc T)
x
x, which is isomorphic to the group
extension Per(Λ) ×σxc T of Per(Λ) by T. Conjugation by any α in GΛ ×σc T is an
isomorphism Adα : As(α) ∼= Ar(α). For γ ∈ GΛ, let r
σc
γ : Per(Λ) → T be the map
of Lemma 3.2. Fix α = (γ, w) ∈ GΛ×σc T, p ∈ Per(Λ) and z ∈ T, and let x = r(γ)
and y = s(γ). A quick calculation gives Adα((y, p, y), z) = ((x, p, x), r
σc
γ (p)z).
If p = 0, then (3.1) collapses to give Adα((y, 0, y), z) = ((x, 0, x), z) because
σc((x,m, y), (y, 0, y)) = 1. If q : IΛ ×σc T → Λ
∞ × Per(Λ) is the quotient map
((x, p, x), z) 7→ (x, p), then
q(Adα((y, p, y), z)) = q
(
(x, p, x), rσcγ (p)z
)
= (x, p),
2In [29], the word “symplectic” is used instead of antisymmetric.
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so that Adα descends through q to the map (y, p) 7→ (x, p). Thus conjugation by
α determines an isomorphism
0 T Ay Per(Λ) 0
0 T Ax Per(Λ) 0
id Adα id
of extensions. Hence σxc is cohomologous to σ
y
c ; so the cohomology class of σ
x
c is
constant on orbits. 
Proof of Proposition 3.1. Let σc be a continuous cocycle on GΛ constructed in
Section 2.3 so that C∗(GΛ, σc) ∼= C∗(Λ, c). By Lemma 3.3, the cohomology class
of σxc is independent of x. So there exists a cocycle ω ∈ Z
2(Per(Λ),T) whose
cohomology class agrees with that of σxc for each x. We may assume that ω is a
bicharacter.
The map c˜x : Per(Λ)× Per(Λ)→ T defined by
(p, q) 7→ c˜x(p, q) := σc((x, p, x), (x, q, x))ω(p, q)
is a coboundary on Per(Λ) for each x. Fix free abelian generators g1, . . . , gl for
Per(Λ). Fix x ∈ Λ∞, and define bx(0) = bx(gj) = 1 ∈ T for all j, and then define
bx on Per(Λ) inductively by
(3.3) bx(m)bx(m+ gi) = c˜x(gi,m) whenever m ∈ 〈gj : j ≤ i〉.
Since x 7→ c˜x(p, q) is continuous for each p, q, an induction argument shows that
x 7→ bx(p) is continuous for each p.
We claim that each δ1bx = c˜x. To see this, choose for each x a cochain b˜x :
Per(Λ) → T such that δ1b˜x = c˜x. The map ax(m) :=
∏l
i=1 b˜x(gi)
mi
is a 1-
cocycle on Per(Λ), and so δ1ax = 1. Hence δ
1(axb˜x) = δ
1b˜x = c˜x. We have
(axb˜x)(0) = (axb˜x)(gi) = 1 for all i, and for i ≤ l and m ∈ 〈gj : j ≤ i〉, we have
(axb˜x)(m)(ax b˜x)(m+ gi) = (axb˜x)(gi)(ax b˜x)(m)(ax b˜x)(m+ gi)
= δ1(axb˜x)(gi,m) = c˜x(gi,m).
So bx and axb˜x both take 0 and each gi to 1 and satisfy (3.3). Hence bx = axb˜x,
and δ1bx = c˜x for all x.
Since x 7→ bx(p) is continuous for each p, the map b : (x, p, x) 7→ bx(p) is a
continuous cochain on IΛ. Since IΛ is clopen in GΛ, we can extend b to a cochain
b˜ on all of GΛ by setting b˜|GΛ\IΛ ≡ 1.
Now δ1b˜ is a continuous coboundary on GΛ, so σ := σc · δ1b˜ represents the
same cohomology class as σc. Hence C
∗(GΛ, σ) ∼= C∗(GΛ, σc) ∼= C∗(Λ, c) [38,
Proposition II.1.2]. We have σ((x, p, x), (x, q, x)) = ω(p, q) for p, q ∈ Per(Λ) by
construction of b˜. Each σxc is cohomologous to ω by choice of ω. 
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Given an abelian group A and a cocycle ω ∈ Z2(A,T), we write
(3.4) Zω := {p ∈ A : (ωω
∗)(p, q) = 1 for all q ∈ A}
for the kernel of the homomorphism p 7→ (ωω∗)(p, ·) from A to Â induced by ωω∗.
Thus Zω is a subgroup of A.
We now have all the ingredients needed to state our main theorem.
Theorem 3.4. Let Λ be a row-finite cofinal k-graph with no sources, and suppose
that c ∈ Z2(Λ,T). Suppose that σ ∈ Z2(GΛ,T) and ω ∈ Z2(Per(Λ),T) satisfy
C∗(GΛ, σ) ∼= C∗(Λ, c) and σ|IΛ = ω × 1Λ∞ (such a pair σ, ω exist by Proposi-
tion 3.1). Let rσ : GΛ → Per(Λ)̂ be the cocycle of Lemma 3.2. Then C∗(Λ, c)
is simple if and only if {(r(γ), rσγ |Zω ) : γ ∈ (GΛ)x} is dense in Λ
∞ × Ẑω for all
x ∈ Λ∞. In particular, if ω is nondegenerate, then C∗(Λ, c) is simple.
The proof of the main theorem will occupy the remainder of this section and
most of the next. Before we get started, we provide a practical method for com-
puting Zω without reference to GΛ. To see why this is useful, observe that to
apply our main theorem, it is typically necessary to compute a cocycle σ on GΛ
with the required properties, and this is not so easy to do. (We discuss a class
of examples where this is possible in Section 5.) But the last statement of the
theorem says that if we know that the centre of the bicharacter ω is trivial, then
no computations in GΛ are necessary.
In the following result, form ∈ Zk, we writem+ andm− form∨0 and (−m)∨0).
So m = m+ −m− and m+ ∧m− = 0.
Lemma 3.5. Let Λ be a row-finite cofinal k-graph with no sources, and suppose
that c ∈ Z2(Λ,T). Let g1, . . . , gl be free generators for Per(Λ). There exists v ∈ Λ0
such that T g
+
i (x) = T g
−
i (x) for all x ∈ Z(v) and 1 ≤ i ≤ l. Let N =
∑l
i=1 g
+
i +g
−
i ,
and fix λ ∈ vΛN . For 1 ≤ i ≤ l, factorise λ = µiτi = νiρi where d(µi) = g
+
i and
d(νi) = g
−
i . For 1 ≤ i, j ≤ l, factorise λ = µijτij = νijρij where d(µij) = (gi+gj)
+
and d(νij) = (gi + gj)
−. Let ω be the bicharacter of Per(Λ) such that
ω(gi, gj) := c(µi, τi)c(νi, ρi)c(µj , τj)c(νj , ρj)c(µij , τij)c(νij , ρij) for 1 ≤ i, j ≤ l.
Then there exist σ ∈ Z2(GΛ,T) and a bicharacter ω
′ of Per(Λ) such that C∗(Λ, c) ∼=
C∗(GΛ, σ), σ|IΛ = ω
′ × 1Λ∞, and Zω′ = Zω. In particular, if Zω = {0} then
C∗(Λ, c) is simple.
Proof. We claim that there is a set P ⊆ Λ s∗s Λ such that
{(λ, s(λ)) : λ ∈ Λ} ∪ {(µi, νi) : i ≤ l} ∪ {(µij , νij) : i 6= j} ⊆ P ,
and such that GΛ =
⊔
(µ,ν)∈P Z(µ, ν).
To see this, we argue as in [26, Lemma 6.6] to see that the Z(λ, s(λ)) are
mutually disjoint and
⊔
λ Z(λ, s(λ)) is clopen in GΛ. Let
P0 := {(λ, s(λ)) : λ ∈ Λ} ∪ {(µi, νi) : i ≤ l} ∪ {(µij , νij) : 1 ≤ i ≤ j ≤ l}.
For each i ≤ l either (µi, νi) = (µi, s(µi)), or d(µi)− d(νi) 6∈ Nk and so Z(µi, νi)∩
Z(λ, s(λ)) = ∅ for all λ; and likewise for each (µij , νij). Each Z(µi, νi) ⊆ Λ∞ ×
{gi} ×Λ∞, and each Z(µij , νij) ⊆ Λ∞ × {gi+ gj}×Λ∞. So the Z(µi, νi) and the
Z(µij , νij) collectively are mutually disjoint. Hence the Z(µ, ν) where (µ, ν) ∈ P0
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are mutually disjoint, and
⊔
(µ,ν)∈P0
Z(µ, ν) is clopen in GΛ. Now the argument of
the final two paragraphs of [26, Lemma 6.6] shows that we can extend P0 to the
required collection P .
The formula (2.3) yields a cocycle σc ∈ Z2(GΛ,T), and the construction of P0
shows that
σc((x, gi, x), (x, gj , x)) = ω(gi, gj) for all x ∈ Z(λ) and i, j ≤ l.
Corollary 7.9 of [26] implies that C∗(Λ, c) ∼= C∗(GΛ, σc). Proposition 3.1 applied to
this P gives a bicharacter ω′ of Per(Λ) and a cocycle σ on GΛ such that C∗(GΛ, σ) ∼=
C∗(GΛ, σc) ∼= C
∗(Λ, c) and ω′ is cohomologous to σxc and hence to ω. Thus Zω =
Zω′ by [29, Proposition 3.2]. The final statement follows from Theorem 3.4. 
We finish the section by showing that rσ induces an action θ of the quotient HΛ
of GΛ by the interior of its isotropy on the space Λ∞× Ẑω. In particular, we prove
that θ is minimal if and only if {(r(γ), rσγ |Zω ) : γ ∈ (GΛ)x} is dense in Λ
∞× Ẑω for
all x ∈ Λ∞ as in Theorem 3.4. In the next section we will realise C∗(Λ, c) as the
C∗-algebra of a Fell bundle over a quotient groupoid HΛ of GΛ, and show that the
action, given by [16], of HΛ on the primitive ideal space of the C∗-algebra over
the unit space in this bundle is isomorphic as a groupoid action to θ. We then
prove our main theorem by showing that minimality of the action described in [16]
characterises simplicity of the C∗-algebra of the Fell bundle.
Given Λ, c and ω as in Proposition 3.1, and with Zω as in (3.4), we can form
the quotient H := Per(Λ)/Zω. We then have Ĥ ∼= Z⊥ω ≤ Per(Λ)̂ , so we regard Ĥ
as a subgroup of Per(Λ)̂ .
Lemma 3.6. Let Λ be a row-finite cofinal k-graph with no sources, and suppose
that c ∈ Z2(Λ,T). Suppose that σ ∈ Z2(GΛ,T) is cohomologous to σc and that
ω ∈ Z2(Per(Λ),T) satisfies σ|IΛ = 1Λ∞ × ω as in Proposition 3.1. Let r
σ be
the Per(Λ)̂ -valued 1-cocycle on GΛ given by Lemma 3.2. For α ∈ IΛ, we have
rσα ∈ Z
⊥
ω . Let π : GΛ → HΛ := GΛ/IΛ be the quotient map. There is a continuous
Ẑω-valued 1-cocycle r˜
σ on HΛ such that r˜σpi(α)(p) = r
σ
α(p) for all α ∈ GΛ and
p ∈ Zω. There is an action θ of HΛ on Λ∞ × Ẑω such that
θα(s(α), χ) = (r(α), r˜
σ
α · χ) for all α ∈ HΛ and χ ∈ Ẑω.
Proof. Suppose that p ∈ Per(Λ) and q ∈ Zω. Calculating in GΛ ×σ T, we have
((x, p, x), 1)((x, q, x), 1)((x, p, x), 1)−1
=
(
(x, q, x), σ
(
(x, p, x), (x, q, x)
)
σ
(
(x, q, x), (x, p, x)
))
=
(
(x, q, x), ωω∗(p, q)
)
.
Hence rσ(x,p,x)(q) = (ωω
∗)(p, q) = 1 since q ∈ Zω.
Suppose that π(α) = π(β). Then α = βγ for some γ ∈ IΛ. So for p ∈ Zω we
have rσα(p) = r
σ
β(p)r
σ
γ (p) = r
σ
β (p), showing that r˜
σ is well defined. It is continuous
by definition of the quotient topology, and is a 1-cocycle because rσ is. For p, p′ ∈
Zω, we have
r˜σpi(α)(p+ p
′) = rσα(p+ p
′) = rσα(p)r
σ
α(p
′) = r˜σpi(α)(p)r˜
σ
pi(α)(p
′).
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The final statement follows immediately. 
4. A Fell bundle associated to a k-graph 2-cocycle
To identify the twisted k-graph algebra C∗(Λ, c) with the C∗-algebra of a Fell
bundle, we must first construct the bundle. We start by describing what will
become the C∗-algebra sitting over the unit-space in this bundle: the twisted
C∗-algebra of IΛ sitting inside that of GΛ.
Lemma 4.1. Let Λ be a row-finite cofinal k-graph with no sources, and take
c ∈ Z2(Λ,T). Suppose that σ ∈ Z2(GΛ,T) is cohomologous to σc and that ω ∈
Z2(Per(Λ),T) satisfies σ|IΛ = 1Λ∞ × ω as in Proposition 3.1. There is a ∗-
homomorphism
Φ : Cc(Λ
∞)⊗ C∗(Per(Λ), ω)→ Cc(IΛ, σ)
such that (f ⊗ up)(x, q, x) = δp,qf(x) for all f ∈ Cc(Λ
∞) and p, q ∈ Per(Λ).
This ∗-homomorphism extends to an isomorphism Φ : C0(Λ∞)⊗C∗(Per(Λ, ω))→
C∗(IΛ, σ).
Proof. Recall that we identify IΛ with Λ
∞ ×Per(Λ) as in Corollary 2.2. For each
p ∈ Per(Λ), the characteristic function Up := 1Λ∞×{p} is a unitary multiplier
of C∗(IΛ, σ). By construction of σ, we have UpUq = ω(p, q)Up+q for all p, q, so
the universal property of C∗(Per(Λ), ω) gives a homomorphism C∗(Per(Λ), ω) →
MC∗(IΛ, σ) satisfying up 7→ Up. The Up clearly commute with C0(Λ
∞), so
the universal property of the tensor product gives a homomorphism C0(Λ
∞) ⊗
C∗(Per(Λ), ω) → C∗(IΛ, σ) satisfying f ⊗ up 7→ Upf . For x ∈ Λ∞, we have
(IΛ)x ∼= Per(Λ), and σ|(IΛ)x = ω by Proposition 3.1. Hence the regular rep-
resentation of C∗(IΛ, σ) on ℓ2((IΛ)x) is unitarily equivalent to the canonical
faithful representation of C∗(Per(Λ), ω) on ℓ2(Per(Λ)). Thus the homomorphism
ρ : f ⊗ up 7→ Upf is a fibrewise-injective homomorphism of C0(Λ∞)-algebras, and
is injective on the central copy of C0(Λ
∞). Since the norm on a C0(X)-algebra
is the same as the supremum norm on the algebra of sections of the associated
upper-semicontinuous bundle [51], it follows that ρ is injective. Since its range
contains C0(Λ
∞ × {p}) for each p, it is also surjective. 
Given a compact abelian group G, and an action β of a closed subgroup H of
G on a C∗-algebra C, the induced algebra IndGH C is defined by
IndGH C = {f : G→ C | f(g − h) = βh(f(g)) for g ∈ G and h ∈ H}
with pointwise operations. Note that we use additive notation to emphasize that G
must be abelian. This algebra carries an induced action lt ofG given by translation:
ltg(f)(g
′) = f(g′ − g). For h ∈ H , we have lth(f)(g) = βh(f(g)).
If C is simple, then Prim(IndGH C) is homeomorphic to G/H : for g+H ∈ G/H ,
the corresponding primitive ideal Ig+H is the ideal {f ∈ Ind
G
H C : f |g+H = 0} (see,
for example, [36, Proposition 6.6]).
Now let A be a discrete abelian group and let ω be a T-valued 2-cocycle on A.
Let Zω ⊆ A be the centre of ω as in (3.4). The antisymmetric bicharacter ωω∗
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descends to an antisymmetric bicharacter (ωω∗)˜ of B := A/Zω. There is a cocycle
ω˜ ∈ Z2(B,T) such that
ω˜ω˜∗(a+ Zω, a
′ + Zω) = (ωω
∗)(a, a′) for all a, a′ ∈ A.
By construction, the antisymmetric bicharacter (ωω∗)˜ is nondegenerate in the
sense that g+Zω 7→ (ωω∗)˜(g+Zω, ·) is injective (as a map from B to its dual B̂).
There is an action βA : Â → Aut(C∗(A,ω)) such that βAt (Ua) = χ(a)Ua for
χ ∈ Â. Recall from [29, Lemma 5.11 and Theorem 6.3]3 that there is an Â-
equivariant isomorphism
C∗(A,ω) ∼= IndÂB̂ C
∗(B, ω˜),
and that C∗(B, ω˜) is simple. Hence Prim(C∗(A,ω)) ∼= Â/B̂ ∼= Ẑω [36, Proposi-
tion 6.6]. In particular, in the situation of Lemma 4.1, we have
Prim(C∗(IΛ, σ)) ∼= Prim
(
C0(Λ
∞)⊗ C∗(Per(Λ), ω)
)
∼= Λ∞ × Ẑω.
Now resume the hypotheses and notation of Lemma 4.1. We construct a Fell
bundle over HΛ. We describe the fibres of the bundle and the multiplication
and involution operations first, and then prove in Proposition 4.2 that there is
a topology compatible with these operations under which we obtain the desired
Fell bundle. We write C∗(H;B) for the full C∗-algebra of a Fell bundle B over a
groupoid H, and C∗r (H;B) for the corresponding reduced C
∗-algebra. We make
the convention that C∗(H(0);B) denotes the full C∗-algebra of the restriction of B
to the unit space; this C∗(H(0);B) is a C0(H(0))-algebra. For background on Fell
bundles over e´tale groupoids, see [21, 28].
We identify both H0Λ and G
(0)
Λ with Λ
∞. We continue to write π : GΛ → HΛ for
the quotient map, and we often write [γ] for π(γ), and regard it as an equivalence
class in GΛ; that is [γ] = {α ∈ GΛ : π(α) = π(γ)} = γ · IΛ.
We define Ax = C
∗(Per(Λ), ω) for x ∈ Λ∞, and we write AΛ for the trivial
bundle Λ∞ × C∗(Per(Λ), ω). So C∗(IΛ, σ) ∼= C∗(Λ∞;AΛ), and Ax is the fibre of
AΛ over x. For [γ] ∈ HΛ, we let B◦[γ] := Cc([γ]) as a vector space over C, and
we define multiplication B◦[α] × B
◦
[β] → B
◦
[αβ] where s(α) = r(β), and involution
B◦[α] → B
◦
[α−1] by
(f ∗ g)(γ) =
∑
ηζ=γ,
η∈[α],ζ∈[β]
σ(η, ζ)f(η)g(ζ) and f∗(γ) = σ(γ, γ−1)f(γ−1).
We regard each B◦[x] (where x ∈ Λ
∞ = H
(0)
Λ ) as a dense subspace of Ax, and
endow it with the norm inherited from Ax. We write Bx := B◦[x]
∼= Ax, and identify
Bx and Ax. For [γ] ∈ HΛ, we define an As(γ)-valued inner product on B
◦
[γ] by
〈f, g〉s(γ) := f
∗ ∗ g. Then we obtain a norm on B◦[γ] by ‖f‖ = ‖〈f, f〉s(γ)‖
1/2, and
we write B[γ] for the completion of B
◦
[γ] in this norm. Note that B[γ] is a full right
As(γ)-Hilbert module. It is straightforward to show that ‖f ∗ g‖ ≤ ‖f‖‖g‖ for all
3There is a typographical error in the statement of [29, Theorem 6.3]: G/GZ should read GZ.
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f ∈ B◦[α] and g ∈ B
◦
[β] when s(α) = r(β), and involution extends to an isometric
conjugate linear map B[α] → B[α−1].
Proposition 4.2. With notation as above there is a unique topology on BΛ =⊔
[γ]∈HΛ
B[γ] under which it is a Banach bundle and such that for each f ∈
Cc(GΛ, σ), the section [γ] 7→ f |[γ] is norm continuous. Under this topology, the
space BΛ is a saturated continuous Fell bundle over HΛ.
Proof. The first assertion follows from [13, Proposition 10.4] once we show that
the sections [γ] 7→ f |[γ] associated to elements f ∈ Cc(GΛ, σ) are norm continuous
and the ranges of these sections are pointwise dense. Let f ∈ Cc(GΛ, σ). Then
the restriction [x] 7→
∥∥f |[x]∥∥ is continuous on H(0)Λ = Λ∞ because C∗(IΛ, σ) ∼=
C0(Λ
∞) ⊗ C∗(Per(Λ), ω) by Lemma 4.1. To show [γ] 7→
∥∥f |[γ]∥∥ is continuous,
note that ‖f |[γ]‖ = ‖(f
∗ ∗ f)|[s(γ)]‖
1/2. Since [x] 7→
∥∥(f∗ ∗ f)|[x]∥∥ is continuous on
H
(0)
Λ , and since the source map [γ] 7→ [s(γ)] in HΛ is continuous, it follows that
[γ] 7→
∥∥f |[γ]∥∥ is continuous.
It is straightforward to check that for each b ∈ B◦[γ], there exists f ∈ Cc(GΛ, σ)
such that b = f |[γ]. Hence, for each [γ], {f |[γ] : f ∈ Cc(GΛ, σ)} is dense in B[γ]. 
We now establish that C∗(Λ, c) can be identified with the C∗-algebra of the
Fell bundle we have just constructed. Recall that if B is a Fell bundle over a
groupoid G, then C∗(G;B), the C∗-algebra of the bundle, is a universal completion
of the algebra of compactly supported sections of the bundle, and C∗r (G;B) is the
corresponding reduced C∗-algebra.
Theorem 4.3. Suppose that Λ is a row-finite cofinal k-graph with no sources,
and take c ∈ Z2(Λ,T). Let HΛ denote the quotient of GΛ by the interior IΛ of
its isotropy, and let BΛ be the Fell bundle over HΛ described in Proposition 4.2.
Then C∗(HΛ;BΛ) = C
∗
r (HΛ;BΛ), and there is an isomorphism π : C
∗(Λ, c) ∼=
C∗(HΛ;BΛ) such that π(sλ)([γ]) = 1Z(λ,s(λ))|[γ] for all λ ∈ Λ and γ ∈ GΛ.
Proof. Corollary 2.2 says that HΛ is amenable. Hence C∗(HΛ;BΛ) = C∗r (HΛ;BΛ)
by [46, Theorem 1]. Define elements tλ of Cc(HΛ;BΛ) by tλ([γ]) := 1Z(λ,s(λ))|[γ] ∈
B◦[γ] ⊆ B[γ]. Theorem 6.7 of [26] shows that the 1Z(λ,s(λ)) form a Cuntz–Krieger
(Λ, c)-family in C∗(GΛ, σ). It follows that the tλ constitute a Cuntz–Krieger (Λ, c)-
family in C∗(HΛ;BΛ). So the universal property of C
∗(Λ, c) yields a homomor-
phism π : C∗(Λ, c)→ C∗(HΛ;BΛ).
To see that π is injective, we aim to apply the gauge-invariant uniqueness the-
orem [26, Corollary 7.7]. The projections {tv : v ∈ Λ0} are nonzero because
the Z(v) are nonempty, so we just need to show that there is an action β of
Tk on C∗(HΛ;BΛ) such that βz(tλ) = zd(λ)tλ for all λ ∈ Λ. Let d˜ : GΛ → Zk
be the canonical cocycle (x,m, y) 7→ m. For z ∈ Tk, [γ] ∈ HΛ and f ∈ B◦[γ]
define β
[γ]
z (f) ∈ B◦[γ] by β
[γ]
z (f)(α) = zd˜(α)f(α). Simple calculations show that
β
[γ]
z (f) ∗ β
[γ′]
z (g) = β
[γγ′]
z (f ∗ g) and that β
[γ−1]
z (f∗) = β
[γ]
z (f)∗. For x ∈ G
(0)
Λ ,
the map β
[x]
z : Cc(IΛ, σ) → Cc(IΛ, σ) extends to the canonical action of Tk on
Ax = C
∗(Per(Λ), ω), and so is isometric. It follows that the β
[γ]
z are isometric
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for the norms on the fibres B[γ] of BΛ. For f ∈ Cc(GΛ, σ) supported on a basic
open set Z(µ, ν), the map [γ] 7→ β
[γ]
z (f) is clearly continuous. Since such f span
Cc(GΛ, σ), and by definition of the topology on B (see Proposition 4.2), it follows
that if p : BΛ → HΛ is the bundle map, then ξ 7→ β
p(ξ)
z (ξ) is continuous. So for
fixed z ∈ Tk, the collection β
[γ]
z determines an automorphism of the bundle BΛ,
and hence induces an automorphism βz of C
∗(HΛ;BΛ). It is routine to check that
z 7→ βz is an action of Tk on C∗(HΛ;BΛ) such that βz(f)([γ]) = β
[γ]
z (f([γ])) for
f ∈ Cc(HΛ;BΛ) and z ∈ T
k. In particular, each βz(tλ) = z
d(λ)tλ, and so the
gauge-invariant uniqueness theorem [26, Corollary 7.7] shows that π is injective as
required.
It remains to show that π is surjective. For this, it suffices to fix γ, γ′ ∈ GΛ
such that [γ] 6= [γ′], and show that the set {π(a)([γ]) : a ∈ C∗(Λ, c), π(a)[γ′] = 0}
is dense in B[γ]. Since π is linear, it will suffice to show that for each α ∈ [γ] there
exists a ∈ C∗(Λ, c) such that π(a)([γ′]) = 0 and π(a)([γ]) = δα. Fix α ∈ [γ], say
d˜(α) = m. Choose a compact open bisection U ⊆ d˜−1(m). If m 6∈ Per(Λ) + d˜(γ′),
then U ∩ [γ′] = ∅; otherwise, since [γ′] 6= [α], either r(γ′) 6= r(α) or s(γ′) 6= s(α),
and so we may shrink U to ensure that U ∩ [γ′] = ∅. By definition of the topology
on GΛ, there exist µ, ν ∈ Λ such that α ∈ Z(µ, ν) ⊆ U . The function tµt∗ν takes
values in T on Z(µ, ν), and so there is a complex scalar z ∈ T such that a := zsµs∗ν
satisfies π(a)([γ]) = δα and π(a)([γ
′]) = 0 as claimed. 
To prove Theorem 3.4, we identify the action of HΛ on Prim(C
∗(H
(0)
Λ ;BΛ))
obtained from [16] with the action θ of Lemma 3.6. To do this, we first give an
explicit description of the action from [16].
Lemma 4.4. Let B be a Fell bundle over a groupoid G with unital fibres over G(0).
Let γ ∈ G and suppose that u ∈ Bγ is unitary in the sense that u∗u = 1As(γ) and
uu∗ = 1Ar(γ) . For any ideal I of As(γ), we have uIu
∗ = span{xay∗ : x, y ∈ Bγ , a ∈
I}. In particular, I 7→ uIu∗ is the map from Prim(As(γ)) to Prim(Ar(γ)) described
in [16, Lemma 2.1].
Proof. We clearly have uIu∗ ⊆ span{xay∗ : x, y ∈ Bγ , a ∈ I}. For the reverse
inclusion, fix xi, yi ∈ Bγ and ai ∈ I, and observe that∑
i
xiaiy
∗
i =
∑
i
uu∗xiayiuu
∗ = u
(∑
i
u∗xiayiu
)
u∗ ∈ uIu∗. 
We can now identify the action described in [16] with that of Lemma 3.6.
Theorem 4.5. Let Λ be a row-finite cofinal k-graph with no sources, and suppose
that c ∈ Z2(Λ,T). Take ω as in Proposition 3.1, and let HΛ denote the quotient of
GΛ by the interior IΛ of its isotropy. Let BΛ be the Fell bundle over HΛ described in
Proposition 4.2, and let AΛ denote the bundle of C
∗-algebras obtained by restricting
BΛ to H
(0)
Λ . There is a homeomorphism i : Prim(C
∗(H
(0)
Λ ;BΛ))→ Λ
∞ × Ẑω that
intertwines the action θ of HΛ on Λ∞× Ẑω described in Lemma 3.6 and the action
of HΛ on Prim(C
∗(H
(0)
Λ ;BΛ)) described in [16].
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Proof. Put H := Per(Λ)/Zω. Take x ∈ Λ∞. Then
Ax = C
∗(Per(Λ), ω) ∼= span{δ(x,p,x) : p ∈ Per(Λ)},
and there is an isomorphism ix : Ax → Ind
Per(Λ)̂
Ĥ
C∗(H,ω) such that
ix(δ(x,p,x))(χ) = χ(p)Up+Zω for all χ ∈ Per(Λ)̂ .
In particular ix is equivariant for the action of Per(Λ)̂ on Ax given by χ ·δ(x,p,x) =
χ(p)δ(x,p,x) and the action lt of Per(Λ)̂ on Ind
Per(Λ)̂
Ĥ
C∗(H,ω) by translation.
Take γ ∈ GΛ and p ∈ Per(Λ). A straightforward calculation in BΛ shows that
δγ ∗ δ(s(γ),p,s(γ)) ∗ δ
∗
γ = r
σ
γ (p)δ(r(γ),p,r(γ)).
The element δγ is a unitary in the fibre B[γ], and so Lemma 4.4 shows that conjuga-
tion by δγ in BΛ implements the homeomorphism α[γ] of [16] from Prim(As(γ)) ⊆
Prim(C∗(H
(0)
Λ ;BΛ)) to Prim(Ar(γ)). We have ir(γ) ◦Adδγ ◦i
−1
r(γ) = ltrσγ , and it fol-
lows that for χ ∈ Per(Λ)̂ the primitive ideal IχĤ of Ind
Per(Λ)̂
Ĥ
C∗(H,ω) consisting
of functions that vanish on χĤ satisfies(
ir(γ) ◦Adδγ ◦i
−1
r(γ)
)
(IχĤ) = Irσγ ·χĤ
.
That is, the induced map (ir(γ))∗α[γ](ir(γ))
−1
∗ on Prim
(
Ind
Per(Λ)̂
Ĥ
C∗(H,ω)
)
is
translation by r˜σ[γ]. Lemma 4.1 yields a homeomorphism i : Prim(C
∗(H(0);BΛ))→
Λ∞ × Ẑω such that i|Prim(Ax) = ix, and this homeomorphism does the job. 
Recall from [21, Proposition 3.6] that if B is a Fell bundle over an e´tale4 groupoid
H, then restriction of compactly supported sections to H(0) extends to a faithful
conditional expectation P : C∗r (H;B)→ C
∗(H(0);B).
Lemma 4.6. Suppose that H is an e´tale topologically principal groupoid and that B
is a Fell bundle over H. If I is a nonzero ideal of C∗r (H;B), then I∩C
∗(H(0);B) 6=
{0}.
Proof. Our argument follows that of [1, Proposition 2.4] (see also [3, Lemma 4.2]
or [23, Lemma 3.5]).
Let I be a nonzero ideal of C∗r (H;B). Let P : C
∗
r (H;B) → C
∗(H(0);B) be
the faithful conditional expectation discussed above. Choose a ∈ I+ such that
‖P (a)‖ = 1. Choose b ∈ Γc(H;B) ∩ C∗r (H;B)
+ such that ‖a− b‖ < 1/4, so that
‖P (b)‖ > 3/4. Then b − P (b) ∈ Γc(H;B); thus, K := supp(b − P (b)) is compact
and contained in H \ H(0). Let U = {u ∈ H(0) : ‖P (b)(u)‖ > 3/4}. By [3,
Lemma 3.3], there exists an open set V such that V ⊆ U and V KV = ∅.
Fix a continuous function h : R→ [0, 1] such that h is identically 0 on (−∞, 1/2]
and identically 1 on [3/4,∞). Then
h(P (b))P (b)h(P (b)) ≥
1
2
h(P (b))2.
4The statement in [21] says “r-discrete,” but e´tale is meant.
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Choose g ∈ Cc(H(0)) ⊆ MC∗r (H;B) such that ‖g‖∞ = 1 and supp(g) ⊆ V . Let
f := gh(P (b)). Since ‖h(P (b))(u)‖ = 1 for all u ∈ U , and since V ⊆ U , we have
f 6= 0.
Since supp(f) ⊆ supp(g) ⊆ V , we have f(b− P (b))f = 0. Hence
fbf = f
(
P (b) + (b − P (b))
)
f
= fP (b)f = gh(P (b))P (b)h(P (b))g ≥
1
2
g2h(P (b))2 =
1
2
f2.
Thus
faf ≥ fbf −
1
4
f2 = fP (b)f −
1
4
f2 ≥
1
4
f2.
Since faf ∈ I and I is hereditary, we deduce that 14f
2 ∈ I ∩C∗(H(0);B)\{0}. 
Lemma 4.6 allows us to characterise the simplicity of C∗(H;B) when H is
amenable and topologically principal.
Corollary 4.7. Suppose that H is a topologically principal amenable groupoid and
that B is a Fell bundle over H. Then C∗(H;B) is simple if and only if the action
of H on Prim(C∗(H(0);B)) described in [16, Section 2] is minimal.
Proof. We denote the action of H on Prim(C∗(H(0);B)) by ϑ. First suppose that
ϑ is not minimal. Then there exists ρ in Prim(C∗(H(0);B)) such that H · ρ is
not dense in Prim(C∗(H(0);B)). Hence X := H · ρ is a nontrivial closed invariant
subspace of Prim(C∗(H(0);B)). The set IX of sections of B|H(0) that vanish on X
is a nontrivial HΛ-invariant ideal of the C∗-algebra C∗(H(0);B) sitting over the
unit space of H. Thus the ideal of C∗(H;B) generated by IX is a proper nontrivial
ideal [16, Theorem 3.7] and so C∗(H;B) is not simple.
Now suppose that ϑ is minimal. Let I be a nonzero ideal of C∗(H;B). The-
orem 1 of [46] shows that C∗(H;B) = C∗r (H;B), so Lemma 4.6 implies that
I0 := I ∩ C
∗(H(0);B) is nonzero. Let X denote the set of primitive ideals of
C∗(H(0);B) that contain I0. Since I is nonzero, X is nonempty, and it is closed by
definition of the topology on Prim(C∗(H(0);B)). Lemma 2.1 of [16] implies that
X is also ϑ-invariant. Since ϑ is minimal, it follows that X = Prim(C∗(H(0);B)),
and so I0 = C
∗(H(0);B). Since C∗(H(0);B) contains an approximate identity for
C∗r (H;B), it follows that I = C
∗(H;B) as required. 
Since we established in Corollary 2.2 that HΛ is always topologically principal
and amenable, we obtain an immediate corollary.
Corollary 4.8. Let Λ be a row-finite cofinal k-graph with no sources, and suppose
that c ∈ Z2(Λ,T). Let θ be the action of HΛ on Λ
∞ × Per(Λ)̂ obtained from any
choice of σ in Lemma 3.6. Then C∗(Λ, c) is simple if and only if θ is minimal.
Proof. Theorem 4.3 shows that C∗(Λ, c) is simple if and only if C∗(HΛ;BΛ) is
simple. Corollary 2.2 shows that HΛ is amenable and topologically principal, and
so Corollary 4.7 implies that C∗(HΛ;BΛ) is simple if and only if the action of HΛ
on Prim(C∗(H
(0)
Λ ;BΛ)) is minimal. Theorem 4.5 shows that this action is minimal
if and only if θ is minimal, giving the result. 
We can now prove our main theorem.
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Proof of Theorem 3.4. By Corollary 4.8, it is enough to show that the set
(4.1) {(r(γ), rσγ |Zω ) : γ ∈ (GΛ)x}
is dense in Λ∞ × Ẑω for every x ∈ Λ∞ if and only if the action θ of HΛ on Λ∞ ×
Per(Λ)̂ is minimal. Clearly (4.1) is dense for every x if and only if {(r(γ), rσγ |Zω ·χ) :
γ ∈ (GΛ)x} is dense in Λ
∞ × Zω for every x and every χ ∈ Ẑω, which is precisely
minimality of θ. 
5. Twists induced by torus-valued 1-cocycles, and crossed-products
by quasifree actions
In this section we describe a class of examples of twisted (k + l)-graph C∗-
algebras arising from Tl-valued 1-cocycles on aperiodic k-graphs. We describe the
simplicity criterion obtained from our main theorem for these examples. We then
show that these twisted C∗-algebras can also be interpreted as twisted crossed-
products of k-graph algebras by quasifree actions, giving a characterisation of
simplicity for the latter. See also [5, Theorem 2.1] for the case where l = 1.
Recall that we write Tl for N
l when regarded as an l-graph with degree map
the identity functor.
Given a cocycle ω ∈ Z2(Zl,T) and an action α of Zl on a C∗-algebra A, we
write A×α,ω Zl for the twisted crossed product, which is the universal C∗-algebra
generated by unitary multipliers {un ∈ M(A ×α,ω Zl) : n ∈ Zl} and a homomor-
phism π : A → A ×α,ω Zl such that umπ(a)u∗m = π(αm(a)) for all m, a and such
that umun = ω(m,n)um+n for all m,n. For further details on twisted crossed
products, see [30].
Let Λ be a row-finite k-graph with no sources. Consider a 1-cocycle φ ∈
Z1(Λ,Tl). Define a 2-cocycle cφ ∈ Z
2(Λ× Tl,T) by
(5.1) cφ((λ,m), (µ, n)) = φ(µ)
m for composable λ, µ ∈ Λ and m,n ∈ Nl = Tl.
There is a continuous cocycle φ˜ ∈ Z1(GΛ,Tl) such that
φ˜(µx, d(µ) − d(ν), νx) = φ(µ)φ(ν) for all x ∈ Λ∞ and µ, ν ∈ Λr(x).
Let ω be a bicharacter of Zl. There is a cocycle cφ,ω ∈ Z
2(Λ × Tl,T) such that
(5.2) cφ,ω((λ,m), (µ, n)) = φ(µ)
mω(m,n).
The next theorem is the main result of this section. It characterises simplicity
of C∗(Λ× Tl, cφ,ω) in terms of φ˜ and the centre Zω of ω described in (3.4), under
the simplifying assumption that Λ is aperiodic.
Theorem 5.1. Let Λ be a row-finite k-graph with no sources. Take φ ∈ Z1(Λ,Tl),
and let ω be a bicharacter of Zl. Let φ˜ ∈ Z1(GΛ,T) and cφ,ω ∈ Z
2(Λ × Tl,T) be
as above. Then
(1) there is an action β of Zl on C∗(Λ) such that βm(sλ) = φ(λ)
msλ for all
λ ∈ Λ and m ∈ Zl;
(2) there is an isomorphism ρ : C∗(Λ × Tl, cφ,ω) ∼= C
∗(Λ)×β,ω Z
l such that
ρ(s(λ,m)) = π(sλ)um for all λ ∈ Λ and m ∈ Tl; and
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(3) if Λ is aperiodic, then C∗(Λ × Tl, cφ,ω) is simple if and only if the orbit
{(r(γ), φ˜(γ)|Zω ) : γ ∈ (GΛ)x} is dense in Λ
∞ × Ẑω for all x ∈ Λ∞.
Remark 5.2. The observant reader may be surprised to note that there is no
cofinality hypothesis on the preceding theorem. But a moment’s reflection shows
that it is still there, just hidden: each of the conditions that C∗(Λ × Tl, cφ,ω) is
simple, and that each {(r(γ), φ˜(γ)|Zω ) : γ ∈ (GΛ)x} is dense in Λ
∞ × Ẑω implies
that Λ is cofinal.
We prove (1) and (2) here and defer the proof of (3) to the end of the section.
Proof of Theorem 5.1(1) and (2). For part (1) observe that for each m ∈ Zl the
set {φ(λ)msλ : λ ∈ Λ} is a Cuntz–Krieger Λ-family, so induces a homomorphism
βm : C
∗(Λ)→ C∗(Λ) such that βm(sλ) = φ(λ)msλ. Clearly β0 = id and βm ◦βn =
βm+n, so β is an action.
For part (2) we first check that {π(sλ)um : (λ,m) ∈ Λ×Tl} is a Cuntz–Krieger
(Λ × Tl, cφ,ω)-family. For λ ∈ Λ and m ∈ Tl let t(µ,m) = π(sλ)um. It is easy to
check that (CK1), (CK3) and (CK4) hold because each βm fixes each sλs
∗
λ. To
check (CK2) we compute
t(λ,m)t(µ,n) = π(sλ)umπ(sµ)un = π(sλ)umπ(sµ)u
∗
mumun
= π(sλ)π(βm(sµ))ω(m,n)um+n = φ(µ)
mω(m,n)π(sλµ)um+n
= φ(µ)mω(m,n)t(λµ,m+n) = cφ,ω((λ,m)(µ, n))t(λ,m)(µ,n).
Now the universal property of C∗(Λ × Tl, cφ,ω) gives a homomorphism ρ sat-
isfying the desired formula. The gauge-invariant uniqueness theorem [26, Corol-
lary 7.7] shows that ρ is injective. The map ρ is surjective because its image
contains all the generators of the twisted crossed product. 
In order to prove (3) we first do some preparatory work to identify the action
θ of Lemma 3.6 in terms of the cocycle φ˜ ∈ Z2(GΛ,T). Before that, though, a
comment on the hypotheses of Theorem 5.1 is in order.
Remark 5.3. Note that the aperiodicity hypothesis in Theorem 5.1 is needed in
our proof and simplifies the statement, but is not a necessary condition for C∗(Λ×
Tl, cφ,ω) to be simple. To see this, consider Λ = T1, which is N regarded as a 1-
graph. Put l = 1, define φ : Λ→ T by φ(1) = e2piiθ and take ω to be trivial. Then
Λ is cofinal, but certainly not aperiodic. We have Λ×T1 ∼= T2, and cφ,ω ∈ Z
2(T2,T)
is given by cφ,ω(m,n) := e
2piiθm2n1 , so C∗(Λ×T1, cφ,ω) is the rotation algebra Aθ,
which is simple whenever θ is irrational.
Let Γ := Λ×Tl. The proof of Theorem 5.1 (3) requires quite a bit of preliminary
work. To begin preparations, observe that the projection map π : Γ→ Λ given by
(λ,m) 7→ λ induces a homeomorphism
π∞ : Γ
∞ → Λ∞ such that π∞(x)(m,n) = π(x((m, 0), (n, 0))).
There is an isomorphism GΓ ∼= GΛ × Zl given by(
(α,m)x,(d(α),m) − (d(β), n), (β, n)x
)
7→
(
(απ∞(x), d(α) − d(β), βπ∞(x)),m − n
)
.
(5.3)
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Suppose that Λ is cofinal and aperiodic, and fix a subset P of Λ s∗s Λ such that
(µ, s(µ)) ∈ P for all µ ∈ Λ and such that {Z(µ, ν) : (µ, ν) ∈ P} is a partition
of GΛ. For g ∈ GΛ, let (µg, νg) ∈ P be the unique pair such that g ∈ Z(µg, νg).
Observe that Per(Γ) = {0} × Zl ⊆ Zk+l. Recall that HΓ is the quotient GΓ/IΓ of
the (k + l)-graph groupoid by the interior of its isotropy.
Proposition 5.4. Let Λ be a row-finite cofinal aperiodic k-graph with no sources,
and let Γ := Λ × Tl. Then Per(Γ) = {0} × Zl ⊆ Zk+l, the identification of
GΓ with GΛ × Zl described above carries IΓ to G
(0)
Λ × Z
l, and (g,m) · IΓ 7→ g
gives an isomorphism HΓ ∼= GΛ. Let φ : Λ → Tl be a 1-cocycle, and let ω be a
bicharacter of Zl. Let cφ,ω ∈ Z
2(Γ,T) be the 2-cocycle of (5.2). There exists a
cocycle σ ∈ Z2(GΓ,T) such that σ|IΓ = 1Λ∞ × ω, C
∗(GΓ, σ) ∼= C∗(Γ, cφ,ω) and the
action θ of GΛ on Λ∞ × Ẑω of Lemma 3.6 satisfies
(5.4) θg(s(g), χ) = (r(g), φ˜(g)|Zωχ).
Before proving Proposition 5.4, we establish two technical lemmas that will help
in the proof. The first of these shows that the passage from a k-graph cocycle to a
groupoid cocycle described in (2.3) has no effect on cohomology when the k-graph
in question is Nl and its groupoid is Zl.
Recall that for m ∈ Zl, we write m+ := m ∨ 0 and m− := (−m) ∨ 0; so
m = m+ −m− and m+ ∧m− = 0.
Lemma 5.5. Let ω be a bicharacter of Zl. Then ω|Tl×Tl belongs to Z
2(Tl,T).
The l-graph Tl has a unique infinite path x, and there is an isomorphism GTl
∼= Zl
given by (x,m, x) 7→ m. Let P = {(m+,m−) : m ∈ Zl}. Then (λ, s(λ)) ∈ P
for all λ ∈ Tl, and GTl =
⊔
(µ,ν)∈P Z(µ, ν). Let σω ∈ Z
2(GTl ,T) be the 2-cocycle
obtained from ω and P as in (2.3). Then σω is cohomologous to ω when regarded
as a cocycle on Zl.
Proof. Every bicharacter of Zl is a 2-cocycle, so ω restricts to a cocycle on Tl. It
is clear that GTl
∼= Zl as claimed. We identify GTl with Z
l for the rest of the proof.
For m ∈ GTl , the pair (µm, νm) = (m
+,m−) is the unique element of P such
that m ∈ Z(µm, νm). So for m,n ∈ GTl , equation (2.3) gives
σω(m,n) = ω(m
+, α)ω(m−, α)ω(n+, β)ω(n−, β)ω((m+ n)+, γ)ω((m+ n)−, γ)
for any choice of α, β, γ ∈ Tl such thatm++α = (m+n)++γ, n−+β = (m+n)−+γ
and m− + α = n+ + β.
We show that σω(ei, ej) = ω(ei, ej) for all i, j ≤ l. For this observe that for
m = ei and n = ej , the elements α = ej , β = 0 and γ = 0 satisfy the above
conditions, so
σω(ei, ej) = ω(ei, ej)ω(0, ej)ω(ej , 0)ω(0, 0)ω(ei + ej, 0)ω(0, 0) = ω(ei, ej)
as claimed.
Hence (σωσ
∗
ω)(ei, ej) = (ωω
∗)(ei, ej) for all i, j. These are bicharacters by [29,
Proposition 3.2] and so we have σωσ
∗
ω = ωω
∗. Thus [29, Proposition 3.2] implies
that σω is cohomologous to ω as claimed. 
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Our second technical result shows how to obtain a partition Q satisfying (2.1)
for the (k + l)-graph Λ× Tl from a partition P satisfying (2.1) for Λ.
Lemma 5.6. Let Λ be a row-finite k-graph with no sources. Suppose that P ⊆
Λ s∗s Λ satisfies (µ, s(µ)) ∈ P for all µ, and GΛ =
⊔
(µ,ν)∈P Z(µ, ν). Let Q :=
{((µ,m+), (ν,m−)) : (µ, ν) ∈ P ,m ∈ Zl}. Then (α, s(α)) ∈ Q for all α ∈ Γ, and
GΓ =
⊔
(α,β)∈QZ(α, β).
Proof. Consider an element α = (µ,m) ∈ Γ. We have m+ = m and m− = 0, and
(α, s(α)) = ((µ,m), (s(µ), 0)). Since (µ, s(µ)) ∈ P , we have
((µ,m), (s(µ), 0)) = ((µ,m+), (s(µ),m−)) ∈ Q.
Let ρ : GΓ → GΛ × Zl denote the map (5.3). Then
GΓ = ρ
−1(GΛ × Z
l) =
⊔
(µ,ν)∈P
ρ−1(Z(µ, ν)× Zl)
=
⊔
(µ,ν)∈P
⊔
m∈Zl
ρ−1(Z(µ, ν)× {m})
=
⊔
(µ,ν)∈P
⊔
m∈Zl
Z((µ,m+), (ν,m−)) =
⊔
(α,β)∈Q
Z(α, β). 
Proof of Proposition 5.4. Since π∞ : Γ
∞ → Λ∞ intertwines the shift maps, we
have T (p,m)(x) = T (q,n)(x) if and only if T p(π∞(x)) = T
q(π∞(x)). Hence Per(Γ) =
Per(Λ) × Zl = {0} × Zl because Λ is aperiodic. The next two assertions are
straightforward to check using the definition of the isomorphism GΓ ∼= GΛ × Zl.
We identify GΓ with GΛ×Zl for the remainder of this proof. Choose P ⊆ Λs∗sΛ
such that (λ, s(λ)) ∈ P for all λ and GΛ =
⊔
(µ,ν)∈P Z(µ, ν). For g ∈ GΛ, write
(µg, νg) for the element of P with g ∈ Z(µg, νg). Let Q = {(µ,m
+), (ν,m−) :
(µ, ν) ∈ P ,m ∈ Zl} as in Lemma 5.6. For (g,m) ∈ GΓ, let µ˜(g,m) := (µg,m
+),
and ν˜(g,m)) = (νg,m
−). Then (µ˜(g,m), ν˜(g,m)) is the unique element of Q such
that (g,m) ∈ Z(µ˜(g,m), ν˜(g,m)). For ((x, 0, x),m) ∈ IΓ, we have µ˜((x,0,x),m) =
(r(x),m+) and ν˜((x,0,x),m) = (r(x),m
−).
Let ω˜ denote the 2-cocycle on Γ given by ((µ,m), (ν, n)) 7→ ω(m,n), and recall
that cφ ∈ Z
2(Λ×Tl,T) is given by (5.1). Let σcφ be the 2-cocycle on GΓ obtained
from (2.3) applied to cφ ∈ Z
2(Γ,T) and Q, and let σω˜ be the 2-cocycle on GΓ
obtained in the same way from the cocycle ((µ,m), (ν, n)) 7→ ω(m,n) on Γ. Using
that cφ,ω = cφω˜ and the definitions (2.3) of σcφ , σω˜ and σcφ,ω , it is easy to see
that σcφ,ω = σcφσω˜ . Let σω ∈ Z
2(GTl ,T) be the cocycle obtained from ω as
in Lemma 5.5. The formulas for σω˜ and σω show that the identification GΓ ∼=
GΛ×Zl ∼= GΛ×GTl carries σω˜ to 1Z2(GΛ,T)×σω. Thus Lemma 5.5 shows that σcφ,ω
is cohomologous to the cocycle σ ∈ Z2(GΓ,T) given by
σ((g,m), (h, n)) = σcφ((g,m), (h, n))ω(m,n).
Corollary 7.9 of [26] shows that C∗(Γ, cφ,ω) ∼= C∗(GΓ, σcφ,ω ). Proposition II.1.2
of [38] says that cohomologous groupoid cocycles determine isomorphic twisted
groupoid C∗-algebras, and so we have C∗(Γ, cφ,ω) ∼= C∗(GΓ, σ). We have σ|IΓ =
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1Λ∞ × ω by construction, so it remains to calculate the action r˜σ of GΛ on Ẑω
described in Lemma 3.6.
For this, we first claim that σcφ satisfies
(5.5) σcφ((g,m), (h, n)) =
(
φ(µg)φ(µgh)
)m(
φ(νh)φ(νgh)
)n
.
To see this, choose α, β, γ ∈ Λ and y ∈ Λ∞ satisfying (2.2). Then there exist
mα,mβ and mγ ∈ Nl such that α˜ = (α,mα), β˜ = (β,mβ) and γ˜ = (γ,mγ) satisfy
equations (2.2) with respect to the µ˜’s and ν˜’s. So
σcφ((g,m), (h, n)) = cφ(µ˜g, α˜)cφ(ν˜g, α˜)cφ(µ˜h, β˜)cφ(ν˜h, β˜)cφ(µ˜gh, γ˜)cφ(ν˜gh, γ˜)
= φ(α)m
+
φ(α)
m−
φ(β)n
+
φ(β)
n−
φ(γ)
(m+n)+
φ(γ)(m+n)
−
=
(
φ(α)φ(γ)
)m(
φ(β)φ(γ)
)n
.(5.6)
We have φ(µg)φ(α) = φ(µgα) = φ(µghγ) = φ(µgh)φ(γ), and rearranging gives
φ(α)φ(γ) = φ(µg)φ(µgh), and similarly, φ(β)φ(γ) = φ(νh)φ(νgh). Substituting
this into (5.6), we obtain (5.5).
Now, fix p ∈ Zω and (g, n) = ((x,m, y), n) ∈ GΓ. Using (5.5) at the second
equality, we calculate:
rσ(g,n)(p)
= σ
(
(g, n), ((y, 0, y), p)
)
σ
(
(g, n+ p), (g−1,−n)
)
σ
(
(g, n), (g−1,−n)
)
=
[(
φ(µg)φ(µg)
)n(
φ(νs(g))φ(νg)
)p][(
φ(µg)φ(µgg−1 )
)n+p(
φ(νg−1 )φ(νgg−1 )
)−n]
[(
φ(µg)φ(µgg−1 )
)n(
φ(νg−1 )φ(νgg−1 )
)−n ]
ω(n, p)ω(n+ p,−n)ω(n,−n)
= φ(νg)
pφ(µg)
n+p
φ(νg−1 )
nφ(µg)
nφ(νg−1 )
−nω(n, p)ω(p, n)
=
(
φ(µg)φ(νg)
)p
(ωω∗)(n, p).
Since p ∈ Zω, we have (ωω∗)(n, p) = 1, and so rσ(g,n)(p) = φ˜(g)
p
. Since (g, n) 7→ g
induces an isomorphism HΓ ∼= GΛ, we deduce that r˜σg (p) = φ˜(g)
p
for g ∈ GΛ and
p ∈ Zω. So (5.4) follows from the definition of θ. 
Proof of part (3) of Theorem 5.1. As observed in Remark 5.2, both conditions ap-
pearing in statement (3) imply that Λ is cofinal, so we may assume that this
is the case. The cocycle σ of Proposition 5.4 satisfies the hypotheses of Theo-
rem 3.4. So Theorem 3.4 combined with Proposition 5.4 says that C∗(Γ, cφ,ω) is
simple if and only if the action θ of GΛ on Λ∞ × Zω described in (5.4) is mini-
mal. The condition described in the statement of Theorem 5.1(3) is precisely the
statement that GΛ · (x, 1), the orbit of (x, 1) under θ, is dense for all x. Since
GΛ · (x, z) = {(y, zw) : (y, w) ∈ GΛ · (x, 1)}, the result follows. 
As a special case of Theorem 5.1, we obtain the following.
Corollary 5.7. Let E be a strongly connected graph which is not a simple cycle.
Let φ be a function from E1 to T. There is an action β : Z → Aut(C∗(E)) such
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that βn(se) = φ(e)
nse for all e ∈ E1 and n ∈ Z. If there is a cycle µ = µ1 · · ·µn
such that
∏
i φ(µi) = e
2piiθ for some θ 6∈ Q, then C∗(E)×β Z is simple.
Proof. We will apply Theorem 5.1 to the 1-graph E∗ and the extension of φ to a
1-cocycle φ : E∗ → T. Fix x ∈ E∞. By Theorem 5.1, it suffices to show that
{(r(γ), φ˜(γ)) : γ ∈ GE , s(γ) = x} = E
∞ × T.
Choose a basic open set Z(η) of E∞ and z ∈ T. It suffices to show that there are
elements γn with s(γn) = x and r(γn) ∈ Z(η) such that φ˜(γn)→ z.
Since E is strongly connected, there exist α ∈ s(η)E∗r(µ) and β ∈ r(µ)E∗r(x).
The elements γn := (ηαµ
nβx, d(ηαµnβ), x) ∈ GE satisfy s(γn) = x, r(γn) ∈ Z(η),
and φ˜(γn) := e
2piinθφ˜(γ0). Since θ is irrational, these values are dense in T. 
We conclude the section by giving a version of Theorem 5.1 whose statement
does not require groupoid technology. Let Λ be a row-finite k-graph with no
sources, and take φ ∈ Z1(Λ,Tl) and ω a bicharacter of Zl. Regard each φ(λ) as a
character of Zl so that φ(λ)|Zω is a character of Zω. Then Λ acts on Λ
∞ × Ẑω by
partial homeomorphisms {ϑλ : λ ∈ Λ} where each dom(ϑλ) = Z(s(λ))× Ẑω, and
ϑλ(x, χ) = (λx, φ(λ)|Zωχ) for (x, χ) ∈ Z(s(λ)) × Ẑω.
Define a relation ∼ on Λ∞ × Ẑω by
(x, χ) ∼ (x′, χ′) iff there exist (y, ρ) ∈ Λ∞ × Ẑω and λ, µ ∈ Λ such that
s(λ) = s(µ) = r(y), ϑλ(y, ρ) = (x, χ) and ϑµ(y, ρ) = (x
′, χ′).
Then ∼ is an equivalence relation; indeed, it is the equivalence relation induced
by ϑ. We write [x, χ] for the equivalence class of (x, χ) under ∼.
Corollary 5.8. Let Λ be an aperiodic row-finite k-graph with no sources and take
φ ∈ Z1(Λ,Tl). Let cφ,ω ∈ Z
2(Λ × Tl,T) be as defined in (5.2). Then C∗(Λ ×
Tl, φc,ω) is simple if and only if [x, 1] is dense in Λ
∞ × Ẑω for all x ∈ Λ∞.
Proof. It is routine to check that [x, 1] is equal to the set {(r(λ), φ˜(γ)|Zω : γ ∈
(GΛ)x} of Theorem 5.1 part (3). 
6. Examples
First we discuss an example of a nondegenerate 2-cocycle on Z2 pulled back
over the degree map to a cocycle on a cofinal 2-graph for which the twisted C∗-
algebra is not simple. This shows that the hypothesis of [45, Theorem 7.1] that
c|Per(Λ) is nondegenerate cannot be relaxed to the weaker assumption that c is
nondegenerate as a cocycle on Zk.
Example 6.1. Let θ ∈ R \ Q, and define a 1-cocycle φ on Ω1 by φ(m,n) =
e2pii(n−m)θ. As in Section 5, define cφ ∈ Z
2(Ω1 × T1,T) by cφ((α,m), (β, n)) =
φ(β)m. Then cφ = ̟ ◦ d where d : Ω1 × T1 → N2 is the degree map, and
̟ ∈ Z2(Z2,T) is the cocycle ̟(m,n) = e2piiθm2n1 . Since θ is irrational, the an-
tisymmetric bicharacter associated to ̟ is nondegenerate. Note that Per(Λ) ∼= Z
and so the restriction of ̟ to Per(Λ) is degenerate.
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We have GΩ1 ∼= N × N as an equivalence relation. So G
(0)
Ω1
× T ∼= N × T, and
under this identification, the action θ described in Proposition 5.4 boils down to
θ(m,n)(n, z) = (m, e
2piiθ(n−m)z).
This is not minimal because each orbit intersects each {n} × T in a singleton. So
the resulting twisted C∗-algebra is not simple.
We present a second example showing that the same pulled-back cocycle as used
in Example 6.1 can yield a simple C∗-algebra if connectivity in the underlying 1-
graph Λ is slightly more complicated than in Ω1.
Example 6.2. Let Λ be a strongly connected 1-graph with at least one edge and
suppose that Λ is not a simple cycle. Then Λ is cofinal and aperiodic (see, for
example, [23]) and contains a nontrivial cycle λ. A simple example is Λ = B2 the
bouquet of 2 loops, so that C∗(Λ) = O2.
Take θ ∈ R \ Q, and define a 1-cocycle φ on Λ by φ(λ) = e2piid(λ)θ. As in
the preceding section, construct cφ ∈ Z
2(Λ×T1,T) by cφ((α,m), (β, n)) = φ(β)m.
Since θ ∈ R\Q, the paths µ = λ and ν = r(λ) satisfy r(µ) = r(ν) and s(µ) = s(ν),
and φ(µ)φ(ν) = e2piid(λ)θ where d(λ)θ is irrational. So Corollary 5.7 shows that
C∗(Λ× T1, cφ) is simple.
Our next example shows that it is possible for the bicharacter ω of Per(Λ)
determined by c as in Proposition 3.1 to be degenerate and still have C∗(Λ, c)
simple.
Example 6.3. Let Λ be the 1-graph with vertex v and edges {e, f}, i.e. the bouquet
B2 of two loops. Fix θ ∈ R\Q and define φ : Λ1 → T by φ(e) = 1 and φ(f) = e2piiθ.
As pointed out in [10, Page 917] one can check that the action β = βφ of Z on
C∗(Λ) as given in part (1) of Theorem 5.1 is outer. Hence by [18, Theorem 3.1]
C∗(Λ)×βZ is simple (and purely infinite by [19, Lemma 10]). Since Per(Λ×T1) ∼= Z
the bicharacter ω of Proposition 3.1 is degenerate. Note that we could also deduce
simplicity of C∗(Λ)×β Z from Corollary 5.8.
The next example illustrates that the interaction between the action θ, the
group Per(Λ) and the subgroup Zω can be fairly complicated.
Example 6.4. Consider the 4-graph Λ = B2 × T3, where B2 is the bouquet of
two loops as in the preceding example, and T3 denotes N
3 regarded as a 3-graph.
Choose irrational numbers θ and ρ. Choose any φ : B12 → T
3 such that φ(e)1 = 1
and φ(f)1 = e
2piiθ, and let cφ ∈ Z
2(B2×T1,T3) be as in (5.1). Define a bicharacter
ω of Z3 by ω(p, q) = e2piiρq2p3 . Let cφ,ω be the cocycle cφ,ω((α,m, p), (β, n, q)) =
cφ((α,m), (β, n))ω(p, q) of (5.2). We have Per(Λ) = {0}×Z3 ⊂ Z4. It is routine to
check using Lemma 3.5 that Zω = {0}×Z×{0} ⊆ Per(Λ), so is a proper nontrivial
subgroup of Per(Λ). The argument of Corollary 5.7 shows that {(r(γ), φ˜(γ)|Zω ) :
γ ∈ (GB2)x} is dense in B
∞
2 × Ẑω for all x ∈ B
∞
2 . So Theorem 5.1(3) shows that
C∗(Λ, cφ,ω) is simple. Note that {(r(γ), φ˜(γ)) : γ ∈ (GB2 )x} may not be dense in
B∞2 × Per(Λ)̂ for any x; for example if φ(e)3 = φ(f)3 = 1.
Finally, we present an example which is not directly related to our simplicity
theorems here, but is of independent interest. Corollary 8.2 of [26] implies that
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if C∗(Λ) is simple, then each C∗(Λ, c) is simple. Moreover, Theorem 5.4 of [25]
shows that C∗(Λ) and C∗(Λ, c) very frequently (perhaps always) have the same
K-theory. From this and the Kirchberg-Phillips theorem [17, 35] we deduce that
if C∗(Λ) is purely infinite and simple, then all its twisted C∗-algebras for cocycles
that lift to R-valued cocycles coincide. On the other hand, the twisted C∗-algebras
of T2, for example, are rotation algebras and so different choices of cocycle yield
different twisted C∗-algebras; but in this instance the untwisted algebra is not
simple. We were led to ask whether there exists a k-graph whose twisted C∗-
algebras (including the untwisted one) are all simple but are not all identical. We
present a 3-graph with this property.
Example 6.5. Consider the 3-coloured graph with vertices {vn : n = 1, 2, . . .},
blue edges {en,i : n ∈ N \ {0}, i ∈ Z/n2Z}, red edges {fn : n ∈ N \ {0}} and green
edges {gn : n ∈ N \ {0}}, with r(en,i) = r(fn) = s(fn) = r(gn) = s(gn) = vn and
s(en,i) = vn+1 for all n, i. The graph can be drawn as follows. (For those with
monochrome printers: the solid edges are blue, the dashed edges are red, and the
edges drawn in a dash-dot-dash pattern are green.)
v1 v2 v3 . . . vn vn+1 . . .
e1,0
e2,0
e2,3
en,0
e
n,n2−1
...
f1 f2 f3 fn fn+1
g1 g2 g3 gn gn+1
Specify commuting squares by fnen,i = en,i+1fn+1, gnen,i = en,i+ngn+1 and
fngn = gnfn (addition in the subscripts of the en,i takes place in the cyclic group
Z/n2Z). It is easy to check that this is a complete and associative collection
of commuting squares as in [15], and so determines a 3-graph Λ, in which each
d(en,i) = (1, 0, 0), each d(fn) = (0, 1, 0) and d(gn) = (0, 0, 1). It is clear that
Λ is cofinal. We claim that it is also aperiodic. For this, [27, Remark 3.2 and
Theorem 3.4] imply that it is enough to show that if µ, ν ∈ Λ satisfy
(6.1) r(µ) = r(ν), s(µ) = s(ν) and d(µ) ∧ d(ν) = 0
and if µαΛ ∩ ναΛ 6= ∅ for all α ∈ s(µ)Λ0 then µ = ν = r(µ). Fix µ, ν satis-
fying (6.1). Then µ = fpm and ν = g
q
m (or vice versa) for some p, q ∈ N. Let
n = max{p, q} so that m + n > p, q, and let α = em,0em+1,0 · · · em+n,0. The fac-
torisation property implies that µα has the form em,imem+1,im+1 · · · em+n,pf
p
m+n+1
and να has the form em,jmem+1,jm+1 · · · em+n,q(m+n)g
q
m+n+1. So µαΛ ∩ ναΛ 6= ∅
forces p = q(m+ n) in Z/(m+ n)2Z. Since m+ n ≥ p, q, this forces p = q = 0 so
that µ = ν = vm as required. So Λ is aperiodic as claimed.
It now follows from [26, Corollary 8.2] that C∗(Λ, c) is simple for every c ∈
Z2(Λ,T). Let θ ∈ [0, 1) and define cθ ∈ Z
2(Λ,T) by cθ(µ, ν) = e
2piiθd(µ)3d(ν)2 .
We show that C∗(Λ, cθ) and C
∗(Λ, cρ) are nonisomorphic whenever θ and ρ are
rationally independent5.
5In an earlier version of the paper, we proved only that C∗(Λ, θ) and C∗(Λ) are nonisomorphic
when θ is irrational. We thank the anonymous referee for suggesting that we expand our analysis
to encompass the relationship between these algebras for different irrational values of θ. We
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For each n = 1, 2, . . . the Cuntz-Krieger relations give sfns
∗
fn
= s∗fnsfn =
sgns
∗
gn = s
∗
gnsgn = pvn , so sfn and sgn are unitaries in C
∗({sfn , sgn}). The
definition of cθ gives sgnsfn = e
2piiθsfnsgn . This is the defining relation for the
rotation algebra Aθ and so C
∗({sfn , sgn}) ∼= Aθ. We observe that we can express
the corner pv1C
∗(Λ, cθ)pv1 as the direct limit of the C
∗-algebras pv1C
∗(Λn, cθ)pv1 ,
where Λn is the locally-convex 3-graph {v1, . . . , vn}Λ{v1, . . . , vn}. Each of these
subalgebras is canonically isomorphic to Mqn(Aθ), where qn =
∏n−1
i=1 i
2 (note
q1 = q2 = 1), so its K0-group is isomorphic to Z
2.
We claim that if θ is irrational, then the map on K0 induced by the inclusion
map
pv1C
∗(Λn, cθ)pv1 →֒ pv1C
∗(Λn+1, cθ)pv1 ,
is given by multiplication by n2. This is clear by direct computation using the
Cuntz–Krieger relation for the class [pv1 ] of the identity, and therefore for the class
of a minimal projection in Mqn(C1) ⊆ Mqn(Aθ). The other generating K0-class
is that of the matrix pn ∈ Aθ ⊆ Mqn(Aθ) with (1, 1)-entry equal to the Powers-
Rieffel projection and all other entries zero. The trace on Mqn+1(Aθ) carries pn+1
to θ/qn+1, while its restriction to the image of Mqn(Aθ) must agree with the trace
on Mqn(Aθ) so carries the image of pn to θ/qn; so [ι(pn)]0 = (qn+1/qn)[pn+1]0 =
n2[pn+1]0.
We deduce from the continuity of K-theory as a functor into the category
of ordered abelian groups (see for example [43, Theorem 6.3.2]) that when θ is
irrational, K0(C
∗(Λ, cθ)) is isomorphic as an ordered abelian group to Q + θQ
with the order inherited from R, and hence isomorphic as a group to Q2. Since
each cθ is of exponential form, Theorem 5.4 of [25] (see also [14]) shows that
K0(C
∗(Λ, cθ)) ∼= Q
2 for all θ.
Since the tracial-state space of each pv1C
∗(Λn)pv1 is compact and nonempty
and pv1C
∗(Λn)pv1 are nested, compactness shows that pv1C
∗(Λ, cθ)pv1 admits a
trace τ (or one can directly construct a trace using the approach of [32, Propo-
sition 3.8]). The functional τ∗ on K0(pv1C
∗(Λ, cθ)pv1) induced by any trace
τ has range
⋃
τ∗|K0(pv1C∗(Λn,cθ)pv1 ). Since each pv1C
∗(Λn, cθ)pv1
∼= Mqn(Aθ),
uniqueness of the map on K0(Aθ) induced by a trace on Aθ (see [9, Lemma
2.3]) implies that every trace on pv1C
∗(Λ, cθ)pv1 induces the same functional τ∗ :
K0(pv1C
∗(Λn, cθ)pv1)→ R, and that this τ∗ has range
⋃
n(Z+ θZ)/qn = Q+ θQ.
It follows that the Morita-equivalence classes (and so in particular the isomor-
phism classes) of C∗(Λ, cθ) and C
∗(Λ, cρ) are distinct for rationally independent
θ and ρ. In particular if θ is irrational then C∗(Λ, cθ) and C
∗(Λ) = C∗(Λ, c0) are
not isomorphic.
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