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Chapter 1
Preliminaries
1.1 Random vector
In all following sections we suppose that m ∈ N, m <∞.
Definition 1.1 (Random variable). Let (Ω,A,P) be a probability space, (X ,B) be
a measurable space. Then the mapping X : Ω→X is a random variable taking values
in (X ,B), if it is measurable, which means:
[X ∈ B] := {ω ∈ Ω : X(ω) ∈ B} = X−1(B) ∈ A ∀B ∈ B.
A discrete random variable maps the events to values in a finite or countable set.
A continuous random variable maps the events to values in an uncountable set.
Definition 1.2 (Random vector). For random variables Xk, k = 1, . . . ,m, taking
values in (Xk,Bk) we say that X = (X1, X2, . . . , Xm) is a (m-dimensional real-
valued) random vector, if it is a random variable taking values in (×mk=1Xk,⊗mk=1Bk).
A discrete random vector is a multidimensional case of mapping events to values in
a finite or countable set. In this work we assume the set is always finite. A continuous
random vector is a multidimensional case of mapping events to values in an uncountable
set.
The following theorem guarantees the measurability of the random vector.
Theorem 1.3 (Collection of random variables). Let (Ω,A,P) be a probability space.
Let for k = 1, 2, . . . ,m the measurable spaces (Xk,Bk) and random variables Xk :
(Ω,A)→(Xk,Bk) be given. Then (X1, X2, . . . , Xm) is a random vector taking values in
(×mk=1Xk,⊗nk=1Bk) .
Proof. See Lachout (2004), Theorem 2.1.
6
1.2 Probability mass function, probability density
function
Throughout this text we suppose that for each considered space the assumptions of
Radon-Nikody´m theorem (see Andeˇl (2007), Theorem 3.1) are satisfied; so for each
considered random vector the probability mass function (pmf) or probability density
function (pdf), with respect to the corresponding measure, does exist.
Let the probability space (Ω,A,P) be given.
Definition 1.4 (Probability mass function for discrete random vector). Let X =
(X1, . . . , Xm) : (Ω,A)→ (Rm,Bm) be a real-valued discrete random vector with possible
realizations {xi}ni=1, n < ∞, xi ∈ Rm. The distribution of X can be described by the
probability mass function (pmf), which is defined as:
f(x) = P(X = x) if x ∈ {xi}ni=1
= 0 otherwise.
(1.1)
The distribution of discrete random vector can be described also by the probability
vector:
(f(x1), . . . , f(xn)),
where
n∑
i=1
f(xi) = 1, f(xi) ≥ 0, for i = 1, . . . , n.
The pdf of continuous random vector X will be, for possible realizations x ∈ Rm,
denoted by f(x).
In following text it will be clear from context whether f(x) denotes pmf or pdf.
1.3 Expected value of a transformed random vector
In this work we often evaluate the expectation of a transformed random vector. To do
this we use the results of Theorem 1.6 based on Theorem 1.5.
Theorem 1.5. Let t be a measurable mapping from (Ω,A,P) to a measurable space
(Λ,D). Let g be a measurable function on (Λ,D) and Q be a measure induced by
mapping t: Q(D) = P{t−1(D)} for D ∈ D. Then, it holds:∫
Ω
g[t(ω)]dP(ω) =
∫
Λ
g(t)dQ(t) (1.2)
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Proof. Main steps of the proof are given in Andeˇl (2007).
Suppose X is a random vector, the pdf or pmf (in both cases denoted by f) of
which exists. Under this assumption, we bring the following theorem:
Theorem 1.6. If t : Rm → R1 and E|t(X)| <∞, then
for discrete distribution:
E t(X) =
n∑
i=1
t(xi)P(X = xi) =
n∑
i=1
t(xi)f(xi) (1.3)
for continuous distribution:
E t(X) =
∫
R1
t(x)f(x)dx. (1.4)
Proof. See Dupacˇ and Husˇkova´ (2005).
In this work we also often use the following notation expressing the result of the
Theorem 1.6:
Ef(x)t(X), (1.5)
which stresses that the expectation of the transformed random vector t(X) is taken
with respect to a specific pmf or pdf f(x).
1.4 Optimal estimate as minimizer of conditional
expectation of loss function
Bayesian methods represent one of the basic approaches to solutions of statistical prob-
lems. In Husˇkova´ (1985), the basics of their usage in estimation theory are introduced.
Suppose that:
- X is a random vector with possible realizations {xi}ni=1, n <∞,
- h = (h(x1), . . . , h(xn)) is an unknown parameter from a nonempty set
H = {h : ∑ni=1 h(xi) = 1, h(xi) ≥ 0, i = 1, . . . , n},
- gj = (gj(x1), . . . , gj(xn)) is a random vector taking values in a non empty set
Gj = {gj :
∑n
i=1 gj(xi) = 1, gj(xi) ≥ 0, i = 1, . . . , n}, j = 1, . . . , s,
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- (gT1 , . . . , g
T
s )
T ∈ ×sj=1Gj is (s× n) matrix consisting of random vectors gj,
(T denotes transposition),
- D is a possible realization of the above – (s× n) matrix,
- the conditional pdf pi(h|D) does exist,
- Ĥ is a set of all possible decisions (conclusions) about the parameter h, Ĥ ⊆ H,
- hˆ is an element of Ĥ,
- L(h, hˆ) : H × Ĥ → R1 is a loss function; it expresses how much loss we sustain
by accepting the decision hˆ when the true value of parameter is h,
- there exists k > −∞ that: L(h, hˆ) ≥ k ∀h ∈ H and ∀hˆ ∈ Ĥ,
- δ : ×sj=1Gj → Ĥ is a decision function,
- δ(D) for D ∈ ×sj=1Gj is a decision about parameter h if (gT1 , . . . , gTs )T = D,
- R(h, δ) is the risk for pertaining the decision function δ if the true value of the
parameter is h risk is defined as:
R(h, δ) = E[L(h, δ)|h]
- ∆ is a set of all Bayesian decision functions δ for which R(h, δ) <∞.
In Husˇkova´ (1985) it is shown that if we find a value Oδ(D) (D is fixed) satisfying:
Oδ(D) = Arg min
δ(D)∈ bH
E[L(h, δ
(
(gT1 , . . . , g
T
s )
T
)
)|(gT1 , . . . , gTs )T = D]
= Arg min
δ(D)∈ bH
E[L(h, δ(D))] = Arg min
δ(D)∈ bH
∫
H
L(h, δ(D))pi(h|D)dh,
(1.6)
then corresponding Oδ is the optimal Bayesian decision function. Meaning value of
Oδ(D) can be found as minimizer of conditional expectation of loss function with
respect to posterior pdf pi(h|D) – that means under assumption (gT1 , . . . , gTs )T = D.
This conclusion was made under assumption h is a random vector.
In Husˇkova´ (1985) we also find that the task of estimating an unknown parameter
can be interpreted as a statistical decision problem (H,∆, R) (see Husˇkova´ (1985)),
where the set of possible decisions Ĥ about h coincides with H. Decision function δ
provides the estimate hˆ of the unknown parameter h and ∆ is a set of estimates of
parameter h. The loss function L(h, δ) expresses the inaccuracy of estimate δ on true
value of h.
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1.5 Maximum entropy principle as proper method
for inference
Suppose that the random vector has a set of possible outcomes xi with unknown
probabilities q(xi), q = {q(xi)}i, and we know the constraints on q: values of certain
expectations
∑
i q(xi)fk(xi) or bounds on these values. Suppose then you need to choose
q∗ = {q∗(xi)}i that is in some sense the best estimate of q given what we know. Usually
there remains an infinite set of distributions that are not ruled out by the constraints.
Question that arises which one we will choose.
The principle of maximum entropy states that from the set of all distributions sa-
tisfying the constraints we should choose the one with largest entropy; the distribution
for which is −∑i q∗(xi) log q∗(xi) maximal. Maximization of the entropy as a general
inference procedure was firstly proposed in Jaynes (1957). Despite the success of the
principle, it remained controversial: the controversy appeared in the foundations of the
principle, because it was usually justified on the basis of entropy’s unique properties.
None of the justifications of the maximum entropy principle mentioned in Shore and
Johnson (1980) is based on a formal description of what is required of a method for
taking information into account. Since the principle is asserted as a general method of
inductive inference, it is reasonable to require that different ways of using it while taking
some information into account should lead to consistent results. This requirement is
formalized in four consistency axioms. They are all based on one fundamental principle:
if a problem can be solved in more than one way, the result should be consistent. They
can informally be phrased as follows:
i) Uniqueness: The result should be unique.
ii) Invariance: The choice of coordinate system should not matter.
iii) System of Independence: It should not matter whether one accounts for inde-
pendent information about independent systems separately in terms of different
distributions or together in terms of a joint distribution.
iv) Subset Independence: It should not matter whether one treats an independent
subset of system states in terms of a separate conditional or in terms of the full
system distribution.
The axioms are stated in terms of an abstract information operator, they make no
reference to information measures.
In Shore and Johnson (1980) is then proved that: given a new constraint information
there is only one distribution satisfying the considered constraints that can be chosen
10
by a procedure satisfying the consistency axioms; this unique distribution maximizes
the entropy.
1.6 Basic properties of Kerridge inaccuracy
Suppose p = {p(xi)}i are probabilities of outcomes xi of an experiment provided by
some information source, while q = {q(xi)}i are true probabilities of these outcomes,∑
i q(xi) =
∑
i p(xi) = 1. In Kerridge (1961) it is shown that inaccuracy of the opinion
p can be measured by:
K(q, p) = −
∑
i
q(xi) log p(xi).
The key property of Kerridge inaccuracy, which will be useful for us, is:
The value of K(q, p) is minimal, for fixed q, when q(xi) = p(xi) ∀i, that is:
q = Arg min
p
K(q, p). (1.7)
For details see Kerridge (1961).
1.7 Basic properties of Kullback-Leibler divergence
Kullback-Leibler divergence, also known as relative entropy, between two pdfs f(x)
and g(x) of a continuous random vector X, is defined as:
D(p||q) =
∫
p(x) log
p(x)
q(x)
dx. (1.8)
It is commonly used in statistics as a measure of similarity between two probability
distributions. The divergence satisfies three basic properties:
- Self-similarity : D(f ||f) = 0,
- Self-identification: D(f ||g) = 0 only if f = g a.e.,
- Positivity : D(f ||g) ≥ 0 ∀ f , g.
For more details, see Kullback (1997) and Kullback and Leibler (1951).
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1.8 Dirichlet distribution
Suppose we have n (n < ∞) different realizations x1, . . . ,xn of discrete random vec-
tor X. Let h(xi) denote a probability of xi. Suppose that we observed X k times.
Let Yi denote the number of realizations of xi, which appeared in k observations.
The joint distribution of random vector (Y1, . . . , Yn) is the multinomial distribution
M(k;h(x1), . . . , h(xn)) with parameters h(x1), . . . , h(xn), which are given by
∑n
i=1 h(xi)
= 1, h(xi) ≥ 0. The conjugate prior distribution of the parameters of the multinomial
distribution is the (continuous) Dirichlet distribution, which is a multivariate genera-
lization of the beta distribution.
The pdf of this distribution for variables h(x1), . . . , h(xn), specified by parameters
ν1, . . . , νn, is given as follows:
f(h(x1), . . . , h(xn)) =
1
Z(ν1, . . . , νn)
n∏
i=1
h(xi)
νi−1. (1.9)
where h(x1), . . . , h(xn) ≥ 0, h(x1) + . . .+ h(xn) = 1 and ν1, . . . , νn > 0.
The parameters νi can be interpreted as “prior observation counts” for events xi go-
verned by h(xi).
The normalizing factor is
Z(ν1, . . . , νn) =
∏n
i=1 Γ(νi)
Γ(ν0)
,
where Γ denotes Euler gamma function and
ν0 =
n∑
i=1
νi.
The mean and variance of Dirichlet distribution are:
E [h(xi)] =
νi
ν0
(1.10)
Var [h(xi)] =
νi(ν0 − νi)
ν20(ν0 + 1)
. (1.11)
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Chapter 2
Introduction
Consider a group of knowledge sources (e.g. human beings, . . .), where each of them
provides a knowledge piece over its domain (quantities considered by it) and wants
to improve its knowledge using the knowledge coming from others. The question that
arises: how to do this?
When solving this task we focus on the first source. It does not restrict the generality
of the solution as the proposed method can be then used for any other source.
2.1 Outline of the method
The treatment of improving of the first source’s knowledge discussed in this work is
based three important steps:
1. Use knowledge pieces from specific sources
It is reasonable to use the knowledge from sources, which are somehow connected
with the first source: concretely, their domains have a non empty intersection
with the domain of the first source. Such sources will be called neighbors.
2. Focus on merging of the given knowledge pieces
If the domains of considered sources are the same and knowledge pieces provided
by sources have the same (later specified) form, then construct the optimal
merger of them. Since the domains of considered sources are not necessarily the
same, follow these steps:
– consider the union of domains of the first source and its neighbors,
– extend the available knowledge pieces on this union,
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– construct the optimal merger of extended knowledge pieces.
(The constructed merger is in fact the estimate of pmf or pdf of the common
domain.)
3. Project the constructed estimate on the domain of the first source and give this
projection back to it.
2.2 Construction of the optimal merger: used theory
and existing results
For construction of the optimal merger, we interpret it as an estimate of the “objec-
tive” pdf or pmf on the union of sources’ domains. For estimation, we use decision
theory as a general method that suits well to our purpose and it is often used for
solving estimation problems. In combination with Bayesian methodology it is an useful
tool for making conclusions under uncertainty: for construction of Bayesian decision
function the unknown (inaccessible) quantities are treated as random variables and the
joint distribution of them based on available data (knowledge pieces) is constructed
and analyzed. If we take the knowledge pieces from the first source and its neighbors
as given data, then by inserting them into this distribution various characteristics of
resulting conditional (posterior) distribution can be evaluated.
Previously mentioned way is well established and elaborated if data are given as con-
crete (observed) values. It is obvious that data also can be of another form. For instance,
marginal or conditional distributions describing “ordinary” data or their generalized
moments. The question that arises is: how to exploit knowledge pieces given in another
form?
No systematic treatment of incompletely compatible knowledge pieces have been
given yet. In recently published papers Ka´rny´, M and Guy, T.V. and Bodini, A. and
Ruggeri, F. (2009) and Ka´rny´ (2009) it is suggested that a Supra-Bayesian approach,
see Genest and Zidek (1986), could give a systematic solution. This approach expresses
the task of combining the given knowledge pieces as the task of constructing a posterior
pmf or pdf for a fictitious decision maker by using Bayes’ theorem (see Husˇkova´ (1985)).
The given knowledge pieces are used as a random data and the ideal merger to be
estimate as unknown parameter. Both works Ka´rny´, M and Guy, T.V. and Bodini, A.
and Ruggeri, F. (2009) and Ka´rny´ (2009) use this Supra-Bayesian approach, but they
differ in relating knowledge pieces to the ideal merger, called “supra-model”. Results
in these works are promising, but suffering from the following problems:
i) we will not get a Bayesian rule from constructed optimal merger, when “ordinary”
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joint pdf
conditional pdf of a set of all r.v. X
moments a subset of all r.v. X
realizations
Table 2.1: Possible forms of knowledge pieces
data (data values) and parametric model are used, and
ii) the resulting merger is given by an implicit formula, solvability of which has not
been established.
In this work we try to remove the first of these problems and construct a gene-
rally applicable merger for discrete case – the considered sources deal with discrete
quantities.
2.3 Towards decision-theoretical problem formal-
ization
Let the domain of each source be represented by a set of discrete random variables.
Without loss of generality, we again focus on the first source.
Definition 2.1 (Neighbor of the first source). A neighbor of the first source is a source,
whose set of considered random variables has a non empty intersection with the set
considered by the first source. The first source and its neighbors are labeled by j, j =
1, . . . , s.
Assumption 2.2. Every source from the group of sources has a finite amount of
neighbors.
In our case it holds: s < ∞. The aim of the first source – improvement of its
knowledge – is reached by using the knowledge pieces from its neighbors. All available
knowledge pieces are somehow processed and the result of this processing (projected on
the first source’s domain) is given back to the first source (see Section 2.1 and Figure
2.1).
Let the union of sets of random variables considered by s sources be a finite collec-
tion of discrete random variables denoted by X = (X1, . . . , Xm), possible realizations
of which are denoted by x1, . . . ,xn, n <∞. We consider following forms of knowledge
pieces provided by sources:
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Figure 2.1: Simple graphic layout of proposed method
Now we focus on the part of improving first source’s knowledge, where the optimal
merger of available knowledge pieces is constructed.
We suppose that a joint pmf describing X exists, see Section 1.2. It is denoted by h
and represented by a probability vector h = (h(x1), . . . , h(xn)), where:
n∑
i=1
h(xi) = 1, h(xi) ≥ 0, i = 1, . . . , n. (2.1)
Since we have knowledge pieces describing all or a part of X and we consider the
unknown pmf h as the random vector: we can express our task as a statistical decision
problem (see Section 1.4). By using Bayesian decision theory we construct the optimal
estimate Ohˆ of h. The resulting pmf Ohˆ is the optimal merger of available knowledge
pieces. Projection of this estimate on the variables considered by the first source will
be then used for improvement of the knowledge of this source.
The following chapters contains details of the construction of the optimal merger:
In Chapter 3, we derive the optimal merger (an optimal estimate Ohˆ of h) under as-
sumption that each of the s considered sources (both the first source and its neighbors)
gives the knowledge piece about X in the form of a joint pmf. For jth source and consi-
dered discrete case, it is represented by a probability vector: gj = (gj(x1), . . . , gj(xn)),
j = 1, . . . , s. It sounds reasonably, that the construction of Ohˆ would be easier, when
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Figure 2.2: Graphic layout of the methodology discussed in Chapters 3 and 4
knowledge pieces are of the same form as h: the given knowledge pieces are joint pmfs
of X.
In Chapter 4, we focus on transformation and extension of knowledge pieces provided
in other forms then the joint pmf of X, see Table 2.1. If the moments or realizations are
given, they are expressed in probabilistic terms: concretely as marginal or conditional
pmfs. Once all given knowledge pieces are expressed as pmfs, we extend them to the
joint pmf of X – so the construction of Ohˆ discussed in Chapter 3 is possible.
Graphic layout of the methodology discussed in Chapters 3 and 4 is in Figure 2.2.
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Chapter 3
Construction of the optimal merger
In this chapter we assume, that each of the s considered sources (the first source and
its neighbors) provides its own description of distribution of discrete random vector X
in the form of joint pmf, concretely as the probability vector
(gj(x1), . . . , gj(xn)) = gj, j = 1, . . . , s.
Under this assumption on provided knowledge pieces we construct their optimal merger.
As briefly mentioned in the Section 2.2, if we consider the optimal merger as an
optimal estimate Ohˆ of the “objective” pmf h of X (existence of such pmf is assumed,
see Section 1.2), then the task of constructing the optimal merger becomes the task
of constructing the optimal estimate Ohˆ of h, based on provided knowledge pieces.
By adopting the assumptions given in Section 1.4 (the notation used in Section 1.4
coincides with the notation introduced so far), the task of estimation of h can be
interpreted as a statistical decision problem, for which the solution is introduced in
(1.6). We also realize that the set Ĥ = {hˆ : ∑ni=1 hˆ(xi) = 1, , hˆ(xi) ≥ 0, i =
1, . . . , n} coincides with the range of possible decision functions ∆ introduced in Section
1.4. The solution of such estimation task is found as:
Argmin
hˆ∈ bH
∫
H
L(h, hˆ)pi(h|D)dh. (3.1)
Furthermore, if we use Kerridge inaccuracy as a loss function (see Section 3.1), the
solution reduces to the following task:
Argmin
hˆ∈Hˆ
Epi(h|D)[K(h, hˆ)|D]. (3.2)
The used notation for expectation is explained in Section 1.3.
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Proposition 3.1. Let µ, η be the measures defined on measure spaces (×mk=1Xk,⊗mk=1Bk),
(H,H), so that (×mk=1Xk,⊗mk=1Bk, µ), (H,H, η) are σ-finite measure spaces. Under as-
sumption that: ∫
H×(×mk=1Xk)
pi(h(x)|D)h(x) log hˆ(x)d(µ× η) <∞, (3.3)
the solution of task (3.2) for Hˆ = H (see Section 1.4) has the form:
Ohˆ = Epi(h|D)(h|D). (3.4)
Proof. The assumption of σ-finiteness of considered measure spaces is satisfied, for
example, for the following choice of measures: µ – counting measure, η – Lebesgue
measure. The proof is made for this case of our direct interest.
Since the assumptions of Fubini’s theorem (see Folland (1999)) – σ-finiteness and (3.3)
– we can rewrite the task (3.2) as follows:
Argmin
hˆ∈Hˆ
Epi(h|D)[K(h, hˆ)|D] = Argmin
hˆ∈Hˆ
∫
H
pi(h|D)K(h, hˆ)dh
= Argmin
hˆ∈Hˆ
∫
H
pi(h|D)
n∑
i=1
h(xi) log hˆ(xi)dh
= Argmin
hˆ∈Hˆ
n∑
i=1
(∫
H
pi(h(xi)|D)h(xi)dh
)
log hˆ(xi)
= Argmin
hˆ∈Hˆ
n∑
i=1
(
Epi(h(xi)|D)(h(xi)|D)
)
log hˆ(xi)
= Argmin
hˆ∈Hˆ
K(Epi(h|D)(h|D), hˆ).
(3.5)
If we denote the optimal solution of the task (3.2) by Ohˆ and since we know from the
Section 1.6, that:
Argmin
hˆ∈Hˆ
K(Epi(h|D)(h|D), hˆ) = Epi(h|D)(h|D),
we get:
Ohˆ = Argmin
hˆ∈Hˆ
Epi(h|D)[K(h, hˆ)|D] = Argmin
hˆ∈Hˆ
K(Epi(h|D)(h|D), hˆ) = Epi(h|D)(h|D).
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If no other constraints are given, Epi(h|D)(h|D) is the merger searched for. If some
additional constraints are given, we are looking for the solution of the optimization
task:
min
hˆ∈Hˆ
K(Epi(h|D)(h|D), hˆ)
s.t. given constraints.
In both cases we need to evaluate Epi(h|D)(h|D), which is a conditional expectation with
respect to the yet unspecified posterior pdf pi(h|D) of the unknown random vector h.
In the following section the considered choice of the loss function is discussed. After
a preparatory Section 3.2 the posterior pdf pi(h|D) is constructed (see Section 3.3). In
Section 3.4, the optimal estimate of h based on the constructed posterior pdf pi(h|D)
is derived.
3.1 Kerridge inaccuracy as loss function
Here we outline the reason why we have chosen Kerridge inaccuracy (see Section 1.6)
as the loss function when estimating the multivariate parameter h, which is now a pro-
bability vector, by using Bayesian decision theory (see Section 1.4).
In the discussion, we assume that Ĥ = H.
Firstly assume that probability vector h = (h(x1), . . . , h(xn)) is given. Then the
optimal estimate has to satisfy (according to Section 1.4):
Ohˆ ∈ Argmin
hˆ∈Hˆ
L(h, hˆ)
and since h is given and H = Ĥ, we also know that the minimum is reached for Ohˆ = h.
For the set of all loss functions reaching the finite minimum for Ohˆ it is shown in Bernardo
(1979), that the Kerridge inaccuracy K(h,O hˆ) = −∑ni=1 h(xi) logO hˆ(xi) is a represen-
tative of this set of loss functions.
When h is unknown then according to the Bayesian set-up the optimal estimate is
found as:
Ohˆ ∈ Argmin
hˆ∈Hˆ
Epi(h|D)L(h, hˆ),
where pi(h|D) is the posterior pdf of the possible values of h ∈ H (see Section 1.4).
Putting these statements together, we get:
Ohˆ ∈ Argmin
hˆ∈Hˆ
Epi(h|D)K(h, hˆ). (3.6)
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3.2 Task of non-linear programming with constraints
For constructing the posterior pdf pi(h|D), we need to solve the following task of non-
linear programming:
min
pi(h|D)∈M
∫
H
pi(h|D) log pi(h|D)dh. (3.7)
The set M of all admissible solutions is:
M =
{
pi(h|D) : ∫
H
pi(h|D)∑ni=1 gj(xi) log h(xi)dh− βj(D) ≤ 0, j = 1, . . . , s,∫
H
pi(h|D)dh− 1 = 0, pi(h|D) ≥ 0 ∀h ∈ H} ,
where βj(D) are given constants.
The idea of solving this task of non-linear programming is to add some constraints to
the utility function and then minimize the new utility function subject to remaining
constraints.
In our case, we add the first s constraints to the utility function
∫
H
pi(h|D) log pi(h|D)dh.
For the original task (3.7), we choose appropriate set M˜ ⊃ M and we define:
- M̂ =
{
pi(h|D) : ∫
H
pi(h|D)dh− 1 = 0, pi(h|D) ≥ 0 ∀h ∈ H}
- λ(D) = (λ1(D), . . . , λs(D)) ∈ Rs+
- the Lagrangian:
L(pi(h|D);λ(D)) =
∫
H
pi(h|D) log pi(h|D)dh+
s∑
j=1
λj(D)
[
Epi(h|D)K(gj, h)− βj(D)
]
=
∫
H
pi(h|D) log pi(h|D)dh
+
s∑
j=1
λj(D)
[∫
H
pi(h|D)
n∑
i=1
gj(xi) log h(xi)dh− βj(D)
]
(3.8)
on the set (M˜ ∩ M̂)× Rs+.
If we want to find the minimizer of the original task (3.7) as the minimizer of the task:
Arg min
pi(h|D)
L(pi(h|D);λ(D)), where pi(h|D) ∈ (M˜ ∩ M̂), (3.9)
we need to set the values of λ(D). To do this we use global optimality conditions
(GOC), see Lachout (2007).
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Definition 3.2 (Global optimality conditions). Let Opi(h|D) take real values for each
h ∈ H, Oλ(D) ∈ Rs+ and M˜ ⊃ M. Then, (Opi(h|D),O λ(D)) satisfies the global condi-
tions of optimality (GOC) for the task (3.7) on the set (M˜∩M̂)×Rs+ if (Opi(h|D);O λ(D))
is a saddlepoint of Lagrangian (3.8) on the set (M˜∩M̂)×Rs+. It means that the following
holds:
- Opi(h|D) ∈ (M˜ ∩ M̂), Oλ(D) ∈ Rs+
- ∀ pi(h|D) ∈ (M˜ ∩ M̂), λ(D) ∈ Rs+
L(pi(h|D);O λ(D)) ≥ L(Opi(h|D);O λ(D)) ≥ L(Opi(h|D);λ(D)).
The following theorem brings the relation between the solution satisfying (GOC)
and the solution of the original task (3.7).
Theorem 3.3. Let Opi(h|D) take real values for each h ∈ H and, for (M˜ ∩ M̂), let
it hold that all functions in task (3.7) are real-valued functions on M˜. If there exists
Oλ(D) ∈ Rs+ that (Opi(h|D),O λ(D)) satisfies (GOC) on the set (M˜ ∩ M̂) × Rs+, then
the global minimum of the original task (3.7) is reached in Opi(h|D).
Proof. See Lachout (2007).
3.3 Construction of posterior pdf pi(h|D)
Since the set of all possible posterior pdfs pi(h|D) is large, to choose the optimal one
we put some additional conditions on the form of pi(h|D). The considered set will
diminish and from the remaining possible posterior pdfs we choose the one with the
highest entropy (see Section 1.5). Following the assumptions mentioned in Section 1.5,
we define the constraints on the posterior pdf: jth source takes h as its representative
if h is close to the pmf gj (vector of probabilities) given by j
th source, meaning the
conditional expectation of Kerridge inaccuracy of gj on h is smaller than or equal to
some positive finite value βj(D):
Epi(h|D)[K(gj, h)|D] ≤ βj(D). (3.10)
From the set of possible posterior pdfs of h satisfying constraints (3.10) we choose
the one with maximum entropy. Which means we are looking for solution of the fol-
lowing optimization task:
Arg max
pi(h|D)∈M
−
∫
H
pi(h|D) log pi(h|D)dh, (3.11)
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where
M =
{
pi(h|D) : Epi(h|D)(K(gj, h)|D)− βj(D) ≤ 0, j = 1, . . . , s,
∫
H
pi(h|D)dh− 1 = 0
}
.
Proposition 3.4 (Optimal posterior pdf). Let all constraints in (3.11) be active. Then,
the optimal solution of the optimization task (3.11) is:
Opi(h|D) = 1
Z(λ1(D), ..., λs(D))
n∏
i=1
h(xi)
Ps
j=1 λj(D)gj(xi), (3.12)
where
Z(λ1(D), ..., λs(D)) > 0
and
λj(D) > 0 j = 1, . . . , s.
Proof. The solution of the task (3.11) can be found also as the solution of:
Arg min
pi(h|D)∈M
∫
H
pi(h|D) log pi(h|D)dh (3.13)
where
M =
{
pi(h|D) : Epi(h|D)(K(gj, h)|D)− βj(D) ≤ 0, j = 1, . . . , s,
∫
H
pi(h|D)dh− 1 = 0.
}
Since the considered optimization task (3.13) is a task of nonlinear programming,
to find its minimizer Opi(h|D) we will use the results given in Lachout (see Section 3.2).
If we assume, that the conditions of the applicability of Fubini’s theorem (see Fol-
land (1999)) are satisfied, we can rewrite the Lagrangian L(pi(h|D);λ(D)) (see formula
(3.8)) as follows:∫
H
pi(h|D) log pi(h|D)dh+ λ1(D)
(
Epi(h|D)(K(g1, h)|D)− β1(D)
)
+ . . .
+ λs(D)
(
Epi(h|D)(K(gs, h)|D)− βs(D)
)
=
∫
H
pi(h|D) log pi(h|D)dh+
s∑
j=1
λj(D)[Epi(h|D)(K(gj, h)|D)− βj(D)]
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=∫
H
pi(h|D) log pi(h|D)dh−
Fubini︷ ︸︸ ︷
s∑
j=1
∫
H
λj(D)pi(h|D)
n∑
i=1
gj(xi) log(h(xi))dh
−
n∑
j=1
λj(D)βj(D)
=
∫
H
(
pi(h|D) log pi(h|D)− pi(h|D)
n∑
i=1
s∑
j=1
λj(D)gj(xi) log(h(xi))
)
dh
−
n∑
j=1
λj(D)βj(D)
=
∫
H
pi(h|D)
(
log pi(h|D)−
n∑
i=1
log(h(xi))
Ps
j=1 λj(D)gj(xi) ± logZ(λ1(D), . . . , λs(D))
)
dh
−
n∑
j=1
λj(D)βj(D)
=
∫
H
pi(h|D)
(
log pi(h|D)− log
n∏
i=1
h(xi)
Ps
j=1 λj(D)gj(xi) − log 1
Z(λ1(D), . . . , λs(D))
)
dh
−
∫
H
pi(h|D) logZ(λ1(D), . . . , λs(D))dh−
n∑
j=1
λj(D)βj(D)
=
∫
H
pi(h|D) log
 pi(h|D)Qs
i=1 h(xi)
Ps
j=1
λj(D)gj(xi)
Z(λ1(D),...,λs(D))
 dh
− logZ(λ1(D), . . . , λs(D))
∫
H
pi(h|D)dh︸ ︷︷ ︸
=1
−
n∑
j=1
λj(D)βj(D)
= D(pi(h|D)||Opi(h|D))− logZ(λ1(D), . . . , λs(D))−
n∑
j=1
λj(D)βj(D).
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We see, its minimum is reached for pi(h|D) =O pi(h|D) a.e., because:
- the first part (D(pi(h)|D)||Opi((h)|D), which is Kullback-Leibler divergence of
pi(h|D) on Opi(h|D)), is minimal for pi(h|D) =O pi(h|D) a.e. (see Section 1.7).
- the remaining part of Lagrangian does not depend on pi(h|D) and does not
influence the minimization.
Since Opi(h|D) is taking real values and if we adopt the assumption of existence of
Oλj(D) = (λ1(D), . . . , λs(D)), so that (
Opi(h|D),O λj(D)) satisfies the global optimali-
ty conditions (see Definition 3.2) for the task (3.7), then the assumptions of Theorem
3.3 are satisfied and Opi(h|D) is the minimizer of task (3.13) and Opi(h|D) solves the
task (3.11).
3.4 Merging, construction of the estimate Ohˆ of h
Proposition 3.5 (The optimal estimate Ohˆ). Let us define ν0, ν1, . . . , νn as:
νi = 1 +
s∑
j=1
λj(D)gj(xi), i = 1, . . . , n,
ν0 =
n∑
i=1
νi
and the normalizing constant Z(λ1(D), . . . , λs(D)) from the formula (3.12) as:
Z(λ1(D), . . . , λs(D)) =
∏k
i=1 Γ(νi)
Γ(ν0)
.
Here, λj(D) =
O λj(D) > 0, j = 1, . . . , s, from Proposition 3.4.
Then, the optimal estimate Ohˆ of h has the form:
EOpi(h|D)(h(xi)|D) =O hˆ(xi) = λ∗0(D) +
s∑
j=1
λ∗j(D)gj(xi), (3.14)
where
λ∗0(D) =
1
n+
∑s
j=1 λj(D)
,
λ∗j(D) =
λj(D)
n+
∑s
j=1 λj(D)
,
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nλ∗0(D) +
s∑
j=1
λ∗j(D) = 1 (3.15)
λ∗j(D) > 0, j = 0, . . . , n. (3.16)
Proof. Since we derived the optimal posterior pdf (see Proposition 3.4 in Section 3.3)
we can now evaluate the conditional expectations Epi(h|D)(h(xi)|D) of
Epi(h|D)(h|D) = (Epi(h|D)(h(x1)|D), . . . ,Epi(h|D)(h(xn)|D)).
The optimal posterior pdf has the form:
Opi(h|D) = 1
Z(λ1(D), ..., λs(D))
n∏
i=1
h(xi)
Ps
j=1 λj(D)gj(xi)
=
1
Qk
i=1 Γ(νi)
Γ(ν0)
n∏
i=1
h(xi)
νi−1.
(3.17)
Since we know, that
h(xi) ≥ 0 for i = 1 . . . , n,
n∑
i=1
h(xi) = 1,
and
νi = 1 +
s∑
j=1
λj(D)gj(xi) > 0 for i = 1, . . . , n,
because λj(D) > 0 for j = 1, . . . , s and gj(xi) ≥ 0, then (3.17) is a pdf of Dirichlet
distribution Dir(h(x1), . . . , h(xn); ν1, . . . , νn) (see Section 1.8). By using the properties
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of Dirichlet distribution (see Section 1.8 formula (1.10)) we get:
Ohˆ(xi) = EOpi(h|D)(h(xi)|D) = νiν0 =
1 +
∑s
j=1 λj(D)gj(xi)∑n
i=1[1 +
∑s
j=1 λj(D)gj(xi)]
=
1 +
∑s
j=1 λj(D)gj(xi)
n+
∑n
i=1
∑s
j=1 λj(D)gj(xi)
=
1 +
∑s
j=1 λj(D)gj(xi)
n+
∑s
j=1[λj(D)
n∑
i=1
gj(xi)︸ ︷︷ ︸
=1
]
=
1
n+
∑s
j=1 λj(D)
+
s∑
j=1
λj(D)
n+
∑s
j=1 λj(D)
gj(xi)
= λ∗0(D) +
s∑
j=1
λj(D)λ
∗
0(D)gj(xi) = λ
∗
0(D) +
s∑
j=1
λ∗j(D)gj(xi).
(3.18)
Then, Ohˆ = (Ohˆ(x1), . . . ,
O hˆ(xn)) is the optimal estimate of pdf h of X.
Since Ohˆ is a pmf, we see that:
n∑
i=1
Ohˆ(xi) =
n∑
i=1
λ∗0(D) +
n∑
i=1
s∑
j=1
λ∗j(D)gj(xi)
= nλ∗0(D) +
s∑
j=1
λ∗j(D)
n∑
i=1
gj(xi)︸ ︷︷ ︸
=1
= nλ∗0(D) +
s∑
j=1
λ∗j(D) = 1,
(3.19)
and for j = 1, . . . , s
λj(D) > 0 from Proposition (3.4)

λ∗j(D) = λj(D)/(n+
∑s
j=1 λj(D)) > 0
λ∗0(D) = 1/(n+
∑s
j=1 λj(D)) > 0.
.
(3.20)
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Chapter 4
Extension of the other forms of
given information
In previous chapter we assumed that every source gives the piece of information in
the form of the joint pmf of a collection of discrete random variables X (concretely as
a probability vector of possible realizations x1, . . . ,xn). But this is very restrictive con-
dition on the sources. Even if each of s sources uses all its abilities and past experience
to provide some knowledge, it is highly probable the source will provide the knowledge
about a subset of X or about a conditional relation of parts of X. In this chapter pos-
sible forms of the given knowledge pieces are presented and their transformation into
joint pmf of X (into a probability vector of possible realizations x1, . . . ,xn), useful for
merging (see the previous chapter), is discussed.
Let:
- Pj denote part of X, which describes the j
th source’s past experience; p belongs
to the set of possible realizations of Pj,
- Fj denote a part of X, which describes the j
th source’s ignorance; f belongs to
the set of possible realizations of Fj,
- Uj denote a part of X, that is unconsidered by the j
th source; u belongs to the
set of possible realizations of Uj.
Considered forms of knowledge pieces given by the jth source are:
1) moments:
– conditional moments of Fj ⊂ X on a part Pj ⊂ X, (Fj ∪Pj) ⊆ X,
– moments of Pj ⊆ X
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2) a concrete realization (value) of Fj ⊂ X on a part Pj ⊂ X, (Fj ∪Pj) ⊆ X,
or
a concrete realization of Pj ⊆ X,
3) conditional pmf (in the form of probability vector) of Fj on Pj, where (Fj∪Pj) ⊆
X, denoted by gj(f |p)
4) joint pmf (in the form of probability vector) of Pj ⊂ X (marginal pmf of X),
denoted by gj(p)
4.1 Unification of data, mapping moments and val-
ues on probabilities
Since the aim of this chapter is to construct the joint pmf of X, we need to transform
type 1) and 2) of given knowledge pieces into probabilistic terms.
4.1.1 Moments given
Possible types of moments, the jth source can provide, are:
- conditional moments of Fj ⊂ X on a part Pj ⊂ X, (Fj ∪Pj) ⊆ X,
denoted by:
Egj(f |p)(φ(Fj,Pj)|Pj) = ψ(Pj), (4.1)
where φ, ψ are functions specified by the source and the expectation is taken
with respect to a, yet unspecified, pmf gj(f |p), existence of which is assumed (see
Section 1.2).
- moments of Pj ⊆ X,
denoted by :
Egj(p)(φ(Pj)) = ψ, (4.2)
where φ and ψ are a function and a value specified by the source and the expec-
tation is taken with respect to a, yet unspecified, pmf gj(p), existence of which
is assumed (see Section 1.2).
For a further treatment, we transform this type of knowledge pieces into probabilis-
tic terms – probabilities of outcomes of random variables considered by jth source: we
focus on construction of gj(f |p) or gj(p).
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If jth source gives the conditional moments (4.1), the idea for construction of gj(f |p)
is:
- from the set of all possible conditional pmfs of Fj conditioned on Pj (existence
of them is assumed, see Section 1.2) construct a set of conditional pmfs satisfying
(4.1): {g∗j (f |p)}
- and from {g∗j (f |p)} choose the conditional pmf with the maximum entropy, it
means choose the pmf for which holds:
gj(f |p) = Arg max{g∗j (f |p)}
−
∑
(f ,p)
g∗j (f |p) log g∗j (f |p)
By applying the same idea on the case, when the jth source gives the moments (4.2),
we get gj(p).
4.1.2 Ordinary data given
In this section, the knowledge pieces, the jth source can provide, are:
- a realization of Fj conditioned on Pj, where (Fj ∪Pj) ⊆ X is denoted by (f ,p)
- realization of Pj ⊆ X is denoted by p
Again we try to express this type of given knowledge pieces in probabilistic terms –
the pmf of random variables considered by the jth source.
To do this we use the measure concentrated on one point. It is Kronecker delta:
δKi,j = 1 if i = j
= 0 otherwise.
In case, where (f ,p) is given, we define gj(f |p) as δK(f ,p),(f ,p):
gj(f |p) = 1 if (f ,p) = (f ,p)
= 0 otherwise.
The gj(f |p) is a pmf since it satisfies:∑
p
gj(f |p) =
∑
(f ,p)
δK(f ,p),(f ,p) = 1
and
gj(f |p) ≥ 0
for all possible realizations (f ,p).
For case, where p is given, we define gj(p) as δ
K
p,p:
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gj(p) = 1 if p = p
= 0 otherwise.
The gj(p) is a pmf since it satisfies:∑
p
gj(p) =
∑
p
δKp,p = 1
and
gj(p) ≥ 0
for all possible realizations p.
4.2 Extension
Since all given knowledge pieces have now the form of pmfs of random variables con-
sidered by a particular source: gj(f |p) or gj(p), we can focus on their extension into
a joint pmf of X denoted by egj and further in text called extension
egj.
Under the following assumptions (see Section 1.4):
- we consider the unknown pmf h of X as a random probability vector,
- pi/fi/ui denote the possible realization of p/f/u, which are parts of xi: xi =
(ui, fi,pi), i = 1, . . . , n,
- {{gj(fi|pi) or gj(pi)}j=1,...,s}i=1,...,n is (s × n) matrix, where gj(fi|pi), gj(pi) are
random variables, for which:
gj(fi|pi) ≥ 0, gj(pi) ≥ 0
for j = 1, . . . , s, i = 1, . . . , n,
n∑
i=1
gj(fi|pi) = 1,
n∑
i=1
gj(pi) = 1
for j = 1, . . . , s,
- (s× n) matrix D is a realization of the above matrix,
we introduce the following constraints:
1. The first and intuitively clear assumption on the extension egj is: the projection
of egj on the j
th source’s domain – egj(f |p) – coincides with gj(f |p).
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2. The extension egj is to be as close as possible to the unknown pmf h (see the
beginning of the Chapter 3 - sources provide knowledge pieces aboutX in the form
of joint pmf, where X is described by the unknown pmf h). In terms of Bayesian
decision theory h is the unknown multivariate random parameter taking values
in H, see Section 1.4. We want egj to be the minimizer of Epi(h|D)[K(h,e g∗j )|D],
where eg∗j belongs to a set of all possible pmfs satisfying the constraint 1. denoted
by {eg∗j} (see Section 1.4 and the beginning of Chapter 3).
This requirement means, under assumption of applicability of Fubini’s theorem
(see the proof of Proposition 3.1), that:
egj = Argmin{eg∗j } Epi(h|D)
(
K(h,e g∗j )
)
= Argmin{eg∗j }K(Epi(h|D)(h|D),e g∗j ),
where the global minimum is reached for egj = Epi(h|D)(h|D), see Section 1.6. In
the previous chapter, it is denoted by Ohˆ (i.e. see Proposition 3.1).
3. The last natural assumption, we already used in previous step, is that egj uses
all elements of D.
The extensions of unified knowledge pieces are in detail discussed in following sec-
tions.
4.2.1 Conditional probabilities on a part of random vector
The extension of the knowledge pieces given by the jth source in the form of conditional
pmf gj(f |p) of Fj on Pj, (Fj ∪Pj) ⊂ X is following:
Proposition 4.1. Let the conditional pmf gj(f |p) of Fj on Pj, (Fj ∪ Pj) ⊂ X, be
given. Then under the assumption that
Ohˆ = Epi(h|D)(h|D)
the pmf egj, represented by a probability vector (
egj(x1), . . . ,
e gj(xn)) with:
egj(xi) =
O hˆ(ui|fi,pi)gj(fi|pi)Ohˆ(pi), i = 1, . . . , n, (4.3)
is the unique extension of gj(f |p) meeting the previously mentioned constraints 1., 2.,
3.
Proof. In the proof, the following definition of conditional probability is used.
The conditional probability of events A1, A2, A3 (under the assumption that
P(A2, A3) > 0 and P(A3) > 0) is:
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P(A1|A2, A3) = P(A1, A2, A3)
P(A2, A3)
,
P(A2|A3) = P(A2, A3)
P(A3)
.
The probability of (A1, A2, A3) is then:
P(A1, A2, A3) = P(A1|A2, A3)P(A2, A3) = P(A1|A2, A3)P(A2|A3)P(A3)
Since the projection of egj on the j
th source’s domain is egj(f |p) = gj(f |p), the
constraint 1. is satisfied.
If we realize that:
n∑
i=1
h(xi) log
egj(xi) =
n∑
i=1
h(ui, fi,pi) log
egj(ui, fi,pi)
=
∑
u
∑
f
∑
p
h(u, f ,p) log egj(u, f ,p)
then by assuming of applicability of Fubini’s theorem (see Folland (1999)), we can
rewrite the task stated in the constraint 2. as follows. By inserting proposed egj into
the minimized expected Kerridge inaccuracy, we get:
EK(h,e gj) = −
∫
H
pi(h|D)
n∑
i=1
h(xi) log
e gj(xi)dh
= −
∫
H
pi(h|D)
∑
u
∑
f
∑
p
h(u, f ,p) log
(
Ohˆ(u|f ,p)gj(f |p)Ohˆ(p)
)
dh
= −
∫
H
pi(h|D)
∑
u
∑
f
∑
p
h(u|f ,p)h(f ,p) log Ohˆ(u|f ,p)dh
−
∫
H
pi(h|D)
∑
u
∑
f
∑
p
h(u|f ,p)h(f |p)h(p) log gj(f |p)dh
−
∫
H
pi(h|D)
∑
u
∑
f
∑
p
h(u|f ,p)h(f |p)h(p) log Ohˆ(p)dh
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= −
∑
f
∑
p
∫
H
pi(h(u, f ,p)|D)h(f |p)dh
×
(∑
u
∫
H
pi(h(u, f ,p)|D)h(u|f ,p) log Ohˆ(u|f ,p)dh
)
−
∑
u
∑
p
∫
H
pi(h(u, f ,p)|D)h(u|f ,p)h(p)dh
×
(∑
f
∫
H
pi(h(u, f ,p)|D)h(f |p) log gj(f |p)dh
)
−
∑
u
∑
f
∫
H
pi(h(u, f ,p)|D)h(u|f ,p)h(f |p)dh
×
(∑
p
∫
H
pi(h(u, f ,p)|D)h(p) logO hˆ(p)dh
)
.
The second term can not be influenced by the choice of Ohˆ, since it does not involve
marginal or conditional version of Ohˆ. The expressions in the brackets () in the first
and third term are conditional versions of the Kerridge inaccuracy (see Section 1.6),
which are, for an arbitrary condition, uniquely minimized for:
(h(u1|f1,p1), . . . , h(un|fn,pn)) = (Ohˆ(u1|f1,p1), . . . ,O hˆ(un|fn,pn)) =
= (egj(u1|f1,p1), . . . ,e gj(un|fn,pn))
and
(h(p1), . . . , h(pn)) = (
Ohˆ(p1), . . . ,
O hˆ(pn)) = (
egj(p1), . . . ,
e gj(pn)).
Since the estimate Ohˆ is using all knowledge pieces in D (see Section 3.4), the
constraint 3. is satisfied.
4.2.2 Conditional probabilities on the whole set of random
variables
The extension of the knowledge pieces given by the jth source in the form of gj(f |p) of
Fj on Pj, (Fj ∪Pj) = X, is following:
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Proposition 4.2. Let probability vector gj(f |p) of Fj on Pj, (Fj ∪Pj) = X, be given.
Then under assumption that
Ohˆ = Epi(h|D)(h|D)
the pmf egj, represented by a probability vector (
egj(x1), . . . ,
e gj(xn)) with:
egj(xi) = gj(fi|pi)Ohˆ(pi), i = 1, . . . , n, (4.4)
is the unique extension of gj(f |p) meeting previously mentioned constraints 1., 2., 3..
Proof. In the proof, the following definition of conditional probability is used.
The conditional elementary probability of A1, A2 (under assumption that P (A2) > 0)
is:
P(A1|A2) = P(A1, A2)
P(A2)
and the joint probability of events (A1, A2) is then:
P(A1, A2) = P(A1|A2)P(A2).
By using the same ideas, as were used in the proof of Proposition 4.1, it can be shown,
that (4.4) is the unique extension of provided knowledge pieces satisfying the above
stated constraints 1., 2., 3..
4.2.3 Marginal pmf of random vector
If the knowledge piece is now in the form of a joint pmf gj(p) of Pj ⊂ X, then the
extension of it is following:
Proposition 4.3. Let the probability vector gj(p) of Pj ⊂ X be given. Then, under
the assumption that
Ohˆ = Epi(h|D)(h|D)
the pmf egj, represented by a probability vector (
egj(x1), . . . ,
e gj(xn)) with:
egj(xi) =
Ohˆ(ui|pi)gj(pi), i = 1, . . . , n, (4.5)
is the unique extension of p meeting the previously mentioned constraints 1., 2., 3..
Proof. To prove that (4.5) is the unique extension of gj(p) to a joint pmf of X follow
the steps of proof of the Proposition 4.2.
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4.3 The optimal merger based on extended knowl-
edge pieces
The optimal merger Ohˆ = (Ohˆ(x1), . . . ,
O hˆ(xn)) derived in Section 3.4 has, according
to the extensions derived in Section 4.2, the following forms:
- for the extension constructed in Subsection 4.2.1:
Ohˆ(xi) = λ
∗
0(D) +
s∑
j=1
λ∗j(D)
Ohˆ(ui|fi,pi)gj(fi|pi)Ohˆ(pi), (4.6)
for i = 1, . . . , n,
- for the extension constructed in Subsection 4.2.2:
Ohˆ(xi) = λ
∗
0(D) +
s∑
j=1
λ∗j(D)
egj(xi) = λ
∗
0(D) +
s∑
j=1
λ∗j(D)gj(fi|pi)Ohˆ(pi), (4.7)
for i = 1, . . . , n,
- for the extension constructed in Subsection 4.2.3:
Ohˆ(xi) = λ
∗
0(D) +
s∑
j=1
λ∗j(D)
egj(xi) = λ
∗
0(D) +
s∑
j=1
λ∗j(D)
Ohˆ(ui|pi)gj(pi), (4.8)
for i = 1, . . . , n.
4.4 Properties of the proposed optimal merger
The optimal merger given in Section 3.4 is not guaranteed to be unique. Moreover,
a closed form solution for determining λ1(D), . . . , λs(D) does not generally exist.
The optimal merger described in Section 4.3 is not generally unique. It can be seen
from following example. If we assume there is only one source providing the knowledge
pieces, the choice of “extending factors” on the right hand sides of formulas (4.6),
(4.7), (4.8) is ambiguous. On the other hand, even Ohˆ is ambiguous, the projection on
source’s domain, which is given back to it after merging, is unique.
We conjecture that these properties are valid generally but no proof exists.
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Chapter 5
Conclusion
Decision making is an integral, often unrecognized part of our life. However, when, for
instance, we are active in financial markets, it is reasonable to take every single piece
of available knowledge into account, since the consequences of the decisions made can
have a really big financial impact on us.
If we consider a parametric (population) model, which has one or more unknown
parameters, the statistical analysis helps us to gain information from past experience.
The adopted Bayesian treats the unknown parameters as random variables in order to
make the conclusions about them. After using the Bayesian theorem, it means after
construction of posterior pdf or pmf of considered random variables, we can report the
different characteristics of obtained distribution: the mean, variance, mode ...
Significant restriction that arises while using Bayesian approach to the parameter
estimation is that it is well-elaborated only when the knowledge pieces are given as “or-
dinary” crisp data. There are examples going beyond this state. For instance, in Savchuk
and Martz (1994) the Bayes estimators for the true binomial survival probability p,
when the prior knowledge (provided by multiple sources) is stated as credibility interval
on p. But the general treatment of estimating the parameters of the parametric model,
when different forms of knowledge are given, was missing.
In this work, handling of different types of knowledge is addressed. The idea of
the treatment is to find a suitable model describing the provided knowledge pieces.
To successfully solve this task, we use the Supra-Bayesian approach. We assume that
there exists a fictitious decision maker, which considers the given knowledge as random
quantities and uses Bayesian methodology to construct the parameters of the above
mentioned model: it deals with a “supra” model. This converts the problem to a con-
struction of an appropriate pdf or pmf of considered random quantities and to the
construction of the optimal merger of provided knowledge pieces.
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The merging of different types of provided knowledge pieces is difficult in the case
when the very different properties are described by them. We assume rather general
categories of knowledge pieces, for which the optimal merger can be constructed. We
assume a set of sources providing knowledge pieces about a discrete random vector, fix
one of the sources and introduce the task of improvement of this source’s knowledge.
The task of improvement of source’s knowledge coincides with task of constructing
the optimal merger of knowledge pieces provided by the considered source and its
neighbors, i.e., sources, for which the intersection of their domains with the domain
of considered source is non empty. This approach can be then applied on every source
from the group of sources, which can be extremely large and distributed.
Then, we interpret the task of construction of the optimal merger for considered
source and its neighbors as a decision task and with the use of Bayesian methods we
successfully construct the optimal merger. It is identified with the optimal estimate
of the pmf describing knowledge pieces of considered group of neighbors. Firstly we
derive the optimal merger, when the provided knowledge pieces are in a “good” form
– the form of a joint pmf of the mentioned discrete random vector. Then, we focus on
how to transform and then extend the “bad” forms of knowledge pieces into joint pmf
of discrete random vector, so the constructed optimal merger can be applied on them.
Since the original task was to improve the considered source’s knowledge, we project
the optimal merger on its domain.
Naturally, we did not discuss many additional questions arising with the derivation
of the final formula, i.e., how to get the Lagrangian multipliers or the value of bounds
used in (3.10) or the problems with ambiguity of constructed optimal merger (see
Section 4.4). They are definitely topics of a future work.
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