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Sommaire 
Mon mémoire porte sur l'étude de l'équation de Josephson avec impulsions à l'aide des 
propriétés des fonctions intégrables au sens de Henstock-Kurzweil. La première partie est 
consacrée à des théorèmes importants de l'analyse fonctionnelle ainsi qu'à l'intégrale de 
Henstock. Nous énoncerons par la suite des notions de base de l'analyse fonctionnelle et 
parlerons des propriétés importantes des fonctions HK-intégrables. Au dernier chapitre 
nous montrerons l'existence et l'unicité de la solution antipériodique de l'équation de 
Josephson avec impulsions. 
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On s'intéresse depuis longtemps à l'existence de solutions aux équations différentielles. 
Ces équations régissent des lois de la physique, de la mécanique et de plusieurs autres 
phénomènes. 
Dans ce mémoire nous nous intéresserons à l'équation différentielle qui est associée à 
la phase 9 des jonctions de Josephson telles que décrites dans la théorie des supracon­
ducteurs. Nous montrerons l'existence et l'unicité de la solution antipériodique de cette 
équation. La fonction 9 est antipériodique lorsque 9 (t + T) = — 9 (t) pour tout t apparte­
nant à l'intervalle [0, T]. On dira que 9 est T-antipériodique ou que 9 est antipériodique 
de période T. Cette équation peut s'écrire de la façon suivante : 
9" + (c + d cos 9) 9' + a sin 9 = / (1) 
où a, c, d sont des constantes réelles et la fonction / est intégrable au sens de Riemann 
sur [0, T] (pour un T > 0). 
L'équation (1) est réduite à l'équation du pendule forcé lorsque d — 0. Dans ce cas, il 
est facile de montrer l'existence et l'unicité de solutions périodiques de cette équation 
(voir [4]). 
Le professeur Pedro Morales du département de mathémathiques de l'Université de Sher­
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brooke a eu l'idée de considérer le cas où / de l'équation (1) est intégrable au sens de 
Henstock-Kurzweil. Les résultats qu'il a obtenus sont présentés dans [5] et nous les uti­
liserons dans ce mémoire. 
Nous montrerons donc l'existence et l'unicité de la solution de l'équation (1) dans le cas 
plus général où la fonction / du membre de droite de l'équation (1) est une fonction réelle 
Henstock-Kurzweil (H-K) intégrable sur [0,T]. Les fonctions réelles intégrables au sens 
de Lebesgue sont aussi intégrables au sens de Henstock-Kurzweil. Cependant, il y a des 
fonctions H-K intégrables qui ne sont pas Lebesgue intégrables. (voir, par exemple [21, 
pp.29,106-107] et les exemples plus loin.). 
De plus nous considérerons le cas où l'on a des impulsions qui engendrent des sauts en 
9" et 9'. Nous avons dans ce cas l'équation suivante : 
où les fonctions delta de Dirac S t j ^  sont associées à l'impulsion d'amplitude a . j  ( 9 )  aux 
ins t an t s  t j  ( 9 )  G [0 ,  T [ .  
Notre objectif est de trouver les conditions qui garantissent l'existence d'une solution 
r é e l l e  a b s o l u m e n t  c o n t i n u e  e t  d i f f é r e n t i a b l e  p a r  r a p p o r t  à  9  s u r  [ 0 , T ]  p o u r  9  ( 0 )  =  — 9  ( T ) .  
P o u r  s e  f a i r e ,  n o u s  p r o l o n g e o n s  /  s u r  l ' i n t e r v a l l e  [ 0 , 2 T \  e n  d é f i n i s s a n t  /  ( t )  =  — /  ( t  —  T )  
pour tout t 6 ]T, 2T] et en additionant les impulsions d'amplitude —aj (9) à chaque 
instant (tj (9) +T) G [T, 2T[ (j G N). Nous obtenons l'équation équivalente suivante : 
9" + (c + d cos 9) 9' + a sin 9 = f + 
j'6Z\{0} 




Maintenant, il suffit de montrer l'existence d'une solution absolument continue et différentiable 
9  :  [ 0 , 2 T ]  - »  R  d e  l ' é q u a t i o n  ( 3 )  q u i  s o i t  T - a n t i p é r i o d i q u e  t e l l e  q u e  6 ( t  +  T )  =  — 9  ( t )  
pour tout t  € [0, T]. 
Puisque la fonction / : [0,2T] -4 R est 2T-périodique, nous pouvons l'étendre sur tout 
R. Ensuite nous étudierons (3) lorsque /, en plus d'être H-K intégrable sur [0,2T], est 
T-antipériodique Lebesgue presque-partout (et aussi 2T-périodique) sur R dans le sens 
où : 
/(« + T) = -/(«) (4) 
pour presque tout t £ R. La propriété d'être Lebesgue presque-partout se notera {jl — p.p 
où jj, désigne la mesure de Lebesgue sur R. 
Pour alléger la notation, nous introduisons pour tout j  e N la fonction T-antipériodique 
A t j ( 6 )  ( t )  =  ( S t j ( e )  (t )  -  Ô t j f f l + T  ( t ) )  ( 5 )  
et ainsi l'équation (3) devient : 
9" + c9' + d (sin 9)' + a sin 9  =  /  +  ^  a j  ( 9 )  . (6) 
je N 
Quand / est une fonction réelle H-K intégrable sur [0, T], le problème consistant à 
trouver une solution absolument continue et différentiable 9 : [0, T] —>• R de (2) avec 
9  ( 0 )  =  — 9  ( T )  r e v i e n t  à  t r o u v e r  u n e  s o l u t i o n  a b s o l u m e n t  c o n t i n u e  e t  d i f f é r e n t i a b l e  T -
antipériodique 9 : R —> R de (6) lorsque / : R —> R est Lebesgue T-antipériodique 
presque partout (comme dans (4)) et H-K intégrable sur [0,2T]. 
Plusieurs méthodes sont utilisées pour montrer l'existence de solutions anti-périodiques de 
systèmes dynamique divers. La plupart des résultats obtenus sont basés sur le théorème 
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du point fixe de Schaefer (voir par exemple [1,2,6-8,10-12,14,16,19-22]). Dans [11] on 
a utilisé la méthode du théorème du point fixe de Fùcik, Lovicar et Ding pour mon­
trer l'existence de solutions harmoniques et subharmoniqués à l'équation de Duffing 
x" -t- g (x) = f (t, x, x') (qui devient (1) lorsque / = / (t) ,d = 0, ùj = 0 Vj) avec / 
et g continues, / bornée et périodique en t et g (x) sgn (x) —• oo, |x| -4 oo. De plus, 
on montre l'existence de nombreuses solutions quand f = fit) et quand le potentiel 
g subit une croissance superquadratique à l'infini. On montre dans [11] que le résultat 
peut s'étendre au cas où / = f (t) est Lebesgue intégrable sur [0,T]. C'est ce qui a été 
employé dans [12] où les mêmes techniques sont utilisées pour obtenir des résultats sem­
blables à ceux de [11] quand / = / (t) est H-K intégrable sur [0, T]. Dans ce mémoire 
nous utiliserons le théoreme plus général du point fixe de Tychonov. Notre démarche sera 
la suivante : 
Nous débuterons avec un chapitre de préliminaires développant les notions de base 
nécessaires à la compréhension des éléments de ce mémoire. Nous parlerons de la fa­
mille des fonctions H-K intégrables et nous énoncerons des théorèmes importants que 
nous utiliserons dans notre démarche. Enfin, nous présenterons des preuves de l'existence 
et de l'unicité de la solution antipériodique de l'équation de Josephson. 
Chapitre 1 
Préliminaires 
Nous présenterons dans ce chapitre, des théorèmes importants qui nous permettront de 
faire l'étude de l'équation de Josephson avec retard et impulsions. Les outils et les nota­
tions que nous développerons ici seront utilisés pour présenter des résultats importants 
dans ce mémoire. 
1.1 Le théorème de Fejèr 
Théorème 1 Fejèr 
Soit f : R —» C une fonction continue 2ir-périodique. On note Sn la somme partielle 
d'indice n de la série de Fourier de f. Alors la suite de fonctions ^So+Sl+^+Sn~1. ^  converge 
uniformément vers f. 
On note /„ = i J2k=o $k- On introduit le noyau de Fejèr défini de la façon suivante : 
Nous déduirons le théorème de Fejèr des deux lemmes suivants : 
5 
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Lemme 2 On o /„ = Kn * / (produit de convolution défini sur R/27rZJ. 
Démonstration. [13] Soit (fc)^ la suite des coéfficients de Fourier de /. Par définition, 
on a : 
S „ ( z ) = Y , f ( k ) e * *  
k=z—n 
1 n /»2 7T 
=  1  f ( y ) e - i k y d y e , k '  
1 n 




1 />27T n-1 3 
/ n 7 t  J
° j=0 fc=-j  
De plus, on a, pour tout £ : 
« n-l j , n—1 n—1 
i Y" V eikx = - V 
77, C—mmJ t, i ji=0 fc=-n+l j=|fc) 
1 A x 
' 
1 * '" ifcz ( n - i f c i ) e i  
=—n 
= Kn(ar) 




U ( ® )  =  2 - j  f ( y ) K * ( x - y ) d y  =  ( K n * / ) ( x )  
Pour tout x $ 27rZ on a Kn (x) = ^ sin2(l^ • 
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Démonstration. [13] Selon le lemme précédent on a K„ (x) = l-EU^L-jeikx pour 
tout x . Ainsi pour x £ lixTL on a : 
n • „ L J=0 k=~] 
1 v1 
=  « 2 j '  
gi(2j+l)x _ ^ 
e «J® 
nL^ e ix  _  1 3—0 
n—1 
-7-^ r V (e<0+1)ï - e_i,z) 
n  Uix _l \  \  > 
v  
'  j-0 
' gt(n+l)x _ gix g-ini _ 
n (e*1 — 1) \ elx — 1 e tx — 1 
l g»(n+l)x _ 2eix -f e-*(n-i)« 
~~ n (eix - 1) e*1 — 1 
! (e<(n+i)f _ e-i(n-D|)2  
~ n (eia: - l)2 
= 
1 sin2 (?) 
n sin2(|) 
Nous pouvons maintenant déduire le théorème de Fejèr. D'après le lemme précédent, la 
fonction Kn est toujours positive. De plus, 
On écrit alors pour tout x : 
U  ( x )  -  f  (x) = (K„ * /) (x) - / ( x )  
=  é r  J 0  f ( x ~ y ) K n ( y } d y ~ ^ f Q  f  K n  d y  
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et comme Kn est une fonction positive, 
l/n W  ~  f ^  f 0  (x)lK *  (y) d y -
La fonction / étant continue et périodique, elle est uniformément continue. Soit e > 0 et 
s o i t  r )  G  ] 0 , 7 r [  t e l  q u e  V x , y  G  R ,  | x  -  y \  <  7 7  = * >  | /  ( x )  -  f  { y ) |  <  e .  
[  \ f ( y - x ) - f ( x ) \Kn ( y ) d y < e f  Kn ( y )  d y  <  2 n e  
J o J o 
et 
/•2ir /"27r 
/  \ f  ( y  -  x )  -  f  ( x ) \ K n  ( y )  d y  <  e  K n ( y ) d y < 2 7 r e  
J 2 n  —  T )  J ï . T t  —  T )  
Par ailleurs, 
«2 rr-r} f2n~i] oônlfUBl) 
nsm 
1 
p n i fl -v sin* f zm \ 
/  1/ { y  ~  x )  -  f  ( x ) \ K n  (y) d y =  | f  { y  -  x )  -  f  ( ® ) |  L ,  d y  
Jrj  Jri  TlSlTl  ^2/  
< 47T sup |/| X 
nsin? (%) 
10,2*] 
On en déduit que (/„) converge vers / uniformément. Nous utiliserons ce théorème au 
deuxième chapitre de ce mémoire pour montrer des propriétés importantes des fonctions 
intégrables au sens de Henstock-Kurzweil. 
1.2 Compacité faible sur un espace de Banach 
Soit E un espace de Banach muni de la norme ||. H^. Désignons par E' son dual topologique 
qui représente la classe des formes linéaires sur E qui sont continues par rapport à la 
topologie sur E associée à la norme Jl-lj^. On montre que E' muni de la norme ||/|j£, = 
sup {/ (x) : x G E, ||x||Ê < 1} est aussi un espace de Banach (voir [8]). 
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Nous allons définir la topologie faible * sur E '  que l'on note a  ( E ' ,  E ). Pour chaque x  G  E  
on considère l'application <px : E' -» R définie par / 1-4 ipx (f) = {/, x) = f (x). Lorsque 
x parcourt E on obtient une famille d'applications (v3i)i€e de E' dans R. 
Définition 4 La topologie faible * désignée par a (EE) est la topologie la moins fine 
sur E' rendant continues toutes les applications (<fx)xeE-
Théorème 5 Banach-Alaoglu 
Soit E un espace de Banach et E' son dual. L'ensemble Be' = {/ £ E' : \\f\\E, < 1} est 
c o m p a c t  p a r  r a p p o r t  à  l a  t o p o l o g i e  f a i b l e  * ,  c ' e s t  à  d i r e  p a r  r a p p o r t  à  l a  t o p o l o g i e  a  ( E E ) .  
Le théorème de Banach-Alaoglu est démontré dans [8]. Il garantit que toute boule K C E' 
fermée par rapport à ||.||E, est compacte par rapport à la topologie faible *. Le théorème 
suivant nous permet d'affirmer que toute application continue sur K possède un point 
fixe. Nous utiliserons ce fait au dernier chapitre de ce mémoire pour montrer l'existence et 
l'unicité de la solution antipériodique de l'équation de Josephson. Lorsque E est reflexif 
on montre dans [8] à l'aide du théorème de Banach-Alaoglu que Be — {x € E; ||x|j < 1} 
est compact pour la topologie a (E, E'). 
Théorème 6 Brower-Schauder-Tychonov 
Soit E un espace de Banach et K C E' un convexe compact par rapport à la topologie 
faible *. Alors toute application f :K->K, continue pour la topologie faible *, possède un 
point fixe. 
On trouve une démontration de ce théorème dans [19] ainsi que dans [16]. Nous utiliserons 
la propriété de point fixe au chapitre 3 de ce mémoire. 
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1.3 L'intégrale de Henstok 
Nous présenterons ici l'intégrale de Henstock-Kurzweil et nous montrerons que celle-ci 
généralise les intégrales de Riemann et de Lebesgue. Tous les résultats de cette section 
sont développés au chapitre 9 de [15]. 
Soit / une fonction de [a, b] dans R, soit a = xq < X\ < ... < xn = b une partition 
d e  [ a ,  b ]  e t  s o i t  q  u n  p o i n t  q u e l c o n q u e  d e  l ' i n t e r v a l l e  [ x i _ i , x j ]  p o u r  l < i < n  —  l e t d e  
l'intervale [xn-i, b\ pour i — n. La somme de Riemann est donnée pax : 
n 
f  ( d )  -  x t - i )  
%— 1 
et l'intégrale de Riemann de / sur [a, 6] est la limite (si elle existe) de ces sommes lorsque 
max{\xi — x^i| : 1 < i < n} —> 0. 
Dans les années 1950, Jaroslaw Kurzweil proposa une généralisation de l'intégrale de 
Riemann dite intégrale de jauge, concernant l'étude des équations différentielles. Plus 
tard, c'est Ralph Henstock qui utilisera pour la première fois la nouvelle approche de 
Kurzweil dans le but de généraliser l'intégrale de Lebesgue. C'est pour cette raison que 
l'on parlera parfois de l'intégrale de Henstock-Kurzweil. 
Définition 7 Soit ô (.) une fonction positive définie sur un intervalle [a, 6]. Un intervalle 
marqué (x, [c, d\) de [a, b] est un intervalle [c, d\ Ç [a, b] où x € [c, d]. On dit que x marque 
le segment [c, d\. La fonction 6 désigne une jauge sur [a, 6] (c'est-à-dire une fonction qui 
détermine le pas sur l'intervalle [a, b]) et l'intervalle marqué (x, [c, d\) est plus fin que 8 
s i [ c , d \  Ç  ( x  —  S  ( x ) ,  x  +  ô  ( x ) ) .  
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Soit P = {(rc<, [ c i , d i ] )  : 1 < ï < n} un ensemble d'intervalles marqués de [a, 6]. Nous uti­
liserons la terminologie suivante : 
(a) Si ( x ^  [ci, d i ] )  est plus fin que 5 pour tout i ,  alors P est plus fin que S .  
(b) Si P est plus fin que 6 et que [a, 6] = al°rs P est une partition 
marquée  de  [a ,  6 ]  p lus  f ine  que  6 .  
Le lemme suivant garantit l'existence de partitions marquées de [a, &] plus fine que S pour 
toute fonction positive S définie sur l'intervalle [a, 6]. La preuve de ce lemme est semblable 
à celle que l'on utilise pour montrer qu'un intervalle fermé est compact. 
Lemme 8 S i  S  ( . )  e s t  u n e  f o n c t i o n  p o s i t i v e  d é f i n i e  s u r  u n  i n t e r v a l l e  [a, b], alors il existe 
une partition marquée de [a, 6] plus fine que S. 
Soit P = {(a;*, [q, rfi]) : 1 < i  <  n }  une partition marquée finie de [ a ,  6], et soient / une 
fonction de l'intervalle [a, 6] dans M et F une fonction définie sur un sous-intervalle de 
[a, 6]. Nous utiliserons les notations suivantes : 
/ (P) - £ / (*,) ( d i  - C i )  
i= 1 




PL (P) = Y, (* - <>) 
i=l 
Nous sommes maintenant en mesure de présenter la définition de l'intégrale de Henstock. 
Définition 9 Une fonction f : [a, 6] —¥ R est dite Henstock intégrable sur [a, b] si pour 
tout e > 0, il existe un nombre réel L et une jauge 8 sur [a, b) tels que \f (P) — L\ < e où 
P est une partition marquée de [a, b] plus fine que S. 
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Voici quelques théorèmes importants sur l'intégrale de Henstock. Ces théorèmes sont 
démontrés dans [15]. 
Théorème 10 Soit f : [a, 6] —> R. Si f = 0 /x — p-p sur [a, b], alors f est intégrable au 
sens de Henstock sur [a, 6] et /a6 / = 0. 
La fonction caractéristique des nombres rationnels est un exemple de fonction bornée qui 
n'est pas intégrable au sens de Riemann sur l'intervalle [0,1]. Ce théorème nous montre 
par contre que cette fonction est intégrable au sens de Henstock sur l'intervalle [0,1] et 
son intégrale vaut 0. Elle est aussi intégrable au sens de Lebesgue sur l'intervalle [0,1]. 
On peut donc conclure qu'une fonction non-continue peut être HK-intégrable. Au dernier 
chapitre, nous donnerons l'exemple d'une fonction H-K intégrable qui n'est pas intégrable 
au sens de Lebesgue. 
Théorème 11 Soit F : [a, b] —» R une fonction continue sur [a, 6]. Si F est différentiable 
presque partout sur [a, 6], alors F' est HK-intégrable sur [a, 6] et f* F' — F (x) — F (a) 
pour tout x € [a, 6]. 
Théorème 12 Une fonction f : [a, b] —ï R est HK-intégrable sur [a, b] si et seulement si 
p o u r  t o u t  e >  0 ,  i l  e x i t e  u n e  j a u g e  S  s u r  [ a ,  b ]  t e l l e  q u e  | F  ( P i )  —  F  ( P 2 )  \  <  e  o ù  P \  e t  P 2  
sont des partitions marquées de [a, 6] plus fines que S. 
Théorème 13 Soit f : [a, b] —ï R et soit c€ (a, b). 
1.) Si f est HK-intégrable sur [a, 6], alors f est HK-intégrable sur tout sous intervalle 
d e  [ a ,  b ] ,  
2.) Si f est HK-intégrable sur chacun des intervalles [a, c] et [c, b] alors f est HK-
i n t é g r a b l e  s u r  [ a ,  b ]  e t  f *  /  =  / = /  +  f ?  f .  
Chapitre 2 
Propriétés des fonctions 
HK-intégrables 
Dans ce chapitre, nous développerons quelques propriétés importantes des fonctions 
intégrables au sens de Henstock-Kurzweil. Ces propriétés seront utilisées au dernier cha­
pitre pour montrer l'existence et l'unicité de solutions de l'équation de Josephson. Soit 
HK (T) l'ensemble de toutes les fonctions réelles T-antipériodiques n~p.p qui sont H-K 
intégrables sur [0, T]. Ces fonctions sont nécessairement H-K intégrables sur tout inter­
valle fermé de R. Pour toute fonction g de HK (T), nous notons son intégrale de H-K 
sur un intervalle fermé [ti,t2] par ff* g (s) ds. L'intégrale de Henstock-Kurzweil de g est 
équivalente à l'intégrale de Lebesgue de g, lorsque g est intégrable au sens de Lebesgue. 
On sait que, les primitives 
sont continues par rapport à t E [0,2T\ [21, p.108] et sont identiques pour toutes fonctions 
g appartenant à HK (T) égales fi—p.p [21, p.111]. De plus, si g £ HK (T) et si h : R —» R 
V g e H K ( T )  
13 
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est 2T-périodique et à variation bornée sur des intervalles compacts (donc la différence 
de deux fonctions croissantes sur ces intervalles) alors, pour tout t € R, la fonction 
s g (t — s) h (s) est H-K intégrable sur [0,2T] [21, p. 108] et ainsi la convolution : 
i r2T i r2T ( g  *  h )  ( t )  =  —  g ( t  —  s ) h  ( s )  d s  =  —  g  ( s )  h ( t - s )  d s  
existe pour tout t G R. De plus g * h est dans ce cas T-antipériodique puisque : 
1 f 2 T  ( g * h ) ( t  +  T )  =  —  J  g ( t  +  T - s ) h ( s )  d s  
1 f2T 
= 
~2T J o  9 ( t - s ) h ( s ) d s  
=  - ( g * h )  ( t )  
pour tout t 6 R. Donc : 
g *  1 = 0 V<7 € H K  ( T )  (2.1) 
Pour une fonction g  donnée appartenant à H K  ( T )  on définit : 
g* (t ) = T X g  (t) - K g  * 1) ( t ) .  (2.2) 
Ainsi on a : 
g** 1 = 0 VgeHK (T) 
et donc g1* est l'unique primitive de g  de moyenne nulle. De plus; pour tous f , g  €  H K  ( T ) ,  
si 7i7 = 7Tg alors /* = g* car p (t) = 7ïf (t) — * 1 = ng (t) — irg * 1 = <7* (t). L'inverse 
est aussi vrai car selon (2.2) 
Tif * 1 = -T (0) = -g* (0) = ng*l 
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et ainsi 717 = /* + 717 * 1 = g" 4- 7rfl * 1 = irg. 
Nous montrons que la fonction continue g" est en fait T-antipériodique pour tout g G 
HK (T). Pour alléger la notation, nous écrivons pour tout t € R et pour tout k Ç. Z 
C k  ( t )  =  c o s  k w t ,  S k  ( t )  =  s i n  k u t  e t  f a  ( t )  =  e % k w t  =  c *  ( t )  +  i s k  ( t )  o ù  :  
oj = 7r/T. (2.3). 
Puisque cjt et Sk sont à variation bornée, la convolution g * fa existe (au sens de H-K) 
p o u r  t o u t  g  €  H K  ( T )  [ 2 1 ,  p .  1 0 8 ] .  A i n s i  n o u s  a v o n s  m o n t r é  q u e  p o u r  t o u t  g  E  H K  ( T )  
donné, ses coefficients de Fourier sont donnés par : 
g  ( k )  =  ( g  *  f a )  ( 0 )  V k e Z .  
Si l'on pose : 
^4>k = wck + iftsk, 
une intégration par parties [21, p. 110] donne : 
*2 T rïT rll pli 
/ ~ïïg (s) fa (s) ds = — I (s) g (s) ds. 
J 0 J 0 
Ainsi, pour tout g  appartenant à H K  ( T )  (en utilisant la relation (2.1) et en remplaçant 
k par — k) 
(9* «  (0) = (s » (0) Vfcez\{0} (2.4) 
ce qui équivaut à : 
? (k) = ^ VA € Z\ {0} . (2.5) 
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Soit Kn ( t )  (n G N) le noyau de Fejèr qui est continu et 2T-périodique sur R donné pax : 
K . W - É  O-ST ï )^ )  f c=—n N  
et posons : 
K n  ( s )  =  Kn ( s )  -  1 .  
En multipliant les deux côtés de l'équation (2.4) par (1 — |/c| / (n + 1)) et en additionnant 
les termes obtenus pour k = ±1,±n on obtient : 
(<f* K n ) ( * )  =  ( < ? *  ( K n y )  { t )  t e R , n e  N 
et aussi en vertu de la relation (2.1), 
(g* * Kn) (t) = (g * (Kn) )  (i) t  G  M, n  6 N. 
Ainsi on obtient pour tout t e l :  
1 f / — \* ( j *  »  K „ )  ( t  +  T )  =  — j  g(t +  T - s ) {  K „ )  ( » )  
=  -  ( < f  *  K n )  ( t ) .  
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Quand gn est continue, le théorème de Fejèr [18] nous donne 
g * ( t  +  T ) =  lim (g * * K n ) ( t  +  T )  
TWOO 
= - lim (g* * Kn) (t) 
n—¥oo 
= -g* ( t )  
pour tout t € R ce qui donne le résultat suivant : 
Lemme 14 S i  g  G H K  ( T )  a l o r s  g n  e s t  u n e  f o n c t i o n  r é e l l e ,  c o n t i n u e  e t  T - a n t i p é r i o d i q u e  
sur M. 
Supposons que f , g  E  H K  (T) soient telles que f *  = g n  (ou encore, -k j  = 7r5). Alors 
[  ( f  ( « )  -  9  (s)) d s  =  717 ( t )  -  7r g  ( t )  =0 Vf G [0,2T] 
Jo 
et la fonction / est égale à la fonction g /i — p.p. (Voir, par exemple [21, p.113].) Ainsi, 
si f,g £ HK (T) sont telles que : 
? ? ( f c )= f l > ( f c )  VfceZ \{0}  (2.6) 
alors les fonctions continues /* et gn sont égales fi — p.p. On dit alors que la fonction / 
est égale à la fonction g au sens des fonctions généralisées. En vertu des relations (2.5) 
et (2.6) on a : 
f { k ) = g { k )  Vfc€Z\{0} (2.7) 
Et donc nous avons le résultat suivant : 
Lemme 15 Pour tout f,g 6 H K  ( T )  d o n n é e s ,  l e s  é n o n c é s  s u i v a n t s  s o n t  é q u i v a l e n t s .  
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1.) / = g fi — p.p (i.e. au sens des fonctions généralisées). 
2.) La propriété (2.6) est vérifiée . 
3.) La propriété (2.7) est vérifiée . 
Si /, g € HK (T) sont telles que : 
g  ( k )  =  i k u f  ( k )  Vfc G Z\ {0} (2.8) 
alors on dit que g est la dérivée généralisée de /. De plus, g est unique (/x — p.p) dans 
HK (T). Pour le montrer, supposons que l'on ait pour une fonction f £ HK (T) donnée, 
deux fonctions g = gi et g = 52 vérifiant (2.8). Il vient alors : 
9 i ( k )  =  g 2 ( k )  Vfce Z\{0} 
et le lemme précédent donne <?i = £2 M ~ P-P- Ainsi on écrit g = f (fj, — p.p). Soit 
L1 (T) C HK (T) le sous-espace de Banach de toutes les fonctions Lebesgue intégrables 
T-antipériodiques g : R -» R munie de la norme donnée par : 
«y 
Nt i = 
Un sous-espace important de L1 (T) est l'ensemble L 2  ( T )  des fonctions T-antipériodiques 
g : R -» R munie de la norme ||c/||2 = < 00. L2 (T) contient à son tour le sous-
espace N B V  ( T )  de toutes les fonctions T-antipériodiques g  :  R -»• R de variation totale 
sur [0,2T] (notée var (g)) normalisée comme suit : 
9 { t )  =  [ 9  ( t ~ )  +  9  (*+)] /2 et g ( t  +  T )  =  - 9  ( t )  (2.9) 
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pour tout t. L'espace NBV (T) muni de la norme var (g) est un espace de Banach. Pour 
tout g appartenant à NBV (T) la moyenne de g sur [0,2T] est nulle. Il existe donc un 
if € [0,2T] tel que |g (t)| < |g (t) — g (f)\. Ainsi n'importe quelle fonction g G NBV (T) 
satisfait à la relation suivante : 
< ll^lloo ^ var(^) (2-10) 
où IML représente la norme uniforme de g  sur [0,2T ] .  En outre on a (voir [7]) 
IMIi < IMIs < var ( g ) .  (2.11) 
Lorsque g  appartenant à N B V  ( T )  admet presque partout une derivée g '  G L 1  (T) [22, 
p. 104], on a aussi : 
2T||p'||1 < var (g) 
Avec égalité chaque fois que g  €  A C  (T ) [3, p.273] où A C  ( T )  représente la classe des fonc­
tions réelles absolument continues (sur tout intervalle fermé) et T-antipériodiques sur R. 
L'espace de Banach C (T) des fonctions réelles continues, T-antipériodiques sur R munie 
de la norme uniforme contient évidemment AC(T). Au sens des fonctions généralisées, 
la série de Fourier pour Sto (t) associées aux impulsions 2T-périodiques d'amplitude unité 
aux instants io + 2kT (k € Z), où to € [0,2T[, est donné par : 
MO = 
fl€Z 
Soit Dt0 (t) une fonction continue, 2T-périodique sur R définie par : 
ginui(t-to) Dt
° W 5Z n2u2 
n€Z\{0} 
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qui, pour tQ < t < to + 2T, devient : 
„  6 T ( t - t 0 ) - 3 ( t - t 0 f - 2 T °  U t o  ( j j  _  .  
Donc Dto est absolument continue sur [t0> h + 2T] et sa dérivée généralisée 
(t) = v si to <t <to+2T (2i2) 
nez\{o} ^n<Jj 1 0 si t = io or t = to + 2T" 
(qui est précisément la dérivée de Dto (t) quand t G ]tQ) to + 2T[) est à variation bornée 
sur [io, to + 2t\. En outre (2.12) donne 
var(A0) = 2r||D;0||1 = r2) (2.13) 
va r (D; 0 )=4r ,  (2 .14 )  
IKL = T <215) 
et, au sens des fonctions généralisées, 
K  =  6^ , -1 .  (2 .16 )  
De plus, si 0 < f <  t "  < 2T alors pour tout t G ]t", t' + 2T[ on a 
|D't„ (t)-D't,(t)\ = \t"-t'\. (2.17) 
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Quand c ^ 0, on introduit la fonction : 
K ( t ) =  £ 
nez\{0} 
ginw(t-to) 
inu (inoj + c) 
qui est absolument continue sur les intervalles fermés et devient, pour tout t £ [to, t0 + 2T], 
Sa dérivée généralisée est donnée par : 
gtnw(t-to) f 2T ^_g-icT ) si io < t < to + 2T 
E \  ( t ) =  V  ^ ^  —  =  ^  c  -  -  •  ^  
n eZ\{0>(înw + c )  \ r ( î ± f ^ ) - J  si« = t0oui = i0 + 2T 
qui est à variation bornée sur les intervalles fermés et satisfait l'équation : 
K ( t )  +  c E ' ( t )  =  s l a ( t ) - : 1  (2.19) 
au sens des fonctions généralisées. Comme on le montre dans [6,7], (2.18) donne 
var(^0) = 2r||£t'0||1 2 cT 
1 - e~2cT — 1 — ln (— 
2 cT 
-2cT (2.20) 
où la variation totale est calculée sur l'intervalle [£q, to + 2T], 
\e'to\l =  T +  cT 
fe~2cT + l\ 
\1 — e~2cT ) (2.21) 
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et si 0 < if < t" < 2T alors : 
{. 2cIicT \tf' — fl si c > 0 (2.22) J |i" ~ f I si c < 0. 
En outre, E1^ (ta+)-E'„ (h) = E'„ ((t„ + 2T))-E'h (((„ + 2T )  - )  =  T  et /£+2r |E£ (i)| d t  
2T. De plus on a : 
var (E't J = iT (2.23) 
où la variation totale est encore calculée sur l'intervalle [to,to +-2T}. Ainsi, si on pose : 
fto (*) = Et0 (t) si c 7^ 0 
Dto (t) si c = 0 
alors, comme on le montre dans [6,7], la fonction est pour tout to G [0,2T[, absolument 
continue sur les intervalles fermés, la fonction Ft'0 est à variation bornée sur des intervalles 
fermés, 
f 7^5 [i 2c-Lr — 1 — ln (. 2^cT)1 sic 
wi i i  =  K l l ,  =  <  T  ( 2 - 2 4 )  
[ ï si c = 0, 
var (F0) = var ( F t o )  = 2T  HF^ (2.25) 
en raison des relations (2.13) et (2.20) (où la variation totale var { F t o )  est calculée sur 
l'intervalle [<0, t0 + 2T]). De plus on a : 
„  n  .  T + 4 ,  \ c T  ( f ^ & )  -  l ]  s i c^O /  N  
ra.Hlfill.-i 1 ^ ; J (2-26> 
F si c = 0 
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en raison des relations(2.15) et (2.21). Donc on a : 
K M + cfU (() - i* (t) - 1 (2.27) 
au sens des fonctions généralisées (en raison des relations (2.16) et (2.19)) et on a : 
sup |F/„ ( t )  -  F ' t ,  ( t ) |  <  k 11" - t'\ (2.28) 
t"<t<?+2T 
où la fonction k est donnée par : 
i 1 ~2JclT ^ ^ k  =  {  l ~ e W ^  (2 .29 )  
si c = 0 
En vertu des relations (2.17) et (2.22) (chaque fois que 0 < f  <  t "  < 2T ) .  Les relations 
(2.14) et (2.23) donnent : 
var (Fq ) — var (i^0) = 4T (2.30) 
où la variation totale var (FM est calculée sur l'intervalle [f0) t 0  + 2T] ,  
Chapitre 3 
Existence et unicité de la solution à 
l'équation de Josephson 
Nous montrerons dans ce chapitre l'existence et l'unicité de la solution de l'équation de 
Josephson. Nous utiliserons les théorèmes présentés dans les chapitres précédents ainsi 
que les propriétés des fonctions intégrables au sens de Henstock-Kurzweil. 
Si pour une fonction / € HK (T) donnée on définit <p (t) par : 
»>«=  E  Jïî-—e*"' = (/*»*ï) M P-1) 
, —n2uj2 + inuic 
nez\{0} 
alors, en vertu du lemme 14, il vient : 
1 f2T 
(p{t + T) = w j 0  f " ( t  + t - s ) f o  ( * ) ds 
i r2T 
= -^ /o r ( t - s ) f > 0 ( s ) d s  
= -<p (t) 
24 
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par conséquent <p est T-antipériodique. On a : 
25 
<f' = F - cf (3.2) 
De plus : 
• i p ( t )  = e [ e"/* ( s )  d s  + constante. j o 
Puisque la fonction du côté droit est absolument continue sur [0,2T], on conclu que 
<p G AC (T) et (p' E C (T) en vertu de la relation (3.2). À l'aide de la relation (2.27) on 
obtient, dans le sens des fonctions généralisées, 
= + / (3.3) 
et donc <p" 6 H K  ( T ) .  Cela prouve le résultat suivant : 
Proposition 16 Pour toute fonction f € HK (T) donnée, l'équation linéaire 
<p" + ctp' = f (3.4) 
admet, au sens des fonctions généralisées, une unique solution (p € AC (T) avec ses 
dérivées ip' € C (T) et (p" E HK (T). De plus, cette solution est donnée par (3.1). 
En remplaçant 6 par <p+x dans la relation (6) on obtient l'équation équivalente équivalente 
suivante : 
x" + ex' + d (sin (<p + x))' + a sin (<p + x) = ^ aj (<p + x) (3.5) 
i€N 
Chapitre 3 : Existence et unicité de la solution à l'équation de Josephson 
où l'on suppose que : 
26 
a j  :  N B V  ( T )  [-7j, 7j] Vj 6 N (3.6) 
et que : 
t j  :  N B V  ( T )  -» [0, T ]  V? G N. (3.7) 
On montre, ci-dessous que, sous certaines conditions, il existe une solution x  G A C  ( T )  de 
( 3 . 5 )  ( a u  s e n s  d e s  f o n c t i o n s  g é n é r a l i s é e s )  a v e c  x '  G  N B V  ( T )  e t  x "  G  L 1  ( T )  C  H K  ( T ) .  
Nous établirons l'existence d'une solution 9 = (ip -I- x) G AC (T) de (2) avec comme 
dérivée première 6' G L1 (T) et comme dérivée seconde 0" G HK (T). Pour se faire, 
posons : 
sin [x] = sin ( t p  +  x ) ,  U j  [rr] =  a j  { i p  +  x )  et t j  [x] = t j  (y? + x )  
et 
-  F t j [ x ]  -  F t j [ x ] + T .  
Et posons : 
(3.8) 
je fi 
où, G  ( x )  e s t  une fonctionnelle définie sur l'ensemble NBV (t). 
Ainsi la relation (3.5) devient : 
x  —  G  ( x ) .  (3.9) 
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Donc, pour tout x  €  N B V  ( T )  on a, au sens des fonctions généralisées : 
G  ( x )  = e-ct f e°* {—d sin [x] (s) — a sin* [s] (s ) )  d s  j o 
+  ^  d j  [x] ( t )  + constante 
je N 
où la constante est choisie afin que G  ( x )  soit T-antipériodique. Puisque chaque terme 
du côté droit de la relation ci-dessus appartient à AC (T), alors G est une fonction de 
NBV (T) dans AC (T) C NBV (T). Donc, il suffit de montrer que G admet un point 
fixe x appartenant à NBV (T) avec les propriétés exposées plus haut. 
Soit C([0, T1]) l'espace de Banach de toutes les fonctions réelles continues sur l'intervalle 
[0,T], muni de la norme uniforme. Le théorème de représentation de Riesz identifie le 
dual topologique de C([0, T]) à l'espace de Banach NBV ([0, T]), muni de la norme de 
la variation totale, qui est constitué de l'ensemble de toute fonction réelle g : [0, T] —»• E 
à variation bornée et normalisé par : 
9  { t )  =  \  \ 9  ( t + )  +  g  ( t - ) ]  
et telle que : 
3(0) = - g  ( T ) .  
Donc NBV ([0, T]) peut être identifié avec l'espace de Banach NBV (T), muni de la 
norme variation totale sur [0,2T], qui est constitué de l'ensemble de toute fonction T-
a n t i p é r i o d i q u e  g  :  R  — •  R  à  v a r i a t i o n  b o r n é e  s u r  [ 0 , 2 T ]  e t  q u i  v é r i f i e  g ( t )  =  |  [ g  ( t + )  +  g  ( £ — ) ] .  
En vertu du théorème de Alaoglu, toute boule fermée dans NBV (T) munie de la norme 
de la variation totale, est compacte pour la topologie faible*. 
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Proposition 17 S i  e t  t j  ( j  6  N J  s o n t  c o m m e  d é f i n i s  d a n s  ( 3 . 6 )  e t  ( 3 . 7 )  e t  s i  
r  =  £ 7 ) <oo ,  (3 .10 )  
je N 
alors G marque NBV (T) (muni de la norme de la variation totale) sur la boule fermée 
B C NBV (T) donnée par : 
B = {y e NBV (T) : var (y) < r} (3.11) 
ou 
, 4 h 2c-ïcT — 1  — in  ( ,  2 f I 2 cT  ) 1 S Î C ^O 
r = 4\d\T + (\a\ + 2T){ ? Ll_e Vl-e JJ (3.12) 
T2 si c — 0. 
Démonstration. Pour tout x  G N B V  ( T )  on a : 
var (sin [x] * FQ) < var (FQ) , 
var (sin [a:] * F0) < var (FQ) 
et, tenant compte de la relation (3.10), il vient : 
var £ a3 M {FtM ~ Ft3ix}+T) ) < 2rvar (F0). 
\je N / 
On obtient donc le résultat avec (2.25), (2.30) et (3.8). • 
Proposition 18 Si les fonctions aj et tj (j Ç.N) définies dans (3.6) et (3.7) sont conti­
nues pour la topologie faible* sur NBV (T) (muni de la norme de la variation totale) et 
s i  ( 3 . 1 0 )  e s t  v é r i f i é e  a l o r s  G  e s t  c o n t i n u e  p o u r  l a  t o p o l o g i e  f a i b l e *  s u r  N B V  ( T ) .  
Démonstration. Pour tout t € [0,2T] et pour tout x € NBV (T), la relation (2.10) 
Chapitre 3 : Existence et unicité de la solution à l'équation de Josephson 29 
donne : 
- var (x) < x  ( t )  <  var (x). 
Donc tout élément de N B V  ( T )  est une fonctionnelle linéaire bornée. Donc si une suite 
{xn} de NBV (T) converge vers Xo E NBV (T) pour la topologie faible* alors xn (t) 
converge vers x0 (t) pour tout t E [0,2T] pour la topologie faible* et sin [xn] (t) converge 
vers sin [xo] {t) pour la topologie faible*. On obtient donc le résultat avec la rélation (3.8) 
pour des conditions données sur a,j et tj, et avec le théorème de convergence dominée de 
Lebesgue appliqué à la convolution. • 
Dans le contexte de la proposition précédente, la fonctionnelle 
G : NBV (T) -> B n AC (T) C NBV (T) 
rempli les conditions du théorème du point fixe de Tychonov sur la boule B compacte 
pour la topologie faible* définie en (3.11) et (3.12). 
Les propositions précédentes peuvent maintenant être utilisées pour montrer le résultat 
suivant : 
Théorème 19 Pour un T > 0 fixé et pour une f e HK (T) donnée, soitui, <p G AC (T), 
<ff € C (T), <p" e HK (T), aj; th &tj, T,r et B donné par (2.3), (3.1), (3.2) (3.3), (3.6), 
(3.7), (5), (3.10), (3.12) et (3.11) respectivement. Si a,j ettj (j Ç.N) dans (3.6) et (3.7) 
sont faible* continues sur NBV (T) (muni de la norme de la variation totale et normalisé 
c o m m e  d a n s  ( 2 . 9 ) )  a l o r s  i l  e x i s t e  x  e  B C \  A C  ( T )  a y a n t  c o m m e  d é r i v é e  x '  G  N B V  ( T )  
donné par 
x' = —ex — dsin {<p + x) — a sin*" {<p + x) -f- ^ a j  ( ( p  + x) ù^.^+xy (3.13) 
J€N 
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et comme dérivée seconde généralisée 
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x" = —ex' - d (<p' + x') cos (ip + x) — a sin ( i p  +  x )  +  ^  % •  ( i p  +  x )  A t j ( < p + x )  (3-14) 
J6N 
dans L1 (T). En outre, au sens des fonctions généralisées, y est une solution de (3.4) et 
6  =  ( < p  +  x )  G  A C  ( T )  a v e c  c o m m e  d e r i v é e s  6 '  =  ( < / ? '  +  x ' )  €  L 1  ( T )  e t  6 "  =  ( < p "  +  x " )  €  
H K  ( T )  e s t  u n e  s o l u t i o n  d e  ( 6 )  ( q u i  d e v i e n t  ( 2 )  s u r  [ 0 ,  T } ) .  
Démonstration. Selon les deux propositions précédentes, G admet un point fixe x G 
B fi AC (T). En outre, pour ce point fixe on a : 
au sens des fonctions généralisées. Puisque le côté droit de l'équation ci-dessus appartient 
à NBV (T) on obtient x' e NBV (T). Encore au sens des fonctions généralisées, x' et 
x" satisfont respectivement aux relations (3.13) et (3.14) et donc x satisfait à la relation 
(3.5) au sens des fonctions généralisées. D'où le résultat. • 
Exemple 20 Dans la relation (2) de l'introduction du mémoire, soit T — 1, et soit f 
une fonction réelle T-antipériodique sur R donnée par : 
et supposons que la fonction a,j (û) de la relation (3.6) et la fonction tj (9) de la relation 
(3.7) soient données respectivement par : 
x' + ex = -d sin [x] — a sin71" [x] + ^ a,j [x] A^j 
je N 
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et 
t j  (9 ) = sin f sin2 ( j t )  9  ( d t )  ( j  G N) 
J o 
Alors f est H-K (mais non Lebesgue) intégrable sur [0,T] [21, pp. 106,107] on a donc une 
s o l u t i o n  < / ?  G  A C  ( T )  d e  ( 3 . 4 )  d o n n é e  p a r  ( 3 . 1 )  a v e c  c o m m e  d é r i v é e s  ( p '  =  f n — a p  G  C  ( T )  
et iç" = / — ap' € HK (T). On peut donc choisir 
=  |  0 6 N ) .  
En outre, les fonctions o3- et tj sont continues pour la topologie faible* sur NBV (T) 
et donc il existe une solution générale x € AC (T) de l'équation (3.5) ayant comme 
dérivées x' G NBV (T) et x" € L1 (T) données respectivement par (3.13) et (3.14). De 
plus, au sens des fonctions généralisées, 9 = (<p + x) G AC (T) admet comme dérivées 
9' = ((/?' + x') G L1 (T) and 9" = (<p" + x") G HK (T) satisfait (6) (qui devient (2) sur 
m ) .  
Pour montrer l'unicité de la solution, supposons que aj et tj (j G N) respectent les condi­
tions de Lipschitz. À savoir, si G est une contraction sur NBV (T) (pour ce qui est de la 
variation totale et telle que définie en analyse fonctionnelle (voir [8])) et si l'on suppose 
que pour tout j G N il existe deux scalaires Aj,fij G [0, oo[ tels que : 
Wj (x) -  a-j  (y)l < var (x - y)  (3.15) 
et que : 
|ij (z) - tj (y)| < fij var(z - y) (3.16) 
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pour tous x ,  y  e N B V  (T). On suppose aussi que : 
A =  j  <00  e t  que  T  =  X j f i j  < 00. (3-17) 
j e N j e N 
Pour faciliter la notation, on introduit les fonctionnelles Q ,  H  j  :  N B V  ( T )  - ¥  N B V  ( T )  
(j £ N) définies par : 
H j  ( x )  =  û j  [ z ]  A t j [ x ]  
et par : 
Q  (x ) (t ) = - (sin [x] * ( d F l  +  a F 0 ) )  ( t )  
= e_ct f eca (—dsin [x] (s) — a sin* [x] (s)) ds + constante 
J 0 
au sens des fonctions généralisées et où la constante est choisie de telle sorte que Q  ( x )  ( t )  
soit T-antipériodique en t. Ainsi on a : 
G ( x )  =  Q ( x )  +  ' £ H i ( x )  
j e  N 
où chaque terme de droite de la précédente équation appartient à A C  ( T )  et donc, pour 
tout x, y appartenant à NBV (T) on a [3, p.273] : 
var ( Q  ( x )  -  Q  ( y ) )  =  2T \\Q' (x) - Q' (y)||x 
< 2T \\Q' (x) — Q' (T/)||2 
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ou : 
Q (œ) («) ~ Q (y) (n) 
inu (inu + c) V 
(pour tout n G Z\{0}) et en vertu de la relation (2.11) : 
{inud + a) ^gin _ gin (n)^) 
var ( Q  ( x )  -  Q  (y» < 2T ( 
i nGZ\{0} 
+ a 
<  2 T  sup 
neN 
< 2T sup 
n€N 
inu -f- c 
a + inud 
sin [ x ]  ( n )  - sin [y] (n) j 
inu + c 
a + inud 
inu + c 
||sin[x] — sin[y]||2 
\ \ x - y w 2  
ou : 
0 = sup 
< var (x - y) 
a2 + n2u2d? 




SV nW +  (?  I  ^  si a 2  > c 2 ^ .  
En outre dans [7, Lemme 6], on montre à J'aide de la relation (2.28) que : 
(3.18) 
var ( a j  [ x ]  F t j [ x ]  -  a 5  [y] F t j [ y ] )  <  2 - y ^ W F ^  var ( x  -  y )  
+ [Aj var ( F 0 )  +  2 j j H j K T ]  var ( x  - y) 
et donc 
var ( H j  ( x )  -  H j  (y)) < [47^ IjF^ + 2A, var (F0) + var ( x  -  y ) .  
On peut maintenant appliquer le principe de contraction pour obtenir le résultat suivant. 
Théorème 21 Pour un T > 0 donné et pour une fonction f appartenant à HK (T), 
soient u, <p € AC (T), y' € C(T), ip" e HK (T), aj; tjt Atj) T, r et B donnés res­
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pectivement par les relations (2.3), (3.1), (3.2) (3.3), (3.6), (3.1), (5), (3.10), (3.12) et 
(3.11). De plus, supposons que les fonctionnelles aj ettj (j G N) données respectivement 
par les relations (3.6) et (3.7) satisfassent aux conditions de Lipschitz (3.15) et (3.16) 
sur NBV (T) (avec la norme de la variation totale comme dans (2.9)) et que : 
pour vas {Fq), U-Foll^, A, T et a donnés par (2.25) et (2.24), (2.26), (2.29), (3.17) 
et (3.18). Alors, il existe une unique solution x € B fi AC (T) de (3.5) ayant comme 
dérivées x' € NBV (T) et x" G L1 (T) données respectivement par (3.13) et (3.14)- En 
o u t r e ,  a u  s e n s  d e s  f o n c t i o n s  g é n é r a l i s é e s ,  c p  e s t  u n e  s o l u t i o n  d e  ( 3 - 4 )  e t  9  =  ( t p  +  x ) ,  
avec comme dérivées 9' = (</?' + x') G L1 (T) and 9" = (<p" + x") € HK (T), est l'unique 
s o l u t i o n  d e  ( 6 )  d a n s  A C  ( T )  ( q u i  d e v i e n t  ( 2 )  s u r  [ 0 ,  T } ) .  
Dans le contexte du théorème précédent, l'unicité de la solution de (3) prouve que le 
problème de l'existence d'une solution antipériodique de (6) soumis à une certaine condi­
tion initiale peut être mal posé. 
Exemple 22 Pour un T > 0 donné, soit f une fonction réelle T-antipériodique Lebesgue 
presque-partout sur R donnée par : 
et, pour des suites données par {t j }°C [0, T[, {Aj}^ C [0,7j[ e t  C [0, T / 2 [ ,  
supposons que les fonctions dans (3.6) et (3.7) sont définies respectivement par : 
+ [4T (ira„ + kT) + 2A var (F0)} < 1 (3.19) 
t  3/2 cos t  1  s i  0  < t  < T  
a j { 0 )  =  Aj- s i n f l f o )  ( j  G N) 
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et : 
tj ( i9)  =Hj (  1  -  sin  9 (tj)) (j G N). 
Encore une fois f est H-K (mais non Lebesgue) intégrable sur [0, T] [21, pp. 106,107] 
et donc, on a la solution € AC (T) de (3.4) donné par (3.1) avec comme dérivées 
<p' = p — c<p € C(T) et ip" — f — cip' G HK(T). Par (2.10) les fonctions aj et tj 
satisfait (3.15) et (3.16) et donc, quand on a(3.10) et (3.19) il existe une unique solution 
x G AC(T) de (3.5) avec comme dérivées x' G NBV (T) et x" donnée respectivement 
p a r  ( 3 . 1 3 )  e t  ( 3 . 1 4 ) .  D e  p l u s ,  a u  s e n s  d e s  f o n t i o n s  g é n é r a l i s é e s ,  9  =  ( i p  +  x )  G  A C  ( T )  
a v e c  9 '  =  ( < / ? '  +  x ' )  G  L l  ( T )  e t  9 "  =  ( < p "  +  x " )  s a t i s f a i t  ( 6 )  ( q u i  d e v i e n t  ( 2 )  s u r  [ 0 ,  T ] ) .  
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