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a b s t r a c t
The dynamic TCP acknowledgement problem which focuses the acknowledgment
mechanism in TCP protocol has been intensively studied in the area of competitive analysis.
However, its framework does not consider the sliding window in the TCP protocol that
restricts the maximum number of packets that the sender can inject into the network
without an acknowledgement. This paper proposes a new problem in which the sliding
window is realistically integrated. We study how the ability of on-line algorithms changes,
depending onwhether the receiver is taught thewindow size. The greater part of this paper
assumes that the window size is a constant integer W . We first show that, if W is given,
the optimal on-line algorithm for the previous framework can be extended to our new
framework and achieves the optimal competitive ratio of 2. Next we prove that, if W is
not given, the lower bound of the competitive ratio for an algorithm class which contains
the optimal algorithm for the previous framework depends on the peak packet rate T from
the sender and W , and is not better than
(
T
W+b TW c−1
)
-competitive. Then, we prove that
there exists an on-line algorithm that is
(d TW e + 2)-competitive, whenW is unknown. An
optimal off-line algorithm is also presented in this paper.
Significantly, our problem models the situation in which an on-line algorithm
involuntarily transforms the input and processes the modified input without noticing the
transformation.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
TCP (Transport Control Protocol) is the most used transport protocol in the Internet. Thus, there is a strong need to grasp
the behavior of the TCP protocol both from theoretical and experimental sides. Among previous works that analyzed the
TCP theoretically, Dooly et al. [4] focused on the mechanism of TCP acknowledgement. When a sender S sends packets to a
receiver R using TCP protocol, a packet arriving at R must be acknowledged by R in order to notify S that the transmission
was successful. However, each packet needs not be acknowledged individually. Instead, most TCP implementations adopt
‘‘delayed ACK’’ which admits the receiver to acknowledge multiple packets with a single acknowledgement by postponing
the acknowledgement. The merit of the delayed ACK mechanism is to reduce the overhead of the acknowledgements by
decreasing their frequency. On the other hand, if a packet is not acknowledged promptly by R, S may cease injecting the
next packets into the network, worrying that the packet did not get to R because of network congestion. If this happens, the
transfer rate of the TCP connection is suppressed. As a result, it takes a longer time to send files via TCP protocol, for example.
Thus, the delayed ACK mechanism has a risk of slowing the speed of the TCP connection. In addition, the packets detained
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Fig. 1. Sliding window.
at S form a cluster of packets which switches and routers have much trouble in processing. Dooly et al. [4] formulated this
trade-off as the dynamic TCP acknowledgement problem.
In the dynamic TCP acknowledgement problem, a sequence of n packets σ = (p1, p2, . . . , pn) reach R in order. The
arrival time of pi is denoted by ai. If i1 < i2, ai1 ≤ ai2 . An acknowledgment algorithm in R receives the arrival time
sequence (a1, a2, . . . , an) as the input and divides σ into m subsequences σ1, σ2, . . . , σm, where each subsequence end
corresponds to a single acknowledgment. All the packets contained in σj (1 ≤ j ≤ m) are acknowledged together by the j-th
acknowledgement at time tj. To assure that all the packets should be acknowledged, m ≥ 1 and tm ≥ an. In case a packet
p is not acknowledged immediately, an extra latency arises. The purpose of the dynamic TCP acknowledgement problem
is to minimize the sum of the cost for generating acknowledgements and the cost for the latency of acknowledgements by
choosing the acknowledgement time sequence (t1, t2, . . . , tm) adequately. Ordinarily, an acknowledgment time is decided
in an on-line fashion without knowing the future packet arrivals. Dooly et al. defined two kinds of cost functions to be
minimized. The first cost function fsum combines the number of acknowledgementswith the sumof delays for all the packets.
fsum is described asm+∑mj=1∑pi∈σj |tj−ai|. The second cost function fmax combines the number of acknowledgements with
the sum of the maximum delays of a packet in each subsequence σj and is described asm+∑mj=1maxpi∈σj |tj − ai|.
Dooly et al. evaluated on-line algorithms with competitive analysis [3] which compares an on-line algorithm with the
optimal off-line algorithm OPT that knows σ in advance. Let CA(σ ) be the cost of an algorithm A in processing σ . An on-
line algorithm A is called c-competitive if CA(σ ) ≤ c · COPT(σ ) + β for any σ , where β is a constant independent of σ . For
each of fsum and fmax, they presented a 2-competitive deterministic optimal on-line algorithm. The best on-line algorithm
for fmax utilizes a timer: when pi reaches R at time ai, the timer is set to ai + 1. If ai+1 > ai + 1, the timer expires and the
acknowledgement is performed at ai + 1. Otherwise, the timer is updated to ai+1 + 1 at ai+1. In this paper, this algorithm
is referred to as WAIT(1), because it always waits for 1 unit time after the last packet arrival before an acknowledgement.
This paper deals with fmax only and we abbreviate the dynamic TCP acknowledgement problem with fmax as DTCP.
We claim that DTCP abstracts the mechanism of TCP acknowledgement only partially, because it misses the concept of
a sliding window that plays a crucial role for congestion control in TCP. The sliding window functions in a TCP sender S and
restricts the maximum number of packets that S can transmit without notified acknowledgements. See Fig. 1. The sliding
window is depicted as a rectangle and divides the packet sequence into three subsequences: the leftmost subsequence from
p1 to p3, the middle subsequence from p4 to p8 and the rightmost subsequence from p9 to p10. The leftmost subsequence
presents the packets which have been already acknowledged. Packets after p4 are still unacknowledged. Among them, S can
inject the packets in the sliding window into the network without receiving a new acknowledgement. In other words, the
width of the sliding window determines the maximum number of packets that S can inject into the network without a new
acknowledgement. The width of the sliding window is termedwindow size. Every time S receives an acknowledgement, the
sliding window slides rightward. The sliding window forces S to stop sending packets when an acknowledgement has not
been returned from R for long.
Our primary contribution is to propose a new realistic problemwhich integrates the sliding window into DTCP. Because,
in the standard TCP, R operates without knowing if S stops sending packets due to the sliding window, we examine how the
power of on-line algorithmsdepends onwhetherR recognizes that S is keptwaiting by the slidingwindow.Most of this paper
assumes that the window size is a constant integerW . Namely, a packet pi can never reach R before pi−W is acknowledged
by R for i > W . Under this simplification, R has only to know the value ofW so as to judge whether S is waiting or not. Our
new problem is named as DTCPSW (DTCP with Sliding Window). Interestingly, in DTCPSW, a packet arrival time reflects
the advance of the sliding window which results from how the acknowledgment algorithm in R acknowledged in the past.
Therefore, an on-line algorithm involuntarily changes the original input (the time when a packet becomes ready at S) and
processes the modified input (the time when it arrives at R) without noticing that it is changed from the original input. As
far as we know, there is no previous work that addresses this intractability in the research area of competitive analysis.
Section 2 defines DTCPSW formally. Section 3 presents an optimal off-line algorithm for DTCPSWwhose time complexity
is O(n logW ). Section 4 discusses the case in which R knows the window size. For this case, we construct a 2-competitive
deterministic optimal on-line algorithmby extendingWAIT(1). Thus, a result comparablewithDTCP is obtained. This section
also addresses the variable window size. The competitive ratio of 2 also holds even for the variable window size, if the
acknowledgment algorithm can follow the change of the window size. Section 5 treats the case in which R is not told the
window size. Here, we pick up an algorithm classWAIT(α) that generalizesWAIT(1) such that α is an arbitrary positive real.
We prove that no on-line algorithm inWAIT(α) is better than
(
T
W+b TW c−1
)
-competitive, even if the peak packet rate from S
never goes beyond T . Here, the peak packet rate presents the maximum number of packets S wishes to send per unit time.
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Thus, Section 4 and Section 5 contrast, which reveals the importance of the agreement between the sender and the receiver
in communications. Section 5 also proves that WAIT(α) becomes ( α+1
α
)-competitive if α ≤ 1d TW e+1 . Therefore, by setting α
to 1d TW e+1
, WAIT( 1d TW e+1
) gets
(d TW e + 2)-competitive, which is close to the lower bound of ( TW+b TW c−1
)
-competitiveness.
Since the receiver does not grasp thewindow size in the real TCP protocol, we suppose that Section 5 outputs amore realistic
result than the previous framework. Section 6 deals with the case in which R only knows the lower bound and the upper
bound of the window size. Under this condition, we present a
(
2Wu
Wl
)
-competitive deterministic on-line algorithm where
Wl andWu express the lower bound and the upper bound of the window size respectively. Section 7 is the conclusion.
1.1. Related works
The dynamic TCP acknowledgement problem has been intensively studied in terms of competitive analysis. Seiden [9]
investigated randomized on-line algorithm for fsum and yielded a lower bound of ( ee−1 )-competitiveness. Then, Karlin et al.
[7] actually developed an ( ee−1 )-competitive randomized optimal on-line algorithm for fsum. In addition, they showed that
the ski-rental problem, the dynamic TCP acknowledgment problem and the bahncard problem [5] fall within a common
framework. Noga et al. [8] devised an O(n) optimal off-line algorithm for fsum. Albers and Bals [2] studied another cost
functionm+max1≤i≤mmaxpi∈σj |tj−ai|. Their problem is not like a ski-rental problemand the best competitive ratio becomes
pi2
6 . Frederiksen et al. [6] solved the dynamic TCP acknowledgement problem under the constraint that two successive
acknowledgement times must be at least one unit time apart. All of these works are different from our paper in that they do
not take the sliding window into account.
Experimentally, Afifi et al. [1] examinedhow to change the delay duration in the delayedACK adaptively in an asymmetric
network environment such as ADSL.
2. Problem statement
In DTCPSWwe are given a sequence of packets σ = (p1, p2, . . . , pn) that S shall send to R in order. DTCPSW differs from
the original DTCP in that the next two sorts of times are associated with each packet pi.
• Ready time ri: the time when S prepares the transmission of pi. pi is called ready at time t if t ≥ ri.
• Arrival time aAi : the time when pi arrives at R. pi gets eligible to the acknowledgment algorithm A in R on its arrival. The
superscript A indicates that the arrival time is influenced by the action of A as explained below.
S can send pi at ri unless kept waiting by the sliding window. On the other hand, the sliding window permits S to send pi
only after A acknowledges pi−W if i > W , whereW is a constant integer. Let ackA(p) be the time when A acknowledges a
packet p. In DTCPSW, by assuming that the propagation delay between S and R equals 0, aAi is described by (1). Here, when
i ≤ 0, ackA(pi) is defined to be−∞. Note that aAi = ri for any i in the original DTCP.
aAi = max{ri, ackA(pi−W )}. (1)
If A acknowledges pi−W with the l-th acknowledgement at time tl, (1) may be written as aAi = max{ri, tl}. At tl,
immediately after A’s l-th acknowledgement, a group of packets postponed by the sliding window are passed to A. We
allow A to acknowledge them instantly by the (l+1)-th acknowledgement. In this case, tl = tl+1. Thus, A canmakemultiple
acknowledgements at a time. At most W packets are eligible to A at once because of the sliding window. Hence, for kW
packets that have the same ready time, Amay acknowledge k times at a time.
Importantly, whereas the ready time sequence (r1, r2, . . . , rn) is the inherent input that has nothing to dowith A, A affects
the arrival time sequence (aA1, a
A
2, . . . , a
A
n). Thus, we denote the ready time sequence (r1, r2, . . . , rn) by σ with equating it
with the input packet sequence (p1, p2, . . . , pn). A encounters the arrival time sequence only and serves it without knowing
σ . Hereafter the name of the acknowledgment algorithm is omitted from variables expressing arrival times, when clear
from the context. In DTCPSW, the latency of a packet p is naturally defined as the length of the time period between its
ready time and ackA(p). Again, A divides σ intom subsequences σ1, σ2, . . . σm whose ends correspond to acknowledgments.
The purpose of DTCPSW is to minimize the cost function fmax shown in (2).
fmax = m+
m∑
j=1
max
pi∈σj
|tj − ri|. (2)
A cannot know σ even after it finishes the processing of the arrival time sequence, as long as A does not knowW exactly.
WhenW = 1, a trivial on-line algorithm that acknowledges every packet instantly becomes optimal for DTCPSW. Hence,
we assumeW ≥ 2 in DTCPSW.
DTCPSW opens up a new vista on the research of competitive analysis, because it models the situation in which an on-
line algorithm unconsciously changes the original input sequence which is the ready time sequence in our case. It is not
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Fig. 2. Off-line algorithm B.
rare that an on-line algorithm does not figure out the original input sequence after changing it involuntarily. For example,
consider a scenario in which there exists a couple of mice in some house and the inhabitant sees one of them by accident. If
he chooses to get rid of the mouse on the spot, the number of mice cannot increase any more. On the contrary, if he lets the
mouse escape, he will meet a lot of mice (i.e., the changed input sequence) in future, but he will never become aware that
there were only two mice at the beginning.
3. Optimal off-line algorithm
This section presents an optimal off-line algorithm OPT for DTCPSW. OPT knows σ andW in advance. We start with the
necessary condition of OPT.
Lemma 1. Let B be an off-line algorithm. If S has ever deferred sending a packet to R because of the sliding window in B’s running,
B is not an optimal off-line algorithm.
Proof. Let pi be the first packet which S defers sending to R because of the sliding window. Namely, ri < ai. Since S does
not defer sending packets before pi, rk = ak for 1 ≤ k ≤ i − 1. As pi is delayed, pi becomes eligible to R at ai just after
some acknowledgement by B which acknowledges packets up to pi−1. Consider the subsequence of σ that ends with this
acknowledgement and denote it by σj. See Fig. 2 for illustration. Note that pi belongs to the subsequence next to σj. Since
ri−1 ≤ ri, we have ai−1 ≤ ri < ai. Therefore, if B acknowledged σj at ai−1 instead of ai, the latency cost for σj would have
been reduced by ai−ai−1. Since this modification changes the acknowledgement time only for σj, the latency costs for other
subsequences do not change. Thus, B cannot be an optimal off-line algorithm. 
From Lemma 1, OPT makes an acknowledgement, whenever the number of unacknowledged eligible packets increases
toW . Therefore, OPT acknowledges at least once for everyW packets. More importantly, ∀i, ai = ri for OPT.
When an acknowledgement algorithm A guarantees ai = ri for any i, we can analyze A by dividing the total cost CA(σ )
into CA(pi) that is the cost incurred for each packet pi in the next manner. Dooly et al. [4] exploited a similar technique for
DTCP.
• When A acknowledges at ai, CA(pi) = 1 which corresponds to the cost for a single acknowledgement.
• Suppose pi is not the final packet of σ . When A does not acknowledge at ai, CA(pi) = ri+1 − ri which corresponds to the
latency cost.
Note that any algorithm that acknowledges at a halfway time between ai and ai+1 cannot be optimal. It is easy to verify that
CA(σ ) =∑ni=1 CA(pi). Similarly, for a subsequence τ of σ , we define CA(τ ) as∑pi∈τ CA(pi).
Lemma 2. If ri+1 − ri > 1, OPT acknowledges at ri.
Proof. Recall that ∀i, ai = ri. If OPT does not acknowledge at ri, COPT(pi) = ri+1 − ri. Else if OPT acknowledges at ai,
COPT(pi) = 1. Thus, if ri+1 − ri > 1, OPT must acknowledge at ri to achieve optimality. 
AlgorithmOPT:OPT first scansσ = (r1, r2, r3, . . . , rn) from its head.When ri+1−ri > 1, OPT puts an acknowledgement at ri.
As a result, σ is cut into subsequences. The distance between any two adjacent ready times is at most 1 in each subsequence.
Consider one of these subsequences, say σ ′ = (r ′1, r ′2, . . . , r ′q). OPT prepares two arrays OPTCOST and PREVACK.
OPTCOST[k] (1 ≤ k ≤ q) stores the minimum cost to serve the prefix of σ ′, i.e., (r ′1, r ′2, . . . , r ′k). PREVACK[k] remembers
the location of the second-to-last acknowledgment in the optimal solution for (r ′1, r ′2, . . . , r ′k).
When k ≤ W , the optimal solution for (r ′1, r ′2, . . . , r ′k) has only to acknowledge once at the end. Thus, for k ≤ W ,
OPTCOST[k] = r ′k − r ′1 + 1. (3)
PREVACK[k] = 0. (4)
When k > W , it must decide where to put the second-to-last acknowledgement. Since OPT acknowledges at least once for
everyW packets, it holds for k > W that
OPTCOST[k] = min
1≤l≤W{OPTCOST[k− l] + r
′
k − r ′k−l+1} + 1. (5)
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Fig. 3. Update of OPTCOST and PREVACK.
By the two formulas (3) and (5), OPTCOST[q] that is the cost to process σ ′ optimally can be computed with dynamic
programming. If the dynamic programming is implemented straightforwardly, it takesΘ(W ) time to compute one element
of OPTCOST due to the min operation. In this case, the time complexity of OPT becomes Θ(nW ). This means that OPT is a
pseudo polynomial time algorithm, since its time complexity is polynomial with respect to the value ofW ,
From now on, we present a novel method to reduce the time complexity of computing one element of OPTCOST to
O(logW ). Consider an arrayADDITIONand let ADDITION[j] = OPTCOST[j]−r ′j+1where j corresponds to the packet identifier.
Then, by substituting ADDITION[k− l] for OPTCOST[k− l] − r ′k−l+1 in (5), it holds that
OPTCOST[k] = min
1≤l≤W ADDITION[k− l] + r
′
k + 1. (6)
PREVACK[k] = argmin
k−W≤k−l≤k−1
ADDITION[k− l]. (7)
Therefore, the W values from ADDITION[k − W ] to ADDITION[k − 1] are necessary to fix OPTCOST[k]. If we maintain
theseW values as a heap (partial ordered tree) so that a node in the heap keeps a smaller value than its descendant nodes,
min1≤l≤W ADDITION[k− l] is derived by simply looking up the root node at O(1) time. A node in the heap ought to keep not
only the value ADDITION[j] but also the index j so as to identify argmink−lADDITION[k− l] instantly.
This heap is maintained as follows. For 1 ≤ k ≤ W , we insert ADDITION[k] into the heap after calculating OPTCOST[k].
Thus, when OPTCOST[W + 1] is computed, the heap contains justW nodes from ADDITION[1] to ADDITION[W]. For k > W ,
after OPTCOST[k] is obtained, ADDITION[k−W ] is deleted from the heap and ADDITION[k] is inserted into the heap instead.
Thus,whenOPTCOST[k+1] is computed for k > W , the heap consists ofW nodes fromADDITION[k−W+1] to ADDITION[k].
Here, in order to find the node to be removed, one more array that memorizes at which node in the heap each element of
ADDITION is stored.
Since a single insertion/deletion operation requiresO(logW ) time for a heap that containsW nodes, OPT spendsO(logW )
time per packet. Hence, the time complexity of OPT becomes O(n logW ). The times for acknowledgements are acquired by
tracing back the array PREVACK. The procedure to compute OPTCOST[k] and PREVACK[k] for k > W is summarized in
Fig. 3.
4. Known window size
This section deals with the case when on-line algorithms know W beforehand. Notably our algorithm WAITSW(1)
extended fromWAIT(1) accomplishes the same competitive ratio in DTCPSW as the competitive ratio of WAIT(1) in DTCP.
Algorithm WAITSW(1): At ai (i ≥ 1), the timer is set to ai + 1. In case ai+1 > ai + 1, the timer expires and WAITSW(1)
acknowledges at ai + 1. Otherwise the timer is updated at ai+1 to ai+1 + 1. In addition, the instant that the number of
unacknowledged eligible packets increases toW , they are immediately acknowledged.
Since the sliding window never obstructs S from sending packets, ai = ri for any iwhen WAITSW(1) runs.
Theorem 3. WAITSW(1) is 2-competitive.
Proof. Neither OPT nor WAITSW(1) makes the sliding window hinder S from sending packets. Therefore we may assume
that ai = ri for any i. Furthermore, both algorithmsmake an acknowledgement before ai+1 when ai+1 > ai+1. Hence, if we
partition σ into subsequences by cutting at the rear of every arrival time whose next arrival time is greater by 1 than itself,
we may analyze the subsequences separately. In each subsequence, any two adjacent ready times are distant by less than 1.
In case one subsequence contains more thanW packets, multiple acknowledgements are used to process it.
Hence, we only consider ready time sequences σ = (r1, r2, . . . , rn) for which ri+1 ≤ ri + 1 for any i ≤ n − 1 hereafter.
Since ai = ri for any i, ai+1 ≤ ai+1 for i ≤ n−1. Because ai+1 ≤ ai+1 for any i ≤ n−1,WAITSW(1) acknowledges whenW
unacknowledged eligible packets are accumulated at R except the last acknowledgement. Suppose that WAITSW(1) divides
σ into subsequences σ1, σ2, . . . , σm delimited by an acknowledgement. Let j be an integer that satisfies 1 ≤ j ≤ m. Given a
subsequence σj = (ai+1, ai+2, . . . , ai+l), we need to consider two cases.
Case 1: Suppose j = m. In this case, the last element of σm becomes an. That is, σm = (ai+1, ai+2, . . . , an). WAITSW(1)
acknowledges at an + 1 if |σm| < W and at an if |σm| = W . Thus,
CWAITSW(1)(σm) ≤ 1+ (an + 1− ai+1) = an − ai+1 + 2.
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On the other hand,
COPT(σm) =
∑
p∈σm
COPT(p) =
∑
p∈σm\pn
COPT(p)+ COPT(pn) =
∑
p∈σm\pn
COPT(p)+ 1
≥
n−1∑
k=i+1
min{1, ak+1 − ak} + 1
= an − ai+1 + 1. (since ak+1 − ak ≤ 1).
Note that COPT(pn) = 1, as OPT necessarily acknowledges the last packet pn immediately at an.
Thus,
CWAITSW(1)(σm)
COPT(σm)
≤ an − ai+1 + 2
an − ai+1 + 1 ≤
2
1
= 2. (8)
Case 2: Suppose j < m. In this case, σj contains justW packets. That is, l = W . Thus
CWAITSW(1)(σj) = ai+W − ai+1 + 1,
because WAITSW(1) acknowledges at ai+W . Since σj consists of W packets, COPT(σj) ≥ 1. It also holds that COPT(σj) ≥∑i+W
k=i+1min{1, ak+1 − ak} ≥ ai+W − ai+1. Thus,
CWAITSW(1)(σj) = 2 ∗ ai+W − ai+1 + 12 ≤ 2max{ai+W − ai+1, 1} ≤ 2COPT(σj). (9)
Eqs. (8) and (9) together complete the proof. 
The proof of the lower bound for DTCP in [4] utilizes an arrival time sequence such that at most two packet arrivals
appear in a single subsequence in the running of on-line algorithms and OPT both. Hence, this lower bound is also valid for
DTCPSW whenW ≥ 2. The next theorem is obtained from Theorem 23 in [4]. From this theorem, WAITSW(1) turns out to
be optimal.
Theorem 4. Let A be any deterministic on-line algorithm for DTCPSW that knows W. Then, there exists a ready time sequence σ
s.t. CA(σ ) ≥ 2COPT(σ )− , where  can be made arbitrarily small relative to COPT(σ ).
4.1. Variable window size
In TCP protocol, the window size increases gradually in practice.1 The window size can be represented as the function
such that, if pi is the latest acknowledged packet, the window size becomes w(i) which is a non-decreasing function with
respect to i. The TCP sender S can inject up to the packet pi+w(i).
For the variable window size, our next on-line algorithm WAITV(1) achieves the same competitive ratio as WAITSW(1)
for the static window size. While WAITSW(1) knowsW , WAITV(1) knows the functionw(i).
Algorithm WAITV(1):WAITV(1) performs in the same way as WAITSW(1) except that WAITV(1) acknowledges just when
the number of unacknowledged eligible packets increases tow(j), on condition that the latest acknowledged packet is pj.
Theorem 5. WAITV(1) is 2-competitive.
The proof is derived by replacingW withw(i) in the proof of Theorem 3.
5. Unknown window size
In the previous section WAIT(1) can be extended for DTCPSWwithout deteriorating the competitiveness, if the window
size is given. Throughout this section, the window size is not given to on-line algorithms. We focus on a class of on-line
algorithms WAIT(α) that generalizes WAIT(1).
AlgorithmWAIT(α) : Let α be an arbitrary positive real value. At ai (i ≥ 1), the timer is set to ai + α. In case ai+1 > ai + α,
WAIT(α) acknowledges at ai + α. Otherwise the timer is updated at ai+1 to ai+1 + α.
We show that the competitive ratio of WAIT(α) depends on the peak packet rate from S. The peak packet rate represents
the maximum number of packets the TCP sender wishes to send per unit time. This quantity is unrelated to the behavior of
the sliding window. The formal definition of the peak packet rate is given in Definition 1.
Definition 1 (Peak Packet Rate). For a TCP connection, if at most T ready times lie in the time interval [t, t+1) for any time
t , the peak packet rate from the TCP sender is said to be T .
1 Here, we ignore the decrease of the window size when a packet is dropped.
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From Definition 1, it is easy to verify that, for a TCP connection with the peak packet rate T , the number of ready times
in the time interval [t1, t2) is at most (t2 − t1)T if t2 − t1 ≥ 1. Note that the time interval [t1, t2) is half-open. Since there
may be T ready times at t2, at most (t2 − t1)T + T ready times can appear in the closed time interval [t1, t2] if t2 − t1 ≥ 1.
Lemma 6. If the peak packet rate of a TCP connection is T , at most (t2 − t1)T + T ready times can appear in the closed time
interval [t1, t2] if t2 − t1 ≥ 1.
In this section, we assume that the peak packet rate from the TCP sender is T .
5.1. Lower bound
The lower bound on the competitiveness of WAIT(α) depends on T andW .
Theorem 7. For any α,WAIT(α) is worse than
(
T
W+b TW c−1
)
-competitive if T > W.
Proof. Let θ = b TW c. Since T > W , θ ≥ 1. First consider a ready time sequence σ ′ such that θW ready times appear every
unit time until time I − 1 where I is a positive integer. Namely, r(i−1)θW+1 = r(i−1)θW+2 = · · · = riθW = i− 1 for 1 ≤ i ≤ I .
OPT acknowledges these θW packets immediately by acknowledging θ times at each time t for 0 ≤ t ≤ I − 1. Since OPT
incurs no delay, COPT(σ ′) = θ I .
WAIT(α) waits for α for each clump of W packets before acknowledging them. With respect to the first θW packets
whose ready times are 0, p(j−1)W+1, p(j−1)W+2, · · · , pjW are acknowledged at time jα for 1 ≤ j ≤ θ . Thus, the total latency
cost for the first θW packets becomes
∑θ
j=1(jα − 0) = θ(θ+1)2 α.
Regarding the second θW packets whose ready times are 1, the firstW packets become eligible at aθW+1 = max{rθW+1,
ack(p(θ−1)W+1)} = max{1, θα}. Therefore, they are acknowledged at time max{1, θα} + α. In this way, the total latency
cost for the second θW packets from pθW+1 to p2θW becomes
∑θ
j=1(max{1, θα} + jα − 1) = θ max{0, θα − 1} + θ(θ+1)2 α.
In general, the total latency cost for the θW packets from p(i−1)θW+1 to piθW becomes
θ∑
j=1
(max{0, (i− 1)(θα − 1)} + jα) = θ max{0, (i− 1)(θα − 1)} + θ(θ + 1)
2
α. (10)
By summing up the right-hand term of (10) for 1 ≤ i ≤ I and adding the acknowledgement cost of θ I ,
CWAIT(α)(σ ′) = θ I + θ max
{
0,
I(I − 1)
2
(θα − 1)
}
+ Iθ(θ + 1)
2
α. (11)
Hence, the competitive ratio CWAIT(α)(σ ′)/COPT(σ ′) grows
1+max
{
0,
(I − 1)(θα − 1)
2
}
+ (θ + 1)
2
α. (12)
Since I may be chosen to be arbitrary large, the condition α ≤ 1
θ
is essential for WAIT(α) to be competitive.
Next, consider another ready time sequence σ ′′ whose length equals W such that r1 = a1 = 0 and ri+1 is the time
immediately after WAIT(α) acknowledges pi at ai + α. Therefore, ri = (i − 1)α. Since W < T , the peak packet rate of
σ ′′ does not exceed T . OPT serves σ ′′ by acknowledging only once at rW . Since the latency cost of OPT equals (W − 1)α,
COPT(σ ′′) = 1 + (W − 1)α. WAIT(α) must pay a latency cost of α and one acknowledgement cost for each packet. Hence,
CWAIT(σ )(σ ′′) = W (1+ α). The cost ratio of WAIT(α) to OPT becomes W (1+α)1+(W−1)α . Since W (1+α)1+(W−1)α = WW−1 + W
2−2W
(W−1)(1+(W−1)α) ,
this expression decreases with respect to α for W ≥ 2. Thus, under the condition that α ≤ 1
θ
, W (1+α)1+(W−1)α becomes the
minimum when α = 1
θ
as follows.
W (θ + 1)
W + θ − 1 =
W (b TW c + 1)
W + b TW c − 1
≥ T
W + b TW c − 1
. 
Intuitively, this proof is interpreted as follows. Because the arrival time ai may fall behind the ready time ri due to the
slidingwindowwhenW is unknown, an on-line acknowledgement algorithm cannotwait for so long so as to be competitive.
However this impatience becomes harmful when S is not kept waiting by the sliding window. The peak packet rate T
determines the maximum possible value of ai − ri, that is the maximum extent that a packet arrival is postponed by the
sliding window. Thus, the competitive ratio depends on T in DTCPSW.
At the end of this subsection, we refer to the lower bound for the case when T ≤ W . Consider a ready time sequence that
contains T ready times such that ri = (i−1)α for 1 ≤ i ≤ T . If α ≤ 1, we can prove thatWAIT(α) is not better than T (1+α)1+(T−1)α
competitive in the same way as the proof of Theorem 7. Again, since T (1+α)1+(T−1)α decreases with respect to α for T ≥ 2, we
have T (1+α)1+(T−1)α ≥ 2 when α ≤ 1 and T ≥ 2. Here, the equal sign holds when α = 1. On the other hand, if α > 1, the cost
ratio grows becomes T (1+α)T = (1 + α) ≥ 2, because OPT acknowledges all of the packet arrivals instantly T times. Thus,
WAIT(α) is not better than 2-competitive for any α, if T ≥ 2.
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5.2. Upper bound
This subsection shows that there exists a
(d TW e + 2)-competitive on-line algorithmby investigating the competitive ratio
for WAIT(α). This subsection assumes T > W again.
Theorem 8. WAIT(α) is ( α+1
α
)-competitive if α ≤ 1d TW e+1 .
Since α ≤ 1d TW e+1 ≤
1
2 ,
α+1
α
≥ 3.
Before the proof of Theorem 8, we mention two crucial properties of WAIT(α) that holds for α ≤ 1d TW e+1 as Lemma 9 and
Lemma 10.
Lemma 9 below deals with the number of unacknowledged ready packets. At time t , if a packet pi is ready (i.e. t ≥ ri)
and still not acknowledged by the acknowledgement algorithm in R, pi is called an unacknowledged ready packet at time
t . An unacknowledged ready packet pi at time t is eligible to the acknowledgment algorithm if pi arrived at R before t and
is not eligible if pi is still kept waiting by the sliding window at t . Thus, if the number of unacknowledged ready packets is
greater thanW , only the firstW of them are eligible.
Lemma 9. When the peak packet rate is T , the number of unacknowledged ready packets is always at most T +W.
Proof. The proof utilizes contradiction. Assume that the number of unacknowledged ready packets reaches T +W + 1. Let
t2 be the first time when this event takes place and t1 be the last time before t2 such that the number of unacknowledged
ready packets increased fromW − 1 toW . From the definition of t1 and t2, the number of unacknowledged ready packets
is always at leastW in the time interval [t1, t2]. Because the number of unacknowledged ready packets increases fromW
to T +W + 1 in [t1, t2], it holds that at least T +W + 1 −W = T + 1 packets become ready in [t1, t2]. This means that
t2 − t1 ≥ 1, since the peak packet rate is T . As a matter of fact, more than T + 1 packets become ready in [t1, t2], because
the number of unacknowledged ready packets increases by T + 1 in [t1, t2], despite an unacknowledged ready packet turns
into an acknowledged packet when acknowledged.
Now, let us consider the number of unacknowledged ready packets that are acknowledged in [t1, t2]. Since the number
of unacknowledged ready packets is always at least W in [t1, t2], W unacknowledged ready packets are always eligible
in [t1, t2]. This implies that, whenever WAIT(α) acknowledgesW packets by a single acknowledgement, another set ofW
packets newly become eligible. WAIT(α) acknowledges this new set ofW packets when α time unit has passed since their
arrival. In this way, WAIT(α) acknowledgesW unacknowledged ready packets every α time starting from the time t1 + α.
Therefore, the number of unacknowledged ready packets that are acknowledged in [t1, t2] grows⌊
t2 − t1
α
⌋
W >
(
t2 − t1
α
− 1
)
W
≥
(
(t2 − t1)
(⌈
T
W
⌉
+ 1
)
− 1
)
W
= (t2 − t1)
⌈
T
W
⌉
W + (t2 − t1 − 1)W ≥ (t2 − t1)
⌈
T
W
⌉
W ≥ (t2 − t1)T .
After all, more than (T + 1)+ (t2 − t1)T = (t2 − t1)T + T + 1 packets become ready in [t1, t2], which contradicts with
Lemma 6. 
Lemma 10. If ri+1 − ri > 1, pi is acknowledged before ri+1.
Proof. At ri, there are atmost T+W unacknowledged ready packets fromLemma9.WAIT(α) acknowledgesW of themevery
α time. As a result, all of the T+W packets are acknowledged before ri+(d T+WW e×α) ≤ ri+(d TW e+1) 1d TW e+1 = ri+1 < ri+1.
Therefore, pi is acknowledged before ri+1. 
From Lemma 2, OPT also acknowledges pi before ri+1 if ri+1 − ri > 1. Hence, we can make the analysis by decomposing
σ into subsequences in which any two adjacent ready times are at most one unit time apart. Thus, we only consider
σ = (r1, r2, . . . , rn) such that ri+1 − ri ≤ 1 for 1 ≤ i ≤ n− 1 from now on.
Proof of Theorem 8. Suppose that WAIT(α) acknowledges a subsequence of σ denoted by τ = (ri+1, ri+2, . . . , ri+k)with a
single acknowledgement. Because of the sliding window, k ≤ W . The cost incurred by WAIT(α) to process τ is obtained as
(13), since WAIT(α) acknowledges at time ai+k + α.
CWAIT(α)(τ ) = ai+k + α − ri+1 + 1. (13)
Since k ≤ W , OPT acknowledges atmost twice in serving τ . Suppose pi+k is not pn, the last packet of σ . Let d1 be the length
of the maximum interval between two adjacent ready times in (ri+1, ri+2, . . . , ri+k+1). That is, d1 = max1≤j≤k{ri+j+1− ri+j}.
Similarly, let d2 be the length of the second maximum interval between two adjacent ready times in (ri+1, ri+2, . . . , ri+k+1).
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Fig. 4. Series of Case 2.
Obviously, d1 ≤ 1 and d2 ≤ 1. If OPT acknowledges two times in serving τ , COPT(τ ) ≥ ri+k+1 − ri+1 − d1 − d2 + 2 ≥
ri+k+1 − ri+1 − d1 + 1. If OPT acknowledges only once, COPT(τ ) ≥ ri+k+1 − ri+1 − d1 + 1 ≥ ri+k+1 − ri+1. If OPT does not
acknowledge at all, COPT(τ ) ≥ ri+k+1 − ri+1. We need to consider two cases.
Case 1: Suppose that ai+k = ri+k. There are two cases depending on whether k = W .
If k = W , OPT acknowledges at least once. Therefore,
CWAIT(α)(τ )
COPT(τ )
≤ ri+k + α − ri+1 + 1
ri+k+1 − ri+1 − d1 + 1 ≤ 1+
α + d1
ri+k+1 − ri+1 − d1 + 1
≤ 1+ (α + d1) ≤ 2+ α ≤ 52
(
since α ≤ 1
2
)
. (14)
Even if pi+k = pn, (14) is obtained because COPT(τ ) ≥ ri+k − ri+1 − d1 + 1.
If k < W , since OPTmay not acknowledge at all, COPT(τ ) ≥ ri+k+1− ri+1. Because ai+k = ri+k andWAIT(α) acknowledges
strictly less thanW packets, we have ri+k+1 − ri+k ≥ α. Hence, COPT(τ ) ≥ ri+k − ri+1 + α. Thus,
CWAIT(α)(τ )
COPT(τ )
≤ ri+k + α − ri+1 + 1
ri+k − ri+1 + α ≤
α + 1
α
. (15)
In case pi+k = pn, COPT(τ ) ≥ ri+k − ri+1 + 1 and (15) still holds.
Case 2: Suppose that ai+k > ri+k. We first explain how this case occurs andmention that multiple subsequences categorized
into Case 2 may appear in succession.
The first subsequence τ1 = (pi+1, pi+2, . . . pi+k1) categorized into Case 2 is constructed as follows: pi is theW -th packet
in the subsequence previous to τ1. As the previous subsequence is categorized into Case 1, ai = ri. Because of the sliding
window, the packets next to pi are not eligible until the previous subsequence is acknowledged at ai + α. Here, ai+k1 differs
from ri+k1 , if and only if ri+k1 < ai+α. If k1 < W , the subsequence next to τ1 does not belong to Case 2. However, if k1 = W ,
the second subsequence τ2 classified into Case 2 emerges if and only if ri+W+k2 < ai + 2α where k2 is the length of τ2. Note
that ai+ 2α presents the time when the packets in τ1 are acknowledged. If k2 = W , the third subsequence τ3 classified into
Case 2 may appear after τ2 in the same way. Fig. 4 illustrates a series of Case 2. Here, τ4 consists of fewer thanW packets.
Let τ1, τ2, . . . , τX be the series of subsequences categorized into Case 2, where X is an integer that satisfies X ≥ 1. All
of τ1, τ2, . . . , τX−1 contain exactly W packets and the last τX consists of kX (≤W ) packets. As τx for 1 ≤ x ≤ X − 1 is
acknowledged at ai+ (x+ 1)α = ri+ (x+ 1)α and the ready time of the first packet in τx is greater than ri, the latency cost
for τx is less than (x+ 1)α. Adding the cost for a single acknowledgement, CWAIT(α)(τx) ≤ 1+ (x+ 1)α for 1 ≤ x ≤ X − 1.
For τX , CWAIT(α)(τX ) ≤ 1+ ri + (X + 1)α − ri+(X−1)W+1, because pi+(X−1)W+1 is the first packet in τX . In addition, X ≤ d TW e.
Otherwise, since X − 1 ≥ d TW e, d TW eW + 1 ≥ T + 1 ready times from ri to ri+d TW eW lie in [ri, ri + d
T
W eα]. Since d TW eα < 1,
this contradicts the fact that the peak packet rate is T .
For 1 ≤ x ≤ X − 1, COPT(τx) ≥ 1 since τx containsW packets. Furthermore, for x = X , COPT(τX ) ≥ 1 if OPT acknowledges
in serving τX . For these cases
CWAIT(α)(τx)
COPT(τx)
≤ CWAIT(α)(τx) ≤ 1+ (X + 1)α ≤ 1+
(⌈
T
W
⌉
+ 1
)
α ≤ 2. (16)
Unless OPT acknowledges in serving τX , kX must be strictly less thanW . In this case, COPT(τX ) becomes as follows.
COPT(τX ) ≥ ri+(X−1)W+kX+1 − ri+(X−1)W+1 ≥ ri + (X + 1)α − ri+(X−1)W+1.
The right inequality holds, because pi + (X − 1)W + kX cannot be the last packet of τX if ri+(X−1)W+kX+1 < ri + (X + 1)α.
Since ri+(X−1)W+1 ≤ ai+(X−1)W + α = ri + Xα,
CWAIT(α)(τX )
COPT(τX )
≤ 1+ ri + (X + 1)α − ri+(X−1)W+1
ri + (X + 1)α − ri+(X−1)W+1 =
1+ α + (ri + Xα − ri+(X−1)W+1)
α + (ri + Xα − ri+(X−1)W+1) ≤
α + 1
α
. (17)
Eqs. (14)–(17) altogether complete the proof. 
H. Koga / Theoretical Computer Science 410 (2009) 914–925 923
Since α+1
α
decreases monotonically with respect to α, WAIT( 1d TW e+1
) attains the smallest competitive ratio in the
algorithm class WAIT(α) for α ≤ 1d TW e+1 . The next corollary is derived from Theorem 8.
Corollary 11. WAIT
(
1
d TW e+1
)
is
(d TW e + 2)-competitive.
Thus, the competitive ratio of WAIT( 1d TW e+1
) is nearly tight against the lower bound stated in Theorem 7.
Unfortunately, it is difficult to judge if α is less than 1d TW e+1
, sinceW is required to make this judgement. In this sense,
Theorem8 simply proves the existence of competitive on-line algorithms. However, even if the receiver R is not toldW , R can
learn the lower bound ofW in the followingway: IfWl packets have accumulated at Rwithout being acknowledged, R figures
out thatWl ≤ W . After R understands thatWl ≤ W , R can execute WAIT( 1d TWl e+1
) which becomes
1
d TWl e+1
+1
1
d TWl e+1
=
(
d TWl e + 2
)
-
competitive because 1d TWl e+1
≤ 1d TW e+1 .
6. When the lower bound and the upper bound ofW are given
In the last paragraph of the previous section, we remark that, if the lower bound ofW denoted byWl is known to on-line
algorithms, it is possible to implement a
(
d TWl e + 2
)
-competitive on-line algorithm. This section examines the situation in
which both the lower bound and the upper bound ofW are given to on-line algorithms, whileW itself is unknown. Suppose
thatWl andWu present the lower bound and the upper bound ofW respectively. That is,Wl ≤ W ≤ Wu. For this case, we
construct a
(
2Wu
Wl
)
-competitive on-line algorithm. This algorithmmay be considered as a generalized version ofWAITSW(1)
in Section 4.
AlgorithmWAITSW_WL(1):At ai (i ≥ 1), the timer is set to ai+1. In case ai+1 > ai+1, the timer expires andWAITSW_WL(1)
acknowledges at ai + 1. Otherwise the timer is updated at ai+1 to ai+1 + 1. In addition, the instant that the number of
unacknowledged eligible packets increases toWl, they are immediately acknowledged.
WAITSW_WL(1) differs fromWAITSW(1) in the number of unacknowledged packets before issuing an acknowledgement.
Whereas WAITSW(1) acknowledges when there are W unacknowledged packets, WAITSW_WL(1) acknowledges when
there are Wl unacknowledged packets. Thus, the sliding window never obstructs S from sending packets in the running
of WAITSW_WL(1), which is also the case for WAITSW(1). Hence, it holds that ai = ri for any i.
Theorem 12. WAITSW_WL(1) is
(
2Wu
Wl
)
-competitive.
When Wu = Wl, Theorem 12 grows equivalent with Theorem 3 which deals with WAITSW(1). In fact, the proof of
Theorem 12 very much resembles that of Theorem 3.
Proof. In the same way as the proof of Theorem 3, we have only to consider ready time sequences σ = (r1, r2, . . . , rn)
for which ri+1 ≤ ri + 1 for any i ≤ n − 1. Since ai = ri for any i, if follows that ai+1 ≤ ai + 1 for i ≤ n − 1. Because
ai+1 ≤ ai+ 1 for any i ≤ n− 1, WAITSW_WL(1) acknowledges whenWl unacknowledged eligible packets are accumulated
at R except the last acknowledgement. Suppose that WAITSW_WL(1) divides σ into subsequences σ1, σ2, . . . , σm delimited
by an acknowledgement. Let j be an integer that satisfies 1 ≤ j ≤ m. Given a subsequence σj = (ai+1, ai+2, . . . , ai+l), we
need to consider two cases.
Case 1: Suppose j = m. In this case, the last element of σm becomes an, i.e., σm = (ai+1, ai+2, . . . , an). WAITSW_WL(1)
acknowledges at an + 1 if |σm| < Wl and at an if |σm| = Wl. Thus,
CWAITSW_WL(1)(σm) ≤ 1+ (an + 1− ai+1) = an − ai+1 + 2.
On the other hand,
COPT(σm) =
∑
p∈σm\pn
COPT(p)+ 1 ≥
n−1∑
k=i+1
min{1, ak+1 − ak} + 1 = an − ai+1 + 1.
Thus,
CWAITSW_WL(1)(σm)
COPT(σm)
≤ an − ai+1 + 2
an − ai+1 + 1 ≤
2
1
= 2 ≤ 2Wu
Wl
. (18)
Case 2: Suppose j < m. In this case, σj contains exactlyWl packets. Because WAITSW_WL(1) acknowledges at ai+Wl ,
CWAITSW_WL(1)(σj) = ai+Wl − ai+1 + 1.
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As OPT acknowledges at least once for everyW packets, COPT(σj) is bounded from below by distributing the cost of a single
acknowledgement among the packets acknowledged by the very acknowledgement and assigning a cost of 1W to each packet.
Then, COPT(σj) ≥ WlW , since σj consists ofWl packets. It also holds that COPT(σj) ≥
∑i+Wl
k=i+1min{1, ak+1 − ak} ≥ ai+Wl − ai+1.
Thus,
CWAITSW_WL(1)(σj) = 2 ∗ ai+Wl − ai+1 + 12 ≤ 2max{ai+Wl − ai+1, 1} ≤ 2
W
Wl
COPT(σj) ≤ 2WuWl COPT(σj). (19)
The theorem follows from (18) and (19). 
Although WAITSW_WL(1) is
(
2W
Wl
)
-competitive in practice, Theorem 12 insists
(
2Wu
Wl
)
-competitiveness for the reason
that it is impossible to measure the value of 2WWl without knowingW .
WAITSW_WL(1) uses onlyWl, though bothWl andWu are given to it. What if we useWu instead ofWl in the description
of WAITSW_WL(1)? This algorithm is named as WAITSW_WU(1).
Algorithm WAITSW_WU(1): At ai (i ≥ 1), the timer is set to ai + 1. In case ai+1 > ai + 1, the timer expires and
WAITSW_WU(1) acknowledges at ai+ 1. Otherwise the timer is updated at ai+1 to ai+1+ 1. In addition, the instant that the
number of unacknowledged eligible packets increases toWu, they are immediately acknowledged.
IfWu = W , WAITSW_WU(1) is degenerated to WAITSW(1) and achieves 2-competitiveness. Else IfWu > W , it behaves
exactly the same as WAIT(1), because the number of unacknowledged eligible packets never reaches Wu. Thus, the next
theorem holds from the same argument in the first half of the proof of Theorem 7.
Theorem 13. If Wu > W, WAITSW_WU(1) is not a competitive on-line algorithm.
This result warns algorithm designers that, when an algorithm uses an estimated value ofW , the estimated value should
be guaranteed to be smaller thanW in order to avoid the delay invoked by the sliding window.
7. Conclusion
This paper analyzes the dynamic TCP acknowledgement problem on the realistic condition that the sender cannot keep
on sending packets beyond the sliding window. This new problem is named DTCPSW. We evaluate how the performance
of on-line algorithms is influenced according to whether the window size W is given to on-line algorithms. If W is given,
the deterministic on-line algorithm WAITSW(1) extended from the optimal on-line algorithm WAIT(1) for the previous
formulation still becomes optimal. On the contrary, ifW is not given, the competitive ratio for an algorithm class WAIT(α)
that contains WAIT(1) now depends on the peak packet rate T from the sender and is not better than
(
T
W+b TW c−1
)
-
competitive. We also prove that WAIT(α) becomes ( α+1
α
)-competitive for α ≤ 1d TW e+1 if W is not given. The difference
between the above two cases illustrates the importance of the agreement between the sender and the receiver. We also
study the case when the lower boundWl and the upper boundWu ofW are given and show a
(
2Wu
Wl
)
-competitive on-line
algorithm for this case. An optimal off-line algorithm whose time complexity becomes O(n logW ) is also introduced in this
paper.
Our problem is also significant in terms of competitive analysis, because it addresses the situation in which an on-
line algorithm involuntarily changes the original input and serves the modified input without noticing the modification.
In DTCPSW, the peak packet rate prescribes themaximum extent that themodified input is changed from the original input.
Therefore the competitiveness of on-line algorithms depends on T in DTCPSW.
One interesting future direction of this research is to derive the general lower bound of the competitiveness. The case
that the window size may alter dynamically is worth studying further. Finally, it is important to clarify the relation between
the competitive ratio and the amount of information that on-line algorithms have.
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