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1. Introduction
In this paper we consider three series of hyperbolic spaces Hn =
SO0(1,n)/O(n), Hnc =SU(1,n)/U(n), Hnq=Sp(1,n)/Sp(1)Sp(n), which
are non-compact symmetric spaces of rank one. The purpose is to show
integral representations for the heat kernels and explicit expressions for
the Green functions in terms of the Gauss hypergeometric functions and
the Legendre functions in the framework of stochastic analysis. We do
not consider the other non-compact exceptional symmetric space of rank
one, F4(−20)/Spin(9).
These spaces are important examples of the weakly symmetric Rie-
mannian space introduced in the fundamental paper [24] by Selberg and
have been studied extensively by many authors in connection with the
theories of automorphic forms, unitary representations and so on. See,
e.g., [2,23] and references cited therein. In particular, if we construct the
Selberg trace formula for the heat traces on these hyperbolic spaces, we
necessarily need to evaluate explicitly the heat kernels on the diagonal
sets (see, e.g., [8,9,15–17] and so on).
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It should be mentioned that some physicists have also been interested
in these spaces and have studied explicit expressions for the propagators,
the Green functions and the Selberg trace formula by using the Feynman
path integral. See Grosche and Steiner [11] and the related references
cited therein.
For the real hyperbolic space Hn, the classical formulae for the heat
kernels, which are of different forms for odd and even dimensions
n, are well known together with the recurrence formula (Millson’s
formula) with respect to the dimension n (cf., e.g., Davies [3]). Moreover,
recently, Gruet [12] has shown formula (3.2) below which holds for every
dimension n in the framework of stochastic analysis.
For the complex and the quaternion hyperbolic spaces Hnc and Hnq , the
forms of the heat kernels have been given in Lohoué and Rychener [19]
by using the spherical Fourier transforms. We obtain their complete
descriptions on integral representations by using the heat kernels on the
(2n+ 1)- and (4n+ 3)-dimensional real hyperbolic spaces, respectively.
By using identities which appear in the course of our calculations for the
heat kernels, we also obtain simple expressions for the Green functions.
In order to use stochastic analysis, we adopt the upper half space
realizations of the hyperbolic spaces in this paper (cf., e.g., Venkov [26])
and use the rectangular coordinates instead of the Iwasawa coordinates.
This choice enables us to represent the Brownian motions, the diffusion
processes generated by the Laplacians, explicitly as Wiener functionals.
The expressions in the case of Hnc and Hnq are more complicated, but
we can see some similarities to the simplest case of Hn. As a reflection
of the symplectic structures, the Schrödinger operators with uniform
magnetic fields on the two-dimensional Euclidean space appear in our
computations. These points are essential in our study and, combined
with a standard technique in probability theory, allow us to reduce
the calculations to one-dimensional ones. Moreover, as is mentioned in
Terras [25] and is also seen in [1] and [17] in the case of H2, our choice
of the coordinates naturally leads to calculations based on the Bessel
functions.
In Gruet’s work [12] mentioned above, Yor’s formula given in [29]
for the joint distribution of a geometric Brownian motion and its
quadratic variation process for fixed time plays an important role. In Alili,
Matsumoto and Shiraishi [1], an extension of Yor’s formula has been
given and, by combining it with the results in Ikeda and Matsumoto [17],
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an explicit expression for the heat kernel of the semigroup generated by
the Maass Laplacian on H2 has been shown. Also in our calculations for
the heat kernels on Hnc and Hnq , the result in [1] plays an important role.
The Maass Laplacian is also important in the theories of automorphic
forms and unitary representations and, in [17], after showing a proba-
bilistic expression for the heat kernel, an explicit formula for the Green
function and the Selberg trace formula have been shown. For these topics,
see also [6,7,15,16] and so on. In particular, Fay [7] has given a complete
story of harmonic analysis for the Maass Laplacian and, in the course of
it, another explicit expression for the heat kernel.
This paper is organized as follows. In Section 2, we recall Yor’s
formula and its extension which play important roles in the subsequent
sections. In Sections 3, 4 and 5, we show closed form formulae for the
heat kernels and the Green functions for the Laplace–Beltrami operators
on Hn, Hnc and Hnq , respectively. Although the result for the heat kernel
in Section 3 is due to Gruet [12], we give a proof of it because it leads
to a simple expression of the Green function and we need it in Sections 4
and 5.
Finally the author would like to acknowledge that part of this work
was done during the period of the Rencontre. He would like to thank
Professors Paul Malliavin and Marc Yor for giving him a nice opportunity
and for their warm hospitality.
2. Yor’s formula and its extension
As is mentioned in the Introduction, Yor’s formula given in [29] on the
distribution of the integral of the geometric Brownian motion plays a key
role in Gruet’s work [12] for the heat kernels on Hn and an extension of
it given in [1] does in our calculations for those on Hnc and Hnq . Therefore
we recall them in this section for convenience.
Let B = {Bt, t  0} be a standard one-dimensional Brownian motion
starting from 0 and set B(µ)t = Bt + µt for µ ∈ R. We consider the
exponential functionals A(µ)1 (t) and A
(µ)
2 (t) defined by
A
(µ)
1 (t)=
t∫
0
exp
(
2B(µ)s
)
ds and A(µ)2 (t)=
t∫
0
exp
(
4B(µ)s
)
ds,
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respectively. Yor’s formula gives an explicit expression for the density
of the joint distribution of (A(µ)1 (t),B(µ)t ), whereas its extension in [1]
concerns that of (A(µ)1 (t),A
(µ)
2 (t),B
(µ)
t ). These exponential functionals
play important roles also in the studies of mathematical finance and some
diffusion processes in random environments. For details, see [30] and the
related references cited therein.
To mention the results, we let θr(t), r > 0, t > 0, be the function
defined by
θr(t)= r
(2π3t)1/2
∞∫
0
e(π
2−b2)/2t e−r cosh(b) sinh(b) sin
(
πb
t
)
db.(2.1)
Letting Iν(r) be the usual modified Bessel function, θr(t)/I0(r) is the
density of the (first) Hartman–Watson law [14,28] and Yor [28] has
shown the following important formula:
∞∫
0
e−λtθr (t)dt = I√2λ(r), λ > 0, r > 0.(2.2)
Formula (2.2) plays an important role in the calculations of the Green
functions in the subsequent sections.
PROPOSITION 2.1. – Letting f (µ)t (u, x), u > 0, x ∈ R, be the density
of the joint distribution of (A(µ)1 (t),B(µ)t ) with respect to the Lebesgue
measure, one has
f (µ)t (u, x)= eµx−µ
2t/2 1
u
exp
(
−1+ e
2x
2u
)
θex/u(t).(2.3)
PROPOSITION 2.2. – For any λ > 0, one has
E
[
exp
(
−1
2
λ2A
(µ)
2 (t)
)∣∣∣∣A(µ)1 = u,B(µ)t = x]f (µ)t (u, x)(2.4)
= eµx−µ2t/2 λ
sinh(λu)
exp
(
−λ
2
(
1+ e2x)coth(λu))
× θλ ex cosech(λu)(t),
where E[ | ] denotes some conditional expectation with respect to the
probability law of the Brownian motion B .
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These results are proved in [29] and [1], respectively, when µ= 0 and
these general results are easily derived from the original ones by using the
Cameron–Martin theorem. Moreover, in [1], letting a(t)= ∫ t0 exp(Bs)ds,
the joint distribution of (A(0)1 (t), a(t),Bt ) has been considered. For-
mula (2.4) is obtained from Theorem 2.1 in [1] by using the scaling prop-
erty of Brownian motion.
3. Real hyperbolic spaces
Let Hn be the upper half space in Rn given by{
z= (x1, . . . , xn−1, y)= (x, y); x ∈ Rn−1, y > 0},
endowed with the Poincaré metric
ds2 = dx
2 + dy2
y2
.
The Riemannian volume element is given by dv = y−n dx dy and the
distance d(z1, z2) between z1, z2 ∈ Hn is given by
cosh
(
d(z1, z2)
)= |x2 − x1|2 + (y1)2 + (y2)2
2y1y2
.(3.1)
Moreover the Laplace–Beltrami operator "(n) is written as
"(n) = y2
n−1∑
i=1
(
∂
∂xi
)2
+ y2
(
∂
∂y
)2
− (n− 2)y ∂
∂y
.
For details, see, e.g., Davies [3].
The purpose of this section is to introduce Gruet’s result [12] for the
heat kernel p(n)(t, z1, z2) of the semigroup generated by "(n)/2 with
respect to the volume element dv and to show simple expressions for
the Green function. By the symmetry of Hn, p(n)(t, z1, z2) is a function
of r = d(z1, z2) for fixed t > 0 and we denote it by p(n)t (r). We use the
following Gruet’s formula in the computations of the heat kernels on Hnc
and Hnq given in Sections 4 and 5 below.
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THEOREM 3.1. – For any t > 0, it holds that
p(n)t (r)=
e−(n−1)2t/8
π(2π)n/2t1/2
&
(
n+ 1
2
)
(3.2)
×
∞∫
0
e(π
2−b2)/2t sinh(b) sin(πb/t)
(cosh(b)+ cosh(r))(n+1)/2 db.
Before giving a proof of this Gruet’s formula, we mention its relation
to the well known classical formulae. At first we note that the following
recurrence relation for p(n)t (r) is easily obtained from (3.2) by differenti-
ating both hand sides with respect to r .
COROLLARY 3.2 (Millson). – It holds that
p(n+2)t (r)=−
e−nt/2
2π sinh(r)
∂
∂r
p(n)t (r).
As is mentioned in [12], the integrand on the right hand side of (3.2) is
a meromorphic function in b when n is odd and we can apply the residue
calculus. In particular, for n= 3, we obtain
p(3)t (r)=
1
(2πt)3/2
r
sinh(r)
exp
(
− t
2
− r
2
2t
)
(3.3)
=− e
−t/2
2π(2πt)1/2
1
sinh(r)
∂
∂r
(
e−r
2/2t).
Moreover, thanks to the Millson formula above, we obtain the following
expression for p(n)t (r) when n is odd:
p(2k+1)t (r)=
e−k2t/2
(2π)k(2πt)1/2
( −1
sinh(r)
∂
∂r
)k(
e−r
2/2t),(3.4)
k = 1,2, . . . .
On the other hand, when n is even, it is not so simple to see the
coincidence of Gruet’s formula with the classical formula. If n = 2, we
can compute the Laplace transform in t (the Green function) from the
classical formula
p(2)t (r)=
√
2 e−t/8
(2πt)3/2
∞∫
r
b e−b2/2t
(cosh(b)− cosh(r))1/2 db
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by using the following integral representation of the Legendre function
Qν ([10], p. 952):
Qν
(
cosh(r)
)= 1√
2
∞∫
r
e−(ν+1/2)b
(cosh(b)− cosh(r))1/2 db.
The result is identical with the expression (3.10) below for the Green
function, which we can say is obtained from Gruet’s formula, and we
obtain the coincidence of the two expressions for p(2)t . For more details
and related topics, see [21]. See also [12] and [13].
We now give a proof of Gruet’s formula. The arguments below are
essentially the same as those in [12] and in [17], where the Maass
Laplacians or the Schrödinger operators with uniform magnetic fields
on H2 are studied.
Proof of Theorem 3.1. – We denote by (W(n),B(n), P (n)) the n-dimen-
sional standard Wiener space with the canonical filtration (B(n)s , s  0)
and by w(n) = (w1· , . . . ,wn−1· ,B·) an element of W(n), an Rn-valued
continuous function on [0,∞) satisfying w(n)0 = 0. Then, the Brownian
motion on Hn, that is, the diffusion process generated by "(n)/2, is
obtained by solving the following stochastic differential equation defined
on (W(n),B(n), P (n)):
dXi(t)= Y (t)dwit , i = 1, . . . , n− 1,
dY (t)= Y (t)dBt − n− 22 Y (t)dt.
(3.5)
Denoting by Zz1 = {Zz1(t,w(n))= (Xz1(t,w(n)), Yz1(t,w(n))), t  0} the
unique solution of (3.5) satisfying (Xz1(0), Yz1(0)) = (x1, y1) = z1, we
can easily show by Itô’s formula that Zz1(t) may be represented explicitly
as a Wiener functional as follows:
Xiz1(t)= xi1 +
t∫
0
y1 exp
(
B(µ)s
)
dwis, i = 1, . . . , n− 1,
Yz1(t)= y1 exp
(
B(µ)s
)
,
(3.6)
where µ= (1 − n)/2 and B(µ)t = Bt + µt . Zz1(t,w(n)) is a smooth non-
degenerate Wiener functional in the sense of Malliavin calculus (cf. [18,
20]).
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On the other hand, denoting by δ˜z1 the Dirac delta function concen-
trated at z2 with respect to the volume element dv, it holds that
p(n)(t, z1, z2)=
∫
W(n)
δ˜z2
(
Zz1(t)
)
dP (n),
where the integral on the right hand side is the generalized expectation in
the sense of Watanabe (cf. [18,27]). Throughout this paper we shall use
this notation.
For the computations below, it is more convenient to use the Dirac delta
function δz2 with respect to the Lebesgue measure dz = dx dy. It is easy
to show
p(n)(t, z1, z2)= (y2)n
∫
W(n)
δz2
(
Zz1(t)
)
dP (n).
Then, setting F (µ)t = (∫ t0 exp(B(µ)s )dw1s , . . . , ∫ t0 exp(B(µ)s )dwn−1s ) and
using (3.6), we deduce
p(n)(t, z1, z2)= (y2)n
∫
W(n)
δ(x2,y2)
(
x1 + y1F (µ)t , y1 eB
(µ)
t
)
dP (n)(3.7)
=
(
y2
y1
)n ∫
W(n)
δ((x2−x1)/y1,y2/y1)
(
F (µ)t , e
B
(µ)
t
)
dP (n).
Now note that the conditional distribution of F (µ)t given {Bs, 0 s 
t} is the (n− 1)-dimensional centered Gaussian distribution with covari-
ance matrix A(µ)1 (t)I (n−1), where I (n−1) is the (n − 1)-dimensional unit
matrix and A(µ)1 (t)=
∫ t
0 exp(2B(µ)s )ds. Therefore, taking the conditional
expectation on the right hand side of (3.7), we obtain
p(n)(t, z1, z2)=
(
y2
y1
)n ∫
W(n)
exp[−|x2 − x1|2/(2(y1)2A(µ)1 (t))]
(2πA(µ)1 (t))(n−1)/2
× δy2/y1
(
eB
(µ)
t
)
dP (n)
=
(
y2
y1
)n−1 ∫
W(n)
exp[−|x2 − x1|2/(2(y1)2A(µ)1 (t))]
(2πA(µ)1 (t))(n−1)/2
× δlog(y2/y1)
(
B(µ)t
)
dP (n),
where we have used δc(ex)= c−1δlogc(x) for c > 0.
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The last generalized expectation is essentially the conditional expecta-
tion under the condition B(µ)t = log(y2/y1) and can be computed by using
Yor’s formula (2.3). In fact, recalling µ= (1− n)/2, we obtain
p(n)(t, z1, z2)=
(
y2
y1
)n−1 ∞∫
0
1
(2πu)(n−1)/2
exp
(
−|x2 − x1|
2
2(y1)2u
)
×
(
y2
y1
)(1−n)/2
e−(n−1)
2t/8 1
u
exp
(
−1+ (y2/y1)
2
2u
)
× θy2/(y1u)(t)du
and, changing the variables by v = y2/(y1u),
p(n)(t, z1, z2)= e
−(n−1)2t/8
(2π)(n−1)/2
∞∫
0
v(n−3)/2 exp
(−v cosh(r))θv(t)dv,(3.8)
where r is the hyperbolic distance between z1, z2 and we have used (3.1).
Finally, using the expression (2.1) for the function θv(t) and changing
the order of the integrations, we obtain (3.2) since
∞∫
0
v(n−3)/2 exp
(−v cosh(r)) · v exp(−v cosh(b))dv
= &
(
n+ 1
2
)(
cosh(r)+ cosh(b))−(n+1)/2. ✷
The identity (3.8) also yields an explicit expression for the Green
function G(n) for "(n):
G(n)
(
z1, z2;α2/2)= ∞∫
0
e−α
2t/2p(n)(t, z1, z2)dt.
In fact, by (2.2) and (3.8), we easily obtain
G(n)
(
z1, z2;α2/2)= (2π)−(n−1)/2 ∞∫
0
v(n−3)/2 e−v cosh(r)Iαn(v)dv,
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where αn = (α2 + (n − 1)2/4)1/2. Moreover, by using the Lipschitz–
Hankel formula (cf. [10], p. 694)
∞∫
0
e−u cosh(r)Iν(u)uµ−1 du=
√
π
2
e−(µ−1/2)π
√−1 Q
µ−1/2
ν−1/2 (cosh(r))
(sinh(r))µ−1/2
,
where µ+ν > 0, r > 0 and Qµν is the associated Legendre function given
by
Qµν (u)=
eµπ i
√
π &(ν +µ+ 1)
2ν+1&(ν + 3/2)
(z2 − 1)µ/2
zν+µ+1
(3.9)
× F
(
ν +µ
2
+ 1, ν +µ+ 1
2
;ν + 3
2
; 1
z2
)
for the Gauss hypergeometric function F = 2F1, we obtain the following.
THEOREM 3.3. – The Green function G(n)(z1, z2;α2/2) is given by
G(n)
(
z1, z2;α2/2)= 2(2π)−n/2e−(n−2)π√−1/2 Q(n−2)/2αn−1/2 (cosh(r))
(sinh(r))(n−2)/2
,(3.10)
where r = d(z1, z2) and αn = (α2 + (n− 1)2/4)1/2.
It should be mentioned that the function Q0ν coincides with the
Legendre function Qν and, when n= 2, we can find the same expression
for the Green function in physics literature (see Grosche and Steiner [11],
p. 306). Moreover, in this case, it is known (cf., e.g., [6,17]) that
G(2)
(
z1, z2;α2/2)= 12π &(s)
2
&(2s)
σ−sF
(
s, s;2s;σ−1)
holds, where s =√α2 + 1/4+1/2 = α2+1/2 and σ = (1+cosh(r))/2.
It is not difficult to show the coincidence of these two different
expressions for G(2). Therefore we obtain the following formula which
we will use in the next sections;
Qs−1
(2− z
z
)
= 1
2
&(s)2
&(2s)
zsF (s, s;2s; z), 0 < z < 1,(3.11)
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which may be also proved from the definition (3.9) of Qν and the formula
(cf. [10], p. 999)
F(α,β;2β; z)=
(
1− z
2
)−α
F
(
α
2
,
α+ 1
2
;β + 1
2
;
(
z
2− z
)2)
.
When n= 3, it is easy to show from (3.3)
G(3)
(
z1, z2;α2/2)= e−α3r2π sinh(r) .(3.12)
On the other hand, by using the formula (cf. [10], p. 959)
Q
1/2
ν−1/2
(
cosh(r)
)=√−1√ π
2 sinh(r)
e−νr ,
we obtain (3.12) also from (3.10).
4. Complex hyperbolic spaces
Let Hnc , n 2, be the upper half space in Cn given by{
z= (z1, z2, . . . , zn)= (z1, z˜ ) ∈ Cn; h(z)≡ Im(z1)− n∑
k=2
∣∣zk∣∣2 > 0},
endowed with the Bergman metric
ds2c =−
n∑
j,k=1
∂zj ∂z¯k log(h)dzj dz¯k.
If we consider the unit ball {|z|< 1} in Cn with the Bergman metric
−
n∑
j,k=1
∂zj ∂z¯k log
(
1 −
n∑
k=1
∣∣zk∣∣2)dzj dz¯k,
it is isometric with Hnc and the isometry is given by the (generalized)
Cayley transform. For details, see, e.g., [4,5,26], but we should be aware
of the difference of conventions.
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If we change the coordinates by x = Re(z1) and y = h(z), straightfor-
ward calculations show
ds2c =
(dy)2
4(y)2
+ 1
y
n∑
k=2
((
dxk
)2 + (dyk)2)(4.1)
+ 1
4(y)2
(
dx − 2
n∑
k=2
(
yk dxk − xk dyk))2,
where zk = xk + √−1yk, k = 2, . . . , n, and we denote the kth power
of y by (y)k to distinguish it from the imaginary part yk of the kth
component zk. Note that yk dxk − xk dyk = Im(zk dz¯k). It is easy to
obtain the matrix of the components of the metric tensor, its inverse and
its determinant from (4.1). In this coordinate system, the Riemannian
volume element dvc is given by
dvc(z)= 14 y
−(n+1) dy dx
n∏
k=2
dxk dyk
and the Laplace–Beltrami operator "(n)c on Hnc is written as
"(n)c = 4(y)2
(
∂
∂y
)2
− 4(n− 1)y ∂
∂y
+ 4(y)2
(
∂
∂x
)2
+ y
n∑
k=2
{(
∂
∂xk
+ 2yk ∂
∂x
)2
+
(
∂
∂yk
− 2xk ∂
∂x
)2}
.
The general form of the distance dc(z1, z2), zi = (yi, xi, z˜i), has been
given in the above cited references and we can show that, if x1 = x2 and
z˜1 = z˜2,
dc(z1, z2)= 12
∣∣∣∣log(y2y1
)∣∣∣∣,
which is also easily shown from (4.1). Since the general complicated
form of the distance function is not necessary, we do not give it here.
Let p(n)c (t, z1, z2) be the heat kernel of the semigroup generated by
"(n)c /2 with respect to the volume element. The main result in this section
is the following.
THEOREM 4.1. – For every t > 0, z1, z2 ∈ H(n)c , it holds that
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p(n)c (t, z1, z2)= 2
∞∫
r
p(2n+1)t (ρ)
sinh(ρ)√
(cosh(ρ))2 − (cosh(r))2 dρ,(4.2)
where r = dc(z1, z2) and p(2n+1)t (ρ) is the function given in Section 3
which gives the heat kernel on the (2n+ 1)-dimensional real hyperbolic
space H2n+1.
Remark. – Combining our result (4.2) with formula (3.4), we obtain
p(n)c (t, z1, z2)=
2e−n2t/2
(2π)n(2πt)1/2
∞∫
r
( −1
sinh(ρ)
∂
∂ρ
)n(
e−ρ
2/2t)
× sinh(ρ)√
(cosh(ρ))2 − (cosh(r))2 dρ,
which is of the same form as given in Lohoué and Rychener [19].
Before proceeding to a proof of Theorem 4.1, we give an explicit
expression for the Brownian motion on Hnc and mention that we cannot
obtain (4.2) in a direct way. For this purpose, we let {(w1t ,w2t , . . . ,w2nt ),
t  0} be a 2n-dimensional standard Brownian motion starting from 0.
Then, setting
Yt = Y0 exp(2w1t − 2nt), Xt =X0 + 2
t∫
0
Ys dw2s + 4St ,
Xkt =Xk0 +
t∫
0
Y 1/2s dw2k−1s ,
Y kt = Y k0 +
t∫
0
Y 1/2s dw2ks , k = 2, . . . , n,
where St = 12
∑n
k=2
∫ t
0 (Y
k
s dXks −Xks dY ks ), we can easily show by Itô’s for-
mula that the stochastic process {(Yt,Xt, Z˜t ), t  0}, Z˜t = (X2t , Y 2t , . . . ,
Xnt , Y
n
t ), is a Brownian motion on Hnc .
Consider the conditional probability distribution given {Yt} or {w1t }.
Then, {Z˜t} is a 2(n − 1)-dimensional Brownian motion, time-changed
by
∫ t
0 Ys ds, and {St} is a sum of independent Lévy’s stochastic areas.
Therefore, in order to obtain an explicit formula for p(n)c (t, z1, z2)
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directly from the expression above for the Brownian motion on Hnc ,
we need the explicit form of the density of the joint distribution of
(w2k−1t ,w2kt ,
∫ t
0 (w
2k
s dw2k−1s −w2k−1s dw2ks )). It is not known at present.
Now, taking the Fourier transform in the variable x into account,
we consider the heat kernel corresponding to the following differential
operator:
"̂ξ = 4(y)2
(
∂
∂y
)2
− 4(n− 1)y ∂
∂y
− 4ξ 2(y)2 − 2yHξ ,
where
Hξ =−12
n∑
k=2
{(
∂
∂xk
+ 2√−1 ξyk
)2
+
(
∂
∂yk
− 2√−1 ξxk
)2}
.
Then we show the following.
LEMMA 4.2. – For ξ ∈ R, let qξ (t, (y1, z˜1), (y2, z˜2)), t > 0, yi > 0,
z˜i ∈ Cn ∼= R2(n−1), be the heat kernel of the semigroup generated by "̂ξ/2
with respect to the Lebesgue measure on R+×R2(n−1). Then, it holds that
p(n)c (t, z1, z2)(4.3)
= 2(y2)
n+1
π
∫
R
e
√−1(x1−x2)ξ qξ
(
t, (y1, z˜1), (y2, z˜2)
)
dξ,
where zi = (yi, xi, z˜i), i = 1,2.
Proof. – For f0 ∈ C∞0 (Hnc ), let ft(z) be the unique solution to the heat
equation
∂ft
∂t
= 1
2
"(n)c ft , ft (z)|t=0 = f0(z),(4.4)
and set
f̂t (ξ, y, z˜ )=
∫
R
e−
√−1xξft (y, x, z˜ )dx.(4.5)
Then, f̂t (ξ, ·, ·) is the unique solution to
∂ut (y, z˜ )
∂t
= 1
2
"̂ξut (y, z˜ ), u0(y, z˜ )= f̂0(ξ, y, z˜ ).
H. MATSUMOTO / Bull. Sci. math. 125 (2001) 553–581 567
On one hand, one has by (4.4)
f̂t (ξ, y1, z˜1)=
∫
R
e−
√−1x1ξ dx1
×
∫
R+×R2n−1
p(n)c (t, z1, z2)f0(z2)
1
4
(y2)
−(n+1) dz2,
where dz2 = dy2 dx2 dz˜2 and dz˜2 =∏nk=2 dxk2 dyk2 . On the other hand, one
has by (4.5)
f̂t (ξ, y1, z˜1)=
∫
R+×R2(n−1)
qξ
(
t, (y1, z˜1), (y2, z˜2)
)
f̂0(ξ, y2, z˜2)dy2 dz˜2
=
∫
R+×R2n−1
qξ
(
t, (y1, z˜1), (y2, z˜2)
)
e−
√−1x2ξf0(z2)dz2.
The assertion of the lemma follows by comparing these two expressions
for f̂t and inverting the Fourier transform. ✷
The operator Hξ is a direct sum of the Schrödinger operators with
constant magnetic fields on R2, for which the explicit expressions of
the heat kernels, the spectra and the eigenfunctions are well known (cf.,
e.g., [22]). In particular, the explicit form of the heat kernels are shown
by Lévy’s formula for the stochastic area. This means that the differential
operator "̂ξ is expressed as a skew-product of a one-dimensional operator
with an exponential scalar potential and a well known operator. As is seen
below, we can show an explicit form of qξ by using Proposition 2.2 and,
inserting it into (4.3), we obtain (4.2).
Moreover, since the heat kernel p(n)c (t, z1, z2) is a function in r =
dc(z1, z2) for fixed t > 0 by virtue of the symmetry of the space Hnc ,
we need only to consider the case where x1 = x2 and z˜1 = z˜2.
We now give an expression for qξ (t, (y1, z˜1), (y2, z˜2)) when z˜1 = z˜2.
PROPOSITION 4.3. – Assume z˜1 = z˜2. Then, for any ξ ∈ R, one has
qξ
(
t, (y1, z˜1), (y2, z˜2)
)= e−n2t/2|ξ |n−1
2y2πn−1
(
y1
y2
)n/2
(4.6)
×
∞∫
0
(
sinh(v)
)−n
e−|ξ |(y1+y2) coth(v)θφ(t)dv,
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where θφ(t) is the function defined by (2.1) and φ = 2|ξ |√y1y2/
sinh(v).
Proof. – We do not use the assumption for a while. Letting {(Bt ,w3t ,
. . . ,w2nt ), t  0} be the (2n − 1)-dimensional standard Wiener process
starting from 0, the stochastic process {(Yt, Z˜t ), t  0}, Z˜t = (X2t , Y 2t ,
. . . ,Xnt , Y
n
t ), given by
Yt = y1 exp(2B(µ)t ), Xkt = xk1 +
t∫
0
Y 1/2s dw2k−1s ,
Y kt = yk1 +
t∫
0
Y 1/2s dw2ks , k = 2, . . . , n,
is a diffusion process starting from (y1, z˜1) generated by "̂0/2, where
µ=−n and B(µ)t = Bt +µt . Moreover, setting
St = 12
n∑
k=2
t∫
0
(
Y ks dXks −Xks dY ks
)
and
A
(µ)
2 (t)=
t∫
0
exp
(
4B(µ)s
)
ds,
we easily obtain by using Itô’s formula
qξ
(
t, (y1, z˜1), (y2, z˜2)
)
=
∫
W(2n−1)
e−2ξ
2(y1)
2A(µ)2 (t)+4
√−1ξSt δ(y2,z˜2)(Yt , Z˜t )dP (2n−1),
where δ(y2,z˜2) is the Dirac delta function with respect to the Lebesgue
measure.
Note that, setting A(µ)1 (t) =
∫ t
0 exp(2B(µ)s )ds, there exists a 2(n− 1)-
dimensional Wiener process {(w˜3s , . . . , w˜2ns ), s  0} starting from 0 and
independent of {B(µ)s , s  0} such that
Xkt = xk1 + w˜2k−1y1A(µ)1 (t) and
Y kt = yk1 + w˜2ky1A(µ)1 (t), k = 2, . . . , n.
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Moreover, setting
S˜ kt =
1
2
t∫
0
(
w˜2ks dw˜2k−1s − w˜2k−1s dw˜2ks
)
,
we have
St = 12 z˜1 × Z˜t +
n∑
k=2
S˜ k
y1A
(µ)
1 (t)
,
where z˜1 × z˜2 =∑nk=2(yk1xk2 − xk1yks ). Therefore, taking the conditional
expectation given {Bt, t  0} as we did in the proof of Theorem 3.1 and
using Lévy’s formula for stochastic area (cf. [18], p. 473), we obtain
qξ
(
t, (y1, z˜1), (y2, z˜2)
)
= e2
√−1ξ(z˜1×z˜2)
∫
W(2n−1)
e−2ξ
2(y1)
2A(µ)2 (t)
(
ξ
π sinh(2ξy1A(µ)1 (t))
)n−1
× e−ξ coth(2ξy1A(µ)1 (t))·|z˜2−z˜1|2δy2
(
y1e
2B(µ)t
)
dP (2n−1)
= e
2
√−1ξ(z˜1×z˜2)
2y2
∫
W(2n−1)
e−2ξ
2(y1)
2A(µ)2 (t)
(
ξ
π sinh(2ξy1A(µ)1 (t))
)n−1
× e−ξ coth(2ξy1A(µ)1 (t))·|z˜2−z˜1|2δlog((y2/y1)1/2)
(
B(µ)t
)
dP (2n−1).
In principle, we can compute the last generalized expectation by using
Proposition 2.2. However, it seems too complicated to evaluate explicitly.
Therefore, to proceed further, we now assume z˜1 = z˜2. Then, recalling
µ=−n, we obtain
qξ
(
t, (y1, z˜1), (y2, z˜1)
)
= 1
2y2
∞∫
0
E
[
e−2ξ
2(y1)
2A(µ)2 (t)
∣∣∣∣A(µ)1 (t)= u,B(µ)t = 12 log
(
y2
y1
)]
×
(
ξ
π sinh(2ξy1u)
)n−1
f (µ)t
(
u,
1
2
log
(
y2
y1
))
du
= e
−n2t/2|ξ |n−1
2y2πn−1
(
y1
y2
)n/2 ∞∫
0
(
sinh(v)
)−n
e−|ξ |(y1+y2) coth(v)θφ(t)dv
by using (2.4). ✷
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We proceed to a proof of Theorem 4.1, in which Gruet’s formula (3.2)
plays an important role.
Proof of Theorem 4.1. – We prove (4.2) under the assumption x1 = x2
and z˜1 = z˜2. Recall that, in this case, | log(y1/y2)| = 2r , r = dc(z1, z2),
and that we have
p(n)c (t, z1, z2)=
2(y2)n+1
π
∫
R
qξ
(
t, (y1, z˜1), (y2, z˜1)
)
dξ.
By using (4.6), we obtain
p(n)c (t, z1, z2)=
(y1y2)
n/2
πn
e−n
2t/2
∫
R
|ξ |n−1 dξ(4.7)
×
∞∫
0
(
sinh(v)
)−n
e−|ξ |(y1+y2) coth(v)θφ(t)dv,
where φ = 2|ξ |√y1y2/ sinh(v), and, by using (2.1),
p(n)c (t, z1, z2)
= 4(y1y2)
(n+1)/2 e−n2t/2
πn+1(2πt)1/2
∞∫
0
ξn dξ
∞∫
0
(
sinh(v)
)−(n+1)
e−ξ(y1+y2) coth(v) dv
×
∞∫
0
e(π
2−b2)/2t e−2ξ
√
y1y2 cosh(b)/ sinh(v) sinh(b) sin
(
πb
t
)
db,
where the triple integral is absolutely convergent.
The integral in ξ is of the Gamma function type and, carrying out it
first, we obtain
p(n)c (t, z1, z2)=
4 e−n2t/2&(n+ 1)
(2π)n+1(2πt)1/2
∞∫
0
dv
×
∞∫
0
e(π
2−b2)/2t sinh(b) sin(πb/t)
(cosh(r) cosh(v)+ cosh(b))n+1 db.
H. MATSUMOTO / Bull. Sci. math. 125 (2001) 553–581 571
Now, applying Gruet’s formula (3.2), replacing n by 2n+ 1, we obtain
p(n)c (t, z1, z2)= 2
∞∫
0
p(2n+1)t
(
Argcosh
(
cosh(r) cosh(v)
))
dv.
Finally, changing the variables by cosh(ρ) = cosh(r) cosh(v), we ob-
tain (4.2). ✷
The Green function is described as follows.
THEOREM 4.4. – The Green function G(n)c (z1, z2;α2/2) is given by
G(n)c
(
z1, z2;α2/2)(4.8)
= 1
2πn
&(αn)
2
&(2αn − n+ 1)
F (αn,αn;2αn − n+ 1; (cosh(r))−2)
(cosh(r))2αn
,
where αn = 2−1(
√
α2 + n2 + n) and r = dc(z1, z2).
Proof. – Assuming x1 = x2 and z˜1 = z˜2 again, we start from the
identity (4.7). Then, by the definition of the function θr(t), we obtain
G(n)c
(
z1, z2;α2/2)
= 2(y1y2)
n/2
πn
∞∫
0
ξn−1 dξ
×
∞∫
0
(
sinh(v)
)−n
e−ξ(y1+y2) coth(v)I√
α2+n2
(2√y1y1ξ
sinh(v)
)
dv.
Moreover, changing the variables by η= 2√y1y2ξ/ sinh(v), we obtain
G(n)c
(
z1, z2;α2/2)
= 2
(2π)n
∞∫
0
ηn−1I√
α2+n2(η)dη
∞∫
0
e−η cosh(r) cosh(v) dv.
Now we recall the integral representation of the Macdonald function
(cf. [10], p. 907)
∞∫
0
e−β cosh(v) cosh(νv)dv =Kν(β)(4.9)
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for β > 0 and the identity ([10], p. 676)
∞∫
0
x−λKµ(ax)Iν(bx)dx(4.10)
= b
ν&(γ1)&(γ2)
2λ+1a−λ+ν+1&(1+ ν)F
(
γ1, γ2;ν + 1; b
2
a2
)
for a > b and ν + 1 − λ ± µ > 0, where γ1 = (1 − λ+ µ + ν)/2 and
γ2 = (1− λ−µ+ ν)/2. Then we obtain
G(n)c
(
z1, z2;α2/2)
= 2
(2π)n
∞∫
0
ηn−1K0
(
η cosh(r)
)
I√
α2+n2(η)dη
= 1
2πn
&(αn)
2
&(1+√α2 + n2)
F (αn,αn;1+
√
α2 + n2; (cosh(r))−2)
(cosh(r))2αn
,
which is exactly (4.8). ✷
Remark. – Combining (3.11), (4.8) and the formula
dk
dxk
(
xγ−1F(α,β;γ ;x))= &(γ )
&(γ − k) x
γ−k−1F(α,β;γ − k;x),
we can show that the Green function G(n)c may be expressed in terms of
the Legendre (spherical) function Qν in the following manner: using the
same notations as in Theorem 4.4,
G(n)c
(
z1, z2;α2/2)
= π−nxn−αn d
n−1
dxn−1
(
xαn−1Qαn−1
(2− x
x
))∣∣∣∣
x=(cosh(r))−2
.
5. Quaternion hyperbolic spaces
For the quaternion hyperbolic spaces Sp(1, n)/Sp(1)Sp(n), n  2, we
follow the conventions in Venkov [26] and we realize it in the upper
half space {z = (z1, . . . , z2n); Im(z1) > 0} in C2n, endowed with the
Riemannian metric
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ds2q =
(dy)2
(y)2
+ 1
(y)2
n∑
k=2
(
dzk dz¯k + dzn+k dz¯n+k)(5.1)
+ 1
(y)4
(
dx + Im
n∑
k=2
(
z¯k dzk + z¯n+k dzn+k))2
+ 1
(y)4
∣∣∣∣∣dzn+1 +
n∑
k=2
(
zn+k dzk − zk dzn+k)∣∣∣∣∣
2
,
where z1 = x +√−1y. We write zk = xk +√−1yk for k = 2, . . . ,2n.
An expression for the distance function r = dq(z1, z2) is also given
in [26], but we do not need the general form. What we need is that, if
x1 = x2 and zk1 = zk2, k = 2, . . . ,2n, we have
dq(z1, z2)=
∣∣∣∣log(y2y1
)∣∣∣∣,(5.2)
which is easily deduced from (5.1).
From (5.1), we can write down the 4n × 4n matrix of the com-
ponents of the metric tensor (gij ), where we do it in the coordinate
system (y, x, x2, y2, . . . , x2n, y2n). The inverse matrix (gij ) is given in
block form (hp,q)p,q=1,...,2n, hp,q being 2 × 2 matrices, as follows. Set-
ting
|z˜|2 =
n∑
k=2
(∣∣zk∣∣2 + ∣∣zn+k∣∣2),
we have
h1,1 =
(
(y)2 0
0 (y)4 + (y)2|z˜|2
)
, h1,k = (y)2
(
0 0
yk −xk
)
,
hk,k = (y)2
(
1 0
0 1
)
, hn+1,n+1 = ((y)4 + (y)2|z˜ |2)(1 00 1
)
,
hA,n+1 = (y)2
(−xn+k −yn+k
yn+k −xn+k
)
, hn+1,n+A = (y)2
(
xA −yA
yA xA
)
,
where k moves on the set {2, . . . , n, n+ 2, . . . ,2n}, A on {2, . . . , n} and
the other blocks hp,q for p  q are zero matrices. The inverse matrix
(gij ) is determined from the above data since it is a symmetric matrix.
While (gij ) is of complicated form with zeros only on the first array and
574 H. MATSUMOTO / Bull. Sci. math. 125 (2001) 553–581
row, the inverse matrix is of a simple form with many zero components.
The author found the inverse matrix by using Mathematica when n = 2
and, from it, guessed and checked the result in the general dimensional
case.
Now we can easily show that det(gij )= (y)−(8n+6), as is given in [26],
and that the Riemannian volume element dvq(z) is given by
dvq(z)= (y)−(4n+3) dy dx
2n∏
k=2
dxk dyk.
Moreover it is now also easy to write down explicitly the Laplace–
Beltrami operator "(n)q ; writing in the most convenient form for our
purpose,
"(n)q = (y)2
(
∂
∂y
)2
− (4n+ 1)y ∂
∂y
+ (y)4
[(
∂
∂x
)2
+
(
∂
∂xn+1
)2
+
(
∂
∂yn+1
)2]
+ (y)2
n∑
k=2
[(
∂
∂xk
+ yk ∂
∂x
− xn+k ∂
∂xn+1
− yn+k ∂
∂yn+1
)2
+
(
∂
∂yk
− xk ∂
∂x
+ yn+k ∂
∂xn+1
− xn+k ∂
∂yn+1
)2
+
(
∂
∂xn+k
+ yn+k ∂
∂x
+ xk ∂
∂xn+1
+ yk ∂
∂yn+1
)2
+
(
∂
∂yn+k
− xn+k ∂
∂x
− yk ∂
∂xn+1
+ xk ∂
∂yn+1
)2]
.
As is guessed from the above expression for the Laplacian, we can
show an explicit expression for the heat kernel p(n)q (t, z1, z2) with respect
to the volume element dvq in quite a similar way to that in the previous
section. Again, although we can express the Brownian motion on Hnq
explicitly as a Wiener functional, Lévy’s stochastic area appears in the
expression and we are not able to show the expression in a direct
way.
The result is the following.
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THEOREM 5.1. – For z1, z2 ∈ Hnq and t > 0, it holds that
p(n)q (t, z1, z2)=
4π
(cosh(r))2
∞∫
r
p(4n+3)t (ρ)(5.3)
× sinh(ρ)
√(
cosh(ρ)
)2 − (cosh(r))2 dρ,
where r = dq(z1, z2) and p(4n+3)t (ρ) is the function which gives the heat
kernel on the (4n+ 3)-dimensional real hyperbolic space H4n+3.
For a proof, taking the Fourier transform in the three variables x, xn+1
and yn+1, we consider the following operator "̂(ξ,η,ζ ), ξ, η, ζ ∈ R;
"̂(ξ,η,ζ ) = (y)2
(
∂
∂y
)2
− (4n+ 1)y ∂
∂y
− κ2(y)4 − 2(y)2
n∑
k=2
Hk,
where, setting κ = (ξ 2 + η2 + ζ 2)1/2,
C =

0 ξ −η −ζ
−ξ 0 −ζ η
η ζ 0 ξ
ζ −η −ξ 0
 , z˜k =

xk
yk
xn+k
yn+k
 ,
∇k =

∂/∂xk
∂/∂yk
∂/∂n+k
∂/∂yn+k
 ,
and Hk is the Schrödinger operator with uniform magnetic field on R4
given by
Hk =−12
(∇k +√−1Cz˜k)2.
Then the following lemma is proved in the same way as Lemma 4.2.
In the following, we denote the points zi ∈ Hnq, i = 1,2, by zi = (yi, xi,
xn+1i , y
n+1
i , z˜i), where yi > 0, xi, xn+1i , yn+1i ∈ R, z˜i ∈ C2(n−1) ∼= R4(n−1).
Moreover we denote by q(ξ,η,ζ )(t, (y1, z˜1), (y2, z˜2)) the heat kernel of the
semigroup generated by "̂(ξ,η,ζ )/2 with respect to the Lebesgue measure
on R+ ×R4(n−1).
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LEMMA 5.2. – One has
p(n)q (t, z1, z2)(5.4)
= (y2)
4n+3
(2π)3
∫
R3
e
√−1(ξ(x1−x2)+η(xn+11 −xn+12 )+ζ(yn+11 −yn+12 ))
× q(ξ,η,ζ )(t, (y1, z˜1), (y2, z˜2))dξ dη dζ.
An expression for q(ξ,η,ζ ) is given by the following.
PROPOSITION 5.3. – If z˜1 = z˜2, one has
q(ξ,η,ζ )
(
t, (y1, z˜1), (y2, z˜2)
)(5.5)
= 1
y2
(
y1
y2
)2n+1(
κ
2π
)2(n−1)
e−(2n+1)
2t/2
×
∞∫
0
exp
(− κ2 ((y1)2 + (y2)2) coth(v))
(sinh(v))2n−1
θφ1(t)dv,
where κ = (ξ 2 + η2 + ζ 2)1/2 and φ1 = κy1y2/ sinh(v).
Proof. – At first we note that the diffusion process (Yt, Z˜t ) starting
from (y1, z˜1) generated by "̂(0,0,0)/2 may be expressed as
Yt = y1 exp(B(µ)t ), Xkt = xk1 +
t∫
0
Ys dw2k−1s ,
Y kt = yk1 +
t∫
0
Ys dw2ks ,
k = 2, . . . , n, n + 2, . . . ,2n, where {(Bt ,w3t , . . . ,w2nt ,w2n+3t , . . . ,w4nt ),
t  0} is a standard (4n−3)-dimensional Wiener process starting from 0,
B
(µ)
t = Bt + µt and µ=−(2n+ 1). Moreover, denoting by Z˜ks the R4-
valued process whose components are Xks , Y ks , Xn+ks , Y n+ks , and using
Itô’s formula, we easily obtain
q(ξ,η,ζ )
(
t, (y1, z˜1), (y2, z˜2)
)
=
∫
W(4n−3)
exp
(
−κ
2
2
t∫
0
Y 4s ds
)
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× exp
(√−1 n∑
k=2
t∫
0
〈
CZ˜ks , dZ˜
k
s
〉)
δ(y2,z˜2)(Yt , Z˜t )dP (4n−3),
where 〈·, ·〉 is the standard inner product in R4 and Z˜t = (X2t , . . . , Y nt ,
Xn+2t , . . . , Y 2nt ).
Note that, if κ = 0, the skew-symmetric matrix C is non-degenerate
and its eigenvalues are ±√−1κ , both being of multiplicity 2. Therefore,
using the rotation invariance of the probability law of Brownian motion
and Lévy’s formula for stochastic area, we obtain by taking the condi-
tional expectation given {Ys, 0 s  t}
q(ξ,η,ζ )
(
t, (y1, z˜1), (y2, z˜2)
)
=
∫
W(4n−3)
exp
(
−κ
2
2
(y1)
4A
(µ)
2 (t)
)
×
(
κ
2π sinh(κ(y1)2A(µ)1 (t))
)2(n−1)
δy2
(
y1 exp
(
B(µ)t
))
dP (4n−3)
= 1
y2
∫
W(4n−3)
exp
(
−κ
2
2
(y1)
4A
(µ)
2 (t)
)
×
(
κ
2π sinh(κ(y1)2A(µ)1 (t))
)2(n−1)
δlog(y2/y1)
(
B(µ)t
)
dP (4n−3),
if z˜1 = z˜2, where A(µ)1 (t) and A(µ)2 are the exponential functionals defined
in Section 2.
Now, applying Proposition 2.2, we obtain (5.5) in the same way as in
the proof of Proposition 4.3. ✷
Proof of Theorem 5.1. – We show the theorem when x1 = x2, xn+11 =
xn+12 , y
n+1
1 = yn+12 and z˜1 = z˜2. Under this assumption, we deduce from
Lemma 5.2 and Proposition 5.3
p(n)q (t, z1, z2)(5.6)
= (y1y2)
2n+1 e−(2n+1)2t/2
(2π)2n+1
∫
R3
(
ξ 2 + η2 + ζ 2)n−1 dξ dη dζ
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×
∞∫
0
exp(− (ξ2+η2+ζ 2)1/22 ((y1)2 + (y2)2) coth(v))
(sinh(v))2n−1
θφ1(t)dv
= 2(y1y2)
2n+2 e−(2n+1)2t/2
π(2π)2n(2πt)1/2
∞∫
0
κ2n+1 dκ
×
∞∫
0
exp(− κ2 ((y1)2 + (y2)2) coth(v))
(sinh(v))2n
dv
×
∞∫
0
e(π
2−b2)/2t e−κy1y2 cosh(b)/ sinh(v) sinh(b) sin
(
πb
t
)
db.
As in the proof of Theorem 4.1, the last triple integral is absolutely
convergent and we integrate in κ first. Then we obtain by (5.2)
p(n)q (t, z1, z2)=
2e−(2n+1)2t/2&(2n+ 2)
π(2π)2n(2πt)1/2
∞∫
0
(
sinh(v)
)2 dv
×
∞∫
0
e(π
2−b2)/2t sinh(b) sin(πb/t)
(cosh(r) cosh(v)+ cosh(b))2n+2 db.
Now we use Gruet’s formula (3.2), replacing n by 4n+3. Then we obtain
p(n)q (t, z1, z2)
= 4π
∞∫
0
p(4n+3)t
(
Argcosh
(
cosh(r) cosh(v)
)) · (sinh(v))2 dv
= 4π
∞∫
r
p(4n+3)t (ρ)
sinh(ρ)
√
(cosh(ρ))2 − (cosh(r))2
(cosh(r))2
dρ,
which is exactly (5.3). ✷
THEOREM 5.4. – The Green function G(n)q (z1, z2;α2/2) is given by
G(n)q
(
z1, z2;α2/2)= &(αn + n)&(αn + n− 1)2π2n&(2αn)(5.7)
× F(αn + n,αn + n− 1;2αn; (cosh(r))
−2)
(cosh(r))2(αn+n)
,
where αn = (
√
α2 + (2n+ 1)2 + 1)/2.
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Proof. – By (5.6), integrating in t first, we obtain
G(n)q
(
z1, z2;α2/2)
= 2(y1y2)
2n+1
(2π)2n
∞∫
0
κ2n dκ
×
∞∫
0
exp
(− κ2 ((y1)2 + (y2)2) coth(v))
(sinh(v))2n−1
Iα1
(
y1y2κ
sinh(v)
)
dv
= 2
(2π)2n
∞∫
0
κ2nIα1(κ)dκ
∞∫
0
e−κ cosh(r) cosh(v)
(
sinh(v)
)2 dv,
where α1 =
√
α2 + (2n+ 1)2.
We recall the integral representation (4.9) and the following recurrence
formula for the Macdonald function Kν (cf. [10], p. 919),
Kν+1(x)−Kν−1(x)= 2ν
z
Kν(x),
which yield
∞∫
0
e−x cosh(v)
(
sinh(v)
)2 dv = 1
x
K1(x), x > 0.
Therefore we obtain
G(n)q
(
z1, z2;α2/2)= 2
(2π)2n cosh(r)
∞∫
0
κ2n−1K1
(
κ cosh(r)
)
Iα1(κ)dκ.
Finally, applying formula (4.10), we obtain (5.7). ✷
Remark. – Combining (3.11) and (5.7) with the formula
dk
dxk
(
xα+k−1F(α,β;γ ;x))= &(α+ k)
&(α)
xα−1F(α+ k,β;γ ;x),
we can prove
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G(n)q
(
z1, z2;α2/2)
= π−2nxn+1 d
n
dxn
(
xn
dn−1
dxn−1
(
xn−2Qαn−1
(2− x
x
)))∣∣∣∣
x=(cosh(r))−2
,
where we have used the same notations as in Theorem 5.4.
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