Introduction
Let M be a compact three-manifold equipped with a Riemannian metric g. We denote by F the set of all embedded surfaces Σ ⊂ M such that Σ is homeomorphic to RP 2 . Throughout this paper, we shall assume that F is non-empty. We define (1) A (M, g) = inf{area(Σ, g) : Σ ∈ F }.
Recall that the systole of (M, g) is defined as (2) sys(M, g) = inf{L(γ) : γ is a non-contractible loop in M } (see e.g. [8] ). The definition (1) is similar in spirit to (2) . Rather than minimizing lengths of non-contractible loops, we minimize area among embedded projective planes. The quantity A (M, g) is also related to the notion of width studied by Colding and Minicozzi [5] , [6] . Our main result is the following: Theorem 1. Let (M, g) be a compact three-manifold equipped with a Riemannian metric. Moreover, we assume that M contains an embedded projective plane. Then
Here, R g denotes the scalar curvature of the metric g.
Combining (3) and (4) yields
We note that Gromov and Lawson proved that
where Rad(M, g) denotes the homology filling radius of (M, g) (see [9] , Theorem G 2 ). A similar result was established by Schoen and Yau (cf. [20] , Theorem 1).
The inequalities (3) and (4) are both sharp on RP 3 . Indeed, if g denotes the round metric on RP 3 with constant sectional curvature 1, then R g = 6 and sys(RP 3 , g) = π. Using (3) and (4), we conclude that A (RP 3 , g) = 2π. We next characterize the case of equality in (3).
Theorem 2. Let (M, g) be a compact three-manifold equipped with a Riemannian metric. Moreover, we assume that M contains an embedded pro-
) is isometric to RP 3 up to scaling. We now describe the proof of Theorem 1. The inequality (4) follows directly from a classical theorem due to Pu [19] . The proof of (3) is more subtle. General results of Meeks, Simon, and Yau [17] imply that the infimum in (1) is attained by an embedded surface Σ ∈ F . The inequality (4) is then obtained using special choices of variations in the second variation formula. When Σ is two-sided, we consider unit-speed variations. When Σ is one-sided, we use a technique due to Hersch [14] to construct suitable sections of the normal bundle. This trick has also been used in other contexts, see e.g. [5] , [15] , [18] .
In order to prove Theorem 2, we assume that g 0 is a Riemannian metric on M satisfying A (M, g 0 ) inf M R g 0 = 12π. By scaling, we may assume that A (M, g 0 ) = 2π and inf M R g 0 = 6. We then evolve the metric g 0 by Hamilton's Ricci flow. We show that A (M, g(t)) ≥ 2π(1 − 4t) and inf M R g(t) ≥ 6 1−4t . Using Theorem 1, we conclude that both inequalities are, in fact, equalities. The strict maximum principle then implies that (M, g(t)) has constant sectional curvature for each t.
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Proof of Theorem 1
In this section, we present the proof of Theorem 1. As above, we assume that M is a compact three-manifold which contains an embedded projective plane. In order to verify (4), we need the following result:
Proof. We argue by contradiction. If the map i # : π 1 (Σ) → π 1 (M ) fails to be injective, then the bundle T M | Σ is orientable. Since the tangent bundle T Σ is non-orientable, we conclude that Σ has non-trivial normal bundle. Let γ : [0, 1] → Σ be a smooth closed curve in Σ which represents a non-trivial element of π 1 (Σ). For each t ∈ [0, 1], we can find a unit vector ν(t) ∈ T γ(t) M which is orthogonal to the tangent space T γ(t) Σ. Moreover, we may assume that ν(t) depends continuously on t. Since Σ has non-trivial normal bundle, we have ν(0) = −ν(1).
For each ε > 0, we define a path γ ε :
Clearly, γ ε is a smooth closed curve in M . If we choose ε > 0 sufficiently small, then the curve γ ε intersects Σ in exactly one point, and the intersection is transversal. Consequently, γ ε represents a non-trivial element of π 1 (M ). Since γ ε is homotopic to γ, it follows that γ represents a non-trivial element of π 1 (M ). This is a contradiction.
Combining Proposition 3 with Pu's inequality, we can draw the following conclusion:
Proof. Fix an arbitrary surface Σ ∈ F . Then Σ is homeomorphic to RP 2 , and the induced map i # :
Since Σ ∈ F is arbitrary, the assertion follows.
We now describe the proof of (3). In the first step, we show that the infimum in (1) is attained by some surface Σ ∈ F . To that end, we employ a general theorem of Meeks, Simon, and Yau [17] (see also [13] , Theorem 5.2).
Proposition 5. There exists a surface
Proof. We can find a sequence of surfaces Σ k ∈ F such that
where J (Σ k ) denotes the collection of all embedded surfaces isotopic to Σ k . By Theorem 1 in [17] , a subsequence of the sequence Σ k converges weakly to a disjoint union of smooth embedded minimal surfaces Σ (1) , . . . , Σ (R) with positive integer multiplicities. More precisely, we can find positive integers R, n 1 , . . . , n R and pairwise disjoint embedded minimal surfaces
for every continuous function f : M → R. In particular, we have
Following Meeks, Simon, and Yau [17] , we define surfaces S
On the other hand, if
By Remark 3.27 in [17] , we can find embedded surfaces S
k andΣ k with the following properties:
by γ 0 -reduction. Consequently, one of the connected components ofΣ k is homeomorphic to RP 2 . Hence, if k is sufficiently large, then one of the connected components of S k is homeomorphic to RP 2 . Let us denote this connected component by E k . Since E k ∈ F , we have area(E k , g) ≥ A (M, g) > 0. On the other hand, we have area(S
k for some integer i ∈ {1, . . . , R}. Thus, E k is either homeomorphic to Σ (i) or to a double cover of Σ (i) . Since E k is homeomorphic to RP 2 , we conclude that Σ (i) is homeomorphic to RP 2 . This shows that Σ (i) ∈ F . Moreover, it follows from (5) that area(Σ (i) , g) ≤ A (M, g). Therefore, the surface Σ (i) is the desired minimizer.
Proof. By the uniformization theorem, we can find a diffeomorphism ϕ : RP 2 → Σ such that the metric ϕ * g is conformal to the standard metric on RP 2 . We may lift the map ϕ : RP 2 → Σ to a mapφ : S 2 → Σ. Clearly, ϕ(x) =φ(−x) for all x ∈ S 2 . Moreover, the metricφ * g is conformal to the standard metric h on S 2 .
We next consider the pull-back of the normal bundle N Σ under the map ϕ : S 2 → Σ. Since the bundleφ * N Σ is trivial, we can find a smooth section ν ∈ Γ(φ * N Σ) such that |ν(x)| = 1 for all x ∈ S 2 . For each point x ∈ S 2 , the vector ν(x) is a unit normal vector to Σ at the pointφ(x). There are two possibilities:
Case 1: Suppose that Σ is two-sided, so that ν(x) = ν(−x) for all x ∈ S 2 . In this case, there exists a section V ∈ Γ(N Σ) such that ν(x) = V (φ(x)) for all x ∈ S 2 . Since Σ has minimal area among all surfaces in F , we have
Case 2: We now assume that Σ is one-sided, so that ν(x) = −ν(−x) for all x ∈ S 2 . We may identify S 2 with the unit sphere in R 3 . For each j ∈ {1, 2, 3}, we define a section σ j ∈ Γ(φ * N Σ) by σ j (x) = x j ν(x) for all x ∈ S 2 . Note that σ j (x) = σ j (−x) for all x ∈ S 2 . Hence, there exists a section V j ∈ Γ(N Σ) such that σ j (x) = V j (φ(x)) for all x ∈ S 2 . Since 3 j=1 |σ j (x)| 2 = 1 for all x ∈ S 2 , we conclude that
Since Σ has minimal area among all surfaces in F , we have
for each j ∈ {1, 2, 3}. Since the metricφ * g is conformal to the standard metric h on S 2 , we have
for each j ∈ {1, 2, 3}. Using the identity ∆ h x j + 2x j = 0, we conclude that
for each j ∈ {1, 2, 3}. Summation over j yields
as claimed.
Proof. Using the Gauss equation, we obtain
where K is the Gaussian curvature of Σ and H denotes its mean curvature vector. Since Σ is homeomorphic to RP 2 , we conclude that
by the Gauss-Bonnet theorem.
Proof. By Proposition 5, there exists an embedded surface Σ ∈ F such that area(Σ, g) = A (M, g). Using Proposition 6 and Proposition 7, we obtain
This completes the proof.
Proof of Theorem 2
In this section, we analyze the case of equality in (3) . To that end, we fix a Riemannian metric g 0 on M . By a theorem of Hamilton [10] , there exists a real number T > 0 and a family of metrics g(t), t ∈ [0, T ], such that g(0) = g 0 and
for all t ∈ [0, T ] (see also [7] ). The evolution equation (6) is known as the Ricci flow, and plays an important role in Riemannian geometry (see e.g. [1] , [3] , [10] , [11] ).
Lemma 9. The function t → A (M, g(t)) is Lipschitz continuous.
Proof. We can find a real number Λ > 0 such that sup M |Ric g(t) | ≤ Λ for all t ∈ [0, T ]. This implies
for all times t 0 , t 1 ∈ [0, T ]. Consequently, we have
for all times t 0 , t 1 ∈ [0, T ]. From this, the assertion follows.
In the next step, we show that the function A (M, g(t)) + 8πt is increasing in t. This result is similar in spirit to a theorem of Hamilton regarding the evolution of the area of stable minimal two-spheres under the Ricci flow (see [12] , Section 12). Related results for curves can be found in [12] and [16] .
Proposition 10. We have
Proof. Suppose the assertion is false. Then there exists a time τ ∈ (0, T ] such that A (M, g(τ )) < A (M, g 0 ) − 8πτ. Hence, we can find a real number ε > 0 such that
We next define
Clearly, t 0 ∈ (0, τ ). Moreover, we have
for all t ∈ [0, t 0 ). By Proposition 5, we can find an embedded surface Σ ∈ F satisfying area(Σ, g(t 0 )) = A (M, g(t 0 )). For this choice of Σ, we have
On the other hand, it follows from (6) that
where {e 1 , e 2 } denotes a local orthonormal frame on Σ with respect to the metric g(t 0 ). Using Proposition 6 and Proposition 7, we obtain
This is a contradiction.
for all t ∈ [0, T ]. Moreover, it follows from Proposition 10 that
for all t ∈ [0, T ]. Putting these facts together, the assertion follows.
Proof. After rescaling the metric if necessary, we may assume that A (M, g 0 ) = 2π and inf M R g 0 = 6. The scalar curvature of g(t) satisfies the evolution equation
This identity can be rewritten as
where o Ric g(t) denotes the trace-free Ricci tensor of g(t). Using the maximum principle, we conclude that T < 1 4 and (7) inf [2] , Proposition 2.19). By Proposition 11, the inequality (7) is an equality. Using the strict maximum principle, we obtain Proof. By scaling, we may assume that A (M, g 0 ) = 2π and inf M R g 0 = 6. By Proposition 5, there exists a surface Σ ∈ F such that area(Σ, g 0 ) = A (M, g 0 ). Using Proposition 6 and Proposition 7, we obtain 12π = area(Σ, g 0 ) inf
Therefore, the surface Σ is totally geodesic. By Proposition 12, there exists a local isometry F : S 3 → (M, g 0 ). Note that F is a covering map (cf. [4] , Section 1.11). Furthermore, we can find a totally geodesic two-sphereΣ ⊂ S 3 such that F (Σ) = Σ.
We next consider the induced map i # : π 1 (Σ) → π 1 (M ). By Proposition 3, the map i # is injective. We claim that i # is surjective. To prove this, we consider a closed curve α : [0, 1] → M . The path α induces an isometry ψ : S 3 → S 3 satisfying F • ψ = F . SinceΣ and ψ −1 (Σ) are totally geodesic, we haveΣ ∩ ψ −1 (Σ) = ∅. Let us fix a pointp ∈Σ ∩ ψ −1 (Σ). We can find a smooth pathγ : [0, 1] →Σ such thatγ(0) =p andγ(1) = ψ(p). We next define a smooth path γ : [0, 1] → Σ by γ(s) = F (γ(s)). Clearly, γ is a closed curve in Σ, i.e. γ(0) = γ(1). Furthermore, γ is homotopic to α. Thus, we conclude that [α] = [γ] ∈ i # (π 1 (Σ)). This shows that the map i # : π 1 (Σ) → π 1 (M ) is surjective.
