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In this paper we deal with lower bounds for the Betti numbers of multigaded 
modules over R = k[x,, . . . . xd]. In general the ith Betti number of a finite length 
multigraded module must be at least the binomial coefficient (f). This is achieved 
only when the module in question is isomorphic to R module a maximal 
R-sequence. Otherwise the lower bound for each i is increased either by (“7’) or 
by ( :I:). If M is an arbitrary multigraded module and s is the length of a maximal 
R sequence in the annihilator of A4 then similar inequalities hold for the Betti 
numbers of M with d replaced by d-s. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
The problem studied in this paper, known by some as Horrocks’ ques- 
tion from its inclusion in Hartshorne’s problem list [6] is to compare the 
ith Betti number of a finite length module over a d-dimensional regular 
local ring with the binomial coefficient (4). The question was actually put 
forth as a conjecture by Buchsbaum and Eisenbud [2]. They noticed that 
if the minimal resolution of R/Z could be given the structure of an 
assocative commutative differential graded algebra then it would follow 
that B;(M) > ($. Evans and Griffith [S] gave an affirmative answer to the 
conjecture for all finite length modules which are direct urns of modules 
R/Z, where R = k[x,, . . . . xd] and each Z is generated by monomials. Santoni 
[8] extended the result to all finite length modules graded by monomials. 
In this paper we use a slightly different method to prove the result for 
multigraded modules. There are two advantages of this new proof which 
emphasizes the property of M being a graded module with respect to any 
grading of the ring R: (a) Tate [9] showed that if R is a local ring with 
residue field k, and pf (k) = ($) for any i # 1 then R is regular. We show 
that if for any i not equal to zero or d, the ith Betti number of A4 is equal 
to the corresponding binomial coefficient, i.e., P:(M) = (f), then A4 looks 
almost like the residue field of R in the sense that M is isomorphic to R 
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modulo an R-sequence; (b) We show that if M is not isomorphic to R 
modulo an R-sequence then the Betti numbers of A4 exceed the corre- 
sponding binomial coefficients by a signiticant amount, some binomial 
coefficient of lower degree. 
Next we show the more general result that dim, Tor,(M, N) 3 (f) when 
N is also multigraded of finite length, and consequently the Bass numbers 
of a multigraded module M of finite length are at least (y). inally we treat 
the general case of multigraded modules of dimension s # 0. We show that 
in this case the ith Betti number of A4 is at least (di “). 
A great deal of thanks is due E. G. Evans whose remarks were 
instrumental in this paper. 
2. DEFINITIONS AND NOTATION 
Let k be a field, S= k[x,, . . . . xd- r] the ring of polynomials over k and 
R = S[x] the ring of polynomials in one variable x over S. We assume that 
M is a multigraded R-module. By that we mean that A4 stays graded with 
respect to any grading of R in terms of the indeterminates {xi, x>. We 
work with the grading of R = @ ia 0 S. xi which assigns degree 0 to the xi 
and degree 1 to x. We denote by q = (x,, . . . . xd r). m = (q, x) the irrelevant 
maximal ideals of S and R, respectively. We also use the standard notation 
for the ith Betti number of M: fif(M)=dimk Tor”(k, M) and introduce 
the notation y;(M) for the rank of the ith syzygy of M. Finally we define 
M to be R-minimal if M is isomorphic to R modulo an R-sequence. 
3. THE FINITE LENGTH CASE 
The first two lemmas are true for any module M. 
LEMMA 1. Any R-module A4 fits into a functorial R-short exact sequence 
where b(l@a)=x.(l@a)-1Bx.a and E(r@a)=r.a. Moreover, 4 is 
equivalent to multiplication by x iff x . M = 0. 
ProoJ See Rotman, Lemma 9.29 [7]. # 
Remark. The first part of 4 is the “formal” multiplication of A by x 
while the second part comes from thinking of multiplication by x on A as 
an S-endomorphism which we will call “actual” multiplication by x. 
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LEMMA 2. TorF(M@, R, N)rTorS(M, N)for i>O. 
ProoJ Let P. be an S-projective resolution of M. Then by flatness of R 
over SP.0, R is an R-projective resolution of MO, R. Using the 
isomorphism (P. @s R) @lR N z P. OS N and taking homology of both sides 
we get the desired result. 1 
LEMMA 3. Let M be a graded finite length R-module of the form 
MzM,@ ... 0 M,,. If M, is S-minimal and if multiplication by x on M, is 
an isomorphism of Mi onto Mi +, for 0 < i < n, then M is R-minimal. 
Prooj Let (tl, . . . . t,-,) be the maximal S-sequence such that 
M0 E S/( t 1, . . . . tdbl). If MizMi+l then 
M=(t 
s S S 
1, .*., fd-,) 
.x0 ... cyt .X” 
I, .a., d 1 t - 1, . . . . td-1) 
R 
=(t I, . . . . t,-I, x II+1 1’ i 
If M, N are any R-modules the long exact sequence from Lemma 1 
induces the long exact sequence: 
-& Tor”(RBsM, N)A TorF(M, N)- ToriR_l(R@sM, N)*. 
Thus Vi >/ 1 we get an exact sequences of the form 
0 --+ image ai - Torp(M, N) --+ ker di- 1 + 0. 
Notice that image ei z coker ii. 
If M, N have finite length then Tore(R Bs M, N) and Torf(M, N) are 
also of finite length. Moreover, since #i is an endomorphism of a finite 
dimensional k-vector space dim, coker di = dim, ker di. Thus when we 
compute dimensions from the short exact sequence we obtain 
LEMMA 4. Let M, N be R-module of finite length. Then for i 2 0, 
dim, TorF(M, N) = dim, coker 4i + dim, coker die,. 
Remark. Using Lemma 2 we will be assuming from this point on that 
di is a map from TorS(M, N) to Torf(M, N). This map q5i on Torf(M, N) 
is induced by the map &, on MO, N which sends 
gl,:mQsn+m@,xn-xm@,n. 
Also notice that in the special case where N is k, Lemma 4 states the 
equality p”(M) = dim, coker di + dim, coker die,. 
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LEMMA 5. Let M be as above and N = k. Then y”(M) = dim, coker dip, 
for i> 1. 
Proof: Let F, be the ith free R-module in a minimal resolution of M 
and syzi be the ith syzygy of M. From the exact sequence 
O-syz,- F,- M-O, 
we conclude, using Lemma 5, that y;(M) = B:(M) = dim, coker &,. 
Moreover, from the exact sequences 
O--+syz,- Fi-l---+syzi-,-O for iB2, 
we obtain inductively that 
Y ;W) = Pi”_ 1 (Ml - Y i”_ 1 (Ml 
= dim, coker dip i + dim, coker #i-z - dim, coker dip 2 
= dim, coker ii- i. 1 
We can now state the following theorem. 
THEOREM 1. Let M be a non-zero multigraded module of finite length. 
Then y”(M) 2 (:I:) for ia 1. If M is not R-minimal then the y”(M) satisfy 
at least one of the inequalities: 
(a) Vi, y”(M) > ($1:) + (;I;) 
(b) Vi,yR(M)~(~Z:)+(~_:). 
COROLLARY 1. Let M be a multigraded module of finite length. Then 
B:(M) > (f) for ia 0. If A4 is not R-minimal then the B;(M) satisfy at least 
one of the inequalities: 
(a) Vi,Pf(M)2(f)+(f::) 
(b) Vi,pF(M)a($+(d;l). 
Proof of Corollary. It follows at once from the equality j?:(M) = 
y,“, I (M) + y,“, i (M) and the identity on binomial coeflicients. l 
EXAMPLE. We obtain the first nontrival eamples with d= 3. If M is 
R-minimal a minimal projective resolution of M is 0 -+ R + R3 + 
R3 + R + M -+ 0. The Betti numbers of M written left to right from last fid 
to initial &, are 1 3 3 1. The corollary says that a sequence 1 5 5 1 could 
not represent the Betti numbers of a multigraded module of finite length 
since these numbers do not satisfy any of the inequalities (a) or (b). More 
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specifically if M is not R-minimal then its Betti numbers must be com- 
ponentwise greater than or equal to either 2 5 4 1 or 1 4 5 2. In the first 
case the growth in the Betti numbers delays so we call M “dilatory” while 
in the second case the growth takes place early and we call M “precocious.” 
More generally: 
If /l;(M) satisfy inequality (a) of the corollary we call A4 dilatory while 
if it satisfies (b) we call M precocious. 
Remark. The theorem ‘does not hold for general (nonmultigraded) 
modules. For example, if Z is a 5-generated, height-3 Gorenstein ideal then 
the resolution of R/Z is 
O-+R--+RS-R5-R-RJZ-0 
and R/Z is neither precocious or dilatory. 
Proof of Theorem. We will use induction on the dimension of R. Note 
that dim R = d. For d = 1 since (z) = 1 the theorem is clearly true. So we 
will assume that the theorem has been proved for d < n and prove it for the 
case d = n. Since Bf( M) = rf+, (M) + y f+, (M) for any S-module A4 and by 
our inductive hypothesis, it follows that for M multigraded and of finite 
length, /If(M) > (“;I). Moreover, if M is not S-minimal then either Vi, 
/?f(M)>(“;‘)+(;:f) or flS(iV)>(“J’)+(“;‘). 
It is time to look at the structure of A4 as a graded R-module of finite 
length. We assign the degree 0 to the xi and the degree 1 to x. Then assum- 
ing that the first nonzero degree is at M,, M = M,@ ... 8 M, for some s, 
and x.IVZ~~M~+~. We remark that A4 being multigraded implies that the 
Mj’s are multigraded Smodules and so the inductive hypothesis applies on 
them. For simplicity of notation we will prove the theorem for y,“,,(M) 
when i B 0. Note that Tors(A4, k) = Torf(M,,, k) 0 ... @ Torf(M,, k). 
Since x @ k = 0, tii is reduced to the map induced from the actual multi- 
plication of M by x and acts on every summand of Torf(M, k) by sending 
TorfWj,d -+)I Tors(Mjtl, k). Thus Torf(M,, k) n image di = 0. In 
general. coker di = ej T,/q5i( Ti, jP 1), where TV = Torf(Mj, k). That means 
that Torf(M,,, k) is isomorphic to a direct summand of coker di. Since M, 
is multigraded by the induction hypothesis we get that dim, Tory(MO, k) = 
&?(MO)> (“;l). This will complete the proof of the first part of the 
theorem since yf+ 1 (M) = d’ imk coker #i 2 dim, Torf(M,, k) 2 (“;I) for 
i > 0. 
Suppose now that A4 is not R-minimal. If M0 is not S-minimal then 
by the induction hypothesis it must be precocious or dilatory. If M, 
is dilatory, dim,Tor”(MO, k)> (“I’)+ (II:). Consequently y:+“,,(M)= 
dim, coker di is at least that much and M is also dilatory. Similarly if M, 
is precocious A4 is precocious. 
481/137/2-17 
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So we can now assume that M, is S-minimal. Lemma 3 guarantees that 
there is a j such that M, -+X M,, , is not an isomorphism. Let j be the first 
case where this occurs. From the way j was chosen M, is S-minimal. We 
have to examine two cases: 
(1) Mj+, is not S-minimal 
t2) Mj+l is S-minimal. 
In the tirst case M,, 1 is either dilatory or precocious. If Mj+ i is dilatory 
then /3f(Mj+ ,) = dim, Torf(Mj+ i, k)2(“;‘)+(y:f). Since /IIf( 
(“; ‘) = dim, Torf(Mi, k) the map di at the summand Torf(Mj, k) -+ol 
Tor,S(Mj + 1, k) has a cokernel of rank at least (?I:). This forces y,+ , (M) 
to be at least (“; ‘) + (:I;) for i2 0 and M to be dilatory. Similarly if 
Mj, , is precocious M is precocious. 
Suppose now that both M, and Mj+ 1 are S-minimal. The maximal 
S-sequences are of the form (xy, . . . . x2:‘,) with ti positive integers. So we 
can assume that Mj z S/(x:) and M,, 1 z S/(x?). Since M is a multigraded 
module the map x: Mj -+ M, + 1 sends i to U. n Xy’, where u E k and ui are 
nonnegative integers. It is clear that the dimension of the cokernel of this 
map composed with multiplication by u-l is equal to the dimension of 
the cokernel of the original map. So we can assume that the map 
x: kfi -+ Mj+l sends i to n Xy’. Let K’ and L’ denote the Koszul 
complexes on xp’ and xp’, respectively, and P. = K.’ @Q . . . @E-l, 
PI = L.’ 0 . . . 0 L.” ~ ‘1 Then P. and PI are projective resolutions of Mj and 
Mj+ 1’ To find the lifting 6 : P. -+ Pi of the map Mj +X Mj+ i, it is enough 
to consider for every i the lifting from ZC1’ to Lf of the maps k[xJ/(xF) + 
k[x,]/(xF) which sends i + Xy’, and then tensor. Note that if 6 at Pi was 
represented by some diagonal matrix T, of the form 
with Zi an identity matrix and Bi a square matrix with entries in q the maxi- 
mal ideal of S, then TiO i represents the map di on Torf(Mj, k). Since 
Bi @ i = 0, the dimensions of the square matrix Bi give the dimension of 
coker di. 
0 + k[xi] 2 k[xi] - - Uxil - o 
(x9’) 
0 + k[xJ A k[xJ - - kCxil- 0 
(xfq ’ 
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where fi: 1 +xy’ and gi: 1 +x?+“~-~~. The map x: Mi+ M,+l is not an 
isomorphism, so at least one of the maps k[xi]/(xy) +f; k[x,]/(xp’) is not 
an isomorphism. Without loss of generality we assume that this is true for 
i= 1. If the map is onto, f, = lkcX,, and g, is multiplication by x:‘-~‘# 1. 
If the map is not onto then fi sends 1 inside the ideal (xl). We will show 
that the first case will force M to be dilatory and the second one will 
force M to be precocious. In the first case every map of the form 
glOqj2@ ..’ Oqjn-19 where qjl= fr or g, depending on j being 0 or 1, 
respectively, is inside the maximal ideal of the appropriate summand of P: 
where I is equal to 1 plus a sum of O’s and l’s depending upon qir being 
fi or g,. Thus for a specific i we need i- 1 g,‘s, I# 1 and we have in total 
(y-f) such maps. So Bi is a matrix of dimension at least (?I:) that gives 
the extra term in coker di which forces M to be dilatory. In the other case, 
if the map is not onto, every map of the form f, 0 qjz @ . . . @ qj” ~ 1, where 
qjl = fi or g,, is inside the maximal ideal of the appropriate summand of Pi, 
where r is now equal to 0 plus a sum of O’s and l’s depending upon qjj 
being f, or g,. So for a specific i we need i g,‘s, I# 1 and we have in 
total (“; ‘) such maps. So in this case Bj is a matrix of dimension at 
least (‘; 2, and that gives the extra term in coker bi which forces M to be 
precocious. 1 
We have the following easy corollaries: 
COROLLARY 2. Let M be a multigraded module of finite length. If for 
any i# 0, d we have B:(M) = (y) then M is R-minimal, 
It follows immediately that if M is as before and /3:(M) = B:(M) = 1, M 
is R-minimal. Thus if R/I is multigraded and Gorenstein then I has to be 
a complete intersection. 
COROLLARY 3. Let M be a multigraded module of finite length. If M is 
not R-minimal then C P:(M) > 2d + 2d-1. 
Proof. It follows from the equality 1 + (1) + . _ + (E) = 2” and the 
theorem. 1 
In [4] the last two corollaries were shown to hold if R is a regular local 
ring of dimension d < 4 and M any R-module of finite length. We finally 
remark that while the theorem is not true for nonmultigraded modules, we 
know of no counterexamples to the above corollaries for the general case. 
The first part of the theorem can be easily extended if instead of looking 
at Torf(M, k) we examine the k-dimension of Tory(M, N), where N is a 
finite length multigraded module. It follows that dim,k TorF(M, N) 2 (4). 
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THEOREM 2. If M, N are non-zero multigraded modules of finite length 
then 
dim, Tor”(M, N) 2 
0 i 
ProojY We will use induction once more. For d= 1 it is surely true that 
Torf(M, N) = MOR N # 0, Torf(M, N) # 0. So assuming that the theorem 
is true for d < n we will show the case d = n. 
By Lemma 4, dim, Torf(M, N) = dim, coker di + dim, coker q5-, and 
q5i: Torf(M, N)+Torf(M, N) is induced by the map qS,:m@n-+ 
m @ xn - xm @PI. As in the proof of Theorem 1 we assign the degree 0 to 
the xi and the degree 1 to x. Assuming that the first non-zero degree is at 
M, and IV,, respectively, let M= MO@ . ..M., N= NO@ ... N, be the 
decompositions of M and N. Then Torf(M, N) = CfZo x.;=O Torf(Mi, NJ. 
Moreover, tii sends Torf(Mj, NI) inside the direct sum of Torf(Mj, N,+r) 
and TorF(M,+ r, N,). 
That implies that Torf(M,, N,,) is isomorphic to a summand of coker di. 
But by the induction hypothesis dim, Torf(M,,, N,) is at least (“7 ‘) which 
makes the dimension of the cokernel at least as much. Finally, 
dim,Tor”(M,N)2(“;‘)+(~::)=(~). 1 
The regularity of R will enable us to make corresponding statements 
about the k dimension of Ext’,(M, N) when M and N are multigraded of 
finite length. The key property used is that for any R-module M of finite 
length we have the isomorphism: Torf(M*, N) = Extd,-‘(M, N), where M* 
is isomorphic to Exti(M, R). 
COROLLARY 4. Let M, N be multigraded modules of finite length. Then 
. 
Proof: Since (4) = (dd i), by the preceeding remark we only have to 
show that M* is a multigraded R-module of finite length so that the 
theorem applies. But that follows since M is multigraded. 1 
The last corollary concerns the Bass numbers [3] of the module M. By 
E(k) we mean the injective envelope of k and by the ith Bass number of 
M, ,q(M), we mean the number of summands E(k) that appear in te ith 
term of a minimal injective resolution of M. 
COROLLARY 5. Let M be a multigraded module of finite length. Then 
AM) 2 (:h 
Proof: pi(M) = dim, Extk(k, M) 2 (y) by the previous corollary. 1 
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4. THE GENERAL CASE 
We will now apply the preceeding results to multigraded R-modules that 
are not necessarily of finite length. For this we use Proposition 1 in [ 1 ] 
that states that if d is a torsion-free commutative group, A a graded ring 
of type A, and M a graded A-module of type A, then every prime ideal 
associated with h4 is graded and is the annihilator of a homogeneous 
element of M. 
Let M be a finitely generated multigraded R-module. In this case A = 2’. 
It follows from the above proposition that every prime ideal associated 
with A4 is multigraded. Let P be a prime of R minimal over the annihilator 
of M of minimal height. If the Krull dimension of M is S, the height of P 
is equal to d - S. Notice that P being multigraded forces P to be generated 
by monomials in the X,S. Since P is prime P is actually generated by a sub- 
set of the xi?. Without loss of generality we can assume P = (x1, . . . . xdps). 
Let T be the multiplicatively closed subset of R consisting of the nonzero 
elements of k[xdes+ ,, . . . . xd]. Then T-‘M is a multigraded T- ‘R module 
of finite length. Indeed T-‘R~kk(x~-~++ ,..., xI)[xl, . . . . x~-~+~, . . . . xd) 
cx 1, . . . . x,-,1; to obtain the graded decomposition of T-‘M with respect 
to any grading of the indeterminates {x,, . . . . xd} of T-‘R it is enough to 
take the graded decomposition of M, where x,, . . . . xd have the previous 
degrees, xd- S + , , . . . . xd the degree 0 and then invert T at each of the graded 
components of M. Thus we can apply the theorem from the previous 
section and we have the following: 
THEOREM 3. Let M be a multigraded R-module of dimension s. Then 
p:(M)>/ (d;“) for every iB0. 
Note that we could possibly get a better bound by choosing the minimal 
prime over the annihilator of M of maximum height. In that case in the 
expression for the Betti numbers of M we would replace d-s with d - t, 
where t 6 s. 
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