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1. Introduction
In this paper we discuss some homological ﬁniteness properties of the generalised Thompson
groups of type F . More precisely we calculate the homological and homotopical Σ-invariants of these
groups in dimension 2.
The ﬁrst Σ-invariant of a group G appeared in the context of metabelian groups and was used
in the classiﬁcation by Bieri and Strebel of the ﬁnitely presented metabelian groups [7]. Later on
Bieri, Neumann and Strebel deﬁned Σ1(G) for any ﬁnitely generated group [6] and Bieri and Renz
deﬁned higher dimensional homological Σ-invariants in [9]. The homotopical counterparts Σm(G) of
the homological Σ-invariants were ﬁrst introduced by Renz in [21] and studied in more details by
Meinert [18]. Later on Bieri and Geoghegan developed a generalisation of the homotopical Σ-invariant
for the action of groups on non-positively curved spaces [3].
The importance of the Σ-invariants of a group G lies in the fact that they capture information
about the subgroups of G that contain the commutator. More precisely they determine which of
the subgroups above the commutator are of homological type FPm or of homotopical type Fm [9].
Though the attempts to ﬁnd a general formula for the Σ-invariants of a direct product have not been
E-mail address: desi@ime.unicamp.br.0021-8693/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jalgebra.2012.08.002
D.H. Kochloukova / Journal of Algebra 371 (2012) 430–456 431successful (the direct product conjecture for Σ invariants does not hold in higher dimensions for
the homotopical invariants by Meier, Meinert and VanWyk [19] and for the homological invariants
by Schütz [22]) it turned out that the direct product conjecture holds for the homological invariants
Σm(G,Q) [4].
Unfortunately there are very few classes of groups G where the homological invariants Σm(G,Z)
or the homotopical invariants Σm(G) are calculated for every m but for right angle Artin groups the
homotopical and homological Σ-invariants were described by Meier, Meinert and VanWyk [19]. The
class of subgroups of right angle Artin groups has many interesting properties, it is worth mentioning
that the ﬁrst example of a group of type FP∞ but not ﬁnitely presented belongs to this class [1].
Recently the homological and homotopical Σ-invariants of the R. Thompson group F were calcu-
lated by Bieri, Geoghegan and Kochloukova [5]. The group F has nice homological and homotopical
properties: it is of type F∞ , is torsion-free, does not have a non-cyclic free subgroup, Hi(F ,ZF ) = 0
for all i  0, the commutator of F is simple [12,14,15]. The same properties pass to the generalised
R. Thompson groups Fn,∞ , see Brown’s paper [13]. The group Fn,∞ is given by the inﬁnite presenta-
tion
Fn,∞ =
〈
x0, x1, . . . , xs, . . .
∣∣ xx ji = xi+n−1 for i > j  0〉 for n 2. (1)
The group F2,∞ is the original R. Thompson group F and for n 3 the generalised Thompson’s groups
were ﬁrst suggested in [13] with different notation. Here we adopt the notation of Brin and Guzman’s
paper [11], where the automorphism group of Fn,∞ was studied. Though the generalised Thomp-
son groups Fn,∞ share many properties with the original group F , as shown by Brin and Guzman
in [10,11] the automorphism groups of F and Fn,∞ , for n  3, have different behaviour. For n  3
the group Aut(Fn,∞) is not completely understood and not all automorphisms of Fn,∞ are given by
conjugation with piecewise linear homeomorphisms of the real line as in the case n = 2.
Our main result is the calculation of the Σ-invariants of Fn,∞ in dimension 2. For a group G and
a subset M of S(G) we denote by conv2M the union of the (spherical) convex hulls of all pairs of
points of M .
Theorem A. Σ2(Fn,∞)c = conv2Σ1(Fn,∞)c = Σ2(Fn,∞,Z)c for n 3.
By [5] the above theorem holds for n = 2. Theorem A together with [9, Thm. B] and [20, Cor.,
p. 481], cited as Theorem 2 in Section 2, imply immediately the following corollary.
Corollary B. Let χ : Fn,∞ → Z be an epimorphism. Then Ker(χ) is of type FP2 if and only if it is ﬁnitely
presented.
The proof of Theorem A is completed in the ﬁnal section. We proceed by induction on n  3
but leave the proof of the base of the induction (n = 3) for Section 12. The argument in the case
n = 3 contains two parts: reduction case to one character (Section 5) and a very technical calculation
that this one character represents an element of Σ2(F3,∞) (Section 12). But even in this technical
situation we use a trick that speeds up the calculation: we think of the group F3,∞ as a quotient of
one free amalgamated product (Section 12.2) and for this free amalgamated product we use a result
due to H. Meinert (Proposition 7, Section 4.1). This does not resolve the problem as an epimorphism
between groups does not induce an onto map between the corresponding Σ2-invariants but in the
calculational part of the proof of Theorem A (Proposition 60, Section 12.3) it allows us to eliminate a
lot of relations from the calculations.
The rest of the paper is not technical and relies on the fact proved in Section 8.1 that for n 4 the
group Fn,∞ can be represented as a colimit of a graph of groups  with underlying graph a triangle,
vertex groups isomorphic to Fn−1,∞ and edge groups isomorphic to Fn−2,∞ . In [18] Meinert studied
the Σ2-theory of groups acting on trees via the Σ2-theory of the vertex groups and the Σ1-theory of
the edge groups. In Section 6 we prove a similar result to Meinert’s for the colimit of the fundamental
groups of graph of groups. For some characters in the case n = 4 the above presentation of Fn,∞ as
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edge group does not satisfy the criterion from Section 6. In Section 8.3 we delete the edge that creates
problems and introduce more vertex and edge groups to create a new graph of groups with colimit
still F4,∞ such that the criterion from Section 6 is applicable to the new graph of groups for some
special characters, see Section 10. We note that the third description of F4,∞ as a colimit of a graph
of groups is presented in Section 8.2. This is used in the proof of Proposition 30.
Another small trick we use frequently is the existence of a special subgroup Γ of Aut(Fn,∞)
whose image in Aut(S(Fn,∞)) is a ﬁnite group D , so D permutes the elements of Σm(Fn,∞) (resp.
Σm(Fn,∞,Z)). The existence of such a group probably could be deduced from some of the results in
[11] but as we could not ﬁnd a precise reference we describe Γ in detail in Section 3.
Finally I would like to express my gratitude to Robert Bieri. This work was started during a visit
to University of Frankfurt in 2008. Later on Robert Bieri encouraged me to continue alone but this
paper would not have existed if it was not for the earlier talks in Frankfurt. This work was partially
supported by “bolsa de produtividade em pesquisa” from CNPq, Brazil.
2. Preliminaries on Σ theory: Basic deﬁnitions and properties
In this paper unless otherwise stated all modules are left modules and all group actions are on the
left.
Let R be an associative ring and M be an R-module. As deﬁned in [2] M has homological type
FPm if there is a projective resolution of M as an R-module with all projectives ﬁnitely generated in
dimension smaller or equal to m. A group G is said to be of type FPm if the trivial ZG-module Z is of
type FPm .
Let G be a ﬁnitely generated group. By deﬁnition the character sphere S(G) is the set (Hom(G,R)\
{0})/∼, where χ1 ∼ χ2 if and only if χ1 ∈R>0χ2. For a ﬁxed non-zero character χ : G →R we set
Gχ =
{
g ∈ G ∣∣ χ(g) 0}
and write [χ ] for the class of χ in S(G). The homological Σ-invariants were ﬁrst deﬁned in [9] as
Σm(G,Z) = {[χ ] ∈ S(G) ∣∣ Z is of type FPm over ZGχ},
where the action of Gχ on Z is the trivial one. By [9, Thm. A] Σm(G,Z) is an open subset of S(G),
where S(G) is identiﬁed with the unit sphere in Rn , for n = dimR(G/G ′) ⊗Z R.
For a group G there is a homotopical version Fm of the property FPm ﬁrst deﬁned by C.T.C. Wall
in 60’s. A group is of type Fm if there is a K (G,1) CW-complex with ﬁnite m-skeleton. Note that
the homotopical type F2 is equivalent with ﬁnite presentability in terms of generators and relations.
There is a homotopical version Σm(G) of Σm(G,Z) such that
Σm(G) ⊆ Σm(G,Z), Σ1(G) = Σ1(G,Z)
and
Σm(G) = Σ2(G) ∩ Σm(G,Z) form 2.
Note that the homotopical invariant Σm(G) is deﬁned only for groups G of type Fm though the ho-
mological invariant Σm(G,Z) is deﬁned for any ﬁnitely generated group G . Still if Σm(G,Z) 
= ∅ then
G is of homological type FPm . As in the case of homological Σ-invariants the homotopical invariants
Σm(G) are always open subsets of S(G).
For completeness we deﬁne the homotopical invariant Σ2(G). Let G be a ﬁnitely presented group
with a ﬁnite presentation 〈X | R〉 and Y be the associated Cayley complex on which G acts on the
left. The set of vertices is G , the set of edges is G × X and the set of 2-cells is G × R with the obvious
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by the vertices in Gχ . Then
Σ2(G) = {[χ ] ∈ S(G) ∣∣ there is a ﬁnite presentation 〈X | R〉
that depends on χ such that Yχ is 1-connected
}
.
Theorem 2. (See [9, Thm. B], [20, Cor., p. 481].) Let G be a group of type FPm (resp. Fm) and N be a subgroup
of G that contains the commutator. Then N is of type FPm (resp. Fm) if and only if S(G,N) = {[χ ] ∈ S(G) |
χ(N) = 0} ⊆ Σm(G,Z) (resp. Σm(G)).
3. A group of automorphisms of Fn,∞
In [11, p. 297] a realisation of Fn,∞ as a group of PL increasing functions on (−∞,∞) act-
ing on the right of the real line is described. More precisely Fn,∞ is generated by the functions
tn−1, g1, g2, . . . , gn−1 given as follows: gi is the identity on (−∞, i], is the linear function x+ (n− 1)
on the interval [i + 1,+∞) and is a linear function on the interval [i, i + 1]; tr sends x to x+ r where
r ∈ N i.e. (x)tr = x + r. In the presentation (1) from the introduction the generator x0 corresponds to
tn−1 and xi corresponds to gi for 1 i.
Let
μ ∈ Aut(G)
be the automorphism of G given by conjugation with the map
s :R→R
sending x → −x. Then
g˜i = μ(gi)
is the function x− (n− 1) on the interval (−∞,−i − 1], is the identity map on the interval [−i,+∞)
and is linear on the interval [−i − 1,−i]. By deﬁnition t1 : R → R is the function (x)t1 = x + 1 and
hence tn−1 = tn−11 . Recall that the elements of Fn,∞ act on the right of the real line. Note that the
function f i := git−1n−1 is the function x − (n − 1) on the interval (−∞, i], is the identity map on
the interval [i + 1,+∞) and is linear on the interval [i, i + 1]. Thus (t−11 )zi f itzi1 = g˜i where zi =
(−i − 1) − i = −2i − 1. Hence
g˜i =
(
t−11
)−2i−1
git
−1
n−1t
−2i−1
1 . (3)
Note that t−11 git1 = gi+1. Hence conjugation on the right with t1 induces a map
ϕ ∈ Aut(G)
such that
ϕ(x0) = x0, ϕ(xi) = xi+1 for i  1.
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μ(xi) = μ(gi) = g˜i = ϕ−2i−1
(
git
−1
n−1
)= ϕ−2i−1(xix−10 )= ϕ−2i−1(xi)x−10 . (4)
Note that μ(t1) = t−11 i.e.
μ(x0) = x−10 .
Observe that ϕ induces a map ϕ0 : G/G ′ → G/G ′ such that ϕ0(x0) = x0 and ϕ0(xi) = xρ0(i) for
1  i  n − 1, where ρ0 is the cyclic permutation (1,2, . . . ,n − 1). By (4) μ induces a map
μ0 : G/G ′ → G/G ′ such that μ0(x0) = x−10 and μ0(xi) = xδ(i)x−10 for 1  i  n − 1, where δ(i) =
ρ−2i−10 (i) = ρ−i−10 (ρ−i0 (i)) = ρ−i−10 (n − 1). Hence δ swaps i with n − i − 2 for 1  i  n − 3 and
swaps n − 1 with n − 2.
Let Γ be the subgroup of Aut(G) generated by ϕ and μ. We ﬁx an isomorphism
Hom(Fn,∞,R) Rn (5)
sending every character χ to (χ(x0),χ(x1), . . . ,χ(xn−1)). Let ϕ˜ be the element of EndZ(Hom(Fn,∞,R))
induced by ϕ i.e. ϕ˜(χ) = χϕ . Then ϕ˜ has a matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 · · · 0 0
0 0 1 0 · · · 0 0
0 0 0 1 · · · 0 0
0 0 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 0 1
0 1 0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Let μ˜ be the element of EndZ(Hom(Fn,∞,R)) induced by μ i.e. μ˜(χ) = χμ. Then by the description
of μ0 we get that μ˜ has a matrix
B =
(−1 X1
X2 M
)
where X1 is a matrix line zero, X2 is a matrix column with all entries −1 and M is an (n−1)×(n−1)
permutational matrix i.e. every column and every line of the matrix M has exactly one non-zero entry
with value 1. Since the permutational matrix Mt corresponds to the permutation δ, the permutational
matrix M corresponds to the permutation δ−1 = δ. Note that
An−1 = In and B2 = In,
where In is the identity n × n matrix. Furthermore B AB = A−1, so the subgroup of GLn(Z) generated
by A and B is the ﬁnite dihedral group of order 2(n − 1) but the fact that this group is ﬁnite is not
important. Later in the paper we will use frequently the following result and the explicit description
of A and B .
Proposition 6. Let G = Fn,∞ . Then under the isomorphism (5) the subgroup Γ of Aut(G) generated by ϕ and
μ induces in Aut(Hom(G,R)) a group D generated by the matrices A and B. In particular the group D induces
a group of permutations of S(G) that permutes the elements of X , where X is one of the following sets:Σm(G),
Σm(G)c , Σm(G,Z) and Σm(G,Z)c .
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4.1. Some general reduction results for Σ2(Fn,∞)
The following result is due to H. Meinert. It already was used as an important tool in the proof of
the main result of [5].
Proposition 7. (See [17, Thm. 3.3], [18, Thm. B].) Let G be a group of type FPm (resp. Fm) acting on an (m−1)-
acyclic (resp. (m − 1)-connected) CW-complex X with ﬁnite m-skeleton modulo G. Furthermore we assume
that if an element g ∈ G ﬁxes a cell it ﬁxes the cell pointwise.
Let χ : G →R be a non-zero homomorphism such that for every i-cell e with i m the restriction of χ to
Ge = {g ∈ G | ge = e} is non-zero and
[χ |Ge ] ∈ Σm−i(Ge,Z)
(
resp. Σm−i(Ge)
)
.
Then
[χ ] ∈ Σm(G,Z) (resp. Σm(G)).
Recall that we have ﬁxed the isomorphism (5) and we write [χ(x0), . . . ,χ(xn−1)] for [χ ] ∈
S(Fn,∞).
Corollary 8. Let a0,a1, . . . ,an−1 be real numbers not all equal to zero and [(a1, . . . ,an−1,a1)] ∈ Σm(Fn,∞)
(resp. Σm(Fn,∞,Z)). Then [(a0,a1, . . . ,an−1)] ∈ Σm(Fn,∞) (resp. Σm(Fn,∞,Z)).
Proof. Note that Fn,∞ is an HNN extension with stable letter x0, a base group 〈x1, x2, x3, . . .〉 and
associated subgroups 〈x1, x2, x3, . . .〉 and 〈xn, xn+1, xn+2, . . .〉. Note that the base group 〈x1, x2, . . . , xn〉
is isomorphic to the original group Fn,∞ with an isomorphism sending xi to xi−1 for all i  1. Sim-
ilarly the associated subgroup 〈xn, xn+1, . . . , x2n−1〉 is isomorphic to the original group Fn,∞ with an
isomorphism sending xi to xi−n for all i  n.
If χ is a non-zero real character of Fn,∞ that under the isomorphism (5) from Section 3 corre-
sponds to the tuple (a0,a1, . . . ,an−1) then the restriction of χ to the base group 〈x1, x2, . . . , xn =
xx01 〉  Fn,∞ corresponds to the tuple (a1, . . . ,an−1,a1) and the restriction of χ to the associated sub-
group 〈xn = xx01 , xn+1 = xx02 , . . . , x2n−1 = xx0n = x
x20
1 〉  Fn,∞ corresponds to the tuple (a1, . . . ,an−1,a1).
Then we can apply Proposition 7 for the action of Fn,∞ on the canonical tree associated to the HNN
decomposition of Fn,∞ explained above. 
4.2. The invariant Σ1(Fn,∞)
The group Fn,0  Fn,∞ [11, Lemma 2.1.6] has a realisation as a group of PL homeomorphisms of
the interval [0,n − 1] with slopes powers of n [11, Lemma 2.3.1] i.e. we get an embedding of Fn,∞
in PLn([0,n − 1]). Note that Fn,0 is deﬁned in [11, Lemma 2.1.2]. Since the realisation of Fn,∞ as a
group of PL homeomorphisms on the real line does not ﬁx a point the same holds for the image of
Fn,∞ in PLn([0,n − 1]). Furthermore if f ∈ Fn,0 then for the image f1 of f in PLn([0,n − 1]) given
by [11, Lemma 2.3.1] we have f ′(0) = f ′1(0) and logn f ′1(n − 1) = −k where for suﬃciently big x we
have f (x) = x + k(n − 1). Since the values of logn f ′1(0) and logn f ′1(n − 1) = −k are arbitrary integers
(hence independent) we can apply [6, Thm. 8.1] for the image of Fn,∞ in PLn([0,n − 1]) and deduce
that Σ1(Fn,∞)c has two points.
The rest of the proof can be completed in two ways: either writing explicitly the images of the
generators of Fn,∞ in PLn([0,n− 1]) or exhibiting by hand two elements of Σ1(Fn,∞)c . We adopt the
second approach. Let
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be characters given by
χ0(x0) = −1, χ0(x1) = · · · = χ0(xn−1) = 0
and
χ1(x0) = χ1(x1) = · · · = χ1(xn−1) = 1.
Note that the group Fn,∞ is a decreasing HNN extension with stable letter x0, a base group 〈x1, . . . , xn〉
and associated subgroups 〈x1, . . . , xn〉 and 〈xn, . . . , x2n−1〉. Then by a version of [6, Prop. 4.3] for Σ1
deﬁned by left actions (in [6] the actions are on the right) we get that [χ0] ∈ Σ1(Fn,∞)c and [−χ0] ∈
Σ1(Fn,∞). By applying the matrix B (from Section 3) to the matrix column corresponding to χ0 we
get the character χ1 i.e.
B
⎛
⎜⎝
χ0(x0)
χ0(x1)
· · ·
χ0(xn−1)
⎞
⎟⎠=
⎛
⎜⎝
χ1(x0)
χ1(x1)
· · ·
χ1(xn−1)
⎞
⎟⎠ ,
so μ˜(χ0) = χ1 where μ˜ was deﬁned in Section 3. Then by Proposition 6 [χ1] ∈ Σ1(Fn,∞)c . Thus we
have obtained two different points in Σ1(Fn,∞)c and we already know that Σ1(Fn,∞)c has exactly
two points. Thus we have the following result:
Proposition 9. Σ1(Fn,∞)c = {[χ0], [χ1]}.
4.3. One special subsphere of S(Fn,∞)
Let V be the subspace in Hom(Fn,∞,R) deﬁned as the set of characters χ such that χ(x1) =
χ(x2) = · · · = χ(xn−1). Note that V is the R vector subspace of Hom(Fn,∞,R) generated by the two
characters χ0 and χ1 from Section 4.2 that represent the two points from Σ1(Fn,∞)c . Let [V ] be the
image of V \ {0} in S(Fn,∞). The proof of the following theorem is similar to the proof of the main
result of [5], for completeness we include a proof.
Theorem 10. For m 2 we have
Σm(Fn,∞,Z)c ∩ [V ] = Σm(Fn,∞)c ∩ [V ] = conv2Σ1(Fn,∞)c .
Proof. Let χ ∈ V \ {0} i.e.
χ(x1) = · · · = χ(xn−1). (11)
Note that the group Fn,∞ is a decreasing HNN extension with stable letter x0, a base group 〈x1, . . . , xn〉
and associated subgroups 〈x1, . . . , xn〉 and 〈xn, . . . , x2n−1〉. Recall that there is an isomorphism
〈x1, . . . , xn〉  Fn,∞ that sends xi to xi−1 for i  1 and there is an isomorphism 〈xn, . . . , x2n−1〉  Fn,∞
that sends xi to xi−n for i  n. Thus Fn,∞ acts on a tree T with vertex and edge stabilisers conjugates
of the associated subgroups described above.
Suppose ﬁrst that χ(x1) 
= 0. By (11) and since χ(xn) = χ(xx01 ) = χ(x1) the restriction of χ on〈x1, . . . , xn〉  Fn,∞ corresponds to the character χ˜ of Fn,∞ such that χ˜ (x0) = χ˜ (x1) = · · · = χ˜ (xn−1) =
χ(x1) 
= 0. If 0 > χ˜(x0) by applying the matrix B to the matrix column corresponding to χ˜ we get
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for G = Fn,∞ and H = 〈x1, . . . , xn〉 and using that H  Fn,∞ is of type F∞ [13] we deduce that
[χ¯ ] ∈ Σ∞(Fn,∞). (12)
Then by Proposition 6
[χ˜ ] ∈ Σ∞(Fn,∞).
Note that the restriction of χ on the associated subgroup 〈xn, . . . , x2n−1〉  Fn,∞ corresponds to the
character χ˜ of Fn,∞ . Then using Proposition 7 for the action of Fn,∞ on the tree T associated with
the decomposition of Fn,∞ as an HNN extension from the ﬁrst paragraph of the proof we deduce that
if χ(x0) = α ∈R, χ(x1) = · · · = χ(xn−1) = β < 0 then [χ ] ∈ Σ∞(Fn,∞). (13)
By applying the matrix B to the matrix column corresponding to χ from (13) we get a character χˆ =
χμ that written as matrix line is (−α,−α + β, . . . ,−α + β). Then by Proposition 6 [χˆ ] ∈ Σ∞(Fn,∞)
i.e.
if χˆ (x1) = · · · = χˆ (xn−1) < χˆ(x0) then [χˆ ] ∈ Σ∞(Fn,∞). (14)
Note further that if χ(x1) = · · · = χ(xn−1) = 0 then there are two cases: if χ(x0) < 0 we have by
Proposition 9 that [χ ] ∈ Σ1(Fn,∞)c and if χ(x0) > 0 then by (12) [χ ] = [χ¯ ] ∈ Σ∞(Fn,∞), where χ¯
was deﬁned in the second paragraph of the proof. By (13) and (14)
[V ] \ conv2Σ1(Fn,∞)c ⊆ Σ∞(Fn,∞) ⊆ Σm(Fn,∞) ⊆ Σm(Fn,∞,Z). (15)
By the main result of [16] since Fn,∞ does not contain non-cyclic free subgroups
conv2Σ1(Fn,∞)c ⊆ Σ2(Fn,∞)c . But we need a stronger homological version of the above inclusion.
We claim that the proof of [5, Prop. 2.9] implies
conv2Σ1(Fn,∞)c ⊆ Σ2(Fn,∞,Z)c ⊆ Σm(Fn,∞,Z)c form 2. (16)
Indeed [5, Prop. 2.9] follows directly from [5, Prop. 2.8] and the proof of [5, Prop. 2.8] uses only that
the group (there F ) is realisable as a group of PL transformations on a closed interval. Exactly the
same argument works for Fn,∞ .
Then by (15), (16) we obtain for m 2
conv2Σ1(Fn,∞)c = [V ] ∩ Σm(Fn,∞)c = [V ] ∩ Σm(Fn,∞,Z)c . 
5. The reduction to one character in the case n = 3
In this section we set G = F3,∞ . The ﬁrst corollary is a particular case of Corollary 8.
Corollary 17. Let a, b, c be real numbers such that (b, c) 
= (0,0) and [(b, c,b)] ∈ Σn(G) (resp. Σn(G,Z)).
Then [(a,b, c)] ∈ Σn(G) (resp. Σn(G,Z)).
Let [V ] be the subsphere of S(G) spanned by Σ1(G)c i.e.
[V ] = {[(a,b, c)] ∈ S(G) ∣∣ b = c}.
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(a) If {[(0,1,0)], [(0,−1,0)]} ⊆ Σn(G) then S(G) \ [V ] ⊆ Σn(G).
(b) If {[(0,1,0)], [(0,−1,0)]} ⊆ Σn(G,Z) then S(G) \ [V ] ⊆ Σn(G,Z).
Proof. Here we prove item (a). The proof of item (b) is the same, just substitute the homotopical with
the homological invariant.
Since {[(0,1,0)], [(0,−1,0)]} ⊆ Σn(G) and by Corollary 17 we deduce that {[(1,0,1)], [(−1,0,
−1)]} ⊆ Σn(G). Thus for any b1 
= 0 we have [(b1,0,b1)] ∈ Σn(G). Then by Corollary 17 for any
a1 ∈R we have [(a1,b1,0)] ∈ Σn(G). Note that by (4)
B =
(−1 0 0
−1 0 1
−1 1 0
)
, hence B A =
(−1 0 0
−1 1 0
−1 0 1
)
.
Since
B A
(a1
b1
0
)
=
( −a1
−a1 + b1
−a1
)
we deduce that [(−a1,−a1 + b1,−a1)] ∈ Σn(G) i.e. [(b, c,b)] ∈ Σn(G) for any real numbers b 
= c.
Then by Corollary 17 [(a,b, c)] ∈ Σn(G) for b 
= c. 
Corollary 19. Let n 2 be a natural number.
(a) If {[(0,1,0)], [(0,−1,0)]} ∈ Σn(G) then conv2Σ1(G)c = Σn(G)c .
(b) If {[(0,1,0)], [(0,−1,0)]} ∈ Σn(G,Z) then conv2Σ1(G)c = Σn(G,Z)c .
Proof. Follows directly from Theorem 10 and Corollary 18. 
Lemma 20. [(0,1,0)] ∈ Σn(G) (resp. Σn(G,Z)) if and only if [(0,−1,0)] ∈ Σn(G) (resp. Σn(G,Z)).
Proof. Suppose that [(0,b,0)] ∈ Σn(G) (resp. Σn(G,Z)) for some ﬁxed non-zero real number b. Then
by Corollary 17 [(b,0,b)] ∈ Σn(G) (resp. Σn(G,Z)). Using again Corollary 17 for every real number a
we have that
[
(a,b,0)
] ∈ Σn(G) (resp. Σn(G,Z)).
Since
B A
(a
b
0
)
=
( −a
−a + b
−a
)
by Proposition 6 [(−a,−a + b,−a)] ∈ Σn(G) (resp. Σn(G,Z)) i.e.
[
(a1,b1,a1)
] ∈ Σn(G) (resp. Σn(G,Z)) for sign(b1 − a1) = sign(b).
Then by Corollary 17 for every real number a2
[
(a2,a1,b1)
] ∈ Σn(G) (resp. Σn(G,Z)) for sign(b1 − a1) = sign(b).
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A
(a2
a1
b1
)
=
(a2
b1
a1
)
by Proposition 6
[
(a2,b1,a1)
] ∈ Σn(G) (resp. Σn(G,Z)) for sign(b1 − a1) = sign(b).
Thus
[
(a2,b1,a1)
] ∈ Σn(G) (resp. Σn(G,Z)) for a1 
= b1.
In particular
[
(0,−b,0)] ∈ Σn(G) (resp. Σn(G,Z)). 
6. Σ2-invariants for colimits
Theorem 21. Let G be the colimit of a connected ﬁnite graph of groups and χ : G → R be a non-zero homo-
morphism. Suppose that
(a) for every vertex group Gv the restriction χv of χ to Gv is non-zero and [χv ] ∈ Σ2(Gv );
(b) for every edge group Ge the restriction χe of χ to Ge is non-zero and [χe] ∈ Σ1(Ge).
Then [χ ] ∈ Σ2(G).
Proof. Let H be the fundamental group of the above graph of groups. Let T0 = {t1, . . . , tm}, where
m 0, be the set of stable letters used in the deﬁnition of H . Deﬁne a character χ˜ : H →R such that
the restriction of χ˜ to a vertex group Gs coincides with the restriction of χ to Gs . Furthermore deﬁne
χ˜ (ti) > 0 for every i but it will be important only that χ˜ (ti) 
= 0. By Proposition 7
[χ˜ ] ∈ Σ2(H). (22)
Let π : H → G be the canonical homomorphism that sends every stable letter ti to 1. Thus the
kernel N of π is the normal closure of T0 in H . Note that for every ti ∈ T since χ˜ (ti) 
= 0 we have
H =
⋃
j∈Z
Hχ˜ t
j
i .
Then Hti =Hχ˜ ti and so
N is the subgroup of H generated by
⋃
1im
Hχ˜ ti, (23)
i.e. ﬁnitely many Hχ˜ -orbits via conjugation on the left.
We claim that (23) together with (22) imply that [χ ] ∈ Σ2(G). Indeed let 〈X | R〉 be a ﬁnite pre-
sentation of H with corresponding Cayley complex Γ such that Γχ˜ := Γχ˜0 is 1-connected. Without
loss of generality T0 ⊆ X . Note that 〈X | R ∪ T0〉 is a ﬁnite presentation of G with corresponding
Cayley complex Γ0. Consider the covering map Γχ˜ → Γχ˜ /N = Γ1. Then Gχ  Hχ˜ /N acts on Γ1 on
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cells with boundaries t1, . . . , tm . By (23) the new complex obtained after the gluing, i.e. (Γ0)χ0, is
1-connected. 
7. Some copies of Fn−1,∞ inside Fn,∞
We write Fi1,i2,...,is for the subgroup of Fn,∞ generated by xi1 , xi2 , . . . , xis for 0 i1 < · · · < is .
Lemma 24. Let n 3 and 0 i1 < · · · < in−1  n−1. Then Fi1,i2,...,in−1  Fn−1,∞ = 〈y0, y1, . . . , yn−2, . . . |
yyij = y j+n−2 for 0 i < j〉 via the isomorphism that sends xi j to y j−1 for 1 j  n − 1.
Proof. Let {i0} = {0, . . . ,n − 1} \ {i1, . . . , in−1} and let N be the normal subgroup of Fn,∞ generated
by xi0 . By the inﬁnite presentation (1) we have Fn,∞/N  Fn−1,∞ = 〈y0, y1, . . . , yn−2, . . . | yyij =
y j+n−2 for 0  i < j〉 via an isomorphism that sends the image of xi j to y j−1 i.e. there is a short
exact sequence of groups 1 → N → Fn,∞ → Fn−1,∞ → 1. This sequence splits as there is a homo-
morphism α : Fn−1,∞ → Fn,∞ that sends y j to xi j+1 for 0  j  n − 2, the map is well deﬁned by
the inﬁnite presentation (1) applied for Fn−1,∞ and Fn,∞ . Thus Fn−1,∞  α(Fn−1,∞) = Fi1,i2,...,in−1 as
required. 
Corollary 25. Let 0  i1 < · · · < ik  n − 1. Then Fi1,i2,...,ik  Fk,∞ = 〈y0, y1, . . . , yk−1, . . . | yyij =
y j+k−1 for 0 i < j〉 via the isomorphism that sends xi j to y j−1 for 1 j  k.
Proof. Use inverse induction on k, where 2 k n. The inductive step is Lemma 24 and the ﬁrst step
k = n is the deﬁnition of Fn,∞ . 
Corollary 26. Let 0  i1 < · · · < ik  i1 + n − 1. Then Fi1,i2,...,ik  Fk,∞ = 〈y0, y1, . . . , yk−1, . . . | yyij =
y j+k−1 for 0 i < j〉 via an isomorphism that sends xi j to y j−1 for 1 j  k.
Proof. It follows directly from the previous corollary and the isomorphism Fi1,i2,...,ik  F0,i2−i1,...,ik−i1
that is the restriction of the isomorphism Fi1,i1+1,...,i1+n−1 → F0,1,...,n−1 sending xi to xi−i1 for
i  i1. 
8. Colimits
8.1. The Fn,∞ as a colimit of a ﬁnite graph of groups for n 4
We write Fi1,i2,...,is for the subgroup of Fn,∞ generated by xi1 , xi2 , . . . , xis for 0 i1 < · · · < is . By
the results from Section 7 all of the groups Fi1,i2,...,is used in graph of groups constructed below are
isomorphic to Fs,∞ .
The following result claims that Fn,∞ , for n  4, is the colimit of the graph of groups  whose
underlying graph is a triangle i.e. has 3 vertices and there is one edge linking any two vertices. The
vertex groups are F0,1,...,n−2, F0,1,...,n−3,n−1, F0,...,n−4,n−2,n−1 and every edge group is in the intersec-
tion of the corresponding vertex groups in Fn,∞:
1. the edge group with vertex groups F0,1,...,n−2 and F0,1,...,n−3,n−1 is F0,...,n−3;
2. the edge group with vertex groups F0,1,...,n−2 and F0,...,n−4,n−2,n−1 is F0,...,n−4,n−2;
3. the edge group with vertex groups F0,1,...,n−3,n−1 and F0,...,n−4,n−2,n−1 is F0,...,n−4,n−1.
Proposition 27. For n 4 the group Fn,∞ has a presentation
〈x0, x1, . . . , xn−1 | R = R0,1,...,n−2 ∪ R0,1,...,n−3,n−1 ∪ R0,...,n−4,n−2,n−1〉,
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groups of .
Proof. By [8, Thm. D] the group Fn,∞ has a ﬁnite presentation with generators x0, x1, . . . , xn−1 and
relations
xxij = xx0j for 1 i < j  n − 1,
xx0xij = x
x20
j for 1 j  i + 1 n
and
x
x20xn−1
1 = x
x30
1 ,
where xn = xx01 . Note that every relation depends on three (not necessarily different) elements x0,
xi , x j of {x0, x1, . . . , xn−1, xn}. Since xn = xx01 ∈ F0,1,...,n−2 if xi or x j is not an element of F0,1,...,n−2
then xn−1 ∈ {xi, x j}. Similarly if we assume that xi or x j is not an element of F0,1,...,n−3,n−1
then xn−2 ∈ {xi, x j}. Combining both cases we get {xi, x j} = {xn−2, xn−1}. In particular {x0, xi, x j} ⊂
F0,...,n−4,n−2,n−1. Note we have proved that every relation of the above list is a relation of at least one
vertex group from the graph of groups . 
8.2. Another colimit construction for F4,∞
Later on we will need a presentation of F4,∞ as a colimit that differs from the construction from
the previous section. The new graph of groups has an underlying graph a triangle with the following
vertex and edge groups:
1. the edge group with vertex groups F0,1,3 and F0,1,2 is F0,1;
2. the edge group with vertex groups F0,1,3 and F2,3,5 is F3,6;
3. the edge group with vertex groups F2,3,5 and F0,1,2 is F2,5.
By the results of Section 7 all edge groups are isomorphic to F and all vertex groups are isomor-
phic to F3,∞ .
Proposition 28. Let G be the colimit of the above graph of groups. Then there is an isomorphism G  F4,∞
such that the restriction of this isomorphism to the vertex groups of the colimit G is the natural embedding of
the corresponding vertex groups of G in F4,∞ .
Proof. By Proposition 27 from Section 8.1 applied for n = 4 we have a realisation of F4,∞ as the
colimit of the graph of groups . All vertex and edge groups of G are subgroups of F4,∞ , so there is
a natural epimorphism θ : G → F4,∞ that is the identity map on the vertex groups. To prove that θ
is an isomorphism is equivalent to show that all relations of vertex groups of  hold in G . Since all
vertex groups of  except F0,2,3 are vertex groups of the graph of groups that deﬁnes G it suﬃces to
show that the relations of F0,2,3 hold in G .
By [8, Thm. D] and Lemma 24 F0,2,3 has a ﬁnite presentation with generators x0, x2, x3 and the
following 6 relations:
1. xx0x22 = x
x20
2 , x
x0x3
3 = x
x20
3 ;
2. xx23 = xx03 , xx0x32 = x
x20
2 , x
x0x2
3 = x
x20
3 , x
x20x3
2 = x
x30
2 .
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and the second relation in 1. is a relation in F0,1,3, hence both hold in G . Now we show by simple
calculations that the relations in 2. hold in G:
3. xx23 = x6 = xx03 where x6 ∈ F3,6, the ﬁrst equality holds in F2,3,5 and the second holds in F0,1,3;
4. xx0x32 = xx35 = x8 = xx05 = x
x20
2 where x5, x8 ∈ F2,5, all the equalities except the second one follow
from the relations in F0,1,2 and the second equality holds in F2,3,5;
5. xx0x23 = xx26 = x9 = xx06 = x
x20
3 where x6, x9 ∈ F3,6, all the equalities except the second follow from
the relations in F0,1,3 and the second one holds in F2,3,5;
6. x
x20x3
2 = xx0x35 = xx38 = x11 = xx08 = x
x20
5 = x
x30
2 where x5, x8, x11 ∈ F2,5, all equalities except the third
one follow from the relations in F0,1,2 and the third equality holds in F2,3,5. 
8.3. Some speciﬁc characters for n = 4
In Proposition 30 from this section we will show that some characters of F4,∞ represent ele-
ments of Σ2(F4,∞). This will be used in the calculations in the next section. The proof relies on
one realisation of F4,∞ as a colimit of a ﬁnite graph of groups S that defers from the constructions
in Sections 8.1 and 8.2. As before Fi1,...,is denotes the subgroup of Fn,∞ (here n = 4) generated by
xi1 , . . . , xis .
The graph of groups S has four vertex groups:
F0,1,2, F0,1,3, F0,2,3, F3,4,5.
There are 4 edges with edge groups inside the intersections of the vertex groups in F4,∞ and the
embedding of the edge groups in the vertex groups are the natural ones. Only two pairs of vertices
are not linked: the pair of vertex groups {F0,1,2, F3,4,5} and the pair of vertex groups {F0,1,3, F0,2,3}.
The edge groups are as follows:
1. the edge group with vertex groups F0,1,2 and F0,1,3 is F0,1;
2. the edge group with vertex groups F0,1,2 and F0,2,3 is F0,2;
3. the edge group with vertex groups F3,4,5 and F0,1,3 is F3,4;
4. the edge group with vertex groups F3,4,5 and F0,2,3 is F3,5.
By the results from Section 7 all vertex groups are isomorphic to F3,∞ and all edge groups are
isomorphic to F  F2,∞ .
Lemma 29. The group F4,∞ is the colimit of the graph of groups S.
Proof. Note that the colimit does not change when we add to the graph of groups S an edge group
F0,3 between the vertex groups F0,1,3 and F0,2,3. Indeed the copy of x0 in F0,1,3 equals the copy of
x0 in F0,2,3 as both copies equal the copy of x0 in F0,1,2. The copy of x3 in F0,1,3 equals the copy of
x3 in F0,2,3 as both copies equal the copy of x3 in F3,4,5. Then the new graph of groups 0 obtained
by adding the new edge group F0,3 has exactly two triangles, one is exactly the graph of groups of
Section 8.1 for n = 4 and the vertex groups of the other triangle are subgroups of F4,∞ . Since by
Proposition 27 the colimit of the ﬁrst of the triangles is already our group F4,∞ we get immediately
that the colimit of S is exactly F4,∞ . 
Proposition 30. Let χ : F4,∞ →R be a character such that
χ(x0) = −1, χ(x1) = α, χ(x2) = β, χ(x3) = 0
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χ(x0) = 0, χ(x1) = α, χ(x2) = β, χ(x3) = 0,
where 0 
= α 
= β 
= 0. Suppose further that Theorem A holds for n = 3. Then
[χ ] ∈ Σ2(F4,∞).
Proof. Consider F4,∞ as the colimit of the graph of groups given by Lemma 29. Then the restrictions
0 
= α 
= β 
= 0 together with the description of Σ2(Fn,∞) for n = 2,3 (i.e. the case n = 2 is done in
[5] and we have assumed that Theorem A holds for n = 3) imply that for a vertex or edge group
Gs the restriction χs of χ to Gs is non-trivial and [χs] ∈ Σ2−dim(s)(Gs). Then by Theorem 21 [χ ] ∈
Σ2(F4,∞). 
9. The reduction case to two special characters for n 4
This section treats a reduction case to two antipodal characters that will be used later in Sec-
tions 10.1, 10.2, where Theorem A will be deduced for n 4 from the case n = 3.
Theorem 31. Let n 4 and suppose that Theorem A holds for Fn−1,∞ and Fn−2,∞ . Furthermore assume that
[χ0], [−χ0] ∈ Σ2(Fn,∞), (32)
where χ0(x0) = χ0(x2) = · · · = χ0(xn−1) = 0,χ0(x1) = 1. Then Theorem A holds for Fn,∞ .
Proof. By Theorem 10 it suﬃces to work with χ : Fn,∞ → R a non-zero homomorphism such that
χ /∈ V , where V was deﬁned in Section 4.3 i.e.
not all values
{
χ(xi)
}
1in−1 are equal. (33)
We identify χ with the column matrix
⎛
⎜⎝
χ(x0)
χ(x1)
· · ·
χ(xn−1)
⎞
⎟⎠ (34)
and when convenient with the row matrix
(χ(x0) χ(x1) · · · χ(xn−1) ) .
By abuse of notation applying the matrix A (resp. B) on a character χ is the image of χ under ϕ˜
(resp. μ˜) i.e. this is the matrix product Aχ (resp. Bχ ) where χ is represented as the column (34).
Recall that ϕ˜ and μ˜ are deﬁned in Section 3.
If not otherwise stated we will consider Fn,∞ as the colimit of the graph of groups  deﬁned in
Section 8.1.
Case 1. Assume now that the restriction of χ to all vertex and edge groups is non-zero. If the condi-
tions of Theorem 21 apply we get [χ ] ∈ Σ2(Fn,∞). So we can assume that some of the assumptions
of Theorem 21 do not hold: for some cell s of the graph of groups  and for the restriction χs of χ
to Gs we have [χs] ∈ Σ2−dim(s)(Gs)c .
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vertices but by applying a power of the matrix A on the matrix column corresponding to χ we can
reduce to the case when Gs = F0,1,...,n−2. Since Theorem A holds for Fn−1,∞  F0,1,...,n−2 we have
Σ2(F0,1,...,n−2)c ⊆ {[χ¯ ] | χ¯ (x1) = · · · = χ¯ (xn−2)} and hence
χ(x1) = χ(x2) = · · · = χ(xn−2) 
= χ(xn−1),
where the last inequality follows from (33).
Let  ∈ {−1,1} and α1 be an arbitrary real number. By (32) and Corollary 8 for the character
χ1 = (α1,0, ,0, . . . ,0) of Fn,∞ we have [χ1] ∈ Σ2(Fn,∞). By applying a power of the matrix A to
the matrix-column representing χ1 and by Proposition 6 we get that [(α1,0, . . . ,0, ,0)] ∈ Σ2(Fn,∞).
Then again by Proposition 6 and the description of the matrices A and B in Section 3 there is some
j  0 such that
B A j
⎛
⎜⎜⎜⎜⎜⎝
α1
0
· · ·
0

0
⎞
⎟⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎝
−α1
−α1
· · ·
−α1
−α1 + 
−α1
⎞
⎟⎟⎟⎟⎟⎠
is a character that represents an element of Σ2(Fn,∞). Applying Corollary 8 we get that for an arbi-
trary real number β1
[
(β1,−α1, . . . ,−α1,−α1 + )
] ∈ Σ2(Fn,∞). (35)
For some real numbers α1 and β1 the last character is a positive real multiple of χ , hence
[χ ] ∈ Σ2(Fn,∞). (36)
1.2 Consider now the case when s is an edge, so [χs] ∈ Σ1(Gs)c . Thus Gs  Fn−2,∞ . Note that
Σ1(Fn−2,∞)c contains two points (see Section 4.2). By Proposition 6 applying a power of the matrix A
to the matrix column corresponding to χ we might assume that Gs = F0,1,...,n−3 or Gs = F0,...,n−4,n−2.
1.2.1 Consider the case Gs = F0,1,...,n−3. By multiplying χ with a positive multiple we might as-
sume that either χ |Gs = (−1,0, . . . ,0) or χ |Gs = (1,1, . . . ,1). Note that χ and Bχ fall into two
different cases i.e. if χ |Gs = (−1,0, . . . ,0) then (Bχ)|Gs = (1,1, . . . ,1). Recall that Bχ denotes the
character obtained from χ by applying B to the matrix column corresponding to χ i.e. Bχ = μ˜(χ)
where μ˜ was deﬁned in Section 3. Then we can assume that χ |Gs = (−1,0, . . . ,0), hence
χ = (−1,0, . . . ,0,α,β),
where by (33) not both α and β are zero. If one of α or β is 0 by applying a power of the matrix
A to the matrix column corresponding to χ we see that both cases are equivalent i.e. might assume
that α = 0. Then [χ ] ∈ Σ2(Fn,∞) by (35). Thus we might assume that both α and β are non-zero.
Assume now that [χ ] ∈ Σ2(Fn,∞)c . Then by Proposition 6 applying a power of A to the column
matrix of χ we get a character
χ˜ = (−1,α,β,0, . . . ,0) such that [χ˜ ] ∈ Σ2(Fn,∞)c.
Note that the restriction of χ˜ on Gs for s an edge represents an element of Σ1(Gs) unless n = 4.
If n = 4 and α 
= β by Proposition 30 [χ˜ ] ∈ Σ2(F4,∞), a contradiction. If n = 4, β = α 
= 0 by (35)
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may assume that n 5 and so the restriction of χ˜ to every edge group Gs represents an element of
Σ1(Gs).
If the restriction of χ˜ on every vertex group Gs represents an element of Σ2(Gs) then Theo-
rem 21 implies that [χ˜ ] ∈ Σ2(Fn,∞), a contradiction. Thus we can assume that there is some vertex
s such that [χ˜ |Gs ] ∈ Σ2(Gs)c . Since Theorem A holds for Gs  Fn−1,∞ we get that the values of χ˜
on the standard generators of Gs except the ﬁrst one x0 are equal. Recall that these standard gen-
erators excluding x0 form a subset of cardinality (n − 2) of {x1, . . . , xn−1}. Then (n − 2) elements of
{α,β,0, . . . ,0} = {χ˜ (x1), . . . , χ˜ (xn−1)} are equal. Since α 
= 0 and β 
= 0 we get n = 4 and α = β ,
a contradiction to n 5.
1.2.2 Consider the case Gs = F0,1,...,n−4,n−2. By multiplying χ with a positive multiple we might
assume that either χ |Gs = (−1,0, . . . ,0) or χ |Gs = (1,1, . . . ,1). As before χ and ABχ fall into two
different cases i.e. if χ |Gs = (−1,0, . . . ,0) then (ABχ)|Gs = (1,1, . . . ,1) and vice versa. Then we can
assume that χ |Gs = (−1,0, . . . ,0), hence
χ = (−1,0, . . . ,0,α,0, β),
where by (33) not both α and β are zero. If one of α or β is 0 by applying a power of the matrix
A to the matrix column corresponding to χ we see that both cases are equivalent i.e. might assume
that α = 0. Then [χ ] ∈ Σ2(Fn,∞) by (35). So we might assume that both α and β are non-zero.
Assume now that
[χ ] ∈ Σ2(Fn,∞)c .
Then by Proposition 6 applying a power of A to the column matrix of χ we get a character
χ˜ = (−1,α,0, β,0, . . . ,0) such that [χ˜ ] ∈ Σ2(Fn,∞)c . (37)
Note that since α 
= 0 the restriction of χ˜ on Gs , for s an edge, represents an element of Σ1(Gs) un-
less n = 4. If n = 4 we have χ˜ = (−1,α,0, β). By applying the matrix A−1 to the column correspond-
ing to χ˜ we obtain a new character χ∗ = (−1, β,α,0). By Proposition 6 and (37) [χ∗] ∈ Σ2(Fn,∞)c ,
a contradiction with Proposition 30 if β 
= α. If n = 4, β = α by (35) we have [χ∗] ∈ Σ2(Fn,∞), a con-
tradiction again. Thus we can assume that n 5.
Recall that α 
= 0, β 
= 0. Note that since α 
= 0 and Theorem A holds for Fn−1,∞ the restriction of
χ˜ on a vertex group Gs represents an element of Σ2−dim(s)(Gs). As n  5 the same holds for edge
groups and hence by Theorem 21 we have [χ˜ ] ∈ Σ2(Fn,∞), a contradiction.
Case 2. Suppose now that the restriction of χ on some vertex or edge group Gs is zero. In both
cases the restriction on some edge group is zero. Thus we can assume that s is an edge. There are
three edges but the cases Gs = F0,...,n−4,n−1 and Gs = F0,...,n−3 are equivalent by Proposition 6 and
by applying a power of the matrix A to the matrix column corresponding to χ . Thus we can assume
that either Gs = F0,...,n−3 or Gs = F0,...,n−4,n−2.
2.1. Suppose that Gs = F0,...,n−3 i.e. χ(x0) = · · · = χ(xn−3) = 0. Then
χ = (0, . . . ,0,α,β).
If α = 0 or β = 0 then by applying a power of the matrix A to the matrix column corresponding
to χ we get a character χ˜ = (0, γ ,0, . . . ,0) for some γ 
= 0. By (32) [χ˜ ] ∈ Σ2(Fn,∞) and hence by
Proposition 6 [χ ] ∈ Σ2(Fn,∞).
Thus we can assume that α 
= 0 and β 
= 0. By applying a power of A to the matrix column
corresponding to χ we get a character χˆ = (0,α,β,0, . . . ,0), so
[χ ] ∈ Σ2(Fn,∞) if and only if [χˆ ] ∈ Σ2(Fn,∞). (38)
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element of Σ1(Ge) since χˆ (x0) = 0 and x0 ∈ Ge . The restriction of χˆ on an edge group Ge can be
zero only for n = 4. If n 5 the restriction of χˆ on a vertex group Gv is of the type (0,α, . . . ,0) and
since Theorem A holds for Fn−1,∞ the restriction of χˆ on Gv represents an element of Σ2(Gv ). Then
by Theorem 21
[χˆ ] ∈ Σ2(Fn,∞) for n 5.
It remains to consider the case n = 4, χˆ = (0,α,β,0). If one of α or β is zero by applying a power
of the matrix A on χˆ we can assume that β = 0. Then by (32) [χˆ ] ∈ Σ2(F4,∞). Thus we can assume
that α 
= 0, β 
= 0. If furthermore α 
= β by Proposition 30 [χˆ ] ∈ Σ2(F4,∞). Finally if α = β 
= 0 by
(35) applied for β1 = 0,  = α1 = −α we have [χˆ ] ∈ Σ2(F4,∞). Note that since in all cases we obtain
[χˆ ] ∈ Σ2(F4,∞), by (38) [χ ] ∈ Σ2(F4,∞) as required.
2.2. Suppose that Gs = F0,...,n−4,n−2 i.e.
χ(x0) = · · · = χ(xn−4) = χ(xn−2) = 0.
Then χ = (0, . . . ,0,α,0, β). Then by applying a power of A to the matrix column corresponding to χ
we obtain a character χ∗ = (0,α,0, β,0, . . . ,0), so
[χ ] ∈ Σ2(Fn,∞) if and only if
[
χ∗
] ∈ Σ2(Fn,∞). (39)
If α = 0 or β = 0 by applying a power of A if necessary we can assume that β = 0. By (32) [χ∗] ∈
Σ2(Fn,∞), thus we can assume that α 
= 0 and β 
= 0.
For every edge e the restriction of χ∗ on Ge if non-zero represents an element of Σ1(Ge) since
χ∗(x0) = 0 and x0 ∈ Ge . The restriction of χ∗ on some edge group Ge can be zero only for n = 4.
If n  5 the restriction of χ∗ on a vertex group Gv is of the type (0,α, . . . ,0) or (0,α,0, β, . . .) and
since Theorem A holds for Fn−1,∞ the restriction of χ∗ on Gv represents an element of Σ2(Gv ). Thus
[χ∗] ∈ Σ2(Gv ) and we can apply (39) to deduce that [χ ] ∈ Σ2(Fn,∞).
It remains to consider the case n = 4 i.e. χ∗ = (0,α,0, β). By applying a power of A to χ˜ we
obtain a character χ ′ = (0, β,α,0) and by Proposition 6 we see that
[
χ∗
] ∈ Σ2(Fn,∞) if and only if [χ ′] ∈ Σ2(Fn,∞).
The fact that [χ ′] ∈ Σ2(Fn,∞) was proved in the last paragraph of case 2.1 with α and β exchanged.
Thus [χ∗] ∈ Σ2(Gv ) and we can apply (39). 
10. The special characters from Theorem 31
The proof of Theorem A for n = 3 is a technical calculation we leave for the ﬁnal section of the
paper. In the following two sections we proceed by showing that the cases n  4 of Theorem A can
be deduced from the case n = 3 of Theorem A. We will use substantially the results developed in the
previous sections.
10.1. The case n = 4
Let
χ0 : F4,∞ →R
D.H. Kochloukova / Journal of Algebra 371 (2012) 430–456 447be the homomorphism given by
χ0(x1) = 1 and χ0(xi) = 0 for i ∈ {0,2,3}.
This is the special character in the assumptions of Theorem 31 for n = 4. We think of F4,∞ as the
colimit of the graph of groups described in Section 8.2.
Let
χ˜ : F0,1,3 ∗F0,1 F0,1,2 →R
be the homomorphism whose restrictions to F0,1,3 and F0,1,2 coincide with the restrictions of χ0 on
the same groups. Let H be the kernel of χ˜ . Note that since χ0 is a discrete homomorphism χ˜ is
discrete too.
Lemma 40. Let P be the colimit of the graph of groups 0 with two vertex groups H and F2,3,5 and two edges
that link the two vertices. The edge groups are isomorphic to F3,6 and F2,5 i.e. the edge groups correspond to
the identiﬁcation of the obvious copies of F3,6 and F2,5 in H and F2,3,5 . Then Ker(χ0)  P .
Proof. In the colimit construction for F4,∞ from Section 8.2 squash the edge with edge group F0,1
and its vertex groups to a new vertex and associate to this vertex the group F0,1,3 ∗F0,1 F0,1,2. This
new graph of groups ˜ has the same colimit i.e. F4,∞ . Note that ˜ differs from the graph of group
deﬁning the colimit P by just extending the vertex group H to H  〈x1〉 = F0,1,3 ∗F0,1 F0,1,2. Note that
for every edge or vertex group Gs of the graph of groups 0 we have G
x1
s ⊆ Gs . Thus the colimit
F4,∞ of the graph of groups ˜ is an HNN extension with stable letter x1, a base group P and asso-
ciated subgroups P and P x1 . As Ker(χ0) =⋃z<0 P xz1 , P is ﬁnitely generated and by the deﬁnition of
the Σ1-invariant either [−χ0] ∈ Σ1(F4,∞)c or P x1 = P (for detailed proof see [5, Thm. 2.1 b)]). By
Proposition 9 [−χ0] ∈ Σ1(F4,∞), hence P = P x1 and Ker(χ0) = P . 
Corollary 41. If Theorem A holds for F3,∞ then Ker(χ0) is ﬁnitely presented.
Proof. Consider F0,1,3 ∗F0,1 F0,1,2 as the fundamental group of graph of groups with two vertices and
one edge. Since Theorem A holds for F3,∞ then the restrictions of both χ˜ and −χ˜ on a vertex or
edge group Gs represent elements of Σ2−dim(s)(Gs). Then by Proposition 7 [χ˜ ], [−χ˜ ] ∈ Σ2(F0,1,3 ∗F0,1
F0,1,2) and hence by Theorem 2 H = Ker(χ˜ ) is ﬁnitely presented. Then by Lemma 40 P  Ker(χ0) is
ﬁnitely presented. 
Corollary 42. Suppose that Theorem A holds for F3,∞ . Then [χ0], [−χ0] ∈ Σ2(F4,∞).
Proof. This follows from Corollary 41 and the homotopical part of Theorem 2. 
10.2. The case n 5
Proposition 43. Let n 5 and χ0 : Fn,∞ →R be the homomorphism given by χ0(x1) = 1 and χ0(xi) = 0 for
i ∈ {0,2, . . . ,n− 1}. Assume that Theorem A holds for Fn−1,∞ and Fn−2,∞ . Then [χ0], [−χ0] ∈ Σ2(Fn,∞).
Proof. We think of Fn,∞ as the colimit of the graph of groups  described in Section 8.1. Note that
vertex groups are isomorphic to Fn−1,∞ and edge groups are isomorphic to Fn−2,∞ . By the inductive
hypotheses Theorem A gives complete description of the Σ-invariants of vertex and edge groups. In
particular we get for the restriction χs of χ0 to a vertex or edge group Gs that χs is non-zero and
[χs], [−χs] ∈ Σ2(Gs). Then by Theorem 21 [χ0], [−χ0] ∈ Σ2(Fn,∞). 
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Lemma 44. Let χ : G → Z be a homomorphism such that χ(x0) = 1, χ(xi) = 0 for 1 i m for some ﬁnite
generating set X = {x0, . . . , xm} of G. Let N be the kernel of χ . Then
(a) [−χ ] ∈ Σ1(G) if and only if N = 〈{xx
j
0
i }1im, j0〉;
(b) if [−χ ] ∈ Σ1(G) and G has a ﬁnite presentation 〈X | R〉, then [−χ ] ∈ Σ2(G) if and only if there is a ﬁnite
set of relations Rˆ of N containing R such that N has an inﬁnite presentation
〈{
x
x j0
i
}
1im, j0
∣∣ Sˆ i0〉,
where
Sˆi0 =
(⋃
i∈Z
Rˆx
i
0
)
∩ 〈Yi0〉 and Yi0 =
{
ys,i = xx
i
0
s
}
1sm, i0.
Remark. The funny minus sign in [−χ ] comes from the fact that in the deﬁnition of the Σ-invariants
adopted in this paper the action of G is on the left and in the lemma above all conjugations are on
the right.
Proof of Lemma 44. (a) It follows directly from [20, Thm. 1].
(b) Note that N is the normal closure of x1, . . . , xm in G . Deﬁne
ys,i = xx
i
0
s = x−i0 xsxi0
and set Y = {ys,i}i∈Z,1sm . Thus the group N has an inﬁnite presentation 〈Y | S〉, where S =⋃
i∈Z Rx
i
0 .
By [20, Lemma 3] [−χ ] ∈ Σ2(G) if and only if for some ﬁnite set of relations Rˆ of G such that R ⊆
Rˆ and for the Cayley complex Γ of G with respect to the ﬁnite presentation 〈X | Rˆ〉 the subcomplex
Γ−χ0 is 1-connected. We remind the reader that for a real number i the subcomplex Γ−χi of Γ
is spanned by the vertices G−χi = {g ∈ G | −χ(g) i}. Note that Rˆ represents relations in N = 〈Y 〉
i.e. the elements of Rˆ can be rewritten as words on Y ∪ Y−1 by adding and deleting subwords of the
type xz0x
−z
0 . Furthermore if necessary we can always add ﬁnitely many relations to Rˆ .
The proof of part (b) is completed by the following claim.
Claim. Γ−χ0 is 1-connected if and only if N has a presentation 〈Yi0 | Sˆ i0〉, where Sˆi0 = (⋃i∈Z Rˆxi0 ) ∩〈Yi0〉.
Proof. Deﬁne Yi j = {ys,i}1sm,i j . Consider the group
M j  F j/Rˆ j,
where F j is the free group with basis {zs,i}i j,1sm and Rˆ j is the normal closure in F j of the
relations obtained from (
⋃
i∈Z Rˆx
i
0 ) ∩ 〈Yi j〉 changing every ys,i with zs,i . The identity map on
{zs,i}i j,1sm induces a homomorphism of groups
α j : M j → M j−1.
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j
0
i | 1  i m, j ∈ Z〉 = 〈x
x j0
i | 1  i m, j  0〉. Hence x
x−10
i ∈ N = 〈x
x j0
i | 1  i m,
j  0〉 and by conjugating with a power of x0 we get that xx
j−1
0
i ∈ N = 〈x
xk0
i | 1  i m, k  j〉. We
add to Rˆ a ﬁnite number of relations that correspond to x
x−10
i ∈ 〈x
xk0
i | 1 i m, k 0〉. Thus α j is an
epimorphism.
Let Rˆ−∞ be the normal subgroup
⋃
i∈Z Rˆ i of the free group F−∞ =
⋃
i∈Z Fi . Then
N  F−∞/Rˆ−∞.
We claim that for a non-positive real number j there is an isomorphism
π1(Γ−χ j)  (Rˆ−∞ ∩ F j)/Rˆ j.
Indeed the elements of Rˆ j correspond to labels of closed paths in Γ−χ j based at 1G that are con-
tractible inside Γ−χ j and the elements of Rˆ−∞ ∩ F j correspond to labels of closed paths in Γ−χ j
based at 1G . Any closed path in Γ−χ j based at 1G is elementary homotopy equivalent (i.e. using
only insertion or deletion of edges but not contractions via 2-cells) to a closed path in Γ−χ j based
at 1G with label in Rˆ−∞ ∩ F j . Thus we have shown that
Γ−χ0 is 1-connected if and only if Rˆ−∞ ∩ F0 = Rˆ0. (45)
Note that by construction the canonical map
ϕ0 : F0/Rˆ0 → N  F−∞/Rˆ−∞
is an epimorphism, so ϕ0 is an isomorphism if and only if ϕ0 is a monomorphism. Obviously ϕ0 is a
monomorphism if and only if Rˆ−∞ ∩ F0 = Rˆ0. Finally ϕ0 is an isomorphism if and only if 〈Yi0 | Sˆ i0〉
is a presentation of N . This together with (45) completes the proof of the claim. 
12. The proof of Theorem A for F3,∞
By [8, Thm. D] G = F3,∞ has ﬁnite presentation with generators x0, x1, x2 and relations
R = {xx12 = xx02 , xx0x11 = xx0x21 = xx201 , xx20x21 = xx301 , xx0x12 = xx202 = xx0x22 }. (46)
12.1. One inﬁnite presentation for N = Ker(μ)
Let
μ : G →R
be the homomorphism given by μ(x0) = μ(x2) = 0, μ(x1) = 1. Deﬁne N as the kernel of μ and set
αi = xx
i
1
0 and βi = x
xi1
2 for i ∈ Z.
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〈{αi, βi}i∈Z ∣∣ S˜〉
where S˜ contains the following relations for i ∈ Z:
α−2i α
2
i+1α
−1
i+2αi+1 = 1, (48)
β−1i+2β
−1
i βi+1βi = 1, (49)
αiβiα
−2
i = αi+1βi+1α−2i+1, α2i βiα−3i = α2i+1βi+1α−3i+1, (50)
β
αi
i = βi+1, β
α2i
i = βi+2. (51)
Proof. We rewrite the relations from (46) as words on {α j, β j} j∈Z and then conjugate them by {xi1}i∈Z
i.e. shift the indices of α j , β j with i.
1. The relation x
x20
1 = xx0x11 can be rewritten as
1 = (x20)−1x−11 (x20)(x0x1)−1x1(x0x1) = x−20 x−11 x20x−11 x−10 x1x0x1
= x−20
(
xx10
)2(
x
x21
0
)−1(
xx10
)= α−20 α21α−12 α1.
2. The relation xx0x21 = x
x20
1 can be rewritten as
1 = x−12 x−10 x−11 x0x2x−20 x1x20 = x−12 x−10
(
xx10
)(
xx12
)(
xx10
)−2
x20 = β−10 α−10 α1β1α−21 α20 .
Then α0β0α
−2
0 = α1β1α−21 .
3. The relation x
x20x2
1 = x
x30
1 can be rewritten as
1 = x−12 x−20 x−11 x20x2x−30 x1x30 = x−12 x−20
(
xx10
)2(
xx12
)(
xx10
)−3
x30 = β−10 α−20 α21β1α−31 α30 .
Then α20β0α
−3
0 = α21β1α−31 .
4. The relation xx02 = xx12 can be rewritten as βα00 = β1.
5. The relation xx0x12 = x
x20
2 can be rewritten as
1 = x−11 x−10 x2x0x1x−20 x−12 x20 =
(
xx10
)−1(
xx12
)(
xx10
)
x−20 x
−1
2 x
2
0 = α−11 β1α1α−20 β−10 α20 ,
hence βα11 = β
α20
0 . This together with case 4. imply β2 = βα11 = β
α20
0 .
6. Finally the relation xx0x22 = xx0x12 can be rewritten as
1 = (x0x2)−1x2(x0x2)(x0x1)−1x−12 (x0x1) = β−10
(
α−10 β0α0
)
β0
(
α−11 β1α1
)−1
.
By case 4. we have β1 = α−10 β0α0 and β2 = α−11 β1α1 and substituting in the above equality we get
1 = β−10 β1β0β−12 , hence 1 = β−12 β−10 β1β0. 
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We remind the reader that Fi, j is the subgroup of G = F3,∞ generated by xi and x j .
Lemma 52. Let H be the amalgamated free product F0,1 ∗F3,5 F2,3 . Then H has a ﬁnite presentation
〈
x0, x1, x2, x3
∣∣ xx201 = xx0x11 , xx301 = xx20x11 , xx223 = xx2x33 , xx323 = xx22x33 , x3 = xx01 , xx201 = xx23 〉.
Proof. Recall that by Corollary 26 both F0,1 and F2,3 are isomorphic to F . The free amalgamated
product H has a presentation with generators x0, x1, x2, x3 and relations containing the relations of
F0,1 and F2,3 (these are x
x20
1 = xx0x11 , x
x30
1 = x
x20x1
1 , x
x22
3 = xx2x33 and x
x32
3 = x
x22x3
3 ) and other relations coming
from writing the generators of the amalgam F3,5 as elements of both factors F0,1 and F2,3 (these are
x3 = xx01 and x
x20
1 = x5 = xx23 ). 
Corollary 53. The group H has a ﬁnite presentation
〈
x0, x1, x2
∣∣ xx201 = xx0x11 , xx301 = xx20x11 , xx0x221 = xx0x2x−10 x1x01 , xx0x321 = xx0x22x−10 x1x01 , xx201 = xx0x21 〉.
Proof. Substitute x3 = xx01 in the presentation given by the previous lemma. 
Let
μ0 : H →R
be the character that sends x0, x2 to 0 and x1 to 1. By the main result of [5] for the R. Thompson
group F we have
Σm(F )c = Σm(F ,Z)c = conv2Σ1(F )c form 2. (54)
By Proposition 9
Σ1(F )c = {[ν0], [ν1]},
where ν0(y0) = −1, ν0(y1) = 0, ν1(y0) = ν1(y1) = 1 and F is given by the inﬁnite presentation
〈{yi}i0 | yyij = y j+1 for 0 i < j〉.
By Corollary 26 applied for n = 3 for i < j  i + 2 the subgroup Fi, j of F3,∞ is isomorphic to F
via the isomorphism that sends xi to y0 and x j to y1. Thus the restrictions of −μ0 to F0,1, F2,3
and F3,5 are all non-trivial characters that by (54) represent elements of the Σ∞-invariants of the
corresponding groups. Then by Proposition 7
[−μ0] ∈ Σ∞(H).
In particular
[−μ0] ∈ Σ2(H). (55)
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i
1
0 and βi = x
xi1
2 . Then the group N0 has an inﬁnite
presentation
〈{αi, βi}i∈Z ∣∣ Sˆ〉,
where Sˆ contains the following relations for i ∈ Z:
α−2i α
2
i+1α
−1
i+2αi+1 = 1, α−3i α3i+1α−2i+2α2i+1 = 1, αi+1βi+1α−2i+1 = αiβiα−2i
and for ti = αiβiα−1i :
t−2i t
2
i+1t
−1
i+2ti+1 = 1, t−3i t3i+1t−2i+2t2i+1 = 1.
Proof. We rewrite the relations given in Corollary 53 as words on {α j, β j} j∈Z and then conjugate
them by {xi1}i∈Z i.e. shift the indices of α j , β j with i. Some of the following calculations repeat some
calculations from the proof of Lemma 47. For completeness we include all details.
1. The relation x
x20
1 = xx0x11 can be rewritten as
1 = x−20 x−11 x20x−11 x−10 x1x0x1 = x−20
(
xx10
)2(
x
x21
0
)−1(
xx10
)= α−20 α21α−12 α1.
2. The relation x
x30
1 = x
x20x1
1 can be rewritten as
1 = x−30 x−11 x30x−11 x−20 x1x20x1 = x−30
(
xx10
)3(
x
x21
0
)−2(
xx10
)2 = α−30 α31α−22 α21 .
3. The relation x
x0x22
1 = x
x0x2x
−1
0 x1x0
1 can be rewritten as
1 = (xx0x221 )−1xx0x2x−10 x1x01 = x−22 x−10 x−11 x0x22x−10 x−11 x0x−12 x−10 x1x0x2x−10 x1x0
= x−22 x−10
(
xx10
)(
xx12
)2(
xx10
)−1(
x
x21
0
)(
x
x21
2
)−1(
x
x21
0
)−1(
xx10
)(
xx12
)(
xx10
)−1
x0
= β−20 α−10 α1β21α−11 α2β−12 α−12 α1β1α−11 α0.
Then conjugating on the right with α−10 we get
1 = α0β−20 α−10 α1β21α−11 α2β−12 α−12 α1β1α−11 = t−20 t21t−12 t1.
4. The relation x
x0x
3
2
1 = x
x0x22x
−1
0 x1x0
1 can be rewritten as
1 = (xx0x321 )−1xx0x22x−10 x1x01 = x−32 x−10 x−11 x0x32x−10 x−11 x0x−22 x−10 x1x0x22x−10 x1x0
= x−32 x−10
(
xx10
)(
xx12
)3(
xx10
)−1(
x
x21
0
)(
x
x21
2
)−2(
x
x21
0
)−1(
xx10
)(
xx12
)2(
xx10
)−1
x0
= β−30 α−10 α1β31α−11 α2β−22 α−12 α1β21α−11 α0.
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1 = α0β−30 α−10 α1β31α−11 α2β−22 α−12 α1β21α−11 = t−30 t31t−22 t21.
5. The relation xx0x21 = x
x20
1 can be rewritten as
1 = x−12 x−10 x−11 x0x2x−20 x1x20 = x−12 x−10
(
xx10
)(
xx12
)(
xx10
)−2
x20 = β−10 α−10 α1β1α−21 α20 .
Then α0β0α
−2
0 = α1β1α−21 . 
Lemma 57. The group N0 has an inﬁnite presentation
〈{αi, βi}i∈Z ∣∣ S0〉
where
S0 = Sˆ ∪
{
α2i βiα
−3
i = α2i+1βi+1α−3i+1
}
i∈Z.
Proof. Note ﬁrst that x
x20x2
1 = x
x30
1 holds in H since both sides of the equality represent the element
x7 ∈ F3,5. Recall that H was deﬁned in Lemma 52. Then 1 = (xx
2
0x2
1 )
−1xx
3
0
1 = x−12 x−20 x−11 x20x2x−30 x1x30 =
β−10 α
−2
0 α
2
1β1α
−3
1 α
3
0 i.e. α
2
0β0α
−3
0 = α21β1α−31 in N0. 
Deﬁnition. Write S0,i0 for those elements of S0 that are words on {αi, βi, ti}i0.
Lemma 58. There exists a ﬁnite set J and a set of relations {γi, j}i∈Z, j∈ J of N0 such that for j ∈ J , γi+1, j is
obtained from γi, j by substituting every αs with αs+1 and βs with βs+1 for s ∈ Z and N0 has a presentation
〈{αi, βi}i0 ∣∣ S0,i0 ∪ {γi, j = 1}i0, j∈ J 〉.
Proof. This follows from (55), Lemmas 44 and 57. 
12.3. Final step of the proof
Recall that N = Ker(μ) was deﬁned in Section 12.1.
Lemma 59. The group N has an inﬁnite presentation
〈{αi, βi}i∈Z ∣∣ S〉,
where
S = {α−2i α2i+1α−1i+2αi+1 = 1, α−3i α3i+1α−2i+2α2i+1 = 1, β−1i+2β−1i βi+1βi = 1,
αiβiα
−2
i = αi+1βi+1α−2i+1, α2i βiα−3i = α2i+1βi+1α−3i+1, βαii = βi+1, β
α2i
i = βi+2,
β
α3i
i = βi+3, t−2i t2i+1t−1i+2ti+1 = 1, t−3i t3i+1t−2i+2t2i+1 = 1
}
i∈Z, ti=αiβiα−1i .
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of N0 is a relation of N . Then by Lemmas 47 and 57 the elements of S \ {βα
3
i
i = βi+3} are relations
in N . To complete the proof of the lemma it suﬃces to show that β
α3i
i = βi+3 is a relation in N . This
reduces to prove that β
α30
0 = β3 in N; and is equivalent with x
x30
2 = x
x31
2 that obviously holds in N as
both sides of the equality represent x8 in F3,∞ . 
Proposition 60. The group N has an inﬁnite presentation
〈{αi, βi}i0 ∣∣ S1〉
where
S1 = Si0 ∪ {γi, j} j∈ J , i0
and the set {γi, j} j∈ J , i0 is deﬁned in Lemma 58 i.e. S1 contains the following relations for i  0:
γi, j = 1 for j ∈ J , (61)
α−2i α
2
i+1α
−1
i+2αi+1 = 1, α−3i α3i+1α−2i+2α2i+1 = 1, (62)
β−1i+2β
−1
i βi+1βi = 1, (63)
αiβiα
−2
i = αi+1βi+1α−2i+1, α2i βiα−3i = α2i+1βi+1α−3i+1 (64)
β
α
j
i
i = βi+ j for j = 1,2,3 (65)
and for ti = αiβiα−1i :
t−2i t
2
i+1t
−1
i+2ti+1 = 1, t−3i t3i+1t−2i+2t2i+1 = 1. (66)
Proof. Note that by Lemma 44(a) since [−μ] ∈ Σ1(G) for G = F3,∞ we have N = 〈{αi, βi}i0〉. As
observed in Lemma 59 N has the above presentation if in the relations the index i is allowed to
range in the whole set of integers Z. What we have to do is to show that if we assume the above
relations for i  0 then these fewer relations imply the same relations for i = −1 and hence for every
i ∈ Z.
Note that by the relations (62) we do not have choice how to deﬁne α−1. Indeed by (62)
α2−1 = α20α−11 α0, α3−1 = α30α−21 α20 . (67)
Thus
α−1 = α3−1α−2−1 = α30α−21 α20
(
α20α
−1
1 α0
)−1 = α30α−21 α0α1α−20 . (68)
Note that (66) is obtained from (62) by substituting αi with ti . Similarly to (68) but using (66) in the
place of (62) we get
t−1 = t30t−21 t0t1t−20 and t0 = t31t−22 t1t2t−21 . (69)
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to show that (63) and (65) hold for i = −1. Note that (63) and (65) do not hold in H , thus we cannot
use Lemma 58 to deal with the relations (63) and (65) for negative i.
1. We aim to show that βα−1−1 = β0. Since βα−1−1 = t
α2−1
−1 and β0 = tα00 we have to show that
t
α2−1α
−1
0
−1 = t0.
Note that we already know the above for indices i  0 i.e.
t
α2i α
−1
i+1
i = ti+1 for i  0. (70)
Since (62) holds for i = −1 we have
α2−1α
−1
0 = α20α−11 = α21α−12 . (71)
Then by (69), (70) and (71)
t
α2−1α
−1
0
−1 =
(
t30t
−2
1 t0t1t
−2
0
)α2−1α−10 = (t30)α2−1α−10 (t−21 )α2−1α−10 tα2−1α−100 tα2−1α−101 ,(
t−20
)α2−1α−10 = (t30)α20α−11 (t−21 )α21α−12 tα20α−110 tα21α−121 (t−20 )α20α−11 = t31t−22 t1t2t−21 = t0.
2. We aim to show that β
α2−1
−1 = β1. Note that using the above case 1, (68) and the fact that (65)
holds for i  0 we have
β
α2−1
−1 = βα−10 = β
α30α
−2
1 α0α1α
−2
0
0 = β
α−21 α0α1α
−2
0
3 = β
α0α1α
−2
0
1
= βα20α1α
−2
0
0 = β
α1α
−2
0
2 = β
α21α
−2
0
1 = β
α−20
3 = β
α30α
−2
0
0 = βα00 = β1.
3. We aim to show that β
α3−1
−1 = β2. Note that by the above case 1, (67) and the fact that (65) holds
for i  0 we have
β
α3−1
−1 = β
α2−1
0 = β
α20α
−1
1 α0
0 = β
α−11 α0
2 = βα01 = β
α20
0 = β2.
4. We aim to show that β−11 β
−1
−1β0β−1 = 1. Note that since (65) holds for i = −1 (this was proved
in the previous 3 cases) and by (63) for i = 0 we get
(
β−11 β
−1
−1β0β−1
)α−1 = (βα3−1−1 )−1(βα−1−1 )−1(βα2−1−1 )(βα−1−1 )= β−12 β−10 β1β0 = 1. 
Corollary 72. Let G = F3,∞ and μ : G → R be the character given by μ(x0) = μ(x2) = 0 and μ(x1) = 1.
Then [−μ] ∈ Σ2(G) ⊆ Σ2(G,Z).
Proof. This follows directly from Proposition 60 and Lemma 44. 
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Theorem A is proved by induction on n 3. In the case n = 3 the reduction to one character was
done in Corollary 19 and Lemma 20. The proof of the case n = 3 is completed by Corollary 72.
For n  4 we can suppose that Theorem A holds for Fn−1,∞ and Fn−2,∞ . The reduction of Theo-
rem A to the case of only two special characters was done in Theorem 31, Section 9. The fact that
these two characters represent elements of Σ2(Fn,∞) was established in Corollary 42 and Proposi-
tion 43, Section 10.
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