Abstract: In FSO (Free-Space Optical) communications, performance of the communication systems is severely degraded by atmospheric turbulence. PPM (Pulse Position Modulation) is widely used in FSO communication systems owing to its high power efficiency. In this paper, we present a combination of the BMST (Block Markov Superposition Transmission) technique and the PPM scheme to improve the reliability of the transmission over FSO links. Based on analyzing an equivalent system, a lower bound on the bit-error-rate of the proposed scheme is presented. Extensive simulations are performed which show that the BMST-PPM system performs well under a wide range of turbulence conditions and improves the performance of the basic code. Simulation results also show that, the performance of the system with the sliding-window detection/decoding algorithm matches well with the lower bound in the low-error-rate region.
Introduction
in the temperature and pressure of the atmosphere, which leads to the refractive index variations along the transmission paths. The atmospheric turbulence produces random fluctuations in both amplitude and phase of the received signal, i.e., channel fading. In this paper, we assume that the transceivers are perfectly aligned. We also assume that the communication system is under clear sky conditions, and focus on mitigating the channel fading caused by atmospheric turbulence.
To improve the reliability over atmospheric turbulence channels, FSO communications can employ mitigation techniques such as channel coding techniques [10] [11] [12] [13] [14] [15] [16] , diversity techniques [17, 18] , adaptive transmission [19, 20] , relay-assisted transmission [21, 22] , and hybrid RF/FSO [23, 24] . Owing to their good performance and easy implementation, channel coding techniques, including CC (Convolutional Codes), turbo codes and LDPC (Low-Density Parity-Check) codes, are commonly used in the FSO communication systems [10] [11] [12] [13] [14] [15] [16] . In FSO communications, IM/DD (Intensity Modulation with Direct Detection) is used in the most current optical communication systems. OOK (On-Off Keying) modulation and PPM (Pulse Position Modulation) are two most commonly used intensity modulation techniques. Compared with OOK modulation, PPM is more power efficient and provides a high PAPR (Peak-to-Average Power Ratio). Hence, it is widely used for long-distance or deep-space communications [25, 26] .
BMST (Block Markov Superposition Transmission) is a recently proposed coding scheme [27] . In the BMST scheme, binary sequences are encoded with a basic code and then transmitted multiple times (in their interleaved versions) to improve the transmission reliability. Meanwhile, the interleaved sequences are superimposed in a block Markov manner to maintain the transmission efficiency. Any short code (linear or nonlinear) with a fast encoding algorithm and an efficient SISO (Soft-In SoftOut) decoding algorithm can be chosen as the basic code [27] . BMST also has a simple but tight performance lower bound. Furthermore, BMST is effective in constructing capacity-approaching coding schemes for AWGN (Additive White Gaussian Noise) channels [27] . However, its combination with PPM over FSO links has never been investigated in the literature. In this paper, we propose to employ BMST codes to improve the reliability of the FSO links with PPM. We present a lower bound on the BER (Bit-ErrorRate) of the proposed transmission scheme by analyzing an equivalent system. To show the advantages of the proposed scheme, we perform extensive simulations. These simulation results show that: First, the BMST-PPM system performs well under a wide range of turbulence conditions. Second, the performance of the system with the sliding-window detection/decoding algorithm matches well with the lower bound in the low-error-rate region.
Channel model
In studies on FSO communications, statistical models are commonly used to characterize the channel fading caused by atmospheric turbulence [9, 17, 28, 29] .
The log-normal model is widely employed under weak turbulence conditions [9, 28] , while the K-distribution model can suitably describe the irradiance fluctuation under strong turbulence conditions [9, 17] . The gamma-gamma model fits a wide range of turbulence regimes (from weak to strong) well [9, 29] . In this paper, the gamma-gamma model is adopted to describe the fading statistics of the channel. In the gamma-gamma model, the received intensity I is defined as the product of two statistically independent random variables I x and I y , which arise from large-scale and small-scale turbulent eddies, respectively. The PDF (Probability Density Function) of the normalized intensity I = I x I y is given by [9, 29] p(I) = 2 (αβ)
where α and β are the effective numbers of largescale and small-scale eddies, respectively, K a (·) is the modified Bessel function of the second kind of
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order a, and Γ (·) is the gamma function. Assuming plane wave propagation, the two parameters α and β are directly related to atmospheric conditions according to [9, 29] α = exp 0.49σ
where
is the Rytov variance. Here, C 2 n is the refractive index structure parameter, k = 2π/λ is the optical wave number, λ is the wavelength, and L p is the propagation distance. Weak fluctuations are associated with σ 2 R < 1, the moderate with σ 2 R ≈ 1, and the strong with σ 2 R > 1.0 [9] .
In this paper, we consider PPM as the modulation scheme of the system. Let x = (x 0 , x 1 , · · · , x Q−1 ) be a modulated PPM symbol, where x j is the subsymbol corresponding to the j-th slot of the Q slots of a PPM symbol. Here, we refer to x as a slotword. When the j-th sub-symbol of a slot-word x is transmitted, the received electrical signal after the optical/electrical conversion is
where η is the optical/electrical conversion efficiency, I is a sample from a gamma-gamma distribution, and z j is the sum of thermal, dark, and shot noise. We assume that the receiver is thermal-noise limited and hence z j is a zero-mean white Gaussian noise with two-sided power spectral density N 0 /2. Without loss of generality, we set η = 1. Following Refs. [11, 12] , we assume that the CSI (Channel State Information) is perfectly known at the receiver and the channel fades corresponding to the PPM symbols are independent and identically distributed.
BMST with PPM

The transmitter
Let
be L sub-blocks of data to be transmitted, where 0 t L − 1 and
Let C[n, k] be a binary code with length n and dimension k, which is referred to as a basic code. Let X be a signal constellation of size 2 b and ϕ : F b 2 → X be the one-to-one mapping corresponding to the PPM scheme. The encoding process with memory m is described as follows. We can take Fig. 1 for reference.
The encoding/modulation algorithm of the BMST-PPM system
2 by the encoding algorithm of the basic code C[n, k];
by the i-th interleaver Π i ;
4. Mapping: Rewrite the t-th sub-codeword as c (t) = (c
2 and compute the transmission signal sequence x (t) following the steps in Loop.
The receiver
The detection/decoding algorithm at the receiver in the BMST-PPM system can be described as an iterative message processing/passing algorithm over the associated normal graph. In the normal graph, edges represent variables and vertices (nodes) represent constraints. All edges connected to a node must satisfy the specific constraint of the node. The normal graph of a BMST-PPM system with L = 4 and m = 2 is shown in Fig. 2 . The normal graph of the BMST-PPM system can be divided into layers. Each layer typically consists of a node of type C , a node of type = , m nodes of type Π , and a node of type + that is connected to a node of type ϕ . The four types of nodes in each layer are the same as those in the original BMST system [27] , while the node ϕ represents the constraint introduced by the PPM. In this paper, a message for a discrete random variable is defined as its probability mass function. Upon receiving y (t+d) , the BMST-PPM system 
performs a sliding-window detection/decoding algorithm with a decoding delay d to recover u (t) . The following detection/decoding algorithm is similar to that described in Ref. [27] .
Algorithm 2: The iterative sliding-window detection/decoding algorithm for the BMST-PPM system
• Global initialization: Assume that y (t) (0 t
where a ∈ F 2 . All messages over the other edges within and connecting to the t-th layer (0 t d − 1) are initialized as uniformly distributed variables. Set a maximum iteration number Jmax > 0. Set a threshold > 0 and initialize the entropy rate h 0 (Y (t) ) = 0, where Y (t) is the random vector corresponding to y (t) .
• Sliding-window decoding:
j, = a) at the node ϕ by Eq. (5). All messages over the other edges within and connecting to the t-th layer are initialized as uniformly distributed variables. Initialize the entropy rate h 0 (Y (t) ) = 0. (c) Hard decision: Make hard decision to obtain the estimationû (t) corresponding to u (t) . Estimate the entropy rate h J Y (t) of Y (t) [27] . Outputû (t) and exit the iteration, if
.
Genie-aided lower bound
In the BMST-PPM system, each single data block is involved in m + 1 consecutive transmissions by Markov superposition, resulting in interference among adjacent data blocks and possible error propagation in the process of data recovery. Simi-lar to the analysis in Ref. [27] , the BER performance of the BMST-PPM system can be lower bounded by a genie-aided decoder, in which all but one of the data blocks are known. That is, with knowledge of CSI, the genie-aided decoder computes Pr{U
for all a, t and j with the data u = (u (0) , · · · ,
As shown in Fig. 3 , the encoding and mapping process for the equivalent system with a basic code C[n, k] is described as follows:
by the encoding algorithm of the basic code;
by m + 1 interleavers in parallel;
• Map w (i) into a signal sequence s (i) of length N according to the PPM for 0 i m.
• Output The detection/decoding algorithm for the equivalent system can be described as a message processing/passing algorithm over the associated normal graph, as shown in Fig. 4 . The nodes of type ϕ , Π , = and C are the same with those in the normal graph of the BMST-PPM system. Here the node P/S represents the parallel-to-serial conversion. The detection/decoding algorithm for the equivalent system is described as follows:
• Initialization: Compute the messages associated with w (t) at the node ϕ by Eq. (5). All messages over the edges connected to the nodes Π , = and C are initialized as uniformly distributed variables.
• Message processing/passing: Perform a message processing/passing algorithm scheduled as ϕ → Π → = → C .
• Hard decision: Make a hard decision to obtain the estimationû (t) corresponding to u (t) .
In this paper, the mean SNR per symbol is de-
and the mean SNR per information bit is given bȳ
where R is the code rate. Let p b = f EquSys (γ b ) and p b = f BMST−PPM (γ b ) be the BER performance functions of the equivalent system and the BMST-PPM system, respectively, where p b is the BER andγ b is in dB. With a similar argument given in Ref. [27] , and the rate loss taken into account, the BER performance of the BMST-PPM system can be lower bounded as
f EquSys (γ b + 10 log(m + 1)
s (1) w (m) s (m)
… … Figure 3 Equivalent system corresponding to the genieaided decoder for the BMST-PPM system of memory m Figure 4 Normal graph for the equivalent system with memory m
Numerical results
In this section, we present several examples to investigate the performance of the BMST-PPM systems under weak, moderate, and strong turbulence conditions. We set σ 2 R to 0.04, 1.0 and 9.0 for the cases of weak, moderate and strong turbulence conditions, respectively. The interleavers used in the BMST-PPM system are randomly generated but fixed. We choose a terminated 4-state (2, 1, 2) CC (Convolutional Code) as the basic code, which is defined by the polynomial generator matrix
. We adopt the BCJR (BahlCocke-Jelinek-Raviv) algorithm as the soft-in softout decoding algorithm of the basic code. The iterative sliding-window detection/decoding algorithm performs with a maximum iteration number of 18, and the entropy stopping criterion is employed with a preselected threshold = 10 −5 . Unless stated otherwise, in our simulations, the termination length is L = 1 000 and the information length is k = 5 000. The decoding delay is chosen as d = 3m. Example 1: In this example, we consider the BMST system with 4PPM under weak turbulence conditions. For weak turbulence conditions, the Rytov variance is set to σ 2 R = 0.04, resulting in α = 51.9 and β = 49.1. The BER performance of the BMST-PPM system is shown in Fig. 5. From Fig. 5 , we have the following observations: Figure 5 Performance of the BMST system with 4PPM under weak turbulence conditions 1. In the BMST-PPM system, interference among adjacent data blocks is introduced by Markov superposition, which leads to possible error propagation in the process of data recovery. For this reason, the iterative sliding-window detection/decoding algorithm cannot work well in the low SNR region. It is obvious that, a larger memory m results in more severe error propagation.
2. Compared with the case in the low SNR region, the BMST-PPM system performs well and approaches its lower bounds in the high SNR region, where the effect of error propagation is effectively mitigated adopting the iterative sliding-window detection/decoding algorithm. Hence, there is a waterfall region between the low SNR region and the high SNR region in each performance curve of the BMST-PPM system.
3. The BMST-PPM system improves the BER performance of the basic code in the high SNR region. Compared with the basic code, the BMST system with memory m = 1 and 2 gains about 3.0 dB and 4.7 dB at the BER of 10 −5 , respectively.
4. In the high SNR region, the performance of the BMST system improves with the increase of memory. Example 2: In this example, we perform performance comparisons between the BMST systems with different PPM schemes under weak turbulence conditions, when memory m = 1 and 2. From Figs. 6 and 7, we observe that, the BER performance of the BMST-PPM system in the error floor region im- proves with the increase of the order of the PPM scheme. This means that the BMST system with higher-order PPM is more power efficient. We also observe that the BER performance of the BMST-PPM system in the waterfall region also improves with the increase of the order of the PPM scheme. Example 3: In this example, we consider the BMST system with 4PPM under moderate and strong turbulence conditions. For moderate turbulence conditions, the Rytov variance is set to σ Figure 9 Performance of the BMST system with 4PPM under strong turbulence conditions system with PPM also performs well under moderate and strong turbulence conditions. In the high SNR region, the performance curves match well with their corresponding lower bounds. When the effect of the atmospheric turbulence becomes more severe, the BMST-PPM system gains more improvement compared with the basic code, and gains more improvement with the increase of the memory m. Remarks: For the basic code C[n, k] (e.g., a convolutional code) which can be represented by a trellis with γ branches per coded bit, the decoding complexity with the BCJR algorithm is O(γn). As pointed out in Ref. [27] , for a BMST system with memory m, a basic code C[n, k] and a decoding delay d, the decoding complexity at each iteration is O((2(m + 2) + γ)(d + 1)n). The decoding complexity also relies on the iteration number. We found that to recover one layer with a properly designed stopping criterion, 2 iterations on average (in the low BER region) are required in our simulations.
Conclusion and future work
In this paper, we propose to use block Markov superposition transmission with PPM over FSO links. Based on analyzing an equivalent system, a lower bound on the BER performance of the proposed scheme is presented. Extensive simulations have been performed to investigate the performance of BMST with PPM over FSO links. The simulation results show that the BMST-PPM system performs well under a wide range of turbulence conditions and outperforms its basic codes. The BER performance of the system with the sliding-window detection/decoding algorithm matches well with the lower bound in the low-error-rate region. In future studies, we will consider the iteration between the BMST decoder and the PPM detector, the combination of BMST and multiple-PPM, and further performance analyses.
