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Let S be the space of real cadlag functions on R with ﬁnite limits at 1, equipped with uniform
distance, and let X n be the empirical process for an exchangeable sequence of random variables. If
regarded as a random element ofS, X n can fail to converge in distribution. However, in this paper, it
is shown that Ef ðX nÞ ! Ef ðX Þ for each bounded uniformly continuous function f on S, where X
is some (nonnecessarily measurable) random element ofS. In view of this fact, among other things, a
conjecture raised in [P. Berti, P. Rigo, Convergence in distribution of nonmeasurable random
elements, Ann. Probab. 32 (2004) 365–379] is settled and necessary and sufﬁcient conditions for X n to
converge in distribution are obtained.
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LetS be the space of real cadlag functions on R with ﬁnite limits at 1, equipped with








I fxiptg  F ðtÞ
 !
; t 2 R,
where ðxnÞ is an exchangeable sequence of real random variables and F a regular version of
the conditional distribution function of x1 given the tail s-ﬁeld of ðxnÞ.
If regarded as a random element of S, X n can fail to converge in distribution; see
Example 11 of [2]. This fact is perhaps unexpected since the empirical process converges in
the i.i.d. case. The lack of convergence depends on the nonexistence of any probability
measure on the Borel sets of S satisfying certain properties.
In this paper it is shown that, if ðxnÞ is deﬁned on a perfect probability space, there
is a random element X of S, nonnecessarily measurable (when S is equipped with the
Borel s-ﬁeld), such that
Ef ðX nÞ ! Ef ðX Þ (1)
for each bounded uniformly continuous function f on S, where E denotes outer
expectation. Such an X, in addition, is deﬁned on the same probability space as the X n and
it is measurable in case S is equipped with the smaller ball s-field.
In view of (1), necessary and sufﬁcient conditions for convergence in distribution of X n
are given. Indeed, denoting l the probability distribution of X on the ball s-ﬁeld of S, X n
converges in distribution if and only if the Borel s-ﬁeld is included in the l-completion of
the ball s-ﬁeld. As a further consequence of (1), a conjecture raised in [2] (concerning the
possible existence of ﬁnitely additive limits in distribution for X n) is settled.
2. Preliminaries
Let ðO;A; PÞ be a probability space and D a metric space. Let BðDÞ denote the Borel s-
ﬁeld on D. A map Z : O ! D is called measurable in case Z1 BðDÞð Þ A. The
probability measure P is perfect if, for each measurable function f : O! R, there is B 2
BðRÞ such that B  f ðOÞ and Pð f 2 BÞ ¼ 1. For instance, P is perfect whenever O is a
universally measurable subset (in particular, a Borel subset) of a Polish space and
A ¼ BðOÞ.
For any bounded map T : O! R, the outer and inner expectations of T are deﬁned as
ET ¼ inffEU : U : O! R bounded; measurable; UXTg,
ET ¼ EðTÞ.
Each such T admits a (essentially unique) minimal measurable majorant, denoted T,
where T is bounded, measurable, TXT and EðTÞ ¼ ET ; see Section 1.2 of [7].
In case outer and inner expectations are taken in the probability space ðD;BðDÞ;mÞ,
where m is any probability measure on BðDÞ, we adopt the notations Em and Em. Thus, for
any bounded function f : D! R, we let
Em f ¼ inffEmf : f : D! R bounded; measurable;fXf g,
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Emf ¼
Z
fdm and Em f ¼ Emðf Þ.
Let f  denote the minimal measurable majorant of f, i.e., f  is bounded, measurable, f Xf
and Emð f Þ ¼ Em f .
Note that Em fXE
f ðZÞ whenever Z : O! D is a measurable map with distribution
m ¼ P  Z1 and f any bounded function on D. Next Lemma 1 provides conditions for
Em f ¼ Ef ðZÞ.
Lemma 1. If P is perfect, D is a Polish space, and Z : O ! D is measurable, then
ð f ðZÞÞ ¼ f ðZÞ for each bounded function f on D,
where f  is the minimal measurable majorant of f with respect to the distribution m ¼ P  Z1
of Z. Hence, Em f ¼ E f ðZÞ for all bounded functions f on D.
Proof. Since P is perfect and D is Polish, for each A 2A there is B 2 BðDÞ such that
B  ZðAÞ and PðZ 2 BÞXPðA; Z 2 BÞ ¼ PðAÞ. Hence, it sufﬁces to apply Theorem 3.4.1,
[3, p. 103]. &
Since empirical processes can fail to be measurable, we need a deﬁnition of convergence
in distribution which works for nonmeasurable random elements as well. One such
deﬁnition, due to Hoffmann–Jørgensen, is the following. Let m be a probability measure on
BðDÞ and ðZaÞ a net of (nonnecessarily measurable) random elements of D. Then, Za
converges in distribution to m if Ef ðZaÞ !
R
f dm for all bounded continuous functions f
on D. In this case, we write Za!HJ Z provided Z is a measurable random element of D with
distribution m.
Our last lemma is presumably known. Since we do not have any reference, however,
we also provide a proof.
Lemma 2. Suppose D is a Polish space and Zn : O! D is a measurable map, n ¼ 1; 2; . . . .
If Zn converges in distribution to a probability measure m on BðDÞ, then, on the probability
space ðO;A; PÞ, there is a measurable map Z : O! D with distribution m.
Proof. It can be assumed A ¼ sðZ1; Z2; . . .Þ. The proof is split into three steps.
(i) The Lemma is true if P is nonatomic. In this case, in fact, on ðO;A; PÞ there is a
measurable map U : O! ð0; 1Þ with distribution m, where m is Lebesgue measure (a proof
of this fact is given below). By Skorohod representation theorem, on ðð0; 1Þ;Bð0; 1Þ; mÞ
there are measurable maps Y n : ð0; 1Þ ! D such that Y n is distributed as Zn and the
sequence ðY nÞ converges a.s. Let V n ¼ Y n  U and A ¼ flimnVn existsg. Since each Vn is
distributed as Zn and PðAÞ ¼ 1, it sufﬁces to let Z ¼ limnV n on A. We now prove that, if P
is nonatomic, there is a measurable map U : O! ð0; 1Þ with distribution m. By
Liapounoff’s theorem, the range of P is ½0; 1; see [5]. Hence, for each nX1, O can be




and An1;j ¼ An;2j1 [ An;2j for all j.
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P2n
j¼1ðj=2nÞIAn; j . Then, ðUnÞ is a decreasing sequence and U 0 ¼ infn Un has




(ii) If P has atoms, say A1; A2; . . . (with Ai \ Aj ¼ ; for iaj), it is enough proving that




PðAjÞ; x 2 D. (2)
In fact, deﬁne Z ¼ x on Aj, for each j with f ðAjÞ ¼ x. If
P
j PðAjÞ ¼ 1, condition (2)
reduces to an equality, and we are done. If
P
j PðAjÞo1, then Pðjð[jAjÞcÞ is nonatomic, so
that Z can be deﬁned on ð[jAjÞc using (i).
(iii) Since A ¼ sðZ1; Z2; . . .Þ is countably generated, the P-atoms Aj can be taken such
that Zn is constant on each Aj, say Zn ¼ zn; j on Aj. Then, ðzn; jÞnX1 admits a limit point for
each j. Suppose in fact that ðzn; jÞ has no limit points for some j. In that case, given
a compact K  D, there is an integer n0 such that zn; jeK for nXn0. Further, the set
G ¼ fzn; j : nXn0gc is open. Hence,
mðKÞpmðGÞp lim inf
n
PðZn 2 GÞp1 PðAjÞ,
which is a contradiction since m is tight and PðAjÞ40. Next, ﬁx a limit point x for ðzn;1Þ and
deﬁne f ðAjÞ ¼ x for each j such that x is a limit point for ðzn; jÞ. Let J ¼ f j : f is not deﬁned
at Ajg and k ¼ min J, with the usual convention min ; ¼ 1. If ko1, ﬁx a limit point y for
ðzn;kÞ and deﬁne f ðAjÞ ¼ y for each j 2 J such that y is a limit point for ðzn; jÞ. Iterating this
procedure, f can be deﬁned for all atoms Aj . Let x be a point in the range of f and B the
closed ball of radius 40 centered at x. By a diagonalization argument, there is a






PðAjÞ for all N.
Hence, mðBÞX
P
j: f ðAjÞ¼x PðAjÞ for all 40, and this implies condition (2). &
3. Results
Throughout, ðxnÞnX1 is an exchangeable sequence of real random variables on the
probability space ðO;A; PÞ, and F a regular version of the conditional distribution
function of x1 given the tail s-ﬁeld t of ðxnÞ. Precisely, F is a function on R O such that:
(i) F ð;oÞ is a distribution function for each o 2 O; (ii) F ðt; Þ is a version of E½I fx1ptg j t for
each t 2 R. The standard notations F ðoÞ ¼ F ð;oÞ and F ðtÞ ¼ F ðt; Þ will be used.








I fxiptg  F ðtÞ
 !
; t 2 R.
If regarded as a map X n : O !S, where
S ¼ freal cadlag functions on R admitting finite limits at 1g
is equipped with uniform distance, X n can fail to be measurable. However, X
1
n ðUÞ A
where U denotes the ball s-field on S. For our purposes, it is useful noting that U also
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Let lnðBÞ ¼ PðX n 2 BÞ, B 2 U, be the distribution of X n on U.
On some probability space ðO0;A0; P0Þ, let G be a standard Brownian bridge process
and L an independent copy of F, i.e., L is a random distribution function independent ofG
and with the same distribution as F. ThroughG and L, let us deﬁne a further process X F as
X Ft ¼ GLðtÞ; t 2 R.
Again, X F : O0 !S can fail to be measurable, though ðX F Þ1ðUÞ A0. For each ﬁxed
distribution function H, let lð; HÞ denote the distribution on U of the process
X H ¼ fGHðtÞ : t 2 Rg. Then, the distribution l of X F on U can be written as
lðBÞ ¼ P0ðX F 2 BÞ ¼
Z
lðB; F ðoÞÞPðdoÞ; B 2 U.
As stated in [1] (Theorem 4.5 and subsequent remarks), if F has separable range (i.e., its
jumps occur only within a fixed countable set of time points), then X F can be taken
measurable and X n !HJ X F . This condition, for instance, holds trivially if ðxnÞ is i.i.d. . Or
else, in the exchangeable non-i.i.d. case, if Pðx1 ¼ x2Þ ¼ 0 or if x1 has a discrete
distribution. As noted in Section 1, however, such condition can fail and X n need not
converge in distribution.
We are now in a position to state our main result.
Theorem 3. Let ln and l be the distributions of X n and X F on the ball s-field U. Then,
El f ¼ limn E

ln f for each bounded uniformly continuous function f on S,
and there is a random element X : O!S such that X1ðUÞ A and the distribution of X
on U is l. Moreover, if P is perfect, then
Ef ðX nÞ ! Ef ðX Þ
for each bounded uniformly continuous function f on S.
Proof. We ﬁrst verify that U coincides with the Borel s-ﬁeld of a Polish topology on S.
Let D be the space of real cadlag functions on ½0; 1, equipped with Skorohod topology, and
let C ¼ fx 2 D : xð1Þ ¼ xð1Þg. Given any continuous strictly increasing distribution
function H, deﬁne the bijection h : C !S as
hðxÞðtÞ ¼ xðHðtÞÞ; x 2 C; t 2 R.
Also, deﬁne a topologyF onS asF ¼ fhðB \ CÞ : B  D openg. Since D is Polish and C
is closed in D, ðS;FÞ is Polish. Since BðCÞ is generated by the evaluation maps x7!xðtÞ,
t 2 ½0; 1, and since sðFÞ ¼ hðBðCÞÞ, it is straightforward to see that sðFÞ ¼ U. Thus, U is
the Borel s-ﬁeld induced by the Polish topology F.
Let f :S! R be bounded continuous (with respect to uniform topology) and U-
measurable. Since ðxnÞ is exchangeable and X n converges in the i.i.d. case,
E½ f ðX nÞjtðoÞ !
Z
f ðxÞlðdx; F ðoÞÞ for almost all o,
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Ef ðX nÞ ¼ EðE½f ðX nÞjtÞ !
ZZ
f ðxÞlðdx; F ðoÞÞPðdoÞ ¼
Z
f dl. (3)
Since F is weaker than the uniform topology, it follows that X n !HJ X F if S is equipped
with F. By Lemma 2, on the probability space ðO;A; PÞ there is a map X : O !S such
that X1ðUÞ A and X has distribution l on U.
Next, on any probability space, let Z1; Z2; . . . be i.i.d. random variables uniformly
distributed on ð0; 1Þ and let UnðtÞ ¼
ﬃﬃﬃ
n
p ðð1=nÞPni¼1 I fZiptg  tÞ, t 2 ½0; 1. By Skorohod
representation theorem, on the probability space ðð0; 1Þ;Bð0; 1Þ; mÞ (where m is Lebesgue
measure) there are measurable maps Vn : ð0; 1Þ ! D and V : ð0; 1Þ ! D satisfying: (i) V is
a standard Brownian bridge process; (ii) Vn is distributed as Un for each n; (iii) Vn ! V
a.s., according to Skorohod topology. Since V has continuous paths, (iii) implies kV n 
Vk ! 0 a.s., where k  k is uniform norm.
Next, on the product probability space ðO ð0; 1Þ;A	Bð0; 1Þ; P 	 mÞ, deﬁne the processes
Y nðt; ðo; uÞÞ ¼ VnðF ðt;oÞ; uÞ; Y ðt; ðo; uÞÞ ¼ V ðF ðt;oÞ; uÞ,
where t 2 R and ðo; uÞ 2 O ð0; 1Þ. Then, Y n and Y have paths in S and
kY n  YkpkVn  Vk ! 0 a.s.
Moreover, by de Finetti’s representation theorem, Y n is distributed as X n on U, and Y is
distributed as X on U (i.e., the distributions of Y n and Y on U are ln and l).
Fix a bounded uniformly continuous f : S! R, and deﬁne f 1ða; bÞ ¼ f ðaÞ and
f 2ða; bÞ ¼ f ðbÞ for ða; bÞ 2SS. Given 40, take d40 such that jf ðaÞ  f ðbÞjo
whenever ða; bÞ 2SS and ka  bkod. Then,
f 1pþ f 2 þ 2 sup j f jI fða;bÞ:kabkXdg.
Letting gn denote the joint distribution of ðY n; Y Þ on U	U, this implies
Eln f ¼ Egn f 1pþ E

gn
f 2 þ 2 sup jf j gnfða; bÞ : ka  bkXdg
¼ þ Elf þ 2 sup jf jP 	 mðkY n  YkXdÞ.
Since P 	 mðkY n  YkXdÞ ! 0, then lim supn Eln fpEl f þ . Similarly, one proves that
El f  plim infn Eln f . Hence, El f ¼ limn Eln f .
Finally, since X1n ðUÞ A, X1ðUÞ A and U is the Borel s-ﬁeld of a Polish topology
on S, if P is perfect, Lemma 1 implies E f ðX nÞ ¼ Eln f and E f ðX Þ ¼ El f . This
concludes the proof. &
Theorem 3, among other things, yields necessary and sufﬁcient conditions for X n to
converge in distribution.
Corollary 4. In case P is perfect, X n converges in distribution if and only if BðSÞ  Ul,
where U
l
is the l-completion of the ball s-field U.
Proof. Let J be the set of bounded uniformly continuous functions on S. Suppose
BðSÞ  Ul and denote l0 the restriction to BðSÞ of the completion of l. By Theorem 3,
lim sup
n
Ef ðX nÞp lim sup
n
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lim inf
n







for all f 2 J. Hence, X n converges in distribution to l0. Conversely, suppose X n converges
in distribution, and ﬁx f 2 J. Since BðSÞ is generated by J, for proving BðSÞ  Ul it is
enough showing that El f ¼ El f . Since X n converges in distribution, limn E f ðX nÞ ¼
limn E
f ðX nÞ. Thus, since P is perfect, Theorem 3 implies
Elf ¼ lim
n





Ef ðX nÞ ¼ lim
n
Eln f ¼ Elf : &
As already pointed out, U coincides with the Borel s-ﬁeld of a certain Polish topology
on S. Hence, by a result of Sazonov (Theorem 12, [6, p. 252]), l can be extended to a
larger s-ﬁeld G, as a perfect probability measure, if and only if G  Ul. Therefore,
Corollary 4 can be restated as: in case P is perfect, X n converges in distribution if and only if
l can be extended to a perfect probability measure on BðSÞ.
4. Finitely additive limits in distribution
Theorem 3 was suggested by a question raised in [2].
Let n be a finitely additive probability on BðDÞ. For each bounded measurable function f
onD,
R
f dn can be deﬁned as in [4] (i.e.,
R
f dn ¼ limn
R
f n dn where ð f nÞ is any sequence
of simple functions satisfying f n !
n
f and
R jf n  f mjdn! 0). Given a net ðZaÞ of random
elements of D, say that Za converges in distribution to n in case Ef ðZaÞ !
R
f dn for all
bounded continuous f on D. In other terms, we have extended Hoffmann–Jørgensen’s
deﬁnition, reminded in Section 2, by allowing ﬁnitely additive probabilities as limits. Let us
designate Hoffmann–Jørgensen’s deﬁnition by HJ and the extended deﬁnition by HJe.
Since X n need not converge according to HJ (Example 11 of [2]), one natural question is
whether it converges according to HJe. Theorem 3 allows to answer this question in the
negative.
Suppose in fact X n converges according to HJe and the underlying probability space
ðO;A; PÞ is perfect. Fix a bounded uniformly continuous function f on S. By Theorem 3,
Ef ðX nÞ ! Ef ðX Þ for some random element X : O!S. Since X n converges according
to HJe, E
f ðX nÞ !
R
f dn for some ﬁnitely additive probability n. Hence,
Ef ðX Þ ¼
Z
f dn ¼ 
Z
f dn ¼ Eðf ðX ÞÞ ¼ E f ðX Þ.
It follows that X is measurable, with respect to the P-completion ofA, and thus X n !HJ X .
To sum up, in case P is perfect, X n converges according to HJ if and only if it converges
according to HJe.
We close the paper with a (critical) remark on HJe.
In [2], HJe was motivated by the following two features of HJ: (i) nonmeasurable limits
are not allowed, i.e., Za!HJ Z makes sense only if Z is measurable; (ii) the empirical process
for exchangeable data, X n, need not converge according to HJ. Now, in the light of the
present paper, motivation (ii) falls down. As to (i), moreover, HJe has the following serious
drawback. It may be that Za fails to converge according to HJe even if Za ! Z, in outer
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even the trivial net Za ¼ Z for all a can fail to converge according to HJe. It is not easy to
correct this drawback while preserving the spirit of HJe. On the other hand, writing down
any reasonable deﬁnition, which extends HJ to nonmeasurable limits, seems very hard.
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