We consider ordinary least squares parameter estimation problems where the unknown parameters to be estimated are probability distributions. A computational framework for quantification of uncertainty (e.g., standard errors) associated with the estimated parameters is given and sample numerical findings are presented.
Introduction and Motivation
The importance of estimating time and/or spatially dependent function parameters as coefficients in distributed parameter models has been recognized for some time [15] . This is especially true when one is trying to determine mechanistic based terms in a model. General theoretical and computational ideas (called function space estimation convergence or FSPEC in [15] ) for approximation schemes for such problems were developed some years ago and now are used somewhat routinely by practitioners. A diverse range of examples involving systems of the form ∂u ∂t
for the state variables u = u(t, x) are discussed in Chapter 7 of [15] where parameters to be estimated are generally vector functions of the form q = (D, V, µ) and are to be chosen from some set Q of admissible parameter functions. As summarized in [15] , spatially dependent coefficients D = D(x) are used in [17] to study the effects of bioturbation on volcanic ash records in core samples from deep sea sediments. Functional coefficients are also needed in the insect dispersal studies of [12, 13] where vegetation effects on dispersal lead to spatially dependent advection V = V (x) and time dependent emigration/immigration µ = µ(t) terms are important in capture-mark-release flea beetle experiments (these are used to characterize "initial disturbance" effects due to the trauma from capture, handling, etc.). Similar studies involving time dependent anemotaxis (V = V (t)) and emigration/immigration (µ = µ(t)) in cabbage root fly dispersal [24] are described in [14] .
In these problems one uses data {y k } for the parameter dependent model values u(τ k ; q) (where typically τ k = (t i , x j ) are time/spatial covariates) to estimate functions q ∈ Q. The data {y k } can be regarded as a realization of the observation process
where the k are measurement or observation errors and q 0 are underlying "true" parameters (assumed to exist in theoretical formulations). This leads to estimatesq defined bŷ
and corresponding estimator
which is a Q-space valued random variable. The distribution of this infinite dimensional random variable (called the "sampling distribution") is a probability distribution on Q and is of great interest since knowledge of this will lead to information about the uncertainty associated with the estimatesq.
In finite dimensional problems there is a rather complete asymptotic theory to provide such results (see Chapter 12 of [29] ). The major focus of our interest here is the development of an infinite dimensional analogue.
Another class of problems to which such an infinite dimensional theory would be immediately applicable is that involving estimation of parameters in the Fokker-Planck or forward Kolmogorov equation [1, 23] for transition probabilities p(s, y; t, x) for the stochastic diffusion process X(t) for a growth process ∂p ∂t
Here a(t, x), the "drift" or mean growth rate, and b(t, x), the "diffusion" or second moment of the rate of increase, are the functional parameters q = (a, b) to be estimated. Because the population density u(t, x), where growth is assumed to be a stochastic diffusion process, also satisfies such an equation (see [27] ), this model can be used as a stochastic alternative (e.g., see [18] ) to the Sinko-Streifer deterministic growth model [5, 26] ∂v ∂t
The estimation of time dependent mortalities in these equations is important in recent problems for sublethal effects of pesticides [2, 3] in insect populations where constant parameters µ prove inadequate in describing population life data. In this note we consider another class of estimation problems where the functions to be estimated are actually probability distributions or densities. As explained in detail below, this class of problems arises when one assumes that a probability distribution describes the distribution of growth rates g in the model (6) . Such formulations are called Growth Rate Distribution (GRD) models [7, 8, 10, 11] . Before introducing these models we give a summary of the finite dimensional asymptotic distribution theory for which we seek a function space analogue.
Overview of Asymptotic Standard Error Theory for Finite Dimensional Parameters
We briefly outline the standard statistical framework for asymptotic distributions of finite dimensional ordinary least squares (OLS) estimators [21, 22, 25, 29] . We begin by considering the following nonlinear statistical model
wherex j is a vector in R n , f (x j , θ 0 ) represents the mathematical model, and θ 0 is a vector in the constraint set Θ ⊂ R M +1 that represents the "true" parameter value. We also note the assumption that the j are i.i.d. with mean 0 and constant variance σ 2 0 , where σ 2 0 > 0 represents the "true" variance. Generally, θ 0 and σ 2 0 are not known but are estimated by the parameters θ and σ 2 , respectively. We note that since j is a random variable, Y j is also a random variable with
The following OLS estimator (which is also a random variable denoted here by θ OLS = θ OLS (Y )) is used in the inverse problem for the estimation of θ :
As n → ∞, the sampling distribution for a random variable θ OLS (Y ) is given by the multivariate normal distribution, i.e.,
is the n × (M + 1) sensitivity matrix with elements
and Σ n 0 is an approximate covariance matrix defined below in (9) . As we noted, θ 0 is generally unknown; however, we can determine an estimateθ for θ 0 using the OLS estimator. For a particular realization (data set) {y j } the estimatesθ minimize
We can also determine an estimate for σ 2 0 (which is also usually unknown) using the following estimatê σ 2 :
The estimatesθ andσ 2 are used in computing an estimate of the covariance matrix Σ n 0 :
We are then able to determine the standard errors for the estimatesθ by computing
Confidence intervals for the finite dimensional parameterθ are constructed using the standard errors. The endpoints of the confidence intervals are given bŷ
where t 1−α/2 is a distribution value that is determined by the level of significance that is chosen [20] . After the level of significance is chosen, we determine the corresponding t 1−α/2 value from a statistical table for the Student's t-distribution. The confidence intervals constructed in this manner provide us with a means of quantifying the uncertainty of the estimates obtained from the estimation procedure constructed from a realization of Y. In the following section, we will present some computational results in which we have used this asymptotic standard error theory to compute nodal confidence intervals for finite dimensional parameters.
Computational Example: Size-Structured Mosquitofish Population
We next present some computational results demonstrating the construction of confidence intervals for finite dimensional parameters based on the asymptotic theory for OLS estimators discussed briefly in the previous section. We note that these computations were carried out in MATLAB and are based on simulated data that will be described shortly. Additional results for this example along with a more detailed discussion can be found in [8] .
Mathematical Model and Approximation Methods
The computational results presented in this section and the next section involve the estimation of Growth Rate Distributions for size-structured mosquitofish populations. We use the growth rate distribution (GRD) model, a modification of the Sinko-Streifer (SS) model, to describe this population [7, 10] . We note that the Sinko-Streifer model [30] , which is used to model both age and size-structured populations, for the mosquitofish population is given by
We note here that v(t, x) represents the size, or population, density, t represents time, and x represents the size, or length, of the mosquitofish. We also note that the growth rate of the individual mosquitofish is given by g(t, x), where
for each individual. The mortality rate of the mosquitofish is given by µ(t, x). The initial condition at t = 0 is given by the initial size density function Φ(x). The boundary condition at x = x 0 represents the recruitment, or birth, rate and is in terms of the fecundity kernel K(t, x). At x = x 1 the boundary condition ensures the maximum size of the mosquitofish is x 1 . All individual mosquitofish of the same size are assumed to have the same growth rate in the SS model. However, with this assumption, solutions to (10) do not exhibit the dispersion and bifurcation of the population density that are observed in data collected from rice fields where mosquitofish have been used in the place of chemicals to control mosquito populations. In order to capture the features of dispersion and bifurcation that are typical of the mosquitofish population, the SS model was modified so that the individual growth rates of the mosquitofish vary across the population [7, 10, 11] . The GRD model [7, 10] is given by
where v(t, x, ; g) is the solution to (10) with growth rate g, G is the collection of admissible growth rates, and P is a probability measure on G. Based on work in [7] , the admissible growth rates are assumed of the form
where the intrinsic growth rate and maximum size of the mosquitofish is represented by b and γ = x 1 , respectively. In order to satisfy the assumption of varying growth rates, we assume that b and γ are random variables that belong to compact sets B and Γ, respectively. The collection of admissible growth rates is then characterized as
where both B and Γ are bounded closed intervals. We note that in the following computational results we set γ = 1 and assume that the family of growth rates is parameterized only by the intrinsic growth rates b. We are interested in determining the growth rate distribution P * that gives the best fit of the underlying model to the data. However, this parameter estimation problem involves both an infinite dimensional state space (u) and an infinite dimensional parameter space (the space P of probability measures). Therefore computationally efficient approximation methods are important for this purpose. We will now briefly discuss the different approximation methods that we have previously considered in the inverse problem for the estimation of the growth rate distributions of the mosquitofish population. A more thorough discussion of these methods can be found in [8] .
In the first approach that we considered for this problem, we used the standard parametric approach based on the assumption that we have a priori knowledge about the exact form of the probability distribution on the growth rates of the mosquitofish. Under the assumption of a continuous probability distribution P, we note that the population density from the GRD model (11) is given by
where θ represents the parameters that are associated with the a priori probability density and distribution. We will denote this approach by PAR(M,N), where M is one less than the number of parameters in θ and N is the number of quadrature nodes used in approximating the integral above with the composite trapezoidal rule [28] . We set M to one less than the number of parameters in θ so when using the asymptotic standard error theory as outlined in the previous section the correct factor is used in our computations. The ordinary least squares problem that we wish to solve for θ is given by min
where {û ij } is the data. After determining an optimal value for θ, we can then use this value to generate the estimated probability density and distribution.
The other two methods that we consider are non-parametric approaches that do not require any assumptions with respect to the form of the probability distribution. There may be cases when we are not able to correctly specify the type of probability distribution on the growth rates a priori. Instead of using a specific probability density function in the GRD model (11), we use finite approximations to the probability distribution. Based on work in [4] and [16] , we are guaranteed convergence (in the Prohorov metric [6, 19] ) of distributions with the families of approximating functions that we will now discuss. The first method, involving delta functions and which we denote by DEL(M), has also been discussed and used in [10] and [11] . We note that in this case M represents the number of delta functions used in this approximation method. The probability distributions P M placed on the growth rates are assumed to be discrete as well as the collection of admissible growth rates G M , where
This method leads to the following approximation for u(t, x; P ) in (11) :
where v(t, x; g M k ) is the subpopulation density from (10) with growth rate g M k and p M k is the probability that an individual is in subpopulation k with growth rate g M k . The second non-parametric approximation scheme involves the use of piecewise linear spline functions to approximate the density P = dP db = p(b). Using piecewise linear splines in the place of delta functions provide a much smoother approximation of (11) when the "true" probability distribution on the growth rates of the mosquitofish is continuous. Denoting this method as SPL(M,N), where M is the number of basis elements (splines) used to approximate the distribution on the growth rates and N is the number of quadrature nodes used to approximate the integral found below in (15), we note that u(t, x; P ) from (11) is approximated by
where
is the probability density for individuals in subpopulation k. The piecewise linear spline functions are represented by l M k . We note that the composite trapezoidal rule was used to approximate the integral in (15) .
When using the two non-parametric approaches, we note that the estimates for the growth rate distribution are determined by solving the following least squares problem
where {û ij } is again the data and P M (G) is the finite dimensional approximation to P(G). The finite dimensional approximation P M (G) when using DEL(M) is given by
is the delta function with an atom at b M k . When using SPL(M,N), the finite dimensional approximation P M (G) to the probability measure space P(G) is given by
We note that the least squares problem in (16) reduces to the constrained quadratic programming problem [10, 11] 
which is minimized over P M (G), where p is the vector containing N) , respectively. Additional details on this formulation can be found in [8, 10, 11] . We note that we had to include non-negativity constraints on the coefficients {p M k } and {a M k }, as well as the last constraint in (17) and (18) in the programming of the inverse problem. Before presenting the results from our simulations, we define the functions and variables used in the asymptotic standard error theory outlined in the previous section. We begin by noting that
. . , n x pairs, where n t and n x represent the number of time and size values, respectively, used in generating the data (n = n t · n x ). We note that the parameter θ which will be estimated with each method is finite dimensional and is given
is also approximated differently for each method considered here. When using PAR(M,N), we note that
However, when using DEL(M), we note that
. When using SPL(M,N), we note that
Lastly, we note that the entries in the sensitivity matrix X (θ) are also different for the different methods that we consider here. Recall that the elements of the n × (M + 1) sensitivity matrix X (θ) are given by
When using the parameterized OLS method PAR(M,N), we note that the sensitivity elements in X (θ) are given by
The entries in X (θ) for DEL(M) are given by
where the growth rate
. We note that the sensitivity elements for SPL(M,N) are given by
Using these expressions for the corresponding methods, we are able to compute estimates of the covariance matrix Σ n 0 and then compute standard errors for the estimatesθ k . We are then able to compute nodal confidence intervals for the estimated parameterθ. As noted earlier, the endpoints of the nodal confidence intervals are given bŷ
where t 1−α/2 is a distribution value that is determined from a statistical table for Student's tdistribution based on the level of significance that is chosen [20] . For the following simulations, we chose to use α = 0.05 for a significance level of 95%, which corresponds to t 1−α/2 = 1.96 when the number of degrees of freedom is large, i.e., n ≥ 30.
Simulated Data and Computational Results
We now describe the simulated population density data used in the inverse problem for the estimation of growth rate distributions for the mosquitofish model. We began by first choosing a true distribution P * on the growth rates g(x; b), where again g(x; b) = b(1−x) and b represents the intrinsic growth rate of the mosquitofish. Recalling the assumption of the GRD model (11), we note that the growth rates of the mosquitofish vary among the population. Therefore, we assumed that b is a random variable with distribution P * . Using this assumption, we were able to generate a collection of admissible growth rates
. . , g I } with a corresponding distribution P * I , where we took I = 128. For the simulations shown in this section, we used an "approximate" truncated Bi-Gaussian distribution on the intrinsic growth rates b with the following Bi-Gaussian probability density function p
where the parameters (b 1 ,b 2 ) and (σ 2
) represent the means and variances, respectively, of the BiGaussian distribution on the intrinsic growth rates b. The Bi-Gaussian distribution used to produce the data was an average of two Gaussian distributions with meansb 1 = 3.3 andb 2 = 5.7 and equal variances σ 2
]. We were only interested in the growth rate distribution of the mosquitofish, so we let µ = 0, K = 0, and
We were then able to create simulated data by first solving the SS model (10) for each individual g i ∈ G I using the method of characteristics and then computing
) is the Bi-Gaussian probability density function corresponding to the true Bi-Gaussian probability distribution P * I . We note that the integral above is approximated via the composite trapezoidal method with 128 quadrature nodes [28] . We took 50 uniformly spaced time values in the interval [0,0.5] and 50 uniformly spaced size values from the normalized range [0,1). We then added random absolute noise to the simulated datâ
where η represents the noise level constant and represents normally distributed random values with mean 0 and variance 1. Therefore, the simulated data used in this estimation problem was of the form discussed in the previous section.
The first set of results shown were obtained using PAR (3, 128) for the estimation of
) using simulated data with 10% absolute noise. In Table 1 , we note the optimal estimated values for θ along with the corresponding confidence intervals for each component of θ. We note that the optimal cost value J(θ) is 4.1238, and the estimated variance of the systemσ 2 is 0.0017 using this approach. In Figure 1 , we see the known probability density and distribution used to generate the simulated data as well as the estimated probability density and distribution using the optimal estimates obtained from the inverse problem. Also shown in Figure 1 are the probability densities using the lower (p − ) and upper (p + ) endpoints of the confidence intervals for each of the components of θ. Based on the statistical theory outlined above, we are 95% confident that intervals constructed using PAR(3,128) would "cover" θ 0 . We note that the confidence intervals are relatively small for the means in comparison to those corresponding to the variances. We note that the confidence intervals constructed here give us an idea of the uncertainty associated with the estimated parameter θ but do not give us any indication of the uncertainty associated with the estimated probability distribution, which is the parameter of interest in our original problem.
0.5342 ± 0.1042 5.7057 ± 0.0252 0.5793 ± 0.1358 and confidence intervals for Bi-Gaussian example with 10% absolute error when using PAR(3,128) Figure 1 : Estimated probability density with confidence region and probability distribution given a true Bi-Gaussian distribution using PAR (3, 128) to estimate the subpopulation means and variances with 10% absolute error
We also used the delta function approximation method and the spline based approximation method in the inverse problem with the same data set used above with PAR (3, 128) . The optimal estimates along with the corresponding confidence intervals are given in Table 2 for DEL (8) and SPL (8, 128) . We note that the optimal cost using DEL (8) is 31.3867, while the optimal cost when using SPL (8, 128 ) is 4.1282. We also note thatσ 2 = 0.0126 for DEL(8) andσ 2 = 0.0017 for SPL (8, 128) . Figure 2 shows the plots of the estimated probability densities and nodal confidence intervals for both DEL (8) and SPL (8, 128) . We also note in Figure 2 the estimated probability distributions that were constructed by using the estimates of {p M k } and {a M k } for DEL (8) and SPL(8,128), respectively. We point out again that these confidence intervals correspond to the finite dimensional parameters that we have estimated by solving the OLS problem. However, we are interested in making remarks about the uncertainty associated with the estimated probability distributions. In the following section, we will outline how to construct confidence bands for the estimated probability distributions based on the confidence intervals computed using the standard error theory for the finite dimensional parameters. Figure 2 : Estimated probability densities with confidence intervals and probability distributions given a true Bi-Gaussian distribution using DEL (8) and SPL(8,128) with 10% absolute error
Extension of Asymptotic Standard Error Theory to Functional Parameters -Computational Results
In the previous section, we demonstrated how to construct nodal confidence intervals for finite dimensional parameters (i.e.,
, and θ) using the standard asymptotic theory for OLS estimators. The finite dimensional parameters that we determined by solving the inverse problem were at the level of the probability density. As shown in the previous section, we were able to construct estimates of the parameter of interest in our original problem (the probability distribution) by using the estimates of the probability density obtained from the inverse problem. While we are able to use the standard error theory that has already been established to quantify the uncertainty associated with the estimates of the finite dimensional parameters, we are not able to apply this same theory to the estimated probability distributions, which are in an infinite dimensional setting. Since standard error theory does not exist for problems with functional parameters, we would like to develop the mathematical and asymptotic statistical theory for OLS problems where the parameter of interest is a probability distribution. In this section, we will provide computational results displaying the concept of confidence bands that will aid in quantifying the uncertainty in the estimated probability distributions.
In order to construct confidence bands for the estimated probability distributions, we use the confidence intervals obtained for the finite dimensional parameters. We will first discuss how we construct confidence bands when using the standard parametric approach PAR(M,N). When using PAR(M,N), we use an a priori probability density in the GRD model (11), which we assume is continuous. After using the standard error theory to compute a confidence interval for θ, we construct a confidence band for the estimated probability distribution by using the endpoints of the confidence interval in the known probability density function (pdf). We note that the confidence region for the estimated probability density is formed by plotting
whereθ represents the estimates of θ that solve the OLS problem. Then, using the fact that the probability density function p also represents the derivative of the probability distribution function P, we construct the upper confidence band for the estimated probability distribution by using the portions of p − and p + that lie above the estimated probability density when this function is increasing (i.e., the slope is positive). When the estimated probability density is decreasing and the slope is negative, the portions of p − and p + that lie below the estimated probability density are used to construct the upper confidence band. We use this same technique to create the lower confidence band by using the portions of p − and p + that lie below (above) the estimated probability density when the slope is positive (negative). We integrate over these values and then normalize by an appropriate factor so that the confidence bands are "true" distributions (integrate to 1).
We note when using the non-parametric approaches, DEL(M) and SPL(M,N), the confidence intervals computed using the standard error theory correspond to the weights, {p M k } M k=0 and {a M k } M k=0 , used in the approximations. In some cases, the lower confidence endpoints for these estimated weights may be negative, which violates the non-negativity condition required of probability densities (see results for SPL (8, 128) in Figure 2 ). Thus, before constructing the confidence band for the estimated probability distribution, we first truncate any negative values to zero in order to have a "true" density. We then note if the estimated probability density is monotone, the upper (lower) confidence band for the estimated distribution is constructed by integrating over the upper (lower) confidence interval endpoints and normalizing by an appropriate factor so that the confidence band is a "true" probability distribution. In the case that the estimated probability density is not monotone (which is the case in the examples shown here), the construction of the confidence bands using DEL(M) and SPL(M,N) again depends on the slope of the estimated probability density. The technique employed in these cases mimics that described when using PAR(M,N). The upper (lower) confidence band is created by integrating over the upper (lower) confidence interval endpoints when the slope of the estimated probability density is positive and the lower (upper) confidence interval endpoints when the slope is negative. We again normalize by an appropriate factor so that the confidence bands for the estimated probability distribution are also "true" distributions. We will illustrate these methods in two examples using the size-structured mosquitofish population.
Gaussian Example
In the results presented in this section, we note that the data was generated using the same parameter values given earlier with the exception of the known probability distribution. The simulated data for this example was produced with an "approximate" truncated Gaussian distribution on the intrinsic growth rates b. The Gaussian probability density function used in the GRD model (11) to generate the data is given by
where the parametersb and σ 2 b represent the mean and variance, respectively, of the Gaussian distribution on the intrinsic growth rates b. We used a value of 4.5 for the meanb and a value of 0.25 for the variance σ . We note that the results in this section were all obtained with the same data set with 20% absolute noise.
Using the method outlined above, we obtained the following results with PAR(1,128) from the inverse problem using the simulated data with 20% absolute noise. The optimal cost for this set of results is 14.0615, while the estimate ofσ 2 is 0.0056. We computed the condition number of X T (θ)X (θ), which is used in computing the standard errors for the finite dimensional parameter θ, and obtained a value of 1.2833. Table 3 contains the optimal estimate of θ as well as the corresponding confidence intervals. The plots of the known and estimated probability densities along with p − and p + are shown on the left of Figure 3 , and the plots of the known and estimated probability distributions and corresponding confidence bands are shown on the right of Figure 3 . We note that the estimated probability distribution is indeed contained in the small area bounded by the confidence bands constructed with the technique outlined above.
0.2.774 ± 0.0146 Table 3 : Estimatedb and σ 2 b and confidence intervals for Gaussian example with 20% absolute error when using PAR (1, 128) The next set of results from the parameter estimation problem were obtained using DEL(M) for various values of M. In Table 4 , the optimal cost J * , estimated varianceσ 2 , and condition number κ(X T (θ)X (θ)) for M = 4, 8, 12, 16, 24, and 32 are given. The estimated probability densities with the corresponding confidence intervals and the estimated probability distributions with the corresponding confidence bands for these values of M are in Figures 4 through 9 . We note that the estimated probability distribution converges to the true probability distribution as M is increased. We also note that the optimal cost J * and the estimated varianceσ 2 decrease as the number of parameters M that we estimate increases. While the estimated probability distribution converges Figure 3 : Estimated probability density and probability distribution with confidence region and confidence band given a true Gaussian distribution using PAR(1,128) to estimate the mean and variance with 20% absolute error to the known distribution as M is increased, we note that the confidence bands appear to converge nicely until M becomes too large and the problem becomes over-parametrized. The increase in the condition numbers of X T (θ)X (θ) that are shown in Table 4 is relatively smaller as M is increased from 4 to 24; however, we see a significant increase in κ(X T (θ)X (θ)) as M is increased from 24 to 32. Therefore, we note from the computational results obtained here that the confidence bands appear to be converging nicely while the number of parameters is reasonable. Table 4 : Optimal cost values,σ 2 , and condition number of X T (θ)X (θ)) for Gaussian example with 20% absolute error when using DEL(M)
The final set of computational results in this section were obtained using SPL(M,128) for M = 4, 8, 12, 16, 24, and 32. We note in Table 5 the decreasing optimal cost values as the value of M is increased. We also note that the estimates ofσ 2 decrease when M is increased from 4 to 8 but has essentially converged as M is increased from 8 up to 32. Figures 10 through 15 display the estimated probability densities and distributions along with the confidence intervals and bands. We note that the estimated probability distributions converge to the known probability distribution quickly (for much smaller values of M in comparison to DEL(M)). We see that as the number of parameters is increased, the condition number of X T (θ)X (θ) increases. Moreover, we note very significant increases in κ(X T (θ)X (θ)) as M is increased from 16 to 24 and from 24 to 32. Again, we are able to use this behavior in understanding the confidence bands that are obtained for these same values of M. The confidence bands initially appear to be converging nicely as M is increased. However, the confidence Figure 4 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using DEL(4) with 20% absolute error Figure 5 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using DEL(8) with 20% absolute error bands grow larger as M is increased too much and the problem becomes over-parametrized. We note from this example that we are able to construct confidence bands for the estimated probability distribution, which appear to converge nicely for appropriately chosen values of M. Figure 6 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using DEL (12) Figure 7 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using DEL (16) Figure 8 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using DEL(24) with 20% absolute error Figure 9 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using DEL(32) with 20% absolute error Table 5 : Optimal cost values,σ 2 , and condition number of X T (θ)X (θ)) for Gaussian example with 20% absolute error when using SPL(M,128) Figure 10 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using SPL(4,128) with 20% absolute error Figure 11 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using SPL(8,128) with 20% absolute error Figure 12 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using SPL(12,128) with 20% absolute error Figure 13 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using SPL(16,128) with 20% absolute error Figure 14 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using SPL(24,128) with 20% absolute error Figure 15 : Estimated probability density and probability distribution with confidence intervals and bands given a true Gaussian distribution using SPL(32,128) with 20% absolute error
Bi-Gaussian Example
In this section, we will discuss and present computational results for the inverse problem with data generated using the Bi-Gaussian distribution that we presented earlier. We obtained the following results with PAR(3,128) from the inverse problem using the simulated data described earlier with 20% absolute noise. We note that the optimal cost for this set of results is 14.7779, while the estimate ofσ 2 is 0.0059. We also computed the condition number of X T (θ)X (θ), which is used in computing the standard errors for the finite dimensional parameter θ, and obtained a value of 33.3175. Table 6 contains the optimal estimate of θ as well as the corresponding confidence intervals. In Figure 16 the plots of the known and estimated probability densities along with p − and p + are shown on the left as well as the plots of the known and estimated probability distributions and corresponding confidence bands on the right. We note that the estimated probability distribution lies within the confidence bands constructed using the technique that we have just outlined.
0.5767 ± 0.2597 5.7050 ± 0.0507 0.5844 ± 0.1840 and confidence intervals for Bi-Gaussian example with 20% absolute error when using PAR(3,128) Figure 16 : Estimated probability density and probability distribution with confidence region and confidence bands given a true Bi-Gaussian distribution using PAR (3, 128) to estimate the subpopulation means and variances with 20% absolute error
We now present some of the results obtained using DEL(M) for various values of M in the estimation problem using the Bi-Gaussian data set with 20% absolute noise. The optimal cost values, estimates ofσ 2 , and condition numbers of X T (θ)X (θ) can be found in Table 7 for M = 8, 12, 16, 24, 32, 48, and 64. Figures 17 through 23 show the estimated probability densities and confidence intervals as well as the estimated probability distributions and confidence bands. As the value of M is increased, we note the optimal cost and estimate of σ 2 0 decrease, which we expect since we are allowing more degrees of freedom. The estimated probability distribution converges to the known distribution as M is increased. However, we also note from Table 7 that as M is increased, κ(X T (θ)X (θ)) increases. Once M becomes too large and the problem becomes over-parametrized and ill-conditioned (exhibited by the larger condition numbers of X T (θ)X (θ)), we notice the confidence bands become larger. As M is increased from 8 to 32, the confidence bands appear to be converging nicely; however, when M is increased from 32 to 48 and from 48 to 64, we no longer observe nice convergence of the confidence bands. However, by examining the condition number of X T (θ)X (θ), we are able to better understand the behavior of the confidence bands, which appear to converge nicely until the problem becomes over-parametrized (beyond M = 32). Table 7 : Optimal cost values,σ 2 , and condition number of X T (θ)X (θ)) for Bi-Gaussian example with 20% absolute error when using DEL(M) Figure 17 : Estimates of probability densities and probability distributions with confidence intervals and bands given a true Bi-Gaussian distribution using DEL(8) with 20% absolute error We also performed the inverse problem with SPL(M,128) for various values of M. For M = 8, 12, 16, 24, and 32, we report the optimal cost values, the estimatesσ 2 , and the conditions numbers of X T (θ)X (θ) in Table 8 . The figures displaying the estimated probability densities with the nodal confidence intervals as well as the estimated probability distributions with the functional confidence bands for these values of M are shown in Figures 24 through 28 . We observe the same type of behavior here as noted when using DEL(M). As M is increased, we note a (small) decrease in the optimal cost. We note the decrease in the estimate of the variance of the system,σ 2 , is so small that it is not noticeable when reported to only four significant digits. We also note the increase in κ(X T (θ)X (θ)) as M is increased, and again, we are able to use this to explain the behavior we observe in the confidence bands constructed for these values of M. The confidence bands appear to be converging nicely as M is increased from 8 to 16. However, we note that the confidence bands begin to grow larger as M is increased beyond 16, which is also accompanied by a much larger Figure 18 : Estimates of probability densities and probability distributions with confidence intervals and bands given a true Bi-Gaussian distribution using DEL(12) with 20% absolute error Figure 19 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using DEL(16) with 20% absolute error increase in the condition number of X T (θ)X (θ) for the values of M above 16. Over-parametrization of the inverse problem does not only affect the estimates obtained but the confidence bands as well. However, for appropriately chosen values of M, we observe very nice convergence of the confidence bands constructed using the technique outlined above for the approximation methods DEL(M) and SPL(M,N). Figure 20 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using DEL(24) with 20% absolute error Figure 21 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using DEL(32) with 20% absolute error Figure 22 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using DEL(48) with 20% absolute error Figure 23 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using DEL (64) Table 8 : Optimal cost values,σ 2 , and condition number of X T (θ)X (θ) for Bi-Gaussian example with 20% absolute error when using SPL(M,128) Figure 24 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using SPL (8, 128 ) with 20% absolute error Figure 25 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using SPL(12,128) with 20% absolute error Figure 26 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using SPL (16, 128 ) with 20% absolute error Figure 27 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using SPL(24,128) with 20% absolute error Figure 28 : Estimated probability density and probability distribution with confidence intervals and bands given a true Bi-Gaussian distribution using SPL(32,128) with 20% absolute error
Concluding Remarks
The computational results shown here demonstrate how to construct "functional" confidence bands for estimated probability distributions in size-structured mosquitofish populations in both parametric and non-parametric settings. However, one would like to fully develop the mathematical and asymptotic statistical theory for OLS problems with functional parameters, such as the probability distributions studied here and the time/spatial dependent functional parameters discussed in the Introduction. One would also like to determine if the confidence bands constructed from the approximation methods DEL(M) and SPL(M,N) are converging to some "true" smooth confidence bands. Following the work of [29] , we note that this will require the sensitivity of the system being studied with respect to the probability distribution, which is actually a directional derivative [9] . We are currently working on the development of this fundamental theory in an alternate weak L 2 setting for densities.
