Abstract. We present a new static analysis to infer necessary field conditions for object-oriented programs. A necessary field condition is a property that should hold on the fields of a given object, for otherwise there exists a calling context leading to a failure due to bad object state. Our analysis also infers the provenance of the necessary condition, so that if a necessary field condition is violated then an explanation containing the sequence of method calls leading to a failing assertion can be produced.
Introduction
Design by Contract [24] is a programming methodology which systematically requires the programmer to provide the preconditions, postconditions, and object invariants (collectively called contracts) at design time. Contracts allow the automatic generation of documentation, amplify the testing process, and naturally enable assume/guarantee reasoning for static program verification.
Assume/guarantee reasoning is a divide and conquer methodology, where the correctness proof is split between the callee and the caller. When the body of the callee is analyzed, its precondition is assumed and the postcondition must be proved. At a call site, the precondition must be proved and the postcondition can be assumed by the caller. In object-oriented programs, an object invariant (sometimes incorrectly called class invariant) is a property on the object fields that holds in the steady states of the object, i.e., it is at the same time a precondition and a postcondition of all the methods of a class.
In a perfect (Design by Contract) world, the programmer provides contracts for all the methods and all the classes, and a static verifier would leverage them to prove the program correctness. In the real world, relatively few classes and methods have contracts, for various reasons. First, the programming language or the programming environment may not support contracts at all. Programmers may add checks on the input parameters of a method and on the object fields, but there is no systematic way of expressing those in a way that can be exploited by a static analyzer to perform assume/guarantee reasoning. Second, even if the programming environment supports contracts, programmers may have only partially annotated their code, for instance by adding preconditions only to the externally visible (public) methods, ignoring object fields. Third, the programmer may also have avoided adding contracts which may appear evident from the code, e.g., setting a private field to a non-null value in the constructor and never changing it again. Fourth, the provided contracts may be too weak, for instance a stronger object invariant may be needed to ensure the absence of errors such as runtime failures or assertion violations.
Inference has been advocated as the holy grail to solve the problems above. Ideally, an automatic static analyzer will infer preconditions and postconditions for each method, and object invariants for each class, exploiting the existing annotations and parameter checking code to get more precise results. The inferred contracts will then be propagated and used in the assume/guarantee reasoning.
Much research has been conducted to characterize when the object invariant can be assumed and when it should be checked, e.g. [11] . Orthogonally, some static analyses have been developed to infer object invariants when those points are known, e.g. [23, 4] . Those analyses over-approximate the strongest object invariant which in turn over-approximates the trace-based object semantics [23] .
In this paper we tackle the problem of inferring necessary conditions on object invariants, i.e., conditions on object fields that should hold, for otherwise, there exists an execution trace starting with an object construction and a series of method invocations that leads to an assertion failure in one of the object's methods due to bad object state. Necessary object invariants differ from "usual" programmer-written object invariants in that they typically under-approximate the object invariant. Necessary object invariants are necessary in the sense that if they don't hold, there exists an execution trace that is guaranteed to fail. Satisfying all necessary object invariants on the other hand does not guarantee the absence of failures, due to, e.g., method internal non-determinism.
Main Contributions. We discuss and define the problem of brittleness of classlevel modular analyses (Sect. 2) -solving that problem was the #1 request of cccheck [15] users 1 . We introduce a solution to the problem based on the inference of necessary field conditions (Sect. 4). Our solution builds on the top of previous work on precondition inference [8] . We show that when readonly fields are concerned, necessary conditions are object invariants (Sect. 5). We validate our analysis on large and complex libraries (Sect. 6). We compare it with: (i) a baseline run (BR) where no properties for object fields are inferred (only method preconditions and postconditions); and (ii) an optimized implementation of the class-level modular analysis (CLMA). Experimental results show that our analysis: (i) introduces a modest slowdown (and in some cases a speedup!) over BR; (ii) is up to 2× faster than CLMA; and (iii) induces a precision improvement comparable to CLMA. To the best of our knowledge we are the first to
