Let [X n ,n > 1) be independent identically distributed random variables with a common non-degenerate distribution function F. For each n > 1, denote M n = maxf.^ X n ). Under certain conditions on F, there exist constants a n > 0 and b n e K such that (M n -b n )/a n -> G. In this paper, we shall show that [(M n -b n )/a n ) exhibits ergodic behaviour under additional conditions on F.
Introduction
Let {X n , n > 1} be a sequence of independent identically distributed random variables with EX, = 0 and EX^ = 1. For each n > 1, set S n = £? = i x t- [2] Ergodic behaviour of extreme values For each n > 1, denote M n = max{Zi,... ,X n }.
Suppose there exist constants a n > 0 and b n e R. such that 171 (1.1) (M n -b n )/a n -* G where G is a non-degenerate distribution function. Then we say G is an extreme value distribution and F is in the domain of attraction of G (
notation: F e D(G)).
It is well known that G must be one of the following three types:
G(x) = *"(*) = (with D : = { ; c : O < G(x) < 1}) holds for a class of functions/, then we may say that the sequence {{M n -b n )/a n ] has ergodic behaviour. It is natural to consider the case where r n = n~Y with 0 < y < 1. Unfortunately, for y € (0, 1), the above equation is not true even for the indicator function (see Cheng et al. [2] ). Hence we only consider the case y = 1, that is the logarithmic means. In the present paper, the following results are obtained (proofs are given in Section 2). (1.6) lim V -2-= T(l -B/a) almost surely. [4] Ergodic behaviour of extreme values 173 THEOREM 2. Suppose (1.1) holds for G = * a , and a n and b n are defined by (1.2) and (1.3). Assume g is an almost everywhere continuous function which is defined on (-oo, 0). If there are constants B > 0, ft e (0, a) aw<i r > 0
REMARK 3. Assume (1.1) holds for G = ty a , and g is an almost everywhere continuous function which is defined on (-oo, oo). If there are constants B > 0 and P > 0 such that
Note that since for any positive integer fl
/ "
J -c
we have
(1.9) lim V " = ( -l / r ( l + /J/a) almost surely. N^OO log AT jr( naZ THEOREM 3. Suppose (1.1) holds for G = A, and a n and fe n are defined by (1.2) and (1.3). AiiM/ne /i is an almost everywhere continuous function which is defined on (-oo, oo). If there are constants B > 0 ana" /} > 0 swcn 
M^OO log
It is obvious that (1.1) holds for constants a' n and b' n which satisfy
as n -• oo, where a n and b n are defined by (1.2) and (1.3) (see [7, Proposition 0.2] ). Moreover, Remark 2, Remark 3 and Theorem 3 hold for above constants a' n and b' n .
Proofs
For every measurable function / let S(/) = {x : / is continuous at*}.
The proofs of our theorems are mainly based on the following lemmas. The proof of Lemma 1 below is very standard and we omit it.
LEMMA 1. Assume {Z, Z n , n > 1} is a sequence of random variables with distribution functions {G, G n ,n > 1}. Assume {Z n } converges in distribution to Z, that is (2.1) lim G n {x) = G(x), forx e S(G).

n-»oo
If I is a real-valued almost everywhere continuous function with respect to G, that is Pr(Z e S(/)) = 1 and {/(Z), l(Z n ), n > 1} is uniformly integrable (for definition of uniformly integrable, see [3, page 93]), then (2.2) lim U(Z n ) = E/(Z).
n-•oo [6] 
Pr(£2,) = 1.
Assume {Wj,j > 1} is a sequence of independent random variables with common distribution function 4>i. It is easily seen that {C/(l/(l -®i(Wj))),j > 1} is a sequence of independent random variables which have the same distributions as {Xj,j > 1}. For the sake of simplicity, we assume that Xj = f/ (1/(1 -<J>i(W,))), forj > 1. Using the well-known inequalities for regular variation and n-variation (see Geluk and de Haan [4, Proposition 1.7.5 and Proposition 1.19.4]), we may concentrate on dealing with {W,,; > 1} (see (2.9) and (2.13) below). For 1 < m < n, set W(n, m) = max n _ m+ i<,< n Wj. Obviously, W nm /m has distribution functional, and M n = C/(l/(l -4>i(W(/z, n)))) forn > 1. We also have (2.6) W(n, n) -*• oo almost surely as n -> oo.
PROOF (of Theorem 1). Put . 5 = (P/a + l)/2andd 2 = (a + /3)/(2/3). Thencf > 1 and 5 € (0,1). Throughout the proof we use C to denote a positive constant, and we let 0(1) refer to almost surely.
We write
First we show that (2.7) Pr(fi 2 ) = 1. 
Therefore, by (2.8), (2.9) and (2.10) we have Sjf = 0(1). In order to prove (2.7), we only need to show that It is easy to check from (2.12) that for all t > h and tx > t 2 . Following the lines of proof of Theorem 1, we have (1.11).
•
