WLAN location determination systems add to the value of a wireless network by providing the user location without using any extra hardware. Current systems return the estimated user location from a set of discrete locations in the area of interest, which limits the accuracy of such systems to how far apart the selected points are. In this paper, we present two techniques to estimate the user location in the continuous physical space, namely the Center of Mass technique and Time Averaging technique. We test the performance of the two techniques in the context of the Horus WLAN location determination system under two different testheds. Using the Center of Mass technique, the performance of the Horns system is enhanced by more than 13% for the first testbed and more than 6 % for the second testhed. The Time-Averaging technique enhances the performance of the HONS system by more than 24% for the first testbed and more than 15% for the second testbed. The techniques are general and can be applied to any of the current WLAN location determination systems to enhance their accuracy. Moreover, the two techniques are independent and can he applied together to further enhance the accuracy of the current WLAN location determination systems.
I. INTRODUCTION
WLAN location determination systems have been an active area of research for the latest years [l-171 . WLAN location determination systems add to the value of the wireless networks by providing the user location without using any extra hardware. This enables a set of context-aware applications [18] on top of the wireless networks such as location-sensitive content delivery, direction finding, asset tracking, and emergency notification.
WLAN location determination systems usually work in two phases: ofline training phase and online location determination phase. During the offline phase, the signal strength received from the access points at selected locations in the area of interest is tabulated, resulting in a so-called radio map. During the location determination phase, the signal strength samples received from the access points are used to "search" the radio map to estimate the user location. One of the discrete radio map locations is retumed as the estimated location.
In this paper, present two techniques for estimation the user location in the continuous user space removing the constraints of the discrete location estimation. The first technique, the Center-of-Mass technique, estimates the user location based on the list of candidate locations in the current estimation period. The second technique, the Time-Averaging technique, estimates the user location using the history of consecutive estimates.
We implement the two technique in the context of the Horus WLAN location determination system [1] [2] [3] [4] [5] , which is a prohabilistic WLAN location determination system.-We also test the system under two different testheds and discuss how to combine the two techniques together to further enhance the accuracy of WLAN location determination systems. The rest of the paper is organized as the following. Section I1 briefly describes the HONS system. In Sections III and N we present the details of the Center-of-Mass technique and the Time-Averaging technique respectively. We present the evaluation of the two techniques in Section V. Finally, we discuss related work in Section VI and conclude the paper in Section VII.
T H E HORUS SYSTEM
In this section, we present a brief overview of the Horus system [l-51. Our goal is to provide context for the techniques presented in rest of the paper. Horus is a probabilistic location determination system. The main goal of the system is to identify the noisy characteristic of the wireless channel and to develop techniques to handle them. Figure 1 shows the components of the Hams system. The system uses the signal strength information retumed from different access points to infer the user location and to provide an API for the user applications to use the system functionality.
The system works in two phases: 1) Ofline phase: to build the radio map, cluster radio map locations, and do other preprocessing of the signal strength models. 2) Online Phase: to estimate the user location based on the received signal strength from each access point and the radio map prepared in the offline phase. The radio map stores the distribution of signal strength received from each access point at each location. There are two modes for operation of the Horus system: one uses nonparameuic distributions and the other uses parametric distrhutions. In this paper, we will use the parametric distribution mode in which the signal strength distributions are modeled using Gaussian distributions.
The Clustering module is used to group radio map locations based on the access points covering them. Clustering is used The Discrete Space Estimator module m u m s the radio map
location that has the maximum probability given the received signal strength vector from different access points. An outline of the algorithm used is given in Algorithm 1. The Small-Scale Compensafor module handles the small-
The Continuous Space Estimator takes as an input the dis-Crete estimated user location, one of the radio map locations, and r e m s a more accurate estimate the user location in the continuous space. This module is the subject of this paper. The location x E X that maximizes P ( x / s ) . where the radio map consists of two locations: A and B. Assume that the user is standing in the middle between the two Incatinns. In this case. the signal streneth vectnr obtained from parameter to the system. More formally, let p ( z ) be the probability of a location
Ensure:
x E X, i.e. the radio map, and let % be the set of locations in the radio map ordered in a descending order according to the normalized probability. The Center of Mass technique estimates the current location x as:
. . where %(i) is the ith element of Note that the estimated location x need not to be one of the radio map locations. Algorithm 2 shows the details of the Center of Mass technique. locations equals one. ' The normalization is used to ensure that the sum of the probabilities of all mation process will retum location A as the estimated location. However, the technique proposed in this section would retum a location estimate in the middle of the two locations, slightly biased towards location A, which should be a more accurate estimate to the actual location than location A. We study the performance of this technique compared to the discrete-space estimator in Section V.
IV. TIME AVERAGING TECHNIQUE
The Time Averaging technique uses a time-average window to smooth the resulting location estimate. The technique ohtains the location estimate by averaging the last W locations estimates obtained by the discrete-space estimator.
More formally, given a stream of location estimates xl,xZ, ..., xt, the technique estimates the current location 2, : Measured signal strength vector (s = (SI, ..., sk)).
: Number of locations to use in the algorithm.
Ensure:
I: for 1 E X do at timet as:
Algorithm 3 shows the details of the time-averaging technique.
V. EXPERIMENTAL EVALUATION
In this section, we discuss the experimental testbeds and evaluate the performance of the Center of Mass and Time Averaging techniques comparing them to previous work in the area of WLAN location determination.
A. Experimental Testbeds
In this section, we present the experimental testbeds we used to evaluate the performance of the Horus system and compare its performance to other systems.
I ) Signal Strength Acquisition:
Using the device driver and the API we developed 1191, we collected 200 samples at each location, one sample per 100 milliseconds. The cards used were Lucent Orinoco silver M C s supporting up to 11 Mbit/s data rate [ZO] . To test the performance of the system, we used an : Size of the averaging window.
: A queue of size W to hold past location estimates. We performed our first experiment in the south wing of the fourth floor of the A. V. William's building in the University of Maryland at College Park. The layout of the floor is shown in Figure 3 . The wing has a dimension of 224 feet by 85.1 feet. The technique was tested in the University of Maryland wireless network using Cisco access points'. The entire wing is covered by 21 access points.
Ensure
The radio map bas 110 locations along the comdors and 62 locations inside the rooms. On the average, each location is covered by 6 access points. The test set was collected by different persons on different days and time of days. The Horus system was running on Windows X P professional operating system.
3) Testbed 2: We performeh the second experiment in the an office space (Figure 4) . The area of the experiment site is approximately 39 feet by 118 feet covering corridors, cubicles, and rooms. The test area was covered by 6 access points. Five of the 6 access points were LinkSys and the remaining one was a Cisco access point.
We have a total of 110 locations in the radio map. On the average, each location is covered by 4 access points. The test set was collected by different persons on different days and time of days. The Horns system was running under L i n u (kernel 2.5.7) operating system.
B. Results
In this section, we compare the performance of the two techniques for obtaining a continuous-space location estimate. Figures 5 and 6 show the effect of increasing the parameter N (number of locations to interpolate between) on the performance of the Center of Mass technique for the two testbeds. Note that the special case of N = 1 is equivalent to the discrete-space estimator output. The figures show that the performance of the Horus system is enhanced by more than 13% for the first testbed and more than 6% for the second testbed for N = 6 .
I ) Center of Mass Technique:
[ I 4 1
) Testbed 1:
'This testbed is different from the initid testbed we used in our previous work 85.1 feel 4 224feet Fig. 3 . Floor plan for the first testbed. Readings were collected in the conidon and inside the moms. Fig. 4. ducted. Readings were collected in the conidan and inside the rooms.
Floor plan of the office space where the second experiment was con-
The figures also show that there is an optimal value for the parameter N around N = 6. As N is increased beyond this value, more noise is introduced due to adding locations that are far away from the correct location. : Figures 7 and 8 show the effect of increasing the parameter W (size of the averaging window) on the performance of the time-averaging technique for the two testbeds. The figures show that the larger the averaging window, the better the accuracy. The performance of the Horus system is enhanced by more than 24% for the first testbed and more than 15% for the second testbed for W = 10. Note that the higher the value of W , the slower the system to react to a fast changes in the user location, e.g. a fast moving tracked object. Therefore, we have a tradeoff between the accuracy we can obtain and the system responsiveness.
) Time-averaging Technique

C. Discussion
The results show that the continuous-space estimation techniques enhance the accuracy significantly. The two techniques can be combined together to further enhance the accuracy. Our proposed continuous space estimation techniques can be applied to the above systems to further enhance their accuracy.
VII. CONCLUSIONS A N D FUTURE WORK
In this paper, we described two techniques for allowing continuous-space estimation: the Center ofMass technique and the Time Averaging technique. Using the Center of Mass tecbnique, the performance of the Horus system is enhanced by more than 13% for the first testbed and more than 6% for the second testbed compared to the basic technique. The Time-Averaging technique enhances the performance of the Horus system by more than 24% for the first testbed and more than 15% for the second testbed. The two techniques are independent and can be applied together. Moreover, both techniques are general and may be applied to other WLAN location determination systems. second testbed. ?be sub-figure shows the same curve for N = 0 -12.
Average distance error using the Center ofMass technique for the " U Averaging window size (W) Fig. 8 . second testbed.
Average distance error using the time-averaging technique for the
We are currently working on techniques to dynamically change the system parameters. For example, the size of the averaging window can be changed dynamically to match the speed of the object being tracked.
