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Resumo 
Um protocolo de difusão confiável é utilizado por um processo de aplicação 
para transmitir uma mensagem de forma confiável a todos os nodos conecta-
dos em uma rede. Neste trabalho apresentamos um novo protocolo de difusão 
confiável que permite a ocorrência de múltiplos eventos de falha, tanto em 
nodos como em enlaces, durante a difusão. 0 protocolo prevê particiona-
mentos da rede, completando nos componentes conectados nos quais pelo 
menos um nodo recebeu a mensagem antes do particionamento. Uma árvore 
de busca em largura distribuída é construída para a disseminação de mensa-
gens, empregando o menor número de mensagens possível, bem como o menor 
intervalo de tempo possível, proporcional ao diâmetro da rede. Quando um 
nodo detecta um novo evento antes da difusão da mensagem ter sido com-
pletada, uma nova mensagem é criada, contendo tanto a mensagem anterior 
como informações sobre o evento detectado. Uma ferramenta prática que 
implementa o protocolo é apresentada, bem como resultados experimentais 
em um número de redes de topologías como hipercubo, anel e grafo aleatório. 
ii 
Abstract 
A reliable broadcast protocol is employed by an application process to send 
a message to every connected node in a given network. In this work we pre-
sent a new reliable broadcast protocol that allows the occurrence of multiple 
concurrent fault events of both nodes and links. The procotol allows network 
partitions, completing in connected components in which at least one node 
has received the message. A distributed breadth-first tree is built in order 
to disseminate the message in the shortest possible time interval, employing 
the smallest possible number of messages. When a node detects a new event 
before the broadcast completes, a new dissemination tree is started, in which 
a message is broadcast that includes both the information in the previous 
message, and information about the new event. A practical tool that imple-
ments the protocol is presented, as well as experimental results on a number 
of network topologies, such as the hypercube, ring and random graph. 
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A computação distribuída e paralela tem se tornado mais popular e, em al-
guns casos, indispensável. Sistemas podem ser desenvolvidos considerando 
este paradigma, visando melhorar a performance e a confiabilidade. Neste 
trabalho o foco é em tolerância a falhas: enlaces de comunicação e componen-
tes do sistema podem falhar e os próprios componentes devem reconfigurar 
o sistema de forma a evitar um colapso completo. 
A difusão confiável é uma forma de comunicação na qual todos os nodos 
(componentes) atingíveis pertencentes a um sistema devem receber todas as 
mensagens transmitidas. Pode-se considerar falhas nos nodos ou nos enla-
ces. Pode-se considerar ou não a recuperação dos nodos ou dos enlaces. O 
importante é que todos os nodos sem falha recebam as mensagens. 
Este trabalho teve origem na necessidade de uma ferramenta de difusão 
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confiável para um algoritmo de diagnóstico de redes de topologia arbitrária, o 
algoritmo NBND (Non-Broadcast Network Diagnosis) [5], descrito na seção 
seguinte. Em seguida, são apresentados fundamentos de difusão confiável 
além do novo protocolo desenvolvido. 
1.1 Diagnóstico em Redes de Topologia 
Arbitrária 
O algoritmo NBND é uma estratégia distribuída de monitoramento de nodos 
e enlaces. Quando um nodo detecta um evento no sistema (nodo ou enlace 
falham, ou, nodo ou enlace se recuperam de uma falha), deve informar a 
todos os nodos não falhos a ocorrência deste evento. No algoritmo NBND 
com estratégia de teste baseada em bastão (Token-Based Testing Strategy for 
NBND) [6], o sistema é representado como uma árvore de busca em largura 
para a disseminação das mensagens contendo eventos. Importante notar 
que o algoritmo proposto em [6] não considera eventos durante sua difusão 
confiável. 
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1.2 Difusão Confiável 
Um protocolo de difusão confiável é usado por um nodo para enviar uma 
mensagem a todos os nodos atingíveis de um sistema distribuído. No algo-
ritmo proposto em [1], um nodo que desejar fazer uma difusão confiável, num 
sistema representável por um grafo completo, monta uma árvore para trans-
missão da mensagem e a transmite apenas para seus nodos filhos. Se o nodo 
filho não tiver filhos, responde ao nodo pai que terminou o seu trabalho. Se o 
nodo filho tiver filhos, então transmite a mensagem a todos os filhos. Quan-
dos seus filhos terminam, o nodo dá por encerrado o seu trabalho, avisando, 
por sua vez, seu nodo pai. O algoritmo considera falhas nos nodos e não nos 
enlaces. Não são considerados o particionamento da rede e a recuperação de 
nodos. 0 algoritmo assume o modelo fail-stop [3], no qual um componente 
falho simplesmente deixa de funcionar, não produzindo qualquer saída, e os 
componentes sem falha são capazes de determinar quais componentes estão 
falhos. 
No protocolo aqui proposto para difusão confiável em sistemas de topolo-
gia arbitrária, um nodo que desejar fazer uma difusão confiável monta uma 
árvore de busca em largura e envia para seus nodos filhos a mensagem. Os 
nodos filhos montam a mesma árvore de busca em largura e transmitem a 
mensagem aos seus nodos filhos, e assim por diante. Quando um nodo não 
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Figura 1.1: Sistema distribuído representado por um anel de 4 nodos. 
t 
Figura 1.2: Arvore de busca em largura montada para iniciar a difusão 
confiável. 
tem nodos filhos, encerra seu trabalho. Um nodo que tem nodos filhos en-
cerra seu trabalho quando todos os nodos filhos (sem falhas) encerrarem. Os 
nodos pais monitoram os nodos filhos até que completem, permitindo, assim, 
detectarem falhas de comunicação com os nodos filhos. São consideradas 
falhas de enlaces e não de nodos. 
A figura 1.1 representa um sistema distribuído em uma topologia de anel 
com 4 nodos. Para o nodo 1 iniciar uma difusáo confiável, monta uma árvore 
de busca em largura que resulta na figura 1.2. O nodo 1 tem os nodos 2 e 
3 como filhos, portanto, envia a mensagem para ambos os nodos. O nodo 2 
tem o nodo 4 como filho, portanto, envia a mensagem apenas para o nodo 
4. Os nodos 3 e 4, por não terem filhos, não enviam a mensagem a nenhum 
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nodo. 
Sempre que um nodo detecta um evento (falha de um enlace), inicia 
uma nova difusão confiável para notificar os demais nodos do sistema ou da 
mesma partição. Portanto, são considerados os casos em que uma falha pode 
particionar a rede. A própria difusão confiável faz o diagnóstico do sistema. 
Há outros tipos de difusão confiável mais restritivos como a difusão causai 
e a difusão atômica [1, 2]. Na difusão causal, o sistema deverá garantir que 
mensagens geradas como conseqüência de uma mensagem anterior devam ser 
recebidas por todos os nodos após a mensagem "causa". Não há preocupação 
com mensagens independentes. Já na difusão atômica, o sistema deverá 
garantir que todos os nodos receberão todas as mensagens na mesma ordem 
mesmo que não haja correlação entre uma mensagem e outra. 
O restante deste trabalho está organizado da seguinte maneira. O capítulo 
2 apresenta algoritmos existentes para difusão confiável. O capítulo 3 contém 
a especificação do novo algoritmo. No capítulo 4, uma explicação detalhada 




Difusão Confiável em Sistemas 
Distribuídos 
A difusão confiável (Reliable Broadcast) é utilizada para compartilhar in-
formações entre todos os nodos de um sistema distribuído. Cada sistema 
distribuído pode necessitar de formas diferentes de difusão. Os critérios 
para avaliar um algoritmo de difusão confiável incluemo custo no tráfego 
de pacotes, latência, segurança, complexidade de implementação, custo de 
processamento, garantia de entrega dos pacotes, conhecimento das falhas na 
transmissão, tolerância a falhas. 
Neste capítulo é apresentado o algoritmo de diagnóstico NBND, origem 
do protocolo de difusão confiável apresentado no próximo capítulo. O al-
goritmo NBND precisa difundir mensagens sobre eventos (falhas ou recu-
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perações de enlaces). Também são apresentados algoritmos publicados para 
difusão confiável. 
2.1 O Algoritmo NBND 
O algoritmo NBND (Non-Broadcast Network Diagnosis) [5] é uma estratégia 
distribuída de monitoramento de nodos e enlaces composto de três fases. Na 
primeira fase (monitoramento), cada nodo testa todos os seus nodos vizi-
nhos. Quando um nodo detecta um evento no sistema (nodo ou link falham, 
ou, nodo ou link se recuperam de uma falha), o sistema passa à segunda fase 
(difusão), na qual o nodo notifica todos os nodos atingíveis deste evento. Ter-
minada a difusão, o nodo inicia um algoritmo de conectividade para descobrir 
se houve ou não particionamento da rede. 
O algoritmo NBND com estratégia de teste baseada em bastão (Token-
Based Testing Strategy for NBND) [6], utiliza uma estratégia diferente na 
primeira fase (monitoramento). Os nodos são agrupados em pares e apenas 
um deles faz o monitoramento por vez (aquele que estiver com o bastão). 
Após a detecção de um evento, é iniciado um algoritmo de difusão que repre-
senta o sistema como uma árvore de busca em largura, na qual as mensagens 
notificando o evento são enviadas. A árvore de busca em largura tem a pro-
priedade de ter o caminho mais curto possível para se chegar a qualquer nodo 
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(a partir do nodo raiz). 
Como o objetivo principal da estratégia dos algoritmos NBND descritos 
anteriormente é o diagnóstico dos eventos em um sistema, não têm preo-
cupação forte quanto à disseminação das notificações dos eventos. O al-
goritmo NBND não opera corretamente na presença de múltiplos eventos 
simultâneos pois a estratégia de difusão assume que não ocorrem eventos en-
quanto outro evento ainda está sendo diagnosticado. Esta asserção deve-se 
ao fato de que estes algoritmos não são tolerantes a falhas no momento da 
difusão das mensagens de notificação. Em outras palavras, a difusão não é 
confiável. 
2.2 Difusão Confiável 
A difusão confiável (reliable broadcast) é uma das técnicas utilizadas em 
tolerância de falhas para garantir que todos os nodos operacionais de um 
sistema distribuído sempre recebam todas as mensagens. Cada mensagem 
transmitida deve conter um identificador para permitir a detecção de men-
sagens repetidas. A difusão confiável deve garantir três propriedades [2]: 
1. Todos os processos corretos concordam com o conjunto de mensagens 
que transmitem; 
2. Todas as mensagens difundidas por processos corretos são transmitidas; 
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3. Nenhuma mensagem com erro será transmitida. 
Nas seções a seguir apresentamos dois algoritmos publicados para a di-
fusão confiável, um algoritmo baseado em inundação de mensagens e o algo-
ritmo de Schlicting. 
2.2.1 Um Algoritmo Baseado em Inundação 
Em [2] é descrito um algoritmo simples para difusão confiável. Considera-se 
que as falhas não particionam a rede. Não se monta uma árvore para que seja 
feita a difusão da mensagem. Cada nodo envia a mensagem para todos os seus 
nodos vizinhos (inclusive a si mesmo). Se receber uma mensagem repetida, 
o nodo deve ignorá-la. Uma otimização óbvia citada seria evitar que, por 
exemplo, o nodo p envie a mensagem m para o nodo q se tinha recebido do 
próprio nodo g. Como o algoritmo faz a difusão da mensagem utilizando 
inundação, mesmo se houver falhas em enlaces (que não particionem a rede), 
todos os nodos sem falha recebem a mensagem. Como ilustra a Figura 2.1 
na qual uma aresta com do nodo i para o nodo j representa o envio de uma 
mensagem do nodo i para o nodo j, mesmo que o enlace entre os nodos 
A e B esteja falho, a mensagem chega ao nodo B através do outro enlace 
que mantém o nodo B conectado à rede. Este algoritmo é bem simples e 
não contém falhas, porém, a quantidade de mensagens transmitidas pode 
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Figura 2.1: Inundação: o nodo B recebe a mensagem mesmo com a falha 
enlace A<->B. 
representar um alto tráfego na rede. 
Segue o algoritmo em pseudo-código: 
Chamada Inicial: 
ReliableBroadcast (nodo, i d e n t i f i c a d o r , mensagem) 
O procedimento executado no nodo i segue abaixo: 
id é o identificador da difusão, msg é a mensagem a ser difundida. 
Rel iableBroadcast ( i , id ,msg) 
• Se id j á é conhecido, então a mensagem é repe t ida 
e deve ser ignorada; 
• Caso contrário , para cada nodo v iz inho k, 
enviar a mensagem; 
• Enviar a mensagem para s i mesmo; 
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2.2.2 O Algoritmo de Schlicting 
No algoritmo apresentado em [3] considera-se que as falhas não particionam a 
rede, ou seja, não há casos em que nodos operacionais tornam-se inatingíveis. 
Este sistema distribuído é representado por um grafo completo onde cada 
nodo tem um enlace de comunicação com todos os demais nodos. O modelo 
de falhas assumido é conhecido como fail-stop [3], no qual um componente 
falho simplesmente deixa de funcionar, não produzindo qualquer saída, e os 
componentes sem falha são capazes de determinar quais componentes estão 
falhos. 
Neste algoritmo, um nodo inicia uma difusão confiável caracterizando o 
sistema como uma árvore, sendo ele a raiz desta árvore. A árvore é definida 
estáticamente e conhecida por todos os nodos. A estrutura da árvore não 
precisa estar relacionada diretamente com a estrutura física da rede. O nodo 
então inicia a difusão da mensagem enviando-a a todos os nodos filhos. Os 
nodos filhos são responsáveis por reenviar a mensagem a seus próprios filhos 
e assim por diante. O nodo que não tiver filhos retorna uma mensagem ao 
seu nodo pai confirmando (enviando um acknowledgement) do recebimento 
da mensagem. Se o nodo tiver filhos, responderá ao nodo pai somente quando 
todos os seus nodos filhos confirmarem o recebimento da mensagem. 
Quando um nodo falha, o nodo pai deverá assumir o seu lugar e reenviar 
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a mensagem aos nodos filhos daquele nodo falho. Se um nodo receber uma 
mesma mensagem mais de uma vez, confirma a recepção mas não realiza a 
difusão novamente. Há apenas um problema: e se o nodo raiz falhar ? Ele é 
o único nodo na árvore que não tem um nodo pai e, por causa disso, quem irá 
substituí-lo em caso de falha? Se ninguém assumir a posição de nodo raiz é 
possível que alguns nodos operacionais (sem falha) não recebam a mensagem, 
violando a definição e o objetivo da difusão confiável. 
A Figura 2.2 ilustra este caso. 0 nodo A envia a mensagem para o nodo B 
e falha antes de enviá-la para o nodo D. O nodo B envia a mensagem para o 
nodo C, completando sua tarefa. O nodo D, apesar de não estar falho, nunca 
receberá a mensagem. Conseqüentemente, o nodo E também nunca receberá 
esta mensagem. A solução apresentada para este problema é a seguinte: os 
nodos filhos diretos da raiz ficam permanentemente monitorando o nodo raiz 
para saber se ainda está operacional ou entrou em falha até que a difusão 
esteja terminada. Se o nodo raiz estiver falho, pelo menos um de seus nodos 
filhos deverá assumirá o lugar do nodo raiz. 
Se todos os nodos que possuem a mensagem ficam falhos, não há como 
continuar a difusão. Se assumirmos que um nodo não inicia uma difusão 
antes que a difusão anterior tenha sido completada, cada nodo pode assumir 
que a difusão anterior terminou quando receber uma nova mensagem com 







Figura 2.2: Nodo raiz falha antes de enviar mensagem a todos os nodos filhos. 
Segue o algoritmo em pseudo-código: 
Chamada Inicial: 
ReliableBroadcast(raiz ,raiz .mensagem) 
0 procedimento executado no nodo i segue abaixo, 
onde msg se refere à mensagem em difusão 
ReliableBroadcast (nodo i , r a i z , msg) 
• Constrói a árvore a p a r t i r da r a i z ; 
• SE msg repet ida , ignorar; 
• Se nodo i não tem f i l h o s então completa, 
no t i f i cando seu nodo pai ; 
• Senão - para cada f i l h o k : 
ReliableBroadcast (nodo k, r a i z , msg) 
— nodo i espera resposta de cada nodo k informando 
que completou. Quando todos os nodos f i l h o s sem 
f a l h a s completam, o nodo i completa; 
— nodo i , se f o r f i l h o do nodo r a i z , 
monitora o nodo r a i z . 
• QUANDO ANTES DE COMPLETAR, 0 NODO i DETECTA 
UMA FALHA NO NODO K: 
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A 
Figura 2.3: Nodo A assume a tarefa do nodo D falho. 
— Para cada f i l h o j de k , R e l i a b l e B r o a d c a s t ( j , r a i z , m s g ) . 
Importante notar que: 
• São consideradas falhas de nodos; 
• Uma vez detectada uma falha, o nodo pai do nodo falho na árvore de 
disseminação assume o trabalho do nodo falho. Como exemplo, observe 
a Figura 2.3: o nodo A envia a mensagem para o nodo 5 , mas ao tentar 
enviá-la para o nodo D, descobre que o nodo D está falho. O nodo A 
assume a função do nodo D na árvore e envia a mensagem para os 
nodos E e F que eram filhos do nodo D. 
• Nodos falhos não se recuperam; 
• Falhas de nodos nunca provocam o particionamento da rede; 
• Em tempo finito, todos os nodos devem ter conhecimento das falhas 
em decorrência da asserção do modelo fail-stop [1]. Para implementar 
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Figura 2.4: Nodo A raiz e nodo B em falha. 
a asserção pode-se utilizar uma ferramenta de diagnóstico de falhas em 
conjunto com a difusão confiável [4]; 
• O algoritmo falha na circunstância representada pela Figura 2.4. Se o 
nodo A transmitiu a mensagem ao nodo B, que por sua vez transmitiu 
a mensagem para o nodo C e ambos os nodos A e B falham antes que 
o nodo A envia a mensagem para o nodo D, então toda a sub-árvore 
com raiz em D nunca receberá a mensagem. O nodo C não realiza 
qualquer monitoramento para testar se o nodo B ainda está sem falha 
e, conseqüentemente, não o substituirá. Como o nodo C não substitui 
o nodo B, nunca detectará que o nodo A (raiz) também está em falha 
e não irá substituí-lo também. Em resumo: o nodo C tem a mensagem 
mas não sabe que toda a sub-árvore iniciada no nodo D não a tem, e a 
difusão confiável não é concluída com sucesso. 
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Capítulo 3 
Uma Nova Abordagem para 
Difusão Confiável 
Neste capítulo é apresentado um novo algoritmo de difusão confiável que 
permite a ocorrência de múltiplos eventos durante a disseminação de in-
formações. A motivação inicial foi de servir como ferramenta de difusão 
confiável para o algoritmo de diagnóstico NBND apresentado no capítulo 2. 
Com a descoberta de deficiências nos algoritmos de difusão confiável existen-
tes, optou-se pelo desenvolvimento de um novo algoritmo. 
O novo algoritmo desenvolvido cumpre as metas estabelecidas. Permite a 
ocorrência de múltiplos eventos durante a difusão de informações. Atua em 
redes de topologia arbitrária. Opera corretamente mesmo na ocorrência de 
particionamentos. Por se basear na árvore de busca em largura utilizada pelo 
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algoritmo de difusão usada pelo NBND, utiliza o mínimo possível de recursos 
de rede, evitando que nodos recebam mensagens redundantes, apresentando 
menor latência possível, proporcional ao diâmetro da árvore. 
Uma das condições para uma difusão confiável é que a comunicação nodo 
a nodo seja confiável (reliable unicast). A partir desta comunicação confiável 
nodo a nodo, é possível obter informações sobre falhas que ocorrem na rede. 
Portanto, durante a transmissão de mensagens, o novo algoritmo apresenta 
como funcionalidade o diagnóstico de eventos. 
3.1 Descrição do Novo Algoritmo 
O algoritmo aqui descrito funciona corretamente em redes de topologia ar-
bitrária na presença de eventos que levam ao particionamento da rede. Em 
uma rede de topologia arbitrária consistindo de N nodos, cada par de nodos 
pode ou não estar conectado através de uma enlace de comunicação direto. 
Os eventos (falhas) considerados são em enlaces e não nos nodos, e, desta 
forma, é necessária a reconfiguração do sistema após cada evento detectado, 
pois um enlace falho não pode ser utilizado na difusão. 
Todo nodo deve guardar, para cada difusão confiável, informações como 
o nodo raiz da difusão, seu nodo pai (se não for a própria raiz) na árvore de 
difusão, o identificador da mensagem (para controle de mensagens repetidas 
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e/ou relacionamento com futuras difusões), uma lista de eventos (falhas nos 
enlaces). Isto é necessário para garantir que a árvore de busca em largura 
montada em cada nodo a ser usada para disseminação das mensagens seja a 
mesma em todos os nodos. 
Determinado nodo i inicia uma difusão confiável construindo uma árvore 
de busca em largura a partir dele mesmo, sendo o nodo i a raiz desta árvore. 
Se não tiver nodos filhos o nodo i completa. Se tiver nodos filhos, mas to-
dos os enlaces entre o nodo i e seus nodos filhos estão falhos, então testa 
uma única vez cada enlace para detectar possíveis recuperações. Se nenhum 
enlace se recuperou, o nodo i completa seu trabalho. Se tiver nodos filhos 
acessíveis, para cada nodo k filho (acessível), envia a mensagem informando 
que a árvore de disseminação a ser montada pelo nodo k deverá considerar 
o nodo i como raiz. Quando todos os nodos filhos completarem, então toda 
a disseminação terá sido completada. Cada nodo k monta a árvore de disse-
minação considerando o nodo i como raiz e, da mesma forma que o nodo i, 
envia a mensagem aos seus nodos filhos e, se todos completam, este nodo k 
também completa. 
Todo nodo monitora seus nodos filhos para saber se já completaram ou 
não. Enquanto a difusão não termina naquele nível da árvore, o nodo pai 
pode detectar falhas nos enlaces com os nodos filhos durante a monitoração. 
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Os nodos filhos também detectam a falha de enlace com o nodo pai se este 
não monitorá-los. 
Se algum evento de falha ocorrer, o nodo desiste da difusão confiável 
corrente e inicia outra difusão sendo a raiz da árvore desta nova difusão. 
A mensagem enviada é composta pela lista de eventos mais a mensagem 
original. Objetivos: notificar a todos os nodos o(s) evento(s) ocorrido(s); 
garantir que todos os nodos ativos recebam aquela mensagem original, o 
princípio básico da difusão confiável. Quando os demais nodos recebem esta 
nova mensagem, descartam a difusão da mensagem original e fazem uma 
nova difusão com esta nova mensagem. 
O algoritmo em pseudo-código é apresentado a seguir: 
Chamada Inicial: 
ReliableBroadcast (raiz,raiz,identificador, [], [],mensagem) 
Os parâmetros são, respectivamente, o nodo que executará o algoritmo 
(inicialmente, a própria raiz), nodo raiz da difusão, identificador da mensa-
gem, lista de identificadores de difusões anteriores (inicialmente vazia), lista 
de eventos (inicialmente vazia), a mensagem propriamente dita. 
O procedimento executado no nodo i: 
ReliableBroadcast (nodo i, raiz, id, [id anteriores], [eventos], 
msg) 
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Os parâmetros são, respectivamente, o nodo que executará o algoritmo 
(nodo i), nodo raiz da difusão, identificador da mensagem, lista de identi-
ficadores de difusões anteriores (se esta difusão é decorrente de eventos em 
difusões anteriores), lista de eventos (eventos conhecidos pelo nodo pai nesta 
árvore de difusão), a mensagem propriamente dita. 
• SE o i d e n t i f i c a d o r id é repe t ido , ignorar mensagem 
• SE a l i s t a [ id anter iores ] não f o r vaz ia 
ENTÃO d e s i s t e da d i fusão de todos aqueles i d e n t i f i c a d o r e s ; 
• Constrói a árvore de busca em largura a p a r t i r 
da ra i z considerando os eventos; 
• Se nodo i não tem f i l h o s então completa; 
• Senão 
— para cada f i l h o k : 
ReliableBroadcast (nodo k, raiz, [id anteriores], [eventos], 
msg); 
— nodo i monitora cada nodo k até que complete. Quando 
todos os nodos f i l h o s sem f a l h a s completam, o nodo i 
completa ; 
— nodo i monitora também seu nodo pai na árvore 
• QUANDO ANTES DE COMPLETAR, 0 NODO i DETECTA 
UM NOVO EVENTO e: 
— Encerra o Difusão Confiável da mensagem corrente ; 
— Cria novo i d e n t i f i c a d o r de d i fusão id'; 
— Faz nova d i fusão c o n f i á v e l com i d e n t i f i c a d o r id', 
concatenando o i d e n t i f i c a d o r da d i fusão c o n f i á v e l 
corrente (id) na l i s t a [ id a n t e r i o r e s ] , e concatenando 
o evento e na l i s t a [eventos] 
ReliableBroadcast(i,i5id',id | [id anteriores], e | [eventos]). 
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No capítulo seguinte é descrita a implementação de um protocolo que 
implementa o algoritmo descrito. 
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Capítulo 4 
Implementação do Protocolo 
0 protocolo de difusão confiável em redes de topologia arbitrária foi imple-
mentado em C++ utilizando orientação a objetos e múltiplas threads (bi-
blioteca pthreads [7, 8]), sendo pelo menos uma thread para cada difusão 
confiável em execução. No caso do sistema operacional Linux (plataforma 
onde foi desenvolvido), de uma forma bastante simplificada, pode-se con-
siderar threads como processos independentes em que toda a memória é 
compartilhada. Conseqüentemente, operações críticas em memória exigem 
sincronização (semáforos), mas operações que podem bloquear um processo, 
como entrada e saída, bloqueiam apenas a thread que disparou a operação e 
não todo o sistema. 
Nas seções a seguir, são descritos os estados que um nodo executando 
uma difusão confiável pode assumir, a implementação, o comportamento na 
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presença de eventos, a configuração para cada nodo, o protocolo de comu-
nicação (comunicação confiável entre nodos, formato dos pacotes), e alguns 
exemplos de execução do algoritmo. 
4.1 Estados das Difusões Confiáveis 
Cada nodo pode estar participando de diversas difusões confiáveis simulta-
neamente, portanto, o estado não se refere ao nodo, mas sim, à cada difusão 
confiável. As difusões confiáveis, podem assumir os seguintes estados: 
INICIO: Nodo contém a mensagem a ser transmitida e está montando a 
árvore para difundir a mensagem a seus nodos filhos; 
EM DIFUSÃO: Nodo está enviando a mensagem a seus nodos filhos; 
DIFUNDIDO: Todos os nodos filhos já tem a mensagem. Este estado 
é bastante breve pois o nodo passa automaticamente para o estado 
seguinte; 
MONITORANDO: Nodo está monitorando seus nodos filhos; 
CONCLUIDO: Todos os nodos filhos completaram sua parte na difusão 
da mensagem, portanto, o nodo também completa; 
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ABORTADO: Nodo detectou um evento ou recebeu a mesma mensagem 
de novo contendo eventos e abortou a esta difusão confiável 
A Figura 4.1 representa o diagrama de estados (detalhado) de uma difusão 
confiável. 
4.2 O Protocolo de Difusão Confiável 
Determinado nodo i vai iniciar uma difusão confiável. Para poder realizá-
la, dispara uma nova thread com um identificador desta difusão confiável 
e constrói a árvore de busca em largura a partir da estrutura de enlaces 
corrente. A estrutura pode ter sido alterada em caso de eventos como falhas, 
sendo o próprio nodo i a raiz da árvore. O identificador da difusão confiável 
é composto pelo identificador deste nodo (não é permitido que dois nodos 
possuam a mesma identificação) e por um número seqüencial gerado neste 
nodo. Semáforos são usados para evitar que duas threads alterem ao mesmo 
tempo os mesmos objetos, caso contrário, rapidamente ocorreriam acessos a 
dados e a endereços inválidos de memória provocando, respectivamente, o 
funcionamento incorreto do programa e seu término. 
Se não tiver nodos filhos, o nodo i completa. Se tiver nodos filhos, mas há 
falhas de enlace para todos, então completa. Se tiver nodos filhos acessáveis, 
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Figura 4.1: Diagrama de estados. 
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qual o identificador desta difusão confiável e que a árvore de disseminação 
montada pelo nodo k deverá considerar o nodo i como raiz. Quando todos os 
nodos filhos completarem, então toda a disseminação terá sido completada. 
Cada nodo k também dispara uma nova thread e monta a árvore de disse-
minação considerando o nodo i como raiz e, da mesma forma que o nodo i, 
envia a mensagem aos seus nodos filhos e, se todos completam, este nodo k 
também completa. 
Todo nodo monitora (pacote da seção 4.6.2) seus nodos filhos para saber 
se já completaram ou não. Enquanto a difusão não termina naquele nível 
da árvore, o nodo pai pode detectar falhas nos enlaces com os nodos filhos 
caso não consiga, durante a monitoração, a informação sobre o estado da 
difusão em algum nodo filho . Os nodos filhos também detectam a falha de 
enlace com o nodo pai caso não sejam monitorados pelo nodo pai (pacote da 
seção 4.6.2). Um nodo filho só vai considerar sua "tarefa de filho" realmente 
completa se seu nodo pai monitorá-lo depois de ter completado sua difusão 
confiável. 
4.3 Comportamento na Presença Eventos 
Em caso dos seguintes eventos: 
• falha de enlace com um nodo filho; 
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• falha de enlace com o nodo pai; 
• recuperação de enlace 
O nodo desiste da difusão confiável corrente e inicia outra com um novo 
identificador sendo a raiz da árvore. A mensagem enviada será composta 
pelo novo identificador, o(s) identificador (es) anterior (es), lista de eventos e 
a mensagem original. Objetivos: notificar a todos os nodos o(s) evento(s) 
ocorrido(s); garantir que todos os nodos ativos recebam aquela mensagem 
original (princípio básico da difusão confiável). A estrutura de enlaces da 
rede conhecida pelo nodo é modificada: enlaces recuperados voltam para a 
estrutura, enlaces falhos são retirados da estrutura, sendo guardados em uma 
lista de enlaces falhos. 
Quando os demais nodos recebem esta nova mensagem, descartam a to-
das as difusões (as respectivas threads são encerradas) cujos identificadores 
de mensagem estiverem listados como identificadores anteriores nesta nova 
mensagem. Em seguida, fazem uma nova difusão com esta nova mensagem. 
4.4 Arquivos de Configuração 
Considere uma máquina na Internet executando os protocolos TCP/IP (Trans-
mission Control Protocol/Internet Protocol [9]). O protocolo para difusão 
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confiável se localiza na camada de aplicação, utilizando o protocolo da ca-
mada de transporte UDP (User Datagram Protocol). Para que esta máquina 
possa enviar pacotes para outras máquinas pertencentes ao sistema, e para 
que o programa possa executar corretamente a difusão confiável, é necessário 
o processamento de três arquivos de configuração, descritos a seguir. 
4.4.1 /etc/srb/srb.conf 
O arquivo / e t c / s r b / s r b . c o n f contém a configuração do nodo. Os valores 
são apenas um exemplo: 
C a m p o Valor Descrição 
IDENTIFICATION 1 Número do nodo 
MAX_MESSAGE_SIZE 2000 Tamanho máximo dos pacotes 
MAXJÍODES 100 Número máximo de nodos no sistema 
BROADCAST _P0RT 10011 Porta UDP para a di fusão 
PINGJPORT 10012 Porta para t e s t e de recuperação 
SERVICE_PORT 10013 Porta UDP do sistema para a comuni-
cação segura com um c l i e n t e l o c a l 
CLIENT _P0RT 4545 Porta UDP do c l i e n t e l o c a l para 
a comunicação segura com o sistema 
4.4.2 /etc/srb/nodos.conf 
0 arquivo /e tc / s rb/nodos .conf contém a configuração de todos os nodos 
do sistema. Deve ser exatamente igual em todos os nodos. Exemplo: 
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Nodo Endereço IP Porta para Difusão Porta para Ping 
1 1 2 7 . 0 . 0 . 1 10011 10012 
2 1 2 7 . 0 . 0 . 1 10021 10022 
3 1 2 7 . 0 . 0 . 1 10031 10032 
4 1 2 7 . 0 . 0 . 1 10041 10042 
4.4.3 /etc/srb/rotas.conf 
O arquivo / e t c / s rb / ro t a s . con f contém a relação de todos os enlaces do 
sistema, bem como a senha de comunicação de cada enlace (um nodo deve 
conhecer, pelo menos, as senhas dos seus enlaces). Exemplo: 
Nodo Nodo Senha do Enlace 
1 2 senhal2 
2 4 senha24 
3 1 senhal3 
3 4 senha34 
4.5 Comunicação Confiável entre Nodos 
A comunicação confiável entre dois nodos é uma premissa para a difusão 
confiável. É usada quando um nodo envia uma mensagem para um outro 
nodo mas, principalmente, na monitoração de nodos. 
A versão inicial do algoritmo foi implementada com o pacote Scotty [10] 
(uma extensão à linguagem Tel [11]) utilizando SNMP (Simple Network Ma-
nagement Protocol [12]) para a comunicação entre os nodos. O protocolo 
SNMP garante a confiabilidade e a segurança na troca de mensagens entre 
os nodos (reliable unicast). Como implementação seguinte é implementada 
em Ch—h, a comunicação confiável entre dois nodos teve que ser implemen-
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tada. A troca de mensagens entre nodos é feita utilizando o protocolo UDP, 
com senha para cada enlace de comunicação (na versão inicial baseada em 
SNMP, a senha (comunidade) refere-se ao nodo e não ao enlace). Se a senha 
estiver errada, o pacote será descartado, sem notificar o nodo que enviou a 
mensagem. 
Para cada mensagem enviada, uma mensagem de confirmação deve ser 
recebida, e para cada mensagem recebida, uma mensagem de confirmação 
deve ser enviada. Mensagens de confirmação não são enviadas quando se 
recebe uma mensagem de confirmação. Caso o nodo que enviou a mensagem 
não receba a confirmação, a mensagem é retransmitida. Se atingir o limite 
de retransmissões, o enlace (e não o nodo) é considerado falho. 
4.6 Protocolo de Comunicação entre Nodos 
Foi desenvolvido um protocolo de comunicação entre os nodos. Como des-
crito na seção anterior, para cada mensagem deve haver uma mensagem 
de confirmação. Se um pacote é recebido fora do formato (ou a senha do 
enlace estiver errada), o nodo descarta o pacote sem enviar qualquer tipo 
de notificação. O pacote chamado de Ping [9] é definido na seção 4.6.3, 
mas só será utilizado na segunda versão do algoritmo onde são consideradas 
recuperações de nodos. A seguir, o formato dos pacotes é descrito byte a 
byte. 
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4.6.1 Transmissão de Mensagens 
O pacote da Figura 4.2 é utilizado toda vez que um nodo precisar enviar 
um pacote para seus nodos filhos utilizando a difusão confiável. Os campos 
indicados são descritos a seguir. 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
B Nodo Origem Senha Enlace 
Res. Raiz Mesg Id 
Identificadores difusões anteriores, eventos, mensagem: 
B Nodo Raiz Id Difusão 
E Nodo 1 Nodo 2 U/D 
M Tam 
Mensagem 
Figura 4.2: Transmissão de mensagens. 
(0): B, indica difusão de mensagem (Broadcast); 
(1-4): Identificador do nodo que enviou a mensagem; 
(5-14): Senha do enlace; 
(15): Reservado; 
(16-19): Raiz da difusão; 
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(20-23): Identificador da mensagem; 
(24-): Identificadores de difusões anteriores, eventos, mensagem 
O pacote da Figura 4.3 é utilizado na confirmação do recebimento do 
pacote acima descrito. 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 34 
A Nodo Respondendo Senha Enlace 
Res. Raiz Mesg Id 
Figura 4.3: Confirmação do recebimento da mensagem. 
(0): A, indica confirmação de mensagem (Ack); 
(1-4): Identificador do nodo que está confirmando o recebimento da mensa-
gem; 
(5-14): Senha do enlace; 
(15): Reservado; 
(16-19): Raiz da difusão; 
(20-23): Identificador da mensagem; 
4.6.2 Monitoração de Nodo Filho 
O pacote da Figura 4.4 utilizado por um nodo para consultar o estado de seus 
nodos filhos, em especial, para saber se já completaram sua difusão confiável. 
Os campos são descritos a seguir. 
(0): G, Pedido de informações sobre o status desta difusão no nodo filho 
(Get Status); 
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O 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
G Nodo Origem Senha Enlace 
Raiz Mesg Id 
Figura 4.4: Consulta de estado de nodos filhos. 
(1-4): Identificador do nodo que enviou a mensagem; 
(5-14): Senha do enlace; 
(15-18): Raiz da difusão; 
(19-22): Identificador da mensagem; 
O pacote da Figura 4.5 é utilizado para responder ao pedido de consulta 
de estado feita pelo nodo pai. 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
S Nodo Respondendo Senha Enlace 
Raiz Mesg Id 
Figura 4.5: Resposta ao nodo pai sobre o estado. 
(0): S, indica confirmação de mensagem (Status); 
(1-4): Identificador do nodo que está informando o estado desta difusão 
confiável; 
(5-14): Senha do enlace; 
(15-18): Raiz da difusão; 
(19-22): Identificador da mensagem; 
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4.6.3 Detecção de Recuperação de Enlaces 
Conforme mencionado anteriormente, os pacotes desta seção só serão usados 
na segunda versão do algoritmo, o qual comtemplará a recuperação de enlaces 
que estavam falhos. 
O pacote da Figura 4.6 é utilizado por um nodo que quer consultar se 
um determinado enlace falho se recuperou. E enviado para a porta de ping 
[9] do nodo cujo enlace está falho. 
0 J 2 3 4 5 6 7 8 9 10 11 12 13 14 
Nodo Origem Senha Enlace 
Figura 4.6: Pacote a ser usado na detecção de recuperação de enlaces. 
(0): P , informa que é um teste de enlace (Ping); 
(1-4): Identificador do nodo que enviou a mensagem; 
(5-14): Senha do enlace; 
O pacote da Figura 4.7 só será usado quando um enlace outrora falho se 
recuperar, como confirmação ao pacote da Figura 4.6. 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Nodo Respondendo Senha Enlace 
Figura 4.7: Confirmação de recebimento de pacote - enlace sem falhas. 
(0): P , indica resposta ao teste (Ping); 
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(1-4): Identificador do nodo que está respondendo ao teste; 
(5-14): Senha do enlace; 
Esta resposta é enviada à porta (UDP) específica da difusão confiável, 
portanto, os nodos não confundem as duas mensagens. 
4.7 Resultados Experimentais 
Nesta seção são descritos resultados obtidos com a execução do algoritmo em 
redes de três topologías: anel, hypercubo e um grafo exemplo. 
4.7.1 Anel com 4 Nodos 
i n — O 2 
3 O — 0 4 
Figura 4.8: Um anel com 4 nodos. 
Como primeiro exemplo, o sistema distribuído com a estrutura de enlaces 
da figura 4.8. O nodo 1 tem enlaces com os nodos 2 e 3, e ambos os nodos 2 
e 3 tem enlaces com o nodo 4. 
O nodo 1 precisa enviar uma mensagem. Como é o nodo que inicia 
a difusão, monta a árvore de busca em largura sendo sua raiz. A ávore 
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resultante é mostrada na figura 4.9: o nodo 1 com enlaces com os nodos 2 e 
3, e o nodo 2 com enlace com o nodo 4. 
Figura 4.9: Árvore de disseminação. 
Considerando o tempo inical T e que a execução do sistema em cada nodo 
é independente dos demais nodos, observe a tabela 4.1. Todos os passos foram 
executados na mesma unidade tempo. 
Ação 
nodo 1 monta a árvore de difusão (Figura 4.9) 
nodo 1 envia mensagem para nodo 2 
nodo 1 envia mensagem para nodo 3 
nodo 2 envia confirmação de recebimento (Ack) 
nodo 2 monta árvore de difusão com o nodo 1 como raiz. 
Será a mesma árvore da Figura 4.9 
nodo 3 envia confirmação de recebimento (Ack) 
nodo 3 monta árvore de difusão com o nodo 1 como raiz. 
Será a mesma árvore da Figura 4.9 
nodo 2 tem apenas o nodo 4 como nodo filho. 
Envia mensagem para nodo 4 
nodo 3 descobre que não tem nodos filhos, portanto, completa 
nodo 4 envia confirmação de recebimento (Ack) 
nodo 4 monta árvore de difusão com o nodo 1 como raiz. 
Será a mesma árvore da Figura 4.9 
nodo 4 descobre que não tem nodos filhos, portanto, completa 
nodo 2 consulta estado do nodo 4 
nodo 4 responde estado: Concluído 
nodo 2 completa pois todos os seus nodos filhos (4) completaram 
nodo 1 consulta estado do nodo 2 
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nodo 1 consulta estado do nodo 3 
nodo 2 responde estado: Concluido 
nodo 3 responde estado: Concluido 
nodo 1 completa pois todos os nodos filhos (2 e 3) completaram 
Tabela 4.1: Execução da difusão confiável 
4.7.2 Execução Com Ocorrência de Falhas 
Considerando o mesmo sistema distribuído representado pela figura 4.8, o que 
aconteceria se o enlace entre os nodos 2 e 4 estivesse falho ? Segundo a árvore 
de disseminação da figura 4.9, nenhum outro nodo enviaria a mensagem 
para o nodo 4. Como o objetivo (e obrigação) de uma difusão confiável é de 
garantir que todos os nodos pertencentes a um sistema recebam a mensagem, 
os nodos executam os passos descritos na tabela 4.2. A coluna T mostra os 
tempos relativo ao início da execução (T = 0). 
T Raiz Id Ação 
0 1 0 nodo 1 monta a árvore de difusão (Figura 4.9) 
0 1 0 nodo 1 envia mensagem para nodo 2 
0 1 0 nodo 1 envia mensagem para nodo 3 
0 1 0 nodo 2 envia confirmação de recebimento (Ack) 
0 1 0 nodo 2 monta árvore de difusão (Figura 4.9) 
0 1 0 nodo 3 envia confirmação de recebimento (Ack) 
0 1 0 nodo 3 monta árvore de difusão (Figura 4.9) 
0 1 0 nodo 2 envia mensagem paxa nodo 4 
0 1 0 nodo 3 descobre que não tem nodos filhos, portanto, completa 
0 1 0 nodo 1 consulta estado do nodo 2 
0 1 0 nodo 1 consulta estado do nodo 3 
0 1 0 nodo 2 responde estado: Em Difusão 
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0 1 0 nodo 3 responde estado: Concluído 
2 1 0 nodo 1 consulta estado do nodo 2 
2 1 0 nodo 2 responde estado: Em Difusão 
4 1 0 nodo 1 consulta estado do nodo 2 
4 1 0 nodo 2 responde estado: Em Difusão 
5 1 0 nodo 2 envia novamente a mensagem para nodo 4 
6 1 0 nodo 1 consulta estado do nodo 2 
6 1 0 nodo 2 responde estado: Em Difusão 
8 1 0 nodo 1 consulta estado do nodo 2 
8 1 0 nodo 2 responde estado: Em Difusão 
10 1 0 nodo 2 envia novamente a mensagem para nodo 4 
10 1 0 nodo 1 consulta estado do nodo 2 
10 1 0 nodo 2 responde estado: Em Difusão 
12 1 0 nodo 1 consulta estado do nodo 2 
12 1 0 nodo 2 responde estado: Em Difusão 
14 1 0 nodo 1 consulta estado do nodo 2 
14 1 0 nodo 2 responde estado: Em Difusão 
15 1 0 nodo 2 detecta falha no enlace com o nodo 4 
15 2 0 nodo 2 monta a árvore de difusão da Figura 4.10 
15 2 0 nodo 2 envia mensagem para nodo 1 
notificando a falha no enlace entre os nodos 2 e 4 
15 2 0 nodo 1 envia confirmação de recebimento (Ack) 
15 2 0 nodo 1 monta árvore de difusão (Figura 4.10) 
15 2 0 nodo 1 envia mensagem para nodo 3 
notificando a falha no enlace entre os nodos 2 e 4 
15 2 0 nodo 3 envia confirmação de recebimento (Ack) 
15 2 0 nodo 3 monta árvore de difusão (Figura 4.10) 
15 2 0 nodo 3 envia mensagem para nodo 4 
notificando a falha no enlace entre os nodos 2 e 4 
15 2 0 nodo 4 envia confirmação de recebimento (Ack) 
15 2 0 nodo 4 monta árvore de difusão (Figura 4.9) 
15 2 0 nodo 4 descobre que não tem nodos filhos, portanto, completa 
15 2 0 nodo 3 consulta estado do nodo 4 
15 2 0 nodo 4 responde estado: Concluído 
15 2 0 nodo 3 completa pois todos os seus nodos filhos (4) completaram 
15 2 0 nodo 1 consulta estado do nodo 3 
15 2 0 nodo 3 responde estado: Concluído 
15 2 0 nodo 1 completa pois todos os seus nodos filhos (3) completaram 
15 2 0 nodo 2 consulta estado do nodo 1 
15 2 0 nodo 1 responde estado: Concluído 
15 2 0 nodo 2 completa pois todos os nodos filhos (1) completaram 
Tabela 4.2: Execução da difusão confiável com falhas. 
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Figura 4.10: Nova Difusão com raiz no nodo 2 
4.7.3 Hipercubo 
5 Çj- O 6 
Figura 4.11: Hipercubo. 
Neste exemplo de execução usaremos o sistema distribuído com a estru-
tura de enlaces da figura 4.11. O nodo 1 tem enlaces com os nodos 2, 4 e 5; 
o nodo 2 tem enlaces com os nodos 3 e 8; o nodo 3 tem enlaces com os nodos 
4 e 7; o nodo 4 tem enlace com o nodo 6; o nodo 5 tem enlaces com os nodos 
6 e 8; o nodo 6 tem enlace com o nodo 7; e o nodo 7 tem enlace com o nodo 
8. 
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O nodo 4 precisa enviar uma mensagem. Como é o nodo que inicia 
a difusão, monta a árvore de busca em largura sendo sua raiz. A ávore 
resultante é mostrada na figura 4.12: o nodo 4 com enlaces com os nodos 1, 
3 e 6; o nodo 1 com enlaces com os nodos 2 e 5, o nodo 2 com enlace com o 
nodo 8 e o nodo 3 com enlace com o nodo 7. 
Figura 4.12: Árvore de disseminação com nodo 4 como raiz. 
Os nodos executam os passos descritos na tabela 4.3, a seguir, conside-
rando T como o tempo relativo ao início da execução (T = 0). 
T Raiz Id Ação 
0 4 0 nodo 4 monta a árvore de difusão (figura 4.12) 
0 4 0 nodo 4 envia mensagem para nodo 1 
0 4 0 nodo 4 envia mensagem para nodo 3 
0 4 0 nodo 4 envia mensagem para nodo 6 
0 4 0 nodo 1 envia confirmação de recebimento (Ack) 
0 4 0 nodo 1 monta árvore de difusão (figura 4.12) 
0 4 0 nodo 3 envia confirmação de recebimento (Ack) 
0 4 0 nodo 3 monta árvore de difusão (figura 4.12) 
0 4 0 nodo 6 envia confirmação de recebimento (Ack) 
0 4 0 nodo 6 monta árvore de difusão (figura 4.12) 
0 4 0 nodo 6 completa por não ter filhos 
0 4 0 nodo 1 envia mensagem para nodo 2 
0 4 0 nodo 1 envia mensagem para nodo 5 
0 4 0 nodo 3 envia mensagem para nodo 7 
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0 4 0 nodo 7 envia confirmação de recebimento (Ack) 
0 4 0 nodo 7 monta árvore de difusão (figura 4.12) 
0 4 0 nodo 7 completa por não ter filhos 
0 4 0 nodo 3 consulta estado do nodo 7 
0 4 0 nodo 7 responde estado: Concluído 
0 4 0 nodo 3 completa pois todos seus nodos filhos (7) completaram 
0 4 0 nodo 4 consulta estado do nodo 1 
0 4 0 nodo 4 consulta estado do nodo 3 
0 4 0 nodo 4 consulta estado do nodo 6 
0 4 0 nodo 1 responde estado: Em Difusão 
0 4 0 nodo 3 responde estado: Concluído 
0 4 0 nodo 6 responde estado: Concluído 
2 4 0 nodo 4 consulta estado do nodo 1 
2 4 0 nodo 1 responde estado: Em Difusão 
4 4 0 nodo 4 consulta estado do nodo 1 
4 4 0 nodo 1 responde estado: Em Difusão 
5 4 0 nodo 1 envia mensagem para nodo 2 
5 4 0 nodo 1 envia mensagem para nodo 5 
6 4 0 nodo 4 consulta estado do nodo 1 
6 4 0 nodo 1 responde estado: Em Difusão 
8 4 0 nodo 4 consulta estado do nodo 1 
8 4 0 nodo 1 responde estado: Em Difusão 
10 4 0 nodo 1 envia mensagem para nodo 2 
10 4 0 nodo 1 envia mensagem para nodo 5 
10 4 0 nodo 4 consulta estado do nodo 1 
10 4 0 nodo 1 responde estado: Em Difusão 
12 4 0 nodo 4 consulta estado do nodo 1 
12 4 0 nodo 1 responde estado: Em Difusão 
14 4 0 nodo 4 consulta estado do nodo 1 
14 4 0 nodo 1 responde estado: Em Difusão 
15 4 0 nodo 1 detecta falha nos enlaces com os nodos 2 e 5 
Tabela 4.3: Execução da difusão confiável até a detectção das 
falhas. 
No instante T = 15, o nodo 1 detecta falha em seus enlaces com os 
nodos 2 e 5. Portanto, interrompe a atual difusão confiável (raiz = 4, id = 
0), criando uma nova difusão confiável sendo a própria raiz da árvore (figura 
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4.13). A execução do protocolo nos nodos, a partir da detecção destas falhas, 
é mostrada na tabela 4.4, a seguir. 
Figura 4.13: Árvore de disseminação com nodo 1 como raiz. 
T Raiz Id Ação 
15 1 0 nodo 1 monta a árvore de difusão da Figura 4.13 
15 1 0 nodo 1 envia mensagem para nodo 4 
notificando a falha nos enlaces 1 < — > 2 e 1 < -> 5 
15 1 0 nodo 4 envia confirmação de recebimento (Ack) 
15 1 0 nodo 4 cancela difusão anterior (raiz=4, id=0) 
15 1 0 nodo 4 monta árvore de difusão (figura 4.13) 
15 1 0 nodo 4 envia mensagem para nodo 1 
15 1 0 nodo 4 envia mensagem para nodo 3 
notificando a falha nos enlaces 1 < - > 2 e 1 < - > 5 
15 1 0 nodo 4 envia mensagem para nodo 6 
notificando a falha nos enlaces 1 < — > 2 e 1 < -> 5 
15 1 0 nodo 3 envia confirmação de recebimento (Ack) 
15 1 0 nodo 3 monta árvore de difusão (figura 4.13) 
15 1 0 nodo 6 envia confirmação de recebimento (Ack) 
15 1 0 nodo 6 monta árvore de difusão (figura 4.13) 
15 1 0 nodo 3 envia mensagem para nodo 2 
15 1 0 nodo 3 envia mensagem para nodo 7 
15 1 0 nodo 6 envia mensagem para nodo 5 
15 1 0 nodo 2 envia confirmação de recebimento (Ack) 
15 1 0 nodo 2 monta árvore de difusão (figura 4.13) 
15 1 0 nodo 7 envia confirmação de recebimento (Ack) 
15 1 0 nodo 7 monta árvore de difusão (figura 4.13) 
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15 1 0 nodo 7 completa por não ter filhos 
15 1 0 nodo 5 envia confirmação de recebimento (Ack) 
15 1 0 nodo 5 monta árvore de difusão (figura 4.13) 
15 1 0 nodo 5 completa por não ter filhos 
15 1 0 nodo 2 envia mensagem para nodo 8 
15 1 0 nodo 8 envia confirmação de recebimento (Ack) 
15 1 0 nodo 8 monta árvore de difusão (figura 4.13) 
15 1 0 nodo 8 completa por não ter filhos 
15 1 0 nodo 2 consulta estado do nodo 8 
15 1 0 nodo 8 responde estado: Concluído 
15 1 0 nodo 2 completa pois todos seus nodos filhos (8) completaram 
15 1 0 nodo 6 consulta estado do nodo 5 
15 1 0 nodo 5 responde estado: Concluído 
15 1 0 nodo 6 completa pois todos seus nodos filhos (5) completaram 
15 1 0 nodo 3 consulta estado do nodo 2 
15 1 0 nodo 3 consulta estado do nodo 7 
15 1 0 nodo 2 responde estado: Em Difusão 
15 1 0 nodo 7 responde estado: Concluído 
15 1 0 nodo 4 consulta estado do nodo 3 
15 1 0 nodo 4 consulta estado do nodo 6 
15 1 0 nodo 3 responde estado: Em Difusão 
15 1 0 nodo 6 responde estado: Concluído 
15 1 0 nodo 1 consulta estado do nodo 4 
15 1 0 nodo 4 responde estado: Em Difusão 
17 1 0 nodo 3 consulta estado do nodo 2 
17 1 0 nodo 2 responde estado: Concluído 
17 1 0 nodo 3 completa pois todos seus nodos filhos (2 e 7) completaram 
17 1 0 nodo 4 consulta estado do nodo 3 
17 1 0 nodo 3 responde estado: Concluído 
17 1 0 nodo 4 completa pois todos seus nodos filhos (3 e 6) completaram 
17 1 0 nodo 1 consulta estado do nodo 4 
17 1 0 nodo 4 responde estado: Concluído 
17 1 0 nodo 1 completa pois todos seus nodos filhos (3) completaram 
Tabela 4.4: Execução da difusão confiável após a detectção 
das falhas. 
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4.7.4 Grafo Aleatório 
A maior parte dos algoritmos de difusão confiável assumem que o sistema 
distribuído possa ser representado por um grafo completo. Considere o caso 
prático de que os nodos deste sistema distribuído estão na Internet, podendo 
estar em backbones diferentes e com tecnologias de rede diferentes. Torna-se 
complicado (e caro) projetar a estrutura de enlaces físicos de forma a garantir 
essa representação do sistema como um grafo completo (enlace físico = enlace 
lógico). 
O protocolo proposto neste trabalho executa corretamente em redes de 
topologia arbitrária. Este exemplo, baseado em um grafo aleatório (figura 
4.14), demonstra que falhas em nodos só podem ser deduzidas quando todos 
os enlaces pertencentes aos nodos falhos forem testados. As falhas nos nodos 
não podem ser comprovadas. Portanto, se um nodo com N enlaces falha, 
então (N + 1) difusões confiáveis são feitas, pois a partir da difusão inicial 
(1) ocorrem N detecções de falhas que disparam N novas difusões confiáveis. 
Uma otimização proposta é que, no projeto da topologia da rede para um 
sistema distribuído, evite-se criar nodos com muitos enlaces. 
Na figura 4.14, O nodo 1 tem enlaces com os nodos 2, 3 e 4; o nodo 2 tem 
enlace com os nodos 5; o nodo 3 tem enlace com os nodos 5; e o nodo 4 tem 
enlace com o nodo 5. 
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Figura 4.14: Grafo aleatorio representando um sistema distribuído. 
0 nodo 1 precisa enviar uma mensagem. Como é o nodo que inicia 
a difusão, monta a árvore de busca em largura sendo sua raiz. A ávore 
resultante é mostrada na figura 4.15: o nodo 1 com enlaces com os nodos 2, 
3 e 4, e o nodo 2 com enlaces com o nodo 5. Observe na tabela 4.5 o que 
acontece no caso do nodo 5 estar falho. Neste exemplo não será considerado 
o tempo de execução. Também não serão detalhados, novamente, todos os 
passos da difusão confiável. 
Figura 4.15: Árvore de disseminação com nodo 1 como raiz. 
Raiz Id Ação 
1 0 nodo 1 monta a árvore de difusão (figura 4.12) 
1 0 nodo 1 envia mensagem para nodo 2 
1 0 nodo 1 envia mensagem para nodo 3 
1 0 nodo 1 envia mensagem para nodo 4 





































nodo 2 monta árvore de difusão (figura 4.15) 
nodo 3 envia confirmação de recebimento (Ack) 
nodo 3 monta árvore de difusão (figura 4.15) 
nodo 4 envia confirmação de recebimento (Ack) 
nodo 4 monta árvore de difusão (figura 4.15) 
nodo 3 completa por não ter filhos 
nodo 4 completa por não ter filhos 
nodo 2 envia mensagem para nodo 5 
nodo 2 detecta falha no enlace com os nodos 2 e 5 
nodo 2 monta a árvore de difusão (figura 4.16) 
nodo 2 envia mensagem para nodo 1 
notificando da falha no enlace 2 < — > 5 
nodo 1 envia confirmação de recebimento (Ack) 
nodo 1 monta árvore de difusão (figura 4.16) 
nodo 1 envia mensagem para nodo 3 
notificando da falha no enlace 2 < - > 5 
nodo 1 envia mensagem para nodo 4 
notificando da falha no enlace 2 < — > 5 
nodo 3 envia confirmação de recebimento (Ack) 
nodo 3 monta árvore de difusão (figura 4.16) 
nodo 4 envia confirmação de recebimento (Ack) 
nodo 4 monta árvore de difusão (figura 4.16) 
nodo 4 completa por não ter filhos 
nodo 3 envia mensagem para nodo 5 
notificando da falha no enlace 2 < — > 5 
nodo 3 detecta falha no enlace com os nodos 3 e 5 
nodo 3 monta a árvore de difusão (figura 4.17) 
nodo 3 envia mensagem para nodo 1 
notificando das falhas nos enlaces 2 < — > 5 e 3 < — > 5 
nodo 1 envia confirmação de recebimento (Ack) 
nodo 1 monta árvore de difusão (figura 4.17) 
nodo 1 envia mensagem para nodo 2 
notificando das falhas nos enlaces 2 < — > 5 e 3 < — > 5 
nodo 1 envia mensagem para nodo 4 
notificando das falhas nos enlaces 2 < — > 5 e 3 < — > 5 
nodo 2 envia confirmação de recebimento (Ack) 
nodo 2 monta árvore de difusão (figura 4.17) 
nodo 4 envia confirmação de recebimento (Ack) 
nodo 4 monta árvore de difusão (figura 4.17) 
nodo 2 completa por não ter filhos 
nodo 4 envia mensagem para nodo 5 
notificando das falhas nos enlaces 2 < — > 5 e 3 < — > 5 
nodo 4 detecta falha no enlace com os nodos 4 e 5 
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4 0 nodo 4 monta a árvore de difusão (figura 4.18) 
4 0 nodo 4 envia mensagem para nodo 1 
notificando das falhas nos enlaces 2 < — > 5 , 3 < — > 5 e 4 < - > 5 
4 0 nodo 1 envia confirmação de recebimento (Ack) 
4 0 nodo 1 monta árvore de difusão (figura 4.18) 
4 0 nodo 1 envia mensagem para nodo 2 
notificando das falhas nos enlaces 2 < — > 5 , 3 < — > 5 e 4 < - > 5 
4 0 nodo 1 envia mensagem para nodo 3 
notificando das falhas nos enlaces 2 < — > 5 e 3 < - > 5 
4 0 nodo 2 envia confirmação de recebimento (Ack) 
4 0 nodo 2 monta árvore de difusão (figura 4.17) 
4 0 nodo 3 envia confirmação de recebimento (Ack) 
4 0 nodo 3 monta árvore de difusão (figura 4.17) 
4 0 nodo 2 completa por não ter filhos 
4 0 nodo 3 completa por não ter filhos 
4 0 nodo 1 completa pois todos seus nodos filhos (2 e 3) completaram 
4 0 nodo 4 completa pois todos seus nodos filhos (1) completaram 
Tabela 4.5: Execução da difusão confiável em um grafo alea-
tório. 
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Figura 4.16: Árvore de disseminação com nodo 2 como raiz. 
Figura 4.17: Árvore de disseminação com nodo 3 como raiz. 




Neste trabalho foi apresentado um novo protocolo para difusão confiável 
em redes de topologia arbitrária que funciona corretamente na presença de 
múltiplos eventos, mesmo que estes eventos levem ao particionamento da 
rede. Foram definidas e implementadas todas as estruturas de dados e de 
controle, bem como o protocolo de comunicação entre nodos. 
Este trabalho tem como principais contribuições: 
• Solução de alguns problemas dos algoritmos anteriores, como atuar em 
redes de topologias arbitrárias e considerar particionamentos da rede; 
• Difusão Confiável mesmo na presença de múltiplos eventos simultâneos; 
• Consideração das falhas nos enlaces (invés de considerar nos nodos); 
• Diagnóstico da rede durante as difusões confiáveis; 
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Entre os trabalhos futuros, encontra-se a transformação desta protocolo 
em um Serviço de Difusão Confiável, projetando, também, o protocolo de 
comunicação entre este serviço e seus aplicativos clientes. 
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Neste capítulo é apresentado o código fonte que implementa o protocolo de 
difusão confiável ein redes <le topologia arbitrária. 
A.l Makefile 
Arquivo Makefile para a contrução do projeto: 
DEBUG- -Hall 
LIBS- - l p t h r e a d 
OPTIONS- -D.REENTRANT 
OBJECTS- c l a s s e s . o cut i n . o p a r s e r . o r e d e . o 
a l l : srbXXXXXXXXX c l i e n t « 
srbXXXXXXXXX: c l a s s e s . o ma in .o p a r s e r . o r a d a . o 
g** -© srbXXXXXXXXX «(OBJECTS) «(DEBUC) «(LIBS) «(OPTIONS) 
n a i n . o : main . epp c l a s s e s . b r a d a . h s r b . h 
g44 - c o a i n . c p p $(DEBUG) $(OPTIONS) 
c l a s s e s . o : c l a s s a s . c p p c l a s s a s . h s r b . h 
g** -c c l a s s a s . e p p «(DEBUG) «(OPTIONS) 
p a r s e r , o : p a r s e r . e p p p a r s e r . h c l a s s a s . h 
g«« - c p a r s e r . e p p «(DEBUG) «(OPTIONS) 
r e d e . o : r e d e . e p p r e d a . h c l a s s e s . h 
g** - c r e d e . e p p «(DEBUG) «(OPTIONS) 
c l i e n t e : c l i e n t e . o 
g c c - o c l i e n t e c l i e n t e . « «(DEBUG) 
c l i e n t e . o : c l i e n t e . c 
g c c - c c l i e n t « . c «(DEBUG) 
s t r i p : 
a t r i p erbXXXXXXXXX; s t r i p c l i e n t e 
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A.2 srb.h 
Este arquivo tein as definições d» constantes globais: 
• i f n d e f . . S R B . H . . 
• d e f i n e . . S R B . H . . 
/ * I n c l u d e s * / 
• i n c l u d e < e y e / t y p e s . h > 
/ • D e f i n e s * / 
/ « G e r a i s • / 
f d e f i n e PROTOCOLO.DEFAULT AF.JNET 
I d e f i n e CHAVES > 
• d e f i n e FREQUENCIA.HOHITORJI&L 6 0 
• d e f i n e FRECUENCIA CONSULT* 1 
• d e f i n e TEHP0_L1HPEZA 180 
• e n d i f 
A.3 parser.h 
Este arquivo contém as constantes necessárias à etapa de processamento dos 
arquivos de configuração (parser): 
« i f n d e f PARSER.H 
• d e f i n e . .PARSER.H.. 
/ » P o r t a s * / 
• d e f i n e BROADCAST,PORT 7890 
• d e f i n e SERVICE.PÖRT 7891 
• d e f i n e PING.PORT 7892 
• d e f i n e CLIENT.PORT 7893 
/ • G e r a i s • / 
• d e f i n e MAX.NODES 1024 
• d e f i n e HAX.KESSAGE.SIZE 1000 
• d e f i n e T1HE0UT 6 
/ • Arquivo de c o n f i g u r a c a o • / 
• d e f i n e CONF " / e t c / s r b / s r b . c o n f " 
I d e f i n e NODOS " / a t c / s r b / n o d o s . c o n f " 
• d e f i n e ROTAS " / e t c / s r b / r o t a s . c o n f " 
• d e f i n e SENHAS " / e t c / s r b / p a s s v d " 
i n t p a r s e r ( i n t , c h a r * [ ] ) ; 
• end i f 
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A.4 rede.h 
Este arquivo contém as definições necessárias para a configuração (ios sockets 
UDP e para o atendimento das requisites (do arquivo redexpp, listado pos-
teriormente): 
• i f n d e i _.REDE.H._ 
« d e f i n e ..REDE.H._ 
s t r u c t porta* { 
i n t broadcas t ; 
i n t s e r v i ç o ; 
i n t p i a g ; 
>! 
i n t i n i c i a l i z a . r e d e ( v o i d ) ; 
void atendo.rod« ( v o i d ) ; 
• e n d i í 
A. 5 classes, h 
Este arquivo contém as definições das classes necessárias ao projeto: 
nodo: Dados específicos de cada nodo 
nodos: Vetor de objetos da classe nodo 
n o d o J i s t - n o d o : Dados de uin nodo pertencendo a uma difusão confiável 
n o d o J i s t : Lista de objetos da classe nodoJi»Lnodo. Normalmente usada 
para guardar a lista de filhos (e seus estados) durante a difusão confiável 
de uin nodo 
55 
l inks: Guarda uma estrutura de enlaces. Muito utilizada para guardar a 
árvore de busca ein largura utilizada na difusão confiável 
srb: Todos os dados pertinentes a uma difusão confiável 
nodo_rb: Guarda informações para um nodo na lista de difusões confiáveis 
r b J i s t : Lista de difusões confiáveis 
g lobais: Guarda variáveis globais 
log: Geração de logs 
• i f n d e f ..CLASSES.H 
• d e f i n e . .CLASSES.K.. 
/ • Inc lude« » / 
• i n c l u d e <pthread.h> 
• i n c l u d e < t i n e . h > 
• i n c l u d e <syo / typeq .h> 
• i n c l u d e < s y s / s o c k e t . h > 
f i n c l u d e < * r p a / i n e t . h > 
• i n c l u d e <fatream.h> 
• i n c l u d e "srb.h" 
/ * C l a s s e s * / 
c l a s s nodo { 
p u b l i c : 
uns igned in t nodold; 
chAr name[40]; 
i n t ipv4¡ 
s t r u c t in .addr i p ; 
s t r u c t in6_addr i p 6 ¡ 
uns igned short i n t bport ; 
uns igned short i n t pport ; 
i n t s t a t u s ; 
/ * Construtores o Dos trutoros • / 
nodo (uns igned i n t , char* , unsigned short i n t , uns igned short i n t ) ; 
nodo (uns igned i n t , s t r u c t in .addr « , uns igned short i n t , uns igned short i n t ) ; 
nodo (uns igned i n t , s t r u c t in6_addr unsigned short i n t , unsigned short i n t ) ; 
nodo (nodo * ) ; 
nodo ( v o i d ) ; 
'nodo ( v o i d ) ; 
i n t v a z i o O ; 
v o i d z e r a r O ; 




/ • I n i c i a n d o Di fus&o * / 
s r b ( l i n k s * , u n s i g n e d char * , u n s i g n e d i n t , s t r u c t e o c k a d d r . i n * , 
s o c k l e n . t , i n t c o n l - 0 ) ; 
/ * Nova Difus&o d e p o i s de Evsntos * / 
orb ( l i n k s * , o r b * , n o d o _ l i s t « . i n t ) ; 
~*rbO; 
/ « FunçCes • / 
srbft i n s e r t ( n o d o , n o d o ) ; 
v o i d r e p e n d u r a r ( ) j 
i n t r e s p o n s á v e l ( u n s i g n e d i n t , u n s i g n e d i n t ) ; 
v o i d a c k ( s t r u c t s o c k a d d r . i n » o r i g e n , s o c k l e n . t l e n ) ; 
v o i d n a c k ( s t r u c t a o c k a d d r . i n « o r i g e m , s o c k l e n . t l e a ) ; 
v o i d d i f u n d i r ( v o i d ) ; 
v o i d f i c a r . r e s p o n d e n d o O ; 
i n t p o B B O . l i m p a r O ; 
v o i d l o g ( c h a r * ) ; 
p r i v a t e : 
v o i d m o n t a . a r v o r e ( u n s i g n e d i n t ) ; 
i n t p r o c e s s a _ p a c o t e ( e t r u c t s o c i a d d r . i n * , s o c k l e n . t ) ; 
>; 
c l a s s n o d o . r b { 
p u b l i c : 
s r b *rb; 
n o d o . r b * p r o z ; 
n o d o . r b ( v o i d ) : 
n o d o . r b ( s r b * ) ¡ 
" n o d o . r b ( v o i d ) ; 
c l a s s r b . l i s t { 
p u b l i c : 
n o d o . r b « i n i c i o ; 
n o d o . r b * f i m j 
u n s i g n e d i n t neuRBid; 
r b . l i s t ( v o i d ) ; 
" r b . l i s t ( v o i d ) ; 
r b . l i s t It i n s ( s r b • ) ; 
r b . l i s t ft d e l ( s r b • ) ; 
r b . l i s t ft d e l ( u n s i g n e d i n t . u n s i g n e d i n t ) ; 
s r b * r e s p o n s á v e l ( u n s i g n e d i n t , u n s i g n e d i n t , i n t ) ; 
v o i d l i m p e s a O ; 
v o i d s e m . d o v n O ; 
v o i d s e o . u p O ; 
u n s i g n e d i n t n e x t ( ) ; 
u n s i g n e d i n t n e x t 2 { ) ; 
p r i v a t e : 
Ît h r e a d . a u t e x . t s e a ; n t y s e o ; 
>; 
c l a s s g l o b a i s { 
p u b l i c : 
u n s i g n e d i n t m a x . n o d e s ; 
u n s i g n e d i n t m a x . o e s s a g e . s i z e ; 
u n s i g n e d i n t b r o a d c a s t . p o r t ; 
u n s i g n e d i n t s e r v i c e . p o r t ; 
u n s i g n e d i n t p i n g . p o r t ; 
u n s i g n e d i n t c l i e n t . p o r t ; 
u n s i g n e d i n t meuld; 
i n t t i m e o u t ; 
g l o b a i s ( u n s i g n e d i n t , u n s i g n e d i n t , u n s i g n e d i n t . u n s i g n e d i n t , u n s i g n e d i n t , 
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u n s i g n e d i n t , u n s i g n e d i n t , i n t ) ; 
" g l o b a i s O ; 
v o i d s e t ( u n s i g n e d i n t , u n s i g n e d i n t , u n s i g n e d i n t , u n s i g n e d i n t , u n s i g n e d i n t , 
u n s i g n e d i n t , u n s i g n e d i n t , i n t ) ; 
} ; 
c l a s s l o g { 
p u b l i c : 
l o g ( ) ; 
-log(); 
logft form ( c h a r * . . . ) ; 
logft l o g : ¡ o p e r a t o r « ( l i n k s • ) ; 
logft l o g : : o p s r a t o r « ( c h a r • ) ; 
logft l o g : : o p e r a t o r < < ( i n t ) ; 
p r i v a t e : 
o i o t r o a a » f i l e ; 
p t h r e a d . o u t e z . t sem; 
>; 
t e n d i f 
A.6 classes.cpp 
Este arquivo implementa as classes necessárias ao projeto (descritas no arquivo 
cUistw.s.h): 
• i n c l u d e < p t h r e a d . h > 
• i n c l u d e < i o e t r e a m . h > 
• i n c l u d e < s t r i n g . h > 
• i n c l u d e < s y e / t y p e s . h > 
• i n c l u d e <netdb.h> 
• i n c l u d e < e r r n o . h > 
• i n c l u d e < u n i s t d . h > 
• i n c l u d e < s t r s t r e a o . h > 
• i n c l u d e < s y s / t i t B e . h > 
• i n c l u d e < f s t r e a m . h > 
• i n c l u d e < s t d i o . h > 
• i n c l u d e < s t d a r g . h > 
• i n c l u d e " s r b . h " 
• i n c l u d e " c l a s s e s . h " 
e x t e r n n o d o . l i s t f i l h o s ^ m o r t o s ; 
e x t e r n g l o b a i s « v a r i a v e i s . g l o b a i s ; 
e x t e r n l i n k s « r o t a s ; 
e x t e r n r b . l i s t r b l ; 
e x t e r n nodos « d e s c r i c a o . n o d o s ; 
e x t e r n l o g f . l o g ; 
v o i d • n o v o . b r o a d c a s t ( v o i d « n o v o . r b ) { 
s r b *rb; 
rb «» ( s r b • ) n o v o . r b ; 
r b - > t h r e a d = p t h r s a d . s e l f 0 ; 
r b l . i n s ( r b ) ; 
r b - > d i f u n d i r ( ) ; 
r b - > f i c a r . r e s p o n d e n d o ( ) ; 
r e t u r n 0 ¡ 
> 
/ * C l a s s e l o g • / 
l o g : : l o g ( ) { 
HU " 0; 
p t h r e a d . m u t e x . i n i t ( f t sem,0) ¡ 
> 
l o g : s ' l o g O { 
p t h r e a d . m u t e x . l o c k ( k « e m ) ; 
f i l e - > c l o s e ( ) ; 
d e l a t a f i l e ; 
p t h r e a d _ B U t e i _ u n l o c k ( l s e m ) | 
p t h r e a d . D u t a x . d e s t r o y (ksem); 
l o g ft l o g : : f o r o (char • f o r o a t . . . ) { 
/ / p t h r e a d . m u t e x . l o c k (ksem); 
v a . l i s t ap¡ 
v a . * t a r t ( a p , f o r m a t ) ; 
i f ( ¡ f i l e ) < 
char none[SO]; 
s p r i n t f ( n o n e , " X s l o g s - X d " , B A S E . L O G S , v a r i a v e i e _ g l o b a i s - > m e u l d ) ; 
f i l e • nev o f s t r e a a ( n o n e ) ] 
f i l e - > f o r a ( " X d : ****** I n i c i a l i z a ç ã o • • • • • • \ n \ n " , t i m e ( N U L L ) ) ; 
> 
f i l e - > f o r m ( " X d : " . t ime(NULL)) ; 
f i l e - > v f o nn( format , ap) ; 
f i l e - > f l u s h ( ) ; 
v a . e n d ( a p ) j 
/ / p t h r e a d . m u t e i . u n l o c k ( f t s e m ) j 
r e t u r n « t h i s ; 
l o g * log: : operator« ( l i n k s *1) { 
char » a i d a ( 6 0 0 0 j ; 
l - > l a y o u t ( s a i d a ) ; 
( • t h i s ) « s a i d a ; 
r e t u r n » t h i s ; 
logft l o g : : o p e r a t o r < < (char *mesg) { 
/ / p t h r e a d . B r a t e x . l o c k ( k s e a ) ; 
i f ( { f i l e ) < 
char nome[SO]; 
apr int f (nome,"X»log»-Xd",BASE. LOGS, v a r i a v e i s . g l o b a i e - > m e u l d ) ; 
f i l e • nev o f s t r e a a (nome); 
f i l e - > f o r m ( " X d : I n i c i a l i ï a ç & o « • • • • • \ n \ n " , t i a e ( N U L L ) ) ; 
( • f i l a ) « mesg; 
f i l e - > f l u s h ( ) ; 
/ / p t h r e a d . m u t e x _ u n l o c k ( k i e B ) ; 
r e t u r n « t h i s ; 
logfc l o g : : operator<< ( i n t var) < 
p t h r e a d _ n u t e x _ l o c k ( k s e m ) ¡ 
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i f ( ! f i l e ) { 
char nome[60) ; 
s p r i n t f ( n o m e , "Xelogs-Xd",BASE.LOGS, v a r i a v e i s . g l o b a i s - > m e u I d ) ; 
f i l e » nev o f s t r e a a ( n o o e ) ; 
f i l e - > f o r n ( " X d : I n i c i a l i z a ç Ã o • • • * » * \ n \ n " . t i m e ( N U L L ) ) ¡ 
} 
( • f i l e ) « var ; 
f i l e - > f l u s h ( ) ; 
p thread_DUtex_unlock( f t sem); 
r e t u r n « t h i s ; 
) 
/ • C l a s s e nodo • / 
n o d o : ¡ n o d o ( u n s i g n e d i n t i d , char* nam, u n s i g n e d s h o r t i n t b p o r . u n s i g n e d s h o r t i n t ppor) { 
nodoId • id ; 
s t r u c t h o s t e n t «h; 
s t r n c p y ( ( c h a r * )najoe , ( char * ) n a a , 4 0 ) ; 
char d o t s [ 4 0 ] ; 
i p v 4 = l ¡ 
d o t a [ 0 ) = 0 ; 
h - g e t h o s t b y n a a e 2 ( ( c h a r •)name,PROT0C0LO.DEFAULT); 
i f ( !h) { 
i f (PROTOCOLO.DEFAULT — AF.INET) i 
h » g e t h o a t b y n a o « 2 ( ( c h a r *)name,AF.1NET6); 
ipv4=0; 
} e l s e 
h = g e t h o s t b y n a m e 2 ( ( c h a r • )naoe ,AF_INET); 
i f ( ! h ) { f _ l o g . f o r m ( " H a q u i n a Xs nSo e n c o n t r a d a ! H \ n " , n a a ) ; 
name[0]H)¡ 
i p v 4 « l ; 
i p . s . a d d r - 0 ; 
r e t u r n ; 
) } 
i f ( i p v 4 ) < 
bcopy ( h - > h _ a d d r , k i p , s i z e o f ( e t r u c t i n . a d d r ) ) ; 
i n e t . n t o p ( A F . I N E T , h - > h _ a d d r , d o t s , 4 0 ) ; 
3 e l s e i 
i p v 4 » 0 ; 
bcopy ( h - > h _ a d d r , k i p 6 , s i z e o f ( s t r u c t i n 6 _ a d d r ) ) ; 
i n e t . n t o p ( A F _ I N E T 6 , h - > h _ a d d r , d o t s , 4 0 ) ; 
) 
b p o r t ' b p o r ; 
p p o r t ' p p o r ; 
f . l o g << "Novo nodo: Id: " « nodold « " Nooe: " « name « " 1PV4: " « ipv4 « " IP: " 
« ( c h a r * ) d o t s « " BPorta: " « bport « " PPor ta : " « ppor t « " \n"; 
n o d o : : n o d o ( u n s i g n e d i n t i d , s t r u c t i n . a d d r « i p a d d r , u n s i g n e d s h o r t i n t bpor , 
u n s i g n e d shor t i n t ppor ) { 
n o d o l d • i d ; 
n a m e [ 0 ] - 0 ; 
i p v 4 - l ; 
b c o p y ( i p a d d r , k i p , s i z e o f ( s t r u c t i n . a d d r ) ) ; 
b p o r t ° b p o r ; 
p p o r t » p p o r ; 
} 
n o d o : : n o d o ( u n s i g n e d i n t i d , s t r u c t in6_addr « i p a d d r , u n s i g n e d s h o r t i n t bpor , 
u n s i g n e d shor t i n t ppor ) { 
n o d o l d = i d ; 
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s t r u c t s o c k a d d r . i n d e s t i n o ; 
/ / s t r u c t sockaddr . in f l d e s t i n o 6 ; 
s o c k l e n . t l e n ; 
n o d o . l i s t . n o d o * n l n ¡ 
n o d o . l i s t » n l j 
nodo *n; 
u n s i g n e d char pacoteCfiO}; 
f d . s e t r e s p o s t a ; 
s t r u c t t i n « v a l t v , etmv; 
i n t r e t , taraj 
t i m e . t t e a p o ; 
i n t s t a t u s ^ n o d o ; 
i n t t i a e o u t ; 
i n t t e n t a t i v a » B 0 ; 
i n t m a x . t e n t e t i v a s » 3; 
char t e x t o t 1 0 0 0 ] ; 
l o g ( " I n i c i a n d o d i f u s í o " ) ; 
mould • v a r i a v e i s _ g l o b a i s - > a e u l d ; 
n i • fc(arvore->nodoListtoeuId]); 
m o n t a . a r v o r e ( r a i z ) ; 
/ / f . l o g . f o r m C ' A r v o r e o o n t a d e \ n " ) << a r v o r e << " \n"; 
l o g ( " A r v o r e montada") i 
l . l o g << a r v o r e << "\n"; 
/ / r e t - a r v o r # - > l a y o u t ( t e x t o ) ; 
/ / l o g ( t e x t o ) ; 
/ * Checa f i l h o s mortos • / 
l e n • s i z e o f ( s t r u c t s o c k a d d r . i n ) ; 
t a v « k t v ; 
s t a t u s » s r b : :EM.D1FUSAÛ; 
s t a t u s . n o d o • nodo_l is t . .nodo::NLN_IN1CI0; 
u l t i u a . a t u a l i z a c a o - t lae(NULL); 
t imeout » v a r i a v e i s _ g l o b a i s - > t i a e o u t ; 
do < 
t e n t â t i v a s * * i 
/ / Agora t r a n s a i t e pra t o d o s o s f i l h o s v i v o s 
i f ( n l - > n f i l h o s O • • 0 M 
s t a t u s - srb::CuNCLVIDO; 
l o g ( " C o n c l u i d o , s e a f i l h o s " ) ; 
break; 
) 
s p r i n t f ( t e x t o , " P i l h o s em Xd: X d " , s t a t u s . n o d o , n l - > n l i l h o s ( e t a t u s _ n o d o ) ) ; 
l o g ( t « x t o ) i 
i f ( n l - > n f i l h o s ( s t a t u s . n o d o ) > 0 ) < 
f o r ( n l n • n l - > i n i c i o - > p r o x ; n l n !» 0 ; n l n - n l n - > p r o x ) { 
i f ( n l n - > n o d o I d ! - 0 ) < 
i f ( n l n - > s t a t u s !» s t a t u s . n o d o ) 
cont i n u e ; 
n • i ( l _ n o d o s - > n o d e [ n l n - > n o d o l d ] ) 5 
i f ( a O n o d o I d !» 0) { 
it ( n - > i p v 4 ) < 
nodol • h t o n l ( a e u l d ) ; 
nodo2 - h t o n l ( n - > n o d o l d ) ; 
s p r i n t f ( t e x t o » " E n v i a n d o p a c o t e p a r a nodo X d " , n - > n o d o l d ) j 
l o g ( t e x t o ) ; 
a r v o r e - > p e g a . s e n h a ( o e u l d , n l n - > n o d o l d , ( c h a r * ) p a c o t « ) ¡ 
beopy ( à n o d o l , B e n s a g e m + l , 4 ) ¡ 
bcopy ( p a c o t e , o e n s a g e o * & , 1 0 ) ¡ 
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d e s t i n o . s i n . f a m i l y « AF.1NET; 
d e s t i n o . s i n . p o r t • h t o n s ( n - > b p o r t ) ; 
d e s t i n o . s i n . a d d r » n - > i p ; 
/ / s p r i n t í ( t e x t o , " o p o r t a Xd",n->bport )5 
/ / l o g ( t e x t o ) ; 
s w i t c h ( n l n - > a t a t u s ) { 
c a s e n o d o . l i s t . n o d o : : N L N _ 1 N I C I 0 : 
mensagem[0]» 'B ' ¡ 
i f ( s e n d t o ( s o c k , m e n s a g e m , s . m e n s a g e m . O , ( s t r u c t sockaddr * ) ftdestino.len) < 0) { 
s p r i n t f ( t e x t o , " I n i c i o X s \ n " , a t r e r r o r ( e r r n o ) ) ; 
l o g ( t e x t o ) ; 
} 
break; 
case nodo.l ist .nodo::NLN_H0NI7ÛRAD0: 
n l - > H e t . s t a t u s ( n - > n o d o I d , n o d o . l i s t . n o d o : : N L N . H 0 N 1 T 0 R A H D 0 ) ; 
c a s e n o d o . l i s t . n o d o : :NLN_H0NIT0RAND0: 
menBagam[0)»'G'¡ 
i f ( s e n d t o ( s o c k , m e n s a g e m , 1 5 , 0 , ( s t r u c t sockaddr * ) ftdestino,len) < 0) { 
s p r i n t f ( t e x t o , " M o n i t o r a n d o : X s \ n " , s t r e r r o r ( e r r n o ) ) ; 




} e l s e { 
c e r r « "Nao implementado IPV6\n"; 
) 
FD.ZEAO(krespoeta); 
tempo » time(HULL); 
do { 
i f ( n l - > n f i l h o s ( s t a t u s nodo) « 0 ) { 
/ / l o g ( " N & o vou e n v i a r nada p o i s n&o há f i l h o s " ) ; 
break; 
> 
F D . S E T ( s o c k . à c e s p o s t a ) ; 
i f (tmv 0) { 
t a v - > t v . s e c * t imeout - ( t ioe(NULL) - tempo); 
i f ( t m v - > t v _ s e c <• 0) 
t m v - > t v _ s e c • 1; 
tmv->tv_usec " 0 ; > 
i f ( ( r e t « s e l e c t ( sock-» ! ,»respos ta ,NULL,NULL, tav) ) < 0) { 
c e r r « "Erro no s e l e c t : " << s t r e r r o r ( e r r n o ) « ' \ n J ; 
c o n t i n u e ; } 
i f ( r e t != 0 ) { 
l e n = s i z e o f ( d e s t i n o ) ; 
t a a • r e c v f r o m ( s o c k , p a c o t e , 4 9 , 0 , ( s t r u c t sockaddr • ) i d e s t i n o , H e n ) ; 
i f ( t a a < 6 ) 
cont i n u e ; 
bcopy ( p a c o t e * l , f c n o d o 2 , 4 ) ; 
nodo2 « n t o h l ( n o d o 2 ) ; 
s w i t c h (pacoteCO]) { 
** Checagem de f i l h o s mortos s u s p e n s a por enquanto 
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t imeout » tm¡ li 
vo id g l o b a i s : : « e t ( uns i g ne d l û t nodes , uns igned i n t « e e g . s i z e , u n s i g n e d i n t b p o r t , 
uns igned i n t s p o r t , uns igned in t p p o r t , u n s i g n e d i n t i d , uns igned i n t c p o r t , i n t t a ) { 
m u . n o d e s • nodes; 
o a x . n e s s a g e . s i z e • m e g . s i z e ; 
b r o a d c a s t . p o r t » bpor t ; 
s e r v i c e . p o r t » s p o r t ; 
p i n e . p o r t • pport ¡ 
meuld " i d ; 
c l i e n t . p o r t » c p o r t ; 
t imeout « t o ; 
>; 
A.7 parser.cpp 
Este arquivo implementa o processamento dos arquivos de configuração (par 
ser): 
l i n c l u d e < s t r i n g . h > 
• i n c l u d e < i o s t r e a a . h > 
f i n c l u d e <fstreaiB.b> 
• i n c l u d e < s t r s t r « o a . h > 
• i n c l u d e < a s s e r t . h > 
• i n c l u d e <netdb.h> 
• i n c l u d e < s t d i o . h > 
• i n c l u d e < i s t r e a a . h > 
• i n c l u d e " c l a s s e s . h " 
• i n c l u d e "erb.h" 
• i n c l u d e "parser .h" 
e x t e r n g l o b a i s « v a r i a v e i s . g l o b a i s ; 
e x t e r n l i n k s « r o t a s ; 
e x t e r n nodos « d e s c r i c a o . n o d o s ; 
e x t e r n l o g f . l o g ; 
s t a t i c i n t p a r s e r . c o n i (char *arq, char «argv) { 
uns igned i n t bport * BROADCAST.PORT; 
uns igned in t spor t * SERVICE.PORT; 
uns igned i n t pport - PING.PORT; 
uns igned i n t cport - CLIENT.PORT ; 
uns igned i n t nodes » MAX.NODES; 
uns igned i n t m e s g . s i z e « HiX.HESSâCE.SIZE; 
i n t tm » TIMEOUT; 
uns igned i n t i d » 0 ; 
char param[100]; 
i f s t r e a m c o n í ( a r q ) ; 
i i ( c o n i . b a d O ) { 
cerr « "Nao a c h e i arquivo de c o n í i g u r a c a o " << CONF « ' \n* ; 
r e turn 0 ; 
> 
w h i l e ( f c o n f . e o / O ) < 
coní » paran; 
i l ( I s t rcmp (paran,"BROADCAST.PORT") ) < 
coa l » bport ; 
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> e l s e i í ( I s trcmp (param,"SERVICE.PORT") ) { 
coní » s p o r t ; 
) e l s e it ( i s t r c m p (pacoa,"PiNG.PORT") ) { 
coní » ppor t ; 
} « I s a i í ( I s t rcmp (param,"HAX.NODES") ) { 
coní » nodes; 
> e l s e i í ( I s trcmp (param,"HAX.HESSAGE.SIZE") ) { 
con i » m e s g . s i z e ; 
> e l a e i i ( I s t rcmp (param,"IDENTIFICATION") ) { 
coní » i d ; 
char *p » B t r o t r ( a r g v , " s r b " ) ; 
s p r i n t l ( p , " s r b X d d " , i d ) ; 
) e l s e i í ( Istrcmp (param,"TIHEOUT") ) < 
coní » tm; 
} e l s e i í ( i s t r c o p (param,"CLIENT.PORT") ) < 
coní >> c p o r t ; 
} 
a s s e r t ( i d ! « 0 ) ; 
i í ( v a r i a v e i s . g l o b a i s 0 ) { 
v a r i a v e i s . g l o b a i s = neu g l o b a i s ( n o d e s i B e s g . s i z e , b p o r t , s p o r t , p p o r t , i d , c p o r t , t a ) ; 
) «ls« { 
v a r i a v e i s _ g l o b a i » - > s e t ( n o d e s , m e s g . s i z e , b p o r t . s p o r t , p p o r t , i d , c p o r t , t o ) ; 
) 
f . l o g « " I d e n t i f i c a t i o n : " « i d « " \ n C l o b a i s : BPort " « bport « " SPort : " « s p o r t « " PPort 
<< pport « " HaiNodes: " << nodes << " HaxHessageSize: " « m e s g . s i z e « " \ n \ n " ; 
r e t u r n 1; 
) 
s t a t i c i n t p a r s e r . n o d o s (char *arq) { 
uns igned i n t i d ; 
u n s i g n e d char nome[100]; 
uns igned shor t i n t bpor ta ; 
u n s i g n e d shor t i n t ppor ta ; 
nodo *n; 
i f s t r e a m c o n i ( a r q ) ; 
i f ( c o n i . b a d O ) { 
c e r r « "Nao a c h e i arquivo de d e s c r i c a o de nodos " « NODOS « ' \ n ' ; 
r e t u r n 0; 
} 
i f ( ¡ d e s c r i c a o . n o d o s ) { 
d e s c r i c a o . n o d o s • new n o d o s O ; 
d e s c r i c a o _ n o d o a - > s e t a _ s e m a / o r o ( ) ; 
> «I»« { 
/ / d e s c r i c a o _ n o d o s - > l i m p a ( ) ; 
) 
i n t x; 
w h i l e ( ! c o l l i . e o f O ) { 
coní » i d >> nome » b p o r t a >> pporta; 
x = conf . r d s t a t e O ; 
i f (x t i o s : : f a i l b i t ) { 
/ / c err << "Arquivo deve s e r acabado \n"; 
break; 
> 
n • new nodo( id , (ch&r *)nome,bporta ,pporta) ; 
i f ( n->name[0] 0 ) { 
d e l e t e n¡ 
> « l a * < 
( • d e s c r i c a o . n o d o s ) •» n; 
>> 
i . l o g << "\n"j 
r e t u r n 1; 
> 
s t a t i c i n t p a r s e r . r o t a s (char «arq) { 
uns igned in t n i , n2; 
char eenha[301) ; 
uns igned char l i n h a [ 2 0 0 ] ¡ 
i f e t r e a m c o n í ( a r q ) ; 
i f ( e o n f . b a d O ) { 
cerr << "Nao achei arquivo de r o t e a a e n t o " « ROIAS « * \ n ' ; 
r e t u r n 0; 
y 
i f < trotan) { 
rotan " nov l i n k o ( l ) ; 
> o l í a < 
r o t a s - > l i n p a ( ) ; 
) 
i s t r s t r o a m « i ; 
v h l l o ( ! c o n ! . c o l ( ) ) < 
c o n l . g o t l i n o ( l l n h a , 2 0 0 ) ¡ 
11 ( c o a l . u n O ) 
brook; 
i " aov i o t r s t r o a m í ( c o n s t c h a r * ) l i n h a , 2 0 0 ) ¡ 
( • i ) » n i » n2¡ 
/ / coa1 » n i » n2{ 
11 ( l - > l a i l ( ) ) < 
d o l o t o i ; 
hroak; 
> 
( • i ) » sonha ; 
1 ( i - > l a i l 
sonha [0 ] * l 
1 ( i - > l a i l < » < • 1J -0 ; 
) 
d o l o t o 1; 
r o t a s - > i n o ( n l , n 2 l o o n h n ) ; 
l . l o g « "Adicionando r o t o s ontro " << ni « " o " « n2 « " Sonha: " << sonha « "\n" 
) 
l . l o g << " W ; 
rotura 1; 
) 
i n t paroor ( i n t orge , char *argv [ ] ) { 
In t 1 - 0 ; 
i l (arge > 1 ) { 
11 ( p a r s s r _ c o n l ( a r g v [ l ] , a r g v [ 0 ] ) ) < 
1 -1 ; 
} 
} o l s o { 
11 (paroor_coal (C0NP,argv[0] ) ) { 




11 ( a r g e > 2 ) i 
11 ( p a r s s r . n o d o s ( a r g v [ 2 ] ) ) { 
i I - 2 ; 
> 
) o l s o í 
11 (parsor .nodos(NODOS) ) ( 
i I - 2 ; 
i f ( a r g e > 3 ) { 
i l ( p a r s o r _ r o t a s ( a r g v [ 3 ] ) ) { 
i 1° 4; 
J 
} o l s o { 
11 (parsor . ro tos (ROTAS) ) { 
i I - 4 ; 
re turn i ; 
} 
A.8 rede.cpp 
Est« arquivo implementa a configuração de rede (sockets UDP) e é respon-
sável, também, por todo o atendimento de pacotes vindos de outros nodos: 
• i n c l u d e <pthread.h> 
• i n c l u d e < s y s / t y p s s . h > 
• i n c l u d e < n e t i n e t / i n . h > 
• i n c l u d e < s y s / s o c k e t . h > 
• i n c l u d e <arpa / ine t .h> 
• inc lude <ioetream.h> 
• i n c l u d e <eys / tLues .h> 
• i n c l u d e <unistd .h> 
• i n c l u d e <errno.h> 
• i n c l u d e <as ser t .h> 
• i n c l u d e <s t r ing .h> 
• i n c l u d e <s td io .h> 
• i n c l u d e <iostream.h> 
• i n c l u d e <fstream.h> 
• i n c l u d e "rede.h" 
• i n c l u d e " c l a s s e s . h " 
e x t e r n g l o b a i s • v a r i a v e i s . g l o b a i s ; 
e x t e r n s t r u c t portas socks; 
e x t e r n r b . l i s t r b l ; 
e x t e r n l i n k s * r o t a s ; 
e x t e r n l o g f . l o g ; 
i n t i n i c i a l i x a . r e d e ( ) < 
s t r u c t sockaddr . in dadoa; 
s o c k s . b r o a d c a s t 9 socket (AF.1NET,S0CK.DCRAH,0); 
s o c k e . s e r v i ç o - socket (AF.INBT.SOCK.DGRAH.O); 
s o c k s . p i n g » socket (AP.INET,S0CK_DCRAH,0); 
d a d o s . s i n . f a a i l y - IF.INET; 
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d a d o s . s i n . p o r t » h t o n s ( v a r i a v e i s _ g l o b a i s - > b r o a d c a f l t _ p o r t ) ; 
d a d o s . s i n . a d d r . s . a d d r » htonl(lNADDR.ANY); 
i í < b ind ( s o c k s . b r o a d c a s t , ( s t r u c t sockaddr *) Idados , s i z s o i ( d a d o s ) ) < 0 ) { 
cerr « "Falha no bind no socket do b r o a d c a s t \ n " } 
re turn 0; 
) 
d a d o s . e i n . f a m i l y » AF.INET; 
d a d o s . s i n . p o r t » h t o n s ( v a r i & v e i s . g l o b a i a - > e e r v i c e . p o r t ) j 
d a d o s . s i n . a d d r . s . a d d r - htonl(lNADDR.LOOPBACK)j 
i í ( b ind ( s o c k s . s e r v i ç o , ( s t r u c t sockaddr • ) Adados, s i z e o f ( d a d o s ) ) < 0) < 
cerr « "Falha no bind no socket do s e r v i c o \ n " s 
re turn 0; 
) 
d a d o s . s i n . f a a i l y • AF.INET; 
d a d o s . s i n . p o r t * h t o n s ( v a r i a v e i s . g l o b a l e - > p i n g . p o r t ) ; 
d a d o s . s i n . a d d r . s . a d d r « htonl(lNADDR.ANY); 
i f ( b ind ( s o c k s . p i n g , ( s t r u c t sockaddr • ) ftdados, e i z e o f ( d a d o e ) ) < 0) { 
c e r r « "Palha no bind no socket do p i n g \ n " ; 
re turn 0: 
> 
re turn 1; 
Formato dos p a c o t e s : 
P i n g : 
P 4444444 
i d senha 
* 
s t a t i c v o i d «atende .broadcaet (vo id *sock) i 
uns igned char paco te [var iave i s_g lobaÍ6 ->max_meBsage . s i ze +1); 
s t r u c t sockaddr . in origem; 
s o c k l e n . t l e n ; 
i n t t a s ; 
uns igned in t remetente; 
char s e n h a C l l ] i 
uns igned in t r a i z , id; 
srb *rb; 
/ / pthread_setcanceltype(P7HREAD.CANCEL. ASYNCHRONOUS, NULL); 
l e n » a i z e o f ( s t r u c t e o c k a d d r . i n ) ; 
tam - r e c v f r o o ( * ( ( i n t * ) s o c k ) , p a c o t e , v a r i a v e i s_globeiB - > m a x_aeBBage_ e i z o , 0 , 
( s t r u c t sockaddr • ) tor lgem, l i e n ) ¡ 
i f (tam < 0) i 
f . l o g . f o r o ( ' f A t e n d e . b r o a d c a e t : Xs\n", s t r e r r o r ( e r r n o ) ) ; 
p t h r e a d . e x i t ( 0 ) ; 
) 
pacote [taaO»0; 
i f (pacoteCO] !" 'B' |I tam < 27) { 
f . l o g . f o r m ( " A t e n d e . b r o a d c a s t : p r o t o c o l o e r r a d o \ n " ) ; 
p t h r e a d . e x i t ( 0 ) ; 
) 
bcopy ( p a c o t e « l , f t r e m e t e n t e , 4 ) j 
remetente • n t o h l ( r e m e t e n t e ) ; 
bcopy ( p a c o t e 4 6 , s e n h a l 1 0 ) ¡ 
senha[10]"0; 
i f ( ! r o t a s - > c o n i e r e . s e n h a ( r e m e t e n t e . v a r i a v e i s . g lobais->meu Id, senha) ) { 
f . l o g . f o r m C ' S e n h a errada: 'Xe'\ft"*fl«&ha) ; 
p t h r e a d . e x i t ( 0 ) ; 
) 
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b c o p y ( p a c o t e 4 l 6 , f e r a i s , 4 ) ; 
r a i z « n t o h l ( r a i z ) ; 
b c o p y ( p a c o t e 4 2 0 , k i d , 4 ) ; 
i d » n t o h l ( i d ) ; 
r b l . sem.dovnO ; 
i f ( ( r b * r b l . r e s p o n s á v e l ( r a i z , i d , 0 ) ) ! - 0) { 
/ / p a c o t e r e p e t i d o 
/ / apenas manda ack 
/ . l o g . f o r m ( " P a c o t e r e p e t i d o \ n " ) ; 
r b l . s e m . u p O ; 
r b - > a c k ( f t o r i g e m , l e n ) ; 
p t h r e a d . e x i t ( 0 ) ; 
Ï 
f . l og . formC'Atendendo nova D i f u s l o C o n f i á v e l : r a i z : Xd, i d : X d \ n " , r a i z , i d ) ; 
r b * new a r b ( r a i z , i d , r o t a s , p a c o t e , t a m . k o r i g e o , l e n ) ; 
r b l . s e m . u p O ; 
l . l o g . f o r m C ' C r i e i novo s r b : X d \ n " , r b - > r a i z ) ; 
i f ( rb->«t«tuf l " srb:.-ERRO ) { 
f . l o g . f o r m O ' P a c o t e (nal f o r m a d o W ) ; 
d e l e t e rb; 
p t h r e a d . e x i t ( O ) ; 
> 
/ / f . l o g . f o n a C ' i n s e r i n d o na a r v o r e \ n " ) ; 
r b l . sem.downO ; 
r b l . i n s ( r b ) ; 
r b l . s s m . u p O ; 
f . l o g . f o r o ( " i n i c i a r d i f u s a o \ n " ) ; 
r b - > d i f u n d i r ( ) ; 
r b - > í i c a r . r e s p o n d e n d o O ; 
f . l og . formC'Vou d e l e t a r r b \ n " ) ; 
d e l e t e rb; 
re turn 0; 
> 
s t a t i c v o i d «atende . s e r v i ç o (vo id *sock) { 
uns igned char pacoteCvariaveÍB .g lobaÍB>>Dax.message_s ize +1]; 
s t r u c t sockaddr . in origem; 
s o c k l e n . t l e n ; 
i n t t a a ; 
srb *rb; 
// pthread.setcanceltype(PTKREAD_CANCEL_ASYNCHRONOUS,NULL); 
l e n • s i z e o f ( s t r u c t s o c k a d d r . i n ) ; 
tarn « r e c v f r o m ( * ( ( i n t • ) s o c k ) . p a c o t e , v a r i a v e i s _ g l o b a i s - > m a x . t B e s s a g e . s i z e , 0 , 
( s t r u c t sockaddr • ) fcorigem, t i e n ) ; 
i f (tam < 0 ) { 
f . l o g . f o r o ( " A t e n d e _ s e r v i c o : X s \ n " , s t r e r r o r ( e r r n o ) ) ; 
p t h r e a d . e x i t ( 0 ) ; 
) 
i f ( n t o h s ( o r i g e m . s i n . p o r t ) ! - v a r i a v e i s _ g l o b a i s - > c l i e n t _ p o r t ) { 
f . l o g . f o r o C ' A t e n d e.Bervico: p o r t a do c l i e n t e nao e s t a b a t e n d o : X d W ' , n t o h s ( o r i f r e m . e i n p o r t ) ) 
p t h r e a d . e x i t ( 0 ) ; 6 ~ v 
> 
p a c o t e [ t a m ] » 0 ; 
f . l og . form("Atendendo novo pedido de e n v i o de mensagem\n"); 
r b l . sem.dovnO; 
r b ® nev s r b ( r o t a s . p a c o t e , t a m , f c o r i g e m , l e n , 0 ) ; 
r b l . i n s ( r b ) ; 
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r b l . 0 « D _ u p ( ) ; 
r b - > d i í u n d i r ( ) i 
/ / rb -> í i car„re»pond«ndo( ) ¡ 
f . l o g . f o r a C ' S e r v i j o c o o p l a t o ! Vou d e l a t a r r b \ n " ) ¡ 
d e l e t e rb; 
re turn 0; 
) 
e t a t i c v o i d a t e n d e . p i n g ( i n t sock) { 
s t r u c t eockaddr . in o r i g e n ; 
s o c k l e n . t l e n ; 
i n t tan; 
char p a c o t e [ 6 0 ] ; 
l e n • s i z e o K s t r u c t s o c k a d d r . i n ) ; 
taa " r e c v l r o m ( a o c k r p a c o t e , 4 9 , 0 , ( s t r u c t sockaddr *) ftorigem, ftlen); 
i l ( t a n < 0) { 
f . l o g . f o r m ( " A t e n d e . p i n g : Xs\n", s t r e r r o r ( e r m o ) ) ; 
r e t u r n ; 
> 
pacote [ tam]"0; 
i f ( p a c o t e [ 0 ] 1 = ' P ' ) { 
f . l o g . f o r m ( " P o r a do padrao: \ n " ) ; 
r e t u r n ; 
> 
sendto ( s o c k , p a c o t e , t a n , 0 , ( s t r u c t sockaddr *) ftorigem, l e n ) ; 
r e t u r n ; 
void a t e n d e . r e d e 0 •( 
i d . s e t p o r t a s , i n f o ; 
i n t broadcas t , s e r v i ç o , p i n g ; 
p t h r e a d . t p t ; 
p t h r e a d . a t t r . t a t t r ; 
in t a tender ; 
broadcast • s o c k s . b r o a d c a s t ; 
s e r v i ç o " s o c k s . s e r v i ç o ; 
ping *• s o c k s . p i n g ; 
FD.ZERO(ftportas); 
PD.ZERO(ftinfo); 
FD.8ET (broadcas t , f tpor tas ) ; 
FD.SET ( s e r v i ç o , A p o r t a s ) ; 
FD.SBT (p ing ,Apor tas ) ; 
a tender • broadcas t ; 
i f ( s e r v i ç o > atender) 
a tender • s e r v i ç o ; 
i l ( p i n g > atender ) 
a tender " p ing; 
whi l e (1 ) i 
i n f o » p o r t a s ; 
p t h r e a d . a t t r . i n i t ( f ca t tr ) ; 
p t h r e a d . a t t r . s e t d e t a c h s t a t e (ftattr.PTHREAD.CREATE.DETACHED); 
i f ( s e l e c t (atender,linio,NULL,HULL,NULL) < 0 ) •{ 
i f (errno » E1NTR) 




i l (FD.ISSET(broadcast , f t info) ) { 
p t h r e a d . c r e a t e ( f t p t , f t a t t r , a t e n d a ^ b r o a d c a s t , ( v o i d * ) f tbroadcas t ) ; 
> 
i f (FD.1SSET(serv ico , f t in fo ) ) { 
p t h r e a d . c r e a t e ( f t p t , f t a t t r , a t e n d e . s e r v i c o , ( v o i d * ) f t s e r v i c o ) ; 
i f (FD_lSSET(ping, f t info)) { 
a t e n d e . p i n g ( p i n g ) ; 
A.9 main.cpp 
Este arquivo impleinenta a função main responsável pelo início do programa, 
bem como coordenação da execução: 
• i n c l u d e <pthread.h> 
• i n c l u d e <iostream.h> 
• i n c l u d e <unis td .h> 
• i n c l u d e < s t d i o . h > 
• i n c l u d e " c l a s s e s . h " 
• i n c l u d e "erb.h" 
• i n c l u d e "parser .h" 
• i n c l u d e "rede.h" 
uns igned in t meuld; 
n o d o . l i s t f i l h o s m o r t o s ( l ) ; 
g l o b a i s * v a r i a v e x s . g l o b a i s ; 
l i n k s » r o t a s : 
nodos « d e s c r i c a o . n o d o s ; 
r b . l i s t r b l ; 
l o g f . l o g ; 
s t r u c t p o r t a s socks; 
i n t main ( i n t arge , char * a r g v [ ] ) { 
v a r i a v e i s . g l o b a i s » 0; 
r o t a s » 0; 
d e s c r i c a o . n o d o s • 0; 
p a r s e r ( a r g e , a r g v ) ; 
i n i c i a l i z a . r e d e O ; 
( f . l o g « "Enlaces : \n" << r o t a s « " \n") . form(" F i o da I n i c i a l i z a ç ã o • • • • • • \ n \ n " ) ; 
a t e n d e . r e d « ( ) ; 
re turn 0; > 
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A.10 cliente,c 
Este arquivo simula algum sistema externo enviando uma mensagem para 
sistema de difusão confiável difundir para os demais nodos: 
• i n c l u d e < a y s / t y p e s . h > 
f i n c l u d e < n e t i n e t / i n . h > 
• i n c l u d e < e y s / a o c k e t . h > 
• i n c l u d e < a r p a / i n e t . h > 
• i n c l u d e < i y s / t i a o a . h > 
• i n c l u d e <unis td .h> 
• i n c l u d e <errno.h> 
• inc lude < a s » s t t . h > 
• i n c l u d e < s t r i n g . h > 
• i n c l u d e <s td io .h> 
• i n c l u d e < s t d l i b . h > 
i n t na in ( i n t arge , char *arffv[]) { 
i n t sock; 
s t r u c t s o c k a d d r . i n a d d r ; 
i f ( a r g e ! • 3 ) < 
í p r i n t f ( s t d e r r , " \ n S i n t a i « t \ n \ t c l i e n t « < p o r t a s e r v i d o r » < m e n s a g s o > \ n \ n " ) ; 
« i t ( l ) j 
sock - socket(AF.1NE7,SOCK.DGRAíl.O); 
a d d r . s i n . / « a l l y - ÍF.JKB7; 
a d d r . s i n . p o r t » h t o n s ( (unaigned s h o r t ) 4646) ; 
a d d r . s i n . a d d r . s . a d d r • htonl(lNADDR.LOOPBACK); 
bind ( s o c k , ( s t r u c t sockaddr • ) ftaddr, s i z e o f ( a d d r ) ) ; 
a d d r . s i n . f o f f l i l y - AP.1NB7; 
a d d r . s i n . p o r t - h t o a s ( (uni igned s h o r t ) a t o i ( a r g v [ l ] ) ) ; 
a d d r . s i n . a d d r . s . a d d r « htonl(INADDR.LOOPBACK); 
s e n d t o ( s o c k , a r g v [ 2 J , a t r i e n ( a r g v [ 2 ] ) , 0 , ( s t r u c t sockaddr * ) ftaddr, s i z e o f ( a d d r ) ) ; 
r e t u r n 0} 
} 
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