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Abstract
This paper is concernedwith the topological entropy of invertible one-dimensional linear cellular automata, i.e., themapsTf [−r,r] :
ZZm → ZZm which are given by Tf [−r,r](x)=(yn)∞n=−∞, yn=f (xn−r , . . . , xn+r )=
∑r
i=−rixn+i (modm), x=(xn)∞n=−∞ ∈ ZZm
and f : Z2r+1m → Zm, over the ring Zm (m2) by means of algorithm deﬁned by D’amica et al. [On computing the entropy
of cellular automa, Theoret. Comput. Sci. 290 (2003) 1629–1646]. We prove that if a one-dimensional linear cellular automata is
invertible, then the topological entropies of this cellular automata and its inverse are equal.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Cellular automata (CA), initialed by Ulam and von Neumann, has been systematically studied by Hedlund from
purely mathematical point of view [8]. Hedlund’s paper started investigation of current problems in symbolic dy-
namics. In [12], Shereshevsky has studied some ergodic properties of CA, where the author has also deﬁned nth
iteration of a permutative CA and shown that if the local rule f is right (left) permutative, then its nth iteration is
right (left) permutative. In [5], it has been answered open questions about the topological and ergodic dynamics of
one-dimensional CA.
Ito et al. [9] have characterized the invertible linear CA in terms of the coefﬁcients of its local rule. Manzini and
Margara [10] have obtained some necessary and sufﬁcient conditions for a CA over Zm to be invertible. They have
given an explicit formula for the computation of the inverse of a D-dimensional linear CA. They have applied ﬁnite
formal power series (fps for brevity) to obtain the inverse of a D-dimensional linear CA. The technique of fps is well
known for the study of these problems (see [9] for details). The problem of computing the inverse of a one-dimensional
linear CA over ﬁnite Galois rings has been addressed in [4], where the fps is used.
The notion of entropy has been widely studied in a number of disciplines (e.g., computer science, mathemat-
ics, physics, chemistry, information theory, etc.) with difference purposes. It is well known that there are several
notions of entropy (i.e., measure entropy, topological entropy, directional entropy, rotational entropy, etc.) of the
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measure-preserving transformation on the probability space in ergodic theory. It is important to know how these
notions are related with each other. In recent years, a lot of papers [1–3,6] are devoted to this subject. For ex-
ample, recall that by the variational principle the topological entropy is the supremum of the measure entropies
of invariant measures. In [1] Akın has proved that the uniform Bernoulli measure is a measure of maximal en-
tropy for one-dimensional linear CA, where the author computes the measure theoretical entropy of one-dimensional
linear CA.
In general, since a surjective CA Tf [l,r] is non-invertible, many authors have considered the natural extension of the
endomorphism (ZZm,B, , Tf [l,r]) [12]. But, if CA is invertible, due to invertibility of shift transformation , we need
not the natural extension of invertible CA and shift . In [2], the author computed the directional entropy in a special
case, if local rule is as follows: f (x−r , . . . , xr )=∑ri=−rixi (modm), where for every i = −r, . . . , r i = 1, then the
directional entropy is h() = 2rk log m.
D’amico et al. [6] have studied the computing the topological entropy of D-dimensional CA by using an algorithm
and Lyupanov exponents. They have given a closed formula for the Lyupanov exponents of one-dimensional linear and
positively expansive CA over the ring Zm (m2). In [3], the author has studied the topological entropy of nth iteration
of an additive CA by using the fps.
Although the one-dimensional linear CA theory and the entropy of this linear CA have grown up somewhat inde-
pendently, there are strong connections between entropy theory and CA theory. For the deﬁnition and some properties
of one-dimensional linear CA we refer to [7,8] (see also [10,12] for details).
In this paper we compare the quantity of the topological entropies of invertible one-dimensional linear CA over
the ring Zm (m2) with local rule f and its inverse. We show that if a one-dimensional linear CA is invertible, then
topological entropies of the CA and its inverse are equal. One of the interesting parts of this paper is the idea of using
the simple characterization of the invertibility of an invertible one-dimensional linear CA over the ring Zm to compute
the topological entropy. Therefore, we think that our approach will give a possibility of comparing the topological
entropies of invertible multi-dimensional CA deﬁned on alphabets of composite cardinality (or some ﬁnite rings) and
its inverse.
The rest of this paper is organized as follows: In Section 2, basic deﬁnitions and notations are given. In Section 3,
the topological entropies of some invertible one-dimensional linear CA and their inverses are computed and compared.
Section 4 contains some concluding remarks.
2. Preliminaries
Let Zm = {0, 1, . . . , m − 1} (m2) be the ring of the integers modulo m and ZZm be the space of all doubly inﬁnite
sequences x = (xn)∞n=−∞ ∈ ZZm and xn ∈ Zm.A CA can be deﬁned as a continuous homomorphism over ZZm relative to
the product topology. The shift  : ZZm → ZZm deﬁned by (x)i = xi+1 is a homeomorphism of compact metric space
ZZm.
T : ZZm → ZZm is deﬁned by (T x)i = f (xi+l , . . . , xi+r ), where f : Zr−l+1m → Zm is a given local rule or map. It is
well known that T commutes with . Martin et al. [11] have stated that a local rule f is linear if and only if it can be
written as
f (xl, . . . , xr ) =
r∑
i=l
ixi (modm), (2.1)
where at least one among l , . . . , r is non-zero. We consider one-dimensional linear CA Tf [l,r] determined by the
local rule f:
(Tf [l,r]x) = (yn)∞n=−∞, yn = f (xn+l , . . . , xn+r ) =
r∑
i=l
ixn+i (modm), (2.2)
where l , . . . , r ∈ Zm.
Throughout the paper, we are going to use the notation Tf [l,r] for linear CA-map deﬁned in (2.2) to emphasize the
local rule f and the numbers l and r. The fps associated with f given in (2.1) is deﬁned as F(X) =∑ri=1iX−i (see
[9,10] for details).
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3. Topological entropy of invertible CA
The entropy has been interpreted as a measure of the chaotic character of a dynamical system by a lot of authors
(see [5]), the valueH(ZZm, T ) has been in general accepted as a measure of the complexity of the dynamics of T over
ZZm or the topological entropy of a map is a crude global measure of the exponential complexity of the structure of the
orbits of the map [6].
In [6], it has been shown that ifTf [l,r] is a one-dimensional linearCAoverZm basedon the local rule f.H(ZZm, Tf [l,r])=
H(ZZm, )(
++−) if and only if f is both leftmost and rightmost permutative, where + and − right and left Lyapunov
exponents, respectively. See [6] for the deﬁnition of computing the topological entropy by means of the algorithm and
the Lyapunov exponents.
From [6], it is clear that the topological entropy of a linear CA Tf [−u,k] with local rule f (x−u, . . . , x0, . . . , xk) =
(a−ux−u + · · · + a0x0 + · · · + akxk) (modp), where a−u, . . . , a0, . . . , ak ∈ Zp and a−u, ak = 0 and p is a prime
number, is
H(ZZp, Tf [−u,k]) =
⎧⎪⎨
⎪⎩
k logp if k − u0,
(u + k) logp if k, u0,
u logp if − uk0.
(3.1)
Eq. (3.1) cannot be obtained for a positive integer p which is not prime number. The following theorem is necessary
to state the algorithm given by [6].
Theorem 3.1 (D’amico [6, Theorem 2]). Let Tf [−r,r] be a one-dimensional CA over Zm with local rule in (2.1) and
let m = pk11 · · ·pkhh be the prime factor decomposition of m. For i = 1, . . . , h deﬁne Pi = {0} ∪ {j : gcd(j , pi) = 1},
Li = minPi , Ri = maxPi . Under the properties of theorem the topological entropy of CA Tf [−r,r] is
H(ZZm, Tf [−r,r]) =
h∑
i=1
ki(Ri − Li) log(pi). (3.2)
By formula (3.2) the topological entropy of an invertible one-dimensional CA over ring Zm can be efﬁciently
computed in terms of the coefﬁcients of the local rule. Throughout the paper, formula (3.2) will be used.
Manzini and Margara have studied the problem of ﬁnding the inverse of a D-dimensional linear CA over Zm [10].
To ﬁnd the inverse of a linear CA is difﬁcult because the radius of T −1 is in general different from the radius T. This
fact is given in [10]. A CA is invertible if its global transformation map which is obtained by applying the local rule f
to all sites of the lattice is invertible.
Deﬁnition 3.2. If Tf [l,r] : ZZm → ZZm is the linear CA given by f:
Tf [l,r](x)(n) =
r∑
j=l
j x(n + j) (modm),
then Tf [l,r] is invertible if and only if for each prime factor p of m there exists a unique coefﬁcient j (ljr) such
that gcd(p, j ) = 1, that is, p|i and gcd(p, j ) = 1 for all i = j .
Let us state the following Lemma for one-dimensional CA. Where our aim is to obtain the inverse of certain some
one-dimensional CA.
Lemma 3.3 (Margara and Manzini [10, Lemma 3.1]). Let m= pk11 · pk22 . . . pkhh and F(X) be a fps over Zm. Given h
ﬁnite fps’s G1, . . . ,Gh such that F(X) ·Gi(X) ≡ 1 (modpkii ), it can be found a ﬁnite fps G such that F(X) ·G(X) ≡
1 (modm). So it is found G(X) = ∑hi=1iiGi(X), where i = m/pkii and ii ≡ 1 (modpkii ), it is clear that
gcd(pi, i ) = 1.
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For m=pk , from [10] ﬁnite fps F is invertible iff there exists a unique coefﬁcient j such that gcd(p, j )= 1. Thus
F can be written as
F(X) = jXj + piH(X), (3.3)
where gcd(j , pi) = 1.
Theorem 3.4 (Margara and Manzini [10, Theorem 3.2]). Let F(X) denote an invertible ﬁnite fps over Zpk , and let
j and H be deﬁned as in (3.3). Let −1j be such that −1j · j ≡ 1 (modpkii ). Then, the inverse of F is given by
G(X) = −1j X−j (1 + pH˜(X) + p2H˜ 2(X) + · · · + pk−1H˜ k−1(X)),
where H˜ (X) = −−1j X−jH(X).
Example 3.5. Consider ﬁnite fps F(X)=6X−2 +X−42X3 over Z72, then from Lemma 3.3, we have G1 =X−1[1+
2(21X2−3X−3)+4(21X2−3X−3)2] and because F(X)=X[1−3(14X2−2X−3)] we haveG2=X−1[1+3(14X2−
2X−3)]. From Lemma 3.3, we have 1 = 9, 1 = 1 and 1 = 8, 1 = 8. So we obtain
G(X) = 9.1.G1(X) + 8.8.G2(X)
= − 36X−7 − 6X−4 − X−1 + 42X + 36X3.
Here it can be obtained the local rules, which are associated with F and G,
f (x−3, . . . , x2) = (−42x−3 + x−1 + 6x2) (mod 72)
and
f −1(x−3, . . . , x7) = (36x−3 + 42x−1 + x1 − 6x4 + 36x7) (mod 72).
By Theorem 3.1, for both f and f −1 we have L1 = L2 = 0 and R1 = R2 = 1. Thus, we have
H(ZZ2332 , Tf [−3,2]) =H(ZZ2332 , T −1f−1[−3,7])
= log 23 + log 32 = log 72.
Let F(X) = jXj + pH(X), where gcd(j , p) = 1. Also the inverse of F is given by
G(X) = −1j X−j (1 + pH˜ + p2H˜ 2 + · · · + pk−1H˜ k−1),
where H˜ (X) = −−1j X−jH(X) [10].
The local rule f associated with F is as follows:
f (xl, . . . , xr ) = j x−j + p · H(xl1 , . . . , xr1) (modpk).
From Theorem 3.1, for both F and G we have
P = {0} ∪ {j : gcd(j , p) = 1} = {0, j}
and it is clear that
H(ZZ
pk
, Tf [l,r]) =H(ZZpk , T −1f−1[l1,r1]) = j logp
k
.
For any positive integer n and each x, y ∈ R, the following equation is valid:
x2n+1 + y2n+1 = (x + y)(x2n − x2n−1y + x2n−2y2 − · · · + x2y2n−2 − xy2n−1 + y2n). (3.4)
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Theorem 3.6. Let F(X) denote an invertible ﬁnite fps over Zpk , and let j and H be deﬁned as in (3.3). Let −1j be
such that −1j · j ≡ 1 (modpk). If k is an odd number, then, the inverse of F is given by
G(X) = −1j X−j (1 − pH˜ + p2H˜ 2 − · · · − pk−2H˜ k−2 + pk−1H˜ k−1),
where H˜ (X) = −1j X−jH(X).
Proof. Rewrite fps F(X) = jXj (1 + p · H˜ (X)). From Eq. (3.4), we get
F(X) · G(X) ≡ (1 + p · H˜ (X))(1 − pH˜ + p2H˜ 2 − · · · − pk−2H˜ k−2 + pk−1H˜ k−1)
≡ (1 + pkH˜ k) (modpk)
≡ 1 (modpk). 
Example 3.7. Let F(X)= 5X−3 +X − 10X2 be a fps over Z125. From Theorem 3.8, we have H˜ (X)= (X−4 − 2X).
Then, the inverse of F is given by
F−1(X) = 3−1X−1[1 − 5H˜ (X) + 25H˜ (X)2]
= X−1[1 − 5(X−4 − 2X) + 25(X−4 − 2X)2]
= 25X−9 − 5X−5 − 100X−4 + X−1 + 10 + 100X.
Then the local rule f −1 according to the ﬁnite fps F−1 is
f −1(x−1, . . . , x9) = 100x−1 + 10x0 + x1 − 100x4 − 5x5 + 25x9 (mod 53).
Let T −1
f−1[−1,9] be the one-dimensional linear CA associated with f
−1
. From Theorem 3.1, we have
P = {0} ∪ {j : gcd(j , 5) = 1} = {0, 1}, L = 0, R = 1,
thus the topological entropy is
H(ZZ125, T
−1
f−1[−1,9]) = 1. log 125.
As mentioned in the Introduction, one of the fundamental invariants in ergodic theory is the notion of entropy, both
topological and measure-theoretical. Let h(T −1f−1[−1,9]) be the measure entropy of T
−1
f−1[−1,9] with respect to . A
probability measure  satisfying h(T −1f−1[−1,9]) =H(ZZ125, T −1f−1[−1,9]) is said to be of maximal entropy (see [1,5] for
details). Thus, these measures carry the maximal amount of information of the system. From Example 3.7, we conclude
that the value 1. log 125 is the maximal amount of information that can be carried by the measure , where  is the
uniform Bernoulli measure (see [1]).
Theorem 3.8. Let m = pk11 pk22 · · ·pkhh and F(X) = rX−r − p1p2 · · ·phXr be the ﬁnite fps associated with a one-
dimensional linear CA with radius r over ring m, where gcd(r , pi) = 1 for all i = 1, . . . , h. Then
H(ZZm, Tf [−r,r]) =H(ZZm, T −1f−1[−(2k−1)r,−r]) = r logm.
Proof. For pkii the inverse of ﬁnite fps F(X) = rX−r − p1p2 · · ·phXr is
F−1i (X) = −1r Xr
⎛
⎝1 +
ki−1∑
j=1
(pi	iX
2r )j
⎞
⎠
.
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It is easy to see that F(X) · F−1i (X) ≡ 1 (modpkii ), where 	i = (p1p2 · · ·ph)/pi · r . From Lemma 3.3, we conclude
that the inverse of F(X) over Zm is
F−1(X) =
h∑
i=1
ii
−1
r X
r
⎛
⎝1 +
ki−1∑
j=1
(pi	iX
2r )j
⎞
⎠ , (3.5)
where i =m/pkii . Since gcd(pi, r )=1 we can ﬁnd i such that ii ≡ 1 (modpkii ) for all i=1, 2, . . . , h. It is obvious
that F(X) · F−1(X) ≡ 1 (modm). Thus, F−1(X) is the inverse of F(X). Now let us compute the topological entropy
of Tf [−r,r] and T −1f [−r,r], respectively. If F(X) = rX−r − p1 · p2 · · ·phXr (modm), then the local rule f associated
with F is as follows:
f (x−r , . . . , xr ) = − p1.p2 · · ·phx−r + −rxr (modm)
= (p1 · p2 · · ·ph(pk1−11 · · ·pkh−1h − 1)x−r + rxr ) (modm).
For all i = 1, 2, . . . , h from Theorem 3.1, it is obtained Pi = {0, r} and Li = 0 and Ri = r . Thus, we get
H(ZZm, Tf [−r,r]) = r logm.
Let k = max{ki} for all i = 1, 2, . . . , h. From (3.5) we can state
F−1(X) = a1Xr +
k∑
i=2
aiX
(2i−1)r
. (3.6)
The local rule f −1 associated with fps in (3.6) can be obtained as follows:
f −1(x−(2k−1)r , . . . , x−r ) = a1x−r +
k∑
i=2
aix(1−2i)r (modm), (3.7)
where it is clear that gcd(a1, pi) = 1 and pi | ai for all i = 1, . . . , h. From Theorem 3.1, we get
H(ZZm, T
−1
f−1[−(2k−1)r,−r]) = r logm. 
Example 3.9. For m = pk , the inverse over Zkp of F(X) = X−r − pXr is
F−1(X) = Xr
⎛
⎝1 +
k−1∑
j=1
(pX2r )j
⎞
⎠
= Xr + pX3r + p2X5r + · · · + pk−1X(2k−1)r .
If the local rules associated with F and F−1 are f and f −1, respectively. Then, we have
H(ZZ
pk
, Tf [−r,r]) =H(ZZpk , Tf−1[−(2k−1)r,−r]) = j k logp.
Remark 1. Let Tf [−r,r] be a one-dimensional invertible CAwith local rule f (x−r , . . . , xr )=∑ri=−rixi (modm) and
let m = pk11 · · ·pkhh be the prime factor decomposition of m. Let T −1 be the inverse of Tf [−r,r]. Then the topological
entropy of T −1 does not depend on the radius of local rule f [−r, r].
In [12], it is known that the kth iteration T kf [l,r] of the CA-map Tf [l,r] generated by the rule f coincides with the
CA-map Tf k[kl,kr].
Corollary 3.10. Let m = pk11 pk22 · · ·pkhh and the local rule f be
f (x−r , . . . , xr ) = −p1 · p2 · · ·phx−r + rxr (modm).
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and gcd(r , m) = 1. Then, we have
H(ZZm, T
n
f [−r,r]) =H(ZZm, Tf n[−nr,nr]) = nr logm.
Proof. Then the ﬁnite fps F associated with f is
F(X) = X−r [r − p1.p2 · · ·phX2r ].
From Lemma 3.3, we have
Fn(X) = X−nr ([r − p1 · · ·phX2r ])n
= X−nr
n∑
v=0
(
n
v
)
n−vr (−1)v(p1 · · ·ph)vX2rv
= nr X−nr +
n∑
v=1
(
n
v
)
n−vr (−1)v(p1 · · ·ph)vX2rv .
Then nth iteration of the local rule f associated to the ﬁnite fps F is as follows:
f n(x−nr , . . . , xnr ) =
n∑
v=1
(
n
v
)
n−vr (−1)v(p1 · · ·ph)vx−2rv + nr xnr (modm)
From Theorem 3.1 (see [3] for details), we have
Pi = {0, nr}, Li = 0, Ri = nr for all i = 1, . . . , h.
Thus, we get
H(ZZm, T
n
f [−r,r]) =H(ZZm, Tf n[−nr,nr]) = nr logm. 
4. Conclusions
In this paperwe have tried to compute the quantity of topological entropy of invertible one-dimensional linearCAover
the ring Zm and its inverse.We have shown that if one-dimensional linear CA is invertible, then topological entropies of
the CA and its inverse are equal. One of the interesting parts of this paper is the idea of using the simple characterization
of the invertibility of an invertible one-dimensional linear CA over the ring Zm to compute the topological entropy.
Therefore, we think that our approach will give a possibility of comparing the topological entropies of invertible multi-
dimensional CA deﬁned on alphabets of composite cardinality and its inverse. In [4], Akın and S¸iap have investigated
invertible CA over the Galois rings. Thus, similar computations and explorations of CAs over different rings remain to
be of interest.
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