We report a study of atomic motion in time-dependent optical potentials. We measure momentum transfer in parameter regimes for which the classical dynamics are chaotic, and observe the quantum suppression of chaos by dynamical localization. The high degree of control over the experimental parameters enables detailed comparisons with theoretical predictions, and opens new avenues for investigating quantum chaos.
I. INTRODUCTION
The past few years have seen a resurgence in the use of classical mechanics in the description of strongly perturbed and strongly coupled quantum systems in atomic physics ͓1,2͔, where the traditional perturbative treatment of the Schrödinger equation breaks down. In particular, recent advances in classical nonlinear dynamics and chaos have had important applications in the description of the photoabsorption spectrum of Rydberg atoms in strong magnetic fields ͓3͔, the microwave ionization of highly excited hydrogen atoms ͓4͔, and the excitation of doubly excited states of helium atoms ͓5͔. These examples, together with recent work on mesoscopic systems ͓6͔, explore classical-quantum correspondence in situations that exhibits chaos in the classical limit, an area of study referred to as ''quantum chaos'' ͓7͔.
Parallel developments in laser cooling and trapping techniques have led in recent years to spectacular advances in the manipulation and control of atomic motion ͓8͔. At the ultracold temperatures that are now attainable, the wave nature of atoms becomes important. These advances have led to the development of the new field of atom optics ͓9͔. Until recently, the primary focus in atom optics has been the development of optical elements such as atomic mirrors, beam splitters, and lenses for atomic de Broglie waves. Our work has emphasized the regime of time-dependent potentials, and hence of dynamics, in atom optics. In particular, we study momentum distributions of ultracold atoms exposed to timedependent, one-dimensional, optical dipole forces that are typically highly nonlinear. Thus the classical motion can become chaotic. As dissipation may be made negligibly small in this system, quantum-mechanical effects can become important. Our work has established that these features together make atom optics a simple and controlled setting for the experimental study of quantum chaos ͓10͔.
A particular focus for our discussions is the phenomenon of dynamical localization ͓11͔, which is an important mechanism for the quantum suppression of classical chaotic dynamics. Though initially predicted in a simple timedependent paradigm system called the ␦-kicked rotor, it has been since shown to be a universal effect in a class of dynamical systems ͓12͔. In brief, the chaotic evolution of a classical ensemble of particles results in a diffusive growth of energy. Under certain conditions, however, the quantum dynamics follows this growth only for a limited time, called the break time, after which it saturates. At this point, the particles also assume a distinctive exponential probability distribution in momentum ͑in the one-dimensional case͒. This numerically observed effect has also been shown to be closely related to Anderson localization, which describes a metal-insulator transition at low temperatures ͓13,14͔. This paper describes our work on the interaction of an ensemble of cold atoms with two particular time-dependent optical potentials. Both optical potentials were created by the interaction of the atoms with a standing wave of light. The first interaction was a direct realization of the paradigm kicked system. By contrast, the second was a continuoustime interaction, which nonetheless exhibited the same phenomenon of dynamical localization. Together, these experiments and the accompanying analysis have provided a controlled context for the study of dynamical localization and quantum chaos ͓10͔.
This paper starts with this introduction, and continues in Sec. II with a background description of the interaction between the cooled atoms and the standing wave in our experiment, and of the simulations used to model the interaction. Section III proceeds with a detailed description of our experimental realization of this system, including the method by which we cooled the atomic sample to create the initial conditions for the interaction, the system for making the standing wave that imposed the interaction potential, and the techniques for measuring the final momentum distribution of the atomic sample after the interaction. Section IV presents the experiments that realized the kicked rotor, and Sec. V concerns the experiments in which the atomic sample was exposed to a continuous phase-modulated standing wave. These two sections each present a classical analysis of the system, and describe how the quantum predictions differ from this analysis. In addition, Sec. IV presents our observations and analyses of quantum resonances. The work is summarized in Sec. VI.
Consider a two-level atom of transition frequency o interacting with a standing wave of near-resonant light. If the standing wave is composed of two counterpropagating linearly polarized beams, each with field amplitude E o ŷ and wave number k L ϭ2/ L ϭ L /c, then the atom is subjected to an electric field E ជ (x,t)ϭ2E o ŷ cos(k L x)cos( L t), where x and p are the center-of-mass position and momentum of the atom.
If the laser light is tuned far from atomic resonance, it can be shown ͓15,16͔ that the center-of-mass motion of the atom in the standing-wave field can be described by a onedimensional Schrödinger equation for a point particle, with a Hamiltonian given by
Here M represents the mass of the atom. The potential has a period of one-half the optical wavelength, and an amplitude V o that is proportional to the intensity of the standing wave and inversely proportional to its detuning, V o ϭ 2 3 ប(⌫/2) 2 I/␦ L I sat , where ⌫ is the linewidth of the transition and I is the intensity ͑irradiance͒ of each of the beams in the standing wave, the detuning is given by ␦ L ϵ L Ϫ o , and I sat ϵប o ⌫/3 L 2 is the saturation intensity for the transition. For the D 2 transition in sodium atoms, the saturation intensity has a value of I sat ϭ6 mW/cm 2 . In the case where the two constituent beams of the standing wave are not perfectly matched, I represents the geometric mean of their two intensities.
The Hamiltonian in Eq. ͑1͒ is readily recognized as the simple pendulum or rotor, except that the conjugate variables are now position and momentum rather than the usual angle and angular momentum. This distinction becomes relevant for some quantum applications, as described in Sec. IV D and in Ref. ͓17͔. The pendulum equation is an important starting point in the study of nonlinear dynamics, and the optical system represented by Eq. ͑1͒ is a valuable realization of this one-dimensional paradigm.
B. Time-dependent interaction
Equation ͑1͒ illustrated the realization of a system in which the atomic motion is analogous to the behavior of a pendulum. We can exploit the control available in the experiment on the optical standing wave to achieve more interesting systems. By adding a time dependence to the laser intensity, we can vary the amplitude of the potential as a function of time. Also, by differentially shifting the optical phases ͑or frequencies͒ of the beams that compose the standing wave, we can vary its position ͑or velocity͒ as a function of time. With these considerations, we see that the electric field of the standing wave takes the form E ជ (x,t) ϭŷ E o F 1 (t)cos͕k L ͓xϪF 2 (t)͔͖cos( L t), where F 1 (t) and F 2 (t) represent the controls applied to the amplitude and phase, respectively, of the optical standing wave. The time scales for these controls ranged between ϳ25 ns ͑the response time of our optical modulators͒ and milliseconds ͑the duration of the experiments͒. The amplitude and phase modulations were therefore slow compared to the parameters o and ␦ L relevant to the derivation of Eq. ͑1͒, so they change that equation by simply modifying the amplitude and phase of the sinusoidal potential. The generic time-dependent potential thus has the form
The parametric dependence of this system becomes clear on switching to dimensionless variables of time (ϭt/t u ), displacement along the standing wave (ϭ2k L x), and the atomic momentum (ϭ p 2k L t u /M ). In these scalings, the quantity t u is an appropriate time scale chosen with regard to the time dependence of the interaction. These transformations, together with an energy scale defined by H (,,) ϭH(x,p,t)8 r t u 2 /ប, lead to the dimensionless Hamiltonian
The scaled potential amplitude here is kϵV o 8 r t u 2 /ប, and f amp and f ph represent the amplitude and phase controls imposed on the optical standing wave. The recoil-shift frequency r ϭបk L 2 /2M is a characteristic of the atomic transition. In these transformed variables, the Schrödinger equation in the position representation becomes
The dimensionless quantization scale k -results from the commutation relation between momentum and position ͓,͔ϭi k -, and is given by k -ϵ8 r t u . As with the classical analyses of this system, the quantum analysis is similar to that of a pendulum. In the quantum picture, however, it is important to note a distinction between our system and a pendulum. As noted earlier, the conjugate variables for this system are position and momentum rather than angle and angular momentum. The distinction is one of more than nomenclature. The basis states for a pendulum have the spatial boundary condition ⌿ l (ϩ2)ϭ⌿ l (). In contrast, the basis states for an atom in the optical potential have the more general Bloch condition ⌿ l (ϩ2) ϭe i2 ⌿ l (), where indicates the quasimomentum of the basis state. A quantum description of the atom's dynamics must therefore consider the general case where the eigenstates have different values of quasimomentum.
Another general note on this transformation concerns the measure of the atomic momentum. Since an atom interacts with a near-resonant standing wave, its momentum can be changed by stimulated scattering of photons in the two counterpropagating beams. If a photon is scattered from one of these beams back into the same beam, the result is no net change in the atom's momentum. But if the atom scatters a photon from one of the beams into the other, the net change in its momentum is two photon recoils. The atom can thus exchange momentum with the standing wave only in units of 2បk L ϭ2 recoilsϭ6 cm/sϫM . This quantization of momentum exchange can also be seen by considering the effect of the optical potential on an atomic plane wave with momentum p o . Because of the optical potential's spatial periodicity, it couples the plane wave only to an evenly spaced ''ladder'' of plane waves with momenta p o Ϯ2nបk L . Thus the exchange of momentum is restricted to multiples of 2បk L .
Since the atomic momentum is naturally measured in this unit of momentum transfer, we use the quantity p/2បk L when describing measured momenta in this paper. In the transformed, dimensionless units, this quantity is
For a sample of atoms initially confined to a momentum distribution narrower than one recoil, the discreteness of the momentum transfer would result in a final momentum distribution characterized by evenly spaced peaks, with the peaks located on the ladder of coupled momentum states. In our experiments, the initial momentum distributions were significantly wider than two recoils ( po /2បk L ϳ2.3), so the observed final momenta had smooth distributions rather than discrete structures.
C. Simulations
A careful characterization of the experimental conditions is necessary for a detailed comparison with theoretical predictions, both analytical and numerical. This motivation leads naturally to the question of what initial state should be used in the quantum simulations to model the initial sample of atoms used in the experiment. The choice is motivated by several factors.
Our initial atomic sample was prepared in a magnetooptic trap that cooled the sodium atoms to a distribution that was Gaussian in momentum and position. Although the wave functions for individual atoms in the sample were not known, the ensemble of atoms had a well-characterized distribution. As described below in Sec. III, the rms momentum width of the distribution was roughly 4.6បk L ͑or, in scaled units, ϳ2.3), and its spatial width was large in comparison to the period of the standing wave. It should be noted that the atoms in the atomic sample are essentially noninteracting, and so the observed effects are essentially singleparticle effects. Thus a wave packet evolving according to the Schrödinger equation would be a natural choice to describe the behavior of the atomic sample. In our choice of the initial wave packet, we considered that the initial sample of atoms was directly measured to have a Gaussian distribution in momentum. The spatial and momentum widths of the distribution are unrelated, precluding the use of a single minimum-uncertainty wave packet, although a superposition of minimum-uncertainty packets ͓18͔ can be used. Also, as illustrated by the analysis of the quantum resonances in Sec. IV D, the calculation can be performed by time-evolving an ensemble of initial plane-wave states weighted by the Gaussian distribution and summing the final probability distributions.
In our space-time integration of the Schrödinger equation, the initial state is a ''squeezed'' Gaussian wave packet
where Aϵ(1Ϫ2i / k -)/4 2 . This wave packet has centroid ͑mean͒ values of position and momentum given by and . Its variances 2 , 2 , and ϵ͗(Ϫ )(Ϫ ) ϩ(Ϫ )(Ϫ )͘/2 are related by the uncertainty condition 2 2 ϭ( k -/2) 2 ϩ 2 . With this wave packet, the initial widths in and may be independently specified by adjusting the anticommutator to maintain the uncertainty condition. In our simulations we chose the momentum width to match the measured initial value in the experiment, and set the spatial width to be large with respect to a period of the standing wave (2 in these units͒. Although it is clear that Eq. ͑6͒ is a very special initial condition with special coherence properties, simulations using this wave packet agree well with the observations from our experiments to observe dynamical localization. This agreement will be seen in our analyses of quantum resonances ͑Sec. IV D͒. As will be shown by our simulations of the modulated standingwave system ͑Sec. V C͒, there is also very close agreement between our squeezed-wave-packet analysis and results obtained using plane-wave and coherent-state superpositions. The agreement among these calculations and with the experimental observations indicates that the dynamics of localization is not sensitive to the form of the initial condition. In some sense, this is not surprising. The classical chaotic dynamics leads to a randomization of phase in the quantum evolution ͑readily seen from an analogy with Anderson localization ͓13͔͒. This randomization destroys any special coherences present in the initial condition; thus any coherence in the final distribution is a result purely of the dynamics. A detailed analysis of the more complicated issue of mixed versus pure state evolution in the context of these experiments will be presented elsewhere ͓19͔.
III. EXPERIMENTAL METHOD
The experimental study of momentum transfer in timedependent interactions consists of three important components: the initial conditions, the interaction potential, and the measurement of atomic momentum. The initial distribution ideally should be narrow in position and momentum, and should be sufficiently dilute so that atom-atom interactions can be neglected. The time-dependent potential should be one dimensional, for simplicity, with full control over the amplitude and phase. In addition, noise and dissipation must be minimized to enable the study of quantum effects. Finally, the measurement of final momenta after the interaction should be highly sensitive and accurate. It is possible to realize all these conditions using the techniques of laser cooling and trapping. This section describes the apparatus and techniques used in our experiments. Further details on the realization of these experiments can be found in Ref.
͓20͔.

A. Initial conditions
Our initial conditions were a sample of ultracold sodium atoms that were trapped and laser-cooled in a magneto-optic trap ͑MOT͒ ͓8,21͔. The atoms were contained in a quartz ultrahigh-vacuum cell at room temperature. The trap was formed with three pairs of counterpropagating, circularly polarized laser beams with diameters of roughly 2 cm. These beams intersected in the center of the glass cell, together with a magnetic field gradient provided by current-carrying wires arranged in an anti-Helmholtz configuration. This ϩ -Ϫ configuration is standard, and is used in many laboratories. A dye laser supplied the MOT beams. The laser was locked by saturated-absorption FM spectroscopy to a frequency 65 MHz to the blue of the (3S 1/2 ,Fϭ2)
Using this scheme, we trapped approximately 10 5 atoms into a cloud that had a Gaussian distribution in position with a rms width of xo ϭ0.12-0.17 mm. The sample of atoms had a Gaussian distribution in momentum, with a spread of po ϭ4.6-6បk L , corresponding to a temperature of 25-45 K. ͑The accuracy of these measurements was better than the variation in MOT size and momentum.͒ This confined, cold distribution defined the initial conditions of the sample of atoms before they were exposed to the interaction potential.
B. Interaction potential
A second dye laser provided the optical standing wave that formed the interaction potential. This laser was typically tuned 5Ϫ10 GHz from resonance. Different beam configurations were used in the experiments described here, with acousto-optic and electro-optic modulators controlling the time-dependent amplitude and phase. Figure 1͑a͒ shows the configuration for the modulated standing-wave experiment of Sec. V. An acousto-optic modulator ͑AOM2 in the figure͒ turned the interaction potential on and off with a 10Ϫ90 % switching time of 25 ns. The beam's power was monitored on a photodiode ͑PD1͒. The light was then split into a pair of spatially filtered beams that overlapped to form a standing wave intersecting the trapped atoms in the vacuum cell. These two beams were considerably wider than the distribution of atoms, with typical waists of 1.9 mm. An electro-optic modulator ͑EOM2͒ shifted the phase of one of the beams, and hence the position of the standing wave along its axis. The magnitude of this shift was determined by inserting the Mach-Zehnder interferometer indicated by the dashed lines in Fig. 1͑a͒ and analyzing the PM sidebands in the heterodyne signal on photodiode PD2. The velocity of the standing wave in the lab frame also could be varied by introducing a differential frequency shift between the two beams with two more acousto-optic modulators ͑AOM3 and AOM4͒. These elements provided the control, indicated by F ph (t) in Eq. ͑2͒, over the position-or phase-of the standing-wave potential as a function of time.
To modulate the phase of the potential, we varied the phase of one of the two laser beams that make the standing wave. The electro-optic modulator EOM2 in Fig. 1͑a͒ provided this control. By applying an oscillating drive V EO sin m t we modulated the phase of the beam with an amplitude V EO /V , and gave the phase of the standing wave a time dependence sin m t, with ϵ2k L ⌬L ϭ ϩ -Ϫ configuration, to provide cooling and trapping ͑molasses and MOT͒. The standing-wave beam is the source of the interaction potential for the trapped and cooled sodium atoms. For the experiments of Sec. V, the standing wave was constructed of two counterpropagating beams with separate frequency shifts as depicted in part ͑a͒ of this figure. A differential shifting of the two beams provided the required control on the velocity of the standing wave. For the experiments of Sec. IV, the layout in ͑b͒ was used to provide the required control over the standing-wave amplitude while holding its position fixed.
To calibrate the modulation index with the voltage applied across the EO, we performed an optical heterodyne measurement, as shown by the dotted lines in Fig. 1͑a͒ . During the calibration, AOM4 imparted a 40-MHz frequency offset in the beam that passed through it, and EOM2 added a phase modulation of sin m t. The signal from photodiode PD2 was observed on a spectrum analyzer. A beat note at 40 MHz was seen, along with frequency sidebands at plus and minus integer multiples of m /2ϭ1.3 MHz away from 40 MHz. These sidebands had amplitudes given by the Bessel functions of the modulation index: the amplitude of the nth-order sideband scaled with J n (). By varying the amplitude V EO of the rf drive to EOM2, the frequency sidebands go to zero as the corresponding Bessel functions go through a zero. By correlating the applied voltages V EO that led to zeros in the sidebands with the corresponding modulation indices, a calibration between voltage and modulation index was acquired. Since the modulation index was substantially linear in the applied voltage, interpolation between the calibrated points provided a measure of the values of used in the experiments with an accuracy of better than 1%.
For the kicked rotor experiments described in Sec. IV, a simpler configuration was used. In these experiments, the position of the standing wave was fixed, and its amplitude was varied to produce the time-dependent interactions. The interaction Hamiltonian thus had the form of Eq. ͑2͒, with F ph (t) fixed and the time dependence imposed through F amp (t). The configuration for these experiments is depicted in Fig. 1͑b͒ . The standing wave was formed here by training the beam directly onto the atomic sample and retroreflecting the beam with mirror M 2, effectively doubling the available power while providing a fixed node in the standing wave at the surface of the retroreflecting mirror. The initial element ͑AOM5͒ was an acousto-optic modulator that could diffract 80% of the optical power into the first-order spot. This fast modulator, with a 10% to 90% rise time of 25 ns, provided the amplitude modulation of the interaction beam. The next acousto-optic modulator ͑AOM6͒ provided additional amplitude control for experiments in which we carried out preliminary studies of the effects of amplitude noise on the dynamics. Photodiode PD1 monitored the temporal pulse profiles during the experiments. These profiles were digitized and stored for later analysis. To measure the phase stability of the standing wave, a Michelson interferometer was constructed by inserting a beam splitter as shown by the dashed marks in Fig. 1͑b͒ . This measurement indicated that the standing-wave phase at the atomic sample was stable to within a few percent of a period for times up to 100 s.
To what extent is Eq. ͑1͒ a good representation of a sodium atom exposed to the optical standing wave in these experiments? The assumptions used in the derivation of this equation are appropriate for these systems. The two-level atom model and the rotating-wave approximation are well justified for the optical-frequency transition. Also, an adiabatic elimination of the excited-state amplitude is appropriate for detunings ␦ L that are large in comparison to the linewidth ⌫ and the recoil-shift frequency r , which are both characteristics of the atomic transition. Specifically, for the sodium D 2 transition ⌫/2ϭ10 MHz and r /2ϭ25 kHz. Our experimental detunings of several GHz clearly satisfied these conditions. The large detuning also led to a small probability of spontaneous emission during the experiments. It is also important to note that for the sodium D 2 transition in linearly polarized light, the light shift was the same for all the m F sublevels. As a consequence, it was not necessary to prepare the atoms in specific m F sublevels for them to experience the same optical potentials in the experiment.
The one-dimensional nature of Eq. ͑2͒ comes from the assumption that the laser beams have spatially uniform transverse profiles. In these experiments the width of the atomic sample ( xo ϳ0.15 mm rms͒ during the illumination by the standing wave was small compared to the width of the laser profile ͑which had a 1/e field waist of w o ϳ1.9 mm͒, so the transverse variations in the potential were indeed small. The optical potential also had an uninterrupted periodic structure over the entire spatial extent of the atomic sample. Since the standing wave had a coherence length ͑tens of meters͒ that was large compared to the difference in pathlength taken by its two component beams (ϳ1 m͒, the periodicity of the potential was coherent over the entire region of the atomic sample. Unlike the periodic potentials in condensed matter systems, this realization is thus effectively free from imperfections in the lattice periodicity as well as from dissipation mechanisms such as phonon scattering.
C. Measurement of the atomic momentum
Our original vision of these experiments involved an atomic beam whose transverse momentum distribution would be affected by interactions with the standing wave. The interactions could then be characterized by observing the transverse spatial distribution of the atomic beam some distance after it had passed through the standing wave. A very important simplification in the design of these experiments was the formulation of an alternative scheme for measuring the momentum transferred to the atoms from the standing wave.
The method we developed to make this measurement greatly simplified the data collection and obviated the need for an atomic beam altogether. The method is illustrated in Fig. 2 . Panel ͑a͒ of this figure shows the initial condition of a spatially confined and cooled atomic sample created by the MOT. After being exposed to the interaction potential in our experiments, as shown in panel ͑b͒, the atoms had a new momentum distribution, but the duration of the interactions was short enough that their spatial distribution remained essentially unchanged. They were then allowed to drift in the dark for a controlled duration t drift of a few milliseconds, as illustrated in panel ͑c͒. During this time, the atoms underwent ballistic motion and their momentum distribution resulted in a widened spatial distribution. We then measured the spatial distribution of the atoms. Their motion was frozen by turning on the optical trapping beams in zero magnetic field to form optical molasses ͓8͔, as shown in panel ͑d͒. Under these conditions of ''freezing molasses'' the atoms' motion is rapidly damped, and for short times ͑tens of ms͒ their motion is negligible in comparison to the dimensions of the sample. A charge-coupled-device ͑CCD͒ camera was used to image the fluorescence of the atoms in this molasses. The resulting image recorded the new spatial distribution of the atoms, and since we knew the time of flight t drift we were able to derive the atomic momentum distribution from the spatial distribution. The entire sequence of the experiment was computer controlled.
IV. KICKED ROTOR
The classical ␦-kicked rotor, or the equivalent standard mapping, is a textbook paradigm for Hamiltonian chaos ͓22,7͔. The Hamiltonian for the problem is given by
The evolution consists of a series of impulses, spaced equally in time, whose strengths are governed by the free motion between successive kicks. The magnitude K of the impulse is called the stochasticity parameter; it is this quantity that controls the dynamics for the system.
Using a Fourier expansion, Eq. ͑7͒ can be rewritten as
The potential here is a series of pendulumlike terms, each of which has the form of the potential in Eq. ͑1͒. These terms, however, are displaced in velocity by d/dϭ2m. For small values of K, the phase portrait of this system is similar to that of the simple pendulum, but it is periodic along the momentum axis. Instead of having one island of closed librational orbits, it has an infinite number of such islands. Each of these nonlinear resonances corresponds to one of the pendulumlike terms in Eq. ͑8͒. According to the stationary-phase condition, the phase space is described by nonlinear resonances spaced regularly in momentum at d/dϭ m ϵ2m. The width of each resonance depends on the amplitude of the corresponding potential term. In the ␦-kicked rotor of Eq. ͑8͒, these amplitudes all have the uniform value K. For sufficiently large values of K, neighboring resonances ''overlap'' with each other. That is, particles starting at points in phase space between the resonances will exhibit chaotic motion. The quantum version of this problem has also played an important role in the field of quantum chaos, and a wide range of effects has been predicted ͓23͔.
In our realization, we have the cosine potential of the standing wave multiplied by a train of pulses with finite amplitude and pulse width. This system was analyzed previously in the context of molecular rotation excitation ͓24͔. To achieve a system of the form in Eq. ͑7͒, we fixed the phase of our standing wave but turned its amplitude on and off in a series of N short pulses with period T. The optical arrangement was described in Sec. III ͓Fig. 1͑b͔͒. The result was an interaction that can be described by the Hamiltonian of Eq. ͑2͒ with F amp ϭ ͚ nϭ1 N F(tϪnT) and F ph ϭ0:
Here the function F(t) is a narrow pulse in time centered at tϭ0 that modulates the intensity of the standing wave. The sum in this equation represents the periodic pulsing of the standing wave: its amplitude V o is multiplied by a value in the range 0рF(t)р1. The fast acousto-optic modulator ͓AOM5 in Fig. 1͑a͔͒ provided the amplitude modulation of the standing wave to form the pulse train ͚F(t). This modulator had a 10Ϫ90 % rise and fall time of 25 ns. The computer that controlled the experiment downloaded the desired number of pulses and pulse period to a programmable arbitrary wave form generator, which in turn triggered the fast pulse generator. The programmed profile had a constant amplitude, but because of signal limitations in the pulse generator and in AOM5, each pulse had a rounded profile. The consequences of this rounding are discussed below.
With the scaling introduced in Sec. II and the unit of time taken to be T, the period of our pulse train, the Hamiltonian for this system becomes The train of ␦ functions in Eq. ͑7͒ has been replaced here by a series of normalized pulses f ()ϭF(T)/͐ Ϫϱ ϱ F(T)d. The scaled variable ϭt/T measures time in units of the pulse period. As described earlier, ϭ2k L x is a measure of an atom's displacement along the standing-wave axis, and ϭp 2k L T/M is the dimensionless momentum.
In addition to the temporal profile of the pulses, the experimental parameters that determine the classical evolution of this system are contained in the stochasticity parameter K, FIG. 2 . Procedure for measuring the atomic momentum distribution. After the reproducible initial preparation of a spatially confined and cooled sample of atoms ͑a͒, the atoms were exposed to an interaction potential ͑b͒. To measure the effect of the interaction on the sample's momentum distribution, the atomic sample was then allowed to expand freely for a controlled time t drift ͑c͒ that was long in comparison to the interaction time from step ͑b͒. After the free expansion, the final spatial distribution was frozen in optical molasses ͑d͒ and imaged. The final momentum distribution was then determined by deconvolving the initial spatial distribution from the final spatial distribution, and by considering the time t drift over which the expansion occurred.
while the quantum evolution depends additionally on the parameter k -. In terms of the physical parameters of Eq. ͑9͒, these two dimensionless quantities are
Here t p is the full width at half maximum ͑FWHM͒ duration of each pulse, and ␣ϵ͐ Ϫϱ ϱ F(t)dt/t p is a shape factor that characterizes the integrated power for a particular pulse profile: it is the ratio of the energy in a single pulse to the energy of a square pulse with the same amplitude and duration. For a train of square pulses, ␣ϭ1, while for Gaussian pulses, ␣ϭ(/4 ln 2) 1/2 ϭ1.06. These two cases provide effective bounds for the experimentally realized pulses. As discussed in the following analysis, the exact shape of the pulses does not significantly affect the experimental results if the pulses are sufficiently narrow in time.
A. Classical analysis
The classical equations of motion for the ideal ␦-kicked rotor can be integrated over a single impulse, resulting in the Chirikov-Taylor map or ''standard map'' ͓22,25͔. Calculations with this map show chaotic diffusion for values of K greater than ϳ1 ͓26͔. Extensive theoretical and numerical studies have been carried out on the ␦-kicked rotor ͓23͔.
These studies, however, have typically considered the ideal limit of ␦-function pulses. It is important to consider what effects are introduced by the finite width and amplitude of our experimental pulses.
To assess the effects of a finite pulse-width, consider the case where the pulse profile f () is Gaussian with an rms width rms . The potential from Eq. ͑10͒ can be expanded in a discrete Fourier series:
with
The nonlinear resonances are located at m ϭ2m. This expansion is similar to the resonance structure of the ␦-kicked rotor described above ͓Eq. ͑8͔͒. In Eq. ͑12͒, however, the widths of successive resonances decrease because of the exponential term in the coefficients K m . Thus the phase portrait of this system is not periodic along the momentum axis ͓as was the case for the system of Eq. ͑8͔͒. It does, of course, retain the spatial periodicity imposed by the periodicity of the standing wave potential.
Since the coefficient K m is the amplitude of a nonlinear resonance centered at a velocity of d/dϭ2m, it is an effective stochasticity parameter for atoms with momentum
indicates that the effective stochasticity parameter experienced by an atom falls off with increasing magnitude of the atom's momentum. The details of the falloff are governed by the actual pulse profile. In general, the effective stochasticity parameter K m is given by the Fourier coefficients of the pulse profile, and can be calculated from the experimental pulse train.
The nonzero pulse widths thus lead to a finite number of significant resonances in the classical dynamics. The diffusion resulting from the overlapping resonances is therefore restricted to a band in phase space, limited by an upper momentum boundary and a lower momentum boundary, as shown in Fig. 3 . The boundaries to this band of diffusion can be estimated, using Eq. ͑13͒, to find the momenta at which the effective stochasticity parameter drops below a value of ϳ4.
The width of the band of diffusion is experimentally controllable. Although the unbounded phase space corresponding to ideal ␦-function pulses cannot be practically reached, the width of the band can be made arbitrarily large by decreasing the pulse duration and increasing the well depth. This can be seen as a limiting case of the result in Eq. ͑13͒, with K fixed and rms →0 ͑that is, under conditions of large well depth V o and infinitesimal pulse width t p ). Although Eq. ͑13͒ was derived for a Gaussian pulse profile, the widening of the band of diffusion is a general effect that can be achieved by decreasing the pulse duration for any pulse profile.
It is important to note that it is not necessary to have an infinitesimal pulse width to model the ␦-kicked rotor. In practice, it is sufficient to choose a pulse width that ensures both that the chaotic band is significantly wider than the range of atomic momenta accessed in the experiment, and that K m is approximately uniform over this range. These conditions can be achieved by using a sufficiently short pulse duration.
The classical phase portrait shown in Fig. 3 illustrates the bounded region of chaos that arises from the finite pulse duration under typical experimental parameters. The central region of momentum in this phase portrait is in very close correspondence with the ␦-kicked rotor model with K FIG. 3. Poincaré surface of section for the kicked rotor using a train of Gaussian pulses of width t p /Tϭ1/15.8 ͑FWHM͒ to simulate the experimental sequence. The stochasticity parameter in this calculation is Kϭ11.6. The central region of the portrait shows the chaotic motion expected for this value of the stochasticity parameter. Bounded regions due to the finite pulse width are also evident.
ϭ11.6. This stochasticity parameter is well beyond the threshold for global chaos.
Classically, then, the atoms are expected to diffuse in momentum until they reach the momentum boundary that results from the finite pulse width. According to a classical model, the energy of the system ͗ 1 2 (p/2បk L ) 2 ͘ grows linearly in time. In terms of the number of pulses N, this energy
2 N/4k -2 .
B. Quantum predictions
The existence of manifestly quantum mechanical behavior in classically chaotic systems has been widely studied and documented over the past several years. The ␦-kicked rotor has played an especially important role in these studies because of its well-characterized classical limit and the simple, analytic nature of its time-evolution operator. Of particular interest to us are two phenomena seen in the quantum evolution, dynamical localization ͓27͔ and quantum resonances ͓12͔.
A quantum analysis of this system starts with the Schrö-dinger equation ͓Eq. ͑4͔͒ for the pulsed modulation of Eq. ͑10͒. During the time span of the experiment, this equation can be written as
The temporal periodicity of the pulses can be exploited, using Floquet's theorem, to describe the dynamics entirely in terms of the Floquet states ͑the eigenstates of the singlepulse evolution operator͒ which have been studied extensively in the ideal case of f ()ϭ␦() ͓11͔. An analysis of this system by Chirikov, Izrailev, and Shepelyansky ͓28͔ shows that this system diffuses classically only for short times during which the discrete nature of the Floquet spectrum is not resolved. An analysis of that system indicates that the Floquet states of Eq. ͑14͒ are exponentially localized in momentum. Since these states form a complete basis for the system, the initial condition of an atom in the experiments can be expanded in a basis of Floquet states. Subsequent diffusion is limited to values of momentum covered by those Floquet states that overlap with the initial conditions of the experiment. As seen for the ideal rotor, the energy of the system should grow linearly with the number of kicks N, in agreement with the classical model, until a ''quantum break time'' N*. After this time, the momentum distribution approaches that of the Floquet states that constituted the initial conditions, and the linear growth of energy is curtailed. This is the phenomenon of dynamical localization. As shown in Ref.
͓13͔, an explicit analogy can be made with the phenomenon of Anderson localization by transforming Eq. ͑14͒ into the form of the tight-binding model of condensed-matter physics. The Floquet states are typically localized with an exponential distribution in momentum, ͉⌿(/ k -)͉ 2 ϳexp (Ϫ͉/k -͉/), characterized by a ''localization length'' . The momentum distribution has a 1/e half-width given by p*/2បk L ϭ*/ k -ϵ , where is the average localization length of the Floquet states. A heuristic estimate ͓28,29͔ for the localization length in terms of the stochasticity parameter and the quantization scale is ϭK 2 /4k -2 . In our experiments it was the rms momentum that we derived from each measured distribution, since its definition applies as well to the prelocalized Gaussian distributions as to the exponentially localized ones. For an exponential distribution, this quantity is larger than the localization length by a factor of ͱ2: p rms * /2បk L ϭͱ2K 2 /4k -2 . According to the heuristic estimate, is also a measure of the number of kicks before diffusion is limited by dynamical localization, so for the quantum break time we have N*ϭ ϭK 2 /4k -2 . An inherent assumption in the derivation of heuristic estimate was the lack of structure in the phase space of the system. Small vestigial islands of stability, however, do persist for values of K greater than 4. This structure introduces in the dynamics a dependence on the location of the initial conditions in phase space, which is usually characterized by fluctuations in the localization length.
It is important to consider the above two estimates of the localization length and the quantum break time when choosing experimental parameters. In order for a localized distribution to be observable, p rms * must be significantly smaller than the region enclosed by the classical boundary to diffusion. The localized momentum distribution, achieved after the quantum break time, must also be wider than the initial distribution. These two considerations dictate an upper bound of the duration of each kick. Other considerations similarly lead to constraints on the experimental parameters ͓20,15͔.
C. Experimental results and analysis
We subjected the cooled and trapped atoms to the periodically pulsed standing wave of Eq. ͑9͒, and recorded the resulting momentum distributions as was described in Sec. III. To study the temporal evolution of the atomic sample under the influence of the periodic kicks, these measurements were repeated, starting from identical initial atomic distributions and with the well depth, pulse period, and pulse duration fixed, but with increasing numbers of kicks (N). These successive measurements provided the momentum distributions at different times in the atomic sample's evolution. Such a series of measurements is shown in Fig. 4 . Here the pulse had a period of Tϭ1.58 s, and a FWHM duration of t p ϭ100 ns. For these conditions, k -has a value of 2.0. The largest uncertainty in the experimental conditions is in the well depth V o , which depends on the measurement of the absolute power of the laser beams that make up the standing wave and their spatial profile over the sample of atoms. To within 10%, the well depth for these data had a spatial rms value of V o /hϭ9.45 MHz. The pulse profile was nearly square, leading to a stochasticity parameter of Kϭ11.6, the same value as for the phase portrait in Fig. 3 .
The distributions clearly evolve from an initial Gaussian at Nϭ0 to an exponentially localized distribution after approximately Nϭ8 kicks. We measured distributions out until Nϭ50, and found no further significant change. The small peak on the right side of this graph is due to nonuniformities in the detection efficiency. As discussed in Sec. III, the relative numbers of atoms with different momenta is measured by their fluorescence intensity on a CCD camera. Factors such as spatial variations in the illuminating light and unevenness in the chamber windows between the atomic sample and the CCD camera lead to minor limitations like this on the resolution of the momentum measurements.
The growth of the mean kinetic energy of the atoms as a function of the number of kicks was calculated from the data, and is displayed in Fig. 5 . It shows an initial diffusive growth until the quantum break time N*ϭ8.4 kicks, after which dynamical localization is observed ͓30͔. The solid line in this figure represents the predicted classical diffusion; the data follow this prediction until the break time. The dashed line in the same figure is the heuristically calculated energy of the localized distribution. Though not shown here, classical and quantum calculations both agree with the data over the diffusive regime. After the quantum break time, the classical growth would slow slightly due to the falloff in K predicted by Eq. ͑13͒ for nonstationary atoms. The observed distribution would lead to a reduction of only 15% in the stochasticity parameter. Thus, the classically predicted energy would continue to increase diffusively. The measured distributions, however, stop growing, as predicted by the quantum analysis.
D. Quantum resonances
Another intrinsically quantum-mechanical effect anticipated by theoretical analyses of the ␦-kicked rotor is the phenomenon of quantum resonances, which results from appropriately-chosen values of the kicking period T. Between kicks, the atoms undergo free evolution for a fixed duration. During a free-evolution period, a plane wave with momentum p o accumulates a quantum phase proportional to its energy, and evolves by a phase factor exp͓Ϫip o
2 4 r T͔. During a kick, when the atom is exposed to the optical potential, the initial state only couples to other plane waves with momenta p o Ϯ2mបk L ͑with integer m). This restriction to a ladder of momentum states separated by two photon recoils is dictated by the periodicity of the optical potential, as discussed earlier ͑Sec. II B͒.
If the initial momentum p o is zero or an integer multiple of two photon recoils-an ''integer-momentum state,'' then particular values of the pulse period T lead to phase factors of unity for the free-evolution. This condition, known as a quantum resonance ͓12͔, occurs when the pulse period T is chosen so that the free-evolution coefficient 4 r T(ϭ k -/2) is a multiple of 2. Quantum resonances have been studied theoretically, and it was shown that at these values of the pulse period, the atoms are not expected to demonstrate localization. Instead, the atoms should show a ballistic motion, in which the energy grows quadratically with time ͓12͔. We have scanned T from 3.3 to 50 s, and observed quantum resonances when the free-evolution coefficient was chosen to be an integer multiple of . The even multiples led to a phase factor between kicks of unity; the odd multiples led to a phase factor of Ϫ1 ͑a flipping of sign between each kick͒, and exhibited similar behavior.
Our experimental results are shown in Fig. 6 . Ten quantum resonances were found for T ranging between 5 s ͑cor-responding to an evolution factor of ) and 50 s ͑10͒ in steps of 5s. Under each of these resonance conditions the atomic sample expanded to a saturated final momentum distribution-a behavior qualitatively different from the anticipated ballistic motion. The final distributions were also unlike the dynamically localized distributions discussed ear- lier, in that they did not exhibit the hallmark exponential profiles. The saturated momentum distributions as a function of T are shown in Fig. 6͑a͒ . The narrower, nonexponential profiles are the resonances, between which the exponentially localized profiles are recovered. The time evolution of the distribution at one particular resonance is shown in Fig. 6͑b͒ , from which it is apparent that the observed distribution saturates after very few kicks. Why is the observed behavior so different from the prediction of ballistic motion? The earlier analysis of quantum resonances ͓12͔ considered only the evolution of integermomentum states, so the momenta were restricted to values of pϭ2nបk L , with integer values of n. ͑In the dimensionless units, this restriction is ϭ k -n.͒ This is clearly not the appropriate basis in our experiments, in which the initial sample of atoms was an ensemble distributed continuously in momentum. An appropriate model for our experiments must recognize this continuous distribution.
The following analysis proceeds from a more general consideration of dynamics. The time-evolution operator over one kicking period is Uϭexp"Ϫi(nϩ) 2 k -/2…exp(ϪiK cos /k -), where the momentum ͑in the dimensionless units͒ is ϭ k -(nϩ) with an integer part n and a quasimomentum ͓Ϫ 1 2 , 1 2 ). When the pulse period T satisfies the condition for quantum resonances, this relation reduces to Uϭexp(Ϫik -n)exp(ϪiK cos /k -), where the first term corresponds to a linear kinetic term. ͑Here a phase that depends only on the quasimomentum has been dropped.͒ Hence the dynamics are integrable and the evolution of the wave function across the sth kick is given by s () ϭe ϪiK cos(Ϫk -)/k -sϪ1 (Ϫk -), where we have used the fact that exp(Ϫik -n) is a space-translation operator. We can iterate this relation to determine the behavior of a single plane-wave state. Starting from an initial state ⌿ 0 () with momentum o ϭ k -(n o ϩ o ), we find that after N kicks, the wave function evolves to
and with ␤ o ϭ k -o /2. Thus the final wave function has components on a ladder of evenly spaced momentum states at k -(nϩ o ). The amplitudes a n have a dependence on the number of elapsed kicks N through the ordinary Bessel functions J n . Their periodic dependence on N causes recurrences in time that are related to the ''antiresonances'' discussed recently ͓31͔ in a different context.
The quantity ͉a n ͉ 2 obtained from Eq. ͑16͒ indicates the distribution in momentum resulting after N kicks from an initial plane wave with momentum o . Note that in the special case where the initial state is an integer-momentum state ( o ϭ0), we recover the expected ballistic motion: the momentum distribution is ͉a n ͉ 2 ϭJ nϪn o 2 (NK/ k -), with an energy that grows quadratically with the number of elapsed kicks N. For initial momentum states with o 0, the motion is ballistic for a time NӶ1/␤ o , after which the wave function is bounded in momentum with a width of ϳ2K/sin ␤ o . The final step to comparing with the experimentally measured distributions is an ensemble average over the initial momentum distribution of the atomic sample,
where o is the initial width of the distribution. The final momentum distribution of the ensemble after N kicks is then given by
͑17͒
where n and are the integer and fractional parts of the momentum ϭ k -(nϩ), and where ␤ϭ k -/2. A comparison of the analytic expression for the momentum distribution with the experimentally measured ones for the first six kicks is shown in Fig. 7 . The observed evolution clearly supports , are also readily obtained ͓32͔. Are there signatures of the ballistic motion hidden in the experimental curves? Figure 8 shows numerical simulations of the time evolution for three distinct situations. Figure 8͑a͒ considers the case where the quantum resonance condition is not satisfied. The expected exponentially localized distribution develops beyond the break time. The evolution shown in Fig. 8͑b͒ is at a quantum resonance, and it results in a momentum distribution that is considerably narrower than the localized momentum distribution of Fig. 8͑a͒ . As shown above, this is a consequence of the integrable evolution for the noninteger-momentum initial conditions. Figure 8͑c͒ considers a very narrow, near-plane-wave initial condition for which the predicted ballistic motion is recovered. On closer scrutiny, a ridge corresponding to the ballistic evolution of part of the initial condition is clearly visible in Fig.  8͑b͒ , though the associated signal was below the available resolution of the experiments. This signal would be enhanced in experiments that started with narrower initial momentum distributions.
The observed behavior at the quantum resonances is a consequence of the non-plane-wave initial conditions and, in particular, of the weighted sum of evolutions for all allowed values of the quasimomentum. In fact, this is an important aspect of simulating the conditions of the experiment and must be considered even in the Floquet analysis, an issue we will return to during our quantum analysis of experiments in Sec. V.
V. MODULATED STANDING WAVE
Dynamical localization is not a phenomenon unique to the ␦-kicked rotor, but is observable in other systems as well.
Following a suggestion by Graham, Schlautmann, and Zoller ͓33͔, we carried out experiments in which the interaction potential had a constant amplitude, but in which the phase of the standing wave was modulated. In these experiments, we subjected our atoms to a standing wave of near-resonant light in which the nodal pattern was modulated at a frequency m and with an amplitude ⌬L. Once again, a large detuning was used to eliminate the upper level dynamics of the two-levelatom model, leading to an effective Hamiltonian given by Eq. ͑2͒, with F amp (t)ϭ1 and F ph (t)ϭ2k L ⌬L sin m t:
Although this Hamiltonian may look somewhat different than the ␦-kicked rotor, it also displays the phenomenon of dynamical localization. Indeed, our experiments with this modulated standing wave preceded our realization of the FIG. 7 . Evolution of the momentum distribution at a particular resonance (Tϭ10 s͒ over the first six kicks. The experimental points are shown in panel ͑a͒, while the analytic expression derived in the text is used to obtain the curves shown in panel ͑b͒. No adjustable parameters were used in this calculation.
FIG. 8. Quantum simulations of evolution of the momentum distribution ͑a͒ away from any quantum resonance, ͑b͒ at a quantum resonance for an initial packet with the experimental momentum width, and ͑c͒ at resonance but with a narrow initial momentum distribution. See the text for discussion of the ridge seen in panel ͑b͒.
kicked rotor, and provided our first observations of dynamical localization. These experiments are further described in this section.
A. Classical analysis
The resonance structure of the system can be exposed by expanding the Hamiltonian ͑18͒ in a discrete Fourier series,
where J n are ordinary Bessel functions, v m ϵ m /2k L is the velocity difference between neighboring resonances, and ϭ2k L ⌬L is the modulation index-the amplitude of the phase modulation in radians.
As in the case of the ␦-kicked rotor, the resonances are located at regular intervals in momentum. The amplitudes of these resonances, however, depend on a controllable experimental parameter: the modulation index . The dependence on allows this system to be tuned between regimes where the classical dynamics are integrable ͑for example, ϭ0) to those in which they are chaotic. The classical resonances are evenly separated in momentum with central values of p n ϭnM v m and widths of ⌬p n ϭ4ͱM V o ͉J n ()͉. Therefore, the resonances have substantial widths only for nр, and for momenta greater than M v m the phase space is characterized by essentially free evolution. For certain ranges of , these resonances overlap, leading to a band of chaos with boundaries in momentum that are proportional to . A sample of atoms starting with initial conditions within this band will remain within it, confined to momenta in the range ϮM v m . A simple estimate of the atomic momentum after a long time is a uniform distribution within these bounds ͓33͔; such a distribution would have an rms momentum of
The calculated rms width of the atomic momentum distribution as a function of is shown in Fig. 9 . Here the modulation frequency was m /2ϭ1.3 MHz and the well depth was V o /hϭ3.1 MHz. The ergodic estimate of Eq. ͑20͒ is denoted by the solid line. For values of Ͻ3, this estimate agrees roughly with an integration of the classical Hamilton's equations ͓34͔ ͑shown in the figure͒ calculated for an interaction time of 20 s. For larger values of , the simulation is lower than the estimate, because in only 20 s the initial distribution ͑with p rms /2បk L ϳ2.3) does not have time to diffuse up to the limit represented by the solid line. Except for values of close to 7.0 ͑explained below͒, the longerduration classical simulation presented in the figure agrees with the estimate over the entire range of shown. The 20-s classical simulation also shows oscillations in the diffusion rate as a function of : peaks in the rms momentum correspond to values of leading to large diffusion rates, while dips indicate slow diffusion. The estimated classical boundary of Eq. ͑20͒ and the simulations shown in this figure are based on the measured value of V o , which has an uncertainty of Ϯ10%. This uncertainty stems from the measurement of optical power in the interaction beams used in the standing wave.
To understand this variation in diffusion rates, we examine the resonances in Eq. ͑19͒. The dependence of the diffusion rate on is due to oscillations in J n (), which gives the amplitudes of the resonances. The various resonances grow and shrink as the modulation index is increased. For certain values of , a resonance can be significantly diminished, or even removed in the case where is a zero of one of the Bessel functions. As shown in the computer-generated phase portraits of Fig. 10 ͑top panel͒, this variation in the amplitudes of the resonances strongly influences the dynamics of the system. In general, the phase spaces are mixed, with islands of stability surrounded by regions of chaos. Atoms from the initial distribution that are contained within an island remain trapped, while those in the chaotic domain can diffuse out to the boundaries. In the case of a diminished resonance, the islands of stability from neighboring resonances might not be destroyed by resonance overlap. This is the case with ϭ3.8, for which J 1 () has its first zero. The final momentum spread in this case is governed largely by the surviving island due to the resonance at p 0 ϭ0, and the system is nearly integrable. The stability of this system causes the reduced diffusion shown by the dip in the classical simulation of Fig. 9 at ϭ3.8 . Indeed, all of the dips in this simulation occur at values of that are near zeros of Bessel functions; the dynamics of the corresponding systems are stabilized by the diminished resonances. This stabilization even affects diffusion in the long-time classical simulation: for values of close to 7.0 ͓the second zero of J 1 ()͔, the initial conditions are trapped in a large island of stability at p 0 ϭ0. For these values of , the diffusion is limited by the width of the island to a region much smaller than that given by the estimated classical boundary.
B. Quantum predictions
We performed a quantum-mechanical calculation of the expected momentum distributions by integrating the Schrö-dinger equation using the initial squeezed wave packet from Eq. ͑6͒. A second quantum simulation was made by finding the Floquet basis states of the system ͑for particular values of ) and weighting them by the momentum distribution of the experimental initial conditions. By taking the unit of time to be 1/ m , we have the dimensionless variables ϭ m t, ϭ2k L x, and ϭ(2k L /M m )p. We expand the eigenstates of our Hamiltonian in a two-dimensional Floquet state basis,
͕(,)ϭe i e
Ϫi⑀ u(,)͖. Here u(,) reflects the periodic structure of the Hamiltonian; that is, u(ϩ2,) ϭu(,ϩ2)ϭu (,) . is the quasimomentum, and ⑀ is the quasienergy of a basis state. Expanding u(,) in a Fourier series, in both the space and time variables, allows us to write the basis states in the form ⑀ (,) Fig.  9 . Momentum distributions calculated from the Floquet analysis are also shown in the lower panel of Fig. 10 . For some regimes of well depth and modulation frequency, the quantum simulations closely match the classical simulations. As discussed below, however, the quantum simulations predict exponential distributions with significantly smaller widths in the regimes where the classical dynamics are largely chaotic.
C. Experimental results and analysis
Along with the classical and quantum simulations, Fig. 9 shows our experimental data points ͑diamonds͒ for interaction times of 10 and 20 s ͓34,35͔. The 20-s data match the classical simulations well for small values of and for values of that are close to zeros of Bessel functions. For other values of , however, the experimentally measured distributions are much narrower than those predicted classically. As was the case in the kicked rotor experiments, the reason for this reduction in the width of the observed momentum distributions is dynamical localization.
In Fig. 9 the empty and solid diamonds are experimental data for the two interaction times; the proximity of the two sets of data points shows that these results are close to saturation for the range of shown. At ϭ0 the system is integrable, and momentum is trivially localized. As is increased the phase space becomes chaotic, but growth is limited by the estimated classical boundary. Our measured momentum distributions ͑in Fig. 10 , bottom panel͒ are char- acteristically ''boxlike'' in this regime (0рр2). This observation is consistent with the picture of a uniform diffusion limited by the boundaries in momentum.
As is increased beyond a critical value, the rms width of the observed momentum distributions exhibits the predicted oscillations as a function of . For certain ranges of the modulation index , the observed rms widths deviate substantially from the classical prediction. These ranges correspond to conditions of large diffusion rates-at the peaks in rms width of the classical prediction. For these values of the classical phase space is predominately chaotic. An example of the resulting dynamics is shown in Fig. 10 for ϭ3.0. The classically predicted distribution ͑middle panel͒ is roughly uniform, but the experimentally observed distribution is exponentially localized by dynamical localization; hence the rms value is reduced.
As is increased further, the oscillations in the resonance amplitudes lead to phase portraits with large islands of stability, as in the case of ϭ3.8. For these values of the experimental initial conditions lie in a predominantly stable region in the classical phase space, and the measured momentum is close to the classical prediction.
As can be seen from Figs. 9 and 10, experimental results for both the rms momentum as well as the momentum distributions agreed very well with the quantum analyses. To simplify the Floquet analysis, the small spread in K proportional to laser intensity variations across the ensemble of atoms was approximated by the use of a rms value of K. The rms momentum spread from the Floquet analysis in Fig. 9 ͑dot-dashed line͒ and the momentum distributions in Fig. 10 ͑bottom panel͒ show good agreement with the experiment over the entire range of .
The Floquet analysis once again illustrates the need to consider all values of the quasimomenta when analyzing the experimental results. As demonstrated recently ͓36͔, failure to do so can lead to spurious inferences ͓37,38͔. Further, the agreement between the plane-wave Floquet analysis, a distribution of minimum-uncertainty states ͓18͔ and the results using a squeezed wave packet supports our arguments in Sec. II C and validates the squeezed-wave-packet approach.
VI. SUMMARY
This work establishes an experimental testing ground for quantum chaos, in which it should be possible to study many aspects of this field. These experiments introduce a method of studying one-dimensional quantum systems with virtually ideal spatial periodicity and no noise. The experiments allow direct comparisons to theoretical predictions with no adjustable parameters, and direct control over all experimental parameters.
Some topics for future study include noise-induced delocalization ͓17,39-41͔ and localization in two and three dimensions ͓11͔. Using recently developed techniques of atom cooling and manipulation, it should be possible to prepare the atoms in a localized region of phase space. This state preparation technique would enable a detailed study of quantum transport in mixed phase space. Other interesting topics to study would be tunneling from islands of stability, chaosassisted tunneling, and quantum scars ͓42͔.
