Known minimax lower bounds for learning sta-
= P{X E A}.
Let C be a class of subsets of X. It states that for every sequence of learning rules, there exists a distribution-target pair such that for every n, the expected cumulative error is lower bounded as in (3). The statement of Corollary 3.1 of [7] has the quantifiers reversed, so it in fact does not show that there is a fixed C such that the lower bound holds all for n. It is possible to use the techniques of this paper to show that there is a fixed C' such that the lower bound for the cumulative error holds for infinitely many n.
we will take Rn (z) to be a suitably chosen lower bound of EL(gn ) .
Proof. Thus, we need to prove that P *~A does not { } tend to zero. and E2{Rn(Z)}/E{R~(Z)} does not tend to zero, from which the theorem follows. 
-p{Bj,n(z)} >~2j3+2 Proof. Let X = 7? and let C contain all finite subsets of 7?. Let gn (z) = 1 if and only if there exists an~-s uch that x = A"i. 
