Given a finite regular graph = ( , ) and a metric space ( , ), let + ( , ) denote the smallest constant + > 0 such that for all , : → we have:
( ( ), ( )) 2 .
In the special case = ℝ this quantity coincides with the reciprocal of the absolute spectral gap of , but for other geometries the parameter + ( , ), which we still think of as measuring the non-linear spectral gap of with respect to (even though there is no actual spectrum present here), can behave very differently.
Non-linear spectral gaps arise often in the theory of metric embeddings, and in the present paper we systematically study the theory of non-linear spectral gaps, partially in order to obtain a combinatorial construction of super-expander -a family of bounded-degree graphs = ( , ), with lim →∞ | | = ∞, which do not admit a coarse embedding into any uniformly convex normed space. In addition, the bi-Lipschitz distortion of in any uniformly convex Banach space is Ω(log | |), which is the worst possible behavior due to Bourgain's embedding theorem [3] . Such remarkable graph families were previously known to exist due to a tour de force algebraic construction of Lafforgue [11] . Our construction is different and combinatorial, relying on the zigzag product of Reingold-Vadhan-Wigderson [28] .
We show that non-linear spectral gaps behave submultiplicatively under zigzag products -a fact that amounts to a simple iteration of the inequality above. This yields as a special case a very simple (linear algebra free) proof of the Reingold-Vadhan-Wigderson theorem which states that zigzag products preserve the property of having an absolute spectral gap (with quantitative control on the size of the gap). The zigzag iteration of Reingold-Vadhan-Wigderson also involves taking graph 1 Introduction Let = ( ) be an × symmetric stochastic matrix and let 1 = 1 ( ) ≥ 2 ( ) ≥ ⋅ ⋅ ⋅ ≥ ( ) ≥ −1 be its eigenvalues. The reciprocal of the spectral gap of , i.e., the quantity 1 1− 2( ) , is the smallest constant > 0 such that for every 1 , . . . , ∈ ℝ we have
By summing over the coordinates with respect to some orthonormal basis, (1.1) can be restated as follows: the value 1 1− 2( ) is the smallest constant > 0 such that for all 1 , . . . ,
Once one realizes the validity of inequality (1.2) it is natural to generalize it in several ways. For example, we can replace the exponent 2 by some other exponent > 0 and, more crucially, we can replace the Euclidean geometry by some other metric space ( , ). Such generalizations are standard practice in metric geometry, as we shall discuss below. For the sake of presentation, we can take this generalization to even greater extremes: let be an arbitrary set and let : × → [0, ∞) be a symmetric function. Such functions are often called kernels in the literature, and we shall adopt this terminology here. Define the reciprocal spectral gap of with respect to , denoted ( , ), as the infimum over all ≥ 0 such that for all 1 , . . . , ∈ we have
In what follows we will also call ( , ) the Poincaré constant of with respect to . Readers are encouraged to focus on the case when is a power of some metric on , though as will become clear presently, a surprising amount of ground can be covered without any assumption on the kernel . For concreteness we restate the above discussion: the standard gap in the linear spectrum of corresponds to considering Poincaré constants with respect to Euclidean spaces (i.e., kernels which are squares of Euclidean metrics), but there is scope for a theory of non-linear spectral gaps when one considers inequalities such as (1.3) with respect to other geometries. The purpose of this paper is to make some steps towards such a theory, with emphasis on possible extensions of spectral calculus to non-linear (non-Euclidean) settings. We apply our new calculus for non-linear spectral gaps to construct new strong types of expanders, and to resolve a question of Lafforgue [11] . We obtain a new combinatorial construction of a remarkable type of bounded degree graphs whose shortest path metric is incompatible with the geometry of any uniformly convex normed space in a very strong sense (i.e., coarse non-embeddability). The existence of such graph families was first discovered by Lafforgue [11] via an algebraic construction. Our work indicates that there is hope for a useful theory of nonlinear spectral gaps, beyond the sporadic examples that have been previously studied in the literature.
Coarse non-embeddability A sequence of metric spaces {( , )} ∞
=1 is said to embed coarsely (with uniform moduli) into a metric space ( , ) if there exist two non-decreasing functions , : [0, ∞) → [0, ∞) such that lim →∞ ( ) = ∞, and mappings : → , such that for all ∈ ℕ and , ∈ we have: (1.4) ( ( , )) ≤ ( ( ), ( )) ≤ ( ( , )) .
Equation (1.4) should be viewed as a weak form of "metric faithfulness" of the mappings : this seemingly humble requirement can be restated informally as "large distances should map uniformly to large distances". Nevertheless, this weak notion of embedding (which is much weaker than, say, bi-Lipschitz embeddability), has a wide range of applications in geometry and group theory: see for example the book [29] and the references therein for (a small part of) such applications. Since coarse embeddability is a weak requirement, it is quite difficult to prove coarse non-embeddability: very few methods to establish such a result are known, among which is the use of non-linear spectral gaps, as pioneered by Gromov [7] (other such methods are coarse notions of metric dimension [6] , or the use of metric cotype [17] . These methods do not seem to be applicable to the question that we study here). Gromov's argument is simple: assume that = ( , ) are regular graphs of bounded degree and that (⋅, ⋅) is the shortest-path metric on . Assume also that for some , ∈ (0, ∞) we have for all ∈ ℕ and : → :
A combination of (1.4) and (1.5) yields the bound
(1) . But, since is a bounded degree graph, at least half of the pairs of vertices , ∈ satisfy ( , ) ≥ log | |, where is a constant which depends on the implied degree bound (but not on ). Thus ( log | |) ≤ 2 (1) , and in particular if lim →∞ | | = ∞ then we get a contradiction to the assumption lim →∞ ( ) = ∞. Observe in passing that this argument also shows that has bi-Lipschitz distortion Ω(log | |) in -such an argument was first used by Linial, London and Rabinovich [13] (see also [14] ) to show that Bourgain's embedding theorem [3] is asymptotically sharp.
Assumption (1.5) can be restated as saying that ( , ) ≤ , where is the normalized adjacency matrix of . This condition can be viewed to mean that the graphs { } ∞ =1 are "expanders" with respect to ( , ). Note that if contains at least two points then (1.5) implies that { } ∞ =1 are necessarily also expanders in the classical sense.
The key point in the coarse non-embeddability question is therefore to construct such { } ∞ =1 for which we can prove the inequality (1.5) for non-Hilbertian targets . This question has been previously investigated by several authors. Matoušek [14] devised an extrapolation method for Poincaré inequalities which establishes the validity of (1.5) for every expander when = . The work of Ozawa [21] and Pisier [23, 26] proves (1.5) for every expander when is Banach space which satisfies certain geometric conditions (e.g., can be taken to be a Banach lattice with finite cotype). In [20, 19] additional results of this type are obtained.
A normed space is called super-reflexive if it admits an equivalent norm which is uniformly convex. Recall that a normed space ( , ∥ ⋅ ∥ ) is called uniformly convex if for every ∈ (0, 1) there exists = ( ) > 0 such that for any two vectors , ∈ with ∥ ∥ = ∥ ∥ = 1 and ∥ − ∥ ≥ we have + 2 ≤ 1 − (thus uniform convexity is a uniform version of strict convexity). The question whether there exists a sequence of arbitrarily large graphs of bounded degree which do not admit a coarse embedding into any superreflexive normed space was posed by Kasparov and Yu in [9] , and was solved in the remarkable work of Lafforgue [11] on the strengthened version of property ( ) for 3 ( ) when is a non-Archimedian local field (thus, for concreteness, Lafforgue's graphs can be obtained as Cayley graphs of finite quotients of
is a prime and ℤ is the -adic integers).
In this paper we obtain an alternative solution of the Kasparov-Yu problem using a combinatorial construction based on the "zigzag expanders" of Reingold, Vadhan, and Wigderson [28] . More specifically, we construct a family of 9-regular graphs which satisfies (1.5) for every super-reflexive Banach space (where depends only on ) -such graphs are called superexpanders.
We state at the outset that it is a major open question whether every expander satisfies (1.5) for every uniformly convex normed space . It is also unknown whether there exist graph families of bounded degree and logarithmic girth which do not admit a coarse embedding into any super-reflexive normed spacethis question is of particular interest in the context of the potential application to the Novikov conjecture that was suggested by Kasparov and Yu in [9] . Note that some geometric restriction on the target space must be imposed, since the relation between nonlinear spectral gaps and coarse non-embeddability, in conjunction with the fact that every finite metric space embeds isometrically into ℓ ∞ , shows that (for example) = ℓ ∞ can never satisfy (1.5) for bounded degree family of graphs.
Our combinatorial approach can be used to show that there exist bounded degree graph sequences which do not admit a coarse embedding into any -convex normed space. A normed space is -convex 1 if there exists 0 > 0 and 0 ∈ ℕ such that any embedding of ℓ 0 1 into incurs distortion at least 1+ 0 , 1 -convexity is also equivalent to having type strictly bigger than 1, see [18, 15] . The -convexity property is strictly weaker than super-reflexivity, see [8] .
see [24] . This question was asked by Lafforgue [11] . Recently, independently of our work, Lafforgue [12] managed to modify his argument to obtain coarse non-embeddability into -convex spaces for his graph sequences as well.
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2 A combinatorial approach to the existence of Super-Expanders 2.1 The compatibility of non-linear spectral gaps with combinatorial constructions The parameter ( , ) will reappear presently, but for the purpose of this section we need to study a variant of it which corresponds to the absolute spectral gap of a matrix (similar to the role of absolute spectral gaps in the work of Reingold-Vadhan-Wigderson [28] ). Define ( ) = max 2≤ ≤ | ( )| and call the quantity 1 − ( ) the absolute spectral gap of . Similarly to (1.2), the reciprocal of the absolute spectral gap of is the smallest constant + > 0 such that for all 1 , . . . , , 1 , . . . , ∈ 2 we have
Analogously to (1.3), given a kernel : × → [0, ∞) we can then define + ( , ) to be the the infimum over all + ≥ 0 such that for all 1 , . . . , , 1 , . . . , ∈ we have
In what follows we will often deal with regular graphs, which will always be allowed to have self loops and multiple edges. We will use the convention that each self loop contribute 1 to the degree of a vertex. The normalized adjacency matrix of a -regular graph = ( , ), denoted , is defined as usual by letting its , entry be the number of edges joining , ∈ divided by . When discussing Poincaré constants we will interchangeably identify with . Thus, for example, we write + ( , ) = + ( , ).
The starting point of our work is an investigation of the behavior of the quantity + ( , ) under certain graph operations, the most important of which (for our purposes) is the zigzag product of Reingold-Vadhan-Wigderson [28] . As we shall see below, combinatorial constructions seem to be well-adapted to controlling non-linear quantities such as + ( , ). This crucial fact allows us to use them in a perhaps unexpected geometric context.
Assume now that 1 = ( 1 , 1 ) is an 1 -vertex graph which is 1 -regular and that 2 = ( 2 , 2 ) is a 1 -vertex graph which is 2 -regular. Since the number of vertices in 2 is the same as the degree in 1 , we can identify 2 with the edges emanating from a given vertex ∈ 1 . Formally, we fix for every ∈ 1 a bijection : { ∈ 1 : ∈ } → 2 . Moreover, we fix for every ∈ 2 a bijection between [ 2 ] = {1, . . . , 2 } and the multiset of the vertices adjacent to in 2 , :
The zigzag product 1 ⃝ z 2 is the graph whose vertices are 1 × 2 and ( , ), ( , ) ∈ 1 × 2 are joined by an edge if and only if there exist , ∈ [ 2 ] such that:
The schematic description of this construction is as follows: think of the vertex set of 1 ⃝ z 2 as a disjoint union of "clouds" which are copies of 2 = {1, . . . , 1 } indexed by 1 . Thus ( , ) is the point indexed by in the cloud labeled by . Every edge {( , ), ( , )} of 1 ⃝ z 2 is the result of a three step walk: a "zig" step in 2 from to ({ , }) in 's cloud, a "zag" step in 1 from 's cloud to 's cloud along the edge { , } and a final "zig" step in 2 from ({ , }) to in 's cloud. The zigzag product is illustrated in Figure 1 . The number of vertices of 1 ⃝ z 2 is 1 1 and its degree is The zigzag product depends on the labels { } ∈ 1 ,and in fact different labels of the same graphs can produce non-isomorphic products 2 . However, all of our results below will be independent of the actual choice of the labeling, so while our notation should formally depend on the labeling, we will drop its explicit mention for the sake of simplicity.
Let us now examine how
is an arbitrary kernel. To this end take , :
and note that the definition of + ( 1 , ) 2 The labels { } ∈ 2 do not affect the structure of the zigzag product but they are useful in the subsequent analysis. implies that for all , ∈ 2 we have:
Thus:
Next, the definition of + ( 2 , ) implies that for all ∈ 1 and ∈ 2 we have (2.10) 1
) .
plugging it into (2.9), yields the bound:
Another application of the definition of + ( 2 , ) implies that for all ∈ 1 and ∈ [ 2 ] we have:
Summing (2.12) over ∈ 1 and ∈ [ 2 ] and combining the resulting inequality with (2.11) yields the bound:
Hence we deduce the following theorem:
Theorem 2.1. (Sub-multiplicativity) Let 1 = ( 1 , 1 ) be an 1 -vertex graph which is 1 -regular and let 2 = ( 2 , 2 ) be a 1 -vertex graph which is 2regular. Then for every every kernel :
In the special case = ℝ and ( , ) = ( − ) 2 , Theorem 2.1 becomes:
. This is the main result of Reingold-Vadhan-Wigderson [28] , and it coincides with the later bound of Reingold-Trevisan-Vadhan [27] . We note that in [28] an improved bound for ( 1 ⃝ z 2 ) is obtained which is better than the bound of [27] (and hence also (2.13)), though this improvement has not been used (so far) in the literature. Theorem 2.1 shows that the fact that zigzag products preserve spectral gaps has nothing to do with the underlying Euclidean geometry (or linear algebra) that was used in [28, 27] : this is a truly non-linear phenomenon which holds in much greater generality, and simply amounts to an iteration of the Poincaré inequality (2.7). In the full version of this paper we present versions of the submultiplicativity result in Theorem 2.1 for other types of graph products such as tensor products, replacement products [28] , and balanced replacement products [28] .
An iterative construction of superexpanders Let us briefly recall how the Euclidean case of Theorem 2.1 was used by Reingold-Vadhan-Wigderson [28] to construct expanders.
For a graph = ( , ) and for ∈ ℕ, let be the graph in which an edge between , ∈ is drawn for every walk in of length whose endpoints are , . Thus = ( ) and if is -regular then isregular.
Let be an arbitrary regular graph with 0 vertices and degree 0 . Such a graph will be called the base graph in what follows. Fix 0 ∈ ℕ. Define 1 = 2 and inductively +1 = 0 ⃝ z (in [28] it sufficed to take 0 = 2, but we will quickly realize that in the non-linear setting we need to work with higher powers, which is the reason why we are stating the construction for general 0 ). For this construction to be feasible we need to ensure that 0 = 2 0 0 , since in that case for all ∈ ℕ the graph is well defined and has 0 = 2 0 0 vertices and degree 2 0 . Using the fact that ( 0 ) = ( ) 0 , we see that ( 1 ) = ( ) 2 and it follows from (2.13) that for
for all ∈ ℕ. Given Theorem 2.1, the above scheme suggests that we can repeat the Reingold-Vadhan-Wigderson iteration for every kernel for which a sufficiently good base graph exists. There is, however, an obstacle to this approach: we used above the identity ( ) = ( ) ( ∈ ℕ) in order to increase the spectral gap of in each step of the iteration. While this identity is a trivial corollary of spectral calculus, and was thus the "trivial part" of the construction in [28] , there is no reason to expect that + ( , ) decreases similarly with for other kernels : × → [0, ∞).
To better grasp what is happening here let us examine the asymptotic behavior of + ( , | ⋅ | 2 ) as a function of (here and in what follows | ⋅ | denotes the absolute value on ℝ):
where above, and in what follows, ≍ denotes equivalence up to universal constants (we will also use the notation ≲, ≳ to express the corresponding inequalities up to universal constants). Restating (2.14) in words, raising a matrix to a large power ∈ ℕ corresponds to decreasing its (real) Poincaré constant by a factor of as long as it is possible to do so (note that the Poincaré constant is necessarily at least 1).
For our scheme to work for other kernels : × → [0, ∞) we would like to satisfy a "spectral calculus" inequality of this type, i.e., an inequality which ensures that, if + ( , ) is large, then + ( , ) is much smaller than + ( , ) for sufficiently large ∈ ℕ. This is, in fact, not the case in general: in the Section 3.3 we construct a metric space ( , ) such that for each ∈ ℕ there is a symmetric stochastic matrix such that + ( , 2 ) ≥ yet for every ∈ ℕ there is 0 ∈ ℕ such that for all ≥ 0 we have
. The question which metric spaces satisfy the required spectral calculus inequalities thus becomes a subtle issue which we believe is of fundamental importance, beyond the particular application that we present here. A large part of the present paper is devoted to addressing this question. We obtain rather satisfactory results which allow us to carry out a zigzag type construction of super-expanders -expanders with respect to super-reflexive spaces -though we are still quite far from a complete understanding of the behavior of non-linear spectral gaps under graph powers for non-Euclidean geometries.
We will introduce in Section 2.3 a criterion on a metric space ( , ), which is a bi-Lipschitz invariant, and we prove that it implies that for every , ∈ ℕ and every × symmetric stochastic matrix the Cesàro averages 1 ∑ −1 =0 satisfy the following spectral calculus inequality:
where ( ), ( ) ∈ (0, ∞) depend only on the geometry of but not on , , . The fact that we can only prove such an inequality for Cesàro averages rather than powers does not create any difficulty in the ensuing argument, as we shall see presently. We postpone the discussion of the metric criterion which implies (2.15) to Section 2.3. It suffices to say here that we show that certain classes of metric spaces, including superreflexive normed spaces, satisfy this criterion, and hence also (2.15) .
Note that Cesàro averages have the following combinatorial interpretation in the case of graphs: given an -vertex -regular graph = ( , ) let A ( ) be the graph whose vertex set is and for every ∈ {0, . . . , − 1} and , ∈ we draw −1− edges joining , for every walk in of length which starts at and terminates at . With this definition
, and A ( ) is −1 -regular. We will slightly abuse this notation by also using the shorthand
, when is a matrix. Another issue which we must overcome is the existence of a sufficiently good base graph for our zigzag iteration. This is also a subtle point which is discussed in Section 2.4 below. In order to present our construction here, we first state the following lemma, and postpone the discussion about it to Section 2.4:
with the following property: for every ∈ (0, 1) there is a sequence of regular graphs { ( )} ∞ =1 such that ( ) has vertices and degree ( ) ≤ (log ) 1− . Moreover, for every super-reflexive (even just -convex) normed space ( , ∥ ⋅ ∥ ) there exist 0 ( ), ( ) ∈ (0, 1) such that for all 0 < ≤ 0 ( ) and all ∈ ℕ, we have
We briefly discuss a simple operation, called edge completion, which allows us to change the degree of a graph while not changing its Poincaré constant by too much. This operation will generate a lot of freedom in applying zigzag products, since we will be able to apply it in order to adjust the degrees of graphs so that their zigzag product becomes well-defined. Given aregular graph = ( , ) and an integer ′ ≥ define the ′ -edge completion of , denoted C ′ ( ) = ( , ′ ), as follows. Writing ′ = ℓ + where ℓ ∈ ℕ, and ∈ {0, . . . , − 1}, duplicate each edge in ℓ times, and add self-loops to each vertex of . This makes C ′ ( ) a ′ -regular graph. It is evident from the definition of
With these facts at hand, we can now construct an expander with respect to a given super-reflexive Banach space .
Proof. Fix ∈ ℕ which will be determined presently. Write 0 = (2 ) 3 , and let 0 be the smallest ∈ ℕ such that ≥ (4 0) . Note that this implies that 0 ≤ 100 (4 0) . We shall now define inductively a sequence of graphs { ( )} ∞ =0 as follows: 0 ( ) = 0 (1/ ) (from Lemma 2.1). The degree of 0 ( ) is 0 ≤ (log 0 ) 1−1/ and it has 0 vertices. Define 1 ( ) = C 2 0 ( 0 ( )), so that the degree of 1 ( ) is 2 0 . Assume inductively that we defined ( ) to be a graph with 0 vertices and degree 2 0 . Then A 0 ( ( )) has 0 vertices and degree 0 2( 0−1) 0 ≤ 0 (where we used our choice of 0 ). It follows the we can form the edge completion C 0 (A 0 ( ( ))), which has degree 0 , and therefore it is possible to form the zigzag product
which has degree 2 0 and +1 0 vertices. Let ( , ∥⋅∥ ) be a super-reflexive normed space and let 0 ( ), ( ) and ( ), ( ) be as in Lemma 2.1 and (2.15), respectively. Assume that ≥ 1/ 0 ( ). Then by Lemma 2.1 we have + ( 0 ( ), ∥ ⋅ ∥ 2 ) ≤ ( ), and therefore also by the basic property of edge completion, + ( 1 ( ), ∥ ⋅ ∥ 2 ) ≤ 2 ( ). We can now apply Theorem 2.1 to get the following recursive estimate: is a strictly increasing sequence of integers; (ii) a nondecreasing sequence { ′ } ∞ =1 such that for every super-reflexive Banach space , there exists 1 ( ) ∈ ℕ such that for every integer ≥ 1 ( ) and ∈ ℕ,
, such that for any super-reflexive Banach space there exists 2 ( ) ∈ ℕ such that for any regular graph and ∈ ℕ,
The analogues of properties (2.16) and (2.17) for a general family of kernels suffice to prove the following lemma:
=0 is strictly increasing. Assume that K is a family of kernels such that + ( ( ), ) < ∞ for all ∈ K and , ∈ ℕ. Assume also that K satisfies (2.16) and (2.17), i.e.,
• There is a nondecreasing sequence { ′ } ∞ =1 such that for every ∈ K there exists 1 ( ) ∈ ℕ such that for every integer ≥ 1 ( ) and ∈ ℕ,
• There exist a nondecreasing sequence { ′′ } ∞ =1 ⊆ (0, ∞) and a nonincreasing sequence { } ∞ =1 ⊆ (0, 1), such that for any ∈ K there exists 2 ( ) ∈ ℕ such that for any regular graph and ∈ ℕ,
Then there exists ∈ ℕ and a sequence of -regular graphs { } ∞ =1 whose number of vertices tends to ∞ with , such that for every ∈ K there exists ( ) ∈ (0, ∞) satisfying + ( , ) ≤ ( ) for all ∈ ℕ.
is bounded for any ∈ K , this is not yet the desired graph sequence since its degrees are unbounded. We next define for every ∈ ℕ a sequence of graphs ,0 , ,1 , . . . , ,ℓ( ) as follows. Along with { , } ℓ( ) =0 we shall also define an auxiliary sequence
,0 = and ℎ 0 ( ) = . Define ℎ 1 ( ) to be the smallest ℎ ∈ ℕ such that (ℎ) (ℎ) > ℎ0( ) . From the definition of (⋅), we have that ℎ 1 ( ) < ℎ 0 ( ). Define
Note that the degree of ,1 is ℎ1( ) 2 ℎ 1 ( ) ℎ1( ) . Inductively, assume we have already defined , −1 , and ℎ −1 ( ), and that the degree of , −1 is
Note that the degree of , is ℎ ( ) 2 ℎ ( ) ℎ ( ) . Continue this way, until ℎ ( ) = 1. At that point, set ℓ( ) = + 1, and define ,ℓ( ) = A 1 (C (1) (1) ( ,ℓ( )−1 ) ⃝ z 1 ).
Hence
,ℓ( ) has degree 1
which is a universal constant. Define = ,ℓ( ) . We shall now show that { } ∞ =1 is the desired graph sequence. Fix ∈ K and set 0 ( ) = max{ 1 ( ), 2 ( )}. Now fix > 0 ( ). We shall first estimate + ( , , ), when ℎ ( ) > 0 ( ). By induction on we shall show that as long as ℎ ( ) > 0 ( ), we have + ( , , ) ≤ 0( ) . If ℎ 0 ( ) = > 0 ( ) ≥ 1 ( ), then by our assumption (2.18), + ( ,0 , ) = + ( ( ) ( ), ) ≤ 0( ) . Assume next that ℎ ( ) > 0 ( ), and inductively that + ( , −1 , ) ≤ 0( ) . Then using Theorem 2.1 and (2.19),
If we let 0 ( ) be the largest such that ℎ ( ) > 0 ( ), then we have just proved that + ( , 0( ) , ) ≤ 0 ( ) . For > 0 ( ), we use shall only rough bounds:
By iterating (2.20) we obtain the crude bound:
The right hand side of (2.21) depends on , but not on . Hence { + ( , )} ∞ =1 is bounded for every ∈ K . It remains to argue that the number of vertices of tends to ∞ with . Indeed, the number of vertices in is at least as the number of vertices of = ( ) ( ) which is ( ) ( ), and from the definition of ( ), we have ( ) ( ) > . □
Theorem 2.2. (Existence of super-expanders)
There exists a sequence of 9-regular graphs { } ∞ =1 , whose number of vertices tends to ∞ with , such that for any super-reflexive Banach space ( , ∥ ⋅ ∥ ) there is ( ) ∈ (0, ∞), such that + ( , ∥ ⋅ ∥ 2 ) ≤ ( ) for every ∈ ℕ.
Proof. From the discussion before Lemma 2.3, and by Lemma 2.3 itself, we conclude that there exists a universal constant ∈ ℕ, and -regular super-expander family { } ∞ =1 , with + ( , ∥ ⋅ ∥ 2 ) ≤ ( ). Let ∘ be the -vertex cycle with self-loops. It is an easy consequence of the triangle inequality that for every metric space ( , ) we have + ( ∘ , 2 ) ≤ 4 2 . Thus, using Theorem 2.1 once more we see that for all ∈ ℕ we have
which is a constant depending only on but not on . Hence { ⃝ z ∘ } ∞ =1 is the required sequence of 9-regular super-expanders. □
=1 is a 3-regular super-expander, where, 9 is the cycle on 9 vertices (without self-loops), and "⃝ r " is the replacement (graph) product (cf. [28] ). In the full version of this extended abstract we analyze the replacement product similarly to the zigzag product analysis presented here. Remark 2.2. Lafforgue [11] asked whether there exists a sequence of bounded degree graphs { } ∞ =1 which does not admit a coarse embedding (with uniform moduli) into any -convex Banach space. An examination of Lafforgue's argument shows the his method produces graphs { ( )} , ∈ℕ such that for each ∈ ℕ the graphs { ( )} ∈ℕ have degree , their cardinalities are unbounded, and for every -convex Ba-
The problem is that the degrees { } ∈ℕ are unbounded, but this can be overcome as above by applying the zigzag product with a cycle with self-loops. Indeed, define ( ) = ( ) ⃝ z ∘ . Then ( ) is 9-regular, and as argued in the proof of Theorem 2.2, we still have sup ∈ℕ + ( ( ), ∥ ⋅ ∥ 2 ) < ∞.
To get a single sequence of graphs which does not admit a coarse embedding into any -convex Banach space, fix a bijection = ( , ) : ℕ → ℕ × ℕ, and define = ( ) ( ( )). The graphs all have degree 9. If is -convex then choose ∈ ℕ as above. If we let ∈ ℕ be such that ( ) = ( , ) then we have shown that the graphs { } ∞ =1 are arbitrarily large, have bounded degree, and satisfy sup ∈ℕ + ( , ∥⋅∥ 2 ) < ∞. The argument that was presented in Section 1.1 implies that { } ∞ =1 do not embed coarsely into .
Cesàro averages of matrices: coping with new issues that arise from non-linearity
The goal in this section is to prove (2.15), i.e., the spectral calculus inequality for Cesáro averages in super-reflexive spaces.
Recall that we use the following notation A ( ) = 1 ∑ −1
=0
. Fix > 0 and ∈ (0, ∞). Assume that a metric space ( , ) satisfies the following property, which we call metric Markov cotype 2 with constant and exponent 2: for every , ∈ ℕ, every symmetric stochastic × matrix = ( ), and every 1 , . . . , ∈ there exist 1 , . . . , ∈ which satisfy the following inequality:
The origin of this (admittedly cumbersome) name comes from a key linear property of normed spaces that was introduced by Ball [1] under the name of Markov cotype in his profound work on the Lipschitz extension problem. We will see below that any super-reflexive normed space has metric Markov cotype 2 with constant and exponent 2 for some ∈ (0, 1] and ∈ (0, ∞) (our proof uses Ball's insights in [1] ). Informally, (2.22) means that the average square distance of the edges in an embedding of the graph 1 ∑ −1 0 into is larger than the average square distance of the edges in the graph by a factor of , in a different embedding of the graph into , which is near the original embedding. This is formalized in the following claim whose proof is in Section 3.1.
Claim 2.1. Assuming that ( , ) has metric Markov cotype 2 with constant and exponent 2, we have:
In order to deduce (2.15), which is the variant of (2.23) for absolute spectral gaps, we need the following two easy consequences of the triangle inequality. The proofs appear in Section 3.1.
Claim 2.2.
For every doubly stochastic × matrix , and any metric space , (2.24) 2 5
Claim 2.3. For every doubly stochastic × matrix , and any metric space ,
By combining (2.23) with (2.24) and (2.25) we deduce (2.15) with ( ) ≤ 540 2 whenever ( , ) satisfies (2.22) .
It remains to explain why any super-reflexive normed space ( , ∥ ⋅ ∥ ) has metric Markov cotype 2 with constant and exponent 2 for some , ∈ (0, ∞). An important theorem of Pisier [22] says that has an equivalent norm whose modulus of uniform convexity has power type for some ∈ [2, ∞). From this fact, together with results from [4, 2] , we deduce the following variant of Pisier's martingale inequality [22] , which is proved in Section 3.2: 
We can therefore apply (2.26) to this martingale, and then average over ℓ ∈ {1, . . . , }, to get the inequality:
. . , }, then we can use convexity to deduce the bound:
At the same time we can bound the right-hand side of (2.27) as follows:
We note that:
which implies (by separating the cases ≥ 4 and < 4) the bound:
Substituting (2.28) and (2.29) into (2.27) yields the bound:
At the same time,
Inequalities (2.31) and (2.32) imply (2.22) with = 2 , as required.
2.4
Constructing the base graph: the heat semigroup on the tail space In this section we outline the proof of Lemma 2.1 -the existence of "sufficiently good" base graphs for the class of -convex spaces (which contain the class of super-reflexive spaces as a subclass). Some of the details are deferred to Section 3.4. We begin with few definitions. Let 2 = {0, 1} be the field of two elements, and ( , ∥ ⋅ ∥ ) a given normed space.
( ) denotes the normed space of functions :
→ , where is an (implicit) finite set (in this paper, is the vertex set of some graph, and in this section it is = 2 ) and the norm is , where the expectation is with respect to the uniform probability measure on
is the standard basis) and Δ = ∑ =1 ∂ . The starting point of our construction is the example of Khot and Naor [10] of quotients of the hypercube by good codes, as examples of metric spaces for which Bourgain's embedding theorem [3] is asymptotically sharp. It would be instructive to first recall the argument from [10] . Thinking of the cube 2 as an -dimensional vector space over 2 , let ⊆ 2 be a linear subspace of dimension at least 10 such that the minimum number of 1's in any non-zero element of is ≥ 10 (a good code). Given a function : 2 / ⊥ → we will think of as a function defined on all of 2 which is constant on cosets of ⊥ . The following claim is a simple observation of [10] : Claim 2.4. Let ⊆ 2 be a linear code with minimum distance of , and fix : 2 → which is constant on cosets of ⊥ . Thenˆ ( ) = 0 for all nonempty ⊆ {1, . . . , } of cardinality less than .
Since Δ = | | and the (nonempty) Fourier spectrum of is supported on sets of size at least , it follows from Parseval's identity that if is a Hilbert space then ∥Δ ∥
]
. An application of Cauchy-Schwarz and the fact that ≍ now implies that
A moment of thought reveals that this is the desired Poincaré inequality (in the case of Hilbert space), where the graph in question is on the vertex set 2 / ⊥ , and each coset + ⊥ is joined by an edge to the cosets { + + ⊥ } =1 . In fact, this graph has degree logarithmic in the number of vertices, which is much better than the assertion in Lemma 2.1.
In order to make this idea work for a non-Hilbertian normed space it would be desirable to prove that if : 2 → is in the -tail space, i.e., the subspace of 2 ( ), denoted ≥ 2 ( ), consisting of functions : 2 → withˆ ( ) = 0 whenever | | < , then ∥Δ ∥ 2( ) ≳ ∥ ∥ 2( ) . This fact is false without some additional assumption on the geometry of in the full version of this extended abstract we observe that it fails when = 1 . Recall from Section 1.1 that a Banach space is called -convex if there exists 0 > 0 and 0 ∈ ℕ such that any embedding of ℓ 0 1 into incurs distortion at least 1 + 0 . Here we will show that if is -convex then there exists = ( ) > 0 such that if ∈ ≥ 2 ( ) then (2.33)
While this bound is insufficient for our purpose, from the the proof of (2.33) we can extract a graph which is more complicated than 2 / ⊥ (but is of independent interest), and whose degree bound to what is claimed in Lemma 2.1, which will serve as the base graph(s) for -convex spaces.
The key idea is to consider the heat semigroup { } >0 of operators given by
and make use of the following lemma, which is the heart of our argument.
Lemma 2.4. If is a -convex Banach Space, and > 1, then there exist ≥ 1, > 0, such that for every , ∈ ℕ, ≤ , every ≥ 0, and every : 2 → , ∈ ≥ ( ),
The proof of Lemma 2.4 is based on deep results of Pisier on holomorphic extensions of the heat semigroup on -convex spaces [24] , and a quantitative version of the proof of a recent factorization theorem of Pisier [25] . The proof is contained in Section 3.4.1.
Note that when ≥ 1, Δ is invertible on ≥ ( ), and moreover we have the identity
Hence by integrating (2.34) over , it immediately implies (2.33). Inequality (2.34) will serve as the basis for our base graph. This is made transparent by the observation that the heat semigroup can be viewed as a noise operator with noise rate 1− − 2 . The following standard claim formalizes this statement. Claim 2.5. For every : 2 → , ∈ 2 , and ∈ (0, ∞),
Hence induces a natural weighted graph structure on 2 : the weight of the edge joining , ∈ 2 is (
Our base graph is "morally" the quotient of this weighted cube by ⊥ . When ≈ −1/ , the factor in the right hand side of (2.34) becomes a constant, and this implies a Poincaré inequality because of the following general estimate (proved in Section 3.4). Then,
is not a low degree unweighted graph. To make it an unweighted graph we first truncate the weights of below an appropriate threshold, and approximate the remaining (large enough) weights using multiple parallel edges. This process is summarized in the following lemma (whose proof is deferred to the full version due to lack of space). Only then we pass to the quotient 2 / ⊥ by identifying vertices within each coset and dividing the number of the resulting "quotient edges" between each coset by | ⊥ |. This is formally summarized as the proof of Lemma 2.1.
Proof of Lemma 2.1. The argument works for any power ∈ (1, ∞) and not just = 2. Fix aconvex Banach space , and let ≥ 1 and > 0 as in Lemma 2.4.
Fix ∈ ℕ. Set = min{ −1/ / , 0.1}, = (1 − − )/2 and apply the discretization process -Lemma 2.5 -on , from which we obtain a Cayley graph = = ( 2 , ) whose degree is at most
for some = ( ) ∈ (0, 1), depending only on and (and hence on ), but not on . Let ⊆ 2 be a "good" linear code of dimension at least /10 and minimum weight ≥ /10. We define = = ( 2 / ⊥ , / ⊥ ): the quotient of by ⊥ , whose vertex-set is the set of cosets of ⊥ and in the edge (multi)set / ⊥ the number of edges between two cosets + ⊥ and + ⊥ , is the number of edges in with one endpoint in + ⊥ and the other in + ⊥ divided by | ⊥ |. Since ⊥ is a linear subspace in a vector space, the degree of is the same as the degree of .
Next, fix : 2 / ⊥ → with ∑ ∈ 2 / ⊥ ( ) = 0. Thinking on as a function on 2 which is constant on cosets of ⊥ , we have by Claim 2.4 thatˆ ( ) = 0 for every ∅ ∕ = ⊆ {1, . . . , }, | | < . Hence by Lemma 2.4,
where 0 < < 1 is a universal constant. Since this is true for any : 2 / ⊥ → with ∑ ∈ 2 / ⊥ ( ) = 0, applying Proposition 2.6 we have that for every , :
The estimate (2.38) follows from Proposition 2.6, and (2.39) follows from (2.37), and is valid since 18 2 ≥ 4 log + log 4. □
Discussion
In the full version of this extended abstract we will also establish the metric Markov cotype property (2.22) for other classes of metric spaces, including (0) metric spaces, and in particular simply connected manifolds with non-positive sectional curvature (in which case we can take = (1) and = 1). We will discuss this notion in detail and show that it implies a slight variant of Ball's Markov cotype. This fact is new for (0) metric spaces, and hence, in conjunction with Ball's extension theorem [1] , our work implies a new Lipschitz extension theorem for (0) targets: any Lipschitz function from a subset of a metric space ( , ) which has Markov type 2 and takes values in a (0) metric space ( , ) can be extended to a Lipschitz function defined on all of whose Lipschitz constant is larger by at most a constant factor (depending on ). The definition of the notion of Markov type is beyond the scope of this extended abstract: it suffices to say that we can take to be Hilbert space, or for ∈ [2, ∞) and even more generally a normed spaces whose modulus of smoothness has power type 2, a tree, the word metric on a hyperbolic group or a simply connected manifold with pinched sectional curvature, series parallel graphs, or Alexandrov spaces (in particular manifolds) of non-negative curvature. While we believe that this extension theorem is a key consequence of our work, for lack of space we defer the discussion about it to the full version of this paper.
Another major addition to the full version of this extended abstract will be a different proof of the decay of the Poincaré constant of powers of symmetric stochastic matrices in super-reflexive spaces and in (0) spaces. This proof is based on using norm bounds. The norm bound ( , , ) for a doubly stochastic × matrix in a normed space is the smallest > 0 satisfying (2.36). The quantity ( , ℝ, 2) is the second absolute eigenvalue of , and Proposition 2.6 shows that it always controls + ( , ∥ ⋅ ∥ ) from above. We show in the full version that when is -convex, ( , , ) also controls + ( , ∥ ⋅ ∥ ) from below, and this allows us to obtain a short proof of the decay of + ( , ∥ ⋅ ∥ ) as a function of when is a -convex space. This alternative approach has the advantage that it proves the decay of the Poincaré constant of the power of the matrix instead of its Cesáro average, and it is also shorter than the Markov cotype approach. However, in many respects it is less "robust" than the Markov cotype approach taken here, it yields worse bounds, and most importantly, it yields a Poincaré inequality which is insufficient for our construction of zigzag super-expanders. All of these issues will be discussed in the full version. . We may assume that ( , 2 ) > 12 2 , since otherwise we are done. This assumption implies that there exist 1 , . . . , ∈ such that:
Let 1 , . . . , ∈ be as in (2.22) . Note that for all , ∈ {1, . . . , } we have:
By averaging (3.41) we get the bound:
(3.42) Using (2.22) once more, in conjunction with the definition of ( , 2 ) , we see that:
This concludes the proof of (2.23). □ Proof of Claim 2.2. Fix , : [ ] → , and define ℎ :
We next prove the lower bound. Fix ℎ : [2 ] → , and define , : [ ] → , ( ) = ℎ( ), and ( ) = ℎ( + ). Then,
Similarly,
Hence, by summing the above two inequalities,
□ Proof of Claim 2.3. We observe that for odd , (
. What complicates matters is that for even , ( . However, we can write every even > 0 as a sum of two almost unique odd numbers by defining for even , 1 ( ) ≤ 2 ( ) the unique pair of odd numbers such that 2 ( ) − 1 ( ) ≤ 2, and 1 ( ) + 2 ( ) = . Note that the multiset ) . We therefore can bound for every ℎ :
which means that 
A normed space is said to be uniformly convex if ( ) > 0 for all ∈ (0, 2]. Furthermore, is said to have modulus of convexity of power type if there exists a constant such that ( ) ≥ for all ∈ [0, 2]. It is straightforward to check that in this case necessarily ≥ 2. By Proposition 7 in [2] (see also [4] ), has modulus of convexity of power type if and only if there exists a constant > 0 such that for every , ∈
The least for which (3.44) holds is called theconvexity constant of , and is denoted ( ). The following lemma is stated and proved in [1] when = 2.
Lemma 3.1. Let be a normed space and a random vector in with ∥ ∥ < ∞. Then
Proof. We repeat here the > 2 variant of the argument from [1] for the sake of completeness. Define
Then ≥ 0. Our goal is to show that
Fix > . Then there exists a random vector 0 ∈ ( ) for which 
Since ( 
(3.51)
Taking expectation in (3.51) implies that
Iterating this argument we obtain the following famous inequality of Pisier [22] . 
We shall also need the following variant of Pisier's inequality: 
and if ≥ , then (3.53)
Proof. Assume first that ≤ . Observe that by the definition of ( ) for every ∈ [0, 2] we have
By (the proof of) Proposition 7 In [2] , it follows that 
Thus (3.54) implies that (3.55)
Applying (3.55) inductively we get the lower bound
which is precisely (3.53) . □ Note that Corollary 3.1 specialized to = 2 is precisely (2.26).
A metric space without uniform decay of the Poincaré constant
Observe that as long as a metric space ( , ) contains at least two points, the fact that + ( , ) < ∞ implies that is ergodic, and therefore lim →∞ + ( , ) = lim →∞ + (A ( ), ) = 1. However this weak decay is insufficient for our purposes. For the iterative construction in this paper we need at the very least the following type of uniform decay of the Poincaré constant:
Here we show that there exists a metric space with no such uniform decay.
Proposition 3.1. There exists a metric space ( , ), and graphs { = ( , )} ∞ =1 , where | | = , such that lim →∞ + ( , 2 ) = ∞, and for every ∈ ℕ, there exists 0 such that for every > 0 ,
Proof. Let = ( , ) be an arbitrary family of constant degree expanders, i.e., is a degree (say = 4), -vertex graph satisfying + ( , ∥ ⋅ ∥ 2 2 ) ≤ , for some > 0. Let ( , ) be the metric space defined as follows: as a set, = ℓ ∞ ∩ ℤ ℵ0 , i.e., the set of all finite integer-valued sequences. The metric on is given by ( , ) = log(1 + ∥ − ∥ ∞ ). Note that is indeed a metric since ( ) = log(1 + ) is concave, increasing and (0) = 0 (i.e., = ∘ ∥ ⋅ ∥ ∞ is a metric transform of the ℓ ∞ norm).
First we prove that + ( , 2 ) ≲ (log(1 + log )) 2 . Let , :
→ be arbitrary mappings. Our goal is to prove that
be the Bourgain embedding [3] of equipped the ℓ ∞ norm into ℓ 2 , i.e., for every , ∈ ,
for some constant ≥ 1.
We next apply the metric transform ( ) = log(1 + ) to (3.56) , and obtain for ( ) ∕ = ( ),
The second and last inequalities above follow from the fact that ∥ ( ) − ( )∥ ∞ ≥ 1.
As was shown in [16, Remark 5.4] , there exists a universal constant ′ > 1 and a mapping :
. This fact, together with (3.57), implies that the mapping = ∘ : → ℓ 2 satisfies:
for every , ∈ . Applying the Poincaré inequality of in ℓ 2 we conclude that
This proves that + ( , 2 ) ≲ (log(1 + log )) 2 . Next, we show a lower bound on + (A ( ), ). For this purpose it is sufficient to examine a specific embedding of A ( ) in . Let = : → ℤ ℵ0 which is an isometric embedding of the shortest path metric on A ( ) into (ℤ ℵ0 , ∥ ⋅ ∥ ∞ ). In this case for every { , } ∈ (A ( )), ( ( ), ( )) = (∥ ( ) − ( )∥ ∞ ) = (1) = 1. On the other hand, since the degree of A ( ) is , at least half of the pairs in × are at distance ≳ log log in the shortest path metric metric on A ( ), and hence their images under are at -distance ≥ log
, where ′′ > 0 is a universal constant. Hence, provided ≤ ′′′ log for some sufficiently small constant ′′′ , we have
Construction of the base graph
Proof of Proposition 2.6. Let , : [ ] → , denote bȳ = , and¯ = ,˜ = −¯ ,˜ = −¯ . Then ∑ =1˜ ( ) = ∑ =1˜ ( ) = 0, and so by the definition of , ∥ ˜ ∥ ( ) ≤ ∥˜ ∥ ( ) , and ∥ ˜ ∥ ( ) ≤ ∥˜ ∥ ( ) . Hence
It follows that, Expanding the last term,
So
We next observe that for any permutation : [ ] → [ ] (and ≥ 1), ∥¯ −¯ ∥ ≤ 1 ∑ ∥ ( ) − ( ( ))∥ . Since is symmetric stochastic, it is in the convex hull of the permutation matrices, so we can write = ∑ ℓ ℓ Π ℓ , where {Π ℓ } ℓ are permutation matrices, and ℓ ≥ 0, ∑ ℓ ℓ = 1. Hence,
We conclude that, The -convexity constant of , denoted ( ), is the smallest constant such that for every and every : 2 → , ∥( 1 )∥ 2 2( ) ≤ 2 ∥ ∥ 2 2( ) . We also define the th level Rademacher projection by
We assume throughout that is a complex Banach space. The case of Banach spaces over ℝ follows formally from this case by complexification. Extend the heat semi-group : ( ) → ( ) to ∈ ℂ, by setting:
Another way to write it is = ∑ =0 − . We shall use the following deep theorem of Pisier [24] : See [15] for bounds on , in terms of ( ). We will require the following standard corollary of Theorem 3.2: Fix ∈ (0, 2 ). We shall use the Harmonic measure corresponding to , i.e., the Borel probability measure = on ∂ such that for every bounded analytic function on , We refer to [5] for more information on this topic and the ensuing discussion. It suffices to say here that for a Borel set ⊆ ∂ , ( ) is the probability that Brownian motion starting at leaves at . Equivalently, by conformal invariance, is the pushforward of the normalized Lebesgue measure on the unit circle 1 under the Riemann mapping from the unit disk to which takes the origin to . Let = ( 1 ), and denote = (1 − ) 0 + 1 , where is a probability measure on , ∈ {0, 1}. We will require the following standard bound on :
Proof. The proof is a simple exercise in conformal invariance. Let denote the unit disk centered at the origin, and let + denote the intersection of with the half plane arg ≥ 0. The mapping → ( ) 2 is a conformal equivalence between and + . The mapping → − + − is a conformal equivalence between + and the positive quadrant { + : , ≥ 0}, and the mapping → 2 is a conformal equivalence between the positive quadrant and the upper half-plane. Finally, the mapping → − + is a conformal equivalence between the upper half-plane and . By composing these mappings, we obtain the following conformal equivalence between and :
Thus, by composing with the conformal automorphism of , → − ( )
1− ( )
, we obtain the mapping ( ) = ( )− ( ) 1− ( ) ( ) , which is a conformal equivalence between and with ( ) = 0.
By conformal invariance, is the length of the arc ( 1 ) ⊆ ∂ = 1 , divided by 2 . The assertion of Lemma 3.2 now follows from a direct computation. □ Lemma 3.3. For every ∈ (0, 1) there exists a bounded analytic function Ψ :
→ ℂ, such that Ψ( ) = 1, for every ∈ 0 , |Ψ( )| ≤ , and for every ∈ 1 , |Ψ( )| ≤ − −1 +1 .
Proof. The proof is the same as the proof of Claim 2 in [25] . Consider the strip = { ∈ ℂ : ℜ( ) ∈ [0, 1]} and for ∈ {0, 1} let = { ∈ ℂ : ℜ( ) = }. The argument in Claim 1 in [25] shows that there exists a a conformal equivalence ℎ :
:→ such that ℎ( ) = , ℎ( 0 ) = 0 , ℎ( 1 ) = 1 . Now define Ψ( ) = 1− −1 ℎ( ) . Hence, using Lemma 3.3 with = − , we get the bound:
Since by Lemma 3.2 we have ≍ 2 (where the implied constant depends on ), the bound (3.59), which holds for ∈ (0, 2 ), combined with Corollary 3.3, concludes the proof of Lemma 2.4. □
