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Abstract 
Let X be a pathwise connected topological space and let X, and X, be two closed 
pathwise connected homeomorphic subspaces. An elementary proof is given that, provided 
XI and X, have disjoint open neighbourhoods and one of the spaces X, and X, is a strong 
deformation retract of its neighbourhood, the relation between the fundamental group of X 
and the space obtained by identifying X, and X, is the same as that discovered by van 
Kampen for less general conditions as a generalisation of an earlier theorem of Seifert. The 
relation also holds for nonclosed X, and X,, if X is covered by the interior points of the 
complement of X, U X, and the neighbourhoods of these spaces. Two counter-examples for 
this relation showing that local conditions are required are also presented in this paper. 
Also, this paper contains a discussion of additional properties for a neighbourhood defor- 
mation retract X, that ensure that “collapsing a handle defined as trivial Z-bundle” will 
induce a (weak) homotopy equivalence and it discusses relevant counter-examples. 
In 1931 Seifert 117, Section 31 and independently in 1933 van Kampen [25] 
discovered relations for computing the fundamental group of a space which is 
glued together from spaces with known fundamental groups. Several extensions 
and generalisations of their theorems (that originally could only be used for 
simplicial complexes or under similarly restrictive conditions) have been developed 
since that time (e.g. [1,4-61X The first Seifert-van-Kampen theorem (“SvK-1”) can 
be applied in a situation where a topological space is given as a union of two 
subspaces having a pathwise connected intersection. The generalisation of this 
theorem was done by Crowell and Fox [71 and has become standard knowledge of 
topologists nowadays. The situation is different for the second van-Kampen 
theorem, dealing with the situation where a space is obtained by identifying two 
homeomorphic subspaces (for the sake of symmetry we will abbreviate this theo- 
rem by “SvK-11” although it is not contained in Seifert’s paper). This case is 
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treated implicitly in the papers of Weinzweig [26] (where unions of more than two 
subspaces not necessarily having a common intersection are considered) and in the 
work of R. Brown which presents a diagram of groupoids determining the funda- 
mental groupoid of the adjunction space [23. But no easy-to-use and easy-to-prove 
version of SvK-II has become standard knowledge of topologists yet. The purpose 
of this paper is to suggest a generalisation of SvK-II in the latter sense, i.e. to find 
conditions on the neighbourhoods of the two subspaces X, and X, to be 
identified which ensure that the relations of the fundamental groups discovered by 
van Kampen still hold. This theorem cannot be stated without local conditions; two 
counter-examples showing that otherwise this relation may not hold are also given 
below. The first shows a situation where X is not covered in the required way by 
the neighbourhoods of the complements of Xi and X, (Example 0.111, the second 
is a counter-example for the case where X, and X, are only deformation retracts 
of their neighbourhoods (Examples 0.12 and 3.11). The local conditions used here 
are sufficient to ensure that collapsing a handle defined as trivial Z-bundle induces 
a weak homotopy equivalence (Theorem 1.4(B)). This paper also discusses how 
much these conditions must be strengthened to obtain a homotopy equivalence in 
the same situations (Theorem 1.4(A) and Remark 1.18) and it gives an example 
showing that collapsing such a handle may induce a weak one only (Example 3.7). 
0. Statement of the SvK-II theorem and of corollaries and examples 
Notation 0.1. First we fix some notation: 
(i> The homotopy class of a curve w is denoted by [WI. If it is necessary to 
indicate the (sub)space to which the homotopy class refers, the square brackets will 
be indexed accordingly. 
(ii> In this paper we do not distinguish between a curve and its parametrization 
mapping. The operations “0-l” and “ 0” refer to the parametrization mapping 
whereas “ - ” indicates that curves have to be plugged together. Reversing the 
orientation of a curve is denoted by putting a bar over the curve’s name. 
(iii> In order to differentiate between representatives and equivalence classes 
square brackets are used for homotopy classes (cf. ($1 and sometimes for quotient 
groups, but they are usually omitted when referring to topological spaces obtained 
by identifying several points. 
Notes 0.2 (on the first Seifert-van-Kampen theorem). SvK-I in the form below can 
be found proved by cohomological methods in [15, 5, Theorem II and Corollary]. 
Most of the books containing SvK-I (e.g. [8, V.3.1 and Appendix III], [20, 3.41 and 
[21, 5.3.111) use more elementary methods in order to obtain this theorem. But 
they prove SvK-I only under stronger conditions (“Yi and Y, open”). Nevertheless 
SvK-I as stated below can be shown by these elementary methods, too. 
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Remark 0.3. The two Seifert-van-Kampen theorems may now be stated in the 
versions in which they are used or proved in this paper, respectively. These 
versions were chosen because they immediately permit one to write down presen- 
tations of the fundamental groups in the case of finitely presented groups. 
SvK-I. Let Y be a topological space with Y1 c Y and Y, c Y, where Y,, Y, and 
Y1 n Y2 are pathwise connected and not empty and where Y is covered by the interior 
of Y1 and Yz. Then the fundamental group rl(Y) can be obtained as follows: Take 
an arbitrary set of curves {wk I k E K) generating r,(Y, n Y,) and let N(Y, Y1, Y2> be 
the smallest normal subgroup of 7r1(Y1) * 7r,(Y,) containing {[wkly, . [w~I;~~ I k E K). 
Then 
r1(Y) = (?(Y,) * ?W)/N(Y, Y1, Y*) 
by a canonical isomorphism. Here we have assumed that Y1 n Yz contains the base 
point for all fundamental groups occurring in this theorem. 
SvK-II. Let X be a pathwise connected topological space and let X, and X2 be two 
pathwise connected subspaces homeomorphic via h : X, +X2. Each of the Xi is 
contained in a neighbourhood Ui such that II, f’ U, = @ and U, and U, together with 
the interior of X - (X, U X2) are an open covering of X. Now either assume that X, 
and X2 are both strong neighbourhood deformation retracts in X or, if only one of 
these subspaces satisfies this condition, that its closure is contained in a deformable 
neighbourhood. In both cases let ” N ” denote the equivalence relation on X obtained 
by identifying each x E X, with the image h(x) E X2. Choose a point P E X, and a 
path w through X from P to h(P) l X2. Also, take an arbitrary set of curves 
{wk I k E K) generating rl(X,) and let NJX, X,, h) be the smallest normal 
subgroup of Z * r,(X) containing IS * [wklil. Se’. [w . h(w,) ’ FIX I k E K}, where 
S is the generator of the Z-factor. This ensures that 
%-1(X/-) P (Z * r,(X))/N,(X, X,, h) 
by a canonical isomolphism with 
[wlx,- +I [Sl E (Z * rl(X))/N,(X, X,, h). 
Here P E X is chosen as the base point for all fundamental groups occurring in 
SvK-II. 
We will use the expression “first or second Seifert-van-Kampen formula” to 
refer to the prescription for calculating the fundamental group as it is contained in 
the corresponding theorem. Note that by applying our methods of the proof of the 
SvK-II theorem to SvK-I, one obtains conditions for the validity of the SvK-I 
formula different from the classical ones stated above (see Remark 3.6). 
Remark 0.4. (i> Note that the condition 
U,, 17, and (X - (Xi U X2)) form an open covering of X (1) 
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is trivially satisfied when Xi and X, are closed. On the other hand this condition 
cannot be omitted without getting a false statement, as Example 0.11 shows. 
(ii) We call a subspace A a “strong neighbourhood deformation retract” if there 
exists an open set U z,A and a homotopy rt : U + X such that r0 is the inclusion 
U + X, r,(U) CA and rI I A = id for all t (cf. [24, I (3.711). Note that this term is a 
bit weaker than “strong deformation retract of a neighbourhood”, because the 
latter expression would imply that the range of values of r, is U only. Also, note 
that by these definitions it is not required that U as used here and CJ in SvK-II 
coincide. Of course it will be necessary to adapt these two neighbourhoods 
appropriately within the subsequent proof of SvK-II. In this context observe that 
when replacing U and CJ by their common intersection the property (1) may get 
lost. But the retraction property of U according to this condition (ii) is also 
satisfied by U n Ui, since rt can be replaced by its restriction to U IT Ui. 
(iii) However, when giving the proof of &K-II below, at first (i.e. in 1.7-1.16) 
we will consider only the special case when U and Ui coincide, whereas the general 
case is treated just by indicating in Remark 1.17 how the proof can be adapted to 
it. 
(iv) Note further that each open set can be regarded as a strong neighbourhood 
deformation retract of itself with the identity as the retraction, but in this situation 
one should observe carefully whether all additional separation assumptions (cf. 
Example 0.11) in the SvK-II theorem and in Theorems 1.4(A) and 1.4(B) are 
fulfilled. 
Remark 0.5. Note that the fundamental groups al(X/ - >, obtained by the SvK-ZZ 
formula, are HNN-extensions (cf. (13, IV, Section 21). In the special case when the 
topological embeddings X, CX and X, cX induce monomorphisms on the rt- 
level, the SvK-II formula can directly be regarded as a prescription for an 
HNN-extension of rr,(X> relative to the subgroups rr,(X,) and rr,(X,>. In the 
general case rrt(X/ - ) can be regarded as an HNN-extension of an appropriate 
quotient of rr,(X): Note that the SvK-II formula implies that any two paths lying 
in Xi (i E (1,2}) give the same element in rr,(X/-1 if the images of these paths 
with respect to h or h-’ lying in the other space X,-i are homotopic in X. This 
defines relations on the two subgroups of r,(X) corresponding to the subspaces 
X, and X,, respectively. Let H be the quotient group of rl(X) obtained by 
factoring out these relations in rt(X) for both of these subgroups. In H the 
subgroups corresponding to X, and X, are isomorphic. By this isomorphy, 
applying the SvK-II formula to H instead of r,(X) gives an HNN-structure for 
the resulting group and, on the other hand, the resulting group still is x1(X/ - 1, 
because we only factored out relations that hold for rl(X/ - 1. 
Remark 0.6. The proof of SvK-II is on the one hand based on showing, by a 
standard application of SvK-I (see 2.1-2.5 and cf. [16, 1.1-1.31, that the SvK-II 
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formula describes the fundamental group of the space X’ =X U ‘p (X, X I> with 
cp:X,X{O,l}definedbycp(x,O)=xandcp(x,l)=h(x). (2) 
Section 2 is devoted to this proof. On the other hand we show in Section 1 that the 
map X1+X/-, defined by collapsing the Z-bundle, is an isomorphism on the 
r,-level and, furthermore, is a weak homotopy equivalence under the assumptions 
of &K-II. Note that by Examples 0.12 and 3.11(a) collapsing an Z-bundle need not 
be a weak homotopy equivalence at all. In addition we will construct another 
example (3.7) where in a similar situation we do not get a homotopy equivalence 
but we do get a weak one. In this context we discuss three additional properties 
(Definition 1.2) that a neighbourhood deformation retract might have, and we 
show which of them is sufficient to ensure that collapsing an Z-bundle will be a 
homotopy equivalence. 
Corollary 0.7. (i) Zf (X, Xi> has the HEP for some i E {l, 2) (“Homotopy Extension 
Property”), then the condition “Xi is a strong neighbourhood deformation retract” of 
SvK-ZZ is automatically satisfied. 
(ii) When (X, X, u X,) has the HEP, SvK-ZZ can be applied without checking the 
existence of neighbourhoods U, and U, as required in the original version. 
Proof. (i) is an immediate consequence of the discussion of the properties in 
Definition 1.2(i)-(iii) (see Remarks 3.1 and 1.3); (ii) can be obtained as follows: If 
Xi, X, are closed, the existence of U,, U, with all desired properties can be 
concluded from the assumptions of this corollary by a known theorem (cf. [3, 
7.3.61). But even in this case the following argument is more direct: Let Z := (X X 
(0}) u ((X, U X,) X [O,l]> and let p : Z +X be the obvious canonical projection. 
The prescription h,(x) := (x, t) gives us a homotopy h, :(X1 U X,) + Z. Since Id, 
can be used as an extension HO : X + Z of h,, by applying the HEP we obtain a 
homotopy ( H, &, d f d 1 : X + Z extending (h,), d f ~ 1. Define Z-J := H;‘(Xi X (i, 11) 
for i E {l, 2}, which gives us disjoint open neighbourhoods of X, and X,, 
respectively. Since X is covered by the three sets U,, U, and 
H;‘((Xx IO)) U (<XI UX,) X [o, +))) = (x- (XI Uxd) 
and the other local conditions of SvK-II are satisfied, SvK-II follows from the 
assumptions of this corollary as well. q 
Corollary 0.8. Zf X,, X, are disjoint pathwise connected homeomorphic subcom- 
plexes of a CW-complex, rTT1( X/ - > is given by the SvK-ZZ formula. 
Proof. This is an immediate consequence of Corollary 0.7(ii) and the fact that 
CW-complexes always have the HEP (cf. [21, 4.3.11). Alternatively, since CW-com- 
plexes are closed, one could also use Remark 0.4(i) and a theorem which ensures 
the existence of U, and U, as required in SvK-II (cf. [9, V.2.121 and [21, 4.3.21). 
0 
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Corollary 0.9. The SvK-II formula can always be used when handles are attached to a 
pathwise connected topological space X: Let X, X,, X, and h be as in the version of 
SvK-II stated in Remark 0.3, except that here we need not assume that there are open 
neighbourhoods U, and U,. Define cp as in (2). Then rt( X u .(X1 x [0, 11)) = 
(Z * r,(X))/N,(X, Xi, h), as in the SvK-ZZ formula. 
Proof. This result can either be obtained as direct corollary of SvK-II or as 
corollary of the proof of SvK-II below. We describe both possibilities, the latter in 
the first place: 
(i) Note that the local conditions of the SvK-II theorem, i.e. the existence of U, 
and 17, with their desired properties are only used in Theorem 1.4(B) when 
proving SvK-II in Section 2. Hence, based on Lemmas 2.1 and 2.2, Remark 2.3 and 
Proposition 2.4 only, Lemma 2.5 gives this corollary without local conditions. 
(ii) Consider X U ‘p (X, X ([O, +I;[$, 11)) and apply SvK-II identifying the two 
subspaces both denoted by X, x (i}. Note that the existence of the neighbour- 
hoods U, :=X, X (f, $1 and U, :=X1 X [i, %) ensures that this application of 
SvK-II is possible. 0 
Remark 0.10. As a consequence of Corollary 0.9 we obtain that the equation 
r1(X/-) = ?(X ” $7 (X1 x [O,W) 
can also be regarded as criterium for the validity of the SvK-II formula which is 
sufficient and, by Corollary 0.9, necessary as well. 
As mentioned in the introduction we now present two counter-examples show- 
ing the need of local conditions when stating SvK-II. The first refers to Remark 
0.4(i). 
Example 0.11. Let 
X:={(x,y)E[W2Jx2+y2=1}=S1, 
X,:=U,:={(x,y)EXIy>0}, (3) 
x2:=u2:={(x,y)EXIy<O}. 
Of course in this case X is not covered by Xi, X2 and (X - (Xi U X2)). But the 
other conditions of SvK-II are satisfied; the identity can be used as a deformation 
retraction in this case. Let h : X, +X2 be defined by h(x, y) := (x, -y). Because 
X/- = [O, 11 we have ri(X/ -) s {l}. On the other hand, if we apply SvK-II to 
the decomposition (3) with X = S’ and X, = (0, 11, we obtain 
z * rri(X) z * z 
NJX, X,, h) =o=z*z. 
The following example shows that the attribute “strong” cannot be omitted 
when stating sufficient conditions for the SvK-II formula: 
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(-za,o 
B 
(0,0,-l) 
Fig. 1 (see Example 0.12). The space shown in this figure is constructed as follows: Take a system of 
infinitely many loops A and B in the horizontal plane ((x, y, 0) I x,y E R), construct the cones 2 and 6 
over these loop systems as illustrated in the figure and connect the vertices of these cones by an arc C. 
Example 0.12 (based on Griffiths, cf. [11,12], see also [18, 1 (Example G7)]). 
Consider Fig. 1 as illustration of a non-tame two-dimensional complex which is 
embedded in R3. The figure shows d U 8 U C = X/ - , where the space X = (d 6 
$ U C is obtained by moving the cones d and g a bit such that they do not touch 
at the origin anymore. This space X is contractible and hence it has a trivial 
fundamental group. Thus a direct application of the &K-II formula to this 
representation A^ U B U C = X/ - would immediately give that the fundamental 
group of X/ - is Z generated by (0, 0, 1) (0, 0, - 1) U C where the overbar here 
is used to denote the connecting line segment. This cannot be true in view of the 
existence of curves u which run along all loops of A and B alternatively, since 
such a curve is neither null-homotopic nor homotopic to a power of w where w is 
defined as parametrization of (0, 0, 1) (0, 0, - 1) U C. Note that u *’ r w. . . . . w 
is obvious and v f 1 is at least plausible: A homotopy deforming u to {(O, 0, 0)) has 
to lift all A-loops of u to a level z = 1, whereas the B-loops have to be shifted 
down to z = - 1 in order to be contracted, but at that level of homotopy the 
z-component of u would be a function taking on the values + 1 and - 1 alternately 
infinitely many times and hence it could not be continuous any longer. However, in 
Example 3.11 we will give more information on how this picture can be replaced by 
a precise argument. Finally note that, even if the direct application of the SvK-II 
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formula does not give the correct result, with the exception of the attribute 
“strong” all conditions for a direct application of SvK-II are satisfied: Each of the 
two subspaces which are identified here consists only of one point, namely of the 
accumulation point of A and B which have both been moved to the origin in Fig. 
1. These are closed subsets which are a (non-strong) deformation retract of an 
appropriate neighbourhood: Such a neighbourhood could be obtained as the union 
of the corresponding cone (i.e. 2 or 6) and a neighbourhood of the vertex of the 
corresponding cone containing a segment of the arc C also. 
1. Two theorems on collapsing I-bundles 
Definition 1.1. By “collapsing an I-bundle” we mean a mapping 
f:XU,(X,XI)-tX/- 
obtained as the obvious canonical projection, when X, and X, are subspaces of 
the same topological space X, but under weaker assumptions as considered in the 
analogous situation of SvK-II. Here we only require X1,X, cX, 3U,,U, with 
&I OpenXi, UinU,=@, X,=X, via h:X,+X,, x-h(n), U,UU,U(X- 
(mux,)) =X. As in &K-II and (2), cp :(X, X (0, 1)) -+X is defined by the 
equations cp(x, 0) =x and cp(x, 1) = h(x). Further note that in such a situation we 
will use the symbols 
X0 and U to denote subspaces of X/ - , (4) 
namely X0 is what is obtained by identifying X, and X, and U C X/ N is its open 
neighbourhood constructed as U, U U,. 
Now we give a list of the additional properties of a strong neighbourhood 
deformation retract as defined in Remark 0.4(n) that are of interest in this paper. 
Note that the use of these terms is not standardizised. We shall use them as 
follows: 
Definition 1.2. (i) A subspace A CX is called a “strong halo deformation retract” if 
there exists a function A : X -+ [O, 11 and a homotopy h, : X+X such that h, = id, 
h, I A = id, h,(h-‘([O, 1))) CA and A-‘((0)) IA (compare [lo, XV.7 (Example 411). 
(ii) A strong halo deformation retract is called a “proper halo deformation 
retract” if A satisfies A = A - ‘({O)). Note that some homotopy theoretic texts 
mainly consider only property (ii), but call the pair (X, A) an “NDR-pair” (e.g. 
[27, I.5 (l-4)], [19, 6.21 and cf. [22, Theorem 21, [24, I (3.26(b))]). 
(iii) A strong halo deformation retract is called a “perfect halo deformation 
retract” if A= A-‘((0)) and h&A-‘([O, t)) CA for all s > t E 10, 11 (cf. [23, Lemma 
41 and [24, I (3.15(b))]). 
A. Zastrow / Topology and its Applications 59 (1994) 201-232 209 
Remark 1.3. Clearly we have 
Definition 1.2( iii) * 
Definition 1.2( ii) * I 
Definition 1.2(i) j Remark 0.4( ii), 
but the opposite implications only hold under additional assumptions, as the 
following lemmas will show. Only Definition 1.2(n) implies that A is closed and if 
that is given Definition 1.2(iii) * Definition 1.2(u) is obvious. The opposite impli- 
cation is not obvious, but nevertheless true without additional assumptions (cf. 
Remark 3.1). Note that the main difference between these four terms is in the 
existence and the properties of the function A and not in the domain of definition 
of the homotopies denoted by h, or r, (cf. Lemma 3.4). 
Now the two theorems on collapsing I-bundles can be stated as follows: 
Theorem 1.4(A). Assumptions and notations as in Definition 1.1. Further assume 
that X, is a strong halo deformation retract and that X, and X2 can be separated by 
a real-valued function u. Then collapsing an I-bundle is a homotopy equivalence. 
Note that the additional requirement concerning EL is not necessary when Xi 
and X, both are proper or perfect (cf. Remark 3.10(i)). 
Theorem 1.4(B). Assume that X, and X2 are strong neighbourhood deformation 
retracts or, if only one of these subspaces satisfies this condition, that its closure is 
contained in a deformable neighbourhood. Then, with the assumptions and notations 
of Definition 1.1 collapsing an I-bundle is a weak homotopy equivalence. 
On the necessity of some of the assumptions ee Examples 3.7, 3.9, 3.11(b) and 
3.12 and Remarks 3.8, 3.10(n) and 1.18. 
Proof of Theorem 1.4(A). The additional requirement of the existence of p with 
pL(X1) = {Ol and d-X,) = 111 is needed, since the neighbourhoods U, and A - ‘([O, 
1)) as required in Definitions 1.1 and 1.2(i) respectively might not coincide. Hence 
this A need not satisfy the properties required of p (cf. Example 3.9 and Remark 
3.10(n)). Thus we construct the function 
X+[O,l], ~-,min(I,m~{A(~),I~(~)l}} 
and use it, denoted by A again, in the following steps of the proof: In order to show 
that f is a homotopy equivalence we give an explicit construction for the homotopy 
inverse. Our candidate therefore is 
g:x/-+ x u, (X,xZ) =X’, 
XEX 
I 
for A(x) z i, 
g(x) := h2-3.h&) EX fori<A(x)<$, 
(h,(x),l-3*A(x))EX,XI forOGA(x)<i. 
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It remains to be proved that f 0 g = id,,_ and g 0 f - id,!. From the above 
definition we obtain 
f 0 g:x/-+x/-, 
X 
I 
for A(x) > 5, 
(f 0 g)(x) = Z~_s.~&x) for 5GA(x) G3, 
h,(x) forOGh(x) G+, 
and 
g 0 f:X U,(X,XZ) =X’+X’, 
for y =x EXCX’, A(x) > $, 
fory=xEXCX’,+<A(x)<~, 
f 0 g r id,,_ can be obtained 
defined as follows: 
r 
X 
_ 3*A(x)) fory=xEXcX’,O<A(x)<i, 
for y = (x, t) E (Xi XZ) CX’. 
by using the homotopy H, : X/ - X [O, 11 -+X/ - 
for A(x) 2 5, 
H,( X, S) = hs.(2--3.h(x))(  
i 
for i G A(x) G $, 
h,(x) forO<A(x) G+. 
On the other hand there exists a homotopy deforming g 0 f to id,,, namely: 
IX for y =x, A(x) 2 i, 
4.(2--3.*(x))(x) fory=x,+GA(x)<i, 
4.(2--3.*(x))(x) fory=x,O<A(x)<+,s<i, 
k-;W+f(x) for y=x,O<A(x) <+,~a+, 
2.~-1<3.A(x), 
&(x,s)=((h,(x),2~3.A(x)-1) 
for y =x, 0 <A(x) G i, s > $, 
2.s-1>3*A(x), 
(x,2*s+t-1) fory=(x,t),s~~,2.s+t(2, 
(x9 I) fory=(x,t),sZ3,2.s+t>,2, 
[(x7 t) for y = (x, t), s Q i. 
Note that in the above table the two cases for an arbitrary element y E X’, namely 
“y =x EXCX”’ and “y = (x, t) E (Xi x Z) c X”’ have been abbreviated. In or- 
der to prove the continuity for the above constructions one has, firstly, to verify 
that the given definitions ensure continuity on each piece, which is elementary, 
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secondly, to verify that these definitions coincide wherever two of the pieces 
intersect, and finally, to make use of the following observation: 
Proposition 1.5. Let R be a topological space and let A,B c R. Then for all 
continuous mappings f : A + S and g : B -+ S which coincide on A n B and all 
topological spaces S the “curled bracket composition” 
h:R+Sdefinedbyh(x)= 
f(x) for x EA, 
g(x) for XEB, 
is continuous if and only if R = A U L B, i.e. if and only if the given topology of R 
coincides with the topology obtained as follows: Consider A and B as two disjoint 
topological spaces and id I AnB as a mapping L which embeds a subspace of A into B. 
Then construct the adjunction space A U L B which provides an alternative possibility 
of topologizing R. 
Remark 1.6. The proof of this proposition is based on elementary set-topologic 
conclusions and omitted here. It can be applied to the situation in Theorem 1.4(A) 
since the topology of X’ and X/ - is by definition the topology of an adjunction 
space. Hence we can apply this theorem to the intersections x’ 3X n (X, X I) = 
X, 6 X2 and X/ - 3 Vi fl 17, =X,,. The remaining intersections are all of type 
h -‘([a, b]) n A -‘([b, cl) = A ~ ‘({b}) and hence closed. For closed A and B the 
continuity of a curled bracket composition is more standard than for the above, 
most general, conditions. ~1 
Note that this type of continuity proof has to be used implicitly several times 
within the subsequent proof of Theorem 1.4(B). 
Proof of Theorem 1.4(B). 
In the special case of Remark 0.4(iii) the proof is equivalent to showing the 
following 
Lemma 1.7. Assumptions and notations are as in Theorem 1.4(B), (2) and Remark 
0.4(iii). Then the collapsing of the Z-bundle of X’, i.e. the mapping f as defined in 
Definition 1.1 induces isomolphisms f++, : r,,(X’) + rr,,(X/-) for all n E N. 
The proof of this statement is given in 1.8-1.16. Since it is based on some rather 
elaborate technical constructions, it is divided into several steps and some prelimi- 
nary explanations. 
Remark 1.8 (Preliminary explanations to the proof of Lemma 1.7). The basic idea of 
the proof is exactly the same as for Theorem 1.4(A), but technical problems arise 
because in this case we have no A-function that could be used to determine which 
points of Vi can be moved by the deformation retraction how far in the direction 
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of Xi in order to define a continuous mapping. Nevertheless a proof of Lemma 1.7 
can be obtained if one is aware of the following two facts: 
(i) Since in this case we claim a weak homotopy equivalence only, we need not 
define a function of X/ - , in fact it suffices to establish definitions on the 
parameter domain of singularly embedded spheres. 
(ii) No matter how pathological the topology of X is, the parameter domains of 
these singularly embedded spheres are merely ordinary spheres having the usual 
nice locally compact and metric topology. This enables us by appropriate defini- 
tions to obtain some properties that can be used instead of those of A. 
The main part of the proof is to show that the f++,, are onto, i.e. to construct for 
any singularly embedded sphere u : S” +X/ - a homotopy preimage w : S” -+ 
X u p (X, x Z) satisfying f 0 w = u; the fact that f has no kernel and hence is 
one-to-one follows from applying similar techniques to null-homotopies of spheres 
(cf. Proposition 1.15). The construction of the preimage w of u can be subdivided 
into the following steps: The first step (Proposition 1.12) consists of homotopying 
the sphere uW> to ~0’9 such that ~0’9 has no places where it runs directly 
from U, to U,, i.e. between areas where u takes on values in U, and where it has 
values in U, there are n-dimensional domains where u only takes on values in X0. 
Any u satisfying these properties has a direct preimage w with respect to f, i.e. 
there exists a singular sphere w : S” +X u p (X, x Z) with f 0 w = u. Such a 
sphere w is constructed in the second step (Proposition 1.14). The definition of u 
needs to be prepared by an appropriate subdivision of the parameter domain of u, 
u and w. This subdivision is established in a preceding step zero given by the 
following proposition. 
Proposition 1.9. Let u : S” +X/N be a continuous function. Then there exists a 
subdivision of S” into four subsets WI, W,, W, and W, satisfying <for the notation 
recall (4)): 
(8 u(W,>c(X/- -x,>, 
(ii) u(W,> c U, 
(iii> u<W,> c <U, - X,>, 
- 
(iv) UC W,> c 07, - X0>. 
(v) The Wi are closed sets. 
(vi) win w,=pl, 
(vii) W,n WA=@. 
(viii) For j E (3, 4) there exist continuous functions lj : Wj -+ [O, 11 such that 
lj(JJ$ n WI) = (0) and lj(q n WJ = (1). 
Proof. Use S” = Z”/aZ” and consider I” as the parameter domain of u. Note that 
u(aZn> = (P} and that u-‘(X/- - X0> and u-‘(U) give an open covering of I”. 
From the theory of the Lebesgue number it follows that a uniform partition of I” 
by sufficiently small cubes has the property that the closure of each cube is 
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contained in at least one of those two sets. We consider a subdivision of I” into 
cubes with these properties and let 
WI := the union of the closure of those cubes which are contained 
in Cl(X/- -X,). (5) 
Note that each of the remaining cubes has a nonempty intersection of its closure 
with u-l(K). The union of the closures of these cubes is denoted by W,. Since 
W, n WI and U-‘(x0) are both closed subsets in Z”, there is a positive distance 
between them. We choose E smaller than this distance and let 
w*:=w,-U(W,nW,,&), (6) 
i.e. W, consists of the proper interior of W, after removing a boundary strip of 
width E. Note that u maps the closure of the remaining part I” - (WI u W,) to 
Un(X/- - X,>, which is a disjoint union of the open sets U, - X, and U, - X0. 
Hence the closure of the remaining part I” - (WI U W,) splits into connected 
components which are either covered by u - ‘(U, - X,) or by U- ‘(U, - X,>. We 
define W, and W, as the union of the corresponding connected components as 
specified by (iii) and (iv); this definition also gives (vii). Now by construction the 
items D-(v) are satisfied; (vi) follows because W, was defined as the complement 
of the interior of W, and W, as contained in the interior of W, and lying at least at 
a distance E from aW,. Hence the Euclidean metric p of Z” satisfies that p(x, 
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Fig. 2 (belonging to the proof of Lemma 1.7, especially to step zero in Proposition 1.9). This figure 
shows Z2, the parameter domain of u in the two-dimensional case and illustrates how the construction 
in Proposition 1.9 might look, if we assume that apart from aZ2 (recall u(aZ2) = (P) by definition) u’CXJ 
is as marked by the curved lines of this figure. Note that the size of the uniform partition of Z2 and the 
width of the boundary strips are not determined, and that it is not visible from this figure which of the 
strips belongs to W, and which to W,. But the remaining entries of this figure are no longer arbitrary, 
based on these assumptions. 
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Fig. 3 (belonging to the proof of Lemma 1.7, especially to Remark 1.11). Example of a wild singular 
one-sphere regarded as a curve. 
W, n WI> = 0 for x E y. n WI and p(x, W, n WI> = E for x E y.17 W, (j E {3, 4)). 
This enables us to define the functions lj as required in (viii): 
lj(x)= 
P(X, w, n W 
E . o (7) 
Remark 1.10 (On the illustrations). The figures Fig. 3-6 illustrate the construction 
of u and w in the one-dimensional case, as is described in steps 1.12-1.14 below. 
Hence U, u and w are singular one-spheres which are depicted as curves in these 
figures. The uniform subdivision of the parameter domain I, as it is described in 
the beginning of the proof in Proposition 1.9 is not marked in these diagrams, 
moreover the interpolation nodes ur,, u2a, u2r and uz4 must be regarded as being 
only those interpolation nodes of a fine uniform subdivision which lie on the 
boundary between W,, and WI. An example for the complete subdivision is 
illustrated in the two-dimensional case in Fig. 2. 
Fig. 4 (belonging to the proof of Lemma 1.7, especially step one in Proposition 1.12). Using r the cmve 
u (cf. Fig. 3) can be homotopied to u such that a situation with infinitely many crossings of X,, is 
avoided and the remaining finite number of crossings are replaced by segments of u contained in X,,. 
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Fig. 5 (belonging to the proof of Lemma 1.7). This figure contains, on the same scale as the other 
figures, the graphs of the functions 5 and l4 which are defined in (12), Proposition 1.9(viii) and (7) and 
are used in the construction of u and w respectively (cf. Propositions 1.12 and 1.14). Besides, it 
illustrates the subdivision into the sets H$ (cf. Proposition 1.9(i)-(vii), (9) and Proposition 1.12(i)-(iv)). 
The three horizontal axes show a part of I’, the parameter domain of the curves U, u and w. 
Remark 1.11. (i) Note that the subsequent construction cannot be performed 
completely symmetrically according to which of the two spaces X, or X2 we 
assume to be a neighbourhood deformation retract, because in both cases the base 
point is contained in X,. But, since by invariance properties of the fundamental 
group the exact position of the base point does not matter, we can restrict 
ourselves, without loss of generality, to giving an elaborate description of the case 
defined below (while the other case is treated only by a hint in Remark 1.16): 
Assume that X2 is a neighbourhood deformation retract of X, i.e. we have a 
homotopy (r,)o < s < 1 satisfying . . 
ra= id,, rr( U,) cX2, rS I X, = id, vs E [O, 11. 
This r is extended to U cX/ - so that rO = id,, r,(U) c VI, r, 1 U, = id, for all 
S, where the last property defines the extension. 
Fig. 6 (belonging to the proof of Lemma 1.7, especially step two in Proposition 1.14). The curve u (see 
Fig. 4) obtained by homotopying an arbitrary curve u (cf. Fig. 3) has a preimage w with respect to f. 
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(ii) Note that when assuming that the same set U, that satisfies (1) is a domain 
of definition of r, above, we restrict ourselves to a special case (cf. Remark 
0.4(iii)). 
Proposition 1.12. There exists a v with properties mentioned in Remark 1.8. 
Proof. We refine the subdivision of I” described in Proposition 1.9 by defining 
closed sets W, and W, via 
w,:= IQn{XI&(X) <3), w,:= W4n{XIfb(x) ai}. (9) 
Hence we have 
(i) W, U W, = W,, 
(ii) W,fl WI= W,n WI, 
(iii) w,n w,= w,n W,, 
(iv) Proposition 1.9(v) also holds for W, and W,. 
Now v and the homotopy h, : I” +X/ - with h, = u and h, = v can be 
obtained by the following definitions. 
hsIw,vw,=ulw,uw,, h,Iwzuw,=(r, ~~)Iw,~w,, 
for x E W, we let: h,(x) = ( r2.s.tcxJ 0 u)(x), 
v := h,, (10) 
with & as defined in (7). The continuity of the restrictions of v and h, to one of 
the sets K is obvious, the continuity of v and h, as a whole follow because the 
above definitions coincide on all intersections of the Wi. In this context note that, 
by the construction in Propositions 1.9 and 1.12, only the following pairs of sets can 
intersect: <WI, W,), (W,, W,>, (W,, W,), (W,, WC>, (W,, W,). In addition, note that 
by (9), (10) and Proposition 1.9(i)-&) we have: 
- 
v(W1) c(X/- -X0), v(W,) =(ZA UX,), 
v(W,) = (Q -X0>, U(W,) cx,. 0 
(11) 
Remark 1.13. In the case shown in Figs. 3-6 we have u(WJ c U, UX,, which 
seems natural, but which need not be given in general. Note that (cf. Remark 
0.4(u)) U, is only assumed to be a strong neighbourhood deformation retract and 
not to be a deformation retract of U,, hence Im(r,> can be all of X. The same 
holds for v I w,, since it is defined as r2 ,& 0 u. Now remember that rS had 
originally been defined as map 17, +X before it was in Remark 1.11(i) considered 
to be a mapping into X/ - . This original definition gives the desired lifting 
w:S”+X u, (X,xZ)of v:S”+X/- for the restriction to W,. Here w I w, is 
defined by using the same formula (“r2.c4 0 u”) as for v I w,, but with interpreting 
r2.54 as mapping into X instead of X/ - . This implies in particular that for each 
x E W, with v(x) EX~ we either get w(x) l X1 or w(x) =X2. Furthermore notice 
that if such an x lies in the intersection with some other y-set, we obtain 
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w(x) E X, in any case. This follows, since by (9) and Proposition 1.12(i)-(iv), any x 
in one of those intersections lies either in IV, f~ WI or in W, f~ W, which deter- 
mines by Proposition 1.9 the value of & and the domain where u(x) must be 
contained. 
Proposition 1.14. There exists a preimage w of v with respect to f, as explained in 
Remark 1.8. 
Proof. We note that the definition of w is unique for all x with v(x) @X0. Hence, 
using Notation O.l(iii), w can be described as 
( 
v(x) EX- (X, UX,) cX u, (X, XI) for U(X) 4X,, 
W(x)= (v(x),[(x))EX1xIcX U,(X,Xl) forv(x)EXO, 
with some appropriate definition of a function 
r:r~n{tlV(t)EXg]~[O,l]. (12) 
More precisely w can be obtained as follows: 
For x E WI U W, let w(x) :=u(x), 
for x E W, let w(x) := 
1 
u(x), if v(x) E U, -X0, 
(u(x), 0) if v(x) EXo, (13) 
for x E W, let w(x) as explained in Remark 1.13, 
for x E W, let w(x) := (v(x), t(x)). 
s I w, can be defined as 2 - 2. t&, whereas on the remaining sets Wi, if those 
intersect DC at all, 5 only takes on the values 0 and 1, according to the above table 
(13) and to Remark 1.13. The proof of the continuity of w now follows from the 
usual arguments by checking the continuity on each of the sets Wi and the 
coincidence of the definitions on the intersections. q 
The above construction of a homotopy preimage of f for an arbitrary sphere u 
implies that f,, is onto. Hence in the case of Remark l.ll(ii) the proof of 
Theorem 1.4(B) will be completed after having proven that f++,, is one-to-one. 
Proposition 1.15. f#, is one-to-one in Lemma 1.7. 
Proof. As already explained in Remark 1.8 it suffices to apply similar techniques as 
in Propositions 1.9, 1.12 and 1.14 in order to construct for each null-homotopy of a 
singular sphere in X/ - and for any preimage with respect to f of this sphere a 
null-homotopy contracting this preimage in X U cp (X, X I> to a single point: Let y 
be a singular n-sphere in X u ‘p (X, x I> which has a null-homotopic image 
u := f 0 y. As in Proposition 1.9 u can be regarded as a function defined on I” 
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such that u(aZ”> = {P]. Since u is null-homotopic, the mapping u can be extended 
to ii: In+’ +X/ - such that ii ( pxtoJ = u and G(aZ”+’ - (I” x (01)) = {PI. Note 
there is a principal difference between 6 and the mappings u considered in 
Propositions 1.9, 1.12 and 1.14: All the mappings considered there take on only the 
value P on the boundary of I”, while fi does not in general satisfy this property on 
the boundary of In+‘. Hence in order to avoid difficulties arising from this fact we 
extend the definition of fi from In+’ = Z” x 10, 11 to I” x [ - 1, + l] by 66, 
-t> := S(s, t) for s E I” and t E [0, 11. Now v’ and ti can be defined on I” X [ - 1, 
+ 11 by using the definition scheme of Propositions 1.12 and 1.14 respectively, 
hence we get G-ii and fo G=fi. Let w:=~?]~~n~ta) and u:=z711n.t0) and note 
that these w and u satisfy analogous properties as if they had been constructed by 
the definition scheme of Propositions 1.12 and 1.14 directly, i.e. without previous 
extension to I” x [ - 1, + I]. We have w = 0, namely by the function 6 1 In x [~,r]. The 
aim of this proof is to show that y is null-homotopic, hence it remains to be shown 
that w and y are homotopic to each other via a homotopy defined in the space X 
U ‘p (X, X I). Since we have f 0 w = u e u =f 0 y the problem of obtaining the 
desired homotopy can be regarded as a problem of lifting the homotopy between u 
and v which is defined in X/ - . We will succeed in this lifting problem since we 
can refer to the explicit construction of the latter homotopy in Proposition 1.12. 
The first step which is to be done for that purpose is to establish a lift of our 
retraction rs (cf. (8)) to the space X U ~ (X, X Z), namely we let: 
x u, (x1xz)3(u1h2) u, (X,XZ)i;X u, (X,XZ), 
?$( y) := 
i 
Y foryEUr U, (X,XZ), 
r,(y) for y E 4. 
Then, in analogy to (10) we define z : S” +X u ‘p (X, x Z) 
z I W~UW, =Y I w,uw,, &yJw,=(f, o Y)I W,UW,T 
for XE W, welet: z(X) = (f,.,,,, 0 y)(x), 
which is obviously homotopic to y. Now compare w and z. By definition they have 
the same image with respect to f, namely v. Hence in view of Notation O.l(iii) 
their relation to v can be described as follows: 
i 
v(x) if U(x) eX,, 
w(x)= (v(x), W,(X)), if v(x) EXo, 
i 
u(x), if v(x) EX,, 
‘(‘) = (v(x), z*(x)), if v(x) EXo, 
where w2 and z2 are [O, l]-valued continuous functions defined on v-l(X,) cZ”. 
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Thus w 1: z using e.g. the following homotopy: 
H(x7 s) := 1 4x1 if v(x) @X0, (+) , s.w2(x) + (1 -s) .z2(x)) if v(x) =X0. 
Note that the continuity of w and z implies a certain behavior of w2 and z2 on 
the boundary of their domain of definition. Namely, everywhere in a(v-‘(X0>) the 
functions w2 and z2 agree by taking on one of the values 0 or 1, or, in case X0 is 
non-closed and not all points of 13(u-‘(X0>) belong to v-‘(X0>, the values of w2 
and v2 converge to the same number 0 or 1 at each point of a(v-‘(X0)) - vP1(X,). 
This guarantees that at these points for all s the functions H(. , s) take on or 
converge to the same value as w and z. This is the basic observation in proving 
that the continuity of w and z extends to the continuity of H. So finally we have 
y = z 2: w = 0 proving that y does not induce a nontrivial element in the kernel of 
f q #’ 
Remark 1.16. In 1.7-1.15 the proof of Theorem 1.4(B) is given under the assump- 
tions of Remarks 0.4(iii) and (8). As already explained in Remark 1.11(i) the 
restriction to assumption (8) can be made without loss of generality; hence instead 
of a technical treatment of the case different from the case (8) we restrict ourselves 
to pointing out the following: Recall that if v(x) EX~ the preimage w(x) must lie 
on the I-fibre (v(x)) X Z cX, XI, but from the above methods a continuous 
mapping w can only be obtained if we define w(x) as lying on that side of X, X Z 
where there is no deformation retraction. Hence in the above treatment of case (8) 
we got “v(x) = P * w(x) = P”, i.e. a compatibility with the base point P that in a 
technical treatment of the case different from (8) could only be achieved by 
additional steps in the construction of w. 
Remark 1.17 (On the proof of Theorem 1.4(B) in the general case). Recall that in 
the preceding steps 1.7-1.16 we only gave the proof of a special case of Theorem 
1.4(B), cf. Remarks 0.4(iii) and l.ll(ii), namely the case where the deformable 
neighbourhood and the neighbourhood of the separation property (1) coincide. We 
now show how to adapt this proof to the general case: Recall that Theorem 1.4(B) 
has two alternative assumptions, namely: 
(a) Xl and X2 are both strong neighbourhood deformation retracts; 
(b) one of them is not only a strong neighbourhood deformation retract, but in 
addition its closure is contained in a deformable neighbourhood. 
In case (b) by using Remark 0.4(n) there exists one neighbourhood which is 
deformable and satisfies (1) at the same time. Hence after replacing U, by this 
neighbourhood the proof can be carried out as above in steps 1.7-1.16. 
In case (a) we only get by Remark 0.4(G) that there exist open neighbourhoods 
V, and V, with Xi c y c Q, where the Ui satisfy (1) and the y are deformable, but 
where KC vl: can happen (cf. Remark 0.4(iv)). In this case we still have to make 
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some adaptions to our proof in order to obtain a valid argument: Similarly to 
Proposition 1.9 consider the open covering of I” by the sets U-l(X- (x, u X,>> 
and U-‘(U, U U,> and construct, based on a cube subdivision of I”, the sets W, 
and WI as in (5) and (6). Note that each of the connected components of the 
common boundary aW, = aW, = W, n WI is either contained in z.-~(U, - X0> or in 
u-‘(U, -X0>. Then construct a (probably finer) cube subdivision of I” such that 
each of the W,-cubes is contained in u-‘(VI U 17,) or in u-‘<VI u V,> and hence 
can be associated with either of the two possibilities. Ensure that for both i E (1,2) 
all cubes which attach a (Ui - X,)-component of aW, are associated with U-‘(Uj u 
V3_i), but apart from that, when a cube satisfies both properties, make an arbitrary 
decision. Define Wo,j as the union of those cubes which are associated with 
u-‘(U, u V,_j) and let B = W,,, n Wo,2. Thus B is a closed subset of W, lying far 
from aW,, and it is covered by u-‘(VI u V,). Since u-~((U, - VI> u @I2 - V,>> is 
closed in W, and it has no intersection with B, we can choose E > 0 smaller than 
the positive distance between both sets. With this subdivision of I” the further 
steps of the proof can be carried out in analogy to the special case treated in the 
steps 1.7-1.16: Similarly to Proposition 1.12 we define u r u such that on the 
$-strip around B only values in X0 are taken by U, and further, such that for each 
x with u(x) EX~ there exists a small neighbourhood around x E Z”/aZ” = S” 
where the restriction of u to that neighbourhood either takes on no values in 
U, -X0 or no values in U, -X0. Then, in analogy to Proposition 1.14, w can be 
constructed as a preimage of u with respect to f. This gives that f++,, is onto; from 
extending this scheme of construction to null-homotopies of spheres one gets that 
f #,, is one-to-one, also. We will not give further details on these steps of the proof, 
except for the following precise suggestion of how to define II: 
‘u(x) for x E WI U (W, - u-‘( VI U V,)); 
4x1 for xE Wo,inu-l(~), p(x, B) a&; 
(r:-i 0 u)(x) for XE Wo,inu-‘(V,_i), p(x, B) ),E; 
u(x) := I (ri- 2 (2~P(Xd3)/&) o u)(x) for~EW~,~nu-‘(~),~&~~(x,B)~&; 
(I:-~ 0 U)(X) for x E Wo,j n u-‘( V3_j), 4.z G p( x, B) G E; 
(4 a u>w for x E Wo,j n u-‘(y), p( x, B) G $; 
\ 
(r:-i 0 U)(X) ~~~xEW~,~~U-~(~/~-~),P(X,B)~~E. 
We add some remarks on the notation and on the outline of the continuity proof 
for U: Note that we have two deformation retractions in this case which are 
distinguished by the upper index i E {l, 2): 
r;:I/I:-+X, r-6 = id,, r-f(F) CX,. 
Since r: and rf are both strong, for any two parameters s,t E IO, 11 the curled 
bracket composition of r: and r-f is a continuous function $,,, on VI U V2 by 
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Lemma 2.2. Zf X is any pathwise connected topological space, then 
?i-l(XV&) =z * 7rl(X). 
Proof. Choose Q,Q’ E S’ such that S1 nX = {Q) and Q’ # Q, and note that X is a 
deformation retraction of 
Y, :=Xv (Sl- {Q’}). 
The lemma now can be obtained by applying SvK-I to Y, and 
Y, := s’, 
because Y, and Y, at least contain the following sets of interior points: 
Pi = Y,, ?$s’-(Q}. 
Since Y, n Y2 = S’ - (Q’} = (0, 11, we have N(XV S’, Y,, YJ = (11, and hence 
SvK-I immediately gives the lemma. 0 
Remark 2.3. By Lemmas 2.1 and 2.2 the fundamental group of X U ‘p ({PI X [O, 11) 
is Z * ri(X); a representative of the Z-factor is given by the curve w *p where 
p:[0,1]+(x,xz)cx’, t-,(P,l-t) 
is a parametrization of the I-fibre lying over P. Note that because f 0 (w .p) = w 
with f as in Theorem 1.4(B) and Definition 1.1 this generator can be identified 
with S, defined in SvK-II. 
Proposition 2.4. Let W:= (XI X ([O, i) U (5, 11)) U ((P} X [O, 11)) where P eX1 is 
the base point for the fundamental groups and p is defined as in Remark 2.3. Zf 
Iwk I k E K} is a set of curves generating T,(X,), then with 
{wJk~K}u{P~h(wJ~plk~K} 
a set of generators for T,(W) is obtained. 
(14) 
Proof. This follows immediately using 
Wn (x1 x [o, +)) =x1 = WI-l (x1 x (i, 11) 
and the fact that (Wn (X, X [O, +>I, Wn (X, X (3, 11)) is an open covering of W 
with simple connected intersection. Thus SvK-I can be applied and gives a free 
product decomposition 
rr(w) =r,(wn (Xix [o, 5))) * r,(Wn (Xix (& 11)) 
=%-i(x,) * 7r,(X,). 0 
Using the notations and assumptions of SvK-ZZ and the definitions of q~ and x’ in 
(2) we now state: 
Lemma 2.5. r,(X’> = (Z * T,(X))/N,,,(X, Xl, h). 
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Proof. This again is an application of SvK-I: Let 
Y,:=X u,((Xlx([O,f)u(~,l]))u((Pl XWI)) 
cx u rp (X, x [O, 11) =X’. 
Noting that Yi -X u ~ ({P} X [O, 11) we make use of X’ = Yi U (X, X I) and the 
existence of the following open subsets 
91 IX u ‘p ([O, $) u ($, I]) = Yr, 
Ysz xx, x (0, 1) cx, x [O, l] =: Y*. 
Thus 
?Ti( x~)sv~-1(7ri( Y,) * ?(YA)/N(X’, Yip Y,) 
2.1/2.2 
= (z * T(X)) * ~*(Xd/WX’, y17 Y2). 
Since Yi n Y, = W we have a description of the generators of N := N(X’, Yi, Yz) 
according to Proposition 2.4. We consider (wk I k E K) as a subset of these 
generators (cf. (14)) and define N’ CN as the smallest normal subgroup of 
r,(Y,) * rr(YJ containing {[wkly,. [PV~]~~~ I k E K}. Let K denote the canonical 
projection r(Y,> * rr,(Y,) -+ ri(Yi) * r,(Y,)/N’. Then we have 
Ti(X’) = (?(Yi> * ?(Yz))/N 
= ((?(Yi) * ?(Y*))/N’)/K(N) 
= (((z * %(X1) * ?(Xi))/N’)/K(V 
= (z * ‘?(X))/K(N). 
The last equation is obtained because N’ was constructed using {wk 1 k E K) which 
was the set of curves generating rri(X,). Hence, we have merely to consider 
{p . h(w,) -p ) k E K} when looking for a set of generators of K(N). Since 
P.h(w,).p-,,~.w.w.h(w,).w.w.p 
and [w .p],, = S by Remark 2.3, we have 
[~.~(W&P]~,=~-~ . [w-h(w,) *W];SEZ * rl(X) =rl(Yl). 
On the other hand I,. h(w,) .p = y2wk in Y, =X1 x [O, 11, so that K([F -h(w,). 
ply21 = K([w~]~~) = [wklx. Using this and the definition of N = NCX’, Yr, Y,> in 
SvK-I we obtain generators for K(N), namely 
(S-‘a [weh(w,)B];S.[w,],’ I ktK). 
This system also generates &,,(X, Xi, h), compare the definition in SvK-II. q 
Remark 0.6, Theorem 1.4(B), Remark 2.3 and Lemma 2.5 give SvK-II. 
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3. Additional remarks and examples on collapsing Z-bundles 
Remark 3.1. X, is a proper halo deformation retract (cf. Definition 1.2(n)) if and 
only if Xi is closed and (X, Xi) has the HEP. This is a known theorem, cf. [lo, 
XV.7.2 and 7.41, [19, 7.11, [22, Theorem 21 or [24, I (3.26)]. The term “perfect halo 
deformation retract” as defined in Definition 1.2Ciii) gives the local characterisa- 
tion of the HEP in the non-closed case as well. This is also known, see [23, Lemma 
41 or [24, I (3.15)]. On the other hand there exist examples for a strong halo 
deformation retract which is not proper. Namely, a proper halo deformation 
retract is the zero-set of a real-valued function and hence is a countable intersec- 
tion of open sets: 
A=jj(A-l((-;, +i))). 
This is not satisfied by the origin in In, even if rt((sn)nrae> = ((1 - t) * s*)~ ER is a 
strong deformation retraction of I” to the origin, cf. [lo, XV.7, Example 31. 
Lemma 3.2. A strong halo deformation retract A is proper if there exists a continuous 
function u : X + R whose zero-set is A. 
Proof. Let A be a function as required in Definition 1.2(i). Then A’(x) = max(h, 
min{ I p I, 1)) satisfies all conditions of Definition 1.2(n). 0 
Corollary 3.3. In a metric space any strong halo deformation retract is proper. 
Proof. The distance p(x, A) gives a function X + R as required in Lemma 3.2. 
The zero-set of this function is A=A since a retract can be non-closed only in a 
non-Hausdorff topology. (Consider a point x EA--A, where r(x) EA and hence 
r(x) #x. Then r(x) and x cannot have disjoint neighbourhoods.) 0 
Lemma 3.4. A strong neighbourhood deformation retract A is halo (in the sense of 
Definition 1.2(i)) if there exists a neighbourhood U of A which can be deformed to A 
and a function A : X + [O, 11 with A I A = 0 which outside U only takes the value 1. 
Proof. To prove that there exists h, as in Definition 1.2(i) we use rt as provided in 
Remark 0.4(C). 
X 
I 
for A(x) a+, 
h,(x) := rt.o-3.&x) for f <A(x) G 5, 
rt(x) for A(x) G i. 
Then, of course, A does not satisfy Definition 1.2(i), but 
A’(x) :=min{3.A(x), 1) 
does. 0 
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Corollary 3.5. In a normal space any strong neighbourhood deformation retract A is 
halo. 
Proof. The Urysohn function separating A from the complement of its neighbour- 
hood satisfies the conditions on A in Lemma 3.4. Cf. the final remark in the proof 
of Corollary 3.3. q 
Remark 3.6. Note that Theorems 1.4(A) and 1.4(B) on collapsing Z-bundles, in 
contrast to SvK-II, do not require that the topological space X is pathwise 
connected. Hence they can be applied also to the situation where the areas X, and 
X2 to which the handle X, X Z is attached lie in two different spaces Yi and Yz, 
because X := Yi 6 Y2 can be considered as a topological space. In this situation 
some of the assumptions are automatically satisfied, namely: 
(i) There always exists a function I_L separating X, and X2 as required in 
Theorem 1.4(A), namely defined by Z-L I r, = 0 and Z_L I y2 = 1. 
(ii) There are always open neighbourhoods U, and U, such that they together 
with X - (x, - x2) cover X as required for Theorem 1.4(B) by Definition 1.1, 
namely U, := Y, and U, := Y2. 
Note that this provides a possibility of proving alternate conditions for the validity 
of the first Seifert-van-Kampen formula, also. Namely the assumptions of Theorem 
1.4(B), weakened according to (ii), together with the usual assumptions about 
pathwise connectedness are sufficient for the validity of the first van-Kampen formula. 
However these conditions are stated from a viewpoint different from the classical 
one as it is expressed in SvK-I in Remark 0.3: Classically one considers one given 
space Y with two subspaces Y, and Y,, while the present conditions consider two 
given spaces Y2 and Y, such that Y is obtained by identifying parts of Y, and Y2. 
Besides this difference in the point of view, the situations where the classical 
conditions and the new ones can be applied are different in the strong sense that 
neither of the two situations is contained in the other. To prove these alternate 
conditions for SvK-I as described above we only need to combine Theorem 1.4(B) 
in case (ii) here with the fact that the SvK-I formula can always be applied to the 
space (Y, 6 Y2) U cp (Xi XI), where the latter can be obtained similarly to 
Corollary 0.9. 
Recall that “strong halo deformation retract” (Theorem 1.4(A)) was the key 
assumption to conclude that collapsing an Z-bundle is a homotopy equivalence, 
while “strong neighbourhood deformation retract” (Theorem 1.4(B)) only implied 
a weak homotopy equivalence. In this context notice the following: 
Example 3.7 (Collapsing an Z-bundle need not be a homotopy equivalence, even if it 
is a weak one). This example is constructed as follows: First consider 6, the real 
numbers with the topology defined by the basis 55’ as follows: 
S’:={((a,b)n(R-Q))UAIa,b~R,a<b,Ac((a,b)nQ)}. 
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Note that the A-component of a S-set may in particular be empty or equal to (a, 
b) n a;9, hence the &topology is finer than the R-topology. Now let 
Q:= [0, l] x [-1, +l] 
Ip.qEN,gcd(a,q)=l,O<~<l . 1 
The topology of Q is defined as follows: The neighbourhood bases of the points 
(X, - 1) E Q, (x, 1) E Q (x E [O, 11) are induced by the [W*-topology. The neigh- 
bourhood basis for any other point is induced by the (l& x @-topology. 
Let 
Y~=((x,Y)EQIY>O), Y,=((GY>EQIY~, 
X,=X,={(~,Y)EQIY=~), h = id: X, -+X2. 
Then Q can be regarded as Y, U ,, Y2. Define R as (Y, 6 Y,> U ‘p (Xi x I) as in 
Definition 1.1 and Remark 3.6 and let f : R + Q be the mapping obtained by 
collapsing the Z-bundle. f is a weak homotopy equivalence by Theorem 1.4(B) and 
Remark 3.6(u) because by considering r,(x, y> := (n, (1 - t) . y) we obtain that X, 
is a strong deformation retract of the set 
u,:={(X,Y)Io~xd, 
0 <y < l/q for y E (0,l) n Q and y =p/q, 
0 Gy < 4 for y E ((0,l) n (Iw - 0)) U (0, l}}. (15) 
U, is open because it can be described as the following union: 
Hence f is a weak homotopy equivalence, but the following arguments will show 
that it cannot be a homotopy equivalence: Note that any continuous mapping [O, 
11 + l@ is constant. This follows by considering preimages of those I%neighbour- 
hoods that only consist of irrational numbers and using the fact that such a 
mapping, since it is continuous as a mapping [O, 11--j R as well, satisfies the 
Intermediate Value Theorem. From this observation we get that any of the 
Q-subsets 
(p,q E N, gcd(p, q) = 1, p/q E (0, 11, E E I + 1, - 1)) is a path-component of Q. 
Now 
X can be regarded as a common accumulation level (16) 
A. Zastrow / Topology and its Applications 59 (1994) 201-232 227 
for all of these path-components, since for each neighbourhood U of (x, 0) E X 
there exists an infinite number of points pl, pz, p3,. . . and ql, q2, q3,. . . lying in 
different path-components of the upper level (i.e. E = 1) and the lower level (i.e. 
E = - 1) respectively, such that any neighbourhood of each of these points inter- 
sects U. On the other hand in R there does not exist such a common accumulation 
level of the path-components of the upper and the lower level. Since any homotopy 
equivalence induces a bijection on the set of path-components and its homotopy 
inverse must induce the inverse of this bijection, a homotopy inverse of f would 
have to map accumulating path-components to non-accumulating ones, which 
yields a contradiction to the existence of such a homotopy inverse. Hence f, the 
collapsing of the I-bundle of R, is not a homotopy equivalence. Further one can 
show by similar arguments, discussing alternate possibilities how the path-compo- 
nents of Q could be mapped bijectively onto those of R, that Q and R are not even 
hornotopy equivalent. 
Remark 3.8. Note that X, as defined in Example 3.7 is a strong neighbourhood 
deformation retract but not a strong halo deformation retract. This follows from 
(16) by an indirect proof: With A as in Definition 1.2(i) we define U := A ~ ‘(CO, $1) 
and I/:= h-‘((5, 11). Then U is a neighbourhood of all points (x, 0) E X, and I/ is 
a neighbourhood of some suitable pi. By (16) these neighbourhoods intersect, 
which yields a contradiction to the existence of A. 
Recall the additional requirement, in the assumptions of Theorem 1.4(A), of the 
existence of a function I_L and in this context view the following: 
Example 3.9 (A space with two strong halo deformation retracts that cannot be 
separated by a real-valued function). Take [O, 11 x [O, 11, provide it with the 
(R x IQ-topology and factor out the following equivalence relation: 
(x, Y) -(x’, Y’) 
OX =dE Q, 
1 
- <y,y’<l- d where $ =x=x’,gcd(p,q)=l. 
4 
(17) 
We denote this space by P and claim that its subspaces 
Pi:=((x,i-l)lxE[O,l]}cP (iE{1,2}) 
are closed strong halo deformation retracts that can be separated by neighbour- 
hoods but not by real-valued functions. 
l Disjoint neighbourhoods VI xX, and V, xX2 can be constructed in analogy 
to (15). By using this definition scheme we can choose U, and U, so as not to 
contain any points of P represented by nontrivial equivalence classes and hence 
disjoint neighbourhoods are obtained. 
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l P, is a strong halo deformation retract (cf. Definition 1.2(i)) as follows: 
Choose A = 0 and let h,(x, y) := (mini1 - t, x), y). Since h, is compatible with the 
equivalence relation (17), it is continuous when regarded as a homotopy defined on 
P. Similarly for Pz. 
l A function Z.L with uu(P,> = (0) and ,uL(P2) = (1) does not exist: Note that by 
definition of P such a function Z-L (or more precisely: the lift of ,u to [O, 11 x [0, l] 
provided with the @ X @topology) has to take a constant value on each fibre 
(p/q) x [l/q, 1 - l/q]. Since such a value cannot lie near 0 and 1 at the same 
time, we obtain a contradiction to the existence of ZL using the fact that the fibres 
{p/q) X [l/q, 1 - l/q] of the space P satisfy a property similar to (16) which is 
fulfilled by the path-components of the spaces Q and R considered in Example 
3.7. 
Remark 3.10. (i) Note that in Example 3.9 X, and X, are only strong halo 
deformation retracts, but not proper or perfect. Zf they both were proper or perfect, 
then they could have been separated by a real-valued function, provided that they 
satisfy (1). This can be seen as follows: Let h, and A, be as required in Definition 
1.2(n) or 1.2(iii) and consider [O, co] as the one-point compactification of the 
nonnegative real numbers which via x * tan((n/2) *x> is homeomorphic 
Then 
to [O, 11. 
xc, i *arctan A (x) ( 1 .(l+tan(~.(l-A,(x))))) 
is the desired function separating X, and X,. 
(ii) Example 3.9 implies that the additional assumption that X, and X, can be 
separated by a real-valued function cannot be omitted in the proof of Theorem 
1.4(A) without getting an incorrect proof. With more effort one can show that even 
the conclusion of Theorem 1.4(A) does not hold for this example, i.e. collapsing a 
handle defined as an Z-bundle which is glued between X, and X2 does not give a 
homotopy equivalence. This result can be obtained by similar techniques as for 
Example 3.7, especially by considering a property similar to (16), even if the 
concept of considering the connected components cannot be used in Example 3.9. 
We now give the precise definition and arguments for the space X = <a 6 Z?) U C 
which was already illustrated in Fig. 1 and described in Remark 0.12: 
Example 3.11 (based on [11,121, see also [18, 1, Example G71). Note that this 
example is of interest in this context because the following two items can be 
concluded from it: 
(a) Collapsing an Z-bundle need not be even a weak homotopy equivalence. 
(b) The attribute “strong” cannot be omitted when stating sufficient conditions 
for the SvK-II formula and for Theorem 1.4(B). 
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Recall the definition of this example in Remark 0.12 (Fig. 1) and that the 
arguments given there contain one essential gap only, which shall be closed now: 
The goal of the subsequent arguments is to show u r 1. We offer two possibilities 
for this: 
(i) Consider C as a handle attached to A u l? and hence conclude by Corollary 
0.9 that ,,(a u i u C) = Z * ,,(a U 2) with w as defined in Remark 0.12 being 
the generator of the Z-component. Now ,,(d U 6) is a quotient group of ri(A U 
B) = QT,((~u& f~ {(n, y, z)l - i GZ G + +}I, as can be seen from the SvK-I 
theorem if one attaches the remaining parts of a and Z?. The fundamental group 
of A u B however is known, namely it is a “topologists’ product of groups” which 
was discussed in [11,12]. The original proof of Griffiths was corrected by Morgan 
and Morrision [14] in 1985. 
(ii) Since the construction of the “topologist’ product” is rather complicated 
and lengthy, we sketch an elementary argument as well: Consider u as an element 
of A u B and construct A, and B, as the union of the n biggest A-loops and 
B-loops. By pn we denote the natural projection A U B + A, U B, mapping all 
loops not belonging to A, or B, onto the origin. The groups rrr(A, U B,) are 
finitely generated free groups having a natural basis Iai, (Ye,. . . , an, PI, &, . . . , PJ, 
where cyj and pi correspond to the ith A-loop and B-loop, respectively. According 
to these bases the “index” of a word W = w102.. . w, in any of the ri(A, U B,) is 
defined as follows: For any two pairs (8, i),(n, j) E l- 1, + 11 X (1, 2, 3,. . . , n - 11 
count the places v where w, = cyf and w,+i = @JJ and subtract from this number 
the corresponding number of positions with o, = /?Tq and o,+ 1 = aL:‘. Take the 
sum over the absolute values of all these differences and add three times the 
number of places where two consecutive letters are inverse to one another. Now 
assume [ul~U~Uc is trivial, which is equivalent to [ 012~ g = 1 because of the free 
product structure of ~-,(a U I? U C) (cf. (i)). By an application of SvK-I it follows 
that [vIaUs = 1 if and only if [ulAuB is contained in the normal subgroup of 
r&4 uB) generated by the subgroups r,(A) U r,(B). Hence [ulAuB can be 
described as a product yr .6, . y;’ . yz. 6,. y;’ . . . . . yk. 6,. 8, ’ with ai E r,(A) 
or rr,(B). From this description of [u]~ u B it can be concluded that there exists a 
bound for ind(g,#([ ~1~ v B )) depending on k but not on IZ. On the other hand the 
canonical description p,++([ LJ]~ U B) = czi . p, . a2 . &. . . . * a, . p, has the index 
2n - 1. Although the index is no invariant of the group element but depends on 
the word used to represent this element, this yields a contradiction, because the 
index decreases when a word is reduced and IZ can be chosen arbitrarily large. 
Note that from this contradiction it also follows that ,,(d U l? U C) Z Z, since as a 
consequence of the free product structure of ,,(a U g U C) according to (i) we 
obtain that the subgroup of rr,(a U B^ U C) generated by the curves u and w is not 
isomorphic to Z. Thus we are now able to state: 
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P3 
PZ 
This line also 
.p, belongs to L, 
Fig. 7 (belonging to Example 3.12). Consider the curves pI and q, as loops running along the boundary 
of the corresponding boxes and recall that 15, is the union of all the infinitely many q,-loops and that 
L, is the union of all the infinitely many p,-loops with the line segment (0, added. 
where the isomorphism in this formula is obtained by Corollary 0.9. From (18) we 
get both (a) and (b) as stated at the beginning of this example. 
From similar arguments as in Example 3.11 we obtain the following: 
Example 3.12. We show that the assumptions of Theorem 1.4(B) cannot be 
weakened to requiring that one of the two spaces X, and X2 is a strong 
neighbourhood deformation retract only. Consider the system of loops (pJnEN 
and (q,L, E NY embedded in R2, as shown in Fig. 7. L denotes the union of these 
loops considered as a topological space. Note that in contrast to the loop system 
A u B as considered in Example 3.11 none of the loops p,, and qn contains the 
origin. But in analogy to Example 3.11 there exists a continuous path containing all 
p,,- and q,-loops alternately, although such a path cannot be represented in the 
free product of the fundamental groups of the union of all p,-loops and of the 
union of all q,-loops, respectively. If we then let 
L, = L n {(x, Y) I Y =G 0) U {(W) (LO)}, 
where the overbar denotes the line segment connecting the points, we get L, U L, 
= L so that L, n L, is open in L,. Hence this intersection is by Remark 0.4(iv) a 
strong neighbourhood deformation retract of L,. Now SK-1 gives by Remark 
3.6(u) and Corollary 0.9 rl(L,) * rl(L2) as the fundamental group of CL, 6 L2) 
U ~ ((L, n L2) x I), although by the above arguments this group cannot be the 
fundamental group of L, u L, = L. Thus the condition “strong neighbourhood 
deformation retract” is not sufficient for Theorem 1.4(B). 
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