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A indústria 4.0 consiste numa nova revolução que está a introduzir uma mudança de
paradigma na indústria. A automação, a descentralização e a modulação são conceitos
que se estão a tornar significativamente mais relevantes, originando uma transformação
na indústria. Nomeadamente, dentro da indústria automóvel, o incremento da utilização
de Automated Guided Vehicles (AGVs) é essencial para que haja uma maior eficiência nos
processos intra-logísticos, uma vez que eles permitem a automação no transporte de
materiais essenciais para esse processo, criando assim uma maior qualidade de serviço.
No entanto, alguns AGVs não possuem capacidades sensoriais que sejam capazes de
fornecer dados, em tempo-real, referentes ao estado dos mesmos, impossibilitando assim
a aplicação do conceito de indústria 4.0, isto é, uma fábrica conectada, nestas fases. Ape-
sar de certos AGVs não possuírem estas capacidades, que permitem uma monotorização
constante dos mesmos, como a sua localização, é necessário arranjar soluções que possi-
bilitam então adquirir estes mesmo dados para efeitos de monotorização, sem que seja
necessário investir em AGVs mais avançados.
A solução proposta no âmbito desta tese, tem como objectivo, é uma contribuição
para o desenvolvimento de um gestor de frota de AGVs, onde será possível acompanhar
todo o processo referente ao transporte de baterias entre a zona de sequenciação, onde
as baterias são ordenadas e catalogadas, e a linha de montagem, chamada de point-of-
fit, desde o fornecimento de uma análise quantitativa e qualitativa de todo o processo,
bem como a detecção de falhas/anomalias que possam ocorrer durante o mesmo. Esta
solução irá trazer uma maior capacidade de optimização e eficiência para todo o processo,
melhorando os aspectos referentes à produção automóvel. Todo este trabalho insere-se no
âmbito do projeto Europeu BOOST 4.0, e que foi validado na Volkswagen Autoeuropa.




The Industry 4.0 is a new revolution that is introducing a paradigm shift in the in-
dustry. Automation, decentralization and modulation are concepts that are becoming
significantly more relevant, leading to a transformation in the industry. Namely, within
the motor industry, the increase in the use of Automated Guided Vehicles (AGVs) is
essential for there to be a bigger efficiency in intralogistics processes, since they allow
automation in the transport of essential materials for this process, providing a better
quality of service. However, some AGVs do not have sensory capabilities that are capable
of providing data, in real time, regarding their status, thus making it impossible to apply
the concept of industry 4.0, meaning, a connected factory, in these phases. Even though
these AGVs do not possess said capabilities, which enable a constant monitoring, like
their positioning, it is necessary to find solutions that would allow the data from them to
be acquired for the monitoring, without being necessary an investment in more advanced
AGVs.
The proposed solution under this thesis, as an objective, is a contribution to the
development of an AGV fleet manager, where it will be possible to monitor the entire
process regarding the transport of batteries, between the sequencing zone, where the
batteries are arranged and catalogued, and the assembly line, called point-of-fit, from
providing a quantitative and qualitative analysis of the entire process, as well as the
detection of failures / anomalies that may occur during the same. This solution will
bring a greater capacity for optimization and efficiency for the entire process, improving
aspects related to automotive production.
All this work is part of the European project BOOST 4.0, which was validated at
Volkswagen Autoeuropa.
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O presente capítulo serve para fazer uma contextualização do tema a ser apresentado
neste documento. Este capítulo está dividido em quatro secções, onde a primeira cor-
responde a apresentação do plano geral onde o tema se enquandra, sendo neste caso
a indústria 4.0. A segunda secção corresponde apresentação do caso de estudo, onde é
apresentado a situação onde o problema se enquadra, sendo esta um processo logístico
de montagem de baterias da fábrica de automóveis Volkswagen Autoeuropa. A secção 1.3
contém a descrição do problema que será o ponto de trabalho deste documento. A última
secção faz uma breve apresentação de uma solução possível para o problema apresentado.
1.1 Motivação
Desde que a indústria foi introduzida pela primeira vez na sociedade, aproximadamente
em 1760, como uma forma de melhorar a manufatura existente, introduzindo novos mé-
todos de produção que permitiriam um aumento substancial da produção e consequente-
mente um maior crescimento económico, esta esteve sujeita a evoluções. Esta evoluções
são referidas como revoluções industriais. Estas revoluções, presentes na imagem 1.1,
vieram aumentar a capacidade de produção industrial, através da mecanização e da intro-
dução de maquinaria a vapor na primeira revolução, da criação de linhas de montagem
na segunda revolução e da automação da produção através do uso de robôs na terceira
revolução. Atualmente está a acontecer a quarta revolução industrial, onde o objetivo,
como todas as outras, é o aumento da produção, aumentando a eficácia da mesma, atra-
vés da criação de Smart Factories, que seriam capazes de se gerir a elas próprias, criando
mais automação, e também a utilização de machine learning para fornecer a maior eficácia
possível em todos os níveis logísticos, tais como os processos de transporte, de produ-
ção e armazenamento [1]. Esta nova revolução é chamada a industria 4.0 devido a ser a
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Figura 1.1: Evolução da industria ao longo das várias revoluções
quarta revolução, como foi referido, fazendo uma comparação à nomenclatura utilizada
nos programas de computador.
Esta revolução está a causar uma mudança de paradigma correspondente à produção,
introduzindo novos conceitos na indústria que não existiam previamente. Esses conceitos
são a automação da produção, permitindo assim que esta seja executada e controlada
somente por máquinas, sem a intervenção humana, aumentando a eficiência em todo o
processo de produção; a descentralização, que tem como objetivo a redução das compo-
nentes hierárquicas do processo de produção, tornando assim a tomada de decisões e/ou
intervenções mais rápida; a modelação, que facilitará a alteração ou a atualização dos
processos já existentes. Para além disso, outros dois conceitos são o conceito de "smart ma-
nufacturing", onde todo o processo de produção está presente no próprio produto, como
informação disponível, desde todas as tarefas já executadas, até às necessárias, para que
este chegue ao estado de produto final [2], e o conceito de "digital twin"[3], que corres-
ponde à digitalização da planta da fábrica, nomeadamente dos processos de produção,
disponibilizando todos os dados numa plataforma centralizada, facilitando assim a visua-
lização dos mesmos. No entanto, o objetivo desta tese não envolve o desenvolvimento de
um "digital twin"nem de "smart manufacturing", e que o foco será um dos sub objetivos do
projeto BOOST 4.0 [4], que será descrito em detalhe na secção 1.2. Todos estes novos con-
ceitos irão causar um aumento na eficiência da produção, bem como a sua flexibilidade e
customização, permitindo assim maiores lucros, reduzindo ao mesmo tempo os custos de
manutenção.
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1.2 Caso de Estudo
O caso de estudo que corresponde ao tema desta tese está insirido no projeto BOOST 4.0
[5], onde o objetivo principal é a implementação de técnicas/standarts, tais como:
• Uso de uma arquitetura Reference Architectural Model Industry 4.0 (RAMI 4.0) [6],
para a criação de um padrão global
• Infraestruturas digitais seguras, fazendo uso de tecnologias como a cloud, de modo
a garantir um desempenho superior do espaço industrial Europeu
• Middleware de Big Data confiável, fazendo uso de 4 iniciativas open source europeias
((Industrial Data Space, FIWARE, Hyperledger, Big Data Europe)), de modo a supor-
tar o desenvolvimento de open connectors e big data middleware com suporte a um
blockchain nativo
• Plataformas de manufactura digital, permitindo o uso de serviços de análises mais
avançadas, bem como a visualização dos dados disponíveis
• Certificação europeia do equipamento, infraestruturas e serviços de Big Data
Dentro do consórcio que corresponde ao projeto BOOST 4.0, uma das empresas par-
ceiras é a Volkswagen. Esta empresa possui uma fábrica que foi utilizada como cenário
para a aplicação dos objetivos deste projeto, criando assim uma revolução inicial que se
aproxima daquilo que corresponde a uma indústria 4.0.
A Volkswagen Autoeuropa, que pertence ao grupo Volkswagen, corresponde a uma
industria de manufactura automóvel localizada em Portugal (Palmela), sendo que ela
própria é responsável por todo o processo de construção automóvel, desde a prensagem,
construção de carroçarias, pintura até à linha de montagem onde se obtém o produto
final. A Volkswagen Autoeuropa produziu o ano passado 890 viaturas diariamente[7] ,
conseguindo assim chegar a um total de 254,600 mil unidades durante o ano de 2019
[8]. No entanto, apesar destes valores positivos obtidos no ano de 2019, muitos aspetos
relacionados com os processos de fabrico não estão optimizados e/ou requerem muita
intervenção humana que pode causar atrasos durante a produção.
Uma parte desta produção corresponde à montagem de baterias nos automóveis que
possui várias fases até chegar à linha de montagem, referida como "point-of-fit". O proce-
dimento logístico atual corresponde a:
• Descarregamento: As baterias são descarregadas e verificadas usando protocolos
para verificar a integridade da carga (procedimento manual).
• Armazenagem: As baterias são armazenadas no armazém ou redirecionadas direta-
mente para a linha de montagem.
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Figura 1.2: Processo logístico atual referente ao fluxo das baterias, desde que ocorre a
entrega até ao transporte para a linha de montagem (point-of-fit) (Retirado de [4])
• Transporte (para sequenciação): As baterias são transportadas, usando um reboca-
dor, desde o armazém até à zona de sequenciação.
• Sequenciação: Um operador coloca as baterias por uma sequencia previamente defi-
nida (procedimento manual):
• Transporte (para "point-of-fit"): Os contentores com as baterias sequenciadas são
transportados para a linha de montagem através de AGVs (Automated Guided Vehi-
cles).
Todas as fases descritas acima apresentam desafios ligados aos procedimentos, nome-
adamente, a necessidade de uma intervenção manual ao longo de grande parte do mesmo.
Outro desafio corresponde aos transportes que, atualmente, não possuem capacidade de
fornecer dados durante a sua execução, o que impossibilita o controlo dos mesmos. A fi-
gura 1.2 corresponde uma representação gráfica de todo o processo intralogístico referido
acima (processo atual). É possível observar que em todo este processo existe algum tipo de
intervenção humana, como por exemplo na receção das baterias no armazém da fábrica,
onde é necessário que estas sejam descarregadas manualmente, ou também no transporte
entre a sequenciação e o point of fit, onde apesar do transporte ser feito por AGVs, estes são
bastante dependentes da intervenção humana para a execução do transporte (ativação ma-
nual). Estes são só alguns dos exemplos presentes na intralogística atual, o que introduz
atrasos e por conseguinte, diminui a eficácia da produção. Também é possível observar
a falta de informação que existe durante os transportes, impossibilitando a supervisão
dessas tarefas.
Tendo em conta que estes são apenas alguns dos desafios presentes durante todo
o processo, e que todas elas causam atrasos na produção, impossibilitando assim que
esta esteja optimizada, a Volkswagen Autoeuropa decidiu que havia uma necessidade
de implementar o conceito de indústria 4.0 nas suas instalações, de modo a criar um
ambiente produtivo superior ao atual. Para tal, é necessário que haja uma adaptação do
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Figura 1.3: Processo logístico a ser implementado referente ao fluxo das baterias desde
que ocorre a entrega até ao transporte para a linha de montagem (point-of-fit). Todo este
processo, em relação ao processo representado na figura 1.2, apresenta uma automação
que está presente em todos os pontos do processo (Retirado de [4])
equipamento presente, como os seus AGVS que têm uma capacidade sensorial muito
limitada, de modo a que o processo possa ser todo ele autónomo, criando assim uma
fábrica smart.
O objetivo da Volkswagen Autoeuropa é então automatizar todo o processo referente
ao trannsporte de baterias, desde que estas chegam ao armazém da fábrica, até que estas
sejam enntreges no "point of fit", ponto este onde estas são montadas nos veículos que este-
jam na linha de montagem. Para além da automatização, este deverá ter disponível todos
os dados referentes a todas as etapas deste processo, de modo a facilitar a monitorização.
O esquema descrito está presente na imagem 1.3, onde é possível observar uma diminui-
ção da intervenção humana, como por exemplo, no transporte de baterias, bem como a
disponibilidade de todos os dados presentes numa base de dados. É importante salientar
que o objetivo desta tese não é o desenvolvimento de todo este sistema apresentado, e sim
proporcionar um desenvolvimento incial sobre uma das etapas deste mesmo processo,
nomeadamente do transporte entre a sequenciação e o "point of fit", sendo que os detalhes
dos desafios desta etapa serão discutidos na secção 1.3.
1.3 Descrição do problema
Como é possível aferir com base na secção anterior (1.2), o trabalho desta tese está enqua-
drado no processo logístico da montagem de baterias nos veículos. Todo este processo,
previamente descrito (figura 1.2), possui várias etapas, onde cada uma apresenta vários
desafios. O ponto de interesse corresponde à etapa de transporte entre a sequenciação, e
o "point-of-fit", onde são utilizados AGVs. Estes AGVs não têm a capacidade de calcular
nem fornecer informação sobre o seu estado atual, como a sua localização, o seu estado
operacional, isto é, se o AGV se encontra com uma avaria ou com falta de bateria. Para
além das incapacidades de fornecer qualquer tipo de informação, este tipo de AGVs não
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tem a capacidade de detectar e/ou contornar obstáculos que possam aparecer durante o
tranporte, e sempre que ocorra uma paragem, quer por ter chegado aos postos de trabalho
(sequenciação e "point-of-fit"), quer por ser outra razão de vido a uma anomalia durante
o processo de transporte, este só volta a retormar o seu estado de trânsito normal com
intervenção humana. Outro desafio, que está relacionado com todos os outros mencio-
nados anteriormente, é a inexistência de um sistema de gestão de frota para estes AGVs,
onde este estaria encarregue de toda a gestão referente às rotas que os AGVs teriam de
percorrer, bem como a capacidade de diaagnóstico em caso de anomalias, como a falta de
bateria do AGV ou avaria.
Em suma, os desafios que estão presentes durante o processo de transporte entre a a
sequenciação, e o "point-of-fit"correspondem a:
• Falta de um sistema centralizado de gestão de frota para este tipo de AGVs
• Localização deste tipo de AGVs, que não utilizam formas de localização direta (e.g.
GPS)
• Notificações em caso de anomalias, tais como falta de bateria do AGV ou avarias
• Incorporação da capacidade de deteção e de contornar obstáculos
• Eliminar a necessidade da intervenção humana em todo o processo de transporte
destes AGVs
Todos estes desafios estão presentes no documento referente ao projeto BOOST 4.0
[4], e são válidos para a criação de um procedimento mais eficiente relacionado com a
etapa de transporte. No entanto, o objetivo relacionado com o desenvolvimento desta tese
não corresponde à implementação de uma solução para estes desafios, mas sim iniciar o
desenvolvimento referente a um dos pontos acima apresentados, nomeadamente o ponto
relacionado com a localização destes AGVs.
1.4 Solução proposta
Os problemas/desafios apresentado na secção anterior (1.3), uma solução possível seria
a implementação se um sistema de gestão de frota, capaz de monotorizar todos os AGVs
que estejam ligados ao processo de transporte entre a sequenciação e o "point-of-fit". Este
gestor de frota estaria encarregado de todo o processo de transporte, desde a escolha do
método óptimo de entrega, à detecção e reconhecimento do caminho dos outros robôs,
através do "tracking"de AGVs, evitando colisões, bem como a deteção de falhas/avarias
nos mesmos. Apesar desta ser uma provável solução para o problema referido, o objetivo
desta dissertação estará enquadrado principalmente no "tracking"de AGVs, através do
uso de IMUs (Inertial Measurement Unit) e da implementação de um algoritmo capaz de
efetuar esse mesmo "tracking", abordagem esta que contribui para o desenvolvimento do
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tal sistema de gestão de frotas, sem a qual, tal sistema não seria possível. A razão do uso
de IMUs nesta implementação deve-se ao facto de estes serem um tipo de tecnologia que
funciona num ambiente "indoors", que corresponde a um ambiente numa planta de uma
fábrica, ao contrário do GPS que só proporciona um bom tracking num cenário "outdoors",
é um tipo de tecnologia não intrusiva, isto é, a sua implementação não afeta os processos
logísticos que já estejam presentes na fábrica, onde, em contrapartida, a utilização de
RFIDs envolveria a implementação destes dispositivos na planta da fábrica. Para além
destas duas razões apresentadas a favor da escolha de IMUs como tecnologia escolhida,
estes ainda possuem custos baixos, sendo mais um argumento a favor da escolha da
mesma.
Este algoritmo envolverá o uso das equações de movimento de Newton, de modo a
obter o deslocamento através da aceleração medida pelos IMUs, bem como a implementa-
ção de filtros, que permitirão uma eliminação de grande parte do ruído que possa existir
no processo de obtenção de dados e de execução do algoritmo. Para que o objetivo seja
exequível, é necessário que este seja decomposto em vários pontos, que representam as
várias etapas, sendo elas:
1. Análise do estado da arte de sistemas de localização indoor, bem como sistemas de
gestão de frota que já tenham sido aplicados na área da indústria de manufactura.
2. Estudo da adequabilidade de cada uma das técnicas usadas para o caso de estudo
específico.
3. Especificação e desenvolvimento de um sistema de localização de baixo custo para
ser implementado em AGVs.
4. Implementação do sistema de localização referido no ponto anterior.
5. Implementação de filtros capazes de reduzir o máximo ruído provenientes da ob-
tenção dos dados provenientes do IMU.
6. Desenvolvimento de uma solução que permita, em tempo-real, a localização de toda
a frota de AGVs, bem como uma monitorização dos mesmos (detecção de eventos
que não correspondam ao processo normal, tais como avarias).
Pergunta de Investigação: É possível calcular a localização atual de um AGV num
ambiente fechado, sem o auxílio de técnicas de localização normais, como a tecnologia
GPS?
Hipótese de Investigação: Se, através do uso de dados incerciais fornecidos pelo IMU,
utilizando técnicas de processamento de dados, juntamente com o uso de equações do
movimento, então é possível efetuar o cálculo da posição dos AGVs.
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1.5 Estrutura do documento
A organização deste documento está dividida em 4 capítulos. O capítulo 1 corresponde
à introdução, onde foi apresentado a motivação, caso de estudo, descrição do problema
e solução proposta. O capítulo 2, que corresponde ao estado da arte, contém informação
sobre vários trabalhos que foram desenvolvidos e que tenham um cenário idêntico ao
cenário apresentado nesta tese, isto é, um caso onde a localização de AGVs num espaço
indoor seja efetuado através do uso de sensores, tais como IMUs ou RFIDs. Este capítulo
está dividido em duas secções, sendo elas a secção 2.1, onde são apresentados métodos
de localização através do uso de RFIDs, IMUs, ou através do uso da combinação de vários
tipos de sensores (sistemas híbridos), e a secção 2.2, onde é introduzido alguns exemplos
do desenvolvimento de gestores de frota para AGVs. Os dois últimos capítulos corres-
pondem ao capítulo 3 onde é apresentado o método de desenvolvimento do sistema de
localização implementado, e o capítulo 4, onde estão presentes os resultados do sistema












O presente capítulo serve para apresentar o estudo feito sobre o trabalho relacionado com
o problema apresentado no capítulo 1.
A secção 2.1 apresenta um conjunto de métodos de localização interior para obje-
tos móveis, nomeadamente AGVs, fazendo referência também aos sensores necessários
e/ou técnicas usadas. Casos de estudo que estejam enquadrados com a área industrial
serão considerados. A secção 2.2 contém um conjunto de soluções relativas a gestores de
frota, que inclui técnicas de agendamento de tarefas. A secção 2.2.3 apresenta soluções
referentes à detecção de falhas/anomalias que possam acontecer durante as tarefas dos
AGVs.
2.1 Métodos de localização interior
Atualmente existem várias soluções apresentadas na temática da robotização, devido aos
vários tipos de aplicação, no entanto, a base tecnológica dessas soluções pode ser divi-
dida em três grupos. Segundo [9], os três tipos de tecnologia utilizada no contexto de
localização são o uso das propriedades das ondas magnéticas, tais como a fase e o ângulo,
o uso de visão computacional, que envolve a comparação de imagens com contenham
pontos de interesse e/ou a implementação de técnicas de visão computorizada como o
SLAM, e a detecção de movimento, feita atrevés do uso de acelerómetros, giroscópios e
magnetómetros, que permitem estimar a direção do movimento do robô e da sua orien-
tação. Para além desta distinção feita nas tecnologias, ainda existe uma divisão em dois
grupos nos métodos existentes. O primeiro corresponde a medidadas de posição relativa,
como o uso da odometria e da navegação inercial, e o segundo corresponde a medidas
de posição absoluta, que contêm métodos como o GPS (Global Positioning Systems) [10].
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Dependendo do caso em especifíco, os métodos e as tecnologias a serem utilizados po-
dem variar, devido às diferentes características que eles apresentam. No caso industrial,
mais concretamente, onde o AGV terá de ser capaz de navegar num ambiente bastante
movimentado e que ele necessitará de evitar obstáculos, como seres humanos ou outros
AGV’s, é necessário que a precisão seja elevada para uma room-level accuracy. A figura 2.1
apresenta algumas tecnologias para localização em ambientes fechados, onde relaciona
a sua exatidão com a característica de campo de visão, isto é, se o receptor (presente no
AGV) necessita de estar dentro do campo de visão do transmissor ou não.
Figura 2.1: Tecnologias para localização interna. (Retirado de [9])
Apesar da sua alta exatidão para uma precisão a 95%, a necessecidade que o receptor
esteja dentro do campo de visão dos satélites, faz com que as medições se tornem fracas
quando aplicadas a um ambiente fechado. Isto pode ser comprovado através do estudo
feito po Kjaergaard et al. [11], onde o uso de receptores de GPS com tecnologia mais
recente, foi usado em vários ambientes fechados, nomeadamente um caso particular que
foi num armazém. Os resultados obtidos, em relação ao erro médio correspondente à
posição, foram em média 8.8m, que, tendo em conta o caso de estudo desta tese, não é um
valor de erro aceitável. Deste modo, a solução a implementar terá que usar tecnologias que
não necessitem do campo de visão, tais como RFID, que correspondem a tecnologias que
usam as propriedades das ondas eletromagnéticas, como referido anteriormente, ou o uso
de IMU’s, que correspondem a tecnologias de detecção de movimento. O estudo destas
duas tecnologias será então aprofundado nas próximas duas secções, onde será referido
casos de estudo que estejam enquadrados com a situação do problema. A subsecção 2.1.1
irá apresentar soluções para a localização interior através do uso da tecnologia RFID, e a
subsecção 2.1.2 será sobre soluções que usem o método de deadreckoning, nomeadamente
através do uso de IMUs.
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2.1.1 RFID
O RFID (Radio Frequency Identification) é um tipo de tecnologia que usa como método
medidas de posição absoluta, nomeadamente, o uso de pontos de referência artificias na
forma de transponders. Estes podem ser de natureza ativa, i. e., possuem uma bateria
incorporada no próprio transporder, ou tag, tendo um tempo de funcionamento igual ao
tempo de vida da bateria, ou então podem ser tags com natureza passiva, sendo que esta
já não possui bateria e recebe a energia necessária para funcionar do próprio leitor. Este
segundo tipo de tags possui um tempo de vida inversamente proporcional ao número de
leituras feitas, no entanto, devido ao seu custo reduzido e grande portabilidade, o uso
destas tags como solução de localização de objetos tem vindo a aumentar. A localização
através de RFID usa a técnica de RSSI (Received Signal Strength Indication) [9] como
forma de obter a distância ao objeto, também conhecida como lateration. Em [12] é re-
ferido uma comparação entre o uso de tags ativas e passivas que, como já mencionado
anteriormente, a segunda possui um custo muito inferior à primeira. Também é referido
a importância da escolha da frequência de trabalho para o qual o RFID irá funcionar,
onde tags de UHF (Ultra-High Frequencies) são preferidas em relação a tags de LF (Low
Frequencies) e de HF (High Frequencies) devido ao seu alcance superior. No entanto, tags
de HF também são uma boa escolha em relação as UHF devido ao seu custo de fabrico
inferior e maior resistência. Uma solução que usa este tipo de tags RFID é apresentada por
Roehrig et al. [13], que utiliza tags passivos de HF, embebidos numa fibra de vidro refor-
çada (NaviFloor®). O uso do NaviFloor® facilita a instalação dos transponders necessários,
visto que a tecnologia RFID necessita de uma infraestrutura previamente montada no
local. Esta solução utiliza os transponders como detectores de presença, isto é, sabendo as
posições fixas das tags, quando o leitor ,que se encontra no objeto, é capas de detectar uma
tag, a posição dessa mesma tag é associada ao mesmo como medida de localização. Isto
deve-se ao facto de esta solução admitir que a probabilidade de detectar um transponder
é binária, isto é, será 1 quando o leitor se encontra dentro da área de detecção, caso con-
trário será 0. Caso haja a detecção de mais do que 1 transponder, é feita a intersecção das
áreas de todos os transponders detectados. A orientação do objeto é dada pela orientação
da antena do leitor. Para o movimento associado à deslocação de um transponder para
outro é usado odometria [10] como método de localização relativa que, através do uso do
Filtro de Kalman estendido [14], é capaz de fornecer informação sobre o movimento que
vai acontecendo ao longo do tempo.
2.1.2 Dead-reckoning
O método de dead-reckoning corresponde a um método de localização relativa onde é
usada a posição anterior para calcular a atual, com o auxílio de informação obtida por
sensores, como as velocidades (angulares e lineares). Este método é bastante usado como
auxílio aos métodos de posição absoluta, como o GPS, em situações onde estes possam
falhar tais como um carro que esteja a atravessar um túnel, onde o sinal poderá estar
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indisponível o que impossibilita a sua localização. Por esta razão, o uso do método de
dead-reckoning na navegação automóvel tem vindo a aumentar, principalmente em casos
de localização interior, onde o uso de sinais de GPS não é um método viável. Para a im-
plementação deste método é necessário usar um sistema que faça uso de uma unidade
de medição inercial (IMU em inglês), isto é, um conjunto de acelerómetros, giroscópios e
magnetómetros que medem a força especifica e a rotação. Como este método não necessita
de qualquer infraestrutura para ser implementado e, no caso dos IMUs, estes possuem
custos bastante reduzidos, o uso de dead-reckoning para a localização interior é bastante
procurado. No entanto, estes tipos de sistemas são muito suscetíveis a erros, nomeada-
mente, erros associados ao ruído da leitura dos sensores que vão se acumulando após cada
leitura, devido à integração [10], prejudicando assim os dados obtidos durante um uso
perlongado [15], como é possível observar na figura 2.2, onde é possível observar que um
sistema de IMU puro desvia-se muito cedo do percurso estabelecido. É então necessário
implementar um componente que consiga eliminar este ruído que se vai acumulando, de
modo a tornar os dados obtidos pelos sensores o mais exatos possíveis. Um componente
muito usado na área da automação para combater este problema é o Filtro de Kalman [16].
Este filtro consiste em duas fases onde a primeira fase consiste na previsão das variáveis
do estado atual (como a velocidade) com base em modelos conhecidos, tais como o modelo
físico. A fase seguinte envolve uma a comparação entre as variáveis estimadas com os
dados recebidos dos sensores. Com esta segunda fase, é possível reduzir a quantidade
de ruído presente nas medidas obtidas pelos sensores e, como este filtro funciona num
modo recursivo, este só necessita da informação das variáveis de estado anteriores para
garantir um estado atual o mais exato possível (design-of-a-positioning-system-for-agv-
navigation). Usando este filtro, a exatidão das medições irá depender não só da precisão
e exatidão dos sensores, mas também dos parâmetros definidos de ruído. Uma descrição
mais detalhada da implementação de filtros de Kalman será abordada na secção 2.3, mais
precisamente em 2.3.2.
Brossard et al. [15] propõe o o uso de um sistema de dead-reckoning com IMU, que uti-
liza dois módulos. O primeiro módulo corresponde a um Invariant Extended Kalman Filter
(IEKF), que é uma variante do filtro de Kalman ([17]), e o segundo módulo corresponde
a adaptador de parâmetros de ruído que utiliza inteligência artificial, nomeadamente
redes neuronais, para definir esses mesmo parâmetros com base nas medidas obtidas pelo
IMU. A implementação da rede neuronal é a forma que o autor apresenta de conseguir
adaptar os parâmetros relacionados com o ruído referido aos sensores, criando assim uma
constante calibração por parte da mesma de modo a obter melhores resultados usando
o filtro de Kalman. A tabela 2.1 corresponde aos resultados correspondentes ao método
proposto por [15] e a mais outros 3 métodos que servirão para comparação de resultados.
É possível observar que o método que usa o IMU puro possui um erro de translação
superior aos restantes e que quanto maior o tempo de execução, maior será esse mesmo
erro, devido à constante integração de valores com ruído medidos pelos sensores. Para
além disso, comparando os resultádos obtidos pelo método IMLS com o proposto pelo
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Figura 2.2: Gráfico contendo uma comparação entre localização feita usando um sistema
de IMU puro e o proposto por [15] em relação a um caminho predefinido (Retirado de
[15])
Tabela 2.1: Resultados de 4 testes distintos de localização onde trel(%) corresponde ao
erro relativo de translação e o rrel(%) corresponder ao erro relativo de rotação. O IMLS
corresponde a um método retirado do sistema online de benchmark da KITTI, que se en-
contra em terceiro no rank; O ORBSLAM corresponde a um método baseado em câmeras;
O IMU corresponde ao método que usa os valores diretamente dos sensores; O proposed

























01 2.6 110 highway 0.82 0.10 (%) 0.19 (%) 0.12 (%) 0.12
03 - 80 country - - - - - - - -
04 0.4 27 country 0.33 0.12 0.47 0.22 0.97 0.10 1.22 0.04
06 1.2 110 urban 0.33 0.08 0.73 0.22 5.78 0.19 1.57 0.19
07 0.7 110 urban 0.33 0.15 0.91 0.49 12.6 0.30 1.32 0.30
08 3.2 407 urban, country 0.80 0.18 1.03 0.30 549 0.56 1.08 0.32
09 1.7 159 urban, country 0.55 0.12 0.81 0.25 23.4 0.32 0.82 0.22
10 0.9 120 urban, country 0.53 0.17 0.66 0.31 4.58 0.25 1.05 0.25
average scores 0.64 0.12 0.99 0.26 171 0.31 0.97 0.23
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autor, é observável que o primeiro aparenta ser superior que o segundo. No entanto, o
autor refere que o objetivo da representação destes resultados serve apenas para demons-
trar que é possível desenvolver um método que use apenas um IMU razoável, para obter
resultados comparáveis ao de um método de estado da arte, que possui sensores bastante
mais caros.
Este método descrito acima possui uma complexidade de implementação relativa-
mente alta, devido ao uso do módulo de inteligência artificial, para colmatar o uso de
um IMU com precisão moderada. No entanto, existem atualmente sensores smart que
possuem já alguma capacidade de autocalibração, reduzindo assim a necessidade da im-
plementação de métodos mais complexos. O uso deste tipo de sensores é apresentado
como uma solução por Cechowicz et al. [18]. Neste caso, a solução utiliza um sensor
MEMS ( Microelectromechanical systems), que faz uso de um giroscópio e de um aceleróme-
tro, e ainda software que, quando aplicados em conjunto, possuem capacidades tais como
a capacidade de autocalibração durante o arranque, como referido acima, a capacidade
de detetar a rotação do IMU não tendo em conta a sua orientação, a capacidade de detetar
momentos de paragem, entre outros (descrição completa das funcionalidades em [18]).
Esta última função descrita é usada para aplicar um método que o autor referencia como o
Zero-velocity Update (ZUPT) [19], que consiste na recalibração do sensor nesses momentos
de paragem. Esta implementação usa o sensor MEMS como forma de descobrir a orien-
tação e os estados de paragem, onde o método referido acima possa ser utilizado para
recalibrar o mesmo. Para a deteção do movimento é utilizado encoders rotativos para de-
terminar a distância percorrida através da equação dL = dXL+dXR2 , onde dL corresponde à
distância total percorrida, dXL corresponde à distância percorrida pela roda da esquerda
e dXR corresponde à distância percorrioda pela roda da direita. A tabela 2.2 corresponde
aos resultados obtidos em relação ao erro absoluto ao longo de todo o percurso represen-
tado na figura 2.3b em relação as coordenadas x e y, e o erro correspondente à distância
entre o robô e o ponto inicial do percurso. É importante referir que neste teste não foram
considerados erros sistemáticos, tais como a derrapagem, que influenciam negativamente
a localização se não forem aplicadas medidas capazes de lidar com este tipo de erros [20].







1 0.16; 0.15 0.22
2 0.05; 0.40 0.40
3 0.01; 0.44 0.44
4 0.9; 0.10 0.13
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(a) Percurso de teste do sensor MEMS (b) Percurso do robô usando o sensor MEMS
Figura 2.3: A imagem da direita representa o percurso de teste a ser percorrido pelo
robô, estando indicado os locais onde ocore o Zero-velocity Update; A imagem da esquerda
representa o percurso feito pelo robô (Retirado de [18])
2.1.3 Métodos híbridos
Os métodos de localização apresentados nas duas subsecções anteriores utilizavam um
método ou tecnologia predominante, seja ele através de um IMU ou do uso das proprieda-
des das ondas eletromágneticas. Nessas mesmas soluções, a localização era feita utilizando
apenas essas tecnologias, ou seja, a localização ou parte da componente da localização,
como a orientação, era feita individualmente por essas tecnologias. No entanto, existem
soluções que fazem a localização através do uso de várias tecnologias/sensores. Este tipo
de solução é apresentado por [21], onde é utilizado odometria, IMU e ainda métodos
SLAM que utilizem EKF. As primeiras duas correspondem a tecnologias de localização
relativas enquanto que a última corresponde a uma tecnologia de localização absoluta,
pois usa o reconhecimento de pontos de interesse como forma de localização. Para juntar
a informação proveniente destes 3 tipos de sensores é utilizado EKF. A razão de se utilizar
múltiplos sensores para a resolução de problemas de localização é o facto de esta união
fazer com que as leituras obtidas de vários sensores sejam muito mais precisas e exatas
do que se fossem usadas individualmente [22].
Outro método híbrido que faz uso dos dois tipos de tecnologias mencionadas é apre-
sentado por Ionel Stanculeanu er al. [23], onde a solução faz uso de um sistema de navega-
ção inercial, isto é, de um IMU, e do uso de módulos de ZigBee, que utilizam a técnica de
indicador de intensidade do sinal recebido (RSSI). O RSSI é então utilizado para calcular
as distâncias dos vários nós de ZigBees, em que são necessários pelo menos 3 nós para
obter uma estimativa relativamente exata da posição do veículo. O cálculo da distância é
feito utilizando a expressao de potência transferida entre o nó e o receptor [24]
Pr(d) = −10np log10(d) +A (2.1)
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Por sua vez a localização é feita através da resolução de um sistema de equações sendo
ela 
2(x2 − x1) 2(y2 − y1)
2(x3 − x1) 2(y2 − y1)







































As variáveis presentes no sistema de equações 2.3 são referentes às variáveis presentes
na figura 2.4.
Figura 2.4: Referêncial cartesiano com 4 nós (R1,...,R4) representados. A localização é feita
através da aplicação da lateration. As disntâncias são então utilizadas para determinar o
xp e o yp (Retirado de [23])
A fase posterior corresponde então à fusão entre a localização obtida pelo RSSI e
os dados recebidos pelo IMU. Esta fusão é feita utilizando a mesma técnica referida na
solução de [21], ou seja, é feita através do uso de um filtro de Kalman estendido. A forma
de fusão é feita usando um modelo que receba informação dos dois sensores em causa,
neste caso a localização em forma de coordenadas x e y, por parte do uso do RSSI, a
aceleração linear e a velocidade angular, provenientes do IMU. Todo o processo do filtro









onde x e y correspondem às coordenadas cartesianas, e u e v correspondem as veloci-
dades dentro do referêncial, onde u representa a velocidade em x e v a velocidade em y.
O output do sistema zk é representado por
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1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1
 Hk =
1 0 0 00 1 0 0
 (2.6)
Figura 2.5: Processo referente a um "Extended Kalman Filter".(Retirado de [23])
Está presente na figura 2.6 dois gráficos que correspondem aos erros dos resultados
experimentais obtidos ao longo do tempo, em que a figura 2.6a corresponde aos erros
obtidos utilizando apenas o RSSI como forma de localização e a figura 2.6c corresponde
aos erros obtidos utilizando a fusão de sensores através do filtro de Kalman. Como era
de esperar, o método que envolve apenas o uso do RSSI apresenta resultados mais fracos,
onde a localização fica sujeita a poluição dos dados devido ao ruído. Os resultados referen-
tes à fusão de sensores aparentam ser bastante mais positivos, sendo que o valor máximo
de erro obtido aparenta ser inferior que a média do erro correspondente ao método RSSI.
De todos os métodos apresentados nas sub secções 2.1.1, 2.1.2 e 2.1.3, os que apa-
rentam ser mais promissores são as soluções apresentadas por Brossard et al. [15], por
Cechowicz et al. [18] e por Hakan Temeltas [21]. A razão deve-se ao facto de estas soluções
apresentam não só resultados bastante positivos em ambientes fechados e semelhantes
ao de um ambiente fabril, mas também porque estas soluções fazem uso de tecnologias
17
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(a) Gráfico corresponde ao erro dos resultados obtidos usando apenas o módulo de RSSI para a
localização
(c) Gráfico corresponte ao erro dos resultados obtidos usando a fusão de sensores, através do
módulo de EKF, para a localização
Figura 2.6: Gráficos correspondentes aos erros obtidos pelos testes feitos por Stanculeanu
et al. [23]. (Retirado de [23])
baratas, como os IMUs, em contra partida às outras soluções, que utilizam tecnologias
como o RFID, que necessita que seja implementada toda uma infraestrutura para que este
método seja aplicável, fazendo com que seja uma solução mais cara.
2.2 Métodos de gestão inteligente de frotas de AGV
No capítulo 1 foi referido a mudança de paradigma na indústria da manufactura por parte
da indústria 4.0, onde é mencionado a automação do transporte de baterias por parte
dos AGVs. Como tal, é necessário implementar uma componente vital que permita esta
automação, sendo ela um sistema de gestão de frota de AGVs. Apesar de existirem vários
tipo de gestores de frota, estes em muitos dos casos são bastante limitados em relação à
capacidade de integrar informação proveniente da fábrica, isto é, a análise em tempo real
do estado das máquinas, AGVs em particular, e a conecção desses dados com o respetivo
digital twin [3]. É então necessário definir as características que o gestor de frota deverá
conter e quais os objetivos a cumprir dentro dessas características. Um conjunto detalhado
de características e objetivos necessários para um gestor de frota estão presentes em [25].
É ainda apresentado por [26] um estudo feito utilizando fuzzy set/qualitative comparative
analysis (fsQCA) sobre várias condições que um sistema de gestão de frota poderá conter,
18
2.2. MÉTODOS DE GESTÃO INTELIGENTE DE FROTAS DE AGV
desde factores técnicos a financeiros, e a sua respetiva importância.
2.2.1 Tamanho da frota
Inicialmente é necessário determinar qual o tamanho de frota óptimo a usar, tendo em
conta o tipo de trabalho a ser executado pelos AGVS, de modo a obter o máximo de
rendimento possível utilizando o mínino de recursos possíveis. Os factores que podem
afetar a decisão da escolha do tamanho da frota variam conforme o autor, sendo que [27]
faz referência a:
1. Layout do sistema;
2. Localização dos pontos de carga e descarga;
3. Comutação entre postos de trabalho por unidade de tempo;
4. Estratégias de despacho;
5. Fiabilidade do sistema;
6. Velocidade de viagem dos AGVs
Em relação aos pontos apresentados acima, Chawala et al. [28] só considera os pon-
tos 1, 2 e 4 como factores importantes em relação a estimar o tamanho de frota óptimo.
A abordagem apresentada por [27] faz uso de modelos analíticos como forma de
obter uma estimativa para o tamanho da frota necessária, onde é utilizado um rácio do
tempo total necessário pelo AGV durante o seu turno e o tempo disponível pelo AGV
durante esse mesmo turno, referido como "empty travel time". O tempo total necessário
pelo AGV durante o seu turno corresponde à soma do tempo de carga, descarga e de
"empty travel time". É apresentado depois, em relação a este último parâmetro, várias
formas de o definir. É apresentado ainda métodos de simulação para validar o tamanho
da frota obtido através dos métodos analíticos, sendo que na figura 2.7 é possível observar
um tipo de simulação que relaciona o número de AGVs à tava de transferência, utilizando
três parâmetros, sendo eles a capacidade do AGV, o número de paletes e o tamanho do
buffer que cada estação possui. É possível observar que existe sempre um ponto que,
apesar de se continuar a aumentar o número de AGVs disponíveis, a taxa de transferência
mantêm-se constante, mostrando assim a importância de estabelecer um tamanho de
frota que obtenha o melhores resultados utilizando o menor número de recursos.
Outra simulação apresentada, corresponde também é taxa de transferância em relação
ao número de AGVs, mas desta vez é utilizado o tipo de layout do local como parâmetro
de comparação, isto é, se os caminhos percorridos pelos AGVs são bidirecionais ou uni-
direcionais. Esta simulaçãol permite não só obter também o número ideal de AGvs para
cada situação, mas tabmém permite perceber que tipo de layout deve ser usado no espaço
correspondente ao cenário de interesse.
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(a) Layout utilizado no estudo feito por [27]
(b) Resultados obtidos pelo estudo analítico feito
por [27]
Figura 2.7: A figura 2.7b representa o resultado correspondente à taxa de transferência
média obtida em relação ao número de AGVs, utilizando como parametros a capacidade
individual de cada um (L), o tamanho do buffer dos pontos de carga e descarga (B) e o
número de paletes (P), tendo em conta o layout utilizado 2.7a (retirado de [27])
Um estudo feito por Chawala et al. [28] mostra, no entanto, que o uso de métodos
analíticos para estimar o tamanho óptimo da frota pode demonstrar falhas em relação aos
requisitos correspondentes a um sistema de tempo real. Este estudo apresenta uma com-
paração entre um modelo analítico, utilizando como parâmetros a sequência de trabalhos
a ser executada, a quantidade de postos de trabalho, o tempo total disponível, o tempo
de execução de dentro dos postos, o tempo médio gasto, entre outros, e um algoritmo
de optimização de Grey wolf. Este algoritmo utiliza como base a teoria por detrás dos
métodos de caça e de liderança dos lobos-cinzentos. Proposto por Mirzalili et al. [29], este
algoritmo faz uso de 4 "lobos"(funções de fitness) categorizados como alpha, beta, delta
e omega, sendo que, a melhor solução irá corresponder ao alpha, a segunda melhor ao
beta, a terceira melhor ao delta e a quarta melhor ao omega. O procedimento detalhado
do funcionamento deste algoritmo está presente em [28].
A tabela 2.3 apresenta os resultados experimentais correspondentes ao uso de um
modelo analítico e o algoritmo de optimização de Grey wolf em relação a estimar o nú-
mero de AGVs necessários para 3 diferentes tipos de layouts, sendo que a diferença entre
eles é o número de postos de trabalho presentes na planta. O algoritmo de optimização,
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em relação aos 3 casos apresentados, apresenta melhores resultados do que o modelo
analítico, visto que é utilizado menos recurso para obter o mesmo resultado final.
Tabela 2.3: Resultados obtidos através do uso de um modelo analítico e do algoritmo de
optimização Grey wolf (GWO), em relação a 3 layouts diferentes. (Retirado de [28])
FMS Layout No. of Jobs No. of Work centres No. of Sequences
No. of AGVs
Analytical GWO
1 5 6 2 2 1
2 5 8 2 4 2
3 5 11 2 5 3
2.2.2 Sistemas de gestão de frota
Como referido no inicio de secção 2.2, existem várias abordagens quando se trata no
desenvolvimento um sistema de gestão de frota dependendo do caso de aplicação. Um
tipo de sistema é apresentado em [30], onde é considerada uma framework que possui três
níveis, estando cada um associado a um conjunto de tarefas. O nível superior é descrito
como o mission scheduler, que está encarregue de atribuir as tarefas aos vários AGVs pre-
sentes no sistema, detetar deadlocks, gerir os AGVs que se encontrem inativos, e também
está encarregue de controlar quando o veículo necessita de operações de manutenção. O
nível seguinte, correspondente ao nível intermédio, está encarregue de computar qual o
caminho que o AGV deverá percorrer para completar a tarefa atribuída, no mínino de
tempo possível e sem colisões. Para tal é utilizado o algoritmo de Dijkstra [31], que irá
calcular o caminho mais curto possível entre o AGV e o destino final. Depois de ter o ca-
minho definido, é utilizado um outro algoritmo, o coordenador, que ficará engarregue de
validar os vários segmentos desse caminho, de modo e evitar colisões. O último nível está
associado ao AGV em si, estando encarregue do acompanhamento constante da trajetória
do AGV, sendo que sempre que é necessário aplicar uma rotina de emergência em casos
de perigo, é este nível que está encarregue de aplicar essas mesmas rotinas.
Esta solução descreve a planta do local como um conjunto de caminhos previamente
definidos, chamados de segmentos, e o conjunto de todos os segmentos forma o roadmap.
É através deste roadmap que o nível intermédio decide qual o melhor caminho a percorrer,
sendo que no final é obtido um caminho que corresponde a um conjunto de segmentos.
É graças a estes mesmos segmentos que é possível detetar futuras colisões, através da
comparação de caminhos de dois AGVs, e verificar se existem segmentos estejam presen-
tes em ambos. Esta comparação é feita através do uso de um diagrama de coordenação,
um algoritmo desenvolvido por O’Donnell e Lozano-Pérez [32]. É possível observar na
figura 2.8 uma simplificação no modo de funcionamento deste algoritmo. Sempre que
um segmento precisa de ser alocado no caminho do AGV, o nível intermédio verifica se
esse segmento já está reservado para outro veículo, onde os segmentos reservados estão
representados a preto e a cinzento, e todos os segmentos que não se encontram reservados
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encontram-se a branco. O algortimo do módulo coordenador, que faz uso do diagrama de
coordenação para atribuir segmentos, está totalmente descrito em [30].
Figura 2.8: Representação de um diagrama de coordenação de dois veículos. Segmentos
reservados estão preenchidos a preto e a cinzento, e segmentos não reservados não se
encontram preenchidos (Retirado de [30])
A informação exterior necessária para este sistema funcionar provém maioritaria-
mente dos AGVs, sendo que a localização é a informação mais importante. Significa que
esta solução faz pouco uso de um componente utilizado por [3], sendo esse componente
o digital twin. Este componente é utilizado como forma de optimização para os processos
ligados ao agendamento das tarefas a serem cumpridas pelos AGVs, já que este módulo
virtualiza todo o plano correspondente à manufactura, o que permite a análise de dados
provenientes de vários pontos, tais como os tempos de execução de certos procedimentos.
Para além deste módulo, a solução apresentada por [3] faz uso de ainda mais 5 módulos,
sendo que o sistema de frota contém no total 6 módulos. Eles são:
• Módulo de comunicação - Encarregue da comunicação feita através do uso de uma
rede industrial, utilizando os seus protocolos para recolher informação proveniente
dos dispositivos presentes na fábrica, e transformando esses dados num formato
que possa ser analisado.
• Módulo de armazenamento de dados - Este módulo contém todos os dados disponí-
veis, servindo de base de dados para os outros módulos.
• Módulo de processamento de dados - Este módulo faz toda a análise necessária para
a monitorização e a previsão de todo o processo de manufactura.
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• Módulo de Decision-making - Este módulo está encarregue do agentamento das
tarefas relativas aos AGVs de uma forma dinâmica e optimizada.
• Módulo de Interface humana-máquina - Este módulo disponibiliza informação ao
operário sobre os processos que estão a decorrer bem como as tarefas que corres-
pondem a cada AGV.
• Módulo de Digital twin - Este módulo produz uma imagem virtual da fábrica, onde
é possível prever e optimizar o processo de attribuição de tarefas.
A figura 2.9 representa um esquema que contém todos os módulos referidos acima,
bem como a conectividade entre eles. As setas representam a ligação entre os módulos,
feita através do uso do módulo de comunicação.
Figura 2.9: Arquitetura correspondente ao sistema proposto por [3] (Retirado de [3])
2.2.3 Detecção de falhas
Para a detecção de falhas que possam ocorrer durante a execução de tarefas que estajam
a ser efectuadas pelos AGVs, Pandu Sandi Pratama et al. [33] fazem uso de uma técnica
previamente usada, presente em vários casos na secção 2.1, referente à localização. Esta
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técnica corrresponde ao uso de um filtro de Kalman, mais concretamente, de um Extended
Kalman Filter (EKF). O objetivo do uso deste filtro será fazer uma previsão da localização
do AGV e comparar os dados provenientes dos sensores aos dados do modelo previamente
definido. A detecção da falha é feita através da distância de Mahalanobis, utilizando a




k × yk , onde st corresponde ao resíduo, e comparando esse mesmo
resíduo a um threshold previamente definido. Este passo corresponde apenas à detecção
de uma possível falha, sendo que só depois de aplicar o método descrito pelo autor como
a isolação da falha é que é possível identicar a mesma e a sua origem, isto é, de que
componente e/ou sensor é que causou essa mesma falha. Para tal um conjunto de testes
são efectuados, estando presentes na tabela 2.4. De notar que o autor, para o seu caso de
estudo, utilizou 4 módulos que forneciam informação sobre a posição do veículo, estando
descritos na legenda da mesma.
Tabela 2.4: Relação entre testes e falhas. O normal corresponde ao estado normal do
veículo, a falha F1 corresponde a uma falha no encoder, detectada pelos testes T2 e T3. A
falhas F2 corresponde a uma falha no motor utilizado no caso de teste, detectada pelos
testes T1 e T3 e a falha F3 corresponde a uma falha no laser utilizado no caso de teste,
detecta pelos testes T1 e T2. A falha F4 corresponde a uma falha no sistema NAV, que é
um sistema que utiliza o método de triangulação, possuindo um laser e um refletor, para
efectuar a localização. Esta última falha é detectada apenas pelo teste T4
TESTES
Falhas








Velocidade de Referência +
Scanner Laser (LMS)




0 X 0 X 0
T3
Velocidade de Referência +
Encoder
0 X X 0 0
T4
Velocidade de Referência +
NAV
0 0 0 0 X
É importante referir que neste método, é possível adaptar esta solução de modo a obter
falhas noutros módulos, sendo necessário alguma adaptação por parte dos thresholds esco-
lhidos, bem como os testes para isolação da falha correspondente a esse mesmo módulo.
2.3 Técnicas de redução de ruído
Quando se fazem leituras/transformações da realidade para o digital, como no caso da
captura de informação pelo uso de sensores, estes dados estarão "manchados"com ruído.
Este ruído, na grande maioria dos casos, afeta negativamente os dados que se estão a
obter, tornando assim a sua leitura de pouca confiança. É possível observar na figura 2.10
o que o ruído pode fazer a um sinal digital, onde este sinal chega a perder informação,
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Figura 2.10: Visualização de um sinal digital a ser afetado por ruído.
devido a esse mesmo ruído. Existem vários tipos de ruído, sendo que todos afetam os
dados obtidos, e dependendo do tipo de ruído, existem formas de específicas de reduzir
o impacto desse mesmo ruído num "dataset". Os vários tipos de ruído estão descritos em
[34], onde também são apresentados exemplos de origens dos vários tipos de ruído.
Para tentar reduzir ruído indesejado que está presente nos sinais/dados, uma das
técnicas utilizadas é a implementação de filtros.
Os filtros são uma classe de processamento de sinal que é capaz de remover partes de
um sinal que possam não ser desejadas, como ruído. A forma como estes filtros funcionam
para remover as partes indesejadas é através da supressão do próprio. Esta supressão
normalmente ocorre em zonas do sinal onde este corresponde mais a ruído do que a
informação.
O tipo de filtro depende da situação onde este vai ser aplicado, e como existem vários
tipos de filtros, é necessário distingui-los uns dos outros. Como tal, os filtros podem ser
divididos e classificados de várias formas, tais como:
• Serem lineares ou não lineares
• Invariantes ou variantes no tempo
• Analógicos ou digitais
• Discretos (amostras) ou contínuos
• Causal ou não causal
Para o cenário em específico, o filtro deverá ser um filtro discreto, visto que o sinal
a ser processado será um sinal amostrado, e também deverá ser causal, visto que neste
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Figura 2.11: Representação gráfica de um filtro "Butterworth". O eixo do x corresponde
à frequência angular e o eixo do y corresponde ao ganho do filtro. O comportamento do
filtro em relação a um sinal será que este deixará o sinal intacto até a frequência de corte,
onde ocorre a depressão no gráfico. Esta depressão é afectada pela ordem do filtro, sendo
mais precisa quanto maior for a ordem (retirado de [36])
caso, tendo em conta o que foi apresentado na subsecção 2.1.2, a saida do filtro deverá de
depender da entrada no instante anterior.
2.3.1 Filtro de Butterworth
Uma opção na implementação do filtro poderá ser o uso de um filtro "Butterworth". Este
tipo de filtro é bastante utilizado no processamento de sinais no domínio da frequência,
devido a estes serem filtros que se enquandram na classificação de analógicos. No entanto,
como é demonstrado em [35], onde é possível utilizar este filtro numa forma discreta, que
se enquadra à situação de um problema no domínio digital, como é o caso do cenário de
estudo. Para o dimensionamento de um filtro "Butterworth"é necessário ter definidos os
parâmetros da frequência de corte, onde a partir dessa frequência o sinal deverá de ser
descartado, a frequência de amostragem do sinal original e a ordem do filtro. É possível
observar na figura 2.11 uma resposta em frequência de um filtro de "Butterworth", onde
é possível observer de que modo a ordem afeta o filtro. Quanto maior a ordem do filtro,
maior será a sua precisão de corte, isto é, o filtro conseguirá eliminar melhor todas as
frequências que estão acima da frequência escolhida, a qual todas as frequências acima
serão descartadas.
No entanto, este filtro não está limitado a eliminar apenas as frequências que estajam
acima de uma frequência de corte escolhida, que corresponde a um filtro passa baixo,
mas também poderá ter um comportamento inverso, onde a partir da frequência de corte
é que este deixa passar o sinal original, eliminando as frequências que estejam abaixo
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(a) O gráfico da esquerda corresponde a um filtro passa baixo e o
gráfico da direita corresponde a um filtro passa alto
(b) O gráfico da esquerda corresponde a um filtro passa band e o
gráfico da direita corresponde a um filtro elimina banda
Figura 2.12: Representação de 4 tipos de filtros. (retirado de [37])
da frequência de corte. Este filtro descrito é um filtro passa alto. Ainda existem mais
dois tipos de filtro, o passa banda e o elimina banda, onde o primeiro elimina todo o
sinal, excepto num intervalo entre duas frequências, e o segundo tem o comportamento
inverso, onde o sinal é só eliminado entre essas duas frequências. Para estes dois casos é
necessário duas frequências de corte para definir um intervalo de corte. Na figura 2.12
está demonstrado o comportamento destes 4 filtros.
O uso deste filtro, no caso de sinais digitais, está ligado à redução de ruído de altas
frequências, isto é, a aplicação de um filtro passa baixo no sinal/dados a serem processa-
dos. Este tipo de processamento reduz o ruído presente nos dados, no entanto, este tipo
de filtro não verifica se o valor presente nesses mesmo dados corresponde à realidade ou
não (figura 2.13).
2.3.2 Filtro de Kalman
O filtro de Kalman corresponde a um tipo de filtro muito utilizado no processamento de
sinais/dados. Isto deve se ao facto de este filtro não só é capaz de reduzir o ruído presente
nas medições provenientes de sensores, como acelerómetros, mas ao mesmo tempo, este
filtro é capaz de "recuperar"dados perdidos devidos ao ruído. Isto acontece pois este filtro
utiliza não só as medidas obtidas por sensores, mas necessita também de um modelo do
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Figura 2.13: Gráfico que contém uma demonstração de como o ruído pode afetar um sinal
digital, alterando o valor do mesmo (retirado de [38])
sistema associado ao sensor, como por exemplo, o carro ser o sistema e o acelerómetro o
sensor. O objetivo do filtro utilizar tanto um sistema e as medições deve se ao facto de este
fazer uma "comparação"entre o que o filtro espera que seja o comportamento do sistema
num instante, devido a informação proveniente do instante anterior, e as medidas obtidas.
Deste modo, este filtro é capaz de suavisar os dados, reduzindo uma oscilação que possa
ocorrer nas leituras, e consegue aferir o estado atual do sistema através da comparação
entre dois tipos de informação diferente, uma teórica e outra real.
Este filtro é bastante utilizado em cenários onde o objetivo é fazer o "tracking"de
veículos, tais como AGVs, em ambientes fechados ("indoors"), como é possível observar
em [15, 23, 39, 40]. As diferenças aparentes destes trabalhos mencionados correspondem
apenas aos modelos escolhidos, sendo que cada um depende do cenário em concreto
bem como o equipamento utilizado para fazer as medições, e o sub tipo de filtro de
Kalman utilizado. No entanto, e como é possivel obervar na figura 2.5 na página 17, a
base do funcionamento deste filtro é sempre a mesma, sendo que a cada iteração este
executa dois passos, um primeiro passo que corresponde à previsão, e o segundo passo
que corresponde ao "update".
A previsão é o passo onde o filtro processa e calcula os valores teóricos referentes
ao estado do sistema, tendo em conta a informação do estado anterior desse mesmo
sistema. Numa situação onde o estado anterior do sistema correspondia a estar parado, e
a informação recebida é de que não existem forças exteriores a afetar este mesmo sistema,
então, no passo da previsão, o filtro de Kalman vai calcular que o estado atual do sistema
deverá de corresponder a este encontrar-se parado. Isto corresponde apenas a um exemplo
demonstrativo do funcionamento da primeira etapa do filtro de Kalman. Esta fase é
caracterizada por duas equações, sendo elas,
x̄ = Fx + Bu (2.7)
P̄ = FPFT + Q (2.8)
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onde x corresponde à variável de estado do sistema contendo toda a informação refe-
rente a esse mesmo estado, como por exemplo, informação sobre a velocidade e posição
do sistema. Normalmente esta variável corresponde a um vetor, como é possível ver na




Na equação 2.7, a variável x corresponde ao estado anterior do sistema e a variável x̄
corresponde ao estado atual do sistema. F corresponde à matriz função de transição de
estado do sistema, isto é, representa todas as caracteristícas que promovem à mudança
de um estado, por exemplo, mudança de velocidade através da equação do movimento
v = v0+at. A parte da equação que contém Bu corresponde a se o sistema recebe "inputs"do
exterior, tais como um comando do utilizador a forçar a alteração do comportamento do
sistema onde, tendo em conta que o cenário em questão, que corresponde a monitorização
de AGVs, esta parte do filtro de Kalman pode ser negligenciada.
A segunda equação (2.8) corresponde à matriz de covariância, que contém a covariân-
cia entre todas as variáveis presentes no vetor x. Estas covariâncias representam o quanto
cada variável depende das outras, isto é, utilizando o exemplo da velocidade e da posição,
a covariância da velocidade com a posição indica-nos de que modo é que a posição varia
em relação a variações da velocidade. Desta forma, para um vetor x de 1×n, esta matriz




onde xx corresponde à covariância da posição em relação à posição (também conhecida
apenas por variância, neste caso, da posição), xẋ corresponde à covariância da posição
em relação à velocidade, ẋx corresponde à covariância da velocidade em relação à po-
sição e ẋẋ corresponde à covariância da velocidade em relação à velocidade (variância
da velocidade). Da mesma forma que a cada iteração de ẋ é calculada à custa de Fx, a
covariância do estado atual é calculada através de F e de F transposto (FT), e ainda da
matriz Q, que corresponde à covariância relativa ao ruído do processo, isto é, o ruído que
pode ser introduzido através dos cálculos.
Após feito o passo referente à previsão, o próximo passo, que corresponde ao passo
do "update", é iniciado, onde o objetivo deste passo é juntar a informação obtida no passo
anterior com a informação obtida pelas medidas recebidas pelos sensores. Deste modo o
filtro, dependendo das especificações, não irá ser muito afetado por ruído que possa estar
presente nas medições dos sensores. Esta fase é caracterizada pelas seguintes equações,
y = z−Hx̄ (2.11)
K = P̄HT(HP̄HT + R)−1 (2.12)
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Figura 2.14: Demonstração simplificada do funcionamento de um filtro de Kalman. Con-
têm o passo referente à previsão, representado pela linha vermelha, e o passo correspon-
dente ao "update", representado pelo ponto preto (retirado de [41].
x = x̄ + Ky (2.13)
P = (I−KH)P̄ (2.14)
onde z,R correspondem à matriz de medidas provenientes dos sensores e a matriz das
covariâncias dos respetivos ruídos associados a essas medidas. A matriz H corresponde à
função de medidas, que converte/elimina toda a informação presente na matriz de estado
para que esta seja semalhante em termos de conteúdo (como por exemplo conter uma
velocidade com a escala correta) para que esta depois possa ser subtraída à matriz z. As
matrizes y e K correspondem ao resíduo e ao ganho de Kalman. O resíduo corresponde
à diferença entre a medida obtida pelos sensores e o valor que está presente em x̄ que
representa essa medida calculada no passo da previsão. O ganho de Kalman corresponde
a um valor que irá ser utlizado para o cálculo do novo x e do novo P que irão ser utiliza-
dos no passo da previsão da próxima iteração. Finalmente, a matriz I representa a matriz
identidade com dimensão n×n. A imagem 2.14 representa uma demonstração do funcio-
namento teórico de um filtro de Kalman. O "posterior"representa x e o "prior"corresponde
a x̄.
Apesar de o filtro de Kalman ser bastante promissor para o processo de "tracking",
a sua forma original apenas funciona para casos lineares. Isto complica a sua aplicação
em situações que representam casos reais, visto que o comportamento de um AGV não
é sempre linear, devido a mudanças constantes de velocidade, derrapagens que possam
acontecer, atrito que possa existir que afete o movimento do AGV, etc. Visto que estas
situações existem e afetam o sistema, foram desenvolvidas iterações do filtro de Kalman,
sendo que as mais comuns, para casos não lineares e que sejam utilizados para casos onde
é necessário fazer o "tracking"de veículos num espaço interior, são o "Unscented Kalman
Filter", utilizado em [40], e o "Extended Kalman Filter", utilizado em [23] e em [15], sendo
que este neste último trabalho foi utilizado uma variação do "Extended Kalman Filter",
chamada "Invariant Extended Kalman Filter".
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Apesar de existirem várias variantes do filtro de Kalman, o processo ligado ao seu
desenvolvimento corresponde sempre aos mesmo 6 passos, sendo eles:
1. Escolher variáveis de transição para o vetor x (tais como as que estão presentes em
2.9)
2. Projectar a matriz de transição de estado, que correspondem à matriz F (um exemplo
de uma matriz de transição para o caso 2.9 poderá ser 2.15)
3. Projectar a matriz de ruído do processo, que corresponde à matriz Q
4. Projectar a matriz de conversão de medidas, sendo ela a matriz H
5. Projectar a matriz de ruído associado às medições feitas pelos sensores, que corres-
ponde à matriz R
6. Definir uma condição inicial para ser colocada no vetor das variáveis de transição
Seguindo estes passos descritos acima, é possível desenvolver um filtro de Kalman
e que, se os parâmetros estiverem adequados ao cenário e ao equipamento escolhido,
este pode ser uma opção para a redução de ruído. É importante salientar que, visto que
o cenário em questão contém várias situações que retiram a linearidade ao problema,
o filtro de Kalman a ser escolhido deverá de estar apto para ser utilizado em sistemas
não lineares, como é o caso das duas iterações do filtro acima apresentadas, o "Unscented




O filtro de "Kalman"que aparente ser promissor na aplicação para uma possível solução
corresponde ao "Unscented Kalman Filter", sendo que uma descrição bastante simples está
presente em [41], que corresponde a um livro interactivo desenvolvido pelo autor da
biblioteca "filterpy", que corresponde a uma biblioteca de python, onde esta contém vários
métodos relacionados com filtros de "Kalman", tais como a criação e aplicação de filtros
sobre um conjunto de dados que estejam previamente armazenados num ficheiro, ou que
estes estejam disponiveis em um buffer. Este livro corresponde a uma boa leitura no que
toca a tentar perceber de que maneira é que são implementados estes filtros, qual a sua
teoria, juntamente com as suas fórmulas associadas, mas tentando sempre simplificar,













Serve o presente capítulo para apresentar todo o trabalho desenvolvido nesta tese, bem
como a arquitectura proposta para a solução no desenvolvimento de um gestor de frota
para AGVs, estando este dividido em várias secções. A secção 3.1 apresenta a referida
arquitectura conceptual proposta, bem como uma lista de requisitos para a sua imple-
mentação. A secção 3.2 introduz a tecnologia utilizada, e a secção 3.3 introduz o IMU
utilizado para o desenvolvimento deste trabalho, incluindo uma descrição dos dados dis-
poníveis, como é que estes estão disponíveis, e os passos necessários para a configuração
do equipamento. A secção 3.4 apresenta o desenvolvimento do algoritmo de tracking,
sendo que este algoritmo não possui filtros implementados que eliminem algum do ruído
que possa existir, sendo que este algoritmo só trabalha sobre as leis da física e equações
do movimento. A secção 3.5 introduz uma implementação que envolve o tratamento dos
dados recebidos, utilizando filtros, de modo a eliminar ruído que possa estar presente e
afete negativamente os resultados.
3.1 Arquitectura conceptual
A arquitetura conceptual para este projeto está presente na figura 3.1. Esta arquitetura
corresponde a uma visão global, que corresponde à solução proposta no âmbito desta
tese para o projeto apresentado no capítulo 1, nomemadamente na secção 1.4. O foco
principal do trabalho desenvolvido corresponde a um desenvolvimento inicial ligado ao
módulo de localização apresentado nesta arquitetura.
Esta conceptualização terá como requisitos principais:
• Manter uma constante monitorização da localização "indoor"de todos os AGVs, sem
recurso a GPS.
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Figura 3.1: Arquitetura conceptual do projecto a ser alcançado
• Atribuir tarefas a todos os AGVs, bem como a atribuição do plano de trajeto.
• Monotorizar todos os AGVs, de modo a verificar se estes estão em movimento ou se
se encontram estacionários.
• Avaliar se os AGVs estão em execução normal ou se existe alguma anomalia.
• Manter uma monitorização do consumo das baterias dos AGVs.
• Notificação em caso de falha e/ou anomalia.
3.2 Tecnologia escolhida - IMU
A tecnologia utilizada no âmbito do desenvolvimento desta tese corresponde à tecno-
logia referente a sensores inerciais, tais como acelerómetros e giroscópios. Este tipo de
sensores fornecem informação sobre a aceleração e velocidade que um corpo sofre numa
dada orientação, seja ela uma aceleração linear, no caso do acelerómetro, ou a velocidade
angular, para o giroscópio. O livro "Handbook of Signal Processing Systems [42] contém
um capítulo dedicado apenas a este tipo de sensores, contendo informação sobre a forma
de captação dos dados de cada um dos sensores (acelerómetros e giroscópios), as várias
área/aplicações que este tipo de sensores tem, tais como na navegação, desporto ou até
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em produtos do consumidor, e ainda fala de detalhes tais como de que maneira vários
tipos de ruído afetam a performance destes sensores. Este livro ainda faz referência ao
facto de este tipo de sensores nem sempre são precisos, e que os que são possuem grandes
dimensões e custos que reduzem a sua aplicabilidade geral. No entanto é descrito ainda
que é possível contornar a precisão dos sensores mais baratos com várias técnicas.
Tendo em conta o cenário referente ao processo logístico numa fábrica, onde já existem
procedimentos intrínsecos, a escolha de uma tecnologia para efetuar o tracking destes
AGVs envolve 6 parâmetros, sendo eles:
• A tecnologia não pode ser intrusiva ao processo logístico presente
• Tem que funcionar num ambiente fechado, isto é, sem auxilio de um GPS
• Tem que possuir custos baixos (montagem e/ou manutenção)
• Tem que ser robusta
• Tem que ser uma tecnologia que implique um baixo consumo de energia
• Tem estar apta a funcionar em tempo real
Como tal, uma tecnologia que respeita estes 3 pontos acima corresponde à tecnologia
que faz uso de sensores inerciais, nomeadamente, unidades de medida inercial (IMUs), o
que levou a escolha dos mesmos para a implementação e desenvolvimento do sistema de
tracking desenvolvido no âmbito desta tese.
3.3 IMU - Especificações
O IMU escolhido para o desenvolvimento desta tese foi o BITALINO R-IOT KIT FULL-
FEATURED 9DOF WIRELESS IMU IN A STAMP-SIZED PACKAGE WITH DIRECT OSC
STREAMING OVER WIFI. Este IMU possui, como componentes físicos, um acelerómetro
tri axial, que mede a aceleração instantânea em força G nos 3 eixos, um giroscópio tri axial,
que fornece a velocidade angular em graus por segundo de cada eixo. Uma representação
visual dos eixos relativos ao IMU estão presentes na imagem 3.2.
Para além destes dois sensores, este IMU possui ainda um magnetómetro tri axial,
que mede a intensidade do campo magnético em Gauss nos três eixos, e um sensor de
temperatura, que fornece a temperatura em graus centígrados. Para além dos sensores,
este IMU possui ainda 2 ports analógicos, uma resolução de 16 bits por cada canal do
IMU e de 12 bits por cada canal analógico. Possui um "sampling rate"de 200 Hz, isto é,
a cada segundo são amostrados e enviados 200 amostras de dados referentes a todos os
sensores do IMU, e é capaz de efetuar comunicação através do protocolo WiFi 2.4 GHz.
As dimensões do kit correspondem a 34x23x7mm. Na imagem 3.3 é possível observar um
kit BITalino RIoT com as especificações acima apresentadas.
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Figura 3.2: Representação gráfica dos eixos num IMU (o dispositivo em si não é represen-
tativo do dispositivo utilizado
Figura 3.3: Kit de IMU utilizado no desenvolvimento desta tese. Este kit é composto por
uma bateria (1), um cabo USB (2) e um IMU (3).
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Figura 3.4: Página de configuração do IMU.
3.3.1 Configuração
O "firmware” presente no kit fornece uma utilização “out of the box” onde todas as confi-
gurações essenciais são feitas no terminal onde os dados irão ser recolhidos, bem como
na rede WiFi presente. Quando o kit é ligado, este acende um LED vermelho a indicar a
inicialização do firmware. Quando este está totalmente inicializado, o LED passa a verde
intermitente, que significa que o kit está à procura da rede WiFI para qual este está con-
figurado (o “default” é uma rede com ssid riot e palavra pass riot), e quando ele se liga
a uma rede, o LED passa a azul. É possível configurar o ssid da rede onde o kit se liga,
juntamente com a respetiva palavra pass, mas também é possível escolher a atribuição de
IP, bem como o IP e port do destinatário para onde os dados são enviados. A página de
configuração está presente na imagem 3.4, e é possível aceder a e essa página colocando
o kit como ponto de acesso (tutorial completo da configuração do kit encontra-se neste
link https://bitalino.com/docs/R-IoT_Configuration_Guide.pdf).
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Tabela 3.1: Tabela com a informação fornecida pelos sensores presentes no IMU e respe-
tiva descrição.
Sensores Descrição Unidade
Acelerómetro triaxial Aceleração linear nos eixos x, y e z Força G
Giroscópio triaxial Velocidade angular nos eixos x, y e z Graus p/ segundo (◦/s)
Magnetómetro triaxial
Intensidade do campo magnético nos
eixos x, y e z
Gauss (B)
Temperatura Temperatura do meio ambiente Graus centígrados (◦)
Tabela 3.2: Tabela com a informação fornececida pelo "firmware"do IMU e respetiva des-
crição.
Dados Descrição
Quaternion 1 Fornece informação do quaternion associado ao vector x
Quaternion 2 Fornece informação do quaternion associado ao vector y
Quaternion 3 Fornece informação do quaternion associado ao vector z
Quaternion 4 Fornece informação do quaternion associado ao veetor w
Yaw Fornece informação da orientação sobre o eixo z
Pitch Fornece informação da orientação sobre o eixo y
Roll Fornece informação da orientação sobre o eixo x
Heading Fornece informação da direcção relativa do sensor
3.3.2 Dados
Os dados que são fornecidos pelo IMU são as acelerações nos 3 eixos do sensor do aceleró-
metro, sendo que as unidades correspondem a força G, as velocidades angulares também
nos 3 eixos, onde as unidades são graus por segundo, a intensidade do campo magnético,
em Gauss, nos 3 eixos e a temperatura em graus centígrados. Para além destes dados, este
kit ainda é capaz de fornecer os dados sobre o estado dos dois "switches"presentes na placa,
possui dois canais analógicos, e ainda fornece a dados referentes aos seus "quaternions",
"yaw", "pitch", "roll"e "heading", onde estes últimos 4 estão em graus centígrados. Os dados
fornecidos pelos sensores do IMU estão presentes na tabela 3.1 e os dados fornecidos pelo
"firmware"do IMU estao presentes na tabela 3.2.
A transmissão é feita através de uma rede WiFi, onde a captação dos dados e a sua
respetiva transmissão é feita a 200Hz, isto é, cada conjunto de 200 dados é enviado num
espaço de um segundo. O protocolo de comunicação corresponde ao "Open Sound Con-
trol” (OSC). Este protocolo é descrito em [43] como eficiente, independente do tipo de
dados a serem enviados, sendo um tipo de protocolo que se baseia na mensagem. Este é
utilizado na troca de informação entre computadores, sintetizadores e outros dispositivos
multimédia. O software indicado pela empresa, que é compatível com o protocolo de
streaming, é o “OpenSignals”, que permite captar os dados do kit em tempo real, mas
também permite o armazenamento desses mesmo dados em ficheiros nos formatos de
texto (txt), Hierarchical Data Format 5 (h5) e European Data Format (edf).
Em relação à perda de pacotes, que corresponde à perda de informação proveniente
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Figura 3.5: Representação gráfica de um conjunto de dados obtidos pelo IMU. O teste
envolve o IMU estar parado durante um período de tempo de 2 minutos. É possível
observar o ruído presente nas leituras, principalmente na parte final do teste, sendo que
é desconhecido a causa deste aumento.
do IMU durante o transporte entre este e o terminal, nos testes feitos no decorrer desta
tese, não foram detectados quaisquer perdas, salientando que os testes nunca passaram
um tempo de execução para além dos 5 minutos, devido a limitações referentes ao espaço
onde os testes foram realizados, bem como o equipamento disponível. No entanto, a
ligação entre o IMU e o respetivo Ponto de Acesso (AP) está limitada por este último,
nomeadamente à distância máxima que estes dois podem estar um em relação do outro,
podendo ocorrer um corte na ligação pré estabelecida.
Os dados transmitidos, quando observados na figura 3.5, é possível verificar que estes
possuem bastante ruído, sendo que este está relacionado com os sensores, isto é, durante
a sua captação, e também poderá estar relacionado com o empacotamento dos mesmos,
que por sua vez está ligado ao "firmware"do dispositivo. A presença de campos magnéticos
pode ser também uma causa que aumenta ainda mais o efeito do ruído presente. A razão
pela qual a parte final do teste apresenta um aumento substancial do ruído presente é
desconhecida.
Para a implementação das soluções que irão ser abordadas nas secções seguintes, os
dados necessários correspondem à aceleração no eixo x e o "yaw", fornecido pelo próprio
"firmware"do dispositivo. O IMU deverá de estar colocado no AGV como está representado
na figura 3.6, de modo a garantir que as leituras estejam concordantes com o algoritmo
desenvolvido.
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Figura 3.6: Esquema representando a orientação da colocação do IMU no AGV de modo a
permitir a correta funcionalidade do algoritmo deseenvolvido
3.4 Metodologias de localização
Nesta secção irá ser apresentado a abordagem utilizada, capaz de efetuar o “tracking”
através do uso do IMU apresentado na secção anterior. Este tipo de “tracking” é chamado
de “Dead Reckoning” [15] pois envolve o cálculo da posição/estado atual à custa da po-
sição/estado anterior, bem como da aceleração ou da velocidade durante um intervalo
de tempo. A implementação que irá ser apresentada foi desenvolvida em código python,
utilizando como ambiente de desenvolvimento integrado (IDE) o PyCharm. As bibliote-
cas utilizadas durante o desenvolvimento do algoritmo serão descritas na secção 3.4.2,
juntamente com o algoritmo desenvolvido. A subsecção 3.4.1 introduzirá aos cálculos
gerais do movimento utilizados em ambas as implementações.
3.4.1 Equações do movimento
Como já foi referido, para a implementação do algoritmo de localização, é necessário o uso
das equações do movimento, pois estes algoritmos dependem da aceleração obtida pelo
acelerómetro presente no IMU. Como tal, tendo em conta que a única variável disponível
para indicar que houve deslocamento é a aceleração, então as equações que permitirão










onde a primeira equação corresponde à velocidade, v, obtida pela integração da aceleração,
a, ao longo do tempo, t. A segunda equação corresponde ao deslocamento, d, que é obtido
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Figura 3.7: Representação gráfica da aplicação da regra do trapézio. É possível observar
que a aproximação será tanto melhor quanto o número de intervalos que dividem a função
original
através da integral ao longo do tempo da velocidade, v, ao longo do tempo, t, que por sua
vez pode ser obtido através do integral duplo da aceleração, a. Desenvolvendo os integrais
acima apresentados, obtemos as seguintes equações,
v = v0 + a∆t





onde a,v e d correspondem respetivamente à aceleração, à velocidade e ao deslocamento,
como referido acima. Quanto a v0 e a d0, estes correspondem à velocidade inicial e ao
deslocamento inicial. A variável ∆t corresponde ao intervalo de tempo.
3.4.2 Primitivação pela regra do Trapézio
O primeiro algoritmo apresentado por esta tese consiste no uso das duas primeiras equa-
ções apresentadas acima, onde corresponde à primitivação da aceleração e da velocidade.
No entanto, a capacidade computacional para o cálculo de integrais é bastante limitada,
o que torna essencial o uso de técnicas que reduzam a complexidade do cálculo integral.
Uma desses técnicas é o cálculo do integral utilizando a regra do trapézio. Esta regra
consiste em simplificar o cálculo do integral, fazendo com que este passe a ser o cálculo
da área de um trapézio ou a soma da área de vários trapézios. A forma de desenhar o tra-
pézio é através da escolha de 2 pontos da função a ser integrada, como está representado
na figura abaixo com os pontos a e b, onde f (a) e f (b) correspondem às bases do trapézio,
e b − a corresponde à base do trapézio. Como esta regra consiste em fazer aproximações
da área real do integral, quanto menor for o intervalo entre os pontos que correspondem
a um trapézio, melhor será a aproximação.






f (xi−1) + f (xi)
2
× (xi − xi−1) (3.3)
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f (x)dx é calculado pela soma da área de todos os trapézios. Na im-
plementação do algoritmo, como por exemplo para o cálculo da velocidade através da
integração da aceleração, o f (xi) e f (xi−1) correspondem à aceleração da amostra atual
e da amostra anterior, e o intervalo (xi − xi−1) corresponde ao frequencia de amostragem
do IMU, podendo ser substituído na fórmula anterior por uma constante c = 200Hz. Esta
substituição permite ter um número constante de trapézios e igualmente espaçados, e o
facto de a frequência corresponder a 200 Hz, faz com que a aproximação, quando se aplica
a regra do trapézio, esteja bastante aproximada da realidade, tendo assim um erro baixo
em relação à função original. A constante N corresponde ao número total de samples
para o caso “offline”. Para o caso “online”, onde o programa seria executado em tempo
real, a constante N corresponderia ao número de samples presentes num buffer.
3.4.3 Algoritmo com a primitivação pela regra do trapézio
O fluxograma que corresponde ao algoritmo desenvolvido está presente na figura 3.8.
Este algoritmo está desenvolvido para uma execução offline, isto é, é necessário obter
todos os dados referentes ao movimento do AGV, armazená-los num ficheiro do tipo texto
(.txt), e depois aplicar o algoritmo nesses mesmo dados. Serão necessárias fazer alterações
de modo a acomodar a necessidade de uma execução em tempo real.
Como foi referido no início da secção 3.4, a implementação deste algoritmo foi feita
em python, sendo que para a implementação da primitivação por partes foi utilizada a
biblioteca “scipy”, que é uma biblioteca “open source” que contém vários módulos que
têm como objetivo simplificar a aplicação de conceitos de matemática, como o cálculo
de matrizes, ciência e engenharia. Dentro dessa biblioteca existe um módulo “integrate”
que contêm vários métodos de integração implementados em python, sendo dois deles
o método “trapz” e o método “cumtrapz”. O método “trapz” executa a primitivação de
uma função f (x), podendo ser integrada ao longo de um eixo ou utilizando um intervalo
constante [44]. O método “cumtrapz” faz o mesmo que o método “trapz” onde a única
diferença é que este método executa o cálculo da primitivação cumulativamente, isto é,
a cada intervalo do cálculo ele soma essa área à área anterior até esse intervalo. Para o
caso de estudo, o cálculo da velocidade e do deslocamento foi feita utilizando o método
“cumtrapz”.
Para além da biblioteca "scipy", foram ainda necessárias as bibliotecas "math", "numpy",
"plotly e "filterpy", sendo que esta última só será abordada na secção seguinte, referente ao
método de redução de ruído. Em relação às outras 3 bibliotecas apresentadas, a biblioteca
"math"foi utilizada pois esta contém várias funções matemáticas que não está definidas em
python, como as funções seno e coseno, que foram necessárias para obter os deslocamentos
nos dois eixos x e y. A biblioteca "numpy"foi utilizada para a criação de "nparrays", onde a
velocidade de acesso e técnicas de manipulação são superiores aos dos arrays pre definidos
em python, tais como listas ou tuples. Finalmente, a biblioteca "plotly foi utilizada para a
visualização gráfica dos parâmetros da aceleração, velocidade e deslocamento.
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Figura 3.8: Fluxograma do algoritmo desenvolvido
O algoritmo desenvolvido está presente na listagem 1, não incluindo o código corres-
pondente à visualização gráfica dos dados (aceleração, velocidade, deslocamento total,
delocamento num plano 2D). O primeiro método presente ("get_data_from_file(dir_str))
corresponde à leitura de um ficheiro que contenha os dados produzidos pelo IMU. Este
método deverá de ser adaptado conforme os dados selecionados a serem armazenados
no ficheiro em questão, sendo que os dados recolhidos para esta iteração foram as três
conmponentes da aceleração provenientes do acelerómetro (x, y e z), as três componentes
da velocidade angular provenientes do giroscópio (x, y e z), e o "yaw", obtido diretamente
pelo "firmware"do IMU utilizado. Apesar de serem retirados todos estes dados, os únicos
dados necessários para a execução deste algoritmo correspondem apenas à aceleração na
componente x, e o "yaw", sendo que este último é calculado utilizando os dados referentes
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Algorithm 1 Algoritmo "tracking"(pseudo código)
function integrate(arr,∆t)




acc,yaw← f iledata . Parse f iledata em dois arrays acc e yaw
vel← integrate(acc, ∆t)
dis← integrate(vel, ∆t)
M← 0 . Deslocamento total anterior
A,B← 0 . Deslocamento anterior em x e em y
for N em dis do
∆x← A+ (N −M)× cos(rad_yaw) . cálculo do deslocamento em x





à velocidade angular, no próprio "firmware".
O segundo método que está presente no algoritmo corresponde ao método de inte-
gração. Este método apenas envia um "array"a ser integrado, como o "array"da aceleração
e da velocidade, e retorna um "array"com a integração calculada, sendo estes "arrays"da
velocidade e do deslocamento, respetivamente.
Finalmente, a última parte do algoritmo corresponde ao cálculo dos deslocamentos
nas suas respetivas componentes (x e y). Para este cálculo é necessário então a informa-
ção do deslocamento anterior de cada componente ("x_pos[-1]"e "y_pos[-1]"), e somar o
deslocamento que ocorreu nessa iteração, onde "disp"corresponde ao deslocamento total à
iteração atual e "disp_ant"corresponde ao deslocamento total até à iteração anterior. Para
obter a orientação, isto é, o deslocamento nas componentes x e y, é necessário multiplicar
o valor do deslocamento pelo coseno se for para a componente em x, e seno se for para a
compenente em y.
Todos os testes e respetivos resultados feitos serão apresentados no capítulo 4, que
corresponde ao capítulo de validação.
3.5 Método de redução de ruído
O ruído é um factor que está sempre presente, principalmente quando se converte reali-
dade em informação digital, como é o caso de sensores. Os IMUs não são excepção, sendo
que estes são bastante afetados por ruído, como é possível observar na imagem 3.5 na
página 39, onde para além de o sensor estar constantemente a oscilar, também é possível
observar um incremento na aceleração, quando esta deveria de ser constante. Este ruído
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afeta negativamente as medições obtidas pelo sensor, alterando assim o comportamento
para algo não desejado. Como tal, é necessário utilizar métodos que consigam minimizar
o impacto do ruído nas medições.
Os filtros são formas de reduzir esse ruído que esteja presente nas medições, sendo
que existem vários tipos de filtros, cada um apto para uma dada situação.
Durante o desenvolvimento desta tese foram aplicados 3 tipos de filtro, sendo eles
um filtro de "Butterworth", que será apresentado na secção 3.5.1, um filtro elimina-banda,
presente na secção 3.5.2, e um filtro de Kalman, que será apresentado na secção 3.5.3.
3.5.1 Filtro Butterworth
A implementação do filtro "Butterworth"[35] será uma implementação com o objetivo de
eliminar o ruído que corresponde às oscilações que se podem observar na imagem 3.5
que se encontra na página 39. Como tal, este filtro corresponderá a um filtro passa baixo,
onde o objetivo é eliminar as oscilações que sejam demasiado rápidas para corresponder
à realidade.
A implementação do filtro em si já se encontra desenvolvida numa biblioteca python,
que corresponde à "scipy.signal". Esta biblioteca está descrita no início da subsecção 3.4.3,
sendo que para o filtro é utilizado uma sub biblioteca que corresponde ao "signal". Esta
possui métodos que estejam relacionados com o processamento e análise de sinais, tais
como filtros que estão previamente desenvolvidos, como é para o caso do filtro de "But-
terworth". A escolha dos métodos que são necessários para esta implementação e que
estão presentes na biblioteca "signal"são o método "butter", que corresponde ao método
de criação do filtro com os parâmetros desejados, e o "lfilter", que será o método que irá
aplicar o filtro desenvolvido ao conjunto de dados a serem processados.
A implementação deste filtro está presente em 2, em pseudo código. O código original
encontra-se no anexo III
Nesta implementação, os parâmetros que deverão de ser alterados correspondem ao
parâmetro da "order", que indica qual a ordem do filtro desejada, a "fs", que correspondem
à frequência de amostragem ao qual os nossos dados foram amostrados, e finalmente o
parâmetro "cutoff ", que correspondem à frequência de corte, isto é, a partir de que ponto
é que os dados são "filtrados"pelo filtro, sendo que todos os dados que estejam abaixo
dessa frequência mantêm-se inalterados.
A validação correspondente ao filtro de "Butterworth"está presente no capítulo se-
guinte, que corresponde ao capítulo de validação do trabalho desenvolvido no âmbito
desta tese.
3.5.2 Filtro elimina banda
A implementação do filtro elimina banda [45] tem como objetivo eliminar o ruído asso-
ciado a oscilação constante que se pode observar em 3.5. Sabendo que a teoria diz que
o sensor, quando este se encontra estacionário, deverá de indicar uma aceleração nula,
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Algorithm 2 Algoritmo "Butterworth"(pseudo código)
function FilterData(Y )







Nyq← 0.5×F . Frequência de Nyquist
NC← CNyq . Normalização da frequência de corte





Filt← lfilter(B,A,Y ) . Método que aplica o filtro aos dados
return Filt
end function
então o objetivo deste filtro será tentar eliminar esse ruído. Este tipo de filtro irá apenas
eliminar o ruído que esteja presente a volta do eixo horizontal, isto é, o eixo do x, sendo
que este atuará até aos limites superiores e inferiores pre estabelecidos. Este filtro en-
tão apenas atuará sobre os dados que cumpram esses requisitos, enquanto que o filtro
apresentado na subsecção anterior (3.5.1) atua sobre a totalidade dos dados.
A sua implementação, também feita em python, corresponde apenas em definir um
intervalo de valores entre os quais o valor que o IMU fornece é na realidade zero. O
fluxograma referente a este filtro está presente na figura 3.9.
Tal como para o filtro de "Butterworth", os testes e análise de resultados referentes a
este filtro estão presentes no capítulo 4.
3.5.3 Filtro de Kalman
O último tipo de filtro implementado corresponde ao filtro de Kalman, mais precisamente,
o "Unscented Kalman Filter". Este tipo de filtro, como já foi referido no capítulo 2, mais
precisamente na secção 2.3 presente na página 24, funciona para o caso onde o sistema em
questão não possui um comportamento linear. A razão para o uso deste filtro deve-se ao
facto de que este filtro é bastante utilizado em sistemas de "tracking"que não utilizam GPS,
mas que fazem uso de tecnologias como o IMU, o que corresponde ao cenário proposto
nesta tese.
Para esta implementação é necessário seguir os passos apresentados no capítulo 2,
na secção 2.3, mais precisamente na subsecção referente ao filtro de Kalman (2.3.2),
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Figura 3.9: Fluxograma correspondente ao funcionamento do filtro elimina banda
sendo que o primeiro passo corresponde à escolha das variáveis de estado. Estas va-
riáveis correspondem não só aos dados recebidos pelos sensores, sendo eles a aceleração e
o "yaw"(ângulo de orientação), mas também variáveis obtidas através do uso das equações
do movimento (3.2) apresentadas na subsecção 3.4.1, sendo elas a velocidade e o desloca-
mento. Para o caso do deslocamento, este vai estar dividido em dois deslocamentos, um
para cada eixo do plano 2D (x, y). A sua representação no vetor x, que corresponde ao
vector de variáveis de estado, será,
x =
[
∆dx ∆dy v a θ
]T
(3.4)
onde ∆dx e ∆dy correspondem à variação do deslocamento em cada um dos eixos em
cada estado. A variável v corresponde à velocidade sobre o eixo x do IMU e a variável a
corresponde à aceleração sobre o mesmo eixo x do IMU. É importante notar que o eixo x
do IMU não corresponde ao mesmo eixo x do deslocamento ∆dx. Finalmente a variável θ
correspondem ao "yaw"que é retirado do IMU.
O segundo passo para o desenvolvimento do "Unscented Kalman Filter"corresponde ao
dimensionamento da matriz de função de transição. Para o caso desta iteração do filtro, o
desenvolvimento desta matriz é substituído apenas pela função de transição. O objetivo
é obter uma transição de fase desta forma,
x̄ = x+ f (x) +N(0,Q) (3.5)
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onde f (x) corresponde a função de transição de estado a ser desenvolvida. x̄ e x repre-
sentam apenas a forma não matricial dos vetores das variáveis de estado, sendo que estes
representam o estado atual e o estado anterior, respetivamente. A última parte da equa-
ção (N(0,Q)) representa o ruído de processo, sendo que este é assumido como um ruído
com uma distribuição Gaussiana de média zero e de variância Q, sendo que a variância
ainda será parametrizada no passo seguinte ao atual. A função de transição será composta
por todas as equações que, a cada respetiva variável de estado, causem que estas possam
mudar para outro estado. Como tal, estas equações são
∆dxk = ∆dxk−1 + (∆d × cosθk−1)
∆dyk = ∆dyk−1 + (∆d × sinθk−1)




onde a função de transferência corresponde aos elementos que somam às variáveis de
estado, isto é, correspondem a ∆d × cosθk−1 e ∆d × sinθk−1 para as variáveis ∆dxk e ∆dyk ,
respetivamente, e ∆t × ak−1 para a variável vk . Como a aceleração e o "yaw"correspondem
a elementos que provêm do IMU, a sua atualização de estado para estado estará ligado
à leitura dos respetivos valores dos sensores, sendo que para esta fase a sua respetiva
função de transição de estado corresponde a 1.
O passo seguinte do desenvolvimento do filtro de Kalman corresponde ao dimensio-
namento da matriz de ruído de processo, matriz Q, mencionada na expressão 2.15. Para
a escolha dos valores foi aplicado a teoria presente no livro interactivo [41], mais pre-
cisamente no capítulo referente à matemática do filtro de Kalman, onde o autor refere
que uma simplificação possível que se pode efetuar no dimensionamento da matriz Q
corresponde a colocar todos os elementos a zero excepto o elemento que varia mais rapi-




1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0.005 0
0 0 0 0 1

(3.7)
A função de converção de medidas, isto é, a função H, corresponde à forma de como é
feita a passagem das variáveis de estado, presentes no vector x, para as medidas proveni-
entes dos sensores, através da equação
z = Hx (3.8)
Como as variáveis que correspondem às medidas dos sensores são a aceleração e o




, que tem dimensão 2 × 1.
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Como o vector de variáveis de estado possui uma dimensão de 5× 1, a matriz de função
de conversão das medidas terá que ter uma dimensão de 2 × 5. Isto deve-se pois, numa
multiplicação entre duas matrizes, A e B, com dimensõesM×N eN ×P , respetivamente, o
produto corresponderá a uma outra matriz C com dimensão M ×P . Sabendo que a matriz
z corresponde à matriz C, ondeM×P será 2×1, e a matriz B corresponde à matriz x, onde
N × P correspondem a 5 × 1, então a matriz H terá a dimensão da matriz A, onde para
M ×N , M será 2 e N será 5. Para os valores que estarão presentes desta matriz, visto que




, e x corresponde a x =
[
∆dx ∆dy v a θ
]T
, e como não é
necessário efectuar nenhuma conversão de unidades (metros para milhas por exemplo),
então a matriz H será
H =
0 0 0 1 00 0 0 0 1
 (3.9)
A última matriz que é necessário dimensionar corresponde à matriz R que será a
matriz de ruído associado às medidas dos sensores. Esta matriz tem dimensão m ×m,
onde m será o número de medidas que são retiradas dos sensores. Como tal, R será uma
matriz 2×2, e o conteúdo dessa matriz será zero excepto na diagonal principal, onde esta
deverá conter as variâncias associado aos sensores das respetivas medidas. É importante
referir que estes ruídos são todos considerados aproximações de distribuições Gaussianas,
como e referido no livro utilizado para o dimensionamento [41]. Visto que o ruído não
corresponde a uma distribuição Gaussiana perfeita, foi necessário obter uma apróximação
para estes valores de variância.
Em relação à variância associada ao sensore de acerelação, esta foi obtida através da
aproximação entre a distribuição dos dados referentes a um teste onde o sensor se encon-
trava parado, e uma distribuição normal com os parâmetros de variância e média. A razão
para este teste ser necessário o sensor estar estacionário deve-se ao facto de que o ruído é
caracterizado, para o desenvolvimento deste filtro, como uma distribuição Gaussiana com
média igual a zero e variância não nula, como está apresentado na equação de transição
de estado 3.5. A figura 3.10 representa esta apróximação, onde uma distribuição normal
com os parâmetros µ = 0 e σ2 = 0.0172, sendo que µ corresponde à média e σ2 representa
a variância, foi aproximada aos dados referentes do teste em questão.
O segundo elemento que é recebido do IMU corresponde aos dados do "yaw". Para
estes dados, a aproximação feita para a aceleração não é possível visto que o "yaw"não é
fornecido por um sensor, mas sim é um dado que é calculado pelo "firmware"do próprio
IMU, onde este utiliza informação de mais do que um sensor. Isto altera o comportamento
do ruído, impossibilitando a sua aproximação a uma distribuição normal. É possível
observar na figura 3.11, que corresponde ao mesmo teste do que foi feito para a aceleração,
onde a informação retirada foi a do "yaw", que é impossível aproximar estes dados a uma
distribuição normal. Como não é possível definir um valor para a variância do "yaw"que
aproxime os dados obtidos a uma distribuição normal, então foi necessário obter este
valor de outra forma. A definição de σ2 corresponde à variação máxima dos valores que
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Figura 3.10: Representação gráfica da aproximação dos dados da aceleração do IMU a
uma distribuição normal
o sensor pode medir em relação à média, isto é, a diferença diferença entre a média e o
máximo e o mínimo corresponderá à variância. Ao efetuar esta análise, uma variância
possível para o "yaw"será σ2 ≈ 0.57




onde 0.752 ≈ 0.57.
Finalmente o último passo para o desenvolvimento do "Unscented Kalman Filter"corresponde
a definir um estado inicial para o sistema, isto é, introduzir valores de estado na matriz
x que representem o sistema no inicio da execução do filtro. Seguinto as recomendações
de [41], o recomendado para a definição destes valores corresponde a inicializar todos os
valores a zero, excepto aqueles que são adquiridos pelos sensores, onde estes deverão de
ser iguais à primeira medição obtida pelos mesmos. Utilizando esta abordagem, então os
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Figura 3.11: Representação gráfica da tentativa de aproximação dos dados do "yaw"do
IMU a uma distribuição normal
onde os primeiros três valores inicializados a zero correspondem, respetivamente, a ∆dx,
∆dy e a v, e os últimos dois valores, que representam a e θ, são inicializados com o
primeiro valor recebido pelo IMU.
Os resultados obtidos, bem como a sua análise, estão presentes no capítulo 4, que
contém toda a validação do trabalho referente a esta tese.
3.6 Algoritmo de transmissão de dados - OSC
Apesar de todo o trabalho desenvolvido, incluindo os testes feitos, estarem ligados a uma
vertente offline, isto é, os dados são primeiramente recolhidos, guardados, e só depois
analisados, o objetivo final será o uso de um sistema online, em tempo real, de modo a ob-
ter a localização dos AGVs atualizada constantemente durante os processos de transporte
dos mesmos. Como tal, foi desenvolvido, no âmbito desta tese, a fase inicial do algoritmo
que é capaz de receber informação em tempo real proveniente do IMU. Estes dados ficam
depois disponíveis para manipulação.
O algoritmo desenvolvido utiliza o protocolo OSC ("OpenSound Control") [46], que
corresponde a uma forma de enviar mensagens na forma de pacotes, numa rede. Apesar
deste algoritmo ser bastante utilizado na indústria da música[43, 47, 48], este tipo de
formatação de mensagens também começou a ser utilizado em aplicações de IoT ("Internet
of Things"), como por exemplo em [49], pois este tipo de protocolo de mensagem, como já
foi apresentado na secção 3.3.2, é independente do tipo de dados a serem enviados, o que
51
CAPÍTULO 3. TRABALHO DESENVOLVIDO
corresponde a uma mais valia em cenários de IoT, onde vários tipos de sensores podem
ter tipos de dados diferentes. Isto facilita a integração de sistemas, que corresponde a um
grande objetivo do IoT e da Indústria 4.0.
Presente na listagem 3 encontra-se o pseudo código referente ao algoritmo desen-
volvido para a comunicação entre o IMU e um servidor, sendo que este último neste
caso corresponde a um computador. No anexo II está disponível o código desenvolvido.
Este código foi desenvolvido utilizando as especificações do protoco "OpenSound Control",
sendo que as especificações da comunicação utilizadas estão presentes em [46].
Algorithm 3 Algoritmo do servidor para receber dados do IMU (pseudo código)
function Print_values(A,L)
val_acc = L[0] . Passar o valor da aceleração da lista L para a variável val_acc





arg = IP ,port . Definir parâmetros de IP e porto a serem utilizadados
f unc = P rint_values . Definir função a ser chamada quando o servidor detectar
informação do IMU
Server = arg,f unc . Inicializar o servidor com os parâmetros definidos
end function
O algortimo desenvolvido contém uma função chamada "Print_values", onde os valores
que são recebidos pelo IMU são passados para duas variáveis locais, sendo elas "val_acc"e
"val_yaw", que contêm o0s valores da aceleração e do yaw respetivamente. Estes valo-
res ficam então disponíveis para manipulação, onde neste caso são apenas impressos na
consola. Todos os valores disponíveis pelo IMU encontram-se na lista L, atualizada cons-
tantemente a cada 5 milisegundos (devido à taxa de atualização de 200 Hz do próprio
IMU). Para aceder aos valores da aceleração, é necessário ir buscar os valores que estão
no índice 0 da lista, e os valores do yaw estão presentes no índice 5 da mesma lista. A
informação referente aos dados recebidos do IMU foi retirada da análise feita ao firmware












Serve o presente capítulo para apresentar os testes feitos utilizando os métodos descritos
no capítulo anterior, bem como uma análise dos mesmos, fornecendo assim uma validação
sobre o trabalho feito no âmbito desta tese. A secção 4.2.1 contém os resultados referentes
aos testes feitos utilizando o método descrito em 3.4.3 (algoritmo de primitivação pela
regra do trapézio). As secções 4.2.2, 4.2.3 apresenta os resultados obtidos pelos testes
efectuados aos métodos apresentados em 3.5, mais precisamente os métodos presentes em
3.5.1 e em 3.5.2, referentes ao filtro de Butterworth e ao filtro passa baixo, respetivamente.
Finalmente, a secção 4.2.4 contém a validação obtida ao último método apresentado no
capítulo 3, sendo ele o método do uso de um Filtro de Kalman ("unscented"), presente em
3.5.3.
4.1 Configuração experimental
A configuração experimental consiste no uso de um carrinho, de modo a emular os AGVs
que foram descritos no decorrer do primeiro capítulo. A razão pela qual é utilizado um
carrinho em vez dos AGVs em questão, presentes na fábrica da Volkswagen Autoeuropa,
deve-se ao facto de que estes AGVs estão todos a ser utilizados nos processos de produção
da fábrica, e isso implicaria parar essa mesma produção de modo a realizar-se as experi-
ências para os casos apresentados no capítulo anterior. Este carrinho não possui motor,
o que implica uma acção humana para que haja movimento. O IMU é colocado sobre a
zona frontal do carrinho, onde a orientação do sensor deverá de corresponder com a ori-
entação do carrinho, como está exemplificado na imagem 3.6 presente na página 40. Para
a execução dos testes, foi utilizado uma fita métrica de modo a poder ter uma referência
em relação à distância percorrida durante o mesmo. A figura 4.1 contêm a configuração
experimental completa utilizada no decorrer dos testes.
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Figura 4.1: Montagem utilizada para o procedimento experimental. O IMU (1) encontra-
se na zona frontal do carrinho (2). Foi utilizado também uma fita métrica (3) para a
medição do percurso a ser percorrido durante o teste.
4.2 Resultados
Esta secção contém os resultados obtidos para os testes feitos ao algoritmo de "tracking",
bem como os resultados da aplicação dos filtros descritos no capítulo 3, estando dividido
em duas subsecções.
Os testes consistem em percorrer várias distâncias pré definidas, de 1 m, 2 m, e 3 m,
onde o percurso corresponde a uma linha reta, como forma de validação da componente
do acelerómetro. Outro teste realizado corresponde à realização de uma curva de 90º
após um deslocamento de 1 m, de modo a verificar e validar a componente de localização
que corresponde ao giroscópio.
4.2.1 Algoritmo de tracking
O objetivo destes resultados é demonstrar a eficácia que o algoritmo de "tracking"apresenta.
A sua precisão irá definir se este algoritmo pode servir como possível solução para o desa-
fio proposto por esta tese, referente ao "tracking"de AGVs que não possuem capacidades
de localização tradicionais (GPS). Estes resultados estão divididos em duas categorias,
sendo elas o resultado para o teste de deslocamento em linha reta, e o deslocamento com
curva, de modo a testar os componentes da aceleração linear e da velocidade angular.
Estes testes visam a substituir os testes originais que iriam ser feitos na fábrica da Au-
toeuropa em Palmela com os AGVs em questão, sendo que estes apresentam algumas




Figura 4.2: Procedimento para a execução de um teste de deslocação em linha reta de 1
m.
4.2.1.1 Linha reta
O método referente aos testes em linha reta está presente na imagem 4.2. Estes testes
foram realizados utilizando um carrinho, sendo que este não possuí motor nem nenhum
mecanismo de arranque, onde o impulso para o arranque foi fornecido pela aplicação de
um força externa sobre o carrinho. Os resultados referentes aos testes estão presentes nas
tabelas 4.1, 4.2 e 4.3, sendo que estas correspondem aos testes de 1 m, 2 m e de 3 m.
Tabela 4.1: Tabela com os resultados para os testes referentes a andar em linha reta (1 m)
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 1 0.75 25%
2 1 0.94 6%
3 1 0.90 10%
4 1 1.04 4%
5 1 0.90 10%
É possível observar que os resultados serão piores quanto maior for a distância percor-
rida durante os testes. É importante referir que algumas distâncias percorridas presentes
na tabela 4.3 estão negativas devido à orientação associada pelo sensor, isto é, uma acele-
ração negativa corresponde a uma aceleração para trás e uma aceleração positiva corres-
ponde a uma aceleração para a frente. Estas acelerações irão corresponder a velocidades,
e estas velocidades irão corresponder a distâncias, onde a relação que estas têm com o
sinal é igual à relação que a aceleração tem com o sinal. Deste modo, uma deslocação
negativa corresponde a uma deslocação para trás desde a origem. Em relação aos testes,
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Tabela 4.2: Tabela com os resultados para os testes referentes a andar em linha reta (2 m)
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 2 1.84 8%
2 2 1.84 8%
3 2 2.32 16%
4 2 2.45 23%
5 2 2.33 16%
6 2 2.34 17%
7 2 2.28 14%
Tabela 4.3: Tabela com os resultados para os testes referentes a andar em linha reta (3 m)
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 3 -1.77 159%
2 3 -0.79 126%
3 3 0.60 80%
4 3 1.02 66%
5 3 -2.03 167%
como já foi referido, estes apresentam resultados piores quanto maior for a distância de
deslocamento, sendo que para os testes referentes ao deslocamento de 3 m estes chegam a
apresentar erros de 159%, como é o caso no testes nº 1, onde o deslocamento final obtido
pelo algoritmo corresponde a -1.77 m, isto é, o algoritmo calculou um deslocamento para
trás, sendo que a distância entre o ponto final do teste e o deslocamento teórico previsto
(3 m) é de 4.77 m, apresentando assim um erro de 159%.
Estes testes comprovam o estudo feito no capítulo 2, onde foi apresentado que os
IMUs tendem a acumular ruído durante o seu funcionamento, devido a erros de leitura
[15], como é possível observar no aumento do erro consuante o aumento da distância
percorrida, impossibilitando o seu uso em cenários de tracking sem o auxílio de técnicas
de processamento de dados, tais como a utilização de filtros.
4.2.1.2 Curva
O método referente aos testes da curva é igual ao método utilizado para a linha reta, onde
a única alteração está no percurso efetuado pelo carrinho, sendo que para este teste o
percurso corresponde a uma linha reta inicial de 1 m, seguido de uma curva com um
ângulo de rotação de 90º, e a fase final corresponde a outro percurso em linha reta de 1
m. Para a avaliação do desempenho neste teste, é considerado o deslocamento efetuado,
tal como no teste em linha reta, e a diferença entre o ângulo inicial e o ângulo final do
deslocamento. Para os testes serem perfeitos, os resultados têm de obter um deslocamento
de 2 m (positivo devido à explicação feita na subsecção anterior) e a diferença do ângulos
deverá de ser igual a 90º.
Os resultados obtidos nos testes efetuados estão presentes na tabela 4.4, onde as
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Tabela 4.4: Tabela com os resultados para os testes referentes a uma curva de 90º, sendo












1 2 1.5 25% 90 115 28%
2 2 -0.64 132% 90 112 24%
3 2 -0.55 128% 90 114 27%
4 2 -1.97 199% 90 113 26%
5 2 -0.80 140% 90 115 28%
6 2 -1.5 175% 90 109 21%
7 2 0.49 76% 90 113 25%
primeiras 3 colunas correspondem ao deslocamento linear, e as últimas colunas corres-
pondem à rotação do corpo. Em relação ao deslocamento linear, e tendo em conta os
resultados dos testes em linha reta, é possível observar uma falta de precisão e exatidão
em relação ao cálculo do deslocamento, como era esperado. No entanto, para a compo-
nente de rotação, é possível observar que as medições são de algum modo precisas, visto
que os erros têm erros bastante constantes, no entanto não são muito precisas, visto que os
erros associados encontram-se entre os 20% e os 30%, sendo que podem ser considerados
demasiado elevados para a precisão necessária, associada ao cenário em questão, sendo
este um cenário industrial, onde ocorre interações máquina entre máquina e máquina e
ser humano.
A aplicação de filtros terá como objetivo principal reduzir ruído que possa estar a
afetar negativamente a leitura/processamento dos dados referentes à execução deste al-
goritmo.
4.2.2 Filtro elimina banda
O primeiro método de processamento de dados para melhorar os resultados do algoritmo
de "tracking"corresponde ao filtro elimina banda. A aplicação deste filtro terá como ob-
jetivo reduzir o impacto que o ruído tem durante momentos em que o veículo esteja
parado e que o algoritmo "considere"que este se encontre em movimento. Como tal, este
filtro é aplicado aos dados da aceleração obtidas pelo IMU, antes do algoritmo executar
os cálculos da velocidade e de deslocamento.
Na figura 4.3 está representado um gráfico que contém os dados referentes à acelera-
ção obtida durante teste nº 1 do deslocamento de 3 m, presente na tabela 4.3. É possível
observar no gráfico destacado do original, que corresponde a uma ampliação do primeiro,
que mesmo numa fase em que o veículo se encontra estacionário, o sensor oscila constan-
temente, devido ao ruído. Este ruído faz com que o algoritmo, ao calcular a velocidade a
partir da aceleração, em vez de obter uma velocidade nula, esta aumenta a cada iteração.
A figura 4.4 contém o mesmo gráfico da aceleração presente na imagem 4.3, contém o
gráfico da velocidade obtida à custa da aceleração, e contém o gráfico do deslocamento
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Figura 4.3: Dados obtidos durante o teste nº 1 referentes ao deslocamento de 3 m. O
gráfico destacado corresponde a uma ampliação feita ao gráfico original, numa zona onde
não ocorre nenhuma aceleração devido a movimento.
Tabela 4.5: Tabela com os resultados para os testes referentes a andar em linha reta (1 m)
com um filtro elimina banda aplicado.
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 1 0.81 19%
2 1 1.13 13%
3 1 0.85 15%
4 1 0.94 6%
5 1 0.86 14%
obtido através da velocidade. É aparente a implicação que o ruído tem durante a execução
do teste, sendo que este faz com que o algoritmo calcule movimento onde este não existe,
obtendo assim um deslocamento errado.
As tabelas 4.5, 4.6 e 4.7 contêm os resultados do algoritmo, quando aplicado o filtro
elimina banda aos mesmos dados que originaram as tabelas 4.1, 4.2 e 4.3. É possível
observar, através da comparação entre as respetivas tabelas dos respetivos testes, que a
melhoria mais significativa dos resultados está no teste que corresponde à linha reta de
3 m, onde os resultados que anteriormente chegavam a erros enormes, tais como para o
teste nº 1 com um erro de 159%, passaram a ter erros bastante mais moderados, como é o
caso de 21% para o teste respetivo. Isto prova uma melhoria na performance do algoritmo
quando aplicado algum tipo de processamento de dados. Para o caso dos testes de 1 m e
de 2 m, estes apresentam pequenas melhorias na maior parte dos casos, sendo que certos
testes obtiveram resultados significativamente melhores em relação ao teste sem filtro,
nomeadamente os testes nº 6 e 7 respetivos ao deslocamento de 2 m.
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Figura 4.4: Gráficos referentes ao teste nº 1 do deslocamento de 3 m. O primeiro gráfico
corresponde ao gráfico da aceleração. O segundo gráfico corresponde à velocidade obtida
através da aceleração e o terceiro gráfico corresponde ao deslocamento obtido através da
velocidade.
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Tabela 4.6: Tabela com os resultados para os testes referentes a andar em linha reta (2 m)
com um filtro elimina banda aplicado.
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 2 1.57 21%
2 2 1.67 16%
3 2 2.35 17%
4 2 2.65 33%
5 2 2.24 12%
6 2 2.10 5%
7 2 2.15 7%
Tabela 4.7: Tabela com os resultados para os testes referentes a andar em linha reta (3 m)
com um filtro elimina banda aplicado.
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 2 2.69 10%
2 2 2.18 27%
3 2 2.09 30%
4 2 2.96 1%
5 2 4.16 39%
4.2.3 Filtro de Butterworth
A aplicação do filtro "Butterworth"foi feita para os dois testes feitos em 4.2.1, nomeada-
mente os testes de linha reta e curva. Em relação aos testes de linha reta, estes foram feitos
para dois casos, sendo eles a aplicação de apenas este filtro, e da aplicação deste filtro
no algoritmo juntamente com o filtro elimina banda. Como tal, os testes e os resultados
obtidos estão divididos em 2 subsecções, referentes aos resultados dos testes em linha
reta e para a curva. A aplicação deste filtro é igual à aplicação do filtro anterior, onde os
dados da aceleração são processados pelo filtro, e depois o algoritmo executa os cálculos
para a velocidade e para o deslocamento.
4.2.3.1 Linha reta
Os resultados referentes aos testes de linha reta, quando aplicado o filtro de "Butterworth",
estão presentes nas tabelas 4.8, 4.9 e 4.10, onde estão os resultados quando aplicado o
filtro ao algoritmo com e sem o filtro elimina banda.
Os resultados demonstram que, apenas comparando os resultados das várias distân-
cias entre si, os testes que envolviam o uso do filtro "Butterworth"sozinho apresentam
resultados superiores, em termos de resultados mais baixos, excepto quando a distân-
cia de deslocamento corresponde a 3 m. Nesse caso, a utilização dos dois filtros, o de
"Butterworth"e o elimina banda, apresentam resultados com erros inferiores. Aliás, os
resultados para o teste de 3 m onde é aplicado os dois filtros são muito semelhantes aos
resultados apresentados na tabela 4.7. Isto indica que este tipo de filtro ("Butterworth")
tem um rendimento mais baixo quanto maior for a distância de deslocamento.
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Tabela 4.8: Tabela com os resultados para os testes referentes a andar em linha reta (1 m)








c/ Filtro EB (m)
Erro(%)
1 1 0.86 14% 0.81 19%
2 1 0.98 2% 1.12 12%
3 1 0.93 7% 0.85 15%
4 1 1.06 6% 0.94 6%
5 1 0.98 2% 0.86 14%
Tabela 4.9: Tabela com os resultados para os testes referentes a andar em linha reta (2 m)








c/ Filtro EB (m)
Erro(%)
1 2 1.87 6% 1.57 21%
2 2 1.86 7% 1.68 16%
3 2 2.32 16% 2.33 17%
4 2 2.46 23% 2.64 32%
5 2 2.36 18% 2.24 12%
6 2 2.34 17% 2.10 5%
7 2 2.28 14% 2.15 7%
Tabela 4.10: Tabela com os resultados para os testes referentes a andar em linha reta (3








c/ Filtro EB (m)
Erro(%)
1 3 1.06 65% 2.69 10%
2 3 1.25 58% 2.18 27%
3 3 1.82 39% 2.09 30%
4 3 2.14 29% 2.96 1%
5 3 0.85 71% 4.13 38%
Deste modo, a aplicação deste filtro fica inválida numa situação como o cenário em
causa, onde os deslocamentos facilmente chega as centenas de metros por dia, como é o
caso da deslocação de AGVs que têm que fazer várias viagens entre pontos de recolha e
entrega de equipamento/material.
4.2.3.2 Curva
Os resultados para o teste da curva, quando aplicado o filtro "Butterworth"estão presentes
na tabela 4.11. Em relação a este teste, é possível observar que a aplicação deste filtro na
componente de deslocamento angular ("yaw") não afeta o resultado final dessa mesma
componente, visto que os resultados obtidos para este teste são iguais aos resultados
presentes na tabela 4.4, onde não é utilizado nenhum filtro. Isto demonstra que para esta
componente, não é necessário aplicar este tipo de filtro.
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Tabela 4.11: Tabela com os resultados para os testes referentes a uma curva de 90º uti-
lizando o filtro "Butterworth", sendo que antes e depois de efetuar a curva é feito um












1 2 1.35 33% 90 116 29%
2 2 1.12 44% 90 111 24%
3 2 1.19 41% 90 115 27%
4 2 1.49 25% 90 113 26%
5 2 1.32 34% 90 115 28%
6 2 1.20 34% 90 110 22%
7 2 1.17 42% 90 112 24%
Em relação ao deslocamento linear, apesar deste não ser a componente em foco neste
teste, estes apresentam resultados bastante mais positivos em relação aos resultados da
mesma tabela (4.4), visto que neste deslocamento foi aplicado os dois filtros utilizados
neste subsecção e na subsecção anterior (filtro elimina banda e filtro "Butterworth".
4.2.4 Filtro de Kalman ("unscented")
O último filtro aplicado para a redução de ruído presente nas medições e no processo
ligado ao algoritmo de "tracking"corresponde ao filtro de Kalman. Este filtro, ao contrário
dos outros dois filtros apresentados, não é aplicado antes da execução do algortimo, mas
sim durante a sua execução. Deste modo, foi necessário adaptar o algoritmo de modo
a que este pudesse utilizar o filtro de Kalman durante a sua execução. No entanto, os
resultados serão apresentados da mesma forma que os filtros anteriores.
4.2.4.1 Linha reta
Os resultados referentes ao uso do filtro de Kalman estão presentes nas tabelas 4.12,
4.13 e 4.14. Estes resultados consistem na utilização apenas do filtro de Kalman, sem o
uso dos filtros apresentados anteiormente. Os resultados dos percursos em linha reta,
comparando com os resultados presentes nas tabelas apresentadas na subsecção 4.2.1,
apresentam melhorias significativas em alguns dos testes, nomeadamente nos testes do
percurso em linha reta de 1 m, e nos dois primeiros testes do deslocamento de 2 m. Em
relação ao deslocammento de 3 m, o filtro conseguiu reduzir bastante o erro presente nos
dados, onde erros que chegavam a 150% foram reduzidos para erros na ordem dos 90%.
No entanto, apesar da grande redução do erro presente, estes resultados não são positivos
no contexto apresentado.
Estes resultados, como já foi referido, consistem no uso de apenas o filtro de Kalman
aos dados disponibilizados pelo IMU. Uma tentativa de melhorar os dados, nomeada-
mente para o deslocamento de 3 m, foi a aplicação dos filtros anteriores aos dados pro-
venientes do IMU, e aplicar o filtro de Kalman sobre esses mesmo dados. Os resultados
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Tabela 4.12: Tabela com os resultados para os testes referentes a andar em linha reta (1
m) com o filtro Kalman aplicado.
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 1 0.83 17%
2 1 1.03 3%
3 1 0.99 1%
4 1 1.15 15%
5 1 0.99 1%
Tabela 4.13: Tabela com os resultados para os testes referentes a andar em linha reta (2
m) com o filtro Kalman aplicado.
# Deslocamento Teórico (m) Deslolamento Teste (m) Erro (%)
1 2 1.92 4%
2 2 1.92 4%
3 2 2.44 22%
4 2 2.56 28%
5 2 2.47 23%
6 2 2.48 24%
7 2 2.42 21%
Tabela 4.14: Tabela com os resultados para os testes referentes a andar em linha reta (2
m) com o filtro Kalman aplicado.
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 3 0.07 98%
2 3 0.2 93%
3 3 -0.03 101%
4 3 -0.11 104%
5 3 0.20 93%
para este novo teste estão presentes nas tabelas 4.15, 4.16 e 4.17.
Estes novos resultados apresentam valores muito semelhantes para o deslocamento
de 3 m, continuando a ter erros na ordem dos 90%. Em relação dos resultados para o
deslocamento de 1 m e 2 m, estes não apresentam melhorias significativas. Isto demonstra
que o filtro de Kalman não necessita de outros filtros para redução de ruído presente nos
dados.
Tabela 4.15: Tabela com os resultados para os testes referentes a andar em linha reta (1
m) com o filtro Kalman aplicado (incluindo o filtro elimina banda e Butterworth).
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 1 0.83 17%
2 1 1.03 3%
3 1 0.99 1%
4 1 1.14 14%
5 1 0.99 1%
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Tabela 4.16: Tabela com os resultados para os testes referentes a andar em linha reta (2
m) com o filtro Kalman aplicado (incluindo o filtro elimina banda e Butterworth).
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 2 1.93 3%
2 2 1.97 4%
3 2 2.45 23%
4 2 2.57 29%
5 2 2.48 24%
6 2 2.49 25%
7 2 2.43 22%
Tabela 4.17: Tabela com os resultados para os testes referentes a andar em linha reta (3
m) com o filtro Kalman aplicado (incluindo o filtro elimina banda e Butterworth).
# Deslocamento Teórico (m) Deslocamento Teste (m) Erro (%)
1 3 0.07 98%
2 3 0.20 93%
3 3 -0.02 101%
4 3 -0.10 103%
5 3 0.21 93%
4.2.4.2 Curva
Os resultados sobre o teste da curva serão apresentados da mesma forma que os resultados
para o teste da linha reta, onde a primeira tabela (4.18) contem os resultados para o teste
onde só foi aplicado o filtro de Kalman, e a última tabela (4.19) contêm os resultados
quando aplicado os filtros elimina banda e "Butterworth"com o filtro de Kalman.
É evidente que, em concordância com os testes feitos para a linha reta, que a aplicação
do filtro de Kalman com os outros dois tipos de filtro não trás quaisquer benefícios em
relação aos resultados obtidos. Isto implica que a utilização do filtro de Kalman é melhor
quando este é aplicado sem o auxílio de outros. No entanto, os resultados da tabela
4.18 apresentam erros maiores em comparação aos que estão presentes na tabela 4.4,
quando não é aplicado nenhum filtro. Isto poderá ser explicado por uma de duas razões.
A primeira corresponde à forma de como é executado o teste, tendo em conta que toda
o movimento do carrinho no contexto experimental foi feito com a intervenção humana,
onde está incluído o movimento de fazer a curva. Este tipo de movimento introduz mais
imprecisão e ruído durante o teste, visto que um movimento feito por um robô será
sempre mais precisa do que uma curva feita por um ser humano. A figura 4.5 mostra
que no início do movimento da curva, primeiro é detectado um movimento para o lado
errado, como está representado.
A segunda razão, que poderá estar ligada aos erros maiores em relação à não utili-
zação de qualquer filtro, poderá ser as especificações do filtro referentes ao "Yaw", que
corresponde à componente que onde é medido a orientação do sensor.
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Figura 4.5: Gráfico do "Yaw"sem a aplicação de um filtro.
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Tabela 4.18: Tabela com os resultados para os testes referentes a uma curva de 90º uti-
lizando o filtro Kalman, sendo que antes e depois de efetuar a curva é feito um desloca-












1 2 1.41 30% 90 132 47%
2 2 -0.03 102% 90 129 43%
3 2 0.04 98% 90 132 46%
4 2 -1.41 170% 90 130 45%
5 2 -0.28 114% 90 132 47%
6 2 -0.74 137% 90 125 39%
7 2 0.76 62% 90 130 44%
Tabela 4.19: Tabela com os resultados para os testes referentes a uma curva de 90º utili-
zando o filtro Kalman, juntamente com o filtro elimina banda e Butterworth, sendo que












1 2 0.70 65% 90 137 52%
2 2 -0.60 116% 90 134 48%
3 2 0.22 89% 90 136 51%
4 2 0.44 78% 90 136 51%
5 2 0.13 93% 90 138 53%
6 2 -0.11 106% 90 131 45%
7 2 0.23 89% 90 135 50%
4.2.5 Análise de resultados
Os resultados obtidos através dos vários testes feitos para as várias técnicas utilizadas,
revelam que, tendo em conta os parâmetros utilizados, que o IMU não corresponde a uma
técnica eficaz de monotorização da localização, isto é, o uso isolado do IMU como fonte de
dados para o cálculo do deslocamento não apresentam resultados bons o suficiente para
a sua aplicação no contexto desejado. É possível observar que o uso deste equipamento,
juntamente com técnicas de processamento de dados (filtros), é possível obter resultados
com alguma precisão, como é possível observar na tabela 4.13, presente na página 63,
onde os testes apresentaram erros semelhantes, com a excepção dos dois primeiros testes.
De modo a analisar de um modo mais geral cada método, as tabelas 4.20 e 4.21 foram
contruídas, sendo que estas contêm as médias dos erros obtidos para cada teste, presentes
nas tabelas de resultados apresentadas ao longo deste capítulo. É possível obser que, para
o teste de linha reta, os testes que obtêm melhores resultados são os testes que utilizam
o filtro Butterworth, para as deslocações de 1 m e 2 m, e para o teste de 3 m, foi o teste
que utiliza o filtro Elimina banda em conjunto com o filtro Butterworth. Todos os testes,
inclusive o teste sem filtro, apresentam bons resultados para os testes de 1 m e 2 m, no
entanto estes possuem resultados bastante negativos para o deslocamento de 3 m. Apenas
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Tabela 4.20: Tabela com as médias dos erros de todos os testes feitos para a linha reta,












UKF + Elim B +
Butterworth
1m 11% 13% 6% 13% 7% 7%
2m 15% 16% 15% 16% 18% 18%
3m 120% 22% 53% 21% 98% 98%
Tabela 4.21: Tabela com as médias dos erros de todos os testes feitos para a curva, com












UKF + Elim B +
Butterworth
2m 125% 125% 37% 37% 102% 93%
90º 26% 26% 26% 26% 44% 50%
o teste que utiliza os filtros elimina banda apresentam bons resultados. Isto poderá estar
ligado ao facto de que o filtro elimina banda reduz o ruído presente na medições que gera
oscilações constantes dos valores medidos, como é possível observar na figura 4.3. Estas
oscilações, tendo em conta os resultados obtidos, correspondem à maior componente de
erro introduzido nas medições, sendo que este erro é bastante reduzido quando aplicado
o filtro adequado.
Em relação ao filtro de Kalman, este apresenta bons resultados para os dois primeiros
testes, mas apresenta um erro extremamente elevado, o que poderá indicar que o filtro
poderá não estar bem adaptado ao filtro e aos testes efectuados. Isto poderá estar ligado
aos parâmetros escolhidos no desenvolvimento do mesmo, e que os resultados poderão
ser melhorados com uma mudança desses mesmo parâmetros.
Para o teste referente à curva, estes apresentam bons resultados para o filtro de But-
terworth e para filtro elimina banda utilizado em conjunto com o filtro de Butterworth.
No entanto, os resultados não são positivos o suficiente para aplicar estas soluções no
contexto real, no cenário proposto. Mais uma vez, o filtro de Kalman, que correspondia a
técnica de processamento de dados mais antecipada a ter bons resultados, não obteve va-
lores positivos. Isto poderá estar relacionado, como foi apresentado no parágrafo anterior,
ao facto de os parâmetros utilizados não serem os ideais, e que estes necessitam alguns
ajustes, de modo a tentar obter melhores resultados.
Em suma, os resultados obtidos não foram os esperados de modo a alcançar os obje-
tivos propostos, no entanto, correspondem a um desenvolvimento inicial e que deverá
de possibilitar uma continuação no desenvolvimento de uma sistema de localização para












Conclusões e Trabalho Futuro
O presente capítulo está dividido em duas secções. A secção 5.1 consiste na apresentação
de uma conclusão sobre a validação experimental, face à pergunta de investigação. A
secção 5.2 consiste na exposição do trabalho futuro para o melhoramento do trabalho
feito no âmbito deste tese.
5.1 Conclusão
Esta dissertação propôs que, de acordo com a pergunta de investigação e a respetiva hi-
pótese, que num ambiente fechado, onde não é possível o uso de técnicas de investigação
normais, entre elas o uso de GPS, seria possível fazer a monitorização do movimento de
AGVs presentes na planta de uma fábrica, onde estes não possuem capacidade de calcular
nem de transmitir informação sobre o seu estado atual, através do uso de sensores não
intrusivos, como é o caso do IMU, e de um algoritmo de "tracking", fornecendo assim as
suas localizações. O objetivo consistia no desenvolvimento inicial de um algoritmo, que
servirá como base para desenvolvimentos futuros de monitorização da localização de
AGVs que não têm a capacidade sensorial para obter informação sobre o seu estado, como
a sua localização ou se este se encontra em normal funcionamento. Todo o trabalho desen-
volvido corresponde a uma contribuição no desenvolvimento de um sistema integrado de
gestão de frota de AGVs em ambiente fabril.
O estudo inicial feito, que corresponde ao estado da arte, permitiu revelar técnicas
de processamento de dados, utilizados em sistemas que fazem uso de IMUs, sendo elas
a aplicação de filtros, tais como os filtros de Kalman, mesmo tendo em conta que estes
sistemas de localização não utilizavam apenas IMUs, e faziam uso de tecnologias como
odometria e/ou "beacons"de RFID para complementar os IMUs. Este estudo poderá ser
aplicável num trabalho futuro, onde o foco estará em aplicar outro tipo de tecnologia,
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de modo a melhorar o desempenho do IMU. Um estudo mais focado na técnicas de
processamento de dados, nomeadamente os filtros, permitiu a aplicação de vários tipos
de filtros no desenvolvimento do sistema de localização de AGVs.
O desenvolvimento deste trabalho exigiu uma constante adaptação por parte da im-
plementação do sistema desenvolvido, bem como na forma de execução dos testes, que
apresentaram algumas dificuldades durante a sua execução. Algumas dessas dificuldades
foram o "setup"inicial para que o IMU transmitisse os dados para o terminal desejado,
sendo neste caso um computador pessoal, a falta de equipamento de modo a simular um
AGV, sendo que só foi possível utilizar um carrinho que necessita de intervenção humana
para andar, o espaço de teste reduzido, impossibilitando testes de grande duração e/ou
grandes percursos. Estes obstáculos foram, de um modo geral, ultrapassados, tendo em
conta que algumas das soluções encontradas não correspondem à solução ideal, como o
carrinho utilizado para simular o AGV.
As tecnologias utilizadas no desenvolvimento deste trabalho correspondem a sensores
inerciais, na forma de IMU, WiFi para a transmissão de dados entre os sensores e o termi-
nal, tecnologias de processamento de dados, tais como os filtros elimina banda, filtro de
Butterworth e filtro de Kalman "unscented", e a linguagem de programação Python, com
as bibliotecas necessárias para o desenvolvimento do algoritmo de localização.
Tendo em conta os objetivos propostos para esta tese, presentes no capítulo 1, na
secção 1.4, apresentados como pergunta de investigação e hipótese, que correspondiam
à utilização de IMUs para calcular a posição relativa de um AGV, sem o auxílio de tec-
nologias tais como o GPS, num ambiente fechado, que corresponde à planta de uma
fábrica, estes não foram cumpridos, visto que os requisitos para o deslocamento não fo-
ram cumpridos, nomeadamente, os erros obtidos são demasiado elevados para o cenário
em questão.
Os resultados obtidos no capítulo anterior (capítulo 4) demonstrou que o uso de
filtros, quando aplicados numa situação que se enquadre ao filtro em questão, melhora os
resultados obtidos em relação à aquisição de dados fornecidos pelo IMU, nomeadamente a
aceleração proveniente do acelerómetro. Isto é possível observar no caso onde foi aplicado
um filtro elimina banda, de modo a reduzir o ruído existente que causa oscilações na
aceleração mesmo quando este se encontra parado, fazendo com que o algoritmo calcule
movimento onde não existe.
No entanto, foi possível observar que, mesmo com a aplicação de filtros que reduzem
a quantidade de ruído presente nos dados fornecidos pelo IMU, os resultados obtidos
para a maior das distâncias dos testes efetuados revela que, com as técnicas usadas, não
é possível aplicar este algoritmo num ambiente fechado, para AGVs sem capacidade
sensorial.
O filtro de Kalman, que foi o filtro mais promissor apresentado no estudo feito no
capítulo do estado da arte (capítulo 2), demonstrou resultados promissores excepto tam-
bém para os testes que apresentavam uma distância maior durante a sua execução. Uma
razão possível para estes resultados poderá estar ligado às especificações do filtro, que
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poderão não estar optimizados para os sensores ou para o algoritmo. Deste modo, será
apresentado na secção seguinte, trabalhos que poderão aumentar o rendimento que este
filtro terá sobre o algoritmo e à monitorização da localização dos sensores em questão.
Finalmente, em relação à pergunta de investigação e a respetiva hipótese, este tese
demonstrou que, para as técnicas usadas com as especificações utilizadas, não é possível
utilizar IMUs para a aquisição de dados respetivos à cinética de um AGV, de modo a
ser possível calcular a localização em tempo real do mesmo, devido à sua inconsistên-
cia quanto maior for a distância do movimento. Deste modo, o IMU não corresponde
a uma solução para os objetivos propostos. No entanto, o seu uso poderá ser feito em
complemento com outras tecnologias de localização, tais como tecnologias de localização
absoluta através de "beacons", ou de tecnologias como a odometria.
5.2 Trabalho Futuro
Como trabalho futuro, serão apresentados alguns pontos de interesse que servirão de
melhoramentos para monitorização do AGV no que toca à sua localização atual, mas
também as possíveis bases para o início do desenvolvimento do gestor de frota de AGVs,
capaz de fornecer informações tais como o estado de funcionamento dos AGVs, isto é, se
estes se encontram em funcionamento normal ou se possuem uma avaria, o estado das
suas baterias, e também da atribuição de tarefas.
Os pontos referentes a trabalho futuro em relação ao algoritmo desenvolvido ligado à
componente de localização dos AGVs são os seguintes:
• .
• Execução de testes num ambiente semelhante ao ambiente do cenário em questão
(ambiente "indoors").
• Execução de testes com o equipamento onde esta tese está focada, nomeadamente
AGVs sem capacidade sensorial nem de comunicação.
• Implementação de uma comunicação direta entre o IMU e o algoritmo em questão,
para uma execução em tempo real, sem auxílio a ficheiros.
• Utilização de outras técnicas de localização, para complementar as técnicas utiliza-
das com IMUs
Em relação aos pontos que correspondem ao desenvolvimento de trabalho ligado à
criação de uma plataforma de gestão de frota de AGVs, estes são:
• Implementação de uma interface gráfica para o utilizador, capaz de fornecer infor-
mação sobre a frota de AGVs.
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• Desenvolvimento de um algoritmo, juntamente com a aplicação de sensores, de
modo a detectar avarias.
• Desenvolvimento de uma algoritmo para monitorização do consumo de energia das
baterias dos AGVs, com auxílio a sensores.
• Desenvolvimento de um algoritmo para a atribuição de tarefas aos AGVs.
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Anexo 1 - Algoritmo de tracking
Listagem I.1: Algoritmo "tracking"
1 import math
2 import scipy
3 import numpy as np
4 ’’’ Lists where the data will be stored after calling the get_data_from_files method
5 # acc_data -> Acceleration data
6 # yaw_data -> Yaw data
7 # len_data -> List with all sample numbers (for plotting)
8 ’’’
9 acc_data, yaw_data, len_data = get_data_from_file(dir_str)
10
11 ’’’ vel_data -> ndarray with the velocity data obtained through the method get_velocity
↪→ which integrates the acc_data list ’’’
12 vel_data = integrate(acc_data)
13
14 ’’’ integral_x_disp -> ndarray with the displacement data obtained through the method
↪→ get_displacement which integrates the vel_data list ’’’
15 integral_x_disp = integrate(vel_data)
16
17 disp_ant = 0
18 x_pos = [0]
19 y_pos = [0]
20
21 for j, disp in enumerate(integral_x_disp):
22 x_pos.append(x_pos[-1] + (disp - disp_ant) * float(math.cos(math.radians(yaw_data[j]))
↪→ ))
23 y_pos.append(y_pos[-1] + (disp - disp_ant) * float(math.sin(math.radians(yaw_data[j]))
↪→ ))
24









Anexo 2 - Algoritmo de comunicação
Listagem II.1: Algoritmo de comunicação
1 import chart_studio.plotly
2 import argparse
3 from pythonosc import dispatcher
4 from pythonosc import osc_server
5 from typing import List, Any
6
7 acc_buffer = []
8 ang_buffers = []
9 len_buffer = []
10
11 def print_accX_angZ(address: str, *args: List[Any]):
12 try:
13 value1 = args[0]









22 if __name__ == "__main__":




27 type=int, default=8888, help="Theporttolistenon")
28 args = parser.parse_args()
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29
30 dispatcher = dispatcher.Dispatcher()
31 dispatcher.map("/0/raw", print_accX_angZ)
32
33 server = osc_server.BlockingOSCUDPServer(










Anexo 3 - Algoritmo do filtro Butterworth
Listagem III.1: Algoritmo do filtro Butterworth
1 from scipy.signal import butter, lfilter
2
3 def filter_data(Y):
4 order = 3
5 fs = 200.0 # sample rate, Hz
6 cutoff = 1.5 # desired cutoff frequency of the filter, Hz
7
8 # Get the filter coefficients so we can check its frequency response.





14 def butter_lowpass(cutoff, fs, order=5):
15 nyq = 0.5 * fs
16 normal_cutoff = cutoff / nyq
17 b, a = butter(order, normal_cutoff, btype=’low’, analog=False)
18 return b, a
19
20
21 def butter_lowpass_filter(data, cutoff, fs, order=5):
22 b, a = butter_lowpass(cutoff, fs, order=order)
23 y = lfilter(b, a, data)
24 return y
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