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ALGEBRA RETRACTS AND STANLEY-REISNER RINGS
NEIL EPSTEIN AND HOP D. NGUYEN
Abstract. In a paper from 2002, Bruns and Gubeladze conjectured that graded
algebra retracts of polytopal algebras over a field k are again polytopal algebras.
Motivated by this conjecture, we prove that graded algebra retracts of Stanley-
Reisner rings over a field k are again Stanley-Reisner rings. Extending this result
further, we give partial evidence for a conjecture saying that monomial quotients
of standard graded polynomial rings over k descend along graded algebra retracts.
1. Introduction
Let θ : R → S be a ring extension that admits a section ϕ : S → R, so that
ϕ ◦ θ = idR. We call θ an algebra retract with retraction map ϕ. In this situation,
R is said to be an algebra retract of S. Equivalently, R is an algebra retract of
S if there is an idempotent ring endomorphism of S whose image is R. If R and
S are graded rings, we assume that the morphisms involved preserve the gradings.
Examples of algebra retracts include the polynomial extensions R → R[x] or the
tensor product extensions R→ R⊗k S where R, S are affine algebras over a field k.
Several authors have considered algebra retracts to various ends; see [11], [14],
[7]. For example, the study of Zariski’s cancellation problem is closely related to the
study of algebra retracts. Zariski’s cancellation problem asks: let R be a k-algebra,
where k is a field, such that R[x] ∼= k[x1, . . . , xn] for some n ≥ 1. Is it true then that
R ∼= k[x1, . . . , xn−1]? Costa [11] asked a stronger question: if R is an algebra retract
of a polynomial ring over k, is it true that R is isomorphic to a polynomial ring
(over k)? He proved that this is indeed the case for retracts of a polynomial ring in
2 variables [11, Thm. 3.5]. Recently, N. Gupta [13] provided a counterexample for
Zariski’s cancellation problem in 3 variables.
A well-known result of Hochster and Huneke [18, Thm. 2.3] says that a pure sub-
ring of an equal characteristic regular ring is Cohen-Macaulay. We know from [17]
(resp. [24]) that pure subrings of normal (seminormal) rings are normal (resp. semi-
normal). However, compared to pure subrings, algebra retracts of a ring enjoy much
better properties. It is proved in [11] that algebra retracts of a regular ring are reg-
ular. We give a homological proof of this result in Section 3, and prove similar
results for local complete intersections, applying ideas of Herzog [14] and Apassov
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[1]. On the other hand, we give an example showing that the Cohen-Macaulay and
Gorenstein properties are not stable under algebra retracts, see Example 3.9.
In the 2000s, Bruns and Gubeladze proposed many “polytopal” extensions of
classical results in linear algebra [5], [6], [7]. For example, we have the description
of the “polytopal linear group”, i.e., the graded automorphism group of a polytopal
algebra, which in many ways resembles the general linear group over a field k. The
general linear group of invertible n×n matrices over k is exactly the polytopal linear
group of the (n − 1)-simplex; see [5] for details. For more discussions of polytopal
algebras, see [8]. An interesting problem remains open in this program relating to
algebra retracts of polytopal algebras:
Conjecture 1.1 ([7, Conj. A]). Every graded algebra retract of a polytopal algebra
over k is again a polytopal algebra over k.
This is a generalization of the fact that graded algebra retracts of a standard
graded polynomial ring over k are again polynomial rings. Equivalently: every
projection of a finite dimension k-vector space is diagonalizable to a diagonal matrix
with only 0s and 1s on the diagonal. Except for some special cases, e.g. algebra
retracts of dimension 2, the conjecture is wide open in general.
On the other hand, there are many instances where results for affine monoid rings
(hence in particular, results for polytopal algebras) have a counterpart for Stanley-
Reisner rings. This is the starting point for our consideration of algebra retracts of
Stanley-Reisner rings. In fact, we can prove that the analogue of Conjecture 1.1 for
Stanley-Reisner rings holds. The main theorem of the paper (Theorem 5.1) is as
follows:
Theorem. Every graded algebra retract of a Stanley-Reisner ring is a Stanley-
Reisner ring.
It turns out that the graded algebra retracts of a Stanley-Reisner ring can be
described concretely: they correspond to the restrictions of the underlying simplicial
complex on subsets of the vertex set. We conjecture a further extension of the
main theorem, namely that arbitrary monomial quotient rings also should behave
nicely under graded algebra retracts. By definition, a monomial quotient ring over
k is a finitely generated k-algebra defined by monomial relations. To support this
conjecture, we can prove that graded algebra retracts of certain kinds of monomial
quotient rings are also monomial quotient rings; see Theorem 6.4 and Proposition
6.5.
The paper is organized as follows. In Section 2, preliminary materials on algebra
retracts, affine monoid rings and Stanley-Reisner rings are recalled. Section 3 is
devoted to algebraic properties of algebra retracts. It is shown that some familiar
properties of rings descend along algebra retracts, among them regularity and the
complete intersection property. We recall known results of [16], [17] on the descent
of other properties along algebra retracts. At the end of this section, an example
of non-descent of Cohen-Macaulayness and Gorensteinness is given. We determine
multigraded algebra retracts of toric face rings in Section 4. The main theorem of
this paper on algebra retracts of Stanley-Reisner rings is proved in Section 5. The
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last section considers the more general class of monomial quotient rings. The main
results in Section 6 show that quotients of polynomial rings over k by irreducible
monomial ideals or powers of linear ideals are stable under graded algebra retracts.
Parts of this paper are included in the second named author’s dissertation [20].
2. Background
For simplicity, all the rings considered in this paper are Noetherian and commu-
tative with unit. A field k is fixed throughout; its characteristic can be either 0 or
positive. The characteristic of the field plays a key role in the proof of Theorem 6.4.
The expert should feel free to skip most of the materials in this section and proceed
directly to Section 3.
2.1. Algebra retracts.
Definition 2.1. Let R →֒ S be an injective ring homomorphism. We say that
R →֒ S is an algebra retract if there is a ring homomorphism ϕ : S → R such that
the composition map R →֒ S → R is the identity. We also say that R is an algebra
retract of S. The morphism ϕ is called the retraction map of the algebra retract
R →֒ S. We define graded algebra retracts (of graded rings) analogously.
Observe that the trivial ring {0} is never a retract of a non-trivial ring. Thus in
the sequel, we assume that all rings are non-trivial.
Algebra retracts are ubiquitous. Let R be a ring and R[x] the polynomial ring
in one variable x over R. Clearly the inclusion R → R[x] is an algebra retract.
Another example is
Example 2.2. Let A,B be algebras over a field k such that B has an augmentation
µ : B → k. Then we have a natural inclusion
A →֒ A⊗k B, a 7→ a⊗ 1,
which is an algebra retract with retraction map given by
A⊗k B → A, a⊗ b 7→ a · µ(b).
2.2. Stanley-Reisner rings and affine monoid rings. Let ∆ be a set of subsets
of [n] = {1, . . . , n} (where n is a positive integer) such that
(i) {i} ∈ ∆ for each i = 1, . . . , n.
(ii) for each F ∈ ∆, all subsets of F also belong to ∆.
Such a set ∆ is called a simplicial complex on the vertex set [n]. The elements
of ∆ are called its faces. The maximal faces with respect to inclusion are called
facets of ∆. Associate with each simplicial complex ∆ a squarefree monomial ideal
I∆ ⊆ S = k[x1, . . . , xn] where
I∆ = (x
a : a ∈ Nn, supp(a) /∈ ∆),
where the support supp(a) of an n-tuple a ∈ Nn is given by supp(a) = {j ∈ [n] :
aj 6= 0}. The ring k[∆] = S/I∆ is called the Stanley-Reisner ring (or face ring) of
the simplicial complex ∆.
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Remark 2.3. In the literature, simplicial complexes are sometimes defined without
the condition (i). But for a simplicial complexe ∆ on [n] which satisfies only con-
dition (ii), one can change the vertex set suitably to get back a simplicial complex
satisfying condition (i) with the same Staneley-Reisner ring. Indeed, if we denote
V = {i ∈ [n] : {i} ∈ ∆}, then ∆ satisfies both conditions (i) and (ii) on the vertex
set V . It is straightforward to check that using the vertex set V , the Stanley-Reisner
ring of ∆ does not change. Hence the main result of this paper (Theorem 5.1) is
still valid with the more flexible definition of simplicial complexes.
Lemma 2.4 ([9, Thm. 5.1.4]). The unique irredundant primary decomposition of
I∆ is given by:
I∆ =
⋂
F is a facet of ∆
(xi : i /∈ F ).
Example 2.5. Let k be a field, ∆ a simplicial complex on [n] and F a face of ∆.
Denote by k[F ] the polynomial ring k[xi : i ∈ F ]. Then there is an algebra retract
θ : k[F ]→ k[∆],
with retraction map the canonical projection
ϕ : k[∆]→ k[F ], xi 7→
{
xi if i ∈ F ;
0 otherwise.
Definition 2.6. Let M be a finitely generated submonoid of Zd for some d ≥ 1.
Then M is called an affine monoid. The monoid algebra of M over k, denoted by
k[M ], is called an affine monoid ring.
Concretely, k[M ] =
⊕
a∈M k · ta as a k-vector space. The multiplication of basis
elements of k[M ] is given by
ta · tb = ta+b
for all a, b ∈M .
M is called a positive monoid if the only unit of M is the identity 0. (Recall that
a unit of a monoid M is an element whose additive inverse is in M .) Let R+M be
the (polyhedral) cone spanned by M in Rd. Then M is positive if and only if the
origin {0} is a face of the cone R+M . Recall that a nonempty subset F ⊆ C is
called a face of a cone C in Rd if (1) F is the intersection of C with a hyperplane
H , and (2) C is entirely contained in one of the two half-spaces of Rd cut out by H .
We say that a cone in Rd is pointed if {0} is a face of it.
Example 2.7. Let M be an affine monoid and F a face of the cone R+M . There
is a natural inclusion map k[M ∩ F ] →֒ k[M ]. Moreover, there is a surjection
k[M ]→ k[M ∩ F ] given by
ta 7→
{
ta if a ∈M ∩ F ;
0 otherwise.
It is easy to check that the composition map k[M ∩ F ]→ k[M ∩ F ] is the identity.
Thus k[M ∩ F ] →֒ k[M ] is an algebra retract, with retraction map displayed above.
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For further discussions of Stanley-Reisner rings, affine monoid rings and relevant
subjects, we refer to [9] and [22].
2.3. Embedded toric face rings. Let d ≥ 1, Σ be a rational pointed fan in the
euclidean space Rd, with origin 0. That is, Σ is a collection of cones of Rd such that
the following conditions are satisfied for all C,D ∈ Σ:
(i) C is a pointed cone and C is generated by rational vectors;
(ii) if C ∈ Σ and C ′ is face of C then C ′ ∈ Σ;
(iii) C ∩D is either empty or a common face of C and D.
Hence “rational” means each cone of Σ is generated by rational vectors, and “pointed”
means each cone of Σ is pointed.
A monoidal complex M supported on Σ is a collection of affine monoids MC ,
where the parameter C is a varying cone of Σ, such that for all C,D ∈ Σ:
(i) MC ⊆ C ∩ Zd and MC generates the cone C;
(ii) if D ⊆ C, then MD =MC ∩D.
The toric face ring of M, denoted by k[M], is a kind of generalized monoid
algebra. To be precise, k[M] is the k-vector space with basis {ta : a ∈ |M| =
∪C∈ΣMC}, and the multiplication on basis elements is given by
ta · tb =
{
ta+b, if a and b are contained in MC for some C ∈ Σ,
0, otherwise.
The ring k[M] is naturally equipped with a Zd-grading coming from the embedding
of Σ.
We note that toric face rings are a common generalization of Stanley-Reisner
rings and affine monoid rings. On the one hand, if each cone of Σ is generated by
linearly independent vectors, and MC is generated by exactly dimC elements for
each cone C, then k[M] is a Stanley-Reisner ring. On the other hand, if Σ has only
one maximal cone C, then k[M] equals the affine monoid rings k[MC ].
We can compute the defining ideal of a toric face ring in the following way. Let
a1, . . . , an be a set of generators ofM, i.e., ai ∈ |M| for every i and {a1, . . . , an}∩MC
is a set of generators for MC for every C ∈ Σ. Then the generators a1, . . . , an give
rise to a surjection π : k[x1, . . . , xn] → k[M] mapping xi to tai . The defining ideal
IM = Ker π is computed explicitly by
Lemma 2.8 ([10, Prop. 2.3]). The defining ideal IM of k[M] is generated by the
following monomials and binomials of k[x1, . . . , xn]:
(i) the monomials of the type
∏
i∈H xi where H ⊆ [n], the set {ai : i ∈ H} is
not contained in any monoid MC of the monoidal complex M;
(ii) the binomials of the type
∏
i∈H x
ηi
i −
∏
j∈G x
νj
j , where H,G ⊆ [n], the set
{at : t ∈ H ∪G} is contained in some monoid MC , C ∈ Σ and
∑
i∈H ηiai =∑
j∈G νjaj.
We refer the reader to [3], [10], [19], [21] for deeper discussions of toric face rings.
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2.4. Basic properties of algebra retracts.
Remark 2.9. Observe that if A →֒ B and B →֒ C are algebra retracts, then the
composition A →֒ C is also an algebra retract.
Let R be a subring of S. Then R is called a pure subring of S if for every R-
module M , the R-linear morphism M =M ⊗R R→M ⊗R S is injective. It is easy
to see that if R →֒ S is an algebra retract then R is an R-direct summand of S. In
particular, R is a pure subring of S.
The following proposition helps us to pass from an arbitrary algebra retract to
algebra retracts of local rings.
Proposition 2.10. Let R →֒ S be an algebra retract with retraction map ϕ : S → R.
Then for every prime ideal p ∈ SpecR, there is a natural algebra retract Rp →֒ Sq
where q = ϕ−1(p) is a prime ideal of S.
Proof. This follows from the fact that the algebra retraction R →֒ S → R induces
a retraction of the underlying spaces of affine schemes SpecR →֒ SpecS → SpecR.

3. Ascent and descent along algebra retracts
In this section, we consider the problem: does every algebra retract of a ring with
a given property P have property P ? For the convenience of the reader, we also
recall known results on this problem.
A reduced ring R is seminormal if for all x, y ∈ R such that x2 = y3, there exists
an element z ∈ R such that x = z3 and y = z2; see [23]. First, note that every
algebra retract of a seminormal (normal) ring is also a seminormal (respectively,
normal) ring. In fact, a more general fact is true.
Proposition 3.1 ([17], [24]). Every pure subring of a seminormal (resp. normal)
ring is also a seminormal (resp. normal) ring.
The first part follows from the proof of [24, Prop. 5], since the author only needs
the assumption of purity for the proof. The second part of this result was proved in
[17, Cor. 9.11].
It is proved in [11] that basic properties like normality of domains, factoriality, and
regularity also descend. The reader may wish to consult [1] for more discussion of
results of this type, for example the ascent and descent of Cohen-Macaulayness and
Gorensteinness along local morphisms of local rings. In that paper, it is crucial to
apply relative notions like flat dimension, Cohen-Macaulayness, and Gorensteinness
of morphisms.
Behavior of Koszul algebras along graded algebra retracts is given by the following
result of Herzog, Hibi, and Ohsugi [16, Prop. 1.4]: Let R →֒ S be an algebra retract
of homogeneous k-algebras with retraction map ϕ : S → R, where R 6= 0. Then S
is Koszul if and only if R is Koszul and R has linear resolution as an S-module via
ϕ.
We have a similar result for retracts of regular rings and locally complete inter-
sections. The descent of regularity along algebra retracts was first proved in [11,
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Cor. 1.11] by a non-homological method. A homological proof of this result is given
in the sequel.
Theorem 3.2. Every algebra retract of a regular (resp. locally complete intersection)
ring is also a regular (resp. locally complete intersection) ring.
Therefore, algebra retracts are much better behaved than direct summands or pure
subrings. It is known that a direct summand of a regular ring is not Gorenstein in
general (e.g. the subring k[x4, x3y, x2y2, xy3, y4] of k[x, y], k an arbitrary field).
Proof of Theorem 3.2. By Proposition 2.10, it is enough to assume that R →֒ S
be an algebra retract of local rings. Then applying the following Theorem 3.3, we
obtain the conclusion. 
The case of Theorem 3.2 for local rings and homomorphisms follows from the next
result.
Theorem 3.3 (Apassov [1, pp. 929-930]). Let R → S be a local homomorphism
of Noetherian local rings. Assume that there exists a finite S-module M such that
M has finite flat dimension as an R-module. If S is regular (resp. a complete
intersection) then so is R.
Recall that an R-module M has finite flat dimension if there is a finite resolution
of M by flat R-modules. In the case M is a finite R-module, M has finite flat
dimension over R if and only if it has finite projective dimension over R.
To use Theorem 3.3, we need only choose M to be the finite S-module R (the
module structure induced by the retraction map). Clearly R has finite flat dimension
over R.
We can characterize regularity completely for local algebra retracts in the next
result; the proof depends on a result of Herzog [14, Thm. 1].
Proposition 3.4. Let (R,m) →֒ (S, n) be an algebra retract of local rings. Then S
is regular if and only if R is regular and proj dimS R <∞, where R is considered as
an S-module via the retraction map.
Proof. Since there is a surjection S → R, we have S/n ∼= R/m. Let k be the
common residue field of R and S. By [14, Thm. 1], we have P Sk (t) = P
S
R(t)P
R
k (t),
where PRM(t) denotes the Poincare´ series of a finitely generated R-module M . In
particular, proj dimS k = proj dimS R + proj dimR k. By Auslander-Buchsbaum-
Serre’s theorem, S is regular if and only if proj dimS k <∞. Using the above identity,
the last inequality is equivalent to the condition that proj dimS R and proj dimR k
are finite. Thus S is regular if and only if R is regular and proj dimS R <∞. 
Remark 3.5. Consider the ring S = k[x]/(x(x − 1)2) where k is a field, x an
indeterminate over k, and R = S/(x) ∼= k. It is easy to see that R is an algebra
retract of S and R is a projective S-module. The last statement can be checked by
localizing at the maximal ideals of S, namely (x) and (x − 1) (namely, R(x) = S(x)
and R(x−1) = 0). Thus proj dimS R = 0. However, S is not a regular ring, since
S(x−1) ∼= k[y]/(y2) is not a regular local ring.
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Thus the “if” part of Proposition 3.4 is not true for non-local rings, namely given
an algebra retract of arbitrary rings R →֒ S, it can happen that R 6= 0 is a regular
ring and proj dimS R <∞ but S is a non-regular ring.
We are going to give a similar characterization of the ascent-descent of complete in-
tersections along local algebra retracts. First, given a noetherian local ring (R,m, k)
and a finitely generated R-module M , denote by βRi (M) = dimk Tor
R
i (k,M) the ith
Betti number of M . The complexity of M over R, denoted cxRM , is defined as
follow
cxRM = inf
{
d ∈ N : βRi (M) ≤ cid−1 for all i≫ 0 and for some constant c
not depending on i} .
Complete intersections can be characterized by the following analogue of Auslander-
Buchsbaum-Serre’s theorem.
Theorem 3.6 (Gulliksen [12, Thm. 2.3]). Let (R,m, k) be a noetherian local ring.
The following statements are equivalent:
(i) R is a complete intersection;
(ii) cxRM <∞ for every finitely generated R-module M ;
(iii) cxR k <∞.
We are ready for
Proposition 3.7. Let (R,m)→ (S, n) be an algebra retract of noetherian local rings.
Then S is a complete intersection if and only if R is a complete intersection and
cxS R <∞, where R is considered as an S-module via the retraction map.
Proof. Firstly S/n ∼= R/m = k. By [14, Thm. 1], we have
P Sk (t) = P
S
R(t)P
R
k (t).
Therefore max{cxS R, cxR k} ≤ cxS k ≤ cxS R + cxR k. The conclusion follows
immediately from Theorem 3.6. 
Remark 3.8. Complete intersections can also be characterized in terms of cur-
vature; see Avramov’s monograph [2, Sect. 4.2, Cor. 8.2.2]. In the situation of
Proposition 3.7, we can also prove that the following are equivalent:
(i) S is a complete intersection;
(ii) R is a complete intersection and curvS R ≤ 1, where curvS R denotes the
curvature of R as an S-module.
We leave the details to the interested reader.
Next, we give an example of non-descent of Cohen-Macaulayness and Goren-
steinness. In fact, we can even construct a Gorenstein Stanley-Reisner ring with a
non-Cohen-Macaulay algebra retract.
Example 3.9. Let ∆ be the simplicial complex on 5 vertices {x, y, z, t, w} which
corresponds to a pentagon. In other words, the facets of ∆ are {x, y}, {y, z}, {z, t},
{t, w}, {w, x}.
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x
y
zt
w
It is known that S = k[∆] is a Gorenstein ring, see [9, Sect. 5.6]. We have
S = k[x, y, z, t, w]/(xz, xt, yt, yw, zw).
Denote W = {x, z, t} and consider R = k[∆W ] = k[x, z, t]/(xz, xt) (for the nota-
tion ∆W , cf. the beginning of Section 4). Then by (4.7), R is an algebra retract of
S. However, R is not Cohen-Macaulay.
4. Multigraded algebra retracts of toric face rings
Now we describe all the Zd-graded algebra retracts of an embedded toric face ring.
Let Σ be a rational pointed fan in Rd (where d ≥ 1) and M a monoidal complex
supported on Σ.
Given a simplicial complex ∆ with vertex set [n]. For each subset W of [n], the
restriction ∆W of ∆ on W is defined to be the subcomplex
∆W = {D ∈ ∆ : D ⊆W}.
Generalizing this notion to monoidal complexes, we have the following.
Definition 4.1. Let Γ be a subfan of Σ. We say that Γ is a restricted subfan of
Σ if for every finite set of elements x1, . . . , xn in |Γ| = ∪D∈ΓD with the property
that x1, . . . , xn ∈ C for some cone C ∈ Σ, we can also find a cone D ∈ Γ such that
x1, . . . , xn ∈ D.
If Σ is a simplicial fan that gives rise to a simplicial complex ∆, it is easy to
check that the restricted subfans of Σ gives rise to the restrictions of the simplicial
complex ∆.
Example 4.2. Consider the points in R3 with the following coordinates: O =
(0, 0, 0), x = (2, 0, 0), y = (0, 2, 0), z = (0, 0, 2), t = (1, 1, 0).
Consider the rational pointed fan Σ in R3 with the maximal cones Oxy and Oyz.
Let M be the monoidal complex supported on Σ with the two maximal monoids
generated by {x, y, t} and {y, z}.
Applying Lemma 2.8, the toric face ring of M is
k[M] = k[x, y, z, t]/(xy − t2, xz, tz).
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Note that the fan with two one dimensional maximal cones Ox and Oz is a
restricted subfan of Σ. Moreover, we have an algebra retract of k[M] given by
k[x, z]/(xz) →֒ k[x, y, z, t]/(xy − t2, xz, tz)
where the retraction
k[x, y, z, t]/(xy − t2, xz, tz) → k[x, z]/(xz)
is the projection mapping y and t to zero.
Example 4.3. LetM ⊆ Nd be an positive affine monoid and R+M the cone spanned
byM . Then a subfan Γ of R+M is restricted if and only if Γ is the subfan associated
with a face F of R+M .
Lemma 4.4. Let M be a monoidal complex supported on the rational pointed fan
Σ in Rd (where d ≥ 1). Let Γ be a subfan of Σ and MΓ the induced monoidal
subcomplex on Γ. The following statements are equivalent:
(i) Γ is a restricted subfan of Σ;
(ii) for any cones C,C ′ ∈ Γ such that C ∪C ′ ⊆ C ′′ for some cone C ′′ ∈ Σ, there
exists a cone D ∈ Γ such that C ∪ C ′ ⊆ D;
(iii) for any x1, . . . , xn ∈ |MΓ| such that x1, . . . , xn ∈MC for some cone C ∈ Σ,
there exists a cone D ∈ Γ such that x1, . . . , xn ∈MD.
Proof. (i) ⇒ (ii): it is enough to take a system of generators x1, . . . , xn of C ∪C ′ as
cones.
(i) ⇒ (iii): since Γ is restricted subfan of Σ, we can find D ∈ Γ such that
x1, . . . , xn ∈ D. This implies that D ∩ C ∈ Γ and xi ∈ D ∩ C ∩MC =MD∩C for all
i = 1, . . . , n.
(ii) ⇒ (i): let x1, . . . , xn ∈ |Γ| be such that x1, . . . , xn ∈ C for some cone C ∈ Σ.
We have to show that x1, . . . , xn ∈ D for some D ∈ Γ. Firstly, we can choose cones
D1, . . . , Dm ∈ Γ such that x1, . . . , xn ∈ D1 ∪ · · · ∪Dm. As x1, . . . , xn ∈ C, replacing
Dj by Dj ∩C, we can assume that Dj ⊆ C. If m = 1, we are done. Otherwise since
Dm−1∪Dm ⊆ C, by (ii), we can find a cone D′m−1 ∈ Γ such that Dm−1, Dm ⊆ D′m−1.
Further replacingD′m−1 byD
′
m−1∩C then we have x1, . . . , xn ∈ D1∪· · ·∪Dm−2∪D′m−1
and D1, . . . , Dm−2, D
′
m−1 ⊆ C. Continuing in this manner, finally we find some
D ∈ Γ so that x1, . . . , xn ∈ D.
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(iii) ⇒ (i): again let x1, . . . , xn ∈ |Γ| be such that x1, . . . , xn ∈ C for some cone
C ∈ Σ. Let D1, . . . , Dn be the (not necessarily distinct) cones of Γ such that xi is
contained in the relative interior of Di for i = 1, . . . , n. Then Di ⊆ C for each i. By
continuity, for each i ∈ [n], we can choose yi ∈ Di ∩Qd such that yi is contained in
the relative interior of Di.
Since C is a rational cone generated by MC , replacing y1, . . . , yn by suitable inte-
gral multiples of them, we can assume that y1, . . . , yn ∈MC . By (iii), there is a cone
D ∈ Γ such that y1, . . . , yn ∈ MD. In particular, y1, . . . , yn ∈ D, and consequently
D1, . . . , Dn ⊆ D. Hence we get the desired conclusion as x1, . . . , xn ∈ D. 
Proposition 4.5. The ring A is a Zd-graded algebra retract of k[M] if and only if
there is a restricted subfan Γ of Σ such that A ∼= k[MΓ].
Proof. For any subfan Γ of Σ, since |MΓ| ⊆ |M| = |MΣ|, there is a natural k-linear
inclusion of k-vector spaces ι : k[MΓ] → k[M]. On the other hand, assume that A
is a Zd-graded algebra retract of k[M]. The ring A is reduced since it is a subring
of the reduced ring k[M]. Moreover, since A is a Zd-graded quotient of k[M],
by [19, Lem. 2.1], there is a subfan Γ′ of Σ such that A ∼= k[MΓ′]. The inclusion
k[MΓ′ ] ∼= A→ k[M] is identical with the inclusion ι defined above. Hence it suffices
to show that ι respects multiplication if and only if Γ is a restricted subfan of Γ.
Since there is no danger of confusion, by abuse of notation, for any a ∈ |MΓ|, we
also denote ta ∈ k[MΓ] by a.
If Γ is a restricted subfan, take any elements x1, . . . , xn ∈ |MΓ|. If x1, . . . , xn ∈ D
for some D ∈ Γ then clearly ι sends x1 · · ·xn ∈ k[MΓ] to the right element in k[M].
If on other hand there exists no such cone D ∈ Γ then x1 · · ·xn = 0 in k[MΓ]. As
Γ is restricted, there is also no C ∈ Σ such that x1, . . . , xn ∈ C, hence x1 · · ·xn = 0
in k[M] too. In any case ι does respect multiplication.
If Γ is not a restricted subfan, then by Lemma 4.4, there are elements x1, . . . , xn
in |MΓ| such that x1, . . . , xn ∈MC for some cone C ∈ Σ but there is no cone D ∈ Γ
such that x1, . . . , xn ∈MD. Thus x1 · · ·xn = 0 in k[MΓ] but x1 · · ·xn 6= 0 in k[M],
so ι does not respect multiplication in this situation. 
As consequences, we can easily classify all the Zn-graded algebra retracts of affine
monoid rings and Stanley-Reisner rings.
Corollary 4.6. Let M ⊆ Nn be a positive affine monoid. Then R is a Zn-graded
algebra retract of k[M ] if and only if R ∼= k[M ∩ F ] for some face F of R+M .
Corollary 4.7. Let ∆ be a simplicial complex on [n] and k[∆] the corresponding
Stanley-Reisner ring. Then R is a Zn-graded algebra retract of k[∆] if and only if
R ∼= k[∆W ] for some subset W of [n].
5. Bases and Stanley-Reisner retractions
In [7, Conj. A], the authors conjecture that graded algebra retracts of polytopal
algebras over k are again polytopal algebras over k. Motivated by this conjecture
and by the close relationship between Stanley-Reisner rings and affine monoid rings,
we prove the main result of this paper.
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Theorem 5.1. Every Z-graded algebra retract of a standard graded Stanley-Reisner
ring over k is a Stanley-Reisner ring over k.
First we introduce some more notions.
Definition 5.2. Let R →֒ S be an algebra retract with retraction map ϕ : S → R.
An ideal I of S is called a compatible ideal if ϕ(I) ⊆ I (equivalently ϕ(I) = I ∩ R;
note that ϕ restricts to the identity on R).
Clearly if I is a compatible ideal of the algebra retract R →֒ S then there is an
induced algebra retract R/ϕ(I)→ S/I.
Now assume that S = k[x1, . . . , xn] is a standard graded polynomial ring over k
and denote n = S+. Let I be a monomial ideal of S. For each subset W of [n], let
SW := k[xi : i ∈ W ], and define IW to be the ideal of SW generated by monomials
of I that are products of variables in SW .
Let θ : A→ S/I be a graded algebra retract of standard graded k-algebras, where
S and I are as above. Let A = R/J be a presentation of A, where R is a standard
graded polynomial ring over k and J is a graded ideal of R. Denote m = R+. The
following lemma is immediate using degree reasoning.
Lemma 5.3. With the above notations, if I ⊆ n2 and J ⊆ m2, then the algebra
retract R/J → S/I induces a graded algebra retract of polynomial rings R→ S with
retraction map ϕ : S → R such that ϕ(I) = J = I ∩ R.
Assume that the conclusion of the above lemma is satisfied for some presentation
R/J of A (this is automatic if I ⊆ n2). That is, there is a graded algebra retract
R→ S with retraction map ϕ : S → R such that ϕ(I) = J . Denote by supp(I) the
set of variables of S which divide a minimal generator of I. With these notations,
and motivated by the notion in [7] of a “based retraction”, we define a base of the
algebra retract θ as follows.
Definition 5.4 (Base of a retract). A subset W ⊆ [n] is called a base of the algebra
retract θ : R/J → S/I if the two conditions belowe are satisfied:
(i) {ϕ(xi) : i ∈ W} are linearly independent over k (as elements of R1),
(ii) ϕ(I) = ϕ(IWS).
Let us look at some examples.
Example 5.5. Let S = k[x, y, z] and I = (xy, yz, zx). Consider the algebra retract
θ : k[x, y]/(xy) →֒ k[x, y, z]/(xy, yz, zx), with the retraction map ϕ fixing x, y and
setting ϕ(z) = 0. Then {x, y} is a base of θ.
Example 5.6. Let char k = 5 and S = k[x, y, z], I = (x5, y5, z5). Consider the
inclusion θ : k[t]/(t5) → S/I mapping t to x + y. Let ϕ : S/I → k[t]/(t5) be given
by:
ϕ(x) = ϕ(y) = ϕ(z) =
t
2
= 3t.
Then θ is a retract with retraction map ϕ, and {z} is a base of θ.
ALGEBRA RETRACTS AND STANLEY-REISNER RINGS 13
A simple observation: ifW is a base of the algebra retract R/J → S/I then replace
W by a larger subset of [n] if necessary, we have R ∼= SW and J = ϕ(I) = ϕ(IWS) ∼=
IW . Therefore R/J ∼= SW/IW , a monomial quotient ring. If I is squarefree then
clearly IW is also squarefree, hence like S/I, R/J is isomorphic to a Stanley-Reisner
ring. Therefore to prove Theorem 5.1, it is enough to confirm
Theorem 5.7. Every graded algebra retract of a Stanley-Reisner ring has a base.
Sketch of the proof: Let I be the ideal defining our Stanley-Reisner ring. Let
I = p1 ∩ · · · ∩ ps be the primary decomposition of I. From Lemma 5.3, each graded
retract of S/I induces a graded retract of polynomial rings R →֒ S. The first step is
to reduce to the case where each of the pi, i = 1, . . . , s, is a compatible ideal of the
induced algebra retract R → S. The second step is choosing a base for each of the
induced algebra retracts corresponding to pi, i = 1, . . . , s. If we choose these bases
carefully enough, then their union will be a base for the original retract of S/I.
Before going to the proof of 5.7, we prove a useful lemma, which was suggested
by the referee. We are not aware of any occurrence of this result in the literature.
Lemma 5.8. Let f : A→ B be a homomorphism of noetherian rings and I a radical
ideal of A. Let I = p1 ∩ · · · ∩ pr be the primary decomposition by associated prime
ideals of I. Assume that IB is a radical ideal of B. Then
IB = p1B ∩ · · · ∩ prB.
Proof. Let IB = q1∩· · · qr′ be the primary decomposition by associated prime ideals
of IB. Then
p1 ∩ · · · ∩ pr ⊆ IB ∩ A = f−1(q1) ∩ · · · ∩ f−1(qr′).
Therefore for each j ∈ {1, . . . , r′}, there exists 1 ≤ i ≤ r such that pi ⊆ f−1(qj). In
particular, we obtain the second inclusion in the following display
IB ⊆ p1B ∩ · · · ∩ prB ⊆ q1 ∩ · · · ∩ qr′ = IB.
This concludes the proof. 
Proof of Theorem 5.7. Let S = k[x1, . . . , xn] be a standard graded polynomial ring.
Let I be a squarefree monomial ideal of S. If n = 0 or I = 0, there is nothing to
do, so we assume that n ≥ 1 and I 6= 0. Note that I ⊆ n2 where n = (x1, . . . , xn).
Assume that A is a graded algebra retract of S/I. Since A is a quotient of S,
we can write A = R/J where R = k[y1, . . . , ym] is a standard graded polynomial
ring and J ⊆ (y1, . . . , ym)2. We call this the minimal presentation of A. Of course,
a minimal presentation of a standard graded k-algebra exists and is unique in the
sense that if R′/J ′ is another minimal presentation then there is an isomorphism
R ∼= R′ mapping J to J ′.
Obviously, the graded algebra retract R/J →֒ S/I → R/J induces a graded
retract of polynomial rings R →֒ S → R. Thus, we may assume that y1, . . . , ym ∈ S1.
From Lemma 5.3, J = ϕ(I) = I ∩R.
Let the irredundant primary decomposition of I be I = p1 ∩ · · · ∩ ps where pi are
linear ideals associated to I.
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Step 1. Since S/I is reduced, we also have J = ϕ(I) is a radical ideal of R. Using
Lemma 5.8 for the surjection ϕ : S → R and the ideal I, we obtain the equality
ϕ(I) = ϕ(p1) ∩ · · · ∩ ϕ(ps).
Moreover, for each i = 1, . . . , s there exists some j ∈ {1, . . . , s} such that pi ∩ R ⊇
ϕ(pj). The last claim follows from the fact that ϕ(p1) ∩ · · · ∩ ϕ(ps) = I ∩ R =
(p1 ∩ R) ∩ · · · ∩ (ps ∩ R) and pi ∩ R is a prime ideal for each 1 ≤ i ≤ s.
Step 2. We will use induction on s ≥ 0 to finish the proof of the theorem.
If s = 0 then I = 0, there is nothing to do. Assume that s ≥ 1. We will prove
the following claim.
Claim. It is possible to reduce the general case to the case ϕ(pi) = pi ∩ R for each
associated prime pi of I.
Of course pi ∩ R ⊆ ϕ(pi) for every i. So we assume that ϕ(pi) * pi ∩ R for some
i, say i = 1. By Step 1, there exists i 6= 1 such that ϕ(pi) ⊆ p1 ∩ R. In particular,
ϕ2(pi) = ϕ(pi) ⊆ ϕ(p1).
Consider the ideal I ′ =
⋂s
j=2 pj . Now we have
ϕ(I ′) ⊆
s⋂
j=2
ϕ(pj) =
s⋂
j=1
ϕ(pj) = ϕ(I) ⊆ ϕ(I ′).
The second equality holds since ϕ(pi) ⊆ ϕ(p1) while the last inclusion holds since
I ⊆ I ′. By the induction hypothesis on s, there is a base for the algebra retract
R/ϕ(I) = R/ϕ(I ′) → S/I ′. This base is also a base for θ. Hence we can make the
reduction in the claim.
Step 3. Consider the case ϕ(pi) = pi∩R for i = 1, . . . , s. From Lemma 5.9 below,
there exists a subset L = {xg1, . . . , xgp} of supp(I) such that:
(i) ϕ(xg1), . . . , ϕ(xgp) are linearly independent over k,
(ii) ϕ(pi) = (ϕ(xgj) : xgj ∈ pi), for i = 1, . . . , s.
In fact, we only use the case t = 1 of condition (ii) in Lemma 5.9. It is not hard to
verify that L is a base for θ.
Hence we finish the induction on s. This concludes the proof. 
It remains to establish the following lemma.
Lemma 5.9. Let R →֒ S = k[x1, . . . , xn] be a graded algebra retract of standard
graded polynomial rings over k, and ϕ : S → R a retraction map.
Let I be a squarefree monomial ideal of S with primary decomposition I = p1 ∩
· · · ∩ ps, where s ≥ 1. If ϕ(pi) = pi ∩ R for i = 1, . . . , s, then there exists a subset
L = {xg1, . . . , xgp} of supp(I) such that:
(i) The vectors ϕ(xg1), . . . , ϕ(xgp) are linearly independent over k,
(ii) ϕ(pi1...it) = (ϕ(xgj ) : xgj ∈ pi1...it), for every sequence i1, . . . , it with 1 ≤ i1 <
· · · < it ≤ s.
Here we denote pi1...it = (xj : xj ∈ pi1 ∩ · · · ∩ pit) for each increasing sequence
i1, . . . , it in {1, . . . , s}.
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Proof. Observe that from the hypothesis, for any sequence 1 ≤ i1 < · · · < it ≤ s, we
have
ϕ
(
t⋂
j=1
pij
)
=
t⋂
j=1
ϕ(pij ).
This is true because
ϕ
(
t⋂
j=1
pij
)
⊆
t⋂
j=1
ϕ(pij ) =
t⋂
j=1
(pij ∩R) =
(
t⋂
j=1
pij
)
∩ R ⊆ ϕ
(
t⋂
j=1
pij
)
.
We use reverse induction on t with 1 ≤ t ≤ s to show that there exists a subset Lt
of
⋃
1≤i1<···<it≤s
supp(pi1...it) such that:
(i) The vectors ϕ(xi) (where xi ∈ Lt) are linearly independent over k,
(ii) ϕ(pi1...ir) = (ϕ(xj) : xj ∈ Lt∩pi1...ir), for every sequence i1, . . . , ir with r ≥ t
and 1 ≤ i1 < · · · < ir ≤ s.
Note that after finishing this induction, we set L = L1 and get the conclusion of the
lemma.
Consider the starting case t = s. Since ϕ(pi) ⊆ pi for i = 1, . . . , s, we get
ϕ(pi1...ir) ⊆ pi1...ir for each sequence 1 ≤ i1 < · · · < ir ≤ s. In detail, this is because
ϕ(pi1...ir) ⊆ pi1 ∩ · · · ∩ pir ,
and ϕ(pi1...ir) is generated by linear forms.
Hence ϕ(p12···s) ⊆ p12···s. It is enough to choose Ls to be the subset of {xi : xi ∈
p12···s} such that the vectors {ϕ(xi) : xi ∈ Ls} is a k-basis for ϕ(p12···s) in degree 1.
Assume that the statement is true for t + 1, so we have a set Lt+1 with suitable
properties. For each increasing sequence of t elements i1, . . . , it, we denote Vi1...it =
Span(ϕ(xj) : xj ∈ pi1 ∩ · · · ∩ pit) ⊆ R1. Observe that
Vi1...it =
[
ϕ
(
t⋂
r=1
pir
)]
1
=
[
t⋂
r=1
ϕ(pir)
]
1
,
where for a Z-graded R-module M , [M ]1 denotes the k-vector space spanned by
elements of degree 1 of M .
Let Bi1...it be the set of variables in
pi1...it \
⋃
j /∈{i1,...,it}
pj .
Let Ci1...it be a minimal subset of Bi1...it such that Span(ϕ(xi) : xi ∈ Ci1...it) is a
complement vector space for ∑
{i1,...,it}({j1,...,jt+1}
Vj1,...,jt+1
in Vi1...it .
Let Lt = (∪i1,...,itCi1...it) ∪ Lt+1. It is easy to check that Lt satisfies all the stated
requirements. 
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In combination with Corollary 4.7, we can classify all Z-graded algebra retracts
of standard graded Stanley-Reisner rings.
Given two simplicial complexes ∆,∆′ on the vertex sets V and V ′, a morphism f
from ∆ to ∆′ is a map f : V → V ′ such that the image of a face of ∆ is a face of
∆′. We say ∆ and ∆′ are isomorphic simplicial complexes if there exist morphisms
f : ∆ → ∆′ and g : ∆′ → ∆ such that f : V → V ′ is a bijection with inverse
g : V ′ → V .
Corollary 5.10. Let ∆ be a simplicial complex on [n] and k[∆] the standard graded
Stanley-Reisner ring of ∆. Every Z-graded algebra retract of k[∆] is isomorphic as
Z-graded k-algebras to one of the rings k[∆W ], where W is a subset of [n].
Proof. This is clear from Theorem 5.7, namely ifW ⊆ supp(I∆) is a base of a graded
algebra retract R of S/I∆ then R ∼= k[∆W ]. 
Note that by [4, Main Theorem], for two subsets W1,W2 of [n], the Z-graded
k-algebras k[∆W1] and k[∆W2] are isomorphic if and only if ∆W1 and ∆W2 are iso-
morphic as simplicial complexes.
6. Monomial quotient rings
In this section, we study the graded algebra retracts of monomial quotients of
standard graded polynomial rings over k. We use the notations of Section 5. The
results in Section 5 and in this section support the following conjecture.
Conjecture 6.1. Let I be a monomial ideal in the standard graded polynomial ring
S = k[x1, . . . , xn], where I ⊆ (S+)2. Then every graded algebra retract of S/I has a
base.
Remark 6.2. If the conjecture were true, then every graded algebra retract of
a standard graded monomial quotient ring S/I is isomorphic to one of the rings
SW/IW where W is a subset of [n].
Remark 6.3. For Zn-graded algebra retracts R/J →֒ S/I where R is multigraded
polynomial subring of S, the conjecture is true. The detailed argument is left to the
reader.
We call a monomial ideal I 6= (1) an irreducible monomial ideal if I is generated by
powers of variables. In other words, I = (x
di1
i1
, . . . , x
dis
is
) where 1 ≤ i1 < · · · < is ≤ n
and all dij ≥ 1 (we allow the case where s = 0 and I = (0)). We will prove
Conjecture 6.1 in several situations, where I is either an irreducible monomial ideal
or a power of some linear ideal.
It is worth mentioning that every monomial ideal has a unique irredundant irre-
ducible decomposition. Indeed, it is enough to use the following observation: if a, b
are monomials of S with gcd(a, b) = 1 and J is a monomial ideal then
(ab) + J = ((a) + J) ∩ ((b) + J).
From this observation, it is clear that our use of the word “irreducible” coincides
with standard terminology. The reader may wish to consult [15, §1.3] for a precise
discussion of irreducible decompositions of monomial ideals.
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Now we prove the main result of this section.
Theorem 6.4. If I = (x
di1
i1
, . . . , x
dis
is
) (where 1 ≤ i1 < · · · < is ≤ n and all dij ≥ 2)
is an irreducible monomial ideal of S then Conjecture 6.1 holds for S and I.
Proof. Without loss of generality, we may assume that i1 = 1, . . . , is = s (and
d1, . . . , ds ≥ 2). Hence the irreducible monomial ideal I equals (xd11 , . . . , xdss ).
Let R/J →֒ S/I be a graded algebra retract with retraction map S/I → R/J ,
where R is a standard graded polynomial ring and R/J is in minimal presentation
form. Clearly we have an induced retract R →֒ S with retraction map ϕ : S → R. As
in Lemma 5.3, we know that J = ϕ(I) = I ∩ R. Let yi := ϕ(xi) where i = 1, . . . , n.
First we reduce the problem to the case s = n. Since xi ∈
√
I, we have yi ∈√
ϕ(I) ⊆ √I = (x1, . . . , xs) for i = 1, . . . , s. Let I ′ be the ideal (xd11 , . . . , xdss ) of
k[x1, . . . , xs].
Choose a complement k-basis yi1 , . . . , yip for Span(y1, . . . , ys) in R1, where s+1 ≤
i1 < · · · < ip ≤ n. Then we have
R/J = k[y1, . . . , ys]/ϕ(I
′)⊗k k[yi1 , . . . , yip].
Since ϕ(I) ⊆ I, we also have ϕ(I ′) ⊆ I ′. Hence k[y1, . . . , ys]/ϕ(I ′) is a Z-graded
algebra retract of k[x1, . . . , xs]/(x
d1
1 , . . . , x
ds
s ). A base for this retract is also a base
for the original algebra retract R/ϕ(I) → S/I. Hence we can reduce the problem
to the case s = n.
We proceed by induction on n. If n = 0, there is nothing to do. Consider the case
n ≥ 1.
Without loss of generality, we may assume that dn = . . . = dt+1 = d > dt ≥
· · · ≥ d1 (where t ≥ 0). We will show by contradiction that ϕ(xj) ∈ (x1, . . . , xt) for
j = 1, . . . , t. Assume that this is not the case. Then for some j ≤ t, t + 1 ≤ i ≤ n,
we have
ϕ(xj) = cxi +
∑
ℓ 6=i
bℓxℓ,
where c, bℓ ∈ k, c 6= 0. Since xdjj ∈ I, we get ϕ(xj)dj ∈ I. In particular, xdji ∈ I
(since I is a monomial ideal). This is a contradiction since dj < di = d.
Let I ′′ be the ideal of S ′′ = k[x1, . . . , xt] generated by the elements x
d1
1 , . . . , x
dt
t . Let
R′′ = k[y1, . . . , yt] be the symmetric algebra of the k-vector space Span(y1, . . . , yt) ⊆
S ′′1 . We have ϕ(I
′′) ⊆ I ′′, since from above ϕ(xj) ⊆ (x1, . . . , xt) for j = 1, . . . , t.
In particular, R′′/ϕ(I ′′) is a graded algebra retract of S ′′/I ′′. Hence by induction
hypothesis, this algebra retract possesses a base U = {i1, . . . , ig} ⊆ {1, . . . , t}, so
that
(i) yi1, . . . , yig are linearly independent over k;
(ii) ϕ(I ′′) = ϕ(I ′′US
′′).
We consider the following two cases.
Case 1. If either char k = 0 or char k = p > 0 and d is not a power of p, we prove
the next claim.
Claim. At least one of the following two situations occurs:
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(i) for each i = t + 1, . . . , n, there exist b1, . . . , bt ∈ k such that ϕ(xi) = xi +∑t
j=1 bjxj ,
(ii) for some i ∈ {t+ 1, . . . , n}, we have ϕ(xi) =
∑
j 6=i cjxj (where cj ∈ k).
Note that if the claim were proved, then we could finish the proof of the theorem.
Indeed, assume that (i) is true. We can choose W = {i1, . . . , ig, t+ 1, . . . , n}.
On the other hand, if (ii) is true, then for some t+1 ≤ i ≤ n, ϕ(xi) =
∑
j 6=i cjxj ∈
R, and hence ϕ(xi −
∑
j 6=i cjxj) = 0. This implies that R/J is a graded retract of
S/I+(xi−
∑
j 6=i cjxj). DenoteW = [n]\{i}. We note that the latter ring is SW/IW .
Indeed, we only need to observe that xdi ∈ I implies that (
∑
j 6=i cjxj)
d ∈ I, which in
turn implies that (
∑
j 6=i cjxj)
d ∈ IW . Hence S/I + (xi −
∑
j 6=i cjxj)
∼= SW/IW .
Now since R/J is a Z-graded retract of SW/IW , we can apply the induction
hypothesis and get the desired conclusion.
We are left with proving the claim. Assume that (ii) fails. There exists some
i ∈ [n] such that
ϕ(xi) = cxi +
∑
j 6=i
cjxj ,
where c, cj ∈ k, c 6= 0. First we prove by contradiction that cj = 0 for every
j ∈ {t + 1, . . . , n} \ {i}. Assume that this is not the case, so cj 6= 0 for some
j ∈ {t+ 1, . . . , n} \ {i}.
If char k = 0, since xdi ∈ I, we have d(cxi)d−1cjxj ∈ I. Hence xd−1i xj ∈ I, which is
a contradiction.
If char k = p > 0 and d is not a power of p, we may write d = hpr where r ≥ 0,
h ≥ 2 and h is not divisible by p. It is not hard to see that(
hpr
pr
)
≡ h 6= 0 (modulo p).
Hence since ϕ(xi)
d ∈ I, (
d
pr
)
(cxi)
pr(cjxj)
d−pr ∈ I,
so xi
prxj
d−pr ∈ I. This is a contradiction.
Thus we have ϕ(xi) = cxi +
∑t
j=1 cjxj . The right-hand side is in R, so apply ϕ
again we have
cxi +
t∑
j=1
cjxj = c(cxi +
t∑
j=1
cjxj) +
t∑
j=1
cjyj.
Since yj ∈ (x1, . . . , xt) for j = 1, . . . , t, we have cxi = c2xi. Hence c = 1, and thus
ϕ(xi) = xi +
∑t
j=1 cjxj . Therefore (i) holds and the claim is true.
Case 2. In this case, char k = p > 0, d = pr where r ≥ 1. Choose a set
V ⊆ {t+1, . . . , n} such that {yi : i ∈ U ∪ V } is a k-basis for R1. We will show that
W = U ∪ V satisfies two conditions of a base. The first is obvious from the choice
of U : {yi : i ∈ W} are linearly independent over k. For the second condition, let
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i ∈ {t+ 1, . . . , n} \W . Then
yi =
∑
j∈W
cjyj, where cj ∈ k for each j ∈ W.
This implies that ydi =
∑
j∈W c
d
jy
d
j ∈ I. Thus ϕ(I) = ϕ(IWS). The proof of the
theorem is now complete. 
The following result also supports Conjecture 6.1.
Proposition 6.5. If I = (xi1 , . . . , xit)
d where d ≥ 2, then Conjecture 6.1 is true.
Proof. Of course it is harmless to assume that i1 = 1, . . . , it = t. Similar to the
proof of Theorem 6.4, we can reduce to the case I = (x1, . . . , xn)
d.
Assume that R/J →֒ S/I is a Z-graded algebra retract with the retraction map
S/I → R/J , where R is a standard graded polynomial ring, R/J is in minimal
presentation form. Let R →֒ S be the induced algebra retract and ϕ : S → R the
retraction map.
Choose W ⊆ [n] such that {ϕ(xi) : i ∈ W} is a k-basis of R1. It is easy to see
that ϕ(I) = (ϕ(xi) : i ∈ W )d. This concludes the proof of the proposition. 
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