Nutzungsbedingungen
I Introduction
One of the aims of the European Union is to achieve greater social and economic cohesion between member states, and the EU has also committed considerable resources in recent years to the achievement of greater regional cohesion within member states.
The initial development of disadvantage indices in Europe and elsewhere coincided with a growing awareness that single indicator variables can provide only a partial picture of social disadvantage within the context of spatially-targeted interventions.
Over the past two decades, a number of multivariate indices have been developed with the aim of identifying localities where social need is particularly accentuated 1 .
Multi-faceted local development initiatives became prominent during the 1960s as a response to concerns about the spatial concentration of poverty in inner-city areas of the US and the UK. of disadvantage, producing scores that cannot be compared directly over time. The aim of this article is to present a theoretically-grounded, robust and innovative approach to the measurement of disadvantage that can overcome this obstacle and, as a result, provide a tool for evaluating area-based initiatives.
II

Conceptualising Social Disadvantage
The most widely-used definitions of disadvantage found in the social science literature emphasise differential access to resources, following Townsend's seminal work in
Poverty in the United Kingdom: "Individuals, families and groups can be said to be in poverty if they lack the resources to obtain the types of diet, participate in the activities and have the living conditions and amenities which are customary, or at least widely encouraged or approved in the societies to which they belong " (1979: 31) . Townsend's definition remains extremely influential and has been incorporated into successive
British government reports and independent research. Noble et al. (1999) , for example, suggest that deprivation "refers to unmet need, which is caused by a lack of resources of all kinds, not just financial" (p. 7).
In this article we will seek to extend this approach by adopting a broad definition of resource exclusion and by shifting our theoretical focus from the individual to the aggregate level. Whereas Townsend and other researchers have tended to conceptualise disadvantage as an individual attribute, we emphasise social resources such as labour market opportunities and demographic vitality as well as the impact of broader social structures and processes such as social stratification: "From a structural perspective individual characteristics such as education and income are determined by broader social factors that in turn provide the primary route for social policy interventions. … Area-based measures of deprivation, although mainly aggregates of individual characteristics, move towards reflecting structural elements related to area and community…" (Salmond and Crampton, 2002: 14-15) .
A number of consequences follow from this: firstly, the most deprived areas are not always those with the highest percentages of deprived individuals. Secondly, key concepts in individual-level analysis such as "multiple deprivation" and "at-risk groups"
become increasingly problematic as we move to the aggregate level. This is because the coincidence within a given area of high levels of unemployment and poor health, for example, does not imply that the same individuals are affected by both unemployment and poor health.
The meaning of certain indicators can also undergo transformation as we shift from the individual to the aggregate level. At the individual level, being 25 to 44 years of age does not even denote membership of a population that could be considered "at risk of deprivation". However, at the aggregate level, the relative size of this age cohort is a powerful indicator of a real, demonstrable form of social disadvantage, characterised by sustained emigration and the "demographic decline" that this provokes.
Taylor (1998) sustains that the construction of deprivation indices should be guided by the policy goals which they are intended to serve. As far as the present index is concerned, the main aim is to provide the Irish Government (which has supported the (Noble et al., 2000a (Noble et al., , 2000b (Noble et al., , 2001 (Noble et al., , 2003 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 (Shaw et al., 2001; Wright, 1985) .
Not only is low-skilled work associated with low wage levels and poor working conditions, communities in which a large proportion of the workforce are engaged in low-skilled jobs or small farming have profound structural weaknesses.
IV Indicator Selection
Most existing disadvantage indices rely on data from the Census of Population, although recent developments in Britain have established an important precedent in relation to the use of non-Census data (see, for example, Noble et al., 2000b) . This is superficially rather attractive, as data on benefits take-up, for example, are strongly linked with disadvantage and are available on a more timely basis than the Census.
However, the use of such data creates a number of rather intractable problems: where Disadvantage is the average number of persons per room, which reflects housing quality and overcrowding. . As the distribution of some of these variables is not perfectly normal, we have transformed certain indicators to improve their distributional properties (see Table 2 ). Table 1 Variable Names, Areas Affected and Dimensions it has been criticised on the grounds that it fails to take into account the pattern of covariances between indicator variables and domains (Folwell, 1995; Hayduk, 1987: 212-216). As we have argued, disadvantage is a multi-dimensional concept, and all additive approaches tend to apply an implicit weighting according to the number of indicators or domains falling within each dimension.
Insert here
The second approach to the weighting of indicator variables that one encounters relies on a specially-commissioned survey (Forrest and Gordon, 1995; Gordon, 1995 Robson et al. (1994a, b) , Jarman (1984) and Noble et al. (2000a Noble et al. ( , 2000b Noble et al. ( , 2001 Noble et al. ( , 2003 are comparable from one period of time to another, and from one country to another, as long as the model has the same structure (Meredith, 1993) .
VI Model Specification and Assessment
All of our statistical models will be estimated using Structural Equation Modelling
(SEM) software 9 . In statistical terms, Structural Equation Models (of which Confirmatory Factor Analysis models represent a special case) place constraints on the joint distribution of the observed variables by omitting paths or correlations from the saturated model and by imposing 'equality constraints' on parameters (Bentler, 1995) .
Because SEM models draw on theoretical knowledge to specify these constraints, they are empirically testable.
Model estimation is accomplished by using a 'fitting function' which indicates how closely the covariance matrix implied by the model conforms to the observed data. In mathematical terms, one can express this in terms of the null hypothesis Σ= Σ(θ), where Σ is the population covariance matrix of the observed variables, Σ(θ) is the covariance matrix implied by the model and θ is a vector containing the free parameters of the model. Bollen and Long (1993) All of the analyses presented in this article will rely on the Maximum Likelihood fitting function 11 and will be evaluated using a range of statistics and indices. Given the magnitude of our sample (well over 3,000 cases), the chi-square statistic is likely to have 'excessive' statistical power. The formula for chi-square shows that this statistic is dependent, in part, upon the sample size, which means that small discrepancies between the model and the observed data are 'magnified' in the context of large samples: "with very large samples we run into the opposite embarrassment, in that we may obtain highly significant χ 2 s and hence reject models in cases where the discrepancies between model and data, although presumably not due to chance, are not large enough to be of any practical concern" (Loehlin, 1992: 65; see also p. 71; Fan et al., 1999) .
Because of the high power of the chi-square test when large samples are used, a range of descriptive indices of model fit have been proposed. These indices enable researchers to evaluate models which may be satisfactory despite the presence of substantively trivial discrepancies (which are nevertheless sufficient to lead to model rejection when using large samples). Hu and Bentler (1999) review a range of indices, and on the basis of their discussion, we have decided to evaluate the goodness-of-fit of the models presented in this article using a decision rule which combines the Comparative Fit Index (CFI) (if this index falls below .95 we reject) with the Standardised Root Mean Square Residual (SRMR) (which should be equal to or less than .08). In the current case, we will use the 1996 Census of Population data to refine the hypothesised structural model, re-tested this using data from both 1991 and 2002. 
VII Model Assessment and Interpretation
The path diagrams shown in Figures 1, 2 
Insert here
The models depicted in Figures 1, 2 specifying correlations between the latent variables. This model is more complex than the preceding ones, as it incorporates a number of additional correlations and equality constraints. Firstly, the error variables associated with corresponding indicators are allowed to covary across all three time points, a standard practice when specifying longitudinal models. Secondly, all corresponding factor loadings are constrained to be equal across waves in order to ensure that the meaning of the latent variables remains constant. These constraints make the strong assumption that a single set of parameter estimates can provide an adequate representation of the pattern of relationships between the observed variables over this eleven-year period.
The combined model falls slightly below the Hu-Bentler decision rule based on the combination of the CFI and the SRMR (the CFI is .94, compared to a suggested cut-off value of .95, although the SRMR is satisfactory at 0.07). The size of this shortfall is nevertheless negligible and it is possible to meet the threshold value by including a small number of 'nuisance' factors which have very little impact on the estimated coefficients in the model. We will therefore proceed to estimate the factor scores using the combined model in its current form, using GLS Factor Score Estimation within EQS 6.1.
Whilst inspection of each of the three individual dimensions of disadvantage can shed light on the determinants of disadvantage in specific areas, the calculation of overall disadvantage scores remains of primary importance. It is therefore important to show how these can be derived from the component dimensions. Here it is necessary to return to our earlier methodological discussion, as the combination of dimension scores raises once again the question of dimensionality and bias. authors express their desire for a summary measure that could be compared over time (e.g. NESS, 2005: 65) . Due to changes in the administrative data used in these indices and the way in which they are estimated, such comparisons are effectively impossible.
IX
The Spatial Articulation of Social Disadvantage in Ireland, 1991 Ireland, -2002 In order to illustrate the spatial distribution of disadvantage, in this section we will present a series of thematic maps. Due to space constraints, we will not provide maps for each of the three underlying dimensions, but will confine our attention to the index 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The inserts for Dublin are equally striking, confirming the social polarisation of this city, which assumes the form of a marked North-South divide. These maps reveal the processes of repopulation and gentrification of the Inner City, with the result that the area within the two canals is now rather affluent. Large-scale private housing development in the City Centre, driven by the economic boom, has led to a significant influx of dual-earner couples and young families, a relatively income-rich and affluent population which has produced a significant change in social composition (Pratschke, 2004) . The transformation of the Inner City is all the more dramatic given the overall stability of the spatial pattern of relative affluence and disadvantage in Ireland. Two important consequences flow from this: firstly, given the stability of relative disadvantage scores over time, it is arguably not necessary to update these scores at regular intervals, as we are unlikely to detect significant changes over a period of less than ten years. Secondly, where substantial changes are detected, following for example an intense period of economic growth and redevelopment as in the case of Dublin, it is 
X Concluding Remarks
In this paper, we have applied Confirmatory Factor Analysis techniques to Census of Population data from the Republic of Ireland to construct an estimate of social disadvantage at local level. We emphasised the importance of building operational hypotheses upon an understanding of the characteristics of communities and the areas they live in, rather than automatically referring to an individual-level model which may not be appropriate. Indeed, one of the consequences of using spatial data from the Census of Population to estimate social disadvantage is that definitions and theories relating to individuals and households are no longer sufficient. By focusing on the attributes of areas, however, it is possible to provide a superior picture of how spatiallydifferentiated outcomes emerge and are reproduced over time. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 (Noble et al., 2000a (Noble et al., , 2000b (Noble et al., , 2001 (Noble et al., , 2003 , the Northern Ireland Index of Relative Deprivation (Robson et al., 1994a) and the 'People and Places' Index (Forrest and Gordon, 1995) . Indices for the Republic of Ireland have been proposed by Haase (1995) and SAHRU (1997) . Duncan and Aber (1997) use Census of Population data from the US to construct an index of neighbourhood conditions. Outside Europe there are several other examples of deprivation indices, including South Africa (McIntyre et al., 2000) , Australia (McLennan, 1998) and New Zealand (Salmond and Crampton, 2002) .
2
It is interesting in this context that Geographical Access to Services, the most "rural" domain, is described as being negatively correlated with the other domains. The Northern Ireland Multiple Deprivation Measure (Noble et al., 2005) seeks to address the issue of urban/rural bias within a similar set of domains. In relation to employment deprivation, for example, the authors conclude that " [t] here are no indicators which apply more specifically to urban areas than rural areas" (p. 12). This conclusion stands in marked contrast to the position set out in this article, as we will show in the following section. We believe that the correct measurement of Given that the average population of the census tracts in the Republic of Ireland is roughly 3,000, we feel that the presence of a Children's Home or Nursing Home is unlikely to exert an undue influence on this variable.
4
As the age profile directly affects rates of population change, it is important to consider whether it is possible to identify relatively affluent areas with elderly populations where population decline is directly attributable to the age profile rather than "demographic decline". If we take the example of relatively affluent "retirement villages", it will be clear that their elderly population profile does not necessarily lead to population decline, given the desirability of these areas: vacant properties will tend to be either re-let or sold. All model estimation and testing is carried out using Peter Bentler's programme EQS 6.1.
10
Another consideration that must be borne in mind when developing statistical models using spatial data is that the units of analysis are not independent, a fundamental assumption of linear models. Although this form of non-independence is likely to have an impact on standard errors and on global fit statistics (Cressie, 1993) , statisticians have indicated that it is unlikely to bias parameter estimates themselves. This suggests that linear models may be used to generate disadvantage scores, even in the context of spatial data, but that one should use alternative measures of model fit and exercise considerable caution when carrying out hypothesis tests.
11
The ML fitting function yields an (asymptotic) chi-square, χ 2 = (N-1)F min , where F min is the value of the discrepancy function at the point of best fit and N is the sample size (assuming multivariate normality and a 'reasonably large' sample size; Loehlin, 1992: 59) .
12
During the process of index construction, consideration was given to the question of whether the three dimensions should be completely standardised before calculating the overall scores. For example, it would be possible to divide each dimension by the mean standard deviation for that dimension for 1991, 1996 and 2002. However, as the three dimensions already have rather similar standard deviations, we decided that it was not necessary to apply any further transformations.
13
This can be achieved by specifying a longitudinal model with directed arrows (causal effects) between latent variables corresponding to successive timepoints. Each latent variable receives a causal input from the three dimensions of disadvantage at the previous wave. We then include a dummy variable identifying the areas targeted under the intervention, specifying this as an additional causal influence on the latent variables for the later wave, and allowing it to correlate with the latent variables for the previous wave. If we obtain a statistically significant coefficient for this effect, we can conclude that the intervention had an impact on the dimension concerned. This methodology will be explained in greater detail in a separate article due to space constraints.
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