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Abstract. Hedgerows are one of the few remaining natural landscape features within European
agricultural areas. To facilitate hedgerow monitoring, cost-effective and accurate mapping
of hedgerows across large spatial scales is required. Current methods used for automatic
hedgerow detection are overly complicated and generalize poorly to larger areas. We examine
the application of transfer learning using two neural networks (Mask R-CNN and DeepLab v3+)
for hedgerow mapping in south-eastern Germany using IKONOS imagery. We demonstrate
the potential of such networks for hedgerow monitoring by investigating performances
across varying input image bands, seasonal imagery, and image augmentation strategies. Both
networks successfully detected hedgerows across a large spatial scale (562 km2), with
DeepLab v3+ (75% F1-score) outperforming Mask R-CNN. Differences between band
combinations were minimal, implying hedgerow detection could be achieved using RGB
sensors. Results suggested that using all available training images across seasons is preferred and
should have the same model generalizing effects as data augmentation. Experiments
with varying data augmentations found augmentations effecting object geometries to greatly
increase performance for both networks while results using augmentations modifying pixel
spectral values showed concerning effects. Overall, our study finds that transfer learning in
neural networks offers a simplified approach that outperforms previously established
methods. © 2021 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JRS.15
.018501]
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1 Introduction
Given the increasing human population, growing pressure is being put on natural resources.
In particular, the demand for food, fiber, and energy products has led to extensive conversion
of natural habitats to agricultural land as well as an intensified use of existing agricultural land.
Thus agriculture has become one of the major drivers of land cover change and habitat loss
globally.1–5 The intensification of agriculture commonly results in the homogenization of agri-
cultural fields, which, while beneficial from a production standpoint, has led to the loss of
biodiversity and ecosystem services in agricultural areas.6–8
Hedgerows are linear landscape features comprised of shrubs and trees, traditionally estab-
lished along the edges of agricultural fields as a delineation of properties or natural fencing
systems.9 They are cosmopolitan landscape features, which can be found throughout
Europe.10 Although they account for only a small fraction of agricultural land use areas, they
provide numerous benefits within agricultural landscapes pertaining to biodiversity, hydrology,
as well as soil conditions.10–18
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Despite the positive benefits gained from hedgerows, their abundances have declined in
Europe, due mainly to the intensification of agriculture.13,14,18 In several European countries,
financial incentives have been introduced to encourage sustainable farming practices such as
hedgerow maintenance,14,15 whereas other countries have explicitly included hedgerow protec-
tion into their Good Agricultural and Environmental Conditions.19,20
Hedgerows have historically been mapped through either field surveys or manual digitization
of aerial imagery (S. Boell, Bayerisches Landesamt fuer Umwelt, LfU, pers. comment). In situ
mapping leads to very precise results as well as the retrieval of auxiliary characteristics of the
hedgerows (e.g., species composition and hedgerow height), but it is time-consuming and
costly.21 In the German state of Bavaria, hedgerows are often mapped by manually digitizing
hedgerow boundaries using aerial imagery. However, this too becomes time-consuming and
labor intensive when performed over large areas, leading to less frequent monitoring intervals,
and reducing the ability to monitor trends.11,22 Thus for regional monitoring of hedgerows, an
automated and cost-effective approach would be preferred.
To date, automated hedgerow mapping from aerial or satellite imagery has focused on random
forest or support vector machine methods using object-based image analysis (OBIA).20,22–26
OBIA allows for the incorporation of object features such as size, shape, or context with
regards to neighboring objects. Although increased inclusion of features have shown to improve
hedgerow detections,22,23,25,26 the lack of transferability of features across study sites limits
the capacity of OBIA approaches.11,22,25 Furthermore, manually designed features may be over-
specified, incomplete, and time-consuming in terms of design and validation.27 The use of
manually engineered features is thus one of the main drawbacks to an OBIA approach for
hedgerow mapping.11,22,25,27 To facilitate the ability of non-experts in feature engineering and
remote sensing to perform automated hedgerow mapping, the overhead of feature engineering
must be reduced.
Convolutional neural networks (CNN)28 are an alternative to OBIA, but have not yet been
applied to hedgerow detection. CNNs applied to satellite and aerial imagery have shown
improved results over other popular machine learning approaches.29–33 They are particularly
effective in classifying data with differing statistical distributions and complex decision boun-
daries without the use of manually engineered features.34 Instead, CNNs autonomously generate
the most relevant features for a given classification task through an iterative learning process.27
These learned features can be applied to numerous computer vision tasks, including the locali-
zation and semantic labeling of objects within an image.35 For the localization and labeling of
image objects, two approaches can be employed, namely, semantic segmentation and instance
segmentation.36 Fully convolutional network (FCN)37 is one possible approach to semantic
segmentation, whereas networks that generate object proposals, such as regional CNNs
(R-CNNs),38 are often used for instance segmentation.
CNNs do reduce the difficulties associated with feature engineering and selection. However,
the design, tuning of hyper-parameters, and proper training of CNN architectures require
a great deal of expert knowledge as well as large amounts of training data, thus constraining
their widespread application. In order to operationalize CNNs, the use of transfer learning
(pretrained) and open source networks offer significant benefits. At the time of writing,
DeepLab v3+ 39 (semantic segmentation) and Mask R-CNN35 (instance segmentation) are both
state-of-the-art with regards to their respective segmentation tasks and are openly available
through public repositories.
The use of pretrained networks for remote sensing data does place restrictions on the input
data, as pretrained networks are typically trained from large datasets of images containing three
bands, and subsequent training must match this. Thus only three remote sensing bands can be
utilized. Another limiting factor with regards to CNNs for remote sensing tasks is the often
limited size of remote sensing training data, which can lead to overfitting of the network. A
common technique used to offset small dataset sizes is the use of data augmentation. Here the
original images are modified (e.g., rotated and scaled) in order to increase the size of the dataset40
and avoid overfitting.41 However, appropriate data augmentation strategies vary between datasets
as well as prediction targets, as an inappropriate choice can result in negative effects on network
predictions.42,43
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Neither of the two networks examined here have been applied for the purpose of hedgerow
detection, although studies involving alternative FCN and R-CNN architectures for vegetation
classification have been carried out with success.29,30 Zhao et al.44 compared the performance of
an FCN known as U-Net45 and Mask R-CNN by performing tree canopy segmentation. Their
results showed that Mask R-CNN outperformed the FCN on all measures of precision, with the
downside being that Mask R-CNN required longer training time.
Although both networks have been shown to achieve near perfect accuracies on classifi-
cation datasets such as COCO, this high level of performance does not always carry over
when these networks are applied to novel datasets.44 One reason is related to the quality of
annotations used for network training, as annotation precision has been shown to influence
network performance.46 The creation of the COCO dataset included multiple quality checks to
ensure precise object annotations.47 However, monitoring agencies often will often lack the
resources to invest in precise dataset annotations, resulting in roughly annotated datasets from
which the network must learn (Fig. 11). Thus this research sets out to investigate the appli-
cability of two high-performance networks for remote sensing object detection using real
world datasets.
Given that OBIA approaches have been shown difficult to implement for non-experts
with poor performance across varying study areas, this work systematically evaluates
the potential of pretrained NNs to provide accurate and precise hedgerow detections in
a practical manner. This is achieved by comparatively evaluating the performances between
the state-of-the-art Mask R-CNN and DeepLab v3+ networks, as well as investigating the
optimal data inputs for fine-tuning the networks. Specifically, we investigate the following
aspects:
• the optimal three-band combination to be used with a pretrained network;
• the optimal seasonal imagery to utilize as input;
• the optimal data augmentation strategy for vegetation detection;
• assess and compare the performances between Mask R-CNN and DeepLab v3+ for hedge-
row detection.
Using the best practice guided by the above investigations, we produce a hedgerow map
across a large regional scale, demonstrating the scale at which neural networks are capable
of making hedgerow detections. We further demonstrate the applicability of IKONOS, or any
other 1-m resolution data, for regional hedgerow detection, as previous methods applied at this
scale relied on sub-1-m resolution imagery.
The deep learning methods applied here are novel within the domain of hedgerow mapping
and are relatively unexplored within the sphere of vegetation mapping from satellite imagery. As
such, the results of this work should act as a guide for those wishing to perform landscape feature
detection with pretrained NNs. Additionally, by applying and assessing well established NN
architectures, we gain insights into which architecture features are beneficial to the task of hedge-
row detection, thus providing some prior knowledge for future research that may aim to design
a custom network specifically for hedgerow detection.
2 Study Area
The study area is located in Freyung-Grafenau, an administrative district located within the
Eastern region of the federal state of Bavaria, Germany (Fig. 1). The district covers an area
of 984 km2, with a population of about 82,445, making it one of the most sparsely populated
regions within Bavaria.48 This is partly due to a large portion of the district overlapping with the
Bavarian Forest National Park. The district is bordered by the Czech Republic to the northeast
and Austria in the southeast.
Agricultural land-use covers a total of 30,263 hectares (ha), comprising 30.8% of the land-
use within the district. Of this, only 5542 ha are used for arable farming, with the main crops
being cereals such as spring barley, oats, as well as corn. The focus of agricultural land use is
rather on animal husbandry of cow, cattle, and sheep.48
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3 Data
3.1 Satellite Data
IKONOS data were utilized due to the long historic range of IKONOS data compared to other
alternative high-resolution datasets, making it an excellent candidate for the purpose of long-
term hedgerow monitoring.
Five scenes from the IKONOS sensor were utilized. Two images were acquired on May 14,
2008, whereas the other three were acquired on October 8, 10, 13, 2007. IKONOS acquires
panchromatic images with roughly 1-m resolution, as well as multispectral images in the blue
(445 to 516 nm), green (506 to 595 nm), red (632 to 698 nm), and near-infrared (NIR) (757 to
853 nm) spectra at roughly 4-m resolution.49 A pansharpening was performed using the Gram–
Schmidt algorithm50 in ArcMap (version 10.5.1, ESRI).
3.2 Field Data
Ground truth hedgerow polygons were obtained from the LfU. The dataset contained hedgerows
that were manually digitized based on aerial imagery after determining hedgerow coordinates
from field surveys carried out over the time period of 1984–2019. Given that some hedgerow
polygons had been digitized more than 20 years before the IKONOS images were taken, some
hedgerows had been lost or degraded. Thus manual inspection was carried out to ensure that
hedgerow polygons indeed outlined woody vegetation within the IKONOS scenes. LfU defined
hedgerows as naturally occurring linear structures comprised of a mixture of bush and tree spe-
cies, being a minimum of two years old. As such, not all linear woody vegetation structures in
images were labeled as hedgerows.
Given that the dataset spans over a period of 20 years, hedgerow polygons were digitized by
numerous employees of the LfU. Differences in digitization quality thus exist across the dataset.
As such, numerous areas have hedgerow objects whose boundaries were not digitized with high
precision, causing object edges to be left out (Fig. 11).
Fig. 1 Study area of Freyung-Grafenau as well as the CORINE land cover for the area. Top-right
shows the coverage of available training data as well as the IKONOS imagery available to for the
study.
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3.3 Data Preprocessing
3.3.1 IKONOS imagery
Full IKONOS scenes were split into image tiles of 320 × 320 pixels. Tiles that contained ground
truth polygons were used as training and validation inputs for the two NN, whereas tiles without
hedgerow ground truth polygons were discarded. The tiling of images is necessary as larger sized
images exhaust GPU memory resources.
Hedgerows appearing at the edges of image tiles lacked the contextual information that
would be available if the object was located within the center of a tile. In order to reduce this
effect, extracted image tiles had 64 pixels of overlap with neighboring image tiles.30,51 This
further served to increase the size of the training dataset.
3.3.2 Field data
Annotated images are required when training Mask R-CNN or DeepLab v3+ for the network to
learn, which pixels belong to the target class(es). Thus a binary mask was required for each
320 × 320 IKONOS image tile, where pixels with a value of 1 belonged to the hedgerow class,
and pixels with a value of 0 belonged to the background class. Hedgerow polygon shapes
were thus converted to mask images using ENVI (version 5.1, Exelis Visual Information
Systems).
In the case of DeepLab v3+, single annotation images containing multiple individual hedge-
rows could be used. However, as Mask R-CNN performs instance segmentation rather than
semantic segmentation, annotation images could only delineate a single individual hedgerow.
Thus in cases where multiple hedgerows appeared in a single-image tile, separate annotation
images were required for each hedgerow.
Due to the tiling of images, small portions of hedgerows were often cut off along image
edges. Small mask regions of <200 pixels were thus removed from mask images, as to provide
only properly shaped hedgerows for network training.44 Mask images void of hedgerows were
then removed, leading to a dataset containing a total of 684 tile images. The dataset was then split
into training and validation sets with a 75%/25% split, respectively, resulting in 513 training and
171 validation tiles (Fig. 12).
4 Methods
4.1 Mask R-CNN
Mask R-CNN is the most recent iteration of the R-CNN family.35,38,52–54 The network can be
broken into four main components: a CNN, which performs feature extraction; a feature pyramid
network (FPN);55 a region proposal network (RPN); and the network “heads” producing the final
network output.35 Numerous CNN architectures can be used within Mask R-CNN. Here we
chose to use the ResNet-10156 architecture as the authors of Mask R-CNN have found it to
outperform other alternatives.35
A CNN extracts features by convolving the image with learned convolutional filters.56 A set
of convolutional filters are thus known as a convolutional layer. Early CNN layers detect simple
features such as edges or color blobs. As the feature maps are passed deeper through the network,
filters combine lower features to form increasingly complex features.57 Pooling is typically per-
formed in order to encode translation invariant features while also reducing the resolution of
feature maps and thus computation time.28 Thus the final feature layers of a CNN contain
highly semantic features, but given the loss of resolution, these layers have a reduced capacity
to accurately localize objects within the original image. The FPN of Mask R-CNN attempts to
restore the spatial resolution of the final CNN layer by sequentially upsampling the feature
maps.55
Feature maps from the FPN are passed to the RPN subnetwork of Mask R-CNN. Here feature
maps are scanned using windows known as “anchors,” which slide across feature maps looking
for possible objects. A total of 15 different sized anchors are formed based on five scale and three
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aspect ratio hyperparameters. Larger sized anchors are applied to FPN layers with coarser res-
olutions while smaller anchors are applied to the fine-scale resolution FPN layers. This greatly
aids in the detection of objects across multiple scales as the scale of features are able to better
match the scale of the target object.35 Probability scores for two general classes of “background”
and “object” are calculated for each anchor, allowing anchors with low object probabilities to be
filtered out. The final sets of anchors are passed on to the network heads for classification into
more specific object classes.
Three network heads are used in Mask R-CNN. The first performs a regression on the bound-
ing box coordinates in order to improve the accuracy of the detected object’s bounding box size
and location. The second head performs a classification where the class with the highest prob-
ability becomes the object’s label. The final head produces a pixel-wise mask of the object within
the area of the predicted bounding box.35
4.2 DeepLab v3+
DeepLab v3+ is an FCN network that performs semantic segmentation using an encoder–
decoder structure.39 The encoder module of DeepLab v3+ uses a modified version of a
CNN known as Xception.58 Atrous convolution is used instead of performing the final pooling
operation in Xception. As atrous convolutions space out the convolutional filter such that the
filter window has an expanded field of view without increasing the filter dimensions,39 their use
preserves spatial detail in the feature maps and leads to less downsampling compared to Mask
R-CNN. Thereafter, a series of atrous convolutional layers with successively increased rates of
spacing are used to form an atrous spatial pyramid pooling (ASPP) layer. This allows for the
capture of object and contextual features at multiple spatial scales. Outputs from each of the
atrous convolutions of the ASPP are merged to form the final feature maps of the encoder mod-
ule. DeepLab v3+ uses rates of 6, 12, and 18 for the ASPP.39
Given the feature maps are 16 times smaller than the original image size, the decoder module
restores the feature maps to the original resolution. In order to enhance the spatial precision of
mask predictions, this upsampling is broken into multiple stages in order to restore the feature
maps to the original image dimensions.39 Feature scores for each pixel are then used to estimate
the probability of a given pixel belonging to each of the target classes.59
4.3 Hyperparameter Configurations
A single Geforce RTX 2080 Ti GPU with 11 GB of memory was used, leading to batch sizes
(number of images used per-training step) of six. When a network has been trained on all images
of the dataset once, it is known as an epoch. For each of the experiments (see Sec. 4.4), the
networks were trained for a total of 100 epochs using an initial learning rate of 0.001.
Learning rates used a “poly” learning rate policy.60 Thus after each training step the initial learn-
ing rate was multiplied by Eq. (1), where step refers to a single batch of images, and stepmax
refers to the total number of training steps:
EQ-TARGET;temp:intralink-;e001;116;242½1 − ðstep ÷ stepmaxÞ0.9: (1)
Due to the thin nature of hedgerows, images were dominated by background pixels. Such
class imbalances can bias the loss function, leading to poor classification results.61 In such cases,
an accuracy measure could achieve high-accuracy rates by labeling all pixels as background.
To avoid this, class specific losses were weighted in favor of the hedgerow class in order to
emphasize the correct labeling of this class. For DeepLab v3+, a weighting value of 350 was
chosen for hedgerows, whereas background was left at 1. Values above 350 were found
to cause problems with the training, resulting in loss values growing toward infinity. Class
imbalance was less of a problem for Mask R-CNN given that images are first segmented into
smaller regions (RoIs) where the target object is dominant. As such, no class weights were
applied for Mask R-CNN.
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The setting of appropriately sized anchors is important in accurate object detection within the
Mask R-CNN network, as these anchors perform the initial region proposals. Thus if anchors
sizes are set inappropriately the network will struggle to accurately locate objects.62 Anchor
aspect ratios where length was much greater than the width for both horizontal and vertical cases
were found to greatly improve performance. As hedgerows may also run diagonally across an
image, a square shaped aspect ratio was also used, resulting in aspect ratios of 0.2, 1.2, and 5.
Additionally, the “scale” parameter for the anchors needs to be adjusted so that the size of
anchors loosely resembles that of the ground truth boxes. The anchor scale parameters were
set to values of 30, 60, 100, 150, and 200. Using 150 and 200 resulted in elongated anchors
becoming larger than the image itself (Fig. 2) but was necessary in order to increase the size of
the square shaped anchor that was meant to capture long diagonal hedgerows running across
the image.
Pretrained network weights were used for both DeepLab v3+ and Mask R-CNN. The uti-
lization of pretrained weights is a practice known as transfer learning, which has been shown to
greatly improve results across various image analysis tasks.27,53,63 Networks first train on a large
secondary dataset in order to learn low-level features that are universally useful in object detec-
tion (e.g., edges and color blobs).57 The learned features are then subsequently fine-tuned using
the target dataset. Since low-level features are generally useful for most image analysis tasks,
these layers were frozen during fine-tuning while upper layers of the network were fine-tuned to
adjust to the target classification.64 Weights utilized as a starting point for both networks were
derived from pretraining on the public image dataset COCO.47 Given that objects in the COCO
dataset are often amid clutter, partially occluded, or residing in the background, networks trained
on this dataset place increased importance on learning context based features, leading to
increased performance in the detection of objects within natural contexts.47 This should thus
help with the detection of hedgerows as spectral information alone can lead to misdetections
with other vegetation, whereas contextual information, such as placement within agricultural,
fields is important.
Fig. 2 Range of anchors produced by the region proposal network. Each color represents
a different scale.
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4.4 Experimental Setup
4.4.1 Optimal three-band combination
The use of pretrained NN allows for a simplification of the training process, as such networks
have learned robust low-level features that can be transferred to numerous object detection
tasks.63 However, pretrained networks are predominantly trained on three band (RGB) images.
Thus fine-tuning using the target dataset must also be done using three band inputs. Although
pretrained networks have been fit to RGB data, previous works on hedgerow detection have
found the NIR band as one of the most significant features for classifiers trained to detect
hedgerows.20,22,23 Thus in order to investigate whether hedgerow detection can be achieved using
a more limited set of bands (e.g., RGB), we investigate whether the inclusion of the NIR band
provides improvements when fine-tuning Mask R-CNN and DeepLab v3+. As such, all four
possible band combinations for IKONOS were tested.
4.4.2 Optimal seasonal imagery input
The IKONOS images available for analysis were obtained from two different seasons, with half
of the dataset being from October, and the other half from May. A shift in the phenological phase
between the two time periods leads to different spectral signals between hedgerow objects. It was
thus investigated whether the use of data from different seasons influences network performance.
Three datasets were tested: one containing only October images, one containing only May
images, and one containing a mixture of the two. In order to control for the effect of training
dataset size, all three datasets were limited to a size of 247 images. Augmentations (see
Sec. 4.4.3) were applied to each dataset, leading to total dataset sizes of 5434 training images
for each of the datasets. Validation datasets were also standardized between the three seasons,
resulting in 87 validation images for each season.
4.4.3 Optimal data augmentation strategy
The consensus within the literature is that data augmentation leads to improved model
results.40,41,65,66 Augmentation allows for robust recognition of objects by exposing the network
to variations of object features.28 For example, by applying random noise to image pixel values,
the network learns to rely less on the typical spectral signatures and identifies objects based on
other defining features. This should allow the network to reduce false detections of spectrally
similar wooded vegetation (e.g., forest edges) by placing increased emphasis on other defining
features (e.g., contextual). Data augmentation strategies for remote sensing images typically
rely on simple geometric augmentations such as rotation or translation, with some researchers
applying spectral augmentations (e.g., adding noise).67,68 However, no work has quantitatively
examined the effects of these and other possible augmentations regarding the detection of
vegetation.
Ten data augmentation strategies were applied, and the resulting model performances were
measured in order to quantify the effects of each data augmentation type. Augmentations
that mimic typical variations in the target object as well as in satellite imagery were chosen.
Geometric augmentations such as scaling and rotation could naturally occur due to differences
in flight altitude and flight path heading, respectively. Spectral augmentations could be
caused by differing atmospheric effects, differences in illumination conditions, as well as
detector defects leading to darker images or image noise.69,70 All augmentations applied in
this study are summarized in Table 1, including the shorthand names used to refer to
each augmentation in this paper. Figure 3 shows an example of how an image changes
under each augmentation. Augmentations were applied using the Python package imgaug
(version 0.3.0).
Given that increases in dataset size lead to benefits in model performance, augmentations
were examined individually rather than in a stepwise additive fashion to avoid the confounding
effect of increasing dataset size. Thus each augmentation dataset contains 1026 images.
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In the case of rotated and scaled images, hedgerows at the edges of the image were sometimes
cropped out by these augmentations, leading to some images being void of hedgerow objects and
thus being discarded. The rotation 45 and scale datasets thus contained 989 and 946 images,
respectively.
Augmentations were also applied together, forming two final augmentation datasets.
One dataset contained only geometric augmentations (G), applying either one, two, or three
randomly selected (without replacement) geometric augmentations per image. The other
used both geometric and spectral augmentations (GS), applying one, two, or three randomly
selected geometric augmentations and either zero, one, or two randomly selected spectral
augmentations per image. For the final augmentation datasets, a larger range of possible
rotations was used than those mentioned in Table 1, as testing all rotation angles individually
was too time-consuming. Here rotations ranged from 40 deg to 320 deg with steps of 40 deg
in between. Final augmented datasets for G and GS contained 12,655 images and 12,499,
respectively. The difference in the size of the dataset was caused by the random application
of augmentations, leading to differences in the number of images containing hedgerow
objects.
Fig. 3 An unaugmented image (a) and the image with augmentations applied. Augmentations
involved (b) rotation, (c) scaling up and (d) down, (e) flipping the image, (f) adding noise, (g) apply-
ing Gaussian blur, (h) uniformly decreasing or increasing image pixels, and (i) applying log
contrast.
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4.5 Performance Metrics
Given that traditional remote sensing performance metrics (e.g., confusion matrix) can be biased
when large class imbalances exist,71 object detection tasks often utilize precision and recall mea-
sures, as well as the F1-score.44,72,73 Precision [Eq. (2)] and recall [Eq. (3)] are calculated based
on objects, and thus a threshold for the overlap between a ground truth mask and a predicted
mask is required to distinguish positive from negative detections. Here three thresholds were
employed; >70%, >50%, and >30% overlap. Thus if a predicted hedgerow mask overlapped
with the ground truth mask by more than the given threshold, it would be considered a true
positive (TP) detection. A false positive (FP) occurs when a predicted mask does not meet the
requirements of a TP. Finally, a false negative (FN) occurs when a ground truth mask does not
adequately overlap with any predicted masks. Here the >70% threshold is considered the most
important indicator of network performance. However, the inclusion of lower thresholds offered
an improved quantitative representation of the network performances:
EQ-TARGET;temp:intralink-;e002;116;167 recision ¼ TP∕ðTPþ FPÞ; (2)
EQ-TARGET;temp:intralink-;e003;116;124 ecall ¼ TP∕ðTPþ FNÞ: (3)
The F1-score [Eq. (4)] is calculated using the above precision and recall values:
EQ-TARGET;temp:intralink-;e004;116;101F1 − score ¼ 2  precision  recall
precisionþ recall : (4)
Table 1 Shorthand names used for each of the different augmentations used in this study.
Parameter settings as well as a description of how the image changes under each augmentation
are provided.
Name Parameter setting Description
Add Range: −80 to 80 Image pixel values are uniformly increased
or decreased by a value randomly selected
within the range parameter
Add per channel Range: −80 to 80 Image pixel values are uniformly increased
or decreased across each band. For each band,
a new value is randomly selected from within
the range parameter
Noise Range: −60 to 60 Image pixel values are uniformly increased
or decreased on a per-pixel basis. For each pixel,
a new value is randomly selected from within
the range parameter
Blur Sigma: 0.75 Gaussian blurring is applied to each pixel
with a sigma of 0.75
Contrast Gain: 0.6 to 1.4 Image contrast is increased uniformly by a value
randomly selected from within the range of
the gain parameter
Contrast per channel Gain: 0.6 to 1.4 Image contrast is increased on a per-channel basis.
For each channel, a new value is randomly selected
from within the range of the gain parameter
Flip None Images are either flipped along the horizontal
or vertical axis
Rotate 45 None Images are rotated by a degree of 45
Rotate 90 None Images are rotated by a degree of 90
Scale 20% Images are either scaled up to 120% of the original
image size or down to 80%
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Per-pixel accuracy was also used to measure performance. However, as background pixels
were not of interest and would lead to inflated rates of accuracy, per-pixel accuracy was calcu-
lated by looking at only areas where either the ground truth or predicted masks occurred:
EQ-TARGET;temp:intralink-;e005;116;699 er -pixel accuracy ¼ TPpixel∕ðTPpixel þ FPpixel þ FNpixelÞ; (5)
where TPpixel, FPpixel, and FNpixel refer to the above described measures with respect to pixels.
4.6 Python Implementation
All data preprocessing tasks, network training, and analysis of results were carried out using
Python (version 3.7.1). The code for DeepLab v3+ was written by Chen et al.39 and can be
found in an online repository provided by TensorFlow. In this study, the Matterport Inc. imple-
mentation of Mask R-CNN, which was released under a Massachusetts Institute of Technology
license was utilized. As TensorFlow currently does not support the reading of .tif image files,
all image tiles were converted to .png format.
5 Results
5.1 Optimal Three Band Combination
Different band combinations were tested in order to find the optimal three band combination for
fine-tuning the pretrained networks. Table 2 shows the results from each combination for
both NNs.
With Mask R-CNN, per-pixel accuracy and F1-score were highest using GRNIR images.
Differences in precision given a >70% TP threshold were minimal between the different band
combinations. RGB and GRNIR both achieved the highest precision, whereas recall rates were
highest in the GRNIR dataset. At the >50% threshold, BGNIR had the highest precision,
whereas the highest recall came from GRNIR. At the>30% threshold, RGB had both the highest
precision and recall.
With DeepLab v3+, hedgerow per-pixel accuracy was the highest using RGB bands, whereas
the highest F1-score was attained from the BGNIR combination. At the >70% threshold,
GRNIR had the highest precision score, whereas the highest recall was BGNIR. At the
>50% threshold, precision was highest for GRNIR, whereas recall was the highest for
Table 2 Results of four possible band combinations for IKONOS at three thresholds for TP over-
lap (70%, 50%, and 30%). Bands include red (R), green (G), blue (B), and near infrared (NIR).
Results for the Mask R-CNN network are denoted with (M), and DeepLab v3+ with (D). The highest






















RGB (M) 31.9 46.9 46.5 47.3 58.3 59.2 65.2 66.3
GR + NIR (M) 32.6 47.5 46.5 48.6 57.1 59.7 61.6 64.4
BR + NIR (M) 30.6 45.4 46.4 44.5 56.2 53.9 62.4 61.0
BG + NIR (M) 31.7 44.5 45.7 43.4 58.7 55.8 64.1 59.9
RGB (D) 30.5 58.3 60.1 56.7 69.6 65.6 78.0 73.5
GR + NIR(D) 30.3 60.1 60.7 59.5 71.5 70.1 76.3 75.1
BR + NIR(D) 29.4 59.5 60.5 58.6 70.4 68.2 79.9 77.3
BG + NIR (D) 30.2 60.6 57.6 63.9 64.2 71.2 68.6 76.1
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BGNIR. At the >30% threshold, precision was highest for BRNIR, whereas recall was highest
for BRNIR.
GRNIR was deemed as the optimal band combination given high F1-score, precision, recall,
and per-pixel accuracies at the>70% threshold between both networks. Thus all subsequent data
analyses were performed using only the GRNIR bands.
5.2 Optimal Seasonal Imagery Input
Results showed that the highest per-pixel accuracies, as well as F1-score, precision, and recall (at
>70% threshold) (Figs. 4, 13, 14, and 15) were achieved when using October images for both
training and prediction. Per-pixel accuracy, F1-score, precision, and recall all decreased when
using the mixed dataset at the prediction stage after training with images from October. Using
images from May at the prediction stage after using October for training resulted in the lowest
scores across all performance metrics.
Networks trained with the mixed dataset achieved the highest per-pixel accuracies, F1-score,
recall, and precision when using images from October in the prediction stage. Using the mixed
dataset in the prediction stage lowered performance across all metrics, whereas using May
images for predictions resulted in the lowest performance across all metrics.
For networks trained with only images from May, results were highest using May images
during the prediction stage. Using the mixed season images for predictions led to decreases in
performance metrics scores, whereas using October images for prediction resulted in the lowest
performance metrics scores.
5.3 Optimal Data Augmentation Strategy
5.3.1 Individual augmentations
Test results from all data augmentations for both Mask R-CNN and DeepLab v3+ are shown in
Fig. 5. Here the non-augmented dataset (“none”) is included as well for comparison.
With regards to Mask R-CNN, spectral augmentations all achieved improvements over none
in the per-pixel accuracy of hedgerow predictions, with the addition of noise achieving the high-
est accuracy. With respect to none, per-pixel accuracies decreased across three of the four geo-
metric augmentations (flip, rotate 45, and scale), with only rotate 90 leading to improvement.
F1-score, precision, and recall rates were only examined at the >70% threshold for object detec-
tion. F1-score improved with respect to none in all but one (“add”) of the spectral augmenta-
tions. All four geometric augmentations caused a decrease in the F1-score with respect to none.
Precision improved with respect to none using three of the spectral augmentations (contrast,
contrast per channel, and noise) and decreased using the two others (add and blur). Precision
rates from geometric augmentations increased with respect to none using both flip and rotate 45
Fig. 4 F1-scores for both DeepLab v3+ and Mask R-CNN using three different seasonal datasets
(May, October, and a mixture of the two) split into training and validation sets.
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and decreased using scale and rotate 90. Recall improved with respect to none across all spectral
augmentation datasets aside from add, which had the same recall rate as none. Recall rates
decreased using all geometric augmentation datasets when compared to none.
With regards to the DeepLab v3+ network, per-pixel accuracies all improved compared to
none aside from flip, with rotate 90, and contrast per channel having the highest per-pixel
accuracy. F1-scores all decreased when using spectral augmentations and increased in two
(rotate 45 and rotate 90) of the four geometric augmentations. Precision rates increased with
respect to none using two of the six spectral augmentations (blur and add per channel) as well
as with two of the four geometric augmentations (rotate 45 and rotate 90). Recall rates
increased with respect to none for only three of the tested augmentations: rotate 45, rotate 90,
and scale.
5.3.2 Grouped augmentations
Results from the fully augmented datasets are shown in Table 3. For Mask R-CNN, per-pixel
accuracy was higher using G. At the >70% detection threshold, F1-score, recall, and precision
were all higher using GS. At the >50% threshold, precision was higher using G, but recall was
higher using GS. At the >30% threshold this pattern continued, with a highest precision using G
but higher recall using GS. Looking at DeepLab v3+, all performance metrics were higher when
using G.
Table 3 Results of using the fully augmented datasets at three thresholds for true positive overlap


















None (M) 32.6 47.5 46.5 48.6 57.1 59.7 61.6 64.4
Geometric (M) 40.6 55.3 51.3 59.9 60.3 70.3 64.8 75.6
Geometric +
spectral (M)
39.5 58.6 53.6 64.6 60.1 72.4 63.1 76.1
None (D) 30.3 60.1 60.7 59.5 71.5 70.1 76.3 75.1
Geometric (D) 36.9 74.7 69.4 80.8 73.9 86.1 77.6 90.4
Geometric +
spectral (D)
36.4 73.5 68.1 79.9 70.9 83.1 73.8 86.5
Fig. 5 Per-pixel accuracy, F1-score, precision, and recall for all augmented datasets. F1-score,
precision, and recall are calculated using a >70% threshold to determine object detections.
Increases and decreases are highlighted with respect to none (original dataset without augmen-
tation). Spectral augmentations are labeled with (S), while geometrical augmentations are labeled
with (G).
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Figures 6 and 7 show images of some of the detections made by both Mask R-CNN and
DeepLab v3+, respectively. In both figures, the top row highlights how both augmentation data-
sets improved mask predictions compared to training without augmentation, the middle row
shows cases where the use of GS led to improvements over G, whereas the bottom row shows
cases of the opposite.
With respect to Mask R-CNN, the application of either augmented dataset (G or GS) visually
improved the quality of hedgerow masks. Hedgerow masks in areas of dense hedgerow occur-
rences were sometimes poorly masked without the added training gained from using augmented
images [Fig. 6(a)]. Additionally, more hedgerows were detected using the augmented datasets
[Figs. 6(b) and 6(c)], and the network was able to detect the full extent of longer hedgerows after
augmentation had been used [Fig. 6(c)]. In the middle row of Fig. 6 is shown how GS led to
increased detections of hedgerows, which were missed when using G. However, the increased
TP detections that came from using GS led to numerous FP detections, as seen in the bottom
row of Fig. 6. Forest edges that neighbored agricultural fields were more often misclassified as
hedgerows when using GS [Figs. 6(h) and 6(i)] as well as non-linear clusters of woody veg-
etation within agricultural fields [Fig. 6(h)].
With respect to DeepLab v3+, augmentations again improved the quality of hedgerow masks
when compared to the predictions made from the network trained on the unaugmented dataset
Fig. 6 Hedgerow predictions generated from Mask R-CNN using different augmentation strate-
gies. Network predictions using the unaugmented dataset are shown in white, whereas predictions
using geometric augmentations and geometric plus spectral augmentations are shown in green
and orange, respectively. Tiles are each 320 × 320 pixels in size.
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(Fig. 7, upper row). Hedgerow mask boundaries were generally more accurate when training
with the augmented datasets. Without augmentation, the separation of individual hedgerows was
problematic, as predictions often included pixels from the field in between hedgerows, especially
in areas of dense hedgerow occurrences [Figs. 7(b) and 7(c)]. However, in certain areas of dense
occurrences, the separation of individual hedgerows remains an issue even after using augmented
images [Fig. 7(c)]. The use of GS compared to G had some positive effects with regards to the
accuracy of hedgerow prediction boundaries. As can be seen in row two of Figs. 7(d) and 7(f),
there were cases where the boundaries of hedgerow masks are more precise when using GS
compared to those made using G. However, this was not the case in all image predictions,
as can be seen in the third row of Fig. 7. It illustrates how the use of spectral augmentations
can lead to problematic FP detections within forested areas, whereas the hedgerows that were
detected when using G are completely missed.
5.4 Comparison Between Mask R-CNN and DeepLab v3+
Based on the outputs of the final augmented datasets, a prediction map was produced from each
of the fine-tuned models. For Mask R-CNN, the network trained on GS was used, whereas for
DeepLab v3+ the network trained on G was used for the prediction map.
Fig. 7 Hedgerow predictions generated from DeepLab v3+ using different augmentation strate-
gies. Network predictions using the unaugmented dataset are shown in white, while predictions
using geometric augmentations and geometric plus spectral augmentations are shown in green
and orange, respectively. Tiles are each 320 × 320 pixels in size.
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From a quantitative standpoint, Mask R-CNN outperformed DeepLab v3+ on per-pixel accu-
racy, whereas DeepLab v3+ had higher F1-score, precision, and recall across all detection
thresholds (Table 3). Qualitatively, the predictions from Mask R-CNN performed better with
regards to the accuracy of mask boundaries, as the boundaries of mask predictions made by
DeepLab v3+ were overestimated in most cases (Fig. 8). In areas where only small gaps sep-
arated hedgerows, DeepLab v3+ failed to individually mask each hedgerow, instead adjacent
hedgerows were predicted by one singular mask [Figs. 8(b)]. Mask R-CNN struggled the most
with the identification of longer diagonal hedgerows, leading of only partial predictions, or
complete omission of some hedgerows [Fig. 8(a)]. Predictions made by DeepLab v3+ were
unaffected by angular orientation.
5.5 Final Predictions Map
Given that the DeepLab v3+ network trained using G produced the highest performance metric
scores, this network was used to make predictions across the entire area of satellite scenes
that were available for Freyung-Grafenau (Fig. 9). The network was able to make hedgerow
predictions across a large area and for image scenes that had not been included in the training
or validation dataset.
6 Discussion
6.1 Optimal Three Band Combination
The GRNIR band combination was found to be the optimal three band combination for detecting
hedgerows. Other researchers have also shown that green, red, and NIR bands are the most
correlated to vegetation parameters,74,75 and useful for quick human identification of vegetation
within a scene.76 However, GRNIR was neither optimal across all performance metrics or thresh-
olds of detection, and differences between different band combinations were relatively small.
As such, the choice of band combination seems to be of minimal concern.
Fig. 8 Map showing hedgerow detections at a landscape scale within the study area. Zoomed in
areas are of 320 × 320 pixel areas.
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Previous works on hedgerow detection have all utilized the NIR band20–26 and have dem-
onstrated its importance when distinguishing vegetation types. However, we show here that RGB
imagery performs at only slightly lower rates than band combinations that incorporated the NIR
band. This performance is partially due to the network having been pretrained using RGB
imagery but also suggests that NN are able to perform accurate classification using less spectral
information due to the network’s ability to extract morphological and contextual features. This
shows that simple RGB cameras are sufficient for hedgerow monitoring when applying pre-
trained NNs. RGB cameras have a long history of use in aerial photography as they produce
images which are easily interpretable at a relatively cheap cost.77 Given that monitoring agencies
often use RGB imagery for the manual digitization of hedgerows,78 these flight campaigns could
still be useful for hedgerow monitoring. Aerial imagery tends to be of higher spatial resolution79
than satellite imagery, which may be of greater benefit than the addition of the NIR band, as
research has shown that increased spatial resolution leads to improved results in CNNs.27,80
6.2 Optimal Seasonal Imagery Input
Images from October led to the best performance for hedgerow detection when dataset sizes were
held constant. This is likely due to the unique spectral characteristics captured during this season,
as hedgerows are typically composed of multiple bush and tree species, which vary in their
phenological patterns.81 Hedgerow images from the autumn season should thus contain more
heterogeneous spectral features, which should help differentiating between spectrally similar
Fig. 9 Map showing the distribution of hedgerow predictions across the entire study area.
Backdrop: Google™.
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classes of forests and fields, which are typically more homogeneous, being dominated by one or
a few species.82,83
Although images from October obtained the highest ratings across performance metrics,
using the mixed seasons’ dataset during training and October images for evaluation performed
only a few percentages worse than using the October dataset in both stages. This supports the use
of mixed images for network training, as predictions were not significantly harmed. Given that
the comparison made here controlled for the size of datasets, the increased size garnered from
using imagery from multiple seasons instead of a smaller single-season dataset should lead to
performance increases that outweigh the decreased performance of using mixed rather than
October images. This finding confirms the findings of others40,67 that using mixed datasets lead
to improved generalization when training neural networks.
The inclusion of imagery from varying phenological time periods can be conceptualized as a
type of data augmentation, in that the network should have improved generalization by learning a
variety of hedgerow spectral characteristics caused by different phenological stages, as well as
differences in reflection intensities due to differences in sunlight incidence angles across
seasons.84 Thus, multi-season datasets may lead to more robust network predictions and may
also improve predictions across gradients of elevation where phenological stages can differ over
spatial scales of a few kilometers.85,86 However, DeepLab v3+ was more sensitive to the use of
mixed training images than Mask R-CNN, implying that DeepLab v3+ is less robust to spectral
changes and augmentations than Mask R-CNN.
6.3 Optimal Data Augmentation Strategy
6.3.1 Effects of individual augmentations
When looking at geometric augmentations, both networks performed poorly when images were
augmented through random flips in the image (vertical or horizontal). This could be because the
flipping of hedgerows does not offer adequate variance to the dataset since hedgerow positions
are simply mirrored. This may lead to bias toward hedgerows of a certain orientation and spectral
features. Thus for the detection of relatively symmetrical objects the addition of flipped images
may not be as beneficial as other augmentations. The results of the remaining three geometric
augmentations (rotation of 45 deg, 90 deg, and scaling) were mostly dependent on the NN,
as Mask R-CNN showed lower rates of F1-score, recall, and per-pixel accuracies, whereas
DeepLab v3+ showed improvements when applying rotations. The use of rotations produces
a greater variety of hedgerow orientations, providing the network more opportunity to learn
a variety of orientation features. However, the negative effects seen in Mask R-CNN may stem
from the network continually learning the same spectral features, leading to spectral bias.
Overall, it seems that the spectral augmentations helped to increase the number of TP while
simultaneously reducing the number of FN in predictions made by Mask R-CNN. The addition
of image noise led to the greatest improvements. Previous research has found the addition of
noise to have negative effects on network performances.68 Here however, it seems that the oppo-
site is the case, as the addition of noise should force the network to learn to detect hedgerows
using non-spectral features (e.g., orientation and contextual). Other spectral augmentations
(add and blur) showed relatively unchanged F1-score, yet an increase in per-pixel accuracy.
This suggests that spectral augmentations lead to more accurate mask boundaries by forcing the
network to learn contextual and morphological features, rather than relying on spectral features,
which are often similar to surrounding fields and forests.
Although Mask R-CNN obtained improved results when applying spectral augmentations,
DeepLab v3+ performed poorly when trained with spectrally augmented images, as F1-scores
decreased in all cases. The largest decrease in F1-score came from the contrast and contrast per-
channel augmentations. Given that these two augmentations caused the largest changes to pixel
values implies that DeepLab v3+ is sensitive to large spectral changes during augmentation.
In cases where hedgerow predictions were TP, both networks produced more accurate mask
boundaries using spectrally augmented training images. This effect of increased boundary
accuracy when using spectral augmentations has been found by Stiller et al.,67 where the appli-
cation of a hue transformation increased the accuracy of urban building mask boundaries.
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However, the use of spectrally augmented images did introduce more FP detections, especially
when using DeepLab v3+. Ma et al.40 found the opposite effect, as DeepLab v3+ achieved
greater TP object detections when augmenting the spectral values of RGB images for goat detec-
tion. This conflicting result suggests that the application of spectral augmentations may be better
suited to detection tasks where spectral characteristics are less of a defining feature of the target
objects (e.g., buildings). This is sensible from a remote sensing perspective as spectral augmen-
tations may destroy the characteristic spectral profile that differing vegetative surfaces possess,
leading to misclassifications of hedgerow as forest.
6.3.2 Effects of applying multiple augmentations
The effect of applying all augmentations was investigated by training the networks on two differ-
ent datasets (G and GS). Overall, the increased size of these two datasets compared to the origi-
nal unaugmented dataset led to large increases in performances for both Mask R-CNN and
DeepLab v3+.
Using Mask R-CNN, our results show that the addition of spectral augmentations helped
make the network more generalizable, leading to the acceptance of more hedgerow pixels into
mask predictions, thus masking the full extent of hedgerows. However, given that recall rates
were similar at lower detection thresholds implies that the use of spectral augmentations did not
lead to a large increase in overall hedgerow detections, but rather that hedgerows detected only
partially by the network trained with G were masked more fully using GS. The higher precision
from GS decreased at the lower thresholds, leading to more precise predictions using G. This is
because while more hedgerows were detected using GS, false detections also increased. Given
the trade-off between recall and precision, the decision to incorporate spectral augmentations
into the training data depends on the desired outcome of predictions.
With respect to DeepLab v3+, experiments using G and GS reinforced the conclusions from
the individual augmentation experiments. The inclusion of spectral augmentations from GS led
to decreases in model performance compared to training with G. Although the performance
metrics show only a few percentages of difference between the two, visual inspection of pre-
dictions showed the problem of using spectral augmentations, as some large forested areas were
classified as hedgerows. Objects detected as FP from the other trained networks typically shared
some contextual or morphological characteristics with hedgerows. However, the addition of
spectral augmentations in DeepLab v3+ led to FP, which possessed few hedgerow character-
istics, as these predictions did not neighbor open fields and were devoid of linear shape.
This goes against the notion that spectral augmentations lead to improved learning of morpho-
logical features as suggested in past works.40,67 These types of predictions appear similar to
results obtained in the presence of adversarial examples. Adversarial examples typically involve
the addition of relatively imperceivable spectral alterations, such as noise, resulting in highly
inaccurate network predictions.87 As such, it is possible that the inclusion of spectral augmen-
tations into the training data caused DeepLab v3+ to produce these FP detections, which lacked
any semblance to hedgerows.
6.4 Overall Performances of Mask R-CNN and DeepLab v3+
FPs typically occurred with objects that resemble hedgerows or vegetated areas directly neigh-
boring fields [Fig. 6(g) and 6(i)]. Research has found that species compositions tend to be similar
between hedgerows and forest edge areas,82,88 which may lead to higher rates of misclassifica-
tions of forest edges as hedgerows. LfU defined hedgerows as linear structures comprised of a
mixture of bush and tree species, being a minimum of two years old. Thus, numerous linear
vegetation structures that appear similar to hedgerows from a satellite (e.g., tree lines and young
hedgerows) were often “misclassified” as hedgerows, leading to reduced precision rates.
However, such features would likely be just as difficult for a human observer to correctly label
given the same image, and thus the only way to improve such misclassifications would be
through field surveys or the addition of auxiliary data (e.g., LiDAR).
The per-pixel accuracy metric was partially affected by the ground truth polygons occasion-
ally being thinner than the hedgerow itself, leading to correct pixel classifications being penal-
ized, introducing a negative bias.
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This study found that DeepLab v3+ outperformed Mask R-CNN in F1-score, precision, and
recall measures. To date only one other study has performed instance/semantic segmentation for
vegetation objects.44 In their study, Zhao et al.44 compared Mask R-CNN to an FCN network
known as U-Net45 for detection of pomegranate trees. Their results achieved much higher rates of
precision and recall for Mask R-CNN than achieved in this paper. However, this was likely due to
the simplified detection task of Zhao et al.,44 as training and validation images were comprised of
the target trees against a bare soil background. In our study, hedgerow objects were typically
located within spectrally similar areas (e.g., pasture fields and forest edges), making the
separation of hedgerows from the background more difficult. Additionally, images used for
detecting hedgerows often contained instances of wooded vegetation, which the network could
potentially confuse as hedgerows. Zhao et al.44 found that Mask R-CNN outperformed U-Net on
both precision and recall, whereas we found DeepLab v3+ performed better than Mask R-CNN.
This is likely due to U-Net being an older FCN architecture, which lacks the use of atrous
convolutions. This suggests the importance of the use of atrous convolutions within NN archi-
tectures used for remote sensing image analysis, as they provide an increased receptive field
without downsampling the spatial resolution of the input.59
Zhao et al.44 also found the predicted masks of Mask R-CNN to be more accurate, as the
FCN mask predictions would span over multiple individual objects in areas where objects were
densely clustered. This same result was also found here in the case of hedgerows, as DeepLab v3+
also had troubles with separating object masks when individual objects were close together. This
is likely due to the use of the FPN in Mask R-CNN, which provides two main benefits. First, it
performs upsampling at a slower rate (rate of 2) compared to DeepLab v3+ (rate of 4). Slower up-
sampling rates have been found to lead to better mask outputs37 and allow for more residual
connections during upsampling steps. Second, it allows for fine-scale objects to be masked using
fine-scale feature maps. Thus objects are masked using more appropriately scaled feature layers,
which has been shown to benefit object classifications.89,90
An inability to separate hedgerows with individual masks can have negative effects on mon-
itoring programs, as the number of hedgerows would be underestimated. Additionally, the loss of
hedgerows in areas of dense occurrences may not be detected, as a mask containing multiple
hedgerows may only decrease in size. Given that hedgerow structural features, such as width,
influence mammal and avifaunal species abundance, and richness,12 the accurate delineation of
hedgerow masks would be important if used for certain environmental models and monitoring.
Mask R-CNN struggled to detect and fully mask long diagonal hedgerows. There appear to
be two main issues. The first is caused by the interaction between the RPN and FPN of Mask
R-CNN. Diagonal hedgerows require larger anchors to encapsulate them (Fig. 10). Given that
the RPN of Mask R-CNN classifies larger anchors using layers of the FPN characterized
by coarse spatial resolution, diagonal hedgerows are detected using coarse feature maps. Since
hedgerows are fine-scale objects, they require fine-scale spatial resolution feature maps to be
accurately classified and masked,89,90 such as those at the lower levels of the FPN. The second
issue with detecting long diagonal hedgerows is the large class imbalance within anchors of
diagonal hedgerows as much of the area is dominated by background pixels.
A solution to both issues would be the use of rotational anchors, allowing for anchor bounding
boxes with dimensions that share a relationship with the physical size of the object.72 Rotated
anchors would thus reduce RoI scales, in turn mapping objects to more appropriate layers within
the FPN, as well as reducing the amount of background pixels within the bounding box. Rotational
anchors could also improve hedgerow detections within areas of dense hedgerow occurrences, as
Mask R-CNN also struggled in such areas. This is because Mask R-CNN assumes an anchor
contains a singular instance of a target object.91 However, in cases of densely occurring objects,
anchors are unable to separate individual objects. This is most often the case when dealing with
diagonal hedgerows, as their large bounding boxes often contain neighboring objects (Fig. 10).
6.5 Comparison with Object-Based Studies
Overall, our results were superior to those of existing OBIA approaches for hedgerow detection
on either one21,23 or both22,25 of precision and recall. Our approach is more straightforward com-
pared to existing OBIA approaches, as they require the engineering and testing of many feature
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variables, whereas the neural networks required only the raw (and augmented) imagery and train-
ing labels. Given that past OBIA studies have come to different conclusions regarding the opti-
mal features for hedgerow classification, new applications of such methods would also require
testing of different feature variables. This also suggests that features selected for one study area
will generalize poorly across larger spatial scales. Past OBIA studies have utilized higher res-
olution imagery (0.5 to 0.7 m) than this current study (1 m). We thus show a variation from
previous works by demonstrating that coarser resolution imagery can be applied to hedgerow
monitoring tasks, thus extending the base of suitable remote sensing data and potentially
decreasing acquisition costs. Given that higher resolution has been shown to improve NN per-
formance,27,80 it is likely that our results would have outperformed OBIA by a greater margin
given higher image resolutions. Finally, past OBIA studies were performed on much smaller
areas (5 to 12 km2), whereas this study produced results across a 562 km2 area. These findings
show that pretrained NN offer improvement in the performance and practicality over OBIAwith
respect to hedgerow mapping, thus making them a useful tool for monitoring agencies.
7 Conclusions
This work successfully produced a hedgerow detection map across a large spatial scale using a
practical methodology. Previously established object-based detection methods require expert
knowledge of feature engineering and remote sensing which pose as barriers to the implemen-
tation of such an approach. Additionally, such methods are unsuitable for detections across large
regional scales given the reliance on complex rule sets and feature engineering. The pretrained
NNs investigated here offer a practical method for hedgerow detection by eliminating the need
for manual feature engineering and selection involved in OBIA. In addition to the practicality of
the method, results of pretrained NNs also outperformed those of OBIA approaches, supporting
the use of pretrained NN for large scale landscape mapping tasks. Although the use of custom
designed NN trained from scratch may provide better results, such approaches come at the
expense of much greater efforts and lower accessibility due to the technical requirements.
Overall, both pretrained DeepLab v3+ and Mask R-CNN networks were capable of hedgerow
mapping across a large spatial scale (562 km2), thus demonstrating the spatial scale at which
neural networks are capable of making hedgerow detections. Both networks were trained using
minimal input, as only the ground truth annotations and matching satellite images were used.
Mask R-CNN was able to produce mask predictions with more accurate object mask boundaries
(40.6%) than DeepLab v3+ (36.9%), likely due to the inclusion of the FPN. However, DeepLab v3+
greatly outperformed Mask R-CNN in F1-score (74.7%), precision (69.4%), and recall (80.8%).
Atrous convolutions used in DeepLab v3+ are seemingly important architectural features
for NNs designed for remote sensing tasks as they eliminate downsampling steps while
Fig. 10 Anchor bounding box without (red) and with (yellow) rotation for a single hedgerow.
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simultaneously increasing the receptive field of the network. The main limitation with Mask
R-CNN was the poor detection of long diagonally oriented hedgerows. We postulate this is due
to the current rigid anchor implementation. Thus any future network designs incorporating
anchors to detect hedgerows, or other objects which are characterized by uneven aspect ratios,
should incorporate anchors with trainable rotation parameters.
Testing different three band combinations found that GRNIR was the optimal choice for
hedgerow detection. Given that other band combinations performed similarly well, the choice
of band combination does not play as large a role. This finding goes against previous research
where the NIR band has been found to be a highly significant feature for hedgerow detection.
As such, the need for expensive multi-spectral imagery could be replaced with RGB cameras,
allowing for a more affordable approach. Datasets using images from mixed seasons should be
preferred over a single-season dataset as this both increases the dataset size and should increase
model generalizability, as inclusion of differing seasonal imagery acts as a form of data
augmentation by exposing the network to seasonal variability of spectral features for the target
class. Mask R-CNN was found to be more robust than DeepLab v3+ regarding the inclusion of
multi-seasonal imagery, as well as toward all other forms of spectral augmentations applied.
Thus, spectral augmentations should be applied with caution as the efficacy appears to be
network dependent, whereas geometric augmentations can be applied regardless of network.
Although this work focuses only on hedgerows, our results regarding data augmentation tech-
niques should be transferable to other vegetation landscape features.
Pretrained networks offer practical solutions to remote sensing tasks. Currently, pretrained
weights for networks trained on large image datasets such as COCO are readily available online,
but there are few open source weights from networks trained on large remote sensing datasets.
Open access to such weights would be beneficial to the conservation community and further
facilitate and improve the use of pretrained NN for remote sensing in cases where the target
dataset size is limited.
8 Appendix A
Appendix A contains supplementary Figs. 11–15 to the text.
Fig. 11 Single 320 × 320 m image tile showing an example of some roughly digitized hedgerow
annotations (red) created and provided by the Bavarian Landesamt fuer Umwelt.
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Fig. 12 Distribution of both training and validation image tiles across the study area.
Fig. 13 Per-pixel accuracy scores for both DeepLab and Mask R-CNN using three different sea-
sonal datasets (May, October, and a mixture of the two) split into training and validation sets.
Fig. 14 Recall scores for both DeepLab and Mask R-CNN using three different seasonal datasets
(May, October, and a mixture of the two) split into training and validation sets.
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