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Abstract
We consider the problem of computing the measure of a regular set of infi-
nite binary trees. While the general case remains unsolved, we show that
the measure of a language can be computed when the set is given in one
of the following three formalisms: a first-order formula with no descendant
relation; a Boolean combination of conjunctive queries (with descendant rela-
tion); or by a non-deterministic safety tree automaton. Additionally, in the
first two cases the measure of the set is always rational, while in the third
it is an algebraic number. Moreover, we provide an example of a first-order
formula that uses descendant relation and defines a language of infinite trees
having an irrational (but algebraic) measure.
Keywords: infinite trees, uniform measure, random tree, first-order logic
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1. Introduction
The problem of computing a measure of a set can be seen as one of the
fundamental problems considered in the study of probabilistic systems. This
problem has been studied mostly implicitly, as it is often one of the interme-
diary steps in solving stochastic games, cf. [1], in answering queries in prob-
abilistic databases, cf. [2], or in model checking for stochastic branching
processes, cf. [3].
1Both authors were supported by Poland’s National Science Centre grant
no. 2016/21/D/ST6/00491.
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To us, this problem naturally arises in the study of stochastic games.
Many of the games considered in the literature can be seen as instances
of the stochastic version of Gale-Stewart games [4]. Such games use winning
conditions expressed as sets of winning plays, i.e. a set of (in)finite words rep-
resenting winning plays. Hence, computing the value of a stochastic game
involves computing the measure of the winning set with respect to the prob-
abilistic space generated by the stochastic elements of the game.
Mio [5] introduced branching games, i.e. stochastic games for which the
plays are represented as (in)finite trees, rather than words. Then, the ques-
tions concerning whether a set of trees has a well-defined measure [6], and
whether that measure can be computed [7] have been raised and partially
answered.
Related work. The problem of computing the measure of an arbitrary regular
set of trees has been already, explicitly or implicitly, studied. Gogacz et
al. [6] prove that regular sets of trees are universally measurable. In the
case of infinite trees, Chen et al. [3] show that the measure of a set accepted
by deterministic automaton is computable; Michalewski and Mio [7] extend
the class of sets with computable measure to the class of sets defined by
the so-called game automata. In the case of finite trees, Amarilli et al. [8]
show that with measures defined by fragments of the probabilistic XML,
i.e. where the support of the measure consists of the trees of bounded depth,
the measure is computable for arbitrary regular sets of trees. In the case
of regular languages of infinite words, Staiger [9] shows that the measure
of every regular language of words is computable. Note that, in all the above
results, the inherent deterministic nature of the involved automata plays
an important role.
The problem of computing the measure of a set of infinite trees has also
been, implicitly, considered in probability games. The problem is a spe-
cial case of computing the value of a stochastic game when the strategies
of players are already chosen. In the case of infinite trees, Przyby lko and
Skrzypczak [10] consider branching games with regular wining sets. In the
case of words, for the survey of probabilistic ω-regular games on graphs see
e.g. Chatterjee and Henzinger [1].
The problem under consideration can be also seen as the problem of query
evaluation in the probabilistic databases setting. For instance Amarilli et al. [11]
enquire into the evaluation problem of conjunctive queries over probabilistic
graphs. For an introduction to probabilistic databases see e.g. [2].
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Our contribution. We provide algorithms that compute the measure of tree
sets belonging to some restricted classes of regular languages. We show that,
in the case of first-order (FO) formulae using unary predicates and child rela-
tion, the uniform measure can be computed in three-fold exponential space.
We also show that in the case of Boolean combinations of conjunctive queries
(BCCQ) using unary predicates, child relation, and descendant relation, the
measure can be computed in exponential space. Additionally, we provide an
algorithm for computing the measure of a language given by a non-determin-
istic safety tree automaton. As the class of languages recognisable by these
automata coincides with the class of topologically closed regular languages
(see Proposition 6.2), this result provides a method for languages at the ba-
sic level of topological complexity of regular tree languages. The algorithm
translates the structure of a given automaton A into an exponentially bigger
first-order formula over the field of reals (R). Thus, decision problems about
the measure of LpAq can be solved in doubly exponential space.
We additionally provide an example of a first-order formula over a two
letter alphabet for which the defined set of trees has an irrational uniform
measure. An example of a regular language with an irrational uniform mea-
sure was already presented in [7], however that language is not first-order
definable.
This paper is an extended journal version of [12]. Parts of the material
presented here have been included in the PhD thesis of the first author [13].
Organization of rest of the paper. In Section 2 we define basic notions used
in this article. In Section 3 we showcase some basic properties of the uniform
measure on selected examples. The computability of the measure of the reg-
ular languages defined by first-order formulae is discussed in Section 4. The
computability of the measure of the regular languages defined by conjunctive
queries is discussed in Section 5. In Section 6 we discuss the case of safety
automata. Finally, in Section 7 we provide some computational complexity
bounds. In the last section, we summarise the obtained results and propose
some directions of future research.
Acknowledgements. The authors would like to express their gratitude to
Damian Niwin´ski for a number of insightful comments on the topic. Also, the
authors thank the anonymous referees for their careful reviews and helpful
suggestions.
3
2. Preliminaries
In this section we present crucial definitions used throughout this work.
We assume basic knowledge of logic, automata, and measure. For introduc-
tion to logic and automata see [14], for introduction to topology and measure
see [15].
Words and trees. By N we denote the set of natural numbers, i.e. the set
t0, 1, 2, . . . u which, when treated as an ordinal is also denoted by ω. An al-
phabet Γ is any non-empty finite set. A word is a partial function w : Ná Γ
such that the domain Dompwq of w is ď-closed. By |w| we denote the length
of the word w, i.e. the size of its domain. By ε we denote the empty word,
i.e. the unique word of length 0. If the domain of a word w is finite, then
the word is called finite; otherwise, it is called infinite. Let n P N and
’P tă,ď,“u, then the set of all words over an alphabet Γ of length l such
that l ’ n is denoted Γ’n, e.g. t0, 1uď5 is the set of all binary words of length
at most 5. Following the usual convention, the set of all finite words over
an alphabet Γ, i.e. the set Γăω, is denoted Γ˚ and the set of all infinite words
over Γ, i.e. the set Γ“ω, is denoted Γω.
A word w is called a prefix of a word v, denoted w Ď v, if Dompwq Ď
Dompvq and for every i P Dompwq we have that wpiq “ vpiq. By w ¨ v,
or simply wv, we denote the concatenation of the words w and v.
A tree is any partial function t : tL, Ru˚ á Γ, where the domain Domptq
is a non-empty prefix-closed set. The elements of the set tL, Ru are called
directions (left and right, respectively) and the elements of the set tL, Ru˚ are
called positions.
For a given tree t, the elements of the set Domptq are called nodes of t,
or nodes for short. Any tree t is either finite, if its domain Domptq is finite,
or infinite. A tree t is called a full tree of height k if Domptq “ tL, Ruďk. A tree
t is called a full tree if Domptq “ tL, Ru˚.
Let Γ be an alphabet. The set of all trees over the alphabet Γ is denoted
by TΓ; the set of all finite trees by T
ăω
Γ ; the set of all full trees of height k
by T kΓ ; the set of all full trees by T
ω
Γ . A tree t1 is called a prefix of a tree t2,
denoted t1 Ď t2, if Dompt1q Ď Dompt2q and for every u P Dompt1q we have
that t1puq “ t2puq. For a tree t and a node u P Domptq, by t.u we denote the
unique tree such that for every position v P tL, Ru˚ the following holds.
t.upvq
def
“ tpuvq (1)
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The tree t.u is called the sub-tree of t in the node u. For a tree t and
a position u, by Bt,u we denote the set of all full trees in which t is a prefix
of the sub-tree in the node u, i.e.
Bt,u
def
“ tt1 P T ωΓ | tĎt
1.uu, (2)
with Bt
def
“ Bt,ε.
Logic. A tree t over an alphabet Γ can be seen as a relational structure
xDomptq, ε, sL, sR, s,Ĺ, pa
tqaPΓy, where
• Domptq is the domain of t;
• ε is the root constant;
• sL, sR Ď Domptq ˆDomptq are the left child relation (u sL u ¨ L) and the
right child relation (u sR u ¨ R), respectively;
• s is the child relation sL Y sR;
• Ĺ is the ancestor relation, i.e. the transitive closure of the relation s;
• at Ď Domptq is a subset of Domptq, for a P Γ, and the family of sets
patqaPΓ is a partition of Domptq.
The partition patqaPΓ induces the tree t in the natural way: tpuq “ a if and
only if u P at.
The distance between two positions is the function d : tL, Ru˚ˆtL, Ru˚ Ñ N
defined as dpu, vq “ |u| ` |v| ´ 2|x|, where x is the longest common prefix
of u and v. Equivalently, the distance between two different positions is the
length of the shortest undirected path connecting the two nodes in the graph
xtL, Ru˚, sLYsRy.
Regular languages. Formulae of monadic second-order logic (MSO) can quan-
tify over nodes in trees Dx, @x and over sets of nodes DX , @X . A first-order
(FO) formula is an MSO formula that does not quantify over the sets of nodes.
A sentence is a formula with no free variables.
We say that an MSO formula ϕ is over a signature Σ if ϕ is a well-formed
formula built from the symbols in Σ together with the quantifiers and logical
connectives. Let Γ be an alphabet, in this paper, we consider only formulae
over the signatures Σ such that Σ Ď tε, sL, sR, s,Ĺu Y Γ.
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Let ϕ be a first-order formula. We write t, v |ù ϕpx1, . . . , xkq, if the
tree t, as a relational structure, with the valuation v P Domptqk satisfies
the formula ϕpx1, . . . , xkq. If ϕ is a sentence, we simply write t |ù ϕ. We
say that a formula ϕpx1, . . . , xkq is satisfiable if there is a tree t and a tuple
v P Domptqk such that t, v |ù ϕpx1, . . . , xkq.
Let Γ be an alphabet, the set defined by an MSO sentence ϕ, denoted
Lpϕq, is the set of all full trees over the alphabet Γ that satisfy ϕ, i.e. Lpϕq
def
“
tt P T ωΓ | t |ù ϕu. Such a set of trees is called regular. This definition
of regular languages of trees is equivalent to the automata based definition,
cf. e.g. [14].
Topology and measure. Recall that the set of all full trees over an alphabet Γ,
denoted T ωΓ , is the set of all functions t : tL, Ru
˚ Ñ Γ. This set can naturally
be enhanced with a topology in such a way that it becomes a homeomorphic
copy of the Cantor set, see Gogacz et al. [6] for more detailed definitions.
Note that the family of the sets of the form
tt : tL, Ru˚ Ñ Γ | τ Ď tu, (3)
where τ P T ăωΓ is a full tree of some finite height, constitutes a base of that
topology. A set from the basis is called a base set. Notice that the above set
equals Bτ , see (2).
A set is open if it is a union, possibly empty, of some base sets; closed
if it is the complement of an open set; clopen if it is both open and closed.
Note that our chosen basis consists of clopen sets. Additionally, the family
of clopen sets is closed under finite Boolean combinations.
The uniform measure µ˚ defined on the set of full trees T ωΓ is the unique
complete probability Borel measure such that for every finite tree τ P T ăωΓ we
have that µ˚pBτ q “ |Γ|
´|Dompτq|. In other words, this measure is such that for
every node u P tL, Ru˚ and label a P Γ, the probability that in a random tree t
the node u is labelled with the letter a is 1
|Γ|
, i.e. µ˚ptt P T ωΓ | tpuq “ auq “
1
|Γ|
.
Notice that for any two distinct positions u, v and two letters a, b the events
Su,a “ tt P T
ω
Γ | tpuq “ au and Sv,b “ tt P T
ω
Γ | tpvq “ bu are independent,
i.e.
µ˚pSu,a X Sv,bq “ µ
˚pSu,aq ¨ µ
˚pSv,bq. (4)
As the following theorem implies, every regular set of trees L has a well-de-
fined uniform measure µ˚pLq.
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Theorem 2.1 ([6]). Every regular language L of infinite trees is universally
measurable, i.e. for every complete Borel measure µ on the set of trees, we
know that L is µ-measurable.
Hence, the following problem is well-defined.
Problem 2.2 (The µ˚pMSOq problem). Is there an algorithm that given
an MSO formula ϕ computes µ˚
`
Lpϕq
˘
?
With the µ˚pMSOq problem we associate the following decision problem.
Problem 2.3 (The positive µ˚pMSOq problem). Given an MSO formula ϕ,
decide whether µ˚
`
Lpϕq
˘
ą 0.
If C is a class of regular languages of infinite trees, then by the (positive)
µ˚pCq problem, we understand the above where possible input languages are
restricted to the class C. If we restrict the class C to formulae over the
signature Σ we denote it by CpΣq.
The problem, in this form, was stated by Michalewski and Mio [7]. It is open
in the general case, but some partial results have been obtained, see the para-
graph Related work for details.
3. Simple examples
To better understand the properties of the uniform measures let us con-
sider some simple sets of infinite trees. The presented examples not only give
an insight into the behaviour of the uniform measures, but also will be used
in the proofs in the following sections.
We start with a simple lemma concerning the existence of sub-trees.
Lemma 3.1. Let t be a tree over the alphabet Γ and u P tL, Ru˚ be a position.
1. If t is finite and L “ Bt,u “ tt
1 P T ωΓ | tĎt
1.uu then µ˚pLq “ Γ´|Domptq|.
2. If t is finite and L “ tt1 P T ωΓ | Dv.pu Ĺ vq ^ pt Ď t
1.vqu then µ˚pLq “ 1.
3. If t is infinite and L “ Bt,u “ tt
1 P T ωΓ | tĎt
1.uu then µ˚pLq “ 0.
Proof. The proof of Item 1 is straightforward. To prove Item 2, let Li be the
set Li
def
“ Bt,uLiR “ tt
1 P T ωΓ | tĎt
1.puLiRqu. Then, for every j ě 0 we have
that Lj Ď L and, in consequence, L Ď
Ş
jě0Lj . Hence, for every j ě 0
we have that
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1´ µ˚pLq “ µ˚pLq ď µ˚p
č
jąiě0
Liq “
`
1´ |Γ|´|Domptq|
˘j
,
where the last inequality follows from the fact that the nodes uLlR and uLkR
are incomparable for k ‰ l, thus Li are independent and
µ˚p
č
jąiě0
Liq “
ź
0ďiăj
µ˚pLiq “
ź
0ďiăj
p1´ |Γ|´|Domptq|q “
`
1´ |Γ|´|Domptq|
˘j
.
Taking the limit, we conclude Item 2.
To prove Item 3, let ti be a sequence of finite trees such that for every i ě 0
we have that ti Ď ti`1 Ď t and |Domptiq| ă |Dompti`1q|. Since the sequence
of sets Bti,u is decreasing and its limit contains the set Bt,u, i.e. Bti,u Ě
Bti`1,u Ě Bt,u, we have that µ
˚pBt,uq ď lim
iÑ`8
µ˚pBti,uq “ lim
iÑ`8
|Γ|´|Domptiq| “
0.
The above examples may suggest that the uniform measures enjoy a form
of Kolmogorov’s zero-one law : e.g. in a random tree a given finite structure
exists with probability 1, whereas a given infinite structure exists with prob-
ability 0. It is not exactly the case, as can be seen by the following examples.
Example 3.2. Let Γ “ ta, b, cu.
1. If La is the set of trees over the alphabet Γ with arbitrarily long se-
quences of a-labelled nodes, i.e.
La “ tt P T
ω
Γ | @k ě 0. Dw, v P tL, Ru
˚.
`
p|v| ě kq^@u Ď v. tpwuq “ a
˘
u,
then µ˚pLaq “ 1.
2. If La3 is the language of trees over the alphabet Γ with an infinite tau-la-
belled path starting at the root, i.e.
La3 “ tt P T
ω
Γ | Dw P tL, Ru
ω. @u Ĺ w. tpuq “ au,
then µ˚pLa3q “ 0.
3. If La2 is the language of trees over the alphabet ta, bu with an infinite
tau-labelled path starting at the root, i.e.
La2 “ tt P T
ω
ta,bu | Dw P tL, Ru
ω. @u Ĺ w. tpuq “ au,
then µ˚pLa2q “ 0.
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4. If Lab is the language of trees over the alphabet Γ with an infinite
ta, bu-labelled path starting at the root, i.e.
Lab “ tt P T
ω
Γ | Dw P tL, Ru
ω. @u Ĺ w. tpuq P ta, buu,
then µ˚pLabq “
1
2
.
Calculating the measures. To see Item 1, let ti be a full tree of height i such
that every node in Domptiq is labelled a and let Li be the language of trees
having ti as a prefix of its sub-tree at some node u. Then, by Item 2 of
Lemma 3.1 we have that µ˚pLiq “ 1. Moreover,
Ş
iě1 L
i Ď La and L
i`1 Ď Li.
Since every measure is monotonically continuous, we have that
µ˚pLaq ě µ
˚
`č
iě1
Li
˘
“ lim
nÑ`8
µ˚
` č
něiě1
Li
˘
“ 1.
Let φptq stay for “in the tree t there is an infinite tau-labelled path starting
at the root” then Item 2 follows from the fact that the language in question
is regular, thus measurable, and its measure satisfies the following equation.2
µ˚pLa3q “ µ
˚
`
ϕptq ^ tpεq­“a
˘
`
µ˚
`
tpεq“a
˘
¨
`
µ˚pφpt.Lqq ` µ˚pφpt.Rqq ´ µ˚pφpt.Lq ^ φpt.Rqq
˘
The equation states that the measure of La3 is equal to the sum of the
measures of two sets of trees. The first set consists of all trees t such that
the root is not labelled a and the tree t satisfies φ. The second set consist
of all trees t such that the root is labelled a, the sub-tree at the left child
of the root satisfies φ, i.e. φpt.Lq, or the sub-tree at the right child of the root
satisfies φ, i.e. φpt.Rq.
Since the set of all possible trees at left child (or, at right child) of the
root is the set of all trees, we get the equation
µ˚pLa3q “
1
3
¨
`
2µ˚pLa3q ´ µ
˚pLa3q
2
˘
“
2
3
µ˚pLa3q ´
1
3
¨ µ˚pLa3q
2
implying that µ˚pLa3q “ 0 or µ
˚pLa3q “ ´1. Since the measure cannot
be negative, we conclude that µ˚pLa3q “ 0.
2Here, we slightly abuse the notation for the sake of readability. We write µ˚pψq instead
of µ˚ptt P T ω
Γ
| ψuq. Moreover, we write ψpt.uq for the statement “the sub-tree of t in u
satisfies ψ”.
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Similarly, in Item 3 we get the equation
µ˚pLa2q “
1
2
¨
`
2µ˚pLa2q ´ µ
˚pLa2q
2
˘
“ µ˚pLa2q ´
1
2
¨ µ˚pLa2q
2 (5)
implying that µ˚pLa2q “ 0.
In Item 4, we get the equation
µ˚pLabq “
2
3
¨
`
2µ˚pLabq ´ µ
˚pLabq
2
˘
“
4
3
µ˚pLabq ´
2
3
¨ µ˚pLabq
2 (6)
implying that either µ˚pLabq “
1
2
or µ˚pLabq “ 0. Thus we need to look at this
example a bit more carefully. Consider a sequence of languages tAiuiě0,
where A0 “ T ωΓ and A
i is the language such that there is an ta, bu-labelled
path of length i beginning at the root. Then, we claim the following.
Claim 3.3.
Ş
iě1A
i “ Lab
Proof. Since an infinite path contains sub-paths of arbitrary length, we have
that
Ş
iě1A
i Ě Lab. For the reverse inclusion, let t P
Ş
iě1A
i. Then, for every
i ě 0 the tree t has an ta, bu-labelled path of length i. Since t is a binary
tree, Ko¨nig’s lemma assures that the tree t has an infinite ta, bu-labelled path.
This concludes the proof of the claim.
Now, for every i ě 0 we have that Ai`1 Ď Ai and
µ˚pAi`1q “
2
3
¨
`
2µ˚pAiq ´ µ˚pAiq2
˘
“
4
3
µ˚pAiq ´
2
3
¨ µ˚pAiq2. (7)
Note that if µ˚pAiq ě 1
2
, then µ˚pAi`1q ě 1
2
. Indeed, the quadratic function
fpxq “ 2
3
p2x´x2q is monotonically increasing on the interval r´8, 1s and we
have that fp1q “ 2
3
and fp1
2
q “ 1
2
. Since µ˚pA0q “ 1 ě 1
2
, we conclude that
µ˚pLabq “
1
2
.
Before we proceed, observe that the languages La3, La2, and Lab can all be
recognised by some non-deterministic safety automata (see Proposition 6.2
and Section 6.1). Thus, instead of computing the measures by hand, we could
have invoked Theorem 6.1. It is not incidental, because the idea of inductive
approximation of the measure of the set Lab, expressed by Equation (7), is
the cornerstone of the general construction performed in Section 6.
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4. First-order definable languages
The ideas presented in both Lemma 3.1 and Example 3.2 allow us to com-
pute the measures of sets of trees defined by certain first-order formulae.
4.1. First-order definable languages without descendant
Theorem 4.1. Let Γ be an alphabet and let ϕ be a first-order sentence over
the signature tε, sL, sR, su Y Γ. Then the measure µ
˚pLpϕqq is rational and
computable in three-fold exponential space.
The proof utilises the Gaifman locality to partition the formula into two
separate sub-formulae. Intuitively, one sub-formulae describes the neighbour-
hood of the root while the remaining one describes the tree “far away from
the root”.
Gaifman normal form. Let A be a relational structure. The Gaifman graph
of A is the undirected graph GA where the set of vertices is the universe of A
and there is an edge between two vertices in GA if there is a relation R in
A and a tuple x P R that contains u and v. The Gaifman distance dpu, vq
between two elements u, v of the universe of A is the distance between u and
v in the Gaifman graph.
Notice that if we exclude the ancestor relation from the tree structure,
then the Gaifman graph of a tree t is induced by the child relations only
and the Gaifman distance coincides with the distance between the positions
in the tree. This means, in particular, that for a fixed finite distance l and
any given node u P Domptq there is only finitely many positions v P Domptq
such that the Gaifman distance between u and v is l or less. However, if
we allow the ancestor relation then any two nodes in the tree are in Gaifman
distance two or less. In this section, from now on, we exclude Ĺ from the
signature.
For a natural number r P N, let rdpx, yq ď rs be a first-order formula
stating that the distance between x and y is at most r. This formula has two
free variables x, y and its size depends on r. Similarly, the negation of that
formula will be denoted rdpx, yq ą rs.
We say that a first-order formula ϕpxq is an r-local formula around x if
the quantifiers of ϕ are restricted to the r-neighbourhood of x, i.e. if the
quantifiers inside ϕpxq (except those inside the formulae rdpx, yq ă rs) have
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the form @ďr or Dďr defined as follows:
Dďry. ψpyq
def
“ Dy. rdpx, yq ď rs ^ ψpyq
@ďry. ψpyq
def
“ @y. rdpx, yq ď rs Ñ ψpyq.
We say that a first-order sentence ϕ is a basic r-local sentence if it is of
the form
ϕ
def
“ Dx1, . . . , xn
˜
nľ
i“1
ϕri pxiq ^
ľ
1ďiăjďn
rdpxi, xjq ą 2rs
¸
, (8)
where ϕri pxq are r-local formulae around x.
Theorem 4.2 (Gaifman). Every first-order sentence is equivalent to a Boo-
lean combination of basic r-local sentences, where r is a number depending
on the size of the formula. Furthermore, r can be chosen so that r ď 7qrpϕq,
where qrpϕq is the quantifier rank of ϕ.
As proved by Heimberg et al., cf. [16], the translation to Gaifman normal
form can be costly.
Theorem 4.3 ([16]). There is a three-fold exponential algorithm on struc-
tures of degree 3 that transforms a first-order formula into its Gaifman nor-
mal form. Moreover, there are first-order formulae for which the three-fold
exponential blow-up is unavoidable.
Root formula. Now we define the idea of a root formula, i.e. a formula that
necessarily describes the neighbourhood of the root. Let ψpxq be an r-local
formula around x. We say that ψpxq is a root formula if for every tree t P T ωΓ
and every position u P tL, Ru˚ if t, u |ù ψpxq then dpu, εq ă r. Note that every
unsatisfiable formula is, by the definition, a root formula.
Let ϕ be a basic r-local sentence, i.e. of the form given by (8). We say
that ϕri , for i P t1, . . . , nu, is a root formula of ϕ if ϕ
r
i is a root formula.
Fact 4.4. For every satisfiable basic r-local sentence there is at most one
root formula.
In other words, only one of ϕri s can describe the r-neighbourhood of the
root. As, if two such formulas ϕri , ϕ
r
j would be root formulae, then the
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v1 v2
v3
vn
t1 t2
t3
tn
r
u1r
r
u2r
r
u3r
r
unr
2r
Figure 1: The tree from family F in the proof of Lemma 4.5.
variables xi and xj would be mapped in a distance at most r´1 from the
root, i.e. in a distance strictly smaller than 2r from each other.
Note that, by the definition of satisfiability, for a tree t P T ωΓ and a basic
r-local sentence ϕ we have that t |ù ϕ if and only if there is a function
τ : tx1, . . . , xnu Ñ tL, Ru
˚ mapping variables x1, . . . , xn to nodes of t so that
for every i P t1, . . . , nu we have that t, τpxiq |ù ϕipxiq and for every pair
of indices i ‰ j we have that dpτpxiq, τpxjqq ą 2r.
Lemma 4.5. Let ϕ be a basic r-local sentence, i.e. as in (8). If ϕ is
• not satisfiable, then µ˚pLpϕqq “ 0,
• satisfiable and has no root formula, then µ˚pLpϕqq “ 1,
• satisfiable and has a root formula ϕ˚,
then for every τ that is a full tree of height 2r`1 we have that
µ˚pLpϕq X Bτ q “
#
µ˚pBτ q if Du P tL, Ru
ăr. τ, u |ù ϕ˚pxq;
0 otherwise.
Proof. If ϕ is not satisfiable then Lpϕq “ H and µ˚pLpϕqq “ 0. Therefore,
let us assume that ϕ is satisfiable. By Fact 4.4 we know that there is at most
one root formula in ϕ. Let I be the set of indices of non-root formulae, i.e. for
i P I we have that ϕi is not a root formula. Since ϕ is satisfiable, for every
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i P I there are a finite tree ti P T
ăω
Γ and a node ui P tL, Ru
˚ of length |ui| ą r,
such that ti, ui |ù ϕipxq and the set Domptiq contains the r-neighbourhood
of ui.
Let W “ tviu
n
i“1 be a set of n Ď-incomparable nodes such that for i P I
we have that |vi| ą 2r. Let F “
Ş
iPI Li where Li is the set of trees for
which ti is a prefix of a sub-tree at some node below vi, i.e. Li
def
“ tt1 P T ωΓ |
Du.pvi Ĺ uq ^ pti Ď t
1.uqu. By Lemma 3.1 every Li has measure 1, thus
we have that µ˚pF q “ 1. Moreover, for every tree t P F and index i P I there
is a node v1i P tL, Ru
˚ such that dpvi, v
1
iq ą r, vi Ď v
1
i and t, v
1
i |ù ϕipxq.
Now, if there is no root formula in ϕ, i.e. I “ t1 . . . , nu, then F Ď Lpϕq.
Indeed, let t P F , then for i ‰ j we have that dpv1i, v
1
jq ą 2r and we can infer
that t |ù ϕ. Hence, the sequence of inequalities
1 “ µ˚pF q ď µ˚pLpϕqq ď 1
is sound and proves the second bullet of Lemma 4.5.
Consider the opposite case that there is a root formula in ϕ. Without
loss of generality, ϕ1 is the root formula and I “ t2, . . . , nu. Moreover, let
F and v1is be as before, let τ be a full tree of height 2r`1, as stated in the
lemma, and t P F X Bτ be a full tree.
If there is u1 P tL, Ru
ăr such that τ, u1 |ù ϕ1px1q, then we take v
1
1
def
“ u1.
Now, again, for i ‰ j we have that dpv1i, v
1
jq ą 2r and for all i P I we have that
t, v1i |ù ϕipxiq. In other words, if there is u1 P tL, Ru
ăr such that τ, u1 |ù ϕ1pxq
then F X Bτ Ď Lpϕq X Bτ . Moreover, since F is of measure 1, the following
sequence of inequalities is sound
µ˚pBτ q “ µ
˚pF X Bτ q ď µ
˚pLpϕq X Bτ q ď µ
˚pBτ q.
Now assume that there is no such u1. We claim that in that case Lpϕ1qX
Bτ “ H. Indeed, if there were a tree t in the intersection, then the definition
of the root formula would provide a node u1 P tL, Ru
ăr making t, u1 |ù ϕ1px1q
true. But it would mean that τ, u1 |ù ϕ1px1q as well by the form of the
quantifiers inside ϕ1. Thus, in that case µ
˚pLpϕqXBτ q “ 0, which concludes
the proof.
Intuitively, the above lemma states that, when we consider the uniform
measure and a basic r-local sentence, the behaviour of the sentence is al-
most surely defined by the neighbourhood of the root. This intuition can
be formalised as follows.
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Lemma 4.6. Let ϕ be a basic r-local sentence. Then there is a sentence ϕ˚
such that for every full tree τ of height 2r ` 1 we have that
µ˚pLpϕq X Bτ q “ µ
˚pLpϕ˚q X Bτ q.
Moreover, for every full tree t P Bτ we have that t |ù ϕ
˚ if and only if τ |ù ϕ˚.
Proof. If ϕ has a root formula ϕi, then we take ϕ
˚ def“ Dx. ϕipxq^rdpx, εq ă rs.
If ϕ has no root formulae but is satisfiable then we take ϕ˚
def
“ Dx. εpxq.
Otherwise, we take ϕ˚
def
“ K.
The formula ϕ˚ is called the reduction of ϕ. Before we show how to com-
pute the reduction of a basic r-local formula, we recall a known result.
Lemma 4.7 (Folklore). There is an algorithm that given a first-order sen-
tence ϕ and a finite tree τ decides whether τ |ù ϕ in space polynomial with
respect to the size of the formula ϕ and with respect to the size of the set
of nodes of the tree τ .
Proof. The lemma is folklore; the property can be easily verified using an al-
ternating polynomial time (APTIME ) algorithm.
Now we show how to compute the reduction.
Lemma 4.8. Given a basic r-local sentence ϕ one can compute its reduc-
tion ϕ˚ in space polynomial in the size of the formula and doubly exponential
in the unary encoding of r.
Proof. An r-local formula ψpxq is satisfiable in some full tree if, and only if,
it is satisfiable in a node u of some tree of height 2r`1, such that |u| ă r`1.
Thus, to check the satisfiability of any formula ϕi, we need to check the trees
of height at most 2r ` 1.
Moreover, to check whether ϕi is a root formula, we need to check whether
ϕi is satisfiable and the formula ϕipxq ^ rdpx, εq ě rs is not satisfied in any
full tree. This, again, can be checked by iterating over all trees of height
at most 2r ` 3.
Thus, the reduction of ϕ can be computed by the algorithm computeRe-
duction presented in Algorithm 1. The complexity follows from Lemma 4.7.
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Algorithm 1 computeReduction
Require: a first-order sentence ϕ in Gaifman normal form
S Ð ti | ϕi is not satisfiableu
if |S| ą 0 then
return K
end if
S Ð ti | ϕi is a root formulau
if |S| “ 0 then
return Dx. εpxq
else if |S| “ 1 then
iÐ S.anypq
return Dx. ϕipxq ^ rdpx, εq ă rs
else
return K
end if
Lemma 4.6 can be extended to Boolean combinations of basic r-local
sentences by the following property of measurable sets.
Lemma 4.9. Let M be a measurable space with measure µ, W be a µ-mea-
surable set, and tSiuiPI be a family of µ-measurable sets such that for every
i P I either µpWXSiq “ 0 or µpWXSiq “ µpW q. Then, for every set S in the
Boolean algebra of sets generated by tSiuiPI , we have that either µpWXSq “ 0
or µpW X Sq “ µpW q.
Proof. The proof goes by a standard inductive argument.
Hence, by Lemma 4.5 and the above lemma, we obtain the following.
Lemma 4.10. Let φ be a Boolean combination of basic r-local sentences and
τ be a full tree of height 2r`1. Then, µ˚pLpφqXBτ q “ µ
˚pLpφ˚qXBτ q, where
φ˚ is the reduction of φ, i.e. the Boolean combination φ with its every basic
r-local sentence ϕ replaced by its reduction ϕ˚.
Moreover,
µ˚pLpφ˚q X Bτ q “
#
µ˚pBτ q if τ |ù φ
˚;
0 otherwise.
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Proof. For every full tree τ of height r we use Lemma 4.9 with M being
the set of full trees T ωΓ , µ being the uniform measure µ
˚, and W being
the set Bτ . The sets Si are the sets of trees defined by the basic r-local
sentences and S “ Lpφq. By Lemma 4.6, the assumptions of Lemma 4.9 are
satisfied.
With the above lemmas, we can finally prove Theorem 4.1.
Proof of Theorem 4.1. Let ϕ be a first-order sentence as in the theorem.
We utilise the Gaifman locality theorem (see Theorem 4.2 on page 12) to trans-
late the sentence ϕ into a Boolean combination φ of basic r-local sentences.
Now, let φ˚ be the reduction of φ, as in Lemma 4.10, and let S “ T 2r`1Γ
be the set of all full trees of height h “ 2r`1. Then,
µ˚pLpφqq
1
“ µ˚pLpφq X
`Ť
τPS Bτ
˘
q
2
“ µ˚p
Ť
τPS
`
Lpφq X Bτ
˘
q
3
“
ř
τPS µ
˚pLpφq X Bτ q
4
“
ř
τPS µ
˚pLpφ˚q X Bτ q
5
“
ř
τPS^τ |ùφ˚ µ
˚pBτ q
6
“ |tτ P S | τ |ù φ˚u| ¨ 1
|Γ|2h`1´1
.
The first equation follows from the fact that the sets in tBτ | τ P Su are
pairwise disjoint. The second from operations on sets and the third is a simple
property of measures. The fourth follows from the first part of Lemma 4.10,
while the fifth follows from the second part of this lemma. The last equation
is a consequence of the fact that µ˚pBτ q “ |Γ|
´|Dompτq|.
Since µ˚pLpφqq “ |tτPS|τ |ùψu|
|Γ|2
h`1´1
, it is enough to count how many full trees of
height h “ 2r`1 satisfy the reduction of φ. The pseudo-code of the algorithm,
called computeMeasureFO, is presented in Algorithm 2.
The complexity upper bound comes from the fact that translating a first-or-
der sentence ϕ into its Gaifman normal form can be done in three-fold expo-
nential time and can produce a three-fold exponential sentence φ in result,
see [17] for details. The resulting sentence φ is a Boolean combination of basic
r-local sentences, thus, we can compute its reduction in three-fold exponen-
tial space. The function computeReduction˚ computes the reduction φ˚
of the Boolean combinations by replacing the sentences used in the Boolean
combination with their reductions. This can be done in the required com-
plexity, see Lemma 4.8 and note that the size of the sentence dominates
the constant r. Finally, the last part of the algorithm requires us to check
the sentence φ˚ against three-fold exponential number of trees of size that
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is two-fold exponential in the size of the original formula. Since model check-
ing of a first-order sentence can be done in polynomial space with respect
to the size of the tree and to the size of the sentence, see Lemma 4.7, we get
the upper bound.
Algorithm 2 computeMeasureFO
Require: a first-order sentence ϕ and a positive number h
S Ð the set of all full trees of height h
φÐ computeGaifmanFormpϕq
φÐ computeReduction˚pφq
S Ð tt P S | t |ù φu
return |S| ¨ |Γ|´2
h`1`1
The following remark follows directly from the construction.
Remark 4.1. The above theorem implies that µ˚
`
Lpϕq
˘
“ µ˚
`
Lpϕ˚q
˘
, where
ϕ˚ is the reduction of the given formula ϕ. Moreover, Lemma 4.6 implies
that Lpϕ˚q is a clopen set because it is a finite union of basic sets.
4.2. First-order definable languages with descendant
The technique used to prove Theorem 4.1 cannot be extended to formu-
lae utilising the descendant relation because when we allow the descendant
relation, the diameter of the Gaifman graph of any tree is at most two. Ad-
ditionally, as presented in Proposition 4.11 below, sets of full trees defined
by such formulae can have irrational measures.
Proposition 4.11. There is a set of full trees over an alphabet Γ that is
definable by a first-order formula over the signature tε, sL, sR, s,Ĺu Y Γ and
the uniform measure of this set is irrational.
Proof. Let Γ “ ta, bu, we define a language L in the following way L
def
“
tt P T ωta,bu | for every path the earliest node labelled b (if exists) is at an even
depthu. We will prove that the measure µ˚pLq is irrational, and there is a lan-
guage L1 definable by a first-order formula over the signature tsL, sR,Ĺu Y Γ
such that µ˚pL1q “ µ˚pLq. We start by computing the measure of L, then
we will define L1.
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Observe that the measure µ˚pLq satisfies the following equation.
µ˚pLq “ µ˚
`
tt P T ωta,bu | tpεq“bu
˘
`µ˚
`
tt P T ωta,bu | tpεq“tpLq“tpRq“au
˘
¨µ˚pLq4
The equation says that the trees in L either contain b at the root (i.e. tpεq “ b)
or contain a in the first three vertices: ε, L, and R; and the four subtrees of t
under all nodes of length 2 (i.e. t.LL, t.LR, t.RL, and t.RR) belong to L.
After substituting the appropriate values, we obtain the equation
µ˚pLq “
1
2
`
1
8
µ˚pLq4 (9)
which, by the rational root theorem, see e.g. [18] page 116, has no rational
solutions.
To conclude the proof, we will describe how to define the language L1.
The crux of the construction comes from the beautiful example by Pot-
thoff, see [19, Lemma 5.1.8]. We will use the following interpretation of the
lemma: one can define in first-order logic over the signature ta, b, sL, sR,Ĺu
that a given finite tree3 over the alphabet ta, bu satisfies the following prop-
erty: every node labelled a has exactly two children and every node labelled b
is a leaf on an even depth.
A discussion why the above language is in fact First-Order definable can
be found in the proof of Theorem 13 on page 14 in [20]. The rough idea is
that one can express in FO the notion of zig-zags : a pair of nodes u ĺ v of
a tree forms a zig-zag if the path between them changes direction at each step,
i.e. the consecutive directions are L, R, L, R, . . . or R, L, R, L, . . .. Based on that,
one can express an inductive condition, that guarantees that all leafs are at
the same depth modulo 2. Finally, there is a unique leaf that is connected by
a zig-zag with the root. Based on the shape of that zig-zag one can express
the length of it modulo 2.
To construct L1 we simply utilise the formula defining the language in the
Potthoff’s example to define L1 by substituting:
1. the formula describing a leaf with the formula describing a first occur-
rence of the label b on a path: ϕleafpxq
def
“ bpxq ^ @y. pyĎxq ùñ apyq,
3It is important to notice that the formula of Potthoff works over finite trees, i.e. the
fact that a given tree is finite is an assumption that is not expressed by the formula itself.
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2. the formula describing an internal node with the formula describing
a node labelled a with no occurrences of the label b on the path:
ϕnodepxq
def
“ apxq ^ @y. pyĎxq ùñ apyq,
Note that the set L1 agrees with L on every tree that has a label b on every
infinite path from the root, because such trees are interpreted as finite trees.
On the other hand, the truth value of the modified formula on trees that
have an infinite path from the root with no nodes labelled b, i.e. on the set
La2 from Example 3.2, is of no concern to us. Indeed, as previously shown,
the uniform measure of the set La2 is 0.
To be more precise, for every tree t P T ωta,buzLa2 we have that t P L ðñ
t P L1, where La2 is the language from Example 3.2. Therefore, we have that
LY La2 “ L
1 Y La2. Since µ
˚pLa2q “ 0, we have that
µ˚pLq “ µ˚pLY La2q “ µ
˚pL1 Y La2q “ µ
˚pL1q,
which concludes the proof.
5. Conjunctives queries
Proposition 4.11 from the previous section implies that allowing the de-
scendant relation in full first-order logic permits irrational values of measures.
Nevertheless, we can allow use of the ancestor relation and retain both ratio-
nal values and computability when we restrict the formulae to the positive
existential fragment using only atomic formulae and conjunction, i.e. to the
conjunctive queries.
Recall that introducing the ancestor/descendant relation to the tree struc-
ture causes that every two nodes in the Gaifman graph are in distance at most
two from each other. Thus, for the purpose of having a relevant definition
of the distance in the tree, we retain the child related notion of distance,
i.e. in this section, as before, the notion of the distance is induced by the
child relations only.
Conjunctive queries. A conjunctive query (CQ) over an alphabet Γ is a for-
mula of first-order logic, using only conjunction and existential quantification,
over unary predicates apxq, for a P Γ, the root predicate εpxq, and binary
predicates sLpx, yq, sRpx, yq, spx, yq, and Ĺ px, yq.
An alternative way of looking at conjunctive queries is via graphs and
graph homomorphisms. Intuitively, a conjunctive query can be seen as
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a graph (a relational structure) in which the variables of the query con-
stitute the vertices, the unary relations of the query label the vertices, and
the binary relations form and label the edges. We call such graphs pat-
terns. More formally, a pattern π over Γ is a relational structure π “
xV, Vε, EL, ER, Es, EĹ, λpiy, where λpi : V á Γ is a partial labelling, Vε is the
set of root vertices, and Gpi “ xV,ELYERYEsYEĹy is a finite graph whose
edges are split into left child edges EL, right child edges ER, child edges Es,
and ancestor edges EĹ. By |π| we mean the size of the underlying graph.
We say that a tree t “ xDomptq, sL, sR,Ĺ, pa
tqaPΓy satisfies a pattern π “
xV, Vε, EL, ER, Es, EĹ, λpiy, denoted t |ù π, if there exists a homomorphism
h : π Ñ t, that is a function h : V Ñ Domptq such that
1. h : xV,EL, ER, Es, EĹy Ñ xDomptq, sL, sR, sLYsR,Ĺy is a homomorphism
of relational structures,
2. for every v P Vε we have that hpvq “ ε,
3. and for every v P Dompλpiq we have that λpipvq “ tphpvqq.
Observe that, by definition, every conjunctive query can be represented as
a pattern. The reverse is also true. To obtain a query introduce a variable for
every vertex of the pattern, and then express every vertex label by an unary
atom and every edge label by a binary atom. Since every pattern can be seen
as a conjunctive query and vice versa, we will use those terms interchangeably.
The class of conjunctive queries is denoted CQ, the class of formulae that are
Boolean combinations of conjunctive queries is denoted BCCQ.
Theorem 5.1. Let q be a conjunctive query over the signature tε, sL, sR, s,
Ĺu Y Γ. Then, the uniform measure of the language4 Lpqq is rational and
computable in exponential space.
To prove the theorem we will modify the concept of firm sub-patterns,
used e.g. in [21]. Intuitively, a firm sub-pattern is a maximal part of a con-
junctive query that has to be mapped in a small neighbourhood. The overall
proof strategy is similar to the first-order case: we identify those parts (in the
form of firm sub-patterns) of the conjunctive query that have to be satisfied
in the small neighbourhood of the root and those parts that can be satisfied
arbitrarily far from the root. As previously, the former decide the value of
the measure and the latter can be ignored.
4A conjunctive query is a special first-order formula, thus the set Lpqq is well-defined.
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hpyj`1q
hpxq
u
hpyjq
hpyq
Figure 2: A possible placement of nodes in the proof of Proposition 5.2.
A sub-pattern π1 is firm if it is a sub-pattern of a pattern π induced
by vertices belonging to a maximal strongly-connected component in the
graph of connections Cpi “ xV,Ey such that V is the set of vertices of Gpi
and xx, yy P E if either εpxq, xsLy, ysLx, xsRy, ysRx, xsy, ysx, or xĹy.
In particular, a pattern is firm if it has a single strongly-connected component.
We say that a sub-pattern is rooted if it contains the predicate ε.
Proposition 5.2. Let π “ xV, Vε, EL, ER, Es, EĹ, λpiy be a firm pattern. Then,
for every tree t such that t |ù π, for every two vertices x, y in V , and for
every homomorphism h : π Ñ t we have that dphpxq, hpyqq ă |π|. Moreover,
if π is rooted then for every vertex x we have that dphpxq, εq ă |π|.
Proof. Let us assume otherwise and put n “ |π|. Then, there is a tree t, a ho-
momorphism h, and two vertices x, y such that t |ù π and dphpxq, hpyqq ě n.
We claim that x and y cannot be in the same strongly-connected component.
Since for somem we have that dphpxq, hpyqq “ m´1 ě n, there is a simple
path connecting hpxq and hpyq. That is, there is a sequence of distinct
nodes u1, u2, . . . , um such that u1 “ hpxq, um “ hpyq and for every i, ui
and ui`1 are in a child relation, i.e. spui, ui`1q or spui`1, uiq. Notice that
every node in the sequence is an ancestor of one of the nodes hpxq or hpyq.
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Moreover, since the path consists of n ` 1 nodes, there has to be a node u
in the sequence such that u is not in the image of the homomorphism h. More
precisely, there is a node u such that u “ ui for some 1 ď i ď m, u R hpπq, and
one of the nodes hpxq or hpyq is a descendant of u, i.e. u Ĺ hpxq or u Ĺ hpyq.
Without loss of generality, let us say that u Ĺ hpyq. Or, more precisely, that
uL Ď hpyq. See Figure 2 for a possible placement of the nodes.
If x and y were in the same strongly-connected component then there
would be a path that connects y to x in the graph of connections Cpi, i.e. a se-
quence of vertices y1, y2, . . . , yk, for some k, such that y1 “ y, yk “ x, and
for every i “ 1, . . . , k ´ 1 there is an edge between yi and yi`1 in Cpi. In
particular, this would imply that for every i we have that hpyiq and hpyi`1q
are Ď-comparable. Now, there would also exist an index j P t1, . . . , k ´ 1u
such that hpyj`1q Ĺ u Ĺ hpyjq. Indeed, if there would be no such index, then
all the vertices yi would satisfy uL Ď hpyiq, as yi and yi`1 are Ď-comparable
for every index i. But this is impossible because if uL Ď hpyiq for all i, then
we would have that uL Ď hpykq “ hpxq. Now, since uL Ď hpyq and uL Ď hpxq,
then, by the definition of the distance, u would not belong to the sequence
u1, . . . , um. Which is a contradiction with our assumption.
Therefore, there is an index j such that hpyj`1q Ĺ u Ĺ hpyjq. Thus,
by the definition of Cpi we have that either εpyjq, yjsLyj`1, yj`1sLyj, yjsRyj`1,
yj`1sRyj, yjsyj`1, yj`1syj, or yjĹyj`1. Neither of child relations is possible be-
cause the distance between hpyjq and hpyj`1q is at least two. Similarly, both
yjĹyj`1 and εpyjq are impossible because we have that u Ĺ hpyjq. Hence,
there can be no such sequence y1, . . . , yk and we obtain a contradiction. Thus
x and y cannot belong to the same strongly-connected component. This
proves the first part of the lemma.
Now, if π is rooted then there is a vertex y such that for every homomor-
phism h we have that hpyq “ ε. Hence, by the first part of the lemma, for
all vertices x P π we have that dphpxq, εq “ dphpxq, hpyqq ă n.
Graph of firm sub-patterns. Let q be a conjunctive query. Consider a graph
GFq “ xV,Ey where V is the set of firm sub-patterns of q and there is an edge
xv1, v2y P E Ď V ˆV between two vertices v1, v2 if and only if there is an Ĺ-la-
belled edge between some two vertices w1 P v1, w2 P v2. We call this graph
the graph of firm sub-patterns of the conjunctive query q.
Fact 5.3. The directed graph GFq of firm sub-patterns of a conjunctive query q
is acyclic and has at most one rooted firm sub-pattern. We call that sub-pat-
tern the root sub-pattern.
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Proof. By the definition of the firm sub-patterns, every node with the pred-
icate ε ends up in the same maximal strongly-connected component. The
acyclicity follows directly from the fact that firm sub-patterns are the maxi-
mal strongly-connected components.
As in the case of root formulae, the root pattern decides of the behaviour
of a satisfiable conjunctive query, as expressed by the following lemma.
Lemma 5.4. Let q be a conjunctive query over the signature tε, sL, sR, s,ĹuY
Γ. Then, either
• q is not satisfiable and µ˚pLpqqq “ 0,
• q is satisfiable, has no root sub-pattern, and µ˚pLpqqq “ 1,
• or q is satisfiable, has a root sub-pattern p, and µ˚pLpqqq “ µ˚pLppqq.
Proof. If q is not satisfiable then Lpqq “ H and so µ˚pLpqqq “ 0. Let q
be satisfiable, i.e. there is a tree tq and a homomorphism h : Gq Ñ t
q. Let tr
be a finite tree such that hpGqq Ď Dompt
rq and let the set S Ď T ωΓ be the set
of all trees t such that for every node u P tL, Ru|q|`1 the tree tr is a prefix of t.u1
for some node u1 such that u Ď u1. By Lemma 3.1, we have that µ˚pSq “ 1.
If q has no root firm sub-pattern, then S Ď Lpqq and we have that
µ˚pLpqqq ě µ˚pSq “ 1.
On the other hand, if q has a root sub-pattern p then for every tree t P S
we have that t |ù q if and only if t |ù p. Thus, LpqqXS “ LppqXS and since
µ˚pSq “ 1, we have that
µ˚
`
Lpqq
˘
“ µ˚pLpqq X Sq “ µ˚pLppq X Sq “ µ˚
`
Lppq
˘
.
In other words, the problem of computing the uniform measure of a set
of full trees defined by a conjunctive query reduces to the following problem
of counting the models of a fixed height.
Problem 5.5 (Conjunctive queries counting).
Input: A conjunctive query q and a natural number n in unary.
Output: Number of full trees of height n that satisfy q.
24
Proposition 5.6. Problem 5.5 can be solved in space exponential in n and
polynomial in the size of the query q.
Proof. All we need is to enumerate all full trees of height n and check whether
they satisfy the query. The number of such trees is exponential in n and the
model checking can be done in polynomial space, with respect to both the
query and the size of the tree, see Lemma 4.7.
We infer Theorem 5.1 as an immediate consequence.
Proof of Theorem 5.1. In polynomial space we can check whether the query
is satisfiable, see e.g. [22], and in polynomial time compute its root sub-pat-
tern: it is folklore that one can compute all strongly-connected components
of a directed graph in polynomial time.
Now, by Lemma 5.4, if the query is not satisfiable then the measure
is 0; if it is satisfiable, but there is no root sub-pattern then the measure
is 1. Thus, the only case left is when the query is satisfiable and has a root
sub-pattern p.
If it is the case, then µ˚pLpqqq “ µ˚pLppqq. Since p is a root sub-pattern,
then by Proposition 5.2 for any tree t, any homomorphism h : p Ñ t, and
any vertex v of the query we have that |hpvq| ă |p|. Thus, for any full tree
t P T ωΓ to decide whether t |ù p we only need to check the prefix of t that
is of height |p|.
Since the sets Bt1 , where t
1 ranges over full trees of height |p|, form a par-
tition of T ωΓ , to compute µ
˚pLppqq it is enough to iterate over all such trees
and compute how many of them satisfy p.
Since every full tree of height |p| is of exponential size with respect to p and
they can be iterated in exponential space, we infer that the measure µ˚pLppqq
can be computed in exponential space. To conclude the proof we notice that
µ˚pLppqq is a finite sum of the measures of sets of form Bt, where t is some
finite tree. Since for a finite tree t the measure of Bt is rational, then so is
µ˚pLppqq.
As in the case of first-order formulae, we can lift Theorem 5.1 to Boolean
combinations of conjunctive queries.
Corollary 5.7. Let ϕ be a Boolean combination of conjunctive queries. Then,
the uniform measure µ˚pLpϕqq is rational and can be computed in exponential
space.
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Proof. This is an immediate consequence of Lemma 4.9 and Theorem 5.1.
Indeed, by Lemma 4.9 and Theorem 5.1, patterns in ϕ can be replaced
by their root patterns without the change of measure, or by the query K
if they are unsatisfiable. The rest of the reasoning follows as in the proof
of Theorem 5.1.
We can slightly strengthen the above result if we want to only decide
whether the measure is positive.
Proposition 5.8. The positive µ˚pBCCQq problem is in NEXP.
Proof. Let φ be a Boolean combination of conjunctive queries. Let m be
the maximum over the sizes of the conjunctive queries in φ. By Lemma 5.4
and Lemma 4.9, we can translate φ into a Boolean combination of firm,
rooted conjunctive queries φ˚ such that µ˚pLpφqq “ µ˚pLpφ˚qq and φ˚ is
of polynomial size with respect to φ. This can be done in exponential time
and requires verifying whether the patterns in φ are satisfiable.
Now, since every conjunctive query in φ˚ is firm and rooted, then either
there is a finite tree t of depth 2n such that t |ù φ˚ or φ˚ is not satisfiable.
If there is no such tree, then µ˚pLpφ˚qq “ 0. If such a tree t exists, then
Bt Ď Lpφ
˚q and by Lemma 3.1 we have that µ˚pLpφ˚qq ą 0. Hence, it is
enough to guess the tree t and verify that t |ù φ˚. Since t is of exponential
size in φ and model checking of a conjunctive query can be done in polynomial
time, we infer the upper bound.
6. Non-deterministic safety automata
In this section we provide an effective method of computing the uni-
form measure of those regular sets of infinite trees which are recognisable
by non-deterministic safety automata. These automata, also known as au-
tomata with no acceptance condition can be equivalently defined as parity
automata that use only the parity 0, i.e. have Rabin–Mostowski index equal
to p0, 0q. The result of this section is expressed by the following theorem.
Theorem 6.1. The measure m “ µ˚
`
LpAq
˘
is an algebraic number that can
be effectively computed given a safety automaton A. Moreover, this compu-
tation can be done in three-fold exponential time and the decision problems
about m (e.g. mą0, mą0.5, etc) can be solved in two-fold exponential space.
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Before providing a formal definition of the considered class of languages,
we recall a standard fact, that is often considered folklore, see [23, Section 6],
[24, Section 3.2], or [25].
Proposition 6.2. The following conditions are equivalent for a regular set
of infinite trees L.
1. L can be recognised by a non-deterministic safety automaton,
2. L is closed as a subset of T ωΓ .
Thus, it can be said that the procedure from Theorem 6.1 works for
languages that are topologically simple.
The idea behind the procedure is as follows. If L is a regular closed set,
then L is an intersection
Ş
nPN Ln of a decreasing sequence of regular sets Ln
that are Boolean combinations of base sets. Moreover, that sequence can be
effectively computed. Intuitively, the language Ln in the above intersection
describes the trees in L up to the depth n.
Having found an appropriate decomposition as above, we know that
µ˚
`
L
˘
“ lim
nÑ8
µ˚
`
Ln
˘
, i.e. the sequence of sets Ln approximates L with re-
spect to the measure. It turns out that to compute the measure of L it is
enough to be able to track changes of the measures of the subsequent approx-
imations. To do so, we introduce a finitely dimensional space D Ď Rk (for
appropriately chosen k) and show that there exist: an initial value α0 P D
and two computable functions F : D Ñ D and M : D Ñ R, such that:
µ˚
`
Ln
˘
“M
`
F
npα0q
˘
. (10)
Moreover, F , M, and α0 can be chosen so that F is continuous, monotone
(w.r.t. an appropriately chosen order on D), and defined by a vector of poly-
nomials;M is continuous; and α0 is the greatest element of D. Therefore, re-
peating a variant of Kleene’s Fixpoint Theorem, we infer that limnÑ8 µ
˚
`
Ln
˘
is equal to Mpα8q, where α8 P D is the greatest fixpoint of F . Now, since
the function F is given by a vector of polynomials, the value of α8 can be
effectively computed using Tarski’s Quantifier Elimination.
Notation. For the sake of this section, we will use the following notation, for
d P N and t P T ωΓ :
tďd
def
“ tætL,Ruďd P T
d
Γ ,
i.e. the tree tďd is the full tree of height d obtained by restricting t to the
nodes of height at most d.
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Additionally, we will consider the set T dΓ for d P N as a measurable space
with the uniform discrete measure µd, where the probability of each finite
tree τ P T dΓ equals |Γ|
´|Dompτq|. Notice that for each subset S Ď T dΓ we have
µdpSq “ µ˚
`
tt P T ωΓ | t
ďd P Su
˘
“ µ˚
`ď
τPS
Bτ
˘
. (11)
6.1. Safety automata
We begin the proof by providing a formal definition of safety automata
and their properties. A safety automaton is a tuple A “ xΓ, Q, δ, Iy where:
Γ is an alphabet, Q is a finite set of states, δ Ď QˆΓˆQˆQ is a transition
relation, and I Ď Q is a set of initial states. Let t be a tree. A run of
an automaton A over t is a function ρ : Domptq Ñ Q such that for each
v P Domptq if both vL and vR belong to Domptq then`
ρpvq, tpvq, ρpvLq, ρpvRq
˘
P δ.
Notice that if t is a finite tree of height 0, i.e. Domptq “ tεu then every
function ρ : tǫu Ñ Q is a run of A over t. A run ρ is accepting if ρpǫq P I. We
say that A accepts a tree t if there exists an accepting run of A over t. For
d P N by LdpAq Ď T dΓ we denote the language of the automaton A, that is
the set of full trees of height d that are accepted by A. Similarly, LpAq Ď T ωΓ
is the set of full trees accepted by A.
Fix a safety automaton A and let t be a tree over Γ. The type of t,
denoted typeptq Ď Q is defined as the set of states q P Q such that there
exists a run ρ of A over t with ρpεq “ q. Thus, A accepts t if and only if
typeptq X I ‰ H.
The following lemma is a standard application of a compactness argu-
ment.
Lemma 6.3. Let t P T ωΓ be a full tree. Then the following conditions are
equivalent
1. t P LpAq,
2. for every d P N we have tďd P LdpAq.
Proof. The implication 1. ñ 2. is clear from the definition. Consider the
opposite implication. Let t be a full tree such that for all d P N we have
tďd P LdpAq. Assume that ρd P T
d
Q is a run witnessing that. Then, there exists
a sub-sequence of the sequence of runs pρdqdPN that is point-wise convergent
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in TQ. Let ρ8 be the limit of such a sub-sequence. Then ρ8 P T
ω
Q and it is
a run of A over t. Moreover, ρ8pεq P I because it is the case for each of the
runs ρd. Therefore, t P LpAq.
We will now observe that each safety automatonA can be lifted to another
safety automaton (denoted pA) that recognises the same language but its
transition relation is bottom-up functional. More precisely, consider a safety
automaton A and let pA def“ AΓ,PpQq, pδ, pIE, where pδ : Γ ˆ PpQq ˆ PpQq Ñ
PpQq is defined as
pδpa, RL, RRq def“  q P Q | Dpq, a, qL, qRq P δ. qL P RL ^ qR P RR(,
and pI contains those R Ď Q such that R X I ‰ H. For the sake of simplic-
ity, we will use pδa : PpQq2 Ñ PpQq to denote the function pδ with the first
argument fixed to a.
Remark 6.1. Directly from the definition, we have LpAq “ Lp pAq.
In the following constructions we will treat the set PpQq as partially
ordered by the inclusion Ď. The following fact follows directly from the
definition of pδ.
Fact 6.4. The function pδa is monotone on both its arguments.
6.2. Fixpoints
In this section we will develop tools allowing to define the previously men-
tioned space D and the functionals F andM. Let us fix a safety automaton
A. Let D be the space of probability distributions over PpQq. For each
R Ď Q let 1R P D be the distribution concentrated in R, i.e. 1RpRq “ 1 and
for each R1 ‰ R we have 1RpR
1q “ 0.
We will now lift the inclusion order Ď on PpQq to an order over D. Recall
that a set U Ď PpQq is upward-closed if whenever R P U and R Ď R1 then
R1 P U as well. Consider two probability distributions α, β P D over PpQq.
Let α ĺ β hold if and only if, for every upward-closed set U Ď PpQq, we
have the following inequalityÿ
RPU
αpRq ď
ÿ
RPU
βpRq. (12)
29
Intuitively, the partial order ĺ over D corresponds to the process of dis-
tributing a given distribution β over smaller sets. Such orders are known
as probabilistic powerdomains, see e.g. [26].
Notice that 1R ĺ 1S if and only if R Ď S. Also, it is easy to observe that
1Q is the greatest element of D.
Our aim is to simulate the process of randomly choosing letters a P Γ
(as done in the probabilistic spaces T dΓ ) as a monotone mapping F over the
distributions D. Fix a letter a P Γ. Recall that pδa : PpQq2 Ñ PpQq is the
transition function of the power-set automaton pA. Define Fa : D Ñ D as
FapαqpRq “
ÿ
pRL,RRqP
pδ´1a pRq
αpRLq ¨ αpRRq. (13)
In other words, Fapαq is the distribution over PpQq given by the values
of pδa where its arguments are chosen independently according to the distri-
bution α. Finally, let F : D Ñ D be defined as Fpαq “ |Γ|´1 ¨
ř
aPΓ Fapαq
(where the sum is taken coordinate-wise). It is easy to verify that all the
functions Fa and F in fact produce probabilistic distributions, i.e. elements
of D.
Lemma 6.5. The function F is monotone with respect to the order ĺ on D.
Proof. Consider two distributions α ĺ β P D. Let U Ď PpQq be an up-
ward-closed set. Our aim is to prove the inequality (12) for Fpαq and Fpβq.
We will do it for each letter separately, what means that it is enough to show
that for each a P Γ we haveÿ
RPU
ÿ
pRL,RRqP
pδ´1a pRq
αpRLq ¨ αpRRq ď
ÿ
RPU
ÿ
pRL,RRqP
pδ´1a pRq
βpRLq ¨ βpRRq.
Since pδa is a function, the sums on both sides of the equality take the formÿ
pRL,RRq :
pδapRL,RRqPU
αpRLq ¨ αpRRq ď
ÿ
pRL,RRq :
pδapRL,RRqPU
βpRLq ¨ βpRRq.
Which is equivalent toÿ
RLĎQ
αpRLq¨
ÿ
RR :
pδapRL,RRqPU
αpRRq ď
ÿ
RRĎQ
βpRRq¨
ÿ
RL :
pδapRL,RRqPU
βpRLq. (14)
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To obtain the last inequality, we observe that:ÿ
RLĎQ
αpRLq ¨
ÿ
RR :
pδapRL,RRqPU
αpRRq
p1q
ď
ÿ
RLĎQ
αpRLq ¨
ÿ
RR :
pδapRL,RRqPU
βpRRq
p2q
“
ÿ
RRĎQ
βpRRq ¨
ÿ
RL :
pδapRL,RRqPU
αpRLq
p3q
ď
ÿ
RRĎQ
βpRRq ¨
ÿ
RL :
pδapRL,RRqPU
βpRLq,
where the consecutive (in)equalities follow from:
(1) Fact 6.4: the family of sets RR is upward-closed and α ĺ β;
(2) rearranging the sum;
(3) the fact that the family of sets RL is upward-closed and α ĺ β again.
Thus, we have proved (14). This concludes the proof of the lemma.
Now we will see that, in a sense, F simulates the behaviour of A over T dΓ .
Let α0 “ 1Q and αd`1 “ Fpαdq for d P N.
Proposition 6.6. For each d P N the distribution αd is the distribution of
typepτq for a random partial tree τ P T dΓ , i.e. for each R Ď Q we have
αdpRq “ µ
d
`
tτ P T dΓ | typepτq “ Ru
˘
.
Proof. The proof is by induction. For d “ 0 the claim is obvious, as α0 “ 1Q,
and for each partial tree τ P T 0Γ we have typepτq “ Q. Let us assume that
the inductive hypothesis holds for d. Observe that
µd`1
`
tτPT d`1Γ | typepτq“Ru
˘
“
ÿ
aPΓ
µd`1
`
tτPT d`1Γ | τpεq“a^ typepτq“Ru
˘
.
Now, as a partial tree τ P T d`1Γ can be seen as a pair of partial trees τL, τR P T
d
Γ
merged by the letter τpεq, we obtain that:
µd`1
`
tτ P T d`1Γ | τpεq “ a ^ typepτq “ Ru
˘
“
µd ˆ µd
`
tpτL, τRq P T
d
Γ ˆ T
d
Γ |
pδa`typepτLq, typepτRq˘ “ Ru˘, (15)
31
where the latter probability is taken in the product space. Thus, (15) equalsÿ
pRL,RRqP
pδ´1a pRq
µd
`
tτL P T
d
Γ | typepτLq “ RLu
˘
¨ µd
`
tτR P T
d
Γ | typepτRq “ RRu
˘
,
which, by the inductive assumption, equalsÿ
pRL,RRqP
pδ´1a pRq
αdpRLq ¨ αdpRRq.
The last term is equal to FapαnqpRq by the definition, see (13). Therefore,
the inductive hypothesis holds for d` 1.
The next three statements follow the standard way of proving Kleene’s
Fixpoint Theorem. However, instead of simply invoking that result, we prove
these claims by hand, as it seems to be much more direct.
Fact 6.7. The sequence pαdqdPN is descending in the order ĺ on D.
Proof. By monotonicity of F and the fact that α0 is the greatest element
of D.
Lemma 6.8. There exists a probabilistic distribution α8 P D such that for
each R Ď Q we have
α8pRq “ lim
dÑ8
αdpRq.
Proof. First notice that for each upward-closed set U Ď PpQq the sequence ofř
RPU αdpRq is non-increasing and bounded for dÑ 8. Thus, that sequence
has a limit. Now, for each R Ď Q the value αdpRq can be written as a differ-
ence of sums as above for two upward-closed sets. Therefore, limdÑ8 αdpRq
exists and we can define α8pRq as that limit. Since
ř
RĎQ αdpRq is always 1,
the limit values also satisfy that property and thus α8 is a probabilistic
distribution.
Lemma 6.9. The distribution α8 is the greatest fixpoint of F , i.e. Fpα8q “
α8 and if Fpα
1q “ α1 for some α1 P D then α1 ĺ α8.
Proof. First notice that F is continuous as a function from RPpQq to RPpQq.
Therefore,
Fpα8q “ F
´
lim
dÑ8
αd
¯
“ lim
dÑ8
Fpαdq “ lim
dÑ8
αd`1 “ α8.
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Now consider any fixpoint α1 P D of F . By monotonicity of F and the fact
that α0 “ 1Q, we know that for each d P N we have α
1
ĺ αd. As the order ĺ
is defined by sums of values and α8 is a point-wise limit of αd, it also holds
that α1 ĺ α8.
Recall that pI “ tR Ď Q | RX I ‰ Hu is the set of accepting states of the
power-set automaton. Consider the functional M : D Ñ R defined as
Mpαq “
ÿ
RPpI
αpRq. (16)
Clearly M is monotone (by the definition of ĺ and the fact that pI is up-
ward-closed) and continuous. Thus, the following corollary holds.
Fact 6.10. The sequence Md
def
“ Mpαdq is a decreasing sequence of numbers
with the limit M8
def
“ Mpα8q.
Moreover, Proposition 6.6 implies the following property of the values
Md.
Remark 6.2. For each d P N we have Md “ µ
d
`
LdpAq
˘
.
6.3. The measure of the language
We are now in position to provide a way of computing the measure
µ˚
`
LpAq
˘
of the considered language LpAq.
Proposition 6.11. Using the value M8 as defined in Fact 6.10, we have
µ˚
`
LpAq
˘
“M8.
Proof. Consider a depth d P N and let
Ld
def
“ tt P T ωΓ | t
ďd P LdpAqu.
Observe that by Lemma 6.3 we know that LpAq “
Ş
dPN Ld. Moreover,
from the definition of LdpAq we know that for d ď d1 we have Ld Ě Ld1.
Therefore, µ˚
`
LpAq
˘
“ limdÑ8 µ
˚
`
Ld
˘
. However, by the definition of the
measure on T ωΓ , see (11) we know that µ
˚
`
Ld
˘
“ µd
`
LdpAq
˘
where the latter
probability is taken in T dΓ . Now, by Remark 6.2 we know that µ
d
`
LdpAq
˘
“
Md. Therefore, the thesis holds.
We are now in place to prove the main theorem of this section.
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Proof of Theorem 6.1. By Proposition 6.11 we know that µ˚
`
LpAq
˘
equalsř
RPpI α8pRq, where α8 is the greatest fixpoint of the operator F : D Ñ D
(see Lemma 6.9). Since the operator F is given by a vector of polynomials in
R
PpQq, one can express in first-order logic over xR,`, ¨y that α8 is the greatest
fixpoint of F . For the sake of completeness (and complexity analysis) we will
provide a more precise construction here.
Fix a non-deterministic safety automatonA “ xΓ, Q, δ, Iy. LetR1, . . . , RN
be an enumeration of all the subsets of Q. First, consider the formulae de-
scribing: the elements of D (represented as sequences of reals), upward-closed
subsets of PpQq (represented as sequences of zeros and ones), and the order ĺ:
ϕD
`
x1, . . . , xN
˘ def
“
Nÿ
i“1
xi“1^
ľ
i“1,...,N
0ďxiď1,
ϕPpQq
`
ι1, . . . , ιN
˘ def
“
ľ
i“1,...,N
ι2i “ ιi ^
ľ
RiĎRj
ιi ď ιj ,
ϕĺ
`
~x, ~y
˘ def
“ ϕD
`
~x
˘
^ ϕD
`
~y
˘
^ @~ι. ϕPpQq ~`ι
˘
ñ
Nÿ
i“1
xiιi ď
Nÿ
i“1
yiιi.
As observed above, the operator F is just a vector of polynomials, which
means that there exists a formula ϕF
`
~x, ~f
˘
that holds for a given tuples, if
~x, ~f P D and Fp~xq “ ~f . Using these, one can write the following formula
expressing the measure of the set LpAq:
ϕµ˚pLpAqqpmq
def
“ D~x. ϕF
`
~x, ~x
˘
^`
@~y. ϕF
`
~y, ~y
˘
ñ ϕĺ
`
~y, ~x
˘˘
^ÿ
RiPpI
xi “ m.
Notice that the above formula is of size polynomial in N , i.e. exponential
in the number of states and transitions of A. The following claim follows
now directly from Lemma 6.9.
Claim 6.12. The measure µ˚
`
LpAq
˘
is the unique real number m satisfying
the formula ϕµ˚pmq.
Therefore, by Tarski’s Quantifier Elimination [27, 28], we know that
there exists a semialgebraic set [29, Chapter 2] containing a single real num-
ber µ˚
`
LpAq
˘
. This set can be computed in three-fold exponential time and
can be used as a representation of µ˚
`
LpAq
˘
.
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The complexity comes from results of [30]: the theory of real closed fields
can be decided in deterministic exponential space. Therefore, the decision
problems (i.e. positivity) about m “ µ˚pLpAqq can be solved in two-fold
exponential space.
As the following remark implies, the use of algebraic numbers in the above
procedure is unavoidable.
Remark 6.3. There exists a regular language recognisable by a non-deter-
ministic safety automaton such that the uniform measure of the language is
irrational.
Proof. It is enough to notice that the language L from Proposition 4.11 is
topologically closed and therefore recognisable by a non-deterministic safety
automaton.
6.4. Regular languages of finite trees
In this section we discuss how the above procedure for closed regular
languages can be adjusted to the case of regular languages of finite trees.
The main issue in that situation is the fact that for a fixed alphabet Γ,
the set of all finite trees T ăωΓ is countably infinite. Therefore, there is no
“uniform” measure over T ăωΓ . One of the possible solutions is to consider
discounted measures, i.e. measures where the structure of the tree is randomly
generated top to bottom, and where at each stage of the process there is some
extinction probability, i.e. the probability that we reach an end of the structure.
Such systems, called branching processes, have been extensively studied, see
e.g. [31]. For the study of their reachability and extinction properties see
e.g. [32] and its references.
In our setting an extinction of a branching process implies generation of
a finite tree. Thus, branching processes that are extinct with probability 1
generate, in the natural way, a measure on the set of finite trees.
For the sake of this section we will formalise that process as function from
infinite trees into finite ones. Let Γ “ ta1, . . . , anu be an alphabet of n letters
and let Γ1 “ Γ Y t51, . . . , 5nu, where 5i are distinct symbols not belonging to
Γ. A tree t P T ωΓ1 is called bounded if on each branch there is an occurrence of
a symbol 5i for some i P t1, . . . , nu. Notice that analogously to the language
La2 from Item 3 of Example 3.2, the measure of bounded trees is 1. Now, if
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a tree t P T ωΓ1 is bounded, let fptq P T
ăω
Γ be obtained in the following way:
Dompfptqq
def
“ tu P Domptq | @v Ĺ u. tpvq P Γu,
fptqpuq
def
“
#
tpuq if tpuq P Γ,
ai if tpuq “ 5i.
The measure on T ăωΓ given by f˝µ
˚ will be denoted µăω, i.e. µăωpSq
def
“
µ˚
`
f´1pSq
˘
— notice that being bounded is a regular property and therefore
the set f´1pSq is µ˚-measurable.
Theorem 6.13. Given a regular language of finite trees L Ď T ăωΓ , one can
effectively compute the value µăωpLq in two-fold exponential space, and the
value is algebraic.
Proof. Consider the following set of full trees:
L1
def
“
 
t P T ωΓ1 | if t is bounded then fptq P L
(
.
It is easy to observe that L1 is a closed regular set of infinite trees. More-
over, given a non-deterministic tree automaton A for L one can construct
a non-deterministic safety automaton A1 for L1, and the size of A1 is poly-
nomial in the size of A. Since the set of bounded trees has measure 1, the
µ˚-measure of L1 equals the µăω-measure of L. Therefore, the result follows
from Theorem 6.1.
7. Complexity of computing the measure
In the previous sections, we have described the algorithms for computing
the uniform measure of some classes of simple sets of infinite trees. The
upper bounds that follow from the devised algorithms are expressed in The-
orems 4.1, 5.1, and 6.1.
In the rest of this section, we derive lower bounds for the problem of
positive measure. In the first two cases, i.e. for FO and BCCQ we will reduce
directly from the problems of acceptance of Turing machines, while the lower
bound in the case of non-deterministic safety automata will be more direct.
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Turing machines. A Turing machine M is a tuple xΓ, Q, δ, qI, qfy, where Γ is
an alphabet, Q is a finite set of states, qI P Q is an initial state, qf P Q is
a final state, and δ Ď QˆΓˆQˆΓˆt´1, 0, 1u is the transition relation. A run
is a sequence of configurations; a configuration is a sequence of length 2n of
cells; and each cell contains either: 5 denoting an empty cell, a P Γ denoting
a non-empty cell without the head, or a pair xq, ay P Qˆ pΓY t5uq denoting
a cell with the head of the machine over it. A run is proper if
• every configuration is proper, i.e. there is exactly one head, and after
empty cells there are empty cells;
• the first configuration is the initial configuration, i.e. the first letter of
the configuration is xqI, 5y;
• and transitions between subsequent configurations are correct, i.e. labels
of cells without the head do not change in transition and the lablel of
the cell with the head of the machine and the new position of the head
change accordingly to the transition relation.
A run is accepting if it is proper and contains a configuration with the final
state (a final configuration).
7.1. Complexity for FO without descendant
We begin by giving a lower bound in the case of first-order formulae
without descendant.
Lemma 7.1. The positive µ˚pFOq problem is EXPSPACE-hard.
To prove this lemma we reduce the problem whether a given Turing ma-
chine accepts the empty input in exponential space.
Proof. The following problem is EXPSPACE -complete. Given a non-deter-
ministic Turing machine M and a number n in unary, decide whether M
accepts the empty input using at most 2n memory cells.
For a given Turing machine M and number n we will describe how to
construct a first-order formula φ, such that µ˚pLpφqq ą 0 if and only if M
accepts the empty input using at most 2n memory cells. The idea is that the
trees that satisfy the formula φ encode all accepting runs of M of the desired
length. The size of the formula φ will be polynomial in the value of n and
the size of M . Before we proceed, recall that if M accepts the empty input
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Figure 3: Encoding using first-order formulae. The bold solid lines denote some of the
child relations, the dashed lines denote the induced ancestor relations. The c-labelled
nodes are roots of encodings of configurations; the r-labelled nodes span the sequence
of configurations. The “diamond” between second and third drawn configuration assures
that they are consecutive.
using no more than 2n memory cells, then there exists an accepting run ofM
that uses no more than 22
n
steps.
A run of M will be encoded as a set of trees Bt, where t is a full tree
of height d “ 2n ` n, such that every node up to the depth 2n´1 is labelled
with a fresh letter r R Γ, every node at depth 2n is labelled with a fresh letter
c, every node between depths 2n`1 and 2n`n´1, inclusive, is labelled with
a fresh letter c1, and every node at depth 2n ` n is labelled with a memory
cell content. For an illustration of such a tree t see Figure 3.
Before we describe the encoding, let us recall a standard construction in
which a polynomial formula can select two nodes that are in a distance that
is exponential in the size of the formula.
ϕ0spx, zq
def
“ x s z,
ϕi`1s px, zq
def
“ Dy. @x1, y1. px1“x^ y1“yq_px1“y ^ y1“zq ñ ϕispx
1, y1q (17)
Intuitively, the formula ϕns px, zq states that x is an ancestor of z such
that dpx, zq “ 2n. Let ϕd“2
n
s denote that formula.In a similar fashion we can
define a formula ϕdăns px, zq stating that x is an ancestor of z and dpx, zq ă 2
n:
38
we simply replace the inductive construction with
ψ0spx, zq
def
“ x s z _ x “ y,
ψi`1s px, zq
def
“ Dy. @x1, y1. px1“x^ y1“yq_px1“y ^ y1“zq ñ ψispx
1, y1q (18)
and write ϕdă2
n
s px, zq
def
“ Dy. ψns py, zq ^ ysx^ zsx. In the same manner we
define ϕd“2
n
sL
, ϕdă2
n
sL
and ϕd“2
n
sR
, ϕdă2
n
sR
.
Now we can return to the encoding. The sub-trees of t in nodes labelled c
denote configurations. Since every such sub-tree is of height n, every encoding
has exactly 2n leafs encoding memory cells. Moreover, in a tree t there are
exactly 22
n
sub-trees encoding configurations.
The only non-trivial part of the first-order formula ϕframe defining the
above set of trees is the one talking about the nodes at depth 2n. This
is done using ϕd“2
n
s px, yq that expresses the fact that x Ĺ y and dpx, yq “ 2
n.
Similarly, using ϕdă2
n
s we can check the labels of the intermediate nodes and
thus verify that a given tree has the shape as described above.
Now, all we need is to describe how to write a formula encoding an ac-
cepting run. We start with a formula ϕproper stating that every configuration
is proper, i.e. there is exactly one head, and after empty cells there are empty
cells. Then a formula ϕfirst defining initial configuration: it simply states
that in the left-most configuration (defined using ϕd“2
n
sL
) head is over the first
memory cell and that the first memory cell is empty. Next is ϕaccepting defin-
ing an accepting configuration: it simply states that there is node labelled
by a letter from the set tqfu ˆ pΓY t5uq.
Now we define a formula ϕtransition stating that transitions between sub-
sequent configurations are correct. To do that, we define ϕnext confpx, yq, stat-
ing that x and y are c-labelled roots of two consecutive configurations, and
ϕsame cellpx, yq stating that nodes x and y encode the same cell in the two
consecutive configurations. More formally, the formula ϕsame cellpx, yq states
that there are two sequences of nodes x0, . . . , xn and y0, . . . , yn such that
yn “ y, xn “ x, ϕnext confpx0, y0q, and for i ą 0 xi is a left child if and only
if yi is a left child. Given the formula ϕsame cellpx, yq, the formula ϕtransition
simply states that the labels of x and y are consistent with the transition
relation.
What remains is to define the formula ϕnext confpx, yq. It simply states
that x and y are labelled c and that the path from x to y “forms a diamond”,
i.e. that there are three nodes xa, ya, and z such that xa is an ancestor of x
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reachable by sR only, ya is an ancestor of y reachable by sL only, and xa, ya
are respectively the left and the right child of z. To avoid speaking about
the ancestors explicitly, we use the formulae ϕdă2
n
sL
and ϕdă2
n
sR
.
The resulting formula is the conjunction of the formulae ϕframe, ϕproper,
ϕfirst, ϕaccepting, ϕtransition.
7.2. Complexity for conjunctive queries
In the case of a conjunctive queries, we obtain exact bounds. More pre-
cisely, we observe that deciding whether the measure of a language defined
by a single conjunctive query has a positive measure is NP -complete.
Proposition 7.2. The positive µ˚pCQq problem is NP-complete.
Proof. Let q be a conjunctive query. Then, either q is not satisfiable and
µ˚pqq “ 0, or q is satisfiable and has a positive measure. That is, µ˚pqq ą
0 if and only if q is satisfiable. Deciding whether a conjunctive query is
satisfiable is NP-complete, cf. e.g. [22].
If we allow Boolean combinations of conjunctive queries the complexity
increases exponentially.
Lemma 7.3. The positive µ˚pBCCQq problem is NEXP-hard.
The proof is a very simple adaptation of the reduction in [21], which
shows that the satisfiability of Boolean combinations of conjunctive queries
with respect to recursion-free DTDs is NEXP -hard. The two differences are
the lack of DTD, which is replaced by a Boolean combination of patterns,
and the forced use of the root patterns.
Proof. To show the lower bound we reduce the following NEXP -complete
problem: given a non-deterministic Turing machine M and a number n in
unary, decide whether M accepts the empty input in at most 2n steps.
More precisely, for a Turing machine M and number n we will describe
how to construct a Boolean combination of rooted, firm conjunctive queries φ,
such that µ˚pLpφqq ą 0 if and only if M accepts the empty input in at most
2n steps. The idea is that the trees that satisfy the formula φ encode all
accepting runs of M of the desired length.
The construction will be similar to the one in the used in the proof
of Lemma 7.1 with appropriate changes to the formulae ϕframe, ϕproper, ϕfirst,
ϕaccepting, ϕtransition.
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Figure 4: The structure of the encoding using conjunctive queries. The figure depicts two
consecutive configurations, with an ancestor i levels above. The formula ϕsame turnj px, yq
chooses either both left h-labelled nodes or both right h-labelled nodes.
Since a run should accept in 2n steps, the machine will not use more than
2n memory cells, thus every configuration under consideration has length
at most 2n.
A run will be encoded as follows, see Figure 4. Let t1 be a full tree
of height d ` 1. The root of t1 is labelled r R Γ and the tree t1.R has every
node labelled w R Γ. Now we describe the tree t “ t1.L. The root of t is
labelled r. And every node of t at depth l such that 1 ď l ď n´ 1 is labelled
r. Every node of t at depth n is labelled c R Γ. The trees rooted in the
c-labelled nodes encode configurations. Children of the c-labelled nodes are
labelled with g. Every g-labelled node u at depth at most d´3 has h-labelled
children (h R Γ). The nodes uLL and uRR are labelled g; the node uLR is labelled
0; the node uLRR is labelled 1; and the node uRL is labelled 1. Nodes u at depth
d´ 2 labelled g have similar setup with the difference that the nodes uLL and
uRR are labelled by a letter from the alphabet Γt: they encode the memory
cells. The unspecified nodes are labelled with w.
Notice that for d “ 3n, we have 2n configurations, nodes labelled c, with
2n memory cells each, and that all those requirements can be easily forced
by a polynomial in size Boolean combination of patterns. Indeed, the above
frame can be expressed by a Boolean combination ϕframe, in which the used
patterns forbid ill-labelled children and enforce good labelling of the roots.
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Thus, all that is left to define is a Boolean combination of patterns that will
enforce that a tree as above encodes an accepting run. We will do this by
stating that the configurations are proper (ϕproper); that there is a configura-
tion with an accepting state ϕaccepting; that the first configuration is the initial
configuration (ϕfirst); and that each transition between two consecutive con-
figurations is consistent with the transition relation δ (ϕtransition). The first
two requirements are easily expressible, it is also easy to write a formula
saying that every configuration is proper, i.e. that there is only one head and
after blanks there are blanks.
Now, we describe how to express that the transitions are proper. We start
with family of formulae ϕnext confipx, yq, i P t1, 2, . . . , nu, where ϕnext confipx, yq
holds for two nodes that are roots of two consecutive configurations with a
common ancestor i levels above. The formula ϕnext confipx,yq says that x and y
are c-labelled and there are two sequences x1, . . . , xi´1, x and y1, . . . , yi´1, y,
and a node z such that x1 is the left child of z, y1 is the right child of z,
x1, . . . , xi´1, x are right-child connected y1, . . . , yi´1, y are left-child connected,
they “form a diamond” as on Figure 4. In a similar way, we can define
ϕnext cellipx,yq choosing nodes that are two consecutive memory cells in the
same configuration.
Now, we will describe how to construct a family of formulae ϕsame cellipx, yq,
j P t1, 2, . . . , nu, that chooses the same memory cell in two consecutive
ϕnext confi configurations. We start by observing that if xc and yc are the
c-labelled nodes of the appropriate configurations then x and y are the same
memory cell if at each level of the path from xc to x we choose the same
turns as on the appropriate levels of the path from yc to y. In other words,
if xc, x1, . . . , x is child connected path from xc to x and yc, xy, . . . , y is child
connected path from yc to y, then xi is the left child of its parent if and
only if yi is the left child of its parent. This can be achieved by a family of
formulae ϕsame turnjpx, yq.
The formula ϕsame turnj px, yq states that x and y are at depth 2j ` n,
are h-labelled, and are both left or both right children. We achieve the
last one by stating that there are two sequences of nodes x1, . . . xn`2j`1 and
y1, . . . yn`2j`1 such that for j “ 1, . . . , n`2j`1 we have that xjsxj`1,yjsyj`1,
x is an ancestor of xn`2j`1, y is an ancestor of yn`2j`1, x1 “ y1 and both
yn`2j`1, xn`2j`1 are labelled with 1. Note, that ϕsame turnipx, yq if and only if
x and y are on the same depth and both are left or both are right children.
Finally, we define ϕsame cellipx, yq by stating that x and y are at depth d
and the paths from their respective c-labelled ancestors take the same turns.
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With ϕsame cellipx, yq defined, for every transition σ that is not in δ we
can write a pattern ϕσ stating that a transition between two configurations
is incorrect. The pattern states that for some i, j, k there are two nodes
x, y such that ϕsame cellipx, yq and there also are two nodes y
1, y2 such that
ϕnext cellj py, y
1q, ϕnext cellkpy
1, y2q and the labels of x, y, y1, y2 encode σ. Hence,
ϕtransition is simply the conjunction of the negations of the formulae ϕσ.
The final formula is the conjunction of the formulae ϕframe, ϕproper, ϕfirst,
ϕaccepting, ϕtransition, modified so that the used patterns are firm. We do that
by quantifying every variable by formula ϕlimited depthdpxq stating that there
is a node y at depth d` 1 such that x is an ancestor of y.
Since the lower bound from Lemma 7.3 matches the upper bound obtained
in Proposition 5.8 we infer the following.
Theorem 7.4. The positive µ˚pBCCQq problem is NEXP-complete.
Counting complexity. We will now provide a short explanation how the above
results can be read in terms of counting complexity classes. However, as the
main scope of the article is expressed in terms of classical decision procedures,
the provided explanation is brief, only indicating how this approach can
be taken.
A careful inspection of the proof of hardness, i.e. the proof of Lemma 7.3,
reveals that the described reduction in fact reduces the problem of computing
the number of runs of a non-deterministic Turing machine running in expo-
nential time to the problem of computing the standard measure of a language
defined by a Boolean combination of conjunctive queries. The crucial obser-
vation is that under the above defined reduction, every accepting run of the
machine defines an unique prefix of fixed depth, say k. Moreover, each such
run corresponds to exactly the set of trees that conform to that prefix. Since
for every run the size of the corresponding prefix is 2k, there exists a com-
putable constant c such that the number of accepting runs, say a, and the
measure, say µ, are related by the equation c ¨ a “ µ. Thus, it shows that
the quantitative µ˚pBCCQq problem is 7EXP-hard.
On the other hand, a careful analysis of the proofs of Theorem 5.1 and
Corollary 5.7 allow us to claim that computing the measure belongs to the
class 7EXP. Let k be the size of the input query. A simple algorithm guesses
a full binary tree of height k that is the prefix witnessing the satisfiability of
the root patterns and then verifies it in deterministic exponential time. Since
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the size of every such prefix is exponential in k and the prefixes define a parti-
tion into sets of equal measure, instead of counting the prefixes, it is enough
to count the accepting runs.
Thus, we state the following.
Proposition 7.5. The problem of computing the measure of BCCQ (i.e. Boo-
lean combinations of conjunctive queries) is 7EXP-complete.
Notice that the arguments above use crucially the idea that in the case
of conjunctive queries the measure is determined by the close neighbourhood
of the root. This allows us to simply enumerate all the prefixes of some
fixed depth and count the positive occurrences. A similar observation can be
made in the case of first-order formulae not using descendant relation, but
most likely does not extend to the case of first-order formulae using descen-
dant nor to the case of safety automata. Since both classes admit languages
of irrational uniform measure and every prefix of fixed depth is of rational
measure, simple counting is not enough.
7.3. Complexity for safety automata
In this section we provide a lower bound for the problem of computing the
measure of a language given by a non-deterministic safety automaton. In that
case, contrary to the cases of FO and BCCQ, the given model is asymmetric
— the considered model is not closed under complement. Therefore, the
problems of positive measure and full measure (i.e. whether µ˚
`
L
˘
“ 1) are
not obviously inter-reducible. Therefore, to obtain a better lower bound we
will focus on the later problem.
Proposition 7.6. The problem whether µ˚
`
LpAq
˘
“ 1 for a non-determin-
istic safety automaton A is EXP-hard.
Proof. The result follows directly from EXP -hardness of the problem of
universality of non-deterministic automata over finite trees (i.e. whether
LpAq “ T ăωΓ ), see e.g. [33, Theorem 1.7.7], and the reduction provided in
Theorem 6.13.
8. Conclusions and future work
We have shown that there exists an algorithm that, given a first-order sen-
tence ϕ over the signature ΓY tε, sR, sL, su, computes µ
˚pLpϕqq in three-fold
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exponential space. We also have shown that there exists an algorithm that,
given a Boolean combination of conjunctive queries ϕ over the signature
Γ Y tε, sR, sL, s,Ĺu, computes the uniform measure µ
˚pLpϕqq in exponential
space. Both these algorithms base on the fact that the measure of the consid-
ered language coincides with the measure of an effectively computable clopen
regular set of trees (see Remark 4.1 and the proof of Theorem 5.1). Such
languages are always of computable rational measure and thus the results
follow. As witnessed by Proposition 4.11 this technique cannot work for the
full first-order logic, because it can define languages of irrational measures.
Additionally to the above results, we provide an algorithm for computing
the measure of a language given by a non-deterministic safety automaton.
The approach in that case must be different, as witnessed by Remark 6.3. The
provided algorithm reduces the problem to a first-order formula over the reals
and then invokes the celebrated Tarski’s quantifier elimination procedure.
This result can be adjusted to the case of regular languages of finite trees, as
discussed in Section 6.4.
We have also studied the computational complexity of the problems of
positive measure. The upper and lower bounds match in the case of conjunc-
tive queries (NP -complete) and Boolean combinations of conjunctive queries
(NEXP -complete). The bounds in the case of first-order logic without de-
scendant do not match: the problem is EXPSPACE -hard while the provided
algorithm runs in three-fold exponential space. Similarly, the bounds for
non-deterministic safety automata do not match. We think that establishing
the exact bounds of the problems poses an interesting direction of future
research.
The substantial gap in the case of first-order formulae stems from two rea-
sons. The fist reason is applicable not only in the case of first-order formulae
and can be stated as follows: the provided algorithms solve the computational
quantitative problem, i.e. compute the measure, while the provided reduc-
tions utilise decision versions of the qualitative problem, i.e. decide whether
the measure is 0 or decide whether the measure is 1. This is especially evident
in the case of Boolean combinations of conjunctive queries, where the prob-
lem of deciding positive measure is NEXP -complete, computing the measure
is 7EXP-complete, and we provide an algorithm that computes the measure
in exponential space. To further support this observation, note that in the
cases where we have obtained matching complexity bounds we have provided
specific algorithms to solve the positive measure problems.
The second reason is more algorithm specific. The proposed algorithm
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uses the Gaifman locality to compute a new formula in Gaifman normal form.
This results in necessarily three-fold exponential blow-up in the size of the
formula, see [17]. On the other hand, the transformation does not alter the
bound on the height of the counted prefixes, as it remains exponential in the
size of the original formula. Notice that our reduction exploits the blow-up
in the prefix size, but not in the size of the new formula. We conjecture that
the actual complexity of the problem should match the lower bound, as we
think that it is possible to circumvent the blow-up in the formula size by
performing the translation on-line and computing only the necessary parts
of the normal form on demand.
The results of this paper are expressed in terms of trees with binary
branching. The results directly extend to trees of other fixed branching,
i.e. ternary trees. The situation is a bit more subtle with ω-branching trees:
although they can be naturally interpreted into binary trees, the interpreta-
tion is not definable in all the considered formalisms (e.g. in FO with succes-
sor). Even worse, it seems that in the case of unbounded finitely branching
trees there is no natural definition of an uniform measure: intuitively, ev-
ery measure on such trees has to be effectively discounted, in the sense that
having more children has to be less probable than having less. Due to these
difficulties, we decided to focus on the binary formulations. If there is a need
of translating them to some other model, one should carefully check whether
it is possible to interpret that model within binary branching trees in a way
definable in the considered logic.
Note that the considered measure respects a form of a 0´1-law. By
Lemma 3.1, if t is a finite tree then with probability 1 it appears as a sub-tree
in a random tree. It would be interesting to extend the enquiry to measures
that do not posses such a property. Such measures can be expressed, for
example, by graphs or by branching boards, cf. [10].
Obviously, the most interesting problem is to find an algorithm that can
compute the uniform measure of an arbitrary regular language of infinite
trees. While we know that languages with irrational measures exist, we
conjecture that for any regular language of trees L the uniform measure
µ˚pLq is algebraic.
References
[1] K. Chatterjee, T. A. Henzinger, A survey of stochastic ω-regular games,
J. Comput. Syst. Sci. 78 (2) (2012) 394–413.
46
[2] D. Suciu, D. Olteanu, C. Re´, C. Koch, Probabilistic Databases, Syn-
thesis Lectures on Data Management, Morgan & Claypool Publishers,
2011.
[3] T. Chen, K. Dra¨ger, S. Kiefer, Model checking stochastic branching
processes, in: MFCS, 2012, pp. 271–282.
[4] D. Gale, F. M. Stewart, Infinite games with perfect information, in:
Contributions to the theory of games, Vol. 2 of Annals of Mathematics
Studies, no. 28, Princeton University Press, 1953, pp. 245–266.
[5] M. Mio, Probabilistic modal µ-calculus with independent product, Log-
ical Methods in Computer Science 8 (4) (2012) 1–36.
[6] T. Gogacz, H. Michalewski, M. Mio, M. Skrzypczak, Measure properties
of regular sets of trees, Inf. Comput. 256 (2017) 108–130.
[7] H. Michalewski, M. Mio, On the problem of computing the probability
of regular sets of trees, in: FSTTCS, 2015, pp. 489–502.
[8] A. Amarilli, P. Bourhis, P. Senellart, Provenance circuits for trees and
treelike instances, in: ICALP, 2015, pp. 56–68.
[9] L. Staiger, The Hausdorff measure of regular ω-languages is computable,
Bulletin of the EATCS 66 (1998) 178–182.
[10] M. Przyby lko, M. Skrzypczak, On the complexity of branching games
with regular conditions, in: MFCS, Vol. 58, 2016, pp. 78:1–78:14.
[11] A. Amarilli, M. Monet, P. Senellart, Conjunctive queries on probabilistic
graphs: Combined complexity, in: PODS, 2017, pp. 217–232.
[12] M. Przyby lko, Tree games with regular objectives, in: GandALF, 2014,
pp. 231–244.
[13] M. Przyby lko, Stochastic games and their complexity, Ph.D. thesis, Uni-
versity of Warsaw (2019).
[14] W. Thomas, Languages, automata, and logic, in: Handbook of Formal
Languages, Springer, 1996, pp. 389–455.
47
[15] A. Kechris, Classical descriptive set theory, Springer-Verlag, New York,
1995.
[16] L. Heimberg, D. Kuske, N. Schweikardt, An optimal Gaifman normal
form construction for structures of bounded degree, in: LICS, 2013, pp.
63–72.
[17] A. Dawar, M. Grohe, S. Kreutzer, N. Schweikardt, Model theory makes
formulas large, in: ICALP, 2007, pp. 913–924.
[18] L. Bunt, P. Jones, J. Bedient, The Historical Roots of Elementary Math-
ematics, Dover Books Explaining Science, Dover Publications, 1988.
[19] A. Potthoff, Logische Klassifizierung regula¨rer Baumsprachen, Ph.D.
thesis, Universita¨t Kiel (1994).
[20] M. Bojan´czyk, Tree-walking automata, in: LATA, 2008, pp. 1–2.
[21] F. Murlak, M. Ogin´ski, M. Przyby lko, Between tree patterns and con-
junctive queries: Is there tractability beyond acyclicity?, in: MFCS,
2012, pp. 705–717.
[22] H. Bjørklund, W. Martens, T. Schwentick, Conjunctive query contain-
ment over trees, Journal of Computer and System Sciences 77 (3) (2011)
450–472.
[23] I. Walukiewicz, Deciding low levels of tree-automata hierarchy, Electr.
Notes Theor. Comput. Sci. 67 (2002) 61–75.
[24] F. Cavallari, Regular tree languages in the first two levels of the Borel
hierarchy, Ph.D. thesis, HEC Lausanne (UNIL) and University of Turin
(2018).
[25] D. Janin, G. Lenzi, On the logical definability of topologically closed
recognizable languages of infinite trees, Computers and Artificial Intel-
ligence 21 (3) (2002) 1–19.
[26] C. Jones, G. Plotkin, Probabilistic powerdomain of evaluations, in:
LICS, 1989, pp. 186–195.
[27] A. Tarski, A Decision Method for Elementary Algebra and Geometry,
University of California Press, 1951.
48
[28] G. E. Collins, Hauptvortrag: Quantifier elimination for real closed fields
by cylindrical algebraic decomposition, in: Automata Theory and For-
mal Languages, 1975, pp. 134–183.
[29] J. Bochnak, M. Coste, M.-F. Roy, Real Algebraic Geometry, Vol. 36
of A Series of Modern Surveys in Mathematics, Springer-Verlag Berlin
Heidelberg, 1998.
[30] M. Ben-Or, D. Kozen, J. Reif, The complexity of elementary algebra
and geometry, Journal of Computer and System Sciences 32 (2) (1986)
251–264.
[31] T. E. Harris, The Theory of Branching Processes, Springer–Verlag Berlin
Heidelberg, 1963.
[32] K. Etessami, M. Yannakakis, Recursive Markov decision processes and
recursive stochastic games, J. ACM 62 (2) (2015) 11:1–11:69.
[33] H. Comon, M. Dauchet, R. Gilleron, C. Lo¨ding, F. Jacquemard,
D. Lugiez, S. Tison, M. Tommasi, Tree automata techniques and ap-
plications, Available on: http://www.grappa.univ-lille3.fr/tata,
release October, 12th 2007 (2007).
49
