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Abstract
We carry out a systematic, topos-theoretically inspired, investiga-
tion of Wallman compactifications with a particular emphasis on their
relations with Gelfand spectra and Stone-Čech compactifications. In
addition to proving several specific results about Wallman bases and
maximal spectra of distributive lattices, we establish a general frame-
work for functorializing the representation of a topological space as
the maximal spectrum of a Wallman base for it, which allows to gen-
erate different dualities between categories of topological spaces and
subcategories of the category of distributive lattices; in particular, this
leads to a categorical equivalence between the category of commuta-
tive C∗-algebras and a natural category of distributive lattices. We
also establish a general theorem concerning the representation of the
Stone-Čech compactification of a locale as a Wallman compactification,
which subsumes all the previous results obtained on this problem.
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1 Introduction
This paper consists in a systematic investigation of Wallman compactifica-
tions in relation to Gelfand spectra, Stone-Čech compactifications and more
generally to the representation theory of topological spaces. It is shown that
the notion of Wallman base can serve in many contexts as a convenient tool
for representing topological spaces, to the point of leading to useful dualities
between notable categories of topological spaces, such as the category of T1
compact spaces or that of compact Hausdorff spaces, and natural categories
of distributive lattices.
Our analysis is inspired by the view of Grothendieck toposes introduced
in [10], which regards toposes as ‘unifying spaces’ being able to effectively act
as ‘bridges’ between different representations of a given mathematical object
(whenever the latter can be formalized as different sites of definition for one
topos). In fact, the notion of base for a topological space is particularly
amenable to such an approach, since by Grothendieck’s Comparison Lemma
for any topological space X and base B for it we have an equivalence of
toposes
Sh(X) ≃ Sh(B,JcanO(X)∣B),
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where Jcan
O(X)
∣B is the Grothendieck topology induced on B by the canonical
topology Jcan
O(X)
on the frame O(X) of open sets of X. Such representation,
which can be interpreted as an ‘objectification’ of the abstract relationship
between X and B, indicates that when the topology Jcan
O(X)
∣B can be charac-
terized ‘intrinsically’ in terms of the partially ordered structure of B induced
by the inclusion B ⊆ O(X), the space X admits an ‘intrinsic’ representation
in terms of B which, if appropriately functorialized, can lead to a duality
between a category of such spaces X and a category of such posets B. For
instance, if X is compact and B is a normal Wallman base for it then, un-
der a form of the axiom of choice, the topology Jcan
O(X)
∣B can be identified
with a Grothendieck topology JBm intrinsically defined in terms of the lat-
tice structure on B, and in the particular case when X is Hausdorff and B
is equal to the lattice Coz(X) of co-zero sets on X (as defined in [17]) the
topology JBm admits even a further representation, as the Grothendieck topol-
ogy on B whose covering sieves are those which contain countable covering
families. In fact, this latter choice leads to a duality between the category
of compact Hausdorff spaces and particular category of distributive lattices
whose objects are Alexandrov algebras satisfying a natural lattice-theoretic
condition and whose arrows are the distributive lattices between them which
preserve countable joins; composed with Gelfand duality for commutative
C∗-algebras, this duality gives rise to a categorical equivalence between the
category of C∗-algebras and such category of lattices, which can be exploited
for studying C∗-algebras from a purely lattice-theoretic viewpoint. Another
situation in which the topology Jcan
O(X)
∣B can be characterized intrinsically
is when X is a T1 compact space and B is equal to O(X); this leads to a
duality between the category of T1 compact spaces and a particular category
of frames, which restricts to a different duality for compact Hausdorff spaces.
Of course, different choices of Wallman bases for compact spaces can lead to
different dualities, and in fact we present a general framework for generating
such dualities in section 3.1.
The above-mentioned topos-theoretic viewpoint also guides us in our in-
vestigation of the relationships between the Stone-Čech compactification of
a topological space X and its Wallman compactifications. The study of such
relations had been initiated by Wallman himself, who proved that for any
normal completely regular space X its Stone-Čech compactification can be
identified with the Wallman compactification Max(O(X)), and was contin-
ued by several authors, including Gillman and Jerison [14], Frink [12] and
Johnstone [17] and [19]; in section 2.4 we prove a general theorem, based
on the concept of A-conjunctive sublattice of a frame A, which subsumes
all the previous results obtained on this problem and allows to establish
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(iso)morphisms between the Stone-Čech compactification of a locale and its
Wallman compactifications in new many cases which were not covered by the
past treatments.
The careful reader will appreciate the unifying power that the topos-
theoretic viewpoint can offer on these questions. In fact, the naturality of
this approach is also witnessed by the possibility of naturally interpreting
the different constructions of Gelfand spectra and Stone-Čech compactifi-
cations as Morita-equivalences between different geometric (propositional)
theories having the same classifying topos, which in fact we analyze and ex-
ploit systematically in the course of the paper. Actually, the topos-theoretic
viewpoint is the only one which allows to understand and investigate the re-
lationships between different ways of constructing a certain topological space
in a unified way, that is as different representations (namely, sites of defini-
tions) of a single object (namely, the topos associated to the space); the given
topos can then be effectively used as a ‘bridge’ for transferring information
between its different representations according to the methodologies intro-
duced in [10] (in fact, essentially all of the results obtained in the paper arise
as applications of this general technique).
Let us now proceed to describing the contents of the paper in greater
detail.
In section 2 we make a systematic study of the concept of Wallman base
by identifying its natural lattice-theoretic counterpart, namely the concept
of A-conjunctive sublattice of a frame A, and investigate maximal spectra of
distributive lattices from both a point-based and point-free perspective; the
integration of these different approaches, combined with some central results
in Topos Theory, leads us to several concrete results about Wallman bases
and conjunctive lattices, notably including the above-mentioned general the-
orem relating the Stone-Čech compactification of a locale and its Wallman
compactifications.
In section 3 we address the problem of functorializing the representa-
tions of topological spaces as maximal spectra of Wallman bases for them,
and establish a general duality theorem between an appropriate category of
topological spaces each of which equipped with a Wallman base on it and a
subcategory of the category of distributive lattices. This duality theorem is
then applied in section 3.3 to generate a duality for T1 compact spaces and
in section 3.2 to obtain a duality between the category of compact Hausdorff
spaces and a particular category of Alexandrov algebras. This latter duality
is also analyzed, in view of Gelfand duality between commutative C∗-algebras
and compact Hausdorff spaces, from the point of view of C∗-algebras leading
to an explicit categorical equivalence between the category of C∗-algebras
and this category of lattices; in particular, any C∗-algebra is shown to be re-
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coverable from the associated Alexandrov algebra through a construction of
essentially order-theoretic and arithmetic nature. The results are presented
for real C∗-algebras (that is, for rings of real-valued continuous functions on
a compact Hausdorff space) but they can be straightforwardly extended to
the context of complex C∗-algebras.
In section 4 we investigate the notion of maximal spectrum of a commu-
tative ring with unit from the point of view of the distributive lattice consist-
ing of the compact open sets of its Zariski spectrum. This leads to a logical
characterization of the topos of sheaves on such spectrum as the classifying
topos of a certain propositional geometric theory which, if the spectrum is
sober, axiomatizes precisely the maximal ideals of the ring. Next, we explic-
itly characterize the class of rings with the property that the corresponding
distributive lattice is conjunctive, and remark that any finite-dimensional C∗-
algebra enjoys this property; this leads in particular to an explicit algebraic
characterization of the lattice of co-zero sets on its spectrum as a distributive
lattice presented by generators and relations.
Prerequisites and notation. Even though the results of this paper are
concrete and should be understandable by anyone with a basic knowledge of
order theory and topology, a familiarity with Locale Theory and Topos The-
ory is definitely needed to follow the proofs and appreciate the underlying
methodologies. The reader is referred to [17] (resp. to [21]) for the back-
ground of Locale Theory (resp. of Topos Theory) necessary for understand-
ing the paper. If not indicated otherwise, our terminology is standard and
borrowed from [17]. All the distributive lattices considered in the paper are
bounded. We refer the reader to [11] for the notion of J-ideal (resp. of frame
IdJ(C) of J-ideals, of J-prime filter) on a preorder C for a (Grothendieck)
coverage J on C.
2 Wallman and Stone-Čech compactifications
2.1 Wallman bases
We recall from [17] (IV2.4) that, given a topological space X, a Wallman
base B for X is a sublattice of of the frame O(X) of open sets of X which
is a base for the topology and satisfies the property that for any U ∈ B and
x ∈ U there exists V ∈ B such that U ∪ V =X and x ∉ V .
Given a distributive lattice B, we denote by Max(B) the set of its max-
imal ideals. Recall that an ideal of a distributive lattice B is a subset I ⊆ B
which is a lower-set and satisfies the property that 0B ∈ I and for any a, b ∈ I,
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a ∨ b ∈ I; an ideal I of B is said to be prime if I ≠ B and for any a, b ∈ B,
a∧ b ∈ I implies that either a ∈ I or b ∈ I. An ideal I of B is said to be maxi-
mal if I ≠ B and I is not strictly contained in any ideal of B, equivalently if
for any a ∉ I, the ideal on B generated by I ∪{a} is the whole B. Since every
maximal ideal is prime (cf. Corollary I 2.4), we can equip Max(B) with the
subspace topology induced by the Zariski topology on the Stone spectrum
Spec(B) of B; in other words, a base for the topology on Max(B) is given
by the subsets of the form Gb = {I ∈ Max(B) | b ∉ I} for b ∈ B (cf. section
2.2 below for more details).
Assuming a form of the axiom of choice (the maximal ideal theorem for
distributive lattices), one can prove that Max(B) is compact (cf. Lemma II
3.5 [17]).
For any topological space X and any sublattice B of O(X), we have a
continuous map
ηXB ∶ X → Spec(B)
sending any point x ∈ X to the prime ideal {b ∈ B | x ∉ b} of B; when the
space X can be unambiguously inferred from the context, we simply denote
ηXB by ηB.
Notice that the map ηXB is always open and it factors through the subspace
inclusion Max(B) ↪ Spec(B) if and only if B is a Wallman base for X.
If X is a T0-space then the map ηXB is injective and therefore it is an
homeomorphism if and only if it is surjective.
Lemma 2.1. Let X be a topological space and Xs its sobrification. Then the
image of the universal map η ∶X →Xs is dense in Xs.
Proof We can realize Xs and η ∶ X →Xs, up to isomorphism, as follows. Xs
is the set of completely prime filters on the frameO(X) of open sets ofX, and
the map η ∶ X → Xs sends any point x ∈ X to the filter {U ∈ O(X) | x ∈ U}.
The topology on Xs has as open sets those of the form Fu = {P ∈Xs | u ∈ P}.
Now, if Fu is non-empty then u ≠ ∅ (by definition of completely prime filter)
and hence there is x ∈X such that x ∈ u, equivalently η(x) ∈ Fu. We can thus
conclude that every non-empty open set of Xs has non-empty intersection
with Im(η), in other words Im(η) is dense in Xs, as required. ◻
Recall that a distributive lattice D is said to be normal if for any a, b ∈ D
such that a∨ b = 1 there exist c, d ∈D such that c∨a = b∨ d = 1 and c∧ d = 0.
In [18] Johnstone proved that a Wallman base B for a topological space X is
(semi-)normal if and only if the space Max(B) is Hausdorff. We thus obtain
the following result.
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Corollary 2.2. Let X be a T0 compact space with a (semi-)normal Wall-
man base B. Then the map ηXB ∶ X → Max(B) is an homeomorphism; in
particular, X is Hausdorff.
Proof By Lemma 2.1, the image Im(ηXB ) in Max(B) of X under the map
ηXB is dense in Max(B), that is its closure coincides with Max(B). Since
X is compact and ηXB is continuous Im(η
X
B ) is compact as a subspace of
Max(B). But,Max(B) being Hausdorff (since B is (semi-)normal), Im(ηXB )
is closed in Max(B) and hence coincides with Max(B); in other words, ηXB
is surjective and hence an homeomorphism. ◻
Theorem 2.3. Let X be a topological space with a Wallman base B such that
the space Max(B) is sober. Then every prime ideal I of B which is closed
under arbitrary unions in O(X) is a maximal ideal of B.
Proof By our hypotheses we have a map ηB ∶ X → Max(B) sending any
x ∈ X to the ideal {b ∈ B | x ∉ b}. Now, if Max(B) is sober then, by the
universal property of the sobrification of X, we have a unique continuous
map η˜B ∶ Xs → Max(B) such that η˜B ○ η = ηB. It is easy to verify that η˜B
sends any filter P in Xs to the ideal B ∖ (P ∩ B), and that for any b ∈ B,
η˜B
−1(Gb) = Fb. From the fact that η˜B ○ η = ηB it thus follows, by invoking
Lemma 2.1, that the image of ηB is dense in Max(B); indeed, for any basic
open set Gb of Max(B), if Gb is non-empty then, by definition of (maximal)
ideal on B, b ≠ ∅ and hence, since Fb has non-empty intersection with Im(η),
we have ∅ ≠ η˜B(Fb ∩ Im(η)) ⊆ Gb ∩ Im(ηB), as required.
Now, by the results in [11], the sobrification ofX can be identified with the
space of points of the locale O(X) ≃ IdJB(B), where JB is the Grothendieck
topology on B induced by the canonical topology on O(X), that is with the
set XB of JB-prime filters on B, endowed with the topology whose basic
open sets are the subsets of the form Fb = {P ∈ XB | b ∈ P}. Concretely,
the homeomorphism Xs → XB sends any filter P in Xs to the intersection
P ∩ B, and hence the map η˜B corresponds, under this homeomorphism, to
the function sending any filter P ′ ∈ XB to the complement B ∖ P ′. We can
thus conclude that the complement of any JB-prime filter on B is a maximal
ideal on B. Let us unravel this into more concrete terms. The Grothendieck
topology JB on B has as covering sieves on any object b ∈ B those sieves on b
which contain families of subsets of b in B such that their union in O(X) is
equal to b. A JB-prime filter on B is thus a subset F ⊆ B such that F is an
upper set in B, 0B ∉ F , for any a, b ∈ B, a ∈ F and b ∈ F implies that a∩b ∈ F ,
and for any family of elements of B whose union in O(X) belongs to F then
at least one of the elements of the family belongs to F . The condition that
7
the complement of every JB-prime filter on B should be a maximal ideal on
B can thus be reformulated as follows: every subset I of B such that 0B ∈ I
and I is a prime lower set in B (in the sense that for any a, b ∈ B, a∩ b ∈ I if
and only if either a ∈ I or b ∈ I) closed under unions in O(X) is a maximal
ideal of B. ◻
Remark 2.4. One might wonder if the sufficient condition for maximality
of ideals of B given in the statement of the theorem can hold also under less
restrictive assumptions. In fact, this condition is precisely equivalent to the
fact that ηB is a continuous map from the sobrification of X to Max(B);
and this is equivalent, under the assumption that Max(B) is sober, to the
condition that the function ηB ∶ X → Spec(B) takes values in Max(B),
which, as we saw, is equivalent to the property of B to be a Wallman base
and hence does not hold in general for arbitrary B.
Theorem 2.5. Let X be a topological space and let B be a Wallman base of
X such that the map ηB is surjective on Max(B). Then the sobrification of
X is homeomorphic to the sobrification of Max(B), and if Max(B) is sober
then the maximal ideals of B are exactly the prime ideals on B which are
closed under arbitrary unions in O(X).
Proof The subspace inclusion Max(B) ↪ Spec(B) induces a geometric
inclusion
i ∶ Sh(Max(B)) → Sh(Spec(B)) .
But JB clearly contains the coherent topology JcohB on B and hence we
have a geometric inclusion j ∶ Sh(B,JB) ↪ Sh(B,JcohB ). On the other
hand, the surjection η˜B ∶ XB → Max(B) induces a geometric surjection
s ∶ Sh(XB) → Sh(Max(B)). Now, since the topos Sh(B,JB) has enough
points (being equivalent to Sh(X)), it is equivalent to the topos Sh(XB) of
sheaves on its space of points, and under this equivalence and the well-known
equivalence Sh(Spec(B)) ≃ Sh(B,JcohB ), the composite i ○ s corresponds to
j. Now, the uniqueness (up to isomorphism) of the surjection-inclusion fac-
torization of a geometric morphism ensures that s must be an equivalence,
in other words η˜B yields an homeomorphism to the sobrification of Max(B).
Hence, in view of the concrete description of the map given in the proof of
Theorem 2.3, if Max(B) is sober then the elements of Max(B) are exactly
the complements in B of the filters in XB, that is the maximal ideals of B
are exactly the prime ideals on B which are closed under arbitrary unions in
O(X).
Notice that this proof represents an application of the technique ‘toposes
as bridges’ of [10]. ◻
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2.2 The maximal spectrum of a distributive lattice
Let D be a distributive lattice. Then the topos Sh(D,JcohD ) of sheaves on D
with respect to the coherent topology JcohD on it is equivalent to the topos of
sheaves on the Stone spectrumXD ofD, that is to the topological space whose
underlying set is the collection of the prime filters on D and whose topology
is generated by the following basic open sets: Fa ∶= {P ∈ XD | a ∈ P}, for
a ∈D. The equivalence of toposes
Sh(D,JcohD ) ≃ Sh(XD)
can be read frame-theoretically as an equivalence
IdJcoh
D
(D) ≅ O(XD)
between the frame IdJcoh
D
(D) of ideals of D and the frame O(XD) of open
sets of the spectrum XD.
We now consider the proper prime filters in XD which are minimal with
respect to the subset-inclusion ordering, that is with respect to the special-
ization ordering on XD induced by the subterminal topology on it. The
prime filters on D are precisely the complements in P(D) of the prime ide-
als on D (cf. Proposition I.2.2 [17]), therefore the minimal proper prime
filters in XD correspond to the ideals on D which are proper and maximal
among the prime ideals on D with respect to the subset-inclusion ordering
on P(XD); notice that these latter ideals coincide, if we assume the prime
ideal theorem, precisely with the maximal ideals on D, since every maximal
ideal is prime (cf. Corollary I.2.4 [17]). Let us assume this condition and
denote by Max(D) the set of such ideals. If we endow Max(D) with the
topology with basic open sets those of the form Ma ∶= {I ∈Max(D) | a ∉ I}
for a ∈ D then we obtain a topological space which is homeomorphic (under
the complement bijection) to a subspace of the spectrum XD and therefore
we obtain a subtopos
i ∶ Sh(Max(D)) ↪ Sh(XD) .
Recall from [11] that the topos Sh(XD) can be regarded as the classifying
topos of the theory of prime filters on D, that is of the propositional theory
TD whose signature has one atomic proposition Fa for each element a ∈ C,
and whose axioms are the following:
(⊺ ⊢ F1);
(Fa ⊢ Fb)
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for any a ≤ b in D,
(Fa ∧ Fb ⊢ Fa∧b)
for any a, b ∈D,
(Fa∨b ⊢ Fa ∨ Fb)
for any a, b ∈D.
By the duality theorem in [9], the subtopos i ∶ Sh(Max(D)) ↪ Sh(XD)
thus naturally corresponds to a unique quotient TDm of T classified by the
topos Sh(Max(D)). On the other hand, using the representation Sh(XD) ≃
IdJcoh
D
(D) of the topos Sh(XD), we obtain the existence of a unique Grothen-
-dieck topology JDm on D containing JcohD such that the topos Sh(Max(D))
can be represented as Sh(D,JDm).
We shall now provide an explicit description of the topology JDm as well
as an axiomatization of the theory TDm.
To this end, we observe that in general, given any poset site (C, J) and a
morphism of sites ξ ∶ (C, J) → (F,JcanF ), where F is a frame and J
can
F is the
canonical topology on F , which induces an equivalence of toposes
Sh(C, J) ≃ Sh(F,JcanF ),
for any surjective frame homomorphism k ∶ F → F ′, inducing a subtopos
Sh(s) ∶ Sh(F ′) ↪ Sh(F ), the Grothendieck topology KF ′ ⊇ J on C such
that the canonical inclusion r ∶ Sh(C,KF ′) ↪ Sh(C, J) makes the following
diagram commute can be described concretely as follows.
Sh(C, J)
≃ // Sh(F )
Sh(C,KF ′)
r
OO
≃
// Sh(F ′)
Sh(s)
OO
A sieve S ∶= {ci ≤ c | ∈ I} on c ∈ D is KF ′-covering if and only if k(∨
i∈I
ξ(ci)) =
k(c).
Given a distributive lattice D, Proposition 1.6 [18] provides, under the
assumption that the maximal ideal theorem holds, an explicit description
of the nucleus kD on the frame IdJcoh
D
(D) corresponding to the subtopos
i ∶ Sh(Max(D)) ↪ Sh(XD) ≃ Sh(IdJcoh
D
(D)): for any I ∈ IdJcoh
D
(D),
kD(I) = {d ∈D | (∀b ∈D)(d ∨ b = 1⇒(∃c ∈ I)(b ∨ c = 1))} .
In order to apply our characterization of the topology KF ′ to the particular
case of the surjective frame homomorphism k ∶ IdJcoh
D
(D) → (IdJcoh
D
(D))k
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and the canonical morphism of sites ξ ∶ (D,JcohD ) → (IdJcohD (D), J
can
Id
Jcoh
D
(D)
)
we observe that in this case we have∨
i∈I
ξ(ci) = IS, where IS is the ideal in D
generated by the set {ci | i ∈ I}, equivalently the set
{b ∈D | b ≤∨
i∈J
ci for some finite set J ⊆ I} .
We thus obtain the following description of the topology JDm (under the as-
sumption that the maximal ideal theorem holds): a sieve S ∶= {ci ≤ c | ∈ I}
on c ∈ D is JDm -covering if and only if for every d ∈ D, c ∨ d = 1 implies that
there exists a finite subset J ⊆ I such that∨
i∈J
ci ∨ d = 1 (cf. also Exercise II
3.5 [17]).
Given a distributive lattice D, we call the Grothendieck topology JDm
on D, also denoted by JDm , the maximal topology on D. We shall say that
a distributive lattice homomorphism f ∶ D → D′ is maximal if Spec(f) ∶
Spec(D′) → Spec(D) restricts to a continuous map Max(f) ∶ Max(D′) →
Max(D). We can naturally characterize the maximal homomorphisms in
terms of the maximal topologies on the two lattices as follows.
Proposition 2.6. Assume the maximal ideal theorem for distributive lattices.
Let f ∶ D → D′ be a homomorphism of distributive lattices. If f is a maximal
homomorphism then f is a morphism of sites (D,JDm) → (D′, JD
′
m ) (i.e., for
any a sieve S ∶= {ci ≤ c | ∈ I} on c ∈ D with the property that for every
d ∈ D, c ∨ d = 1 in D implies that there exists a finite subset J ⊆ I such that
∨
i∈J
ci ∨ d = 1 we have that for every d′ ∈ D′, f(c) ∨ d′ = 1 in D′ implies that
there exists a finite subset K ⊆ I such that ∨
i∈K
f(ci) ∨ d′ = 1). If the space
Max(D) then also the converse holds.
Proof Let f ∶ D → D′ be a morphism of distributive lattices; f induces, as
a morphism of sites (D′, JcohD′ )→ (D,J
coh
D ), a geometric morphism
Sh(D′, JcohD′ )→ Sh(D,J
coh
D )
which corresponds, under the canonical equivalences
Sh(D,JcohD ) ≃ Sh(Spec(D))
and
Sh(D′, JcohD′ ) ≃ Sh(Spec(D
′)),
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to the geometric morphism Sh(f−1) ∶ Sh(Spec(D′)) → Sh(Spec(D)) in-
duced by the continuous map Spec(f) = f−1 ∶ Spec(D′) → Spec(D). There-
fore if f is maximal then f−1∣ ∶ Max(D′) → Max(D) induces a geometric
morphism
Sh(f−1∣) ∶ Sh(Max(D′))→ Sh(Max(D))
such that the morphism Sh(f−1∣) ∶ Sh(D′, JD′m ) → Sh(D,JDm) corresponding
to it under the equivalences
Sh(D′, JD
′
m ) ≃ Sh(Max(D
′))
and
Sh(D,JDm) ≃ Sh(Max(D))
makes the diagram
D
y′D

f // D′
y′D
′

Sh(D,JDm)
Sh(f−1 ∣)
∗
// Sh(D′, JD
′
m ) .
commute, where
y′D ∶D → Sh(D,JDm)
(resp. y′D′ ∶ D′ → Sh(D′, JD′m )) is the composite of the Yoneda embedding
D ↪ [Dop,Set] (resp. D′ ↪ [D′op,Set]) with the associated sheaf functor
[Dop,Set] → Sh(D,JDm) (resp. [D′op,Set] → Sh(D′, JD
′
m )). Therefore f is a
morphism of sites (D,JDm)→ (D′, JD
′
m ).
Conversely, it is clear that if f is a morphism of sites (D,JDm)→ (D′, JD
′
m )
and the space Max(D) is sober then f−1 restricts to a map Max(D′) →
Max(D). ◻
It is immediate to see, under the hypothesis of the maximal ideal theorem,
that a distributive lattice D embeds into O(Max(D)) ≅ IdJDm(D) through
the map ηD ∶ D → O(Max(D)) (equivalently, the maximal topology JDm on
D is subcanonical) if and only if for any sieve S ∶= {ci ≤ c | ∈ I} on c ∈ D
with the property for every d ∈ D, c ∨ d = 1 implies that there exists a finite
subset J ⊆ I such that∨
i∈J
ci ∨ d = 1, S is covering in D in the sense that for
any d ∈ D such that d ≥ ci for all i ∈ I then d ≥ c. By Proposition 4 [19], one
can equivalently characterize these lattices as the conjunctive lattices (in the
sense of [19] and [23]), that is as the distributive lattices D such that for any
a, b ∈D, if for any c ∈D such that a ∨ c = 1, b ∨ c = 1 then a ≤ b.
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It is well-known that a distributive lattice D can always be recovered,
up to isomorphism, from the topos Sh(D,Jcoh) ≃ Sh(Spec(D)), in which it
embeds full and faithfully (as its full subcategory of compact subterminals).
It is therefore natural to ask whether a similar result holds for conjunctive
distributive lattices with respect to the topos Sh(D,JDm) ≃ Sh(Max(D)),
that is if it is possible to recover a conjunctive lattice D up to isomorphism
from the topos Sh(Max(D)) through some kind of topos-theoretic invariant,
at least if D is normal. The answer to this question is negative in general.
In fact, any normal Wallman base of a compact Hausdorff space X is a con-
junctive distributive lattice B such that Sh(X) ≃ Sh(B,JBm); but there can
be in general different Wallman bases for such a space (for example both the
lattice Coz(X) of co-zero sets on X and O(X) are). Anyway, any countably
compact Alexandrov algebra D can be recovered up to isomorphism from
the topos Sh(Max(D)) (as Coz(Max(D))) (see Theorem 3.5 below). In
connection with the representation of a maximal spectrum in terms of dif-
ferent distributive lattices, it is worth to remark the following result, which
implies in particular that if a surjective homomorphism f ∶ D → D′ be-
tween two conjunctive distributive lattices induces an equivalence of toposes
Sh(f) ∶ Sh(Max(D′))→ Sh(Max(D)) then f is an isomorphism.
Lemma 2.7. Let us assume the maximal ideal theorem. Let D and D′ be
distributive lattices, of which D conjunctive, and let f ∶ D →D′ be a maximal
homomorphism between them. If
Sh(Max(f)) ∶ Sh(Max(D′))→ Sh(Max(D′))
is an equivalence (for example if Max(f) ∶Max(D′)→Max(D) is an home-
omorphism) then f is injective.
Proof By Proposition 2.6, f ∶ D → D′ is a morphism of sites (D,JDm) →
(D′, JD
′
m ) and hence it can be recovered, up to isomorphism, as the restriction
of the inverse image Sh(Max(f))∗ of Sh(Max(f)) to D ↪ O(Max(D)).
From this representation of f our thesis follows immediately. ◻
Now that we have an explicit description of the Grothendieck topology
JDm , we can obtain an axiomatization for the theory TDm introduced above:
the quotient TDm is obtained by adding to the axioms of TD all the sequents
of the form
(Fc ⊢∨
i∈I
Fci)
for any J-covering sieve {ci → c | i ∈ I} in D.
Notice that if the space Max(D) is sober then the models of the theory
TDm can be identified precisely with the complements in P(D) of the maximal
ideals on D; specifically, the following theorem holds.
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Theorem 2.8. Assume the maximal ideal theorem for distributive lattices.
Let D be a distributive lattice such that the space Max(D) is sober. Then,
for any prime ideal P of D, P is maximal if and only if for any sieve S ∶=
{ci ≤ c | i ∈ I} on c ∈ D with the property that for every d ∈ D, c ∨ d = 1
implies that there exists a finite subset J ⊆ I such that ∨
i∈J
ci ∨ d = 1, c ∉ P
implies that ci ∉ P for some i ∈ I.
◻
Notice that, since the topos Sh(Max(D)) has enough points, the theory
TDm can alternatively be described as the set of sequents over the signature
of TD which are satisfied by all the complements in P(D) of the maximal
ideals on D.
2.3 Conjunctive lattices
Given a distributive latticeD, let us denote by ηD ∶ D → O(Max(D)) sending
to any d ∈D the basic open set {M ∈Max(D) | d ∉M}.
Conjunctive lattices are a natural lattice-theoretic analogue of Wallman
bases; indeed, the following propositions holds.
Proposition 2.9. Let D a distributive lattice. Then the sublattice Im(ηD)
of O(Max(D)) given by the image of the map ηD ∶ D → O(Max(D)), that
is the lattice consisting of the open sets {M ∈Max(D) | d ∉M} (for d ∈ D)
is a Wallman base of the topological space Max(D), and, under the maximal
ideal theorem, ηD defines an isomorphism D ≅ Im(ηD) if and only if D
is conjunctive. Conversely, any Wallman base for a topological space is a
conjunctive lattice.
Proof Let us prove that Im(ηD) is a Wallman base for Max(D). Given
d ∈ D and M ∈Max(D) such that d ∉M we want to show that there exists
e ∈D such that e ∈M and for any N ∈Max(D) either e ∉ N or d ∉ N . Since
M is a maximal ideal of D the ideal on D generated by M ∪ {d} contains 1,
in other words 1 = d ∨ e for some e ∈M . Clearly, such an element e satisfies
the required property, since, as we saw in section 2.2, D is conjunctive if and
only if ηD is injective, if and only if it yields an isomorphism onto its image.
Conversely, let B be a Wallman base of a topological space X. Let U,U ′ ∈
B; we want to prove that if for any Z ∈ B, Z ∪ U = X implies Z ∪ U ′ = X
then U ⊆ U ′. To show that U ⊆ U ′ we verify that for any x ∈ U , x ∈ U ′. So,
let us suppose that x ∈ U . By definition of Wallman base there exists V ∈ B
such that U ∪ V =X and x ∉ V ; but then U ′ ∪ V =X whence x ∈ U ′. ◻
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More generally, given a frame A and a sublattice B of A, we define B to
be A-conjunctive if for any a ∈ A and b ∈ B if for any c ∈ B, c ∨ b = 1 in A
implies c ∨ d = 1 in A for some element d ∈ B such that d ≤ a then b ≤ a. For
any topological space X and Wallman base B for X, B is O(X)-conjunctive;
indeed, for any U ∈ B and Z ∈ O(X), for any x ∈ U there exists V ∈ B such
that U ∪ V = X and x ∉ V ; therefore Z ∪ V = 1 whence x ∈ Z. Notice also
that a locale A is subfit (in the sense of [19]) if and only if, as a sublattice of
itself considered as a frame, it is A-conjunctive.
Notice that if B is a sublattice of a frame A which is a base for it then
the Comparison Lemma yields an equivalence Sh(A,JcanA ) ≃ Sh(B,J
can
A ∣B);
also, since JcohB is contained in J
can
A ∣B we have a geometric inclusion
iB ∶ Sh(A,J
can
A )↪ Sh(B,J
coh
B ) ≃ Sh(Id(B)) .
On the other hand, we have the canonical geometric inclusion
mB ∶ Sh(B,J
B
m)↪ Sh(B,J
coh
B ),
which if (and only if) B is normal admits a one-sided inverse
rB ∶ Sh(B,J
coh
B )→ Sh(B,J
B
m)
such that rB ○mB ≅ 1Sh(B,JBm) and the direct image of rB is isomorphic to the
associated sheaf functor Sh(B,JcohB )→ Sh(B,J
B
m) (cf. Proposition 3 [19]).
The following characterization result holds.
Proposition 2.10. Let A be a frame and B be a sublattice of A which is a
base for A. Then the following conditions are equivalent.
(i) B is A-conjunctive;
(ii) The map A→ IdJBm(B) sending any element a ∈ A to the J
B
m-closure of
the ideal {b ∈ B | b ≤ a} is injective;
(iii) The geometric inclusion iB ∶ Sh(A,JcanA ) ↪ Sh(B,J
coh
B ) factors (nec-
essarily uniquely up to isomorphism) through the geometric inclusion
mB ∶ Sh(B,JBm)↪ Sh(B,J
coh
B ).
Moreover, if B is normal condition (iii) is equivalent to the requirement that
the composite geometric morphism rB ○ iB ∶ Sh(A,JcanA ) → Sh(B,J
B
m) be an
inclusion.
Proof (i)⇔(ii). Recall that for any ideal I on B, the JBm-closure cJBm(I) of
I is equal to {x ∈ B | (∀b ∈ B)(x∨b = 1)⇒(∃y ∈ I)(y∨b = 1)}. For any a ∈ A,
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let us denote by Ia the ideal {b ∈ B | b ≤ a}. It is immediate to see that for
any x ∈ B and a ∈ A, x ∈ cJBm(Ia) if and only if for any c ∈ B, c ∨ x = 1 in A
implies c∨d = 1 in A for some element d ∈ B such that d ≤ a. So the condition
of B to be A-conjunctive can be reformulated as the requirement that for any
b ∈ B and a ∈ A, b ∈ cJBm(Ia) (if and) only if b ≤ a in A. On the other hand, the
map a→ cJBm(Ia) is injective if and only if for any a, a
′ ∈ A cJBm(Ia) ⊆ cJBm(Ia′)
implies a ≤ a′ (since for any a, a′ ∈ A, cJBm(Ia∧a′) = cJBm(Ia)∩cJBm(Ia′)), and this
condition is clearly equivalent to demanding that if for any b ∈ B, b ∈ cJBm(Ia)
implies b ∈ cJBm(Ia′) then a ≤ a
′. Therefore, since B is a base for A, its A-
conjunctivity implies the injectivity of the map a → cJBm(Ia). Conversely, we
want to show that if this map is injective then B is A-conjunctive. Suppose
that b ∈ cJBm(Ia); then cJBm(Ib) ⊆ cJBm(Ia) and the injectivity of the map gives
b ≤ a as required.
(i) ⇔ (iii). The geometric inclusion iB ∶ Sh(A,JcanA ) ↪ Sh(B,J
coh
B )
factors (necessarily uniquely up to isomorphism) through the geometric in-
clusion mB ∶ Sh(B,JBm) ↪ Sh(B,JcohB ) if and only if for every element a ∈ A
the ideal Ia ∶= {b ∈ B | b ≤ a} is JBm-closed. But this condition is easily seen
to be equivalent to saying that B is A-conjunctive.
Finally, let us prove, under the assumption that B is normal, the equiv-
alence of condition (iii) with the requirement that the composite geomet-
ric morphism rB ○ iB ∶ Sh(A,JcanA ) → Sh(B,J
B
m) be an inclusion. If the
composite geometric morphism r ○ iB ∶ Sh(A,JcanA ) → Sh(B,JBm) is an in-
clusion then the map a → cJBm(Ia), which can be identified with the re-
striction to subterminals of the direct image of this morphism, is injective
and the composite of it with the canonical inclusion IdJBm(B) ⊆ Id(B) is
equal to the restriction to subterminals a → Ia of the geometric morphism
iB ∶ Sh(A,JcanA ) ↪ Sh(B,J
coh
B ). Indeed, the A-conjunctivity of B implies
that for any a ∈ A and any b ∈ B if b ∈ cJBm(Ia) then b ≤ a (equivalently,
b ∈ Ia), that is for any a ∈ A, cJBm(Ia) = Ia. Therefore mB ○ r ○ iB ≅ iB.
Conversely, if f is a geometric inclusion Sh(A,JcanA )→ Sh(B,JBm) such that
mB ○f ≅ iB then f = 1○f = (rB ○mB)○f = rB ○(mB ○f) = rB ○ iB, from which
it follows that rB ○ iB is an inclusion (it being equal to f), as required. ◻
Thanks to the notion of A-conjunctive base we can establish a ‘point-free
version’ of Corollary 2.2 above.
Theorem 2.11. Let A be a frame and B be a sublattice of A which is a
base for it. Then the composite geometric morphism rB ○ iB ∶ Sh(A,JcanA ) →
Sh(B,JBm) is an equivalence if and only if B is A-conjunctive and A is com-
pact. Moreover, if A is compact and B is A-conjunctive, JBm = JcanA ∣B.
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Proof By Proposition 2.10, rB ○ iB is an inclusion if and only if B is A-
conjunctive so it remains to verify that it is an equivalence if and only if
A is moreover compact. Clearly, rB ○ iB is an equivalence if and only if
the restriction to subterminals of its direct image is a frame isomorphism.
We recall from the proof of Proposition 2.10 that such map is the function
g ∶ A → IdJBm(B) sending any element a ∈ A to the closure cJBm(Ia) of the
ideal Ia = {b ∈ B | b ≤ a}. By Proposition 2.10, the function g is injective
if and only if B is A-conjunctive so we have to show that it is surjective if
and only if A is compact. Now, clearly g is surjective if and only if for any
JBm-ideal I on B, I contains as element its join ⋁ I in A. If A is compact then
⋁ I ∈ cJBm(I) = I since for every b ∈ B, b ∨⋁ I = 1 implies b ∨ d = 1 for some
d ∈ I. Conversely, if g is surjective then for any ideal I of B, ⋁ I ∈ cJBm(I),
from which it follows that if ⋁ I = 1 then 1 ∈ I; that is, B being a base for A,
A is compact.
The last part of the theorem follows at once from the fact that since B is
A-conjunctive then the topology JBm is subcanonical and hence equal to the
Grothendieck topology induced on B by the canonical topology on the topos
Sh(B,JBm), since we have an equivalence rB ○ iB ∶ Sh(A,JcanA )→ Sh(B,J
B
m).
◻
2.4 Wallman vs. Stone-Čech
In this section our aim is to investigate the relationship between the Stone-
Čech compactification β(A) of a frame A and the ‘Wallman compactification’
IdJBm(B) for a sublattice B of A which is a base for it.
Let us recall from [19] (Lemma 1(ii) and Proposition 2) that for any
distributive lattice B the locale IdJBm(B) is compact and it is regular if and
only if B is semi-normal (i.e., for any a, b ∈ B such that a ∨ b = 1 there exist
c, d ∈ B such that c∨a = b∨d = 1 and c∧d belongs to the JBm-closure (0)
JBm of
the principal ideal (0)). Notice that for any conjunctive distributive lattice
B, B is normal if and only if it is semi-normal.
Given a frame A and a sublattice B of A which is a base for A, we
saw above that we have a locale map g ∶ A → IdJBm(B) whose direct image
is the function sending any element a ∈ A to the JBm-closure of the ideal
Ia = {b ∈ B | b ≤ a}. If B is normal, let us denote by r ∶ Id(B) → IdJBm(B)
the retract locale map of Proposition 3 [19] and by i ∶ A → Id(B) the locale
map whose direct image is the function sending any a ∈ A to the ideal Ia.
Let us thus suppose that A is a frame with a normal sublattice B which
is a base for it. Then the locale IdJBm(B) is compact and regular and
hence, assuming the axiom of dependent choices, by the universal property
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of the Stone-Čech compactification, the locale map g ∶ A → IdJBm(B) fac-
tors uniquely through the canonical map ηA ∶ A → β(A) as a locale map
h ∶ β(A) → IdJBm(B) such that g = h ○ ηA. We can represent this in the
following commutative diagram:
A
ηA

g
%%❑❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
i // Id(B)
r

β(A)
h // IdJBm(B) .
When is the map h an isomorphism? If B is conjunctive we can give
a particularly natural answer to this question. Indeed, if B is conjunctive
then B embeds canonically into IdJBm(B) and the image of B inside IdJBm(B),
that is the subset of principal ideals on B, can be identified with the image
of B ⊆ A in IdJBm(B) under the direct image of the map g; therefore if h is
an isomorphism then, by the commutativity of the diagram above, the direct
image of ηA sends B injectively to β(A), and the image ηA(B) is a sublattice
of β(A) which forms a β(A)-conjunctive base of it; moreover, by Theorem
2.11, the induced topology Jcan
β(A)
∣ηA(B) is equal to J
ηA(B)
m . Conversely, if the
direct image of ηA sends B injectively to a β(A)-conjunctive base for β(A)
then β(A) ≅ IdJcan
β(A)
∣ηA(B)(ηA(B)) and h is an isomorphism.
Notice that from the commutativity of the above diagram it follows that
if g is an embedding (equivalently, by Proposition 2.10) then ηA is an em-
bedding (equivalently, by Theorem IV2.1 [17], A is completely regular). We
record this remark in the following proposition.
Proposition 2.12. Let A be a locale with a normal base B which is A-
conjunctive. Then A is completely regular.
◻
Notice also that if A is completely regular then the direct image of ηA is
injective and therefore it sends B bijectively to a subset of β(A).
Summarizing, we have the following result.
Theorem 2.13. Assume the axiom of dependent choices. Let A be a locale,
and ηA ∶ A → β(A) its Stone-Čech compactification. Let B be a normal
conjunctive sublattice of A. Then the map h ∶ β(A)→ IdJBm(B) defined above
is an isomorphism if and only if the direct image of ηA sends B injectively
to β(A) and ηA(B) ⊆ β(A) is a β(A)-conjunctive base for β(A).
In particular, if A is a completely regular locale and a B is a conjunctive
normal base for it (for example, if B is a normal A-conjunctive base for A)
then h is an isomorphism if and only if ηA(B) ⊆ β(A) is a β(A)-conjunctive
base for β(A).
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◻Remark 2.14. In the presence of the axiom of choice, for any completely
regular locale L the direct image of the universal locale map ηL ∶ L → β(L)
preserves finite joins. Indeed, β(L) can be identified with the space ML of
maximal completely regular filters on L, endowed with the topology whose
open sets are the subsets of the form MuL ∶= {M ∈ ML | u ∈ M} for u ∈ L
(cf. [17], [3] and [8]), while ηL∗ ∶ L → β(L) can be identified with the map
sending any u ∈ L to MuL; and ηL∗ preserves finite joins since every maximal
regular filter on L is prime (cf. the proof of Proposition IV 2.3 [17]).
Theorem 2.13 represents a significant generalization of Wallman’s result
(cf. [27]) that for any normal completely regular space X the Stone-Čech
compactification β(X) is homeomorphic to the Wallman compactification
Max(O(X)). Our result subsumes both Theorem IV 2.7 (originally due
to Frink [12]) and Proposition 8 [19]. Indeed, from the theorem we can
immediately deduce the fact that the Stone-Čech compactification of a subfit
normal locale A is isomorphic to IdJAm(A) (Proposition 8 [19]), as well as the
following topological result.
Below, given a continuous map f ∶X → Y of topological spaces, we denote
by f∗ ∶ O(X) → O(Y ) the right adjoint to the inverse image f−1 ∶ O(Y ) →
O(X); notice that, concretely, f∗ sends any open set U of X to the smallest
open set of Y containing the image f(U) of U under f .
Corollary 2.15. Let X be a (completely regular) topological space and ηX ∶
X → β(X) be its Stone-Čech compactification; let B be a normal Wallman
base for X such that the sets of the form ηX∗(U) where U ∈ B form a sub-
lattice of β(X) which is a base for it (e.g. B is a normal Wallman base of
X which contains Coz(X)). Then, under the assumption that the maximal
ideal theorem holds, β(X) is homeomorphic to Max(B).
Proof Under the hypotheses of the theorem, O(X) is a completely regular
space such that B is a normal O(X)-conjunctive base for it (cf. the remarks
following the definition of A-conjunctive sublattice); hence the hypotheses
of Theorem 2.13 are satisfied and we obtain an isomorphism β(O(X)) ≃
IdJBm(B). Passing to the spaces of points of these locales we obtained our
desired homeomorphism X ≅Max(B). ◻
If we identify β(X), as in Corollary IV 2.3 [17], with the space of max-
imal completely regular filters on O(X) then the map ηX ∶ X → β(X)
can be described as the function sending any point x ∈ X to the filter
{U ∈ O(X) | x ∈ U}. By the description of β(X) given in section IV 2.3
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[17], one immediately deduces that η′ sends a point x ∈X to the collection of
opens of the form ⋃ I where I is a completely regular ideal such that there
exists v ∈ I such that x ∈ v. Now, it is clear that every such open contains x;
conversely, given v ∈ O(X) such that x ∈ V , consider the completely regular
ideal Iv ∶= {u ∈ O(X) | U ⪕ v}, where ⪕ denotes the completely below relation
on O(X); X being completely regular, v = ⋃ Iv and hence, since x ∈ v, there
exists z ∈ Iv such that x ∈ z. For any open set U of X, ηX∗(U) can be iden-
tified with the open set {M ∈ MO(X) | U ∈M} and ηX∗ defines an injective
distributive lattice homomorphism O(X)→ O(β(X)). The homeomorphism
β(X) →Max(B) provided by the Corollary can be identified with the map
sending a maximal completely regular filter on O(X) to the complement in
B of its intersection with B.
Let us now interpret Theorem 2.13 in the context of specific constructions
of the Stone-Čech compactification of a locale. Recall from [17] (Theorem
IV 2.2) that the Stone-Čech compactification of a locale A can be identified
with the locale map ηA ∶ A → C(A), where C(A) is the locale of completely
regular ideals of A and the direct image ηA∗ of ηA sends any element a ∈ A
to the smallest completely regular ideal of A containing the principal ideal
(a). Let us suppose that A and B satisfy the hypotheses of Theorem 2.13.
Then we have a locale isomorphism h ∶ C(A)→ IdJBm(B) such that h○ηA = g,
where g ∶ A → IdJBm(B) is the locale map whose direct image sends any
element a ∈ A to the JBm-closure of the ideal {b ∈ B | b ≤ a}. Since h is an
isomorphism then h∗ preserves arbitrary joins, whence h∗ can be identified
with the map sending any completely regular ideal I on A to the JBm-closure
of the ideal {b ∈ B | b ≤ a for some a ∈ I}. We may thus conclude that
this map is bijective. Notice that in the case of a normal subfit locale A
such map is the function sending to every completely regular ideal I of A
to itself, regarded as an element of IdJBm(B); therefore for any normal subfit
locale A, the completely regular ideals of A are precisely the JAm-closed ones.
Specifically, we have the following result.
Corollary 2.16. Under the hypotheses of Theorem 2.13, the map C(A) →
IdJBm(B) sending any completely regular ideal I A to the J
B
m-closure of the
ideal {b ∈ B | b ≤ a for some a ∈ I} is a bijection.
In particular, for any normal subfit locale A and any ideal I of A, I is
completely regular if and only if for any b ∈ A such that for any c ∈ A, c∨b = 1
implies c ∨ d = 1 for some d ∈ I, b ∈ I.
◻
An alternative description of the Stone-Čech compactification of a locale
is given in [8]; specifically, for any locale A its Stone-Čech compactification
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β(A) is characterized as the geometric syntactic category of a geometric
propositional theory which axiomatizes the maximal completely regular fil-
ters on A. In particular, in presence of the axiom of choice such locale can
be described as the topological space whose underlying set is the collection
MA of all maximal completely regular filters on A and whose topology is
generated by basic open sets of the form MaA ∶= {M ∈ MA | a ∈ A} for a ∈ A.
The direct image of the canonical map ηA ∶ A→ β(A) can be identified with
the function sending any a ∈ A to the open set MaA. It is easy to see that,
under the hypotheses of Theorem 2.13, the homeomorphism A ≅ Max(B)
can be identified with the map sending any maximal completely regular filter
on A to the complement in B of its intersection with B. In particular, we
have the following result.
Corollary 2.17. Under the hypotheses of Theorem 2.13, the map MA →
Id(B) sending any maximal completely regular filter F on A to B ∖ (F ∩B)
is a bijection onto Max(B).
In passing, we note that the space β(A) admits the following topos-
theoretic description. For any locale A, one can define a Grothendieck topol-
ogy JcrA on A, called the completely regular topology on A, as follows: for any
a ∈ A and any sieve S on a, S ∈ JcrA (a) if and only if for every b ∈ A such
that b ⪕ A in A, the arrow b ≤ a belongs to S (here ⪕ denotes the completely
below or ‘really inside’ relation on A of section IV 1.4 of [17]). Let us verify
that this is indeed a Grothendieck topology: the maximality axiom is clearly
satisfied, the stability axiom holds since for any a, b ∈ A with b ≤ a for any
c ∈ A such that c ⪕ b, c ⪕ a and hence c = c ∧ b ≤ b belongs to the pullback
along b ≤ a of any JcrA -covering sieve on a, and the transitivity axiom holds
as a consequence of the subdivisibility property of the relation ⪕ (cf. Lemma
IV 1.4 [17] for the properties of the relation ⪕).
Notice that for any locale A, the points of the topos Sh(A,JcrA ) are exactly
the completely regular filters of A (in the sense of [17]). Observing that
the specialization order on the space of points XcrA of Sh(A,J
cr
A ) can be
identified with the subset-inclusion relation between completely regular filters
of A, we conclude that the maximal completely regular filters of A can be
characterized as the points of the Sh(A,JcrA ) which are maximal with respect
to the specialization ordering on XcrA , that is as the points x of X
cr
A such that
the intersection of all the open sets of XcrA containing x is equal to {x}.
Let us denote by XmcrA the subspace of X
cr
A consisting of such points; then
XcrA is the topological space whose underlying set is the set MA of maximal
completely regular filters of A and whose topology is generated by the basic
open sets of the form MaA ∶= {M ∈ MA | a ∈ A} for a ∈ A, and hence can be
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identified with the Stone-Čech compactification of A. Notice that we have a
commutative diagram
Sh(A,JcanA )
Sh(ηA) ''PP
P
P
P
P
P
P
P
P
P
f // Sh(A,JcrA )
Sh(XcrA ),
i
OO
where i ∶ Sh(XmcrA ) ↪ Sh(X
cr
A ) is the geometric inclusion induced by the
subspace inclusion XmcrA ⊆ X
cr
A and f ∶ Sh(A,J
can
A ) → Sh(A,J
cr
A ) is the
geometric morphism corresponding to the meet-semilattice homomorphism
A → A sending any element a ∈ A to the join ∨
b⪕a
b. Notice that if A is
completely regular then the topology JcrA is subcanonical and the geometric
morphism f can be identified with the morphism induced by the morphism
of sites (A,JcrA )→ (A,J
can
A ) given by the identity map on A; in particular, f
is a geometric inclusion.
In view of the general techniques introduced in [10], it is worth to remark
that all these different constructions of the Stone-Čech compactification of a
locale admit a natural topos-theoretic interpretation as Morita-equivalences
between different geometric theories (equivalently, as different site representa-
tions for the same topos), which can be fruitfully exploited to systematically
transfer properties and results between one presentation and another and
hence to effectively tackle questions about the Stone-Čech compactification
of a locale from several different points of view (cf. [11] for a comprehensive
analysis of the importance of Morita-equivalences and an overview of the
general methodologies for transferring results across them). Specifically, for
any locale A, we have a representation
Sh(β(A)) ≃ Sh(C(A), JcanC(A)),
corresponding to the construction of β(A) as the locale C(A).
Also, we have a Morita-equivalence
Sh(β(A)) ≃ Set[MaxR(A)],
corresponding to the construction of β(A) as the locale of maximal ideals
of the ring of bounded locale maps from A to the locale R of real numbers,
where Set[MaxR(A)] is the classifying topos of the propositional geometric
theory MaxR(A) axiomatizing such ideals introduced in [7].
Alternatively, the Stone-Čech compactification of a locale A can be built
as the canonical locale map from A to the locale given by the geometric
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syntatic category of the propositional theory MA of almost prime (equiva-
lently, maximal) completely regular filters on A defined in [7]. This repre-
sentation can be expressed as an equivalence
Sh(β(A)) ≃ Set[MA]
between Sh(β(A)) and the classifying topos Set[MA] of this theory.
Our construction of the Stone-Čech compactification of A as a subtopos
of Sh(A,JcrA ) established above yields an additional Morita-equivalence
Sh(β(A)) ≃ Sh(XcrA ) .
Also, if B is a base of A satisfying the hypotheses of Theorem 2.13, we
have a further representation
Sh(β(A)) ≃ Sh(B,JmB ) .
3 Dualities between topological spaces and dis-
tributive lattices
3.1 The general framework
Let us define TopDLat as the category whose objects are the pairs (X,D)
where X is a topological space and D is a sublattice of O(X) and whose
arrows (X,D) → (Y,D′) are the continuous maps f ∶ X → Y such that
the inverse image f−1 ∶ O(Y ) → O(X) restricts to (a distributive lattice
homomorphism) D′ → D:
O(Y )
f−1 // O(X)
D′
OO
f−1∣D′ // D
OO
where the arrows D′ → O(Y ) and D → O(X) are the canonical inclusions.
Let us denote by TopDLatW the full subcategory of TopDLat on the
objects (X,B) such that X is a T0-space, B is a Wallman base for X and
the map ηXB ∶ X → Spec(B) is surjective (equivalently, a homeomorphism)
onto Max(B).
Let us defineDLatW as the subcategory of the categoryDLat of distribu-
tive lattices and distributive lattice homomorphisms between them whose
objects are the conjunctive distributive lattices D and whose arrows are the
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maximal homomorphisms between them (cf. section 2.2 above for the defi-
nition of maximal homomorphism).
We can define two functors
H ∶ TopDLatopW →DLatW
and
K ∶DLatW → TopDLat
op
W
as follows.
For any (X,B) ∈ TopDLatW we set H((X,B)) = B and for any arrow
f ∶ (X,B) → (Y,B′) in TopDLatW we set H(f) equal to the restriction
f−1 ∶ B′ → B of the inverse image map f−1 ∶ O(Y )→ O(X).
Let us verify thatH is well-defined. We have to show that for any (X,B) ∈
TopDLatW , B is conjunctive, that is the maximal topology JBm on B is
subcanonical. We observe that
Sh(ηXB ) ∶ Sh(X)→ Sh(Spec(B))
is isomorphic (as a subtopos of Sh(Spec(B)) to the geometric morphism
Sh(B,JcanO(X)∣B)→ Sh(B,J
coh
B ) ≃ Sh(Spec(B))
induced by the morphism of sites (B,JcohB )→ (B,J
can
O(X)
∣B).
From this it follows that if ηXB ∶ X →Max(B) is an homeomorphism then
the geometric morphism Sh(ηXB ) ∶ Sh(X) → Sh(Spec(B)) is isomorphic to
the geometric morphism Sh(Max(B)) → Sh(Spec(B)) induced by the sub-
space inclusion Max(B) ↪ Spec(B) and hence to the geometric morphism
Sh(B,JBm)→ Sh(B,J
coh
B ) ≃ Sh(Spec(B))
induced by the morphism of sites (B,JcohB )→ (B,J
B
m).
We can thus conclude, from the isomorphism of subtoposes
Sh(B,JcanO(X)∣B)→ Sh(B,J
coh
B ) ≃ Sh(Spec(B))
and
Sh(B,JBm)→ Sh(B,J
coh
B ) ≃ Sh(Spec(B))
the equality of Grothendieck topologies JBm = JcanO(X)∣B, from which it follows
in particular that JBm is subcanonical, i.e. that B is conjunctive, as required.
From the definition of the arrows in the category TopDLatW and the
equalities JBm = JcanO(X)∣B just observed it immediately follows that for any
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arrow f ∶ (X,B) → (Y,B′) in TopDLatW the restriction f−1∣B′ ∶ B′ → B is a
maximal homomorphism, that is an arrow B′ → B in DLatW .
We can thus conclude that the functor H indeed takes values in the
category DLatW .
Let us now show that the functor K ∶ DLatW → TopDLat
op
W is well-
defined.
We have to show that for any D in DLatW , (Max(D),D) is an object of
TopDLatopW . Since Max(D) is a T1-space (cf. Lemma II3.5 [17]) then it is
in particular a T0-space; therefore (Max(D),D) is an object of TopDLat
op
W ,
as required. Given an arrow f ∶ D → D′ in DLatW , that is a maximal
homomorphism D → D′, we have to show that the induced map Max(f) ∶
Max(D′) → Max(D) yields an arrow (Max(D′),D′) → (Max(D),D) in
the category TopDLatW . To this end, we observe that the injections sD ∶
D ↣ O(Max(D)) and sD′ ∶ D′ ↣ O(Max(D′))) respectively given by the
composite of the canonical injections D ↣ IdJDm(D) and D
′
↣ IdJD′m (D
′) with
the isomorphisms IdJDm(D) ≅ O(Max(D)) and IdJD′m (D
′) ≅ O(Max(D′))
make the following diagram commute:
O(Max(D′))
Max(f)−1// O(Max(D))
D′
sD′
OO
f // D .
sD
OO
Theorem 3.1. With the notation above, the functors
H ∶ TopDLatopW →DLatW
and
K ∶DLatW → TopDLat
op
W
are inverse to each other (up to natural isomorphism) and hence yield a
duality between the category TopDLatW and the category DLatW .
Proof For any arrow (X,D)→ (Y,D′) in TopDLat we have a commutative
diagram
X
f

ηX
D// Spec(D)
Spec(j)

Y
ηY
D′
// Spec(D′)
where j ∶ D′ → D is the restriction D′ → D of f−1 ∶ O(Y ) → O(X). Indeed,
for any prime ideal P of D, Spec(j)(P ) = {v ∈ O(Y ) | f−1(v) ∈ P} and hence
for any x ∈X, Spec(j)(ηXD (x)) = η
Y
D′(f(x)).
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By the commutativity of this square, the map ηXD ∶ X → Max(D) (for
(X,D) ∈ TopDLatopW ,) is an isomorphism in TopDLatW which is natu-
ral in (X,D) ∈ TopDLatopW ; hence it gives rise to a natural isomorphism
1TopDLatop
W
→ K ○ H . Conversely, for any D in TopDLatW , the isomor-
phism identifying D with its image in O(Max(D)) under the embedding
D ↣ O(Max(D)) is natural in D ∈ TopDLatW and hence yields a natural
isomorphism 1TopDLatW →H ○K. ◻
We might naturally wonder whether we can naturally characterize the
distributive lattices D which correspond to compact Hausdorff spaces under
this duality, that is the distributive lattices D such that the spaceMax(D) is
Hausdorff. In [18] Johnstone gave the following characterization: Max(D)
is Hausdorff if and only if D is semi-normal, i.e. for any a, b ∈ D such
that a ∨ b = 1 there exist c, d ∈ D such that c ∨ a = b ∨ d = 1 and c ∧ d
belongs to the JDm -closure (0)
JDm of the principal ideal (0). Notice that for
any a ∈ D the JDm -closure (a)
JDm of a principal ideal (a) is the ideal {c ∈
D | for all b such that b∨c = 1, b∨a = 1}; therefore the condition c∧d ∈ (0)
JDm
can be reformulated by saying that for all e ∈ D with e ∨ (c ∧ d) = 1, e = 1.
In passing, we record the following fact.
Proposition 3.2. For any conjunctive distributive lattice D (for example,
a Wallman base for some topological space), D is normal if and only if it is
semi-normal.
◻
A common situation in which Theorem 3.1 can be applied is when we have
a category K of topological spaces X, each of which equipped with a Wallman
base BX with the property that ηXBX ∶ X →Max(BX) is an homeomorphism
and for any arrow f ∶ X → Y in K the inverse image f−1 ∶ O(Y ) → O(X)
restricts to a map BY → BX . Indeed, in such a situation one has a functor
Z ∶ K → TopDLatW , sending any space X in K to the pair (X,BX) and any
arrow f ∶ X → Y in K to the map f ∶ (X,BX) → (Y,BY ), which identifies
K with a full subcategory of TopDLatW . Hence the restriction H ∣Kop ∶
Kop → DLatW of H to Kop will yield an equivalence between Kop and the
full subcategory ExtIm(H) of DLatW on the objects which are isomorphic
to one of the form H(X,BX) (for X ∈ K).
We shall see a couple of instances of this phenomenon in the next two
sections.
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3.2 A duality for compact Hausdorff spaces
For any compact Hausdorff space X the sublattice Coz(X) of O(X) con-
sisting of the sets of the form Coz(f) = f−1(R ∖ {0}) for a continuous func-
tion f ∶ X → R Coz(X) is a normal Wallman base for X (cf. Proposi-
tions IV2.6 and IV3.3 [17]) such that X ≅ Max(Coz(X)); moreover, any
continuous map of topological spaces f ∶ X → Y induces a distributive lat-
tice homomorphism f−1 ∶ Coz(Y ) → Coz(X). Therefore the method of
the last section yields a duality between the category CHaus of compact
Hausdorff spaces and continuous maps between them and the full subcate-
gory CHDLat of DLatW on the distributive lattices D which are, up to
isomorphism, of the form Coz(X) for some compact Hausdorff space X.
We can characterize these distributive lattices more intrinsically as follows.
For a compact Hausdorff space X, the inclusion Coz(X) ↪ O(X) corre-
sponds, under the isomorphism O(X) ≅ O(Max(Coz(X))), to the mor-
phism Coz(X) → O(Max(Coz(X))) sending any element d ∈ Coz(X) to
the open set {M ∈ Max(Coz(X)) | d ∉ M}. We can thus conclude that a
distributive lattice D in DLatW is isomorphic to one of the form Coz(X) if
and only if the image of the canonical map D ↣ O(Max(D)) coincides with
Coz(Max(D)), that is if and only if for any d ∈D there exists a continuous
map f ∶ Max(D) → R such that for any M ∈ Max(D), f(M) = 0 if and
only if d ∈ M , and for any continuous map g ∶ Max(D) → R there exists a
(necessarily unique) element d ∈D such that for anyM ∈Max(D), g(M) = 0
if and only if d ∈M .
Summarizing, we have the following result.
Theorem 3.3. The functors
Coz ∶ CHausop →CHDLat
and
Max ∶ CHDLat → CHausop
defined above yield a duality between the category CHaus of compact Haus-
dorff spaces and the subcategory CHDLat of the category of distributive lat-
tices.
◻
We can characterize the category CHDLat more explicitly thanks to the
notion of Alexandrov algebra. Recall from [17] that an Alexandrov algebra is
a normal distributive lattice D in which countable joins exist and distribute
over finite meets and the following ‘approximation property’ holds: for any
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a ∈ D, there exist sequences {bn | n ∈ N} and {cn | n ∈ N} of elements of D
such that∨
n∈N
cn = a, bn ∧ cn = 0 and bn ∨ a = 1 for all n ∈ N.
On any Alexandrov algebra D one can define a Grothendieck topology
CD, called the countable topology on D, by saying that the CD-covering
sieves on a given element d are precisely the sieves which contain countable
families of arrows whose join is equal to d. We define the category AlexAlg
of Alexandrov algebras as the category whose objects are the Alexandrov
algebras and whose morphisms are the distributive lattice homomorphisms
between them which preserve countable joins.
It is proved in [17] (cf. also [24] and [25] for the original sources) that
for any Alexandrov algebra D, the frame IdCD(D) of CD-ideals on D is a
completely regular locale.
We shall now prove that the lattices in CHDLat can be identified with
the Alexandrov algebras D such that the frame IdCD(D) is compact, while
the morphisms inCHDLat coincide precisely with the morphisms of Alexan-
drov algebras (that is, with the arrows in AlexAlg). This will provide us
with a more intrinsic lattice-theoretic duality for compact Hausdorff spaces.
To this end, we prove the following result.
Lemma 3.4. Let (C, J) be a site and c be an object of C. Then the J-closure
(c)
J
of the principal ideal (c) ∶= {d ∈ C | there is f ∶ d → c in C} in C gener-
ated by c satisfies the property that every covering of (c)
J
by subterminals in
Sh(C, J) admits a finite subcovering if and only if any J-covering sieve on c
contains a J-covering sieve generated by a finite family of arrows.
Proof Since every subterminal of Sh(C, J) can be written as a join of subter-
minals of the form (a)
J
for some a ∈ C, every covering of (c)
J
by subterminals
in Sh(C, J) admits a finite subcovering if and only if every covering of (c)
J
by
subterminals of the form (a)
J
admits a finite subcovering. Now, given a fam-
ily {ci | i ∈ I} of objects of C, (c)
J
=∨
i∈I
(ci)
J
in Sh(C, J) if and only if there
exists a J-covering sieve S on c such that for any f ∈ S, dom(f) ∈ (ci) for some
i ∈ I, equivalently the sieve {f ∶ dom(f) → c | dom(f) ∈ (ci) for some i ∈ I}
is J-covering on c. From this our thesis immediately follows. ◻
Applying the lemma to the site (D,CD) whereD is an Alexandrov algebra
and CD is the countable topology on it (with c equal to the top element 1 of
D) yields the following criterion: the frame IdCD(D) is compact if and only
if every CD-covering sieve on 1 contains a CD-covering sieve generated by a
finite family of arrows; in other words, IdCD(D) is compact if and only if for
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any denumerable family {cn | n ∈ N} of elements in D such that ∨
n∈N
cn = 1
there exists a finite subset H ⊆ N such that ∨
n∈H
cn = 1. We shall say that an
Alexandrov algebra is countably compact if it satisfies this condition.
Notice that, for any Alexandrov algebra D, since the frame IdCD(D) is
completely regular, the space X(D,CD) of its points is Hausdorff (cf. III1.1
[17]). Concretely, this means that for any two distinct CD-prime filters F
and G on D there exist elements c, d ∈ D such that c ∈ F , d ∈ G and c∧d = 0,
or equivalently that the subsets of the form {F ∈X(D,CD) | c ∈ F} (for c ∈ D)
form a (normal) Wallman base for X(D,CD) (i.e., for any c ∈ D and any CD-
prime filter F on D such that c ∈ F there exists d ∈D such that c∨d = 1 and
d ∉ F ).
Next, we proceed to show that the category CHDLat coincides with the
full subcategory AlexAlgc of AlexAlg on the countably compact Alexan-
drov algebras. Let us start by proving that CHDLat is a full subcategory of
AlexAlg. Let us thus suppose X to be a compact Hausdorff space; we want
to show that Coz(X) is a countably compact Alexandrov algebra. The fact
that Coz(X) is an Alexandrov algebra was proved in IV2.9 [17] in the more
general case of a completely regular space X; it thus remains to show that
Coz(X) is countably compact. But, since Coz(X) is closed in O(X) under
countable unions (cf. Lemma IV2.5 [17]), the fact that X is compact implies
that Coz(X) is countably compact, since X is the top element of Coz(X).
Given a morphism f ∶ D →D′ in CHDLat, let us show that it is an arrow
D → D′ in AlexAlg, that is a morphism of sites (D,CD) → (D′,CD′). The
morphism f induces a continuous map Max(f) ∶Max(D′)→Max(D) such
that the restriction f−1∣ ∶ Coz(Max(D′)) → Coz(Max(D)) of its inverse
image is isomorphic to f ; clearly f−1 preserves countable (in fact, arbitrary)
unions in O(Max(D′)) and since Coz(Max(D′)) (resp. Coz(Max(D))) is
closed in O(Max(D′)) (resp. in O(Max(D))) under countable unions (cf.
Lemma IV2.5 [17]) f−1∣ ≅ f preserves countable joins and therefore is an
arrow D →D′ in AlexAlg.
So far we have proved that the category CHDLat is a subcategory of
the category AlexAlgc. It therefore remains to prove the converse. Given a
countably compact Alexandrov algebra D, as we saw above D is isomorphic
to the co-zero set Coz(X(D,CD)) of the compact Hausdorff space X(D,CD) and
hence by Theorem 3.3 it is an object of the category CHDLat; clearly, this
holds functorially in D ∈AlexAlgc (by Proposition IV2.10 [17]), from which
it follows that the category AlexAlgc is a subcategory of CHDLat.
Therefore we can conclude that the categories CHDLat and AlexAlgc
are equal.
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The assignment D → X(D,CD) can be made into a functor
C ∶AlexAlgc →CHaus
op
;
indeed, any arrow f ∶ D → D′ in AlexAlgc induces a locale morphism
IdCD′(D
′) → IdCD′(D
′) and hence a continuous map C(f) ∶ X(D′,CD′) →
X(D,CD) between the spaces of points of the two locales.
The functor Max ∶ CHDLat → CHausop is naturally isomorphic to
the functor C ∶ AlexAlgc → CHaus
op. Indeed, for any countably compact
Alexandrov algebra D, the space X(D,CD) is compact Hausdorff with normal
Wallman base Coz(X(D,CD)) ≅D and hence it is homeomorphic to Max(D)
(cf. Corollary 2.2), naturally in D.
Summarizing, we have the following duality theorem.
Theorem 3.5. The functors
Coz ∶ CHausop →AlexAlgc
and
C ∶AlexAlgc →CHaus
op
defined above yield a duality between the category CHaus of compact Haus-
dorff spaces and the full subcategory AlexAlgc of the category of Alexandrov
algebras on the countably compact ones. In fact, the functor
C ∶AlexAlgc →CHaus
op
is naturally isomorphic, under the identification AlexAlgc = CHDLat, to
the functor
Max ∶ CHDLat → CHausop
of Theorem 3.3 above.
Note that for any topological space X, Coz(X) is an Alexandrov algebra
(cf. [17]) and if X is compact then Coz(X) is countably compact (cf. the
argument given above).
As an immediate corollary of our duality theorem we obtain the following
result about Alexandrov algebras.
Proposition 3.6. Let D be an Alexandrov algebra. Then D is conjunctive,
with the maximal topology JDm equal to the countable topology CD (i.e., for
any sieve S ∶= {ci ≤ c | ∈ I} on c ∈ D with the property that for every d ∈ D,
c∨d = 1 implies that there exists a finite subset J ⊆ I such that∨
i∈J
ci∨d = 1, we
have∨
i∈K
ci = c for some countable subset K ⊆ I), if and only if it is countably
compact.
◻
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In light of Gelfand duality between commutative C∗-algebras and com-
pact Hausdorff spaces, the duality of Theorem 3.5 also provides an equiv-
alence between the category of C∗-algebras and the category of countably
compact Alexandrov algebras, obtained by composition of the two duali-
ties. We shall now give an explicit description of this categorical equivalence
which allows to (functorially) construct the Alexandrov algebra associated
to a given commutative C∗-algebra directly in terms of it, and conversely
to explicitly construct the C∗-algebra corresponding to a given countably
compact Alexandrov algebra in terms of it.
We shall describe this equivalence in the case of real C∗-algebras (that is,
of rings of real-valued continuous functions on a compact Hausdorff space,
cf. [26] and IV 4.4 [17] for an axiomatic description of this notion), but
our arguments can be straightforwardly extended to the context of complex
C∗-algebras to yield an equivalence between the usual category of (complex)
C∗-algebras and the category AlexAlgc.
Given a C∗-algebra A, by Gelfand duality we have a canonical surjective
lattice homomorphism ηL(A) ∶ L(A) → Coz(Max(L(A))) ≅ Coz(Max(A)),
which induces an equivalence
Sh(Max(L(A))) ≃ Sh(Max(A)) ≃ Sh(Coz(Max(A))) .
Therefore Coz(Max(A)) can be characterized up to isomorphism as the
image of the map ηL(A). More precisely, by Gelfand duality, the map A →
O(Max(A)) sending any a ∈ A to the open set {M ∈ Max(A) | a ∉ M}
is surjective and factors through the canonical map A → L(A) yielding the
morphism ηL(A); hence Coz(Max(A)) can be identified with the sublattice
of O(Max(A)) consisting of the subsets of the form {M ∈Max(A) | a ∉M}
(for a ∈ A). This sublattice is therefore an Alexandrov algebra DA, which
we call the Alexandrov algebra associated to the C∗-algebra A. For any
morphism f ∶ A → B of C∗-algebras, we have a morphism Df ∶ DA → DB
of Alexandrov algebras, which sends any element of DA of the form {M ∈
Max(A) | a ∉ M} to the element {N ∈ Max(B) | f(a) ∉ N}. This defines
a functor D:C∗-Alg → AlexAlgc, which is one half of our duality between
C∗-algebras and countably compact Alexandrov algebras.
Conversely, given a countably compact Alexandrov algebra D, the set
of continuous functions Max(D) → R can be bijectively identified with the
set RD of Alexandrov algebra homomorphisms O(R) → D with the prop-
erty that they send jointly covering families in O(R) to jointly covering
families generated by a countable family of arrows in D, that is with the
morphisms of sites (O(R), Jcan
O(R)
) → (D,CD). Indeed, since both Max(D)
and R are sober spaces, the continuous maps f ∶ Max(D) → R corre-
spond bijectively with the frame homomorphisms f−1 ∶ O(R)→ O(Max(D));
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but these homomorphisms can be identified with the morphisms of sites
(O(R), Jcan
O(R)
) → (D,CD) since they take values in D ↪ O(Max(D)) (in-
deed, Coz(O(R)) = O(R) (cf. [17]) and f−1 sends co-zero sets to co-zero
sets). Clearly, any morphism of Alexandrov algebras g ∶ D → D′ yields a
morphism of sites (D,CD)→ (D′,CD′) and hence induces a map Rg ∶= g ○− ∶
RD → RD′ . Concretely, a morphism of sites (O(R), JcanO(R)) → (D,CD) is
a meet-semilattice homomorphism f ∶ O(R) → D such that for any family
{Ui | i ∈ I} of open sets of R there exists a subset J ⊆ I such that f(J) is
countable and f(∨
i∈I
(Ui)) =∨
i∈J
f(Ui).
We can obtain an alternative, more ‘arithmetic’ characterization of the
C∗-algebra corresponding to a given countably compact Alexandrov algebra
as follows. In section IV 1.1 [17], a subcanonical site of definition (B,C)
for the topos Sh(R) of sheaves on the topological space R is given; we shall
show that for any countably compact Alexandrov algebra D, the continuous
maps Max(D) → R can be bijectively identified with the morphisms of sites
(B,C) → (D,CD).
The site (B,C) is defined as follows. Let Q+ denote the totally ordered
set obtained by adding a top element ∞ to the set Q of rational numbers,
and let Q− similarly denote Q ∪ {∞}. We partially order Q− ×Q+ by:
(p, q) ≤ (p′, q′) if and only if p ≥ p′ and q ≤ q′;
then Q− ×Q+ is a meet-semilattice, with top element (−∞,∞) and (p, q) ∧
(p′, q′) = (max{p, p′},min{q, q′}). The Grothendieck topology C on D is
generated by the following pullback-stable family of C-covering sieves:
(a) ∅ ∈ C(p, q) whenever p > q;
(b) {(p, r), (q, s)} ∈ C(p, s) whenever p ≤ q < r ≤ s; and
(c) {(p′, q′) | p < p′ < q′ < q} ∈ C(p, q) whenever p < q.
Notice that B can be identified with the subset of O(R) consisting of the
open sets of the form (a,∞), (−∞, a) and (a, b), where a and b are rational
numbers, while C can be identified with the Grothendieck topology induced
on B by the canonical topology on O(R).
For any Alexandrov algebra D, the morphisms of sites (B,C)→ (D,CD)
can thus be identified with the meet-semilattice homomorphisms B → D
which send C-covering sieves to CD-covering sieves, i.e. with the maps f ∶
Q− ×Q+ →D such that
(a) f(−∞,+∞) = 1D;
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(b) f((p, q)∧(p′, q′)) = f(max{p, p′},min{q, q′}) = f(p, q)∧f(p′, q′), for any
(p, q), (p′, q′) ∈ Q− ×Q+;
(c) f(p, q) = 0D whenever p > q;
(d) f(p, r) ∨ f(q, s) = f(p, s) whenever p ≤ q < r ≤ s;
(e) ∨
p<p′<q′<q
f(p′, q′) = f(p, q), for any (p, q) ∈ Q− ×Q+.
Let us denote by MD the set of such morphisms. As we observed above,
the continuous maps f ∶Max(D) → R correspond bijectively with the frame
homomorphisms f−1 ∶ O(R)→ O(Max(D)); but, C being subcanonical, any
such homomorphism restricts to a morphism of sites (B,C) → (D,CD) in-
ducing a geometric morphism Sh(D,CD)→ Sh(B,C) equivalent to Sh(f) ∶
Sh(Max(D)) → Sh(R). Clearly, any morphism of Alexandrov algebras
g ∶ D → D′ yields a morphism of sites (D,CD) → (D′,CD′) and hence in-
duces a map Mg ∶= g ○ − ∶ MD →MD′ .
Given a countably compact Alexandrov algebra S, the C∗-algebra struc-
ture on the set of continuous maps Max(S) → R can clearly be transferred,
via the bijection established above, to a C∗-algebra structure on the set MD
(resp. on the set RD), so that the morphisms Df (resp. Mg) become mor-
phisms of the relevant C∗-algebras.
Thus we have two functors D ∶ C∗-Alg →AlexAlgc and R ∶AlexAlgc →
C∗-Alg (or equivalently, M ∶ AlexAlgc → C∗-Alg) which are categorical
inverses to each other.
Specifically, the following theorem holds.
Theorem 3.7. The functors
D ∶ C∗-Alg →AlexAlgc
and
R ∶AlexAlgc →C
∗-Alg
(or equivalently,
M ∶AlexAlgc → C
∗-Alg)
defined above are categorical inverses to each other and yield an equivalence
between the category C∗-Alg of C∗-algebras and the category AlexAlgc of
countably compact Alexandrov algebras.
Let us denote by Maxr ∶ C∗-Alg → CHaus the maximal spectrum func-
tor, which constitutes one half of Gelfand duality, and by C ∶ CHaus →
C∗-Alg the inverse functor associating to a compact Hausdorff space X
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the C∗-algebra C(X) consisting of all the continuous (bounded) functions
X → R.
We can represent the dualities which we have established above in the
following commutative diagram.
CHausop
C
ss❢❢❢❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢ Coz
++❳❳❳❳
❳❳
❳❳❳
❳❳
❳❳❳
❳❳
❳❳❳
❳❳
❳❳❳
❳❳
C∗-Alg
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3.3 A duality for T1 compact spaces
As another application of the general method of section 3.1, we build a dif-
ferent duality between compact Hausdorff spaces and distributive lattices,
based on an alternative choice of the normal Wallman bases for the spaces.
First, we notice that if X is a T1-space then O(X) is a Wallman base
for X, and for any continuous map f ∶ X → Y of topological spaces the in-
verse image f−1 ∶ O(Y )→ O(X) (trivially) restricts to these Wallman bases.
Moreover, for any T1 compact space X, the map ηXO(X) ∶ X → Spec(O(X)) is
surjective on Max(O(X)). Indeed, for any M in Max(O(X)), the intersec-
tion of all the sets of the form X ∖U for U ∈ M is non-empty (otherwise, X
being compact, M would not be a proper ideal), that is there exists x ∈ X
such that for all U ∈ M, x ∉ U ; hence M ⊆ ηX
O(X)
(x) and, by maximality of
M, M = ηX
O(X)
.
Therefore the category T1Comp of T1 compact spaces and continuous
maps between them can be identified with a full subcategory of TopDLatW ,
and Theorem 3.1 yields a duality between T1Comp and a full subcategory
T1Frm of the category DLatW . Specifically, we have a functor
D ∶ T1Compop → T1Frm
sending a topological space X in T1Comp to the open set O(X) and a con-
tinuous map f ∶ X → Y of topological spaces in T1Comp to the morphism
f−1 ∶ O(Y )→ O(X) in T1Frm, and a functor
Max ∶ T1Frm → T1Compop
assigning Max(D) to a distributive lattice D in T1Frm and the continuous
map Max(f) ∶Max(D′) →Max(D) to a maximal homomorphism f ∶ D →
D′ between lattices in T1Frm.
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We can describe more explicitly the category T1Frm and the functor
Max, as follows. The lattices in T1Comp can be characterized as the dis-
tributive lattices D such that the canonical morphism D → O(Max(D)) ≅
IdJDm(D) is an isomorphism. If D is such a lattice then clearly D is a compact
frame (i.e., a frame such that every covering of its top elements admits a finite
subcovering). Also, it is immediate to see that if D is of the form O(X) for a
space X such that the map ηX
O(X)
∶ X → Spec(O(X)) is an homeomorphism
onto Max(O(X)) then the subtopos
Sh(ηXO(X)) ∶ Sh(O(X), J
can
O(X)) = Sh(X)→ Sh(Spec(O(X))) ≃ Sh(O(X), J
coh
O(X)),
which is isomorphic to the canonical inclusion
Sh(O(X), JcanO(X))↪ Sh(O(X), J
coh
O(X)),
is isomorphic to the subtopos
Sh(Max(O(X))) ≃ Sh(O(X), J
O(X)
m )↪ Sh(O(X), J
coh
O(X)),
from which it follows that JO(X)m = JcanO(X). On the other hand, it is clear that if
a distributive lattice D is a frame and JcanD = J
D
m then the canonical morphism
D → O(Max(D)) ≅ IdJDm(D) is an isomorphism. We can thus conclude that
the lattices D in T1Frm are precisely the frames D such that JcanD = J
D
m ;
more explicitly, a distributive lattice D satisfies this condition if and only
if it is a compact frame (notice that this condition implies that JcanD ⊆ JDm)
which is conjunctive, that is such that for any sieve S ∶= {ci ≤ c | ∈ I} on
c ∈ D with the property that for every d ∈ D, c ∨ d = 1 implies that there
exists a finite subset J ⊆ I such that∨
i∈J
ci ∨ d = 1, we have∨
i∈J
ci = c.
Summarizing, we have the following result.
Theorem 3.8. The functors
D ∶ T1Compop → T1Frm
and
Max ∶ T1Frm → T1Compop
defined above define a duality between the category T1Comp of T1 compact
spaces and continuous maps between them and the category T1Frm of com-
pact conjunctive frames and maximal homomorphisms between them.
◻
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We can characterize the maximal ideals of a frame in T1Frm more ex-
plicitly, as follows. Given an ideal I of a frame F in T1Frm, consider the
principal ideal (∨
a∈I
a); then we have I ⊆ (∨
a∈I
a). If I is proper then, since F is
compact,∨
a∈I
a ≠ 1, that is the ideal (∨
a∈I
a) is proper; therefore, if I is maximal
then I = (∨
a∈I
a). The maximal ideals of F can thus be identified with the
elements a of F such that the principal ideal (a) is maximal, that is such that
for any a′ ∈ F , a ≤ a′ implies a′ = 1; we shall call such elements the co-atoms
of the frame F . Using this identification of the maximal ideals of F with
the co-atoms of F , we can describe the maximal spectrum Max(F ) as the
topological space whose underlying set is the set CoAt(F ) of co-atoms of F
and whose basic open sets are the subsets of the form {b ∈ CoAt(F ) | b ≰ a}
for a ∈ F . In these terms the condition for a homomorphism f ∶ F → F ′ of
frames in T1Frm to be maximal (notice that every morphism in T1Frm is
a frame homomorphism) can be expressed as the requirement that for any
co-atom b in F ′ the join ∨
f(a)≤b
a should be a co-atom in F .
The following proposition provides an alternative characterizations of con-
junctive compact frames.
Proposition 3.9. Let F be a compact frame. Then F is conjunctive if and
only if it is co-atomistic in the sense of [20] (i.e., every element of F is the
meet of the set of co-atoms greater or equal to it).
Proof Let us suppose F to be co-atomistic. We want to show that for any
sieve S ∶= {ci ≤ c | ∈ I} on c ∈ D with the property for every d ∈ D, c ∨ d = 1
implies that there exists a finite subset J ⊆ I such that∨
i∈J
ci ∨ d = 1, we have
c =∨
i∈J
ci. Suppose that this latter equality does not hold. Then, F being
co-atomistic, there exists a co-atom a of F such that ∨
i∈J
ci ≤ a but c ≰ a.
Since a is a co-atom we have a ∨ c = 1 and hence there exists a finite subset
J ⊆ I such that ∨
i∈J
ci ∨ a = 1. But since ∨
i∈J
ci ≤ a we have a =∨
i∈J
ci ∨ a = 1,
which is absurd.
Conversely, suppose that F is conjunctive. We want to prove that for any
element a ∈ F , a is equal to the meet in F of all the co-atoms greater or equal
to it. Let us denote this meet by b; then, clearly, a ≤ b. To prove that a = b
is therefore equivalent to prove that the sieve Sa,b generated by the unique
arrow a ≤ b in F is JcanF -covering. Since F is conjunctive, J
can
F = J
F
m and
hence to prove that Sa,b is JcanF -covering amounts precisely to verifying that
it is JFm-covering, i.e. that for any c ∈ F such that c∨b = 1, c∨a = 1. Suppose
that this condition does not hold; then there exists c ∈ F such that c ∨ b = 1
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and c∨a ≠ 1. Then, by the maximal ideal theorem (and the characterization
of maximal ideals as co-atoms in compact frames established above), there
exists a co-atom d of F such that c ∨ a ≤ d. Therefore d is a co-atom of F
greater or equal to a and hence, by definition of b, we have d ≥ b. Therefore
1 = c ∨ d = d, which is absurd. ◻
In fact, under this identification between conjunctive compact frames and
co-atomistic frames, our duality between the category of T1 compact spaces
and the category of conjunctive compact frames corresponds precisely to
the restriction of the well-known duality between T1-spaces and co-atomistic
frames (cf. for instance [20]).
Let us now proceed to specialize the duality of Theorem 3.8 to the context
of compact Hausdorff spaces.
Recall that for any T1 compact space X, X is normal if and only if it
is Hausdorff, and X is normal if and only if O(X) is a normal lattice (cf.
Exercise II 3.6 [17]). From this remark we immediately deduce that the du-
ality of Theorem 3.8 restricts to a duality between the category CHaus and
the full subcategory T1Frmn of T1Frm on the frames in T1Frm which are
normal. We notice that, since every Hausdorff space is sober, every frame
homomorphism between frames in T1Frm is maximal. Indeed, by Propo-
sition 2.6, the maximal homomorphisms F → F ′ between frames F,F ′ in
T1Frm are precisely the morphisms of sites (F,JFm)→ (F ′, JF
′
m ); but, F and
F ′ being conjunctive, JFm = JcanF and J
F ′
m = J
can
F ′ , which implies that such
morphisms are precisely the frame homomorphisms F → F ′. Therefore the
category T1Frmn can be described as the full subcategory of the category
Frm of frames on the conjunctive (equivalently, co-atomistic) compact nor-
mal frames.
Summarizing, we have the following result.
Theorem 3.10. The functors
D ∶ CHausop → T1Frmn
and
Max ∶ T1Frmn →CHaus
op
defined above define a duality between the category CHaus of compact Haus-
dorff spaces and continuous maps between them and the category T1Frmn
of conjunctive (equivalently, co-atomistic) compact normal frames and frame
homomorphisms between them.
◻
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Notice that in passing we have established the following fact.
Proposition 3.11. Any frame homomorphism between conjunctive (equiva-
lently, co-atomistic) compact normal frames is maximal.
◻
We mention that in [2] a duality different from ours between the category
of compact Hausdorff spaces and a subcategory of the category of distributive
lattices was established.
Finally, let us point out an interesting consequence of the duality of The-
orem 3.1.
Corollary 3.12. Let X be a T0-space and B be a Wallman base of X such
that the map ηB is surjective (equivalently, a homeomorphism) on Max(B)
(for example X be compact Hausdorff and B be a normal base for it). Then
for any open set U of X belonging to B and any family {Ui ⊆ U | i ∈ I} of
open subsets of U belonging to B, the union∪
i∈I
Ui in O(X) is equal to U if
and only if for any V in B if V ∪ U = X there exists a finite subset J ⊆ I
such that∪
i∈J
Ui ∪ V = X.
Proof The condition in the corollary amounts precisely to the requirement
that the maximal topology on B should be equal to the topology on B
induced by the canonical topology on O(X), and this follows from the duality
of Theorem 3.1 (specifically, from the definition of the functor H). ◻
The following result can be obtained as a particular instance of the corol-
lary above.
Corollary 3.13. Let X be a compact Hausdorff space. Then for any con-
tinuous map f ∶ X → R and family {fi ∶ X → R | i ∈ I} of continuous
maps fi ∶ X → R such that for each i ∈ I Coz(fi) ⊆ Coz(f), we have
∪
i∈I
Coz(fi) = Coz(f) if and only if for any continuous map g ∶ X → R
such that Coz(f) ∪ Coz(g) = X there exists a finite subset J ⊆ I such that
∪
i∈J
Coz(fi) ∪Coz(g) =X.
◻
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4 Gelfand spectra
4.1 Rings and their reticulations
Given a commutative ring with unit A, there is a distributive lattice L(A),
called in [22] the reticulation of A, such that we have an equivalence
Sh(L(A), JcohL(A)) ≃ Sh(Spec(A)),
where Spec(A) is the Zariski spectrum of the ring A.
The lattice L(A) can be described as the coherent syntactic category of
the coherent propositional theory TAp over the signature having a proposi-
tional symbol Pa for each element a ∈ A, whose axioms are the following:
(⊺ ⊢ P1A);
(P0A ⊢ );
(Pa⋅b ⊣⊢ Pa ∧Pb)
for any a, b in A;
(Pa+b ⊢ Pa ∨ Pb)
for any a, b ∈ A.
Consider the subspace Max(A) of Spec(A) obtained by inducing on the
set of maximal ideals of the ring A the Zariski topology on Spec(A). Recall
from [11] that the Zariski topology on Spec(A) is homeomorphic, under the
complementation map in P(A), to the subterminal topology on the space
of points of the topos Sh(L(A), Jcoh
L(A)
).
In [22] it is argued that the notion of reticulation of a ring can be prof-
itably used for transferring many results about distributive lattices to results
about rings and conversely. In this section we shall give a further illustration
of this general remark by comparing the maximal spectrum of a commutative
ring with unit A with the maximal spectrum of its reticulation.
By the results in [11] we have equivalences of toposes
Sh(L(A), JcohL(A)) ≃ Sh(IdJcohL(A)
(L(A))) ≃ Sh(XL(A)) ≃ Sh(Rad(A)),
where XL(A) is the space of points of the topos Sh(L(A), JcohL(A)) and Rad(A)
is the set of radical ideals of A, endowed with the subset-inclusion ordering
(cf. Corollary V3.2 [17]). In fact, there is a further representation of this
topos, obtained by cutting the site (L(A), Jcoh
L(A)
) down to the full subcategory
U of L(A) on the objects of the form [Pa] (for a ∈ A), where [Pa] denotes the
equivalence class of the formula Pa in L(A); in fact, since finite conjunctions
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of formulae of the form Pa are equivalent in TAp to formulae of the same form
(cf. the third axiom scheme of the theory TAp ), any coherent formula over the
signature of TAp is provably equivalent to a finite disjunction of formulae of the
form Pa; hence U is a JcohL(A)-dense subcategory of L(A) and the Comparison
Lemma yields an equivalence Sh(L(A), Jcoh
L(A)
) ≃ Sh(U,Jcoh
L(A)
∣U). It is easy
to verify that the site (U,U,Jcoh
L(A)
∣U) is categorically equivalent to the site
(S(A),C) considered in [11].
Now, considering the subspace of the closed points (equivalently, of the
points which are minimal with respect to the specialization preorder) of the
space of points of the topos
Sh(XL(A)) ≃ Sh(Spec(A))
and assuming the prime ideal theorem (for rings), we obtain that this equiv-
alence restricts to an equivalence of subtoposes
Sh(XL(A))
≃ // Sh(Spec(A))
Sh(Max(L(A)))
OO
≃
// Sh(Max(A))
OO
Assuming the maximal ideal theorem (for distributive lattices), the nu-
cleus KL(A) (cf. section 2.2 for the definition of the nucleus KD for a dis-
tributive lattice D) on IdJcoh
L(A)
(L(A)) corresponds, under the isomorphism
IdJcoh
L(A)
(L(A)) ≅ Rad(A)
to the nucleus kA on Rad(A) defined by the formula
KA(I) = {a ∈ A | (∀b ∈ A)(∃c ∈ A)(ab + c + abc ∈ I)} .
Indeed, as observed in [18], for any (radical) ideal I of A KA(I) coincides with
the Jacobson radical of I, that is with the intersection of all the maximal
ideals of A which contain I, and by Proposition 1.6 [18] for any ideal V
of L(A) the ideal KL(A)(V ) is the intersection of all the maximal ideals of
L(A) which contain V ; whence our claims follows from the isomorphism of
subtoposes established above.
By the duality theorem of [9], the subtopos
Sh(Max(A)) ↪ Sh(Spec(A))
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corresponds to a unique quotient of the theory TAp , which we call TAm. In order
to give an explicit axiomatization of the theory TAm, we explicitly characterize
the Grothendieck topology M on L(A) corresponding to the subtopos
Sh(Max(A)) ↪ Sh(Spec(A)) ≃ Sh(L(A), JcohL(A)) .
By the equivalence of subtoposes established above and the equivalence
Sh(L(A), Jcoh
L(A)
) ≃ Sh(U,Jcoh
L(A)
∣U), the Grothendieck topologyM can be gen-
erated by a family of sieves lying in the subcategory U .
Let us apply the characterization of the topology JDm on a distributive
lattice D obtained in section 2.2 to the case in which D is the reticulation
L(A) of a commutative ring with unit A; in this case we denote the topology
J
L(A)
m on L(A) simply by JAm. In view of Lemma V 3.2 [17], for any sieve
S ∶= {[Pci] ≤ [Pc] | i ∈ I} on [Pc] in U , S is JAm-covering if and only if for any
finite set of elements d1, . . . , dn ∈ A such that (c, d1, . . . , dn) = A there exists a
finite subset J ⊆ I such that the ideal generated by the di (for i ∈ {1, . . . , n})
and the cJBm (for j ∈ J) is the whole of A. Notice that for any a, b ∈ D, we
have [Pa] ≤ [Pb] in L(A) if and only if there exists an integer n > 0 and an
element c ∈ A such that an = bc (cf. for example [11]).
Therefore the theory TAm can be axiomatized by adding to the axioms of
TAp all the sequents of the form
(Pc ⊢∨
i∈I
Pci)
for any elements {ci | i ∈ I} and c of A such that for any i ∈ I there exists
an integer ni > 0 and an element ui ∈ A such that cnii = cui and for any finite
set of elements d1, . . . , dn ∈ A such that (c, d1, . . . , dn) = A there exists a finite
subset J ⊆ I such that the ideal generated by the di (for i ∈ {1, . . . , n}) and
the cJBm (for j ∈ J) is the whole of A.
The following result represents the analogue for rings of Theorem 2.8
above.
Theorem 4.1. Let A be a commutative ring with unit such that the space
Max(A) is sober (for example, A is a C∗-algebra). Then a prime ideal P of
A is maximal if and only if for any elements {ci | i ∈ I} and c of A with the
property that
1. for any i ∈ I there exists an integer ni > 0 and an element ui ∈ A such
that cnii = cui and
2. for any finite set of elements d1, . . . , dn ∈ A such that (c, d1, . . . , dn) = A
there exists a finite subset J ⊆ I such that the ideal generated by the di
(for i ∈ {1, . . . , n}) and the cj (for j ∈ J) is the whole of A,
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if c ∉ P then ci ∉ P for some i ∈ I.
◻
We shall call a prime ideal P of a commutative ring with unit A satisfying
the condition in the statement of Theorem 4.1 an almost maximal ideal of
A.
Let us now proceed to establish a corresponding characterization, holding
under the assumption of the maximal ideal theorem, of the homomorphisms
of commutative rings with unit f ∶ A → B such that f−1 ∶ Spec(B)→ Spec(A)
restricts to a (continuous) map Max(B) →Max(A).
By applying Proposition 2.6 to the case of the distributive lattice homo-
morphism L(f) ∶ L(A) → L(B) induced by the homomorphism f ∶ A → B,
we obtain the following result, which represents the ring-theoretic analogue
of it.
Theorem 4.2. Let f ∶ A→ B be a homomorphism of commutative rings with
unit A and B. If the continuous map f−1 ∶ Spec(B) → Spec(A) restricts to
a (continuous) map Max(B) → Max(A) then for any elements {ci | i ∈ I}
and c of A with the property that for any i ∈ I there exists an integer ni > 0
and an element ui ∈ A such that cnii = cui and for any finite set of elements
d1, . . . , dn ∈ A such that (c, d1, . . . , dn) = A there exists a finite subset J ⊆ I
such that the ideal generated by the di (for i ∈ {1, . . . , n}) and the cj (for
j ∈ J) is the whole of A, for any finite set of elements d′
1
, . . . , d′m ∈ B such
that (f(c), d′
1
, . . . , d′m) = B there exists a finite subset K ⊆ I such that the
ideal generated by the d′i (for i ∈ {1, . . . ,m}) and the f(ci) (for i ∈ K) is the
whole of B. The converse implication holds if Max(A) is sober.
◻
We shall say that a homomorphism f ∶ A → B of commutative rings with
unit is maximal if f−1 ∶ Spec(B) → Spec(A) restricts to a (continuous) map
Max(B) →Max(A).
4.2 The case of commutative C∗-algebras
Recall that there are two kinds of Gelfand duality: a real version and a
complex one. The real version, due to Stone [26] and described in [17], gives
a duality between a full subcategory of the category of commutative rings
with unit, which we call the category of real C∗-algebras, and the category
of compact Hausdorff spaces, while the complex version, also known as the
classical Gelfand duality, gives a duality between the category of (complex)
commutative C∗-algebras and the category of compact Hausdorff spaces.
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Recall that if A and B are real C∗-algebras then a C∗-algebra homomor-
phism A → B is defined simply as a homomorphism A → B of commutative
rings with unit, while if A and B are complex C∗-algebras a C∗-algebra
homomorphism A → B is defined as a ring homomorphism A → B which
commutes with the involution ∗.
Before proceeding further let us remark some useful facts about Gelfand
duality. In the real case, one half of the duality sends a real C∗-algebra A to
the maximal spectrum Max(A) of A (considered as a ring). The maximal
spectrum Max(A) can be alternatively be described as the set C(A) of non-
zero R-algebra homomorphisms A → R, endowed with the weak ∗-topology.
In fact, for any non-zero R-algebra homomorphisms f ∶ A → R, f−1(0) is a
maximal ideal of A (since for any b such that b ∉ f−1(0) there exists a real
number r such that rf(b) = 1 and hence (r ⋅ 1A)b − 1 ∈ f−1(0)), while for any
maximal ideal M of A the quotient A/M is isomorphic to R (cf. Theorem
IV 4.7 [17]). In the complex case there is an analogous characterization of
the maximal ideals as the C-algebra homomorphisms from the algebra to
the field C of complex numbers. Actually, these two different descriptions
of the maximal spectrum of a C∗-algebra can be interpreted as a Morita-
equivalence between two propositional theories over different signatures, one
of ‘algebraic’ nature whose models in Set are the maximal ideals on the C∗-
algebra and one of ‘analytic’ nature, whose models in Set are the algebra
homomorphism from the C∗-algebra to R or C (cf. section 4.3 below).
We shall now apply the characterizations of the maximal ideals of ring
whose maximal spectrum is sober given by Theorem 4.1 and the character-
izations of maximal homomorphisms of rings given by Theorem 4.2 in the
context of C∗-algebras and Gelfand duality.
Theorem 4.3. (i) Let A be a (real or complex) C∗-algebra. Then for any
prime ideal P of A, P is maximal if and only if it is almost maximal;
(ii) Let f ∶ A → B a homomorphisms of rings between (real or complex)
C∗-algebras A and B. Then f is a maximal homomorphism of rings
A → B.
Proof (i) In order to apply Theorem 4.1, it suffices to show that if A is a
C∗-algebra (whether real or complex) then the space Max(A) is sober, and
this immediately follows from Gelfand duality since every Hausdorff space is
sober.
(ii) We shall prove the result for real C∗-algebras, the complex case being
entirely analogous to it. In order to apply Theorem 4.2, we have to verify
that for any homomorphism of real C∗-algebras f ∶ A → B satisfies the
property that the inverse image map f−1 ∶ Spec(B) → Spec(A) restricts to
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a function Max(B) → Max(A). We recall that one half of Gelfand duality
sends a homomorphism of C∗-algebras f ∶ A → B to the continuous map
Max(B) →Max(A) which corresponds, under the identificationsMax(B) ≅
C(B) and Max(A) ≅ C(A), to the map C(B) → C(A) sending a R-algebra
homomorphism g ∶ B → R to the composite g ○ f ∶ A → R. But under the
identifications Max(B) ≅ C(B) and Max(A) ≅ C(A) mentioned above, this
assignment is immediately seen to correspond exactly to taking the inverse
image of maximal ideals under f , as required. We can thus appeal to Theorem
4.2 to conclude our thesis. ◻
Let us define a commutative ring with unit A to be conjunctive if its
reticulation L(A) is conjunctive as a distributive lattice (in the sense of
section 2.2 above). In order to get an explicit characterization of conjunctive
rings, we shall need the following lemma about subcanonical topologies.
Lemma 4.4. Let (C, J) be a subcanonical Grothendieck site and D be a full
J-dense subcategory of C. Then for any Grothendieck topology K on C which
contains J , K is subcanonical if and only if any K ∣D-covering sieve on an
object d ∈ D generates an effective-epimorphic sieve in C (i.e., the sieve R
in C generated by it forms a colimit cone under the (possibly large) diagram
consisting of the domains of all the morphisms in R, and all the morphisms
over d between them).
Proof The ‘only if’ implication is clear so it remains to prove the ‘if’ one.
Let R be a K-covering sieve on an object c ∈ C. We want to show that R
is effective epimorphic, that is for any object c′ ∈ C and cone {sf ∶ dom(f)→
c′ | f ∈ R} with vertex c′ over the diagram in C formed by the objects of the
form dom(f) (for f ∈ R) and the arrows over c′ between them there exists a
unique arrow ξ ∶ c→ c′ in C such that ξ ○ f = sf for every f ∈ R.
Since D is J-dense in C, there exists a J-covering sieve Z on c generated
by arrows whose domains are in D. Notice that, since by our hypothesis
J is subcanonical, the sieve Z is effective-epimorphic (in the sense of the
definition at p. 542 [16]). Consider the sieves f∗(R) ∩ D ∈ K ∣D(dom(f))
(for f ∈ Z). For any f ∈ Z, the arrows {sf○h | h ∈ f∗(R) ∩ D} form a
cone with vertex c′ over the diagram formed by the objects of the form
dom(h) (for h ∈ f∗(R) ∩ D) and the arrows over dom(f) between them.
By our hypotheses we can thus conclude that there exists a unique arrow
tf ∶ dom(f) → c′ such that tf ○ h = sf○h for every h ∈ f∗(R) ∩ D. Now,
consider the set of arrows {tf ∶ dom(f)→ c′ | f ∈ Z}. Let us show that they
form a cone with vertex c′ on the objects of the form dom(f) (for f ∈ Z)
and the arrows in C over c between them; we have to verify that for any
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arrows f, f ′ ∈ Z and arrow u ∶ dom(f) → dom(f ′) in C such that f ′ ○ u = f ,
tf ′ ○ u = tf . But this equality follows from the fact that the sieve f∗(R) ∩D
is effective-epimorphic in C since for every h ∈ f∗(R) ∩D, tf ′ ○ u ○ h = sf○h;
indeed, tf ′ ○ u ○ h = tf ′ ○ (u ○ h) = sf ′○u○h = sf○h. Now, Z being effective-
epimorphic, there is a unique arrow ξ ∶ c → c′ such that ξ ○ f = tf for any
f ∈ Z. To conclude our proof, it will be enough to verify that for any g ∈ R,
ξ ○ g = sg. Since Z is universally effective-epimorphic (since it belongs to the
subcanonical topology J), the sieve g∗(Z) is effective-epimorphic and hence
ξ ○g = sg if and only if for any u ∈ g∗(Z), ξ ○g○u = sg ○u. But g○u ∈ Z whence
ξ ○ g ○ u = tg○u, and we have tg○u = sg ○ u since for any h ∈ (g ○ u)∗(R) ∩ D
tg○u ○ h = sg○u○h = sg ○ u ○ h (the latter equality holding since g ∈ R and the
family {sf ∶ dom(f)→ c′ | f ∈ R} is a cone over R). ◻
We can apply the lemma in the context of the site (L(A), Jcoh
L(A)
), with J
being equal to Jcoh
L(A)
, K being equal to the maximal topology JL(A)m and D
being equal to the Jcoh
L(A)
-dense subcategory U of L(A). Recalling Lemma V
3.2 [17] and the fact that every object of L(A) can be expressed as a finite
join of elements in U we easily obtain the following characterization result.
Proposition 4.5. A commutative ring with unit A is conjunctive if and only
if for any elements {ci | i ∈ I} and c of A with the property that for any i ∈ I
there exists an integer ni > 0 and an element ui ∈ A such that cnii = cui
and for any finite set of elements d1, . . . , dn ∈ A such that (c, d1, . . . , dn) = A
there exists a finite subset J ⊆ I such that the ideal generated by the di (for
i ∈ {1, . . . , n}) and the cj (for j ∈ J) is the whole of A, for any elements
a1, . . . , ak of A such that for every i ∈ I a power of ci belongs to the ideal
(a1, . . . , ak) generated by the ai, a power of c belongs to (a1, . . . , ak).
◻
Notice that this proposition can be profitably applied in connection with
the result of M. Hochster (cf. [15]) that every distributive lattice is, up to
isomorphism, of the form L(A) for some ring A.
If Max(A) is sober then the condition for A to be conjunctive radically
simplifies. Specifically, we have the following criterion.
Proposition 4.6. Let A be a commutative ring with unit such that the space
Max(A) is sober (for example, a commutative C∗-algebra). Then A is con-
junctive if and only if for any elements a, b ∈ A, if a and b are contained in
the same maximal ideals then a and b are contained in the same prime ideals.
Proof It suffices to observe that if Max(A) is sober then the maximal
ideals of A can be identified with the points of the topos Sh(Max(A)) ≃
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Sh(L(A), J
L(A)
m ). But J
L(A)
m is subcanonical if and only if for any a, b ∈ A,
[Pa] ≠ [Pb] (equivalently, there is a prime ideal P such that a ∈ P and b ∉ P or
b ∈ P and a ∉ P ) implies am([Pa]) ≠ am([Pb]) where am ∶ Sh(L(A), JcohL(A)) →
Sh(L(A), J
L(A)
m ) is the associated sheaf functor (equivalently, since the max-
imal ideals of A are a separating of points of the topos Sh(L(A), JL(A)m ),
there is a maximal ideal M of A such that a ∈ M and b ∉ M or b ∈ M and
a ∉M). ◻
Remark 4.7. (a) If A is semisimple, i.e. its Jacoson radical is the zero
ideal and Max(A) is sober (for example if A is a finite dimensional C∗-
algebra) then A is conjunctive. Indeed, the Jacobson radical of a ring
can be characterized as the intersection of all the maximal ideals of the
ring, and for any elements a, b ∈ A, a and b are contained in the same
prime (resp. maximal) ideals of A if and only if a−b is contained in every
prime (resp. maximal) ideal of A.
(b) If A has the property that every prime ideal is equal to its Jacobson
radical (i.e., to the intersection of all the maximal ideals containing it)
then A is conjunctive; for example, any Boolean ring is conjunctive.
Recall from [18] that the Jacobson radical of an ideal I can be described
as the set of all the elements a of A such that 1−ab is invertible modulo I
for every b ∈ B; from this it immediately follows that if a ring A satisfies
the property that for any prime ideal P of A and any element a ∈ A,
if 1 − ab is invertible modulo P for every b ∈ A then a ∈ P then A is
conjunctive.
Proposition 4.8. A commutative C∗-algebra A is conjunctive if and only if
the distributive lattice L(A) is isomorphic to the lattice Coz(Max(A)) under
the canonical homomorphism L(A)→ Coz(Max(A)).
Proof If A is a C∗-algebra then by Gelfand duality the factorization ξA ∶
L(A) → O(Max(A)) of the map A→ O(Max(A)) sending an element a ∈ A
to the open set {M ∈ Max(A) | a ∉ M} through the canonical map A →
L(A) takes values in Coz(Max(A)) and is equal to the composite of the
inclusion Coz(Max(A)) ↪ O(Max(A)) with the canonical homomorphism
L(A) → Coz(Max(A)). Therefore, this latter morphism is an isomorphism
if and only if the map ξA is injective; but L(A) is conjunctive if and only if
the map L(A) → O(Max(L(A))) sending an element d ∈ L(A) to the open
set {M ∈Max(L(A)) | d ∈M} is injective, and this map corresponds exactly
to the map ξA under the isomorphism O(Max(L(A))) ≅ O(Max(A)). ◻
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4.3 The topos-theoretic interpretation
In this section we point out several Morita-equivalences which naturally arise
in the context of Gelfand duality for C∗-algebras. These equivalences are
important in that they formalize the different approaches to the construction
of Gelfand spectra, and allow an effective transfer of information between
them according to the methodologies introduced in [10]; specifically, each
way of constructing the spectrum of a C∗-algebra corresponds to a different
site of definition for the topos of sheaves on it. Actually, this situation is
analogous to that of the different constructions of the Zariski spectrum of a
ring, which we interpreted in [11] as a collection of Morita-equivalences, as
well as to the different ways for building the the Stone-Čech compactification
of a locale, which we interpreted in section 2.4 above. In fact, it is often the
case that different points of view on a given mathematical object or different
ways for constructing it, as well as mathematical equivalences or dualities
of various nature can be formalized as Morita-equivalences (cf. [10] for a
comprehensive discussion of these issues).
The construction of the spectrum X of a given C∗-algebra A in terms of
the lattice Coz(X) of co-zero sets on it can be formalized by the Morita-
equivalence
Sh(X) ≃ Sh(Coz(X), JcanO(X) ∣Coz(X)) ≃ Sh(DA,CDA),
where DA is the Alexandrov algebra associated to the C∗-algebra A as in
section 3.2 and CDA is the countable topology on it.
The representation of X as the space Max(A) of maximal ideals of
the C∗-algebra A in the Zariski topology can be expressed by the Morita-
equivalence
Sh(X) ≃ Set[TAm],
where Set[TAm] is the classifying topos for the theory TAm of maximal ideals
on A defined in section 4.1 above.
The representation of A as the space of multiplicative linear functionals
on A in the weak∗ topology can be expressed as a Morita-equivalence
Sh(X) ≃ Set[MFnA],
where Set[MFnA] is the classifying topos of the propositional theoryMFnA
of multiplicative linear functionals on A introduced in [4].
The Gelfand-Mazur isomorphism can thus be interpreted as a Morita-
equivalence
Set[TAm] ≃ Set[MFnA] .
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Also, we have representations of Sh(X) as subtoposes of Sh(L(A), Jcoh
L(A)
)
and of Sh(U,Jcoh
L(A)
∣U) (cf. section 4.1 above for the definition of the category
U):
Sh(X) ≃ Sh(L(A), J
L(A)
m ) ≃ Sh(U,J
L(A)
m ∣U) .
These Morita-equivalences capture one half of Gelfand duality, namely
the representation of the spectrum of a C∗-algebra in terms of the algebra
itself; note that the other half of the duality, namely the construction of
the C∗-algebra A corresponding to a given compact Hausdorff space X also
admits a natural topos-theoretic interpretation, as a sheaf representation
result of A as the ring of global sections of a sheaf of local rings defined on
X (cf. Corollary V 3.8 [17]).
Acknowledgements. I am grateful to Vincenzo Marra for bringing my
attention to [2].
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