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5Cohomologie cyclique périodique des
produits croisés généralisés lisses
Résumé
Cette thèse de doctorat est consacrée à la cohomologie cyclique périodique des produits
croisés généralisés. Ces derniers sont des C∗-algèbres construites à partir d’un bimodule
hilbertien. Notre étude s’organise en deux axes complémentaires : un résultat général
valable pour les produits croisés généralisés lisses à croissance modérée et un résultat
spécifique aux variétés de Heisenberg quantiques.
Dans un premier temps, nous introduisons une classe de « versions lisses » des pro-
duits croisés généralisés, que nous appelons « produits croisés généralisés lisses à crois-
sance modérée ». Notre premier résultat est que sur ces algèbres, les foncteurs K-stables,
invariants sous difféotopie et semi-exacts (comme la cohomologie cyclique périodique)
donnent naissance à un hexagone exact analogue à la suite de Pimsner-Voiculescu. Pour
prouver cette propriété, nous nous appuierons sur les travaux de Cuntz et tout parti-
culièrement sur la notion de contexte de Morita.
Dans un second temps, nous illustrons cette construction en l’appliquant aux variétés
de Heisenberg quantiques (QHM). En tirant profit de l’action du groupe de Heisenberg
H3 sur les QHM, nous construisons des représentants explicites de la K-théorie et de
la cohomologie cyclique. Nous pouvons alors effectuer des calculs explicites d’apparie-
ments de Chern-Connes. En combinant ces calculs avec la suite exacte à 6 termes de la
première partie, nous construisons des bases explicites de la cohomologie cyclique pério-
dique des QHM. Notre second résultat est donc une description relativement complète et
totalement explicite de la K-théorie et de la cohomologie cyclique périodique des QHM.
Mots-clefs
Cohomologie cyclique périodique, groupe de Heisenberg, algèbres de Cuntz-Pimsner,
produit croisé généralisé, variétés de Heisenberg quantiques.
6Periodic Cyclic Cohomology for Smooth
Generalized Crossed Products
Abstract
This Ph.D. thesis focuses on periodic cyclic cohomology for generalized crossed prod-
ucts. They are C∗-algebras constructed out of a Hilbert bimodule. This dissertation
is divided into two complementary parts: a general result for tame smooth generalized
crossed products and a specific result for quantum Heisenberg manifolds.
In the first part, we introduce a class of “smooth versions” of generalized crossed
products, which we call “tame smooth generalized crossed products”. We then prove
that for these algebras, the K-stable diffeotopy-invariant and half-exact functors (such
as periodic cyclic cohomology) fit into a 6-term exact sequence similar to the Pimsner-
Voiculescu exact sequence. To prove this result, we will rely on work by Cuntz, including
Morita contexts.
In the second part, we illustrate the previous construction through the example of
Quantum Heisenberg Manifolds (QHM). Using the action of the Heisenberg group H3 on
QHM, we build explicit representatives of the K-theory and cyclic cohomology of QHM.
This enables us to perform explicit computations of Chern-Connes pairings. These cal-
culations together with the 6-term exact sequence of the first part yield explicit bases
for the periodic cyclic cohomology of QHM. Hence, our second result is a fairly compre-
hensive and totally explicit description of K-theory and periodic cyclic cohomology for
QHM.
Keywords
Periodic cyclic cohomology, Heisenberg group, Cuntz-Pimsner algebras, generalized
crossed product, quantum Heisenberg manifolds.
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Introduction
L’objectif de la présente thèse est double : il s’agit d’une part d’établir pour les « pro-
duits croisés généralisés lisses » un hexagone de cohomologie cyclique périodique analogue
à la suite de Pimsner-Voiculescu et d’autre part d’utiliser cet hexagone, conjointement
avec des calculs d’appariements de Chern-Connes, dans le cas particulier des variétés de
Heisenberg quantiques (QHM) pour obtenir une base explicite de la cohomologie cyclique
périodique des QHM.
Contexte et résultats antérieurs
Cette thèse s’appuie essentiellement sur deux notions : celle de produit croisé généra-
lisé et celle d’appariements de Chern-Connes. Notre travail général sur ces deux notions
est ensuite illustré par une application aux variétés de Heisenberg quantiques.
Les produits croisés généralisés sont des algèbres que Abadie, Eilers et Exel ont
définies en 1998 dans l’article [6]. Les produits croisés par Z sont en particulier des pro-
duits croisés généralisés, ce qui explique cette dénomination. Présentons succinctement
la construction des produits croisés généralisés.
Nous partons d’une C∗-algèbre A – que nous appellerons algèbre de base – et d’un
bimodule hilbertien E sur A. Nous pouvons noter E⊗n = E ⊗A E ⊗ ⋯ ⊗A E le produit
tensoriel intérieur itéré. Comme E est un bimodule hilbertien, son opposé est également
un A-A-bimodule hilbertien, que nous appelons E⊗−1. La notation E⊗p prend alors un
sens pour p ∈ Z. Les produits tensoriels et les produits scalaires permettent de définir
des « concaténations » E⊗p ×E⊗q → E⊗(p+q), qui prolongent la multiplication sur A et
induisent un produit sur la somme directe
⋯⊕E⊗−2 ⊕E⊗−1 ⊕A⊕E ⊕E⊗2 ⊕⋯.
Le produit croisé généralisé A ⋊E Z de A par E est alors une C∗-complétion de cette
somme directe.
Tout comme les produits croisés généralisés, les algèbres de Pimsner sont des C∗-
algèbres construites à partir d’un bimodule hilbertien E et de son algèbre de base A. Ces
algèbres ont été introduites par Pimsner en 1997 dans l’article [41]. Les deux notions sont
très proches : dans beaucoup de cas, les algèbres de Pimsner sont également des produits
croisés généralisés et vice versa. Les variétés de Heisenberg quantiques appartiennent
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ainsi aux deux classes à la fois. Cependant, Abadie et Achigar ont prouvé que les
deux notions sont distinctes dans l’article [5]. La définition de Pimsner étant la plus
étudiée des deux, nous décrirons donc les résultats qui la concernent. Notons que dans ses
articles [32, 33], Katsura a énoncé une définition qui unifie produits croisés généralisés
et algèbres de Pimsner.
Dans son article original [41], Pimsner étudiait ses algèbres sous l’angle de leurs
KK- etK-théories. D’autres articles ont été consacrés à la détermination de leurs idéaux,
à la recherche de critères de simplicité et à l’étude de leurs représentations – voir par
exemple [29, 34, 42, 28]. Cependant, à notre connaissance, il n’existe pas de bonne notion
de « sous-algèbres lisses » pour les produits croisés généralisés.
Une des originalités de notre travail est donc de proposer une définition pour ces sous-
algèbres lisses. La cohomologie cyclique (périodique) de ces « versions lisses » est alors
non triviale, ce qui autorise des calculs d’appariements de Chern-Connes significatifs.
Les appariements de Chern-Connes ont été définis par Connes en 1985 dans son ar-
ticle [13]. Il s’agit d’applications bilinéaires de la K-théorie et de la cohomologie cyclique
(périodique) vers les nombres complexes. Ces appariements ont une parité : l’apparie-
ment pair associe un élément de K-théorie paire et un élément de cohomologie cyclique
périodique paire pour construire un nombre complexe, alors que l’appariement impair
prend des éléments impairs. Ces appariements forment une sorte de « version duale » du
caractère de Chern.
On pourrait considérer notre travail comme le premier pas d’une extension de l’article
[38] de Nest. Dans ce papier, il prouve que sous certaines hypothèses, si on dispose d’une
version lisse d’une C∗-algèbre A et d’un automorphisme α de A, on peut définir une
version lisse du produit croisé A⋊αZ. Il établit ensuite une suite exacte à 6 termes pour
la cohomologie cyclique périodique et prouve qu’une « formule de transfert » relie les
appariements sur le produit croisé et sur l’algèbre de base. Notre thèse décrit l’analogue
des deux premières étapes dans le cadre plus général des produits croisés généralisés.
Pour illustrer les propriétés ainsi établies pour les produits croisés généralisés, nous
les appliquerons aux variétés de Heisenberg quantiques (QHM). Il s’agit en fait d’une
famille de C∗-algèbres qui a été introduite par Rieffel en 1989 dans l’article [45]. Les
algèbres Dcµ,ν de cette famille sont indexées par c ∈ Z et µ, ν ∈R. Par souci de concision,
nous les noterons simplement D quand le contexte le permettra. Les QHM sont toutes
dotées d’une action du groupe de Heisenberg H3, qui est un groupe de Lie de dimension
3. Elles sont des exemples de produits croisés généralisés avec pour algèbre de base
A = C(T 2). Enfin, elles ont été largement étudiées dans des séries d’articles d’Abadie
([1, 2, 7, 3, 4]) et de Chakraborty ([11] et [10]).
Les travaux d’Abadie étudient essentiellement les modules projectifs de type fini
sur D, la K-théorie de l’algèbre et les équivalences de Morita entre QHM. Ainsi, une
condition nécessaire et suffisante d’équivalence de Morita a été obtenue dans [4] et des
conditions nécessaires d’isomorphisme sont énoncées dans [3].
Introduction 11
Les articles de Chakraborty s’appuient sur les notions de triplet spectral et de
géométrie non-commutative définies par Connes dans [16] et [17]. Ils décrivent les QHM
sous l’angle de la métrique de Connes et des « opérateurs de Dirac » disponibles sur
cette algèbre.
Dans leur article [19] de 2008, Connes et Dubois-Violette ont indiqué comment
utiliser les QHM pour étudier les sphères non-commutatives de dimension 3 – qu’ils ont
définies dans [18]. Plus récemment, Kang a étudié les QHM du point de vue de leurs
fonctionnelles de Yang-Mills ([30]) et Kumjian a entamé une interprétation de ces objets
comme algèbres de groupoïdes [35].
En tant qu’étude des variétés de Heisenberg quantiques, cette thèse se situe dans le
prolongement des articles évoqués ci-dessus – et tout particulièrement de [3] qui calculait
les images des états traciaux évalués sur K0(D). Toutefois, notre approche des QHM à
travers leurs appariements de Chern-Connes est totalement neuve.
Résultats de cette thèse
Ce mémoire est divisé en trois chapitres. Le premier rassemble des résultats déjà
connus pour poser les bases nécessaires à la suite, le deuxième expose nos résultats
généraux relatifs aux foncteurs K-stables, invariants sous difféotopie et semi-exacts sur
les produits croisés généralisés lisses. Nous prouvons en particulier que certains produits
croisés généralisés lisses, que nous appelons « à croissance modérée », entrent dans un
hexagone exact en cohomologie cyclique périodique. Enfin, le troisième étudie les variétés
de Heisenberg quantiques sous l’angle des appariements de Chern-Connes. En combinant
les résultats des deuxième et troisième chapitres, nous pouvons exhiber une base explicite
de la cohomologie cyclique périodique des QHM.
Dans le chapitre 1, nous rappelons un certain nombre de définitions et de propriétés,
en commençant par celles relatives aux espaces localement convexes. La section suivante
sera consacrée aux modules et bimodules hilbertiens, ainsi qu’aux C∗-correspondances.
Les produits croisés généralisés apparaîtront alors comme les C∗-algèbres universelles
associées aux bimodules hilbertiens. La troisième section se place dans le cas d’une
C∗-algèbre munie d’une action de groupe de Lie. Nous y rassemblons les résultats de
cohomologie cyclique pertinents. Nous montrerons en particulier qu’une action de bimo-
dule hilbertien permet de définir un produit croisé généralisé lisse canonique – il ne nous
restera plus qu’à prouver la croissance modérée pour appliquer la théorie du chapitre
suivant.
Le chapitre 2 présente nos résultats généraux concernant la cohomologie cyclique
périodique des produits croisés généralisés. Dans une première section, nous présentons
les notions générales que nous utiliserons dans la seconde section. Nous introduisons en
particulier les notions de quasi-homomorphisme, de contexte de Morita et d’algèbre de
Toeplitz lisse. En s’appuyant sur ce dernier objet, nous commençons la seconde section
par la construction d’une suite exacte courte liant les produits croisés généralisés lisses et
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les algèbres de Toeplitz associées. À partir de cette suite exacte, nous pouvons construire
un hexagone exact. La fin de ce chapitre vise à identifier les éléments de cet hexagone
avec ceux de l’algèbre de base. Nous ne pouvons atteindre cet objectif qu’en introduisant
des conditions supplémentaires sur l’algèbre, ce qui nous amène à introduire la classe
des produits croisés généralisés modérés.
Nous prouvons alors que la cohomologie cyclique périodique de ces algèbres lisses
satisfait une « suite de Pimsner-Voiculescu » tout-à-fait analogue à celle qui existe pour
la K-théorie des produits croisés généralisés, dans leurs versions C∗-algèbres. Il est
d’ailleurs possible de définir une « k-théorie lisse », qui entre dans un hexagone exact
puis de prouver que les flèches de bords des deux diagrammes sont « compatibles » au
sens où elles satisfont une formule de transfert, dont nous donnerons un exemple explicite
au chapitre suivant.
Le chapitre 3 est construit autour de l’exemple des variétés de Heisenberg quantiques.
Notre objectif sera de montrer comment les appariements de Chern-Connes se combinent
avec l’hexagone du chapitre 2 et l’action du groupe de Heisenberg pour donner une base
explicite de la cohomologie cyclique périodique des QHM. Le principe de la preuve est
très simple :
– l’action du groupe de Heisenberg nous donne une version lisse canonique D des
QHM, ainsi que des cocycles cycliques explicites sur cette algèbre ;
– le calcul des appariements de Chern-Connes nous permet d’extraire une famille
libre de ces cocycles cycliques ;
– l’hexagone obtenu au chapitre 2 nous permet d’évaluer la dimension de la coho-
mologie cyclique périodique, et donc d’en déduire que la famille libre est une base.
La progression du chapitre sera la suivante : nous commencerons par définir ces algèbres,
puis nous prouverons qu’elles possèdent une action du groupe de Heisenberg H3. Nous
venons de voir l’importance cruciale que cette action aura pour notre étude.
En nous appuyant sur les travaux antérieurs de Abadie, nous calculons la K-théorie
puis obtenons des formes explicites pour les modules projectifs de type fini sur les QHM.
Connes a montré ([13, 15]) comment calculer les appariements de Chern-Connes en
utilisant la courbure d’un module projectif. En utilisant cette méthode, nous donnons les
valeurs explicites des appariements dans le cas pair. Pour le cas impair, nous commençons
par construire des représentants explicites de la K-théorie. Des calculs principalement
algébriques permettent alors de se ramener à un appariement (pair) sur l’algèbre de base.
Il suffit alors de prouver que les QHM sont des produits croisés généralisés lisses
à croissance modérée pour appliquer les résultats généraux du chapitre 2 aux QHM
lisses. Ceci nous fournit un hexagone exacte au niveau de la cohomologie cyclique pé-
riodique. Grâce à cet hexagone et à quelques calculs d’appariements supplémentaires,
nous pouvons déterminer les dimensions des cohomologies cycliques périodiques des va-
riétés de Heisenberg quantiques. Ce calcul de dimension prouve que les cocycles cycliques
construits plus haut forment une base de HP ∗(D ).
Par ailleurs, la K-théorie de D entre dans un hexagone exact qui généralise la suite
de Pimsner-Voiculescu. Nous pouvons ainsi calculer l’image des éléments de K1(D)
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par « l’application de l’indice » ∂ ∶K1(D) → K0(A). Ces calculs combinés avec notre
base de la cohomologie cyclique périodique nous permettent d’obtenir une application
# ∶HP 0(A )→HP 1(D ) qui satisfait la formule de transfert
⟨[U],#ϕ⟩ = i2pi ⟨∂[U], ϕ⟩,
où A = C∞(T 2) est « l’algèbre de base lisse », ϕ est un cocycle cyclique pair de A et[U] ∈ K1(D ). Cette formule est parfaitement analogue à celle donnée par Nest dans
son article [38] sur les produits croisés par Z.
En conclusion, cette thèse allie un résultat général sur la cohomologie cyclique pé-
riodique des produits croisés généralisés lisses avec un résultat spécifique aux variétés
de Heisenberg quantiques. Elle ouvre également des perspectives, dans le sens où des
constructions (algébriques) similaires sont possibles pour certaines algèbres graduées
par des groupes discrets plus généraux que Z.

Hypothèses permanentes et
notations
Tous les espaces vectoriels et les algèbres considérés dans la suite seront desC-espaces
vectoriels et des C-algèbres. Nous suivrons globalement les notations de [9]. Dans la
suite, un « homomorphisme » entre C∗-algèbres sera en fait un « ∗-homomorphisme »
de ∗-algèbres, sauf mention expresse du contraire.
Nous ne considérerons que des modules projectifs de type fini. En particulier, les
modules et bimodules hilbertiens seront projectifs de type fini. Toutes les algèbres consi-
dérées ici sont unifères.
Nous utiliserons indifféremment les termes « accouplements » et « appariements »
pour parler des pairings de Chern-Connes (définitions 3.42 et 3.64).
Notations
– ⟨⋅, ⋅⟩A : produit scalaire d’un module hilbertien à droite.
– A⟨⋅, ⋅⟩ : produit scalaire d’un module hilbertien à gauche.
– A,B,C, . . . : notation typique pour une C∗-algèbre.
– A ,B,C , . . . : notation typique pour une algèbre localement convexe.
– A(n) : ensemble des éléments de l’algèbre A homogènes de degré n pour son action
de jauge (notation 1.18).
– A ⋊E Z : produit croisé généralisé (définition 1.50).
– C∗(pi,T ) : C∗-algèbre associée à la représentation de C∗-correspondance (pi,T )
(notation 1.33).
– δk,l : symbole de Kronecker, vaut 1 si k = l et 0 sinon.
– Dcµ,ν ou D : variété de Heisenberg quantique (définition 3.8).
– Dcµ,ν ou D : version lisse du précédent (définition 3.26).
– EA : E considéré comme module à droite sur A.
– AE : E considéré comme module à gauche sur A.
– E0 : espérance conditionnelle associée à une action de jauge (lemme 1.20).
– E ⊗A F : le produit tensoriel intérieur EA et AF . Abrégé en E ⊗ F .
– E⊗An : forme condensée de E ⊗A E ⊗A ⋯⊗A E.
– E+ : somme de modules hilbertiens E+ =⊕E⊗An – objet noté E+ dans [41].
– γ : action de jauge sur une algèbre de Toeplitz (voir la définition 1.38).
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– γ : notation typique pour une action de jauge (voir la page 21).
– H3 : groupe de Heisenberg (voir la définition 3.16)
– JE : dans une algèbre de Pimsner, un idéal (voir la définition A.2).
– K (E,F ) : opérateurs compacts sur des modules hilbertiens ([9] II.7.2.4).
– K : algèbre localement convexe des compacts lisses (définition 2.4).
– L (E,F ) : opérateurs à adjoint sur des modules hilbertiens ([9] II.7.2.1).
– M cµ,ν ou M : bimodule hilbertien générateur de D (définition 3.13).
– M cµ,ν ou M : version lisse du précédent (notation 3.29).
– N cµ,ν ou N : module sur D (théorème 3.45).
– N cµ,ν ou N : version lisse du précédent (définition 3.49).
– N † cµ,ν ou N † : module sur D (définition 3.53).
– N † cµ,ν ou N † : version lisse du précédent (définition 3.56).
– Sˆ et Sˇ : Sˆ = S ⊗ 1 et Sˇ = e⊗ S (voir la page 48)
– T : C∗-algèbre de Toeplitz « standard », générée par une isométrie.
– T : algèbre de Toeplitz lisse « standard » (définition 2.17).
– TE : algèbre de Toeplitz lisse généralisée (définition 2.28).
– Θx,y : opérateur « de rang 1 » sur des modules hilbertiens ([9], II.7.2.4).
– V ⊙W : produit tensoriel algébrique de V et W .
– V ⊗ˆW : produit tensoriel projectif de V et W (définition 1.11).
– xˆ et xˇ : xˆ = x⊗ 1 et xˇ = e⊗ x (voir la page 48).
Chapitre 1
Contexte : définitions et résultats
connus
Dans ce chapitre, nous rassemblons les définitions et les propriétés dont nous aurons
besoin, afin de faciliter la tâche du lecteur d’une part, et de fixer les notations d’autre
part.
Nous commencerons par des rappels concernant les espaces localement convexes.
Après avoir donné les définitions de base et procédé à quelques rappels concernant les
produits tensoriels projectifs, nous pourrons considérer les algèbres localement convexes
et les actions de jauge sur celles-ci. Notre référence pour cette section sera [46], avec des
emprunts à [8] et [48].
La section suivante introduira les définitions des modules hilbertiens, des C∗-cor-
respondances et des bimodules hilbertiens. Nous verrons rapidement comment nous
pouvons associer des C∗-algèbres universelles à ces objets. Nos références principales
seront [36, 9, 33] et [41].
Enfin, la troisième section sera consacrée aux constructions cohomologiques possibles
sur une C∗-algèbre munie d’une action de groupe de Lie. Nous verrons que dans ce
cas, nous pouvons construire une « sous-algèbre lisse » canonique ainsi que des cocycles
cycliques sur cette sous-algèbre. Si nous disposons d’une action d’un groupe de Lie G
sur un module E, nous pouvons définir une connexion sur E. Si E est un bimodule
hilbertien équipé d’une action de bimodule hilbertien, l’action peut s’étendre au produit
croisé généralisé associé. Cette section 3 rassemble des résultats mentionnés dans [47, 15]
et [41].
1.1 Espaces localement convexes
1.1.1 Définitions
Définition 1.1 (espace topologique séparé). Nous appellerons espace séparé un espace
topologique X tel que deux points distincts x, y ∈ X étant donnés, on peut trouver des
voisinages U et V de x et y respectivement tels que U ∩ V = ∅.
18 Chapitre 1. Contexte : définitions et résultats connus
Ces espaces sont appelés Hausdorff dans [46] (voir le chapitre 4).
Définition 1.2 (semi-norme). Un espace vectoriel V étant donné, une semi-norme p
sur V est une application p ∶V →R qui vérifie :
(i) p(v) ⩾ 0, quel que soit v ∈ V ;
(ii) p(v1 + v2) ⩽ p(v1) + p(v2) pour tous vecteurs v1, v2 ;
(iii) p(λv) = ∣λ∣p(v), quels que soient v ∈ V et λ ∈C.
Définition 1.3 (espace localement convexe). Un espace vectoriel localement convexe ou
espace localement convexe est un espace vectoriel V muni d’une famille de semi-normes(pα)α∈A. Ces dernières confèrent une topologie naturelle à V .
Dans cette topologie, une suite vn ∈ V tend vers v∞ si et seulement si quelle que soit
la semi-norme pα, pα(vn − v∞)→ 0.
Définition 1.4 (base de semi-normes continues). Une famille (pβ)β∈B de semi-normes
sur un espace localement convexe V est appelée une base de semi-normes continues sur
V si pour toute semi-norme continue q sur V , il existe pβ et C > 0 telles que :
q(v) ⩽ Cpβ(v)
Si (pα)α∈A est une famille de semi-normes qui définissent une topologie sur V , on
peut construire une base de semi-normes continues en considérant tous les
pB(v) = sup
α∈B pα(v),
où B est un sous-ensemble fini de A.
Sans perte de généralité, nous pouvons donc supposer que la famille (pα) de semi-
normes qui définit la topologie de V est une base de semi-normes continues.
Énonçons la proposition 7.7 de [46] sous sa forme modifiée :
Proposition 1.5. Soient V et W deux espaces localement convexes munis respective-
ment des bases de semi-normes continues (pα)α∈A et (qβ)β∈B. Une application f ∶V →W
est continue si et seulement si pour tout β ∈ B, il existe α ∈ A et une constante C tels
que
qβ(f(v)) ⩽ Cpα(v).
1.1.2 Produits tensoriels
Dans la suite, V et W sont des espaces localement convexes. Nous utiliserons la
notation V ⊙W pour représenter le produit tensoriel algébrique de V et W .
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Nous suivons la définition du produit tensoriel projectif donnée dans [46], chapitre
43.
Définition 1.6 (topologie projective). La topologie projective sur V ⊙W est la topologie
la plus forte pour laquelle l’application bilinéaire canonique (x, y)↦ x⊗y de V ×W vers
V ⊙W est continue. On note V ⊙pi W l’espace vectoriel V ⊙W muni de la topologie
projective.
Pour simplifier l’exposition, nous utilisons la proposition 43.1 comme définition :
Définition 1.7 (produit tensoriel de semi-normes). Si p (resp. q) est une semi-norme
sur V (resp. W ), le produit tensoriel p⊗ q des semi-normes de p et q est la semi-norme
définie sur V ⊙W par :
p⊗ q(x) = inf ⎧⎪⎪⎨⎪⎪⎩∑j p(vj)q(wj)
RRRRRRRRRRRx =
n∑
j=1 vj ⊗wj
⎫⎪⎪⎬⎪⎪⎭ ,
où la décomposition x = ∑nj=1 vj ⊗wj ne doit comporter qu’un nombre fini de termes.
Reproduisons la proposition 43.3 :
Proposition 1.8. Le produit tensoriel V ⊙pi W est séparé si et seulement si V et W
sont séparés.
Remarque 1.9. Soient V etW deux espaces localement convexes munis respectivement
des bases de semi-normes continues (pα)α∈A et (qβ)β∈B. La famille (pα⊗qβ)(α,β)∈A×B est
une base de semi-normes continues de V ⊙W .
La proposition 43.6 de [46] nous permet de définir des applications sur le produit
tensoriel :
Proposition 1.10. Soient V1, V2,W1 et W2 quatre espaces localement convexes et sépa-
rés et
f ∶V1 → V2 g ∶W1 →W2
des applications linéaires continues. Le produit tensoriel f⊙g est une application linéaire
continue f ⊙ g ∶V1 ⊙W1 → V2 ⊙W2.
Nous pouvons maintenant donner une définition de V ⊗ˆW (définition 43.5 de [46]) :
Définition 1.11 (produits tensoriels projectifs). Si V et W sont des espaces localement
convexes, le produit tensoriel projectif V ⊗ˆW de V et W est la complétion de V ⊙W
pour la topologie projective.
Définition 1.12 (produit tensoriel d’applications). Soient V1, V2,W1 et W2 quatre es-
paces localement convexes et séparés et
f ∶V1 → V2 g ∶W1 →W2
des applications linéaires continues. f⊗g est l’extension de f⊙g en une fonction continue
f ⊗ g ∶V1⊗ˆW1 → V2⊗ˆW2.
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1.1.3 Algèbres localement convexes
Nous reprenons la définition de [24] :
Définition 1.13 (algèbre localement convexe). Une algèbre localement convexe est un
espace localement convexe complet A muni d’une multiplication bilinéaire A × A → A
qui est continue.
Nous demandons la continuité sur A × A, c’est-à-dire comme fonction de deux va-
riables. Concrètement, si pα est une semi-norme continue sur A, il doit exister une
semi-norme continue pα′ telle que
pα(xy) ⩽ pα′(x)pα′(y),
pour tous x, y ∈ A.
Remarque 1.14. Le produit tensoriel projectif de deux algèbres localement convexes
est une algèbre localement convexe (voir [24]). En effet, considérons le produit XY où
X,Y ∈ A⊗B peuvent s’écrire comme sommes finies :
X =∑
p
ap ⊗ bp Y =∑
p′ a
′
p′ ⊗ b′p′
alors
(pα ⊗ pβ)(XY ) ⩽ ∑
p,p′ pα(apa′p′)pβ(bpb′p′) ⩽ ⎛⎝∑p pα(ap)pβ(bp)⎞⎠⎛⎝∑p′ pα(a′p′)pβ(b′p′)⎞⎠
En prenant ensuite la borne inférieure sur les décompositions possibles, il apparaît que
(pα ⊗ pβ)(XY ) ⩽ (pα ⊗ pβ)(X)(pα ⊗ pβ)(Y ).
De même, la définition d’une m-algèbre est donnée dans [24], p.5 :
Définition 1.15 (m-algèbre). Une m-algèbre est une algèbre localement convexe pour
laquelle il existe une base de semi-normes sous-multiplicatives, c’est-à-dire des semi-
normes p telles que
p(xy) ⩽ p(x)p(y).
En suivant [24] p.5, nous faisons la remarque suivante :
Remarque 1.16 (produit tensoriel projectif de deux m-algèbres). Le produit tensoriel
projectif de deux m-algèbres est une m-algèbre.
Un cas particulier de m-algèbre est celui des algèbres de Fréchet :
Définition 1.17 (algèbre de Fréchet). Une algèbre de Fréchet est une algèbre localement
convexe séparée dont la topologie est induite par une famille dénombrable de semi-normes
sous-multiplicatives, c’est-à-dire :
pα(xy) ⩽ pα(x)pα(y).
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1.1.4 Action de jauge et coefficients de Fourier
Cette section est une légère généralisation des résultats obtenus dans l’appendice de
[8] et dans la section 2 de [48]. Nous faisons figurer ces résultats pour référence future.
Hypothèses : Soit A une algèbre localement convexe munie d’une action de jauge,
c’est-à-dire d’une action de S1. On note cette action γt, t ∈R/Z ≃ S1 et on suppose que
– l’action de jauge est isométrique : pour toute semi-norme p sur A ,
∀a ∈ A ,∀t ∈R/Z, p(γt(a)) = p(a) ;
– l’action de jauge est continue point par point : pour tout a ∈ A , t ↦ γt(a) est
continue.
Notation 1.18. Si γ est une action de jauge sur une algèbre A , pour n ∈ Z nous notons
A (n) l’ensemble des éléments homogènes de degré n de A , c’est-à-dire :
A (n) = {a ∈ A ∶ ∀t ∈R/Z, γt(a) = ei2pinta} .
Notons que si A est munie d’une involution anti-linéaire, celle-ci envoie A (n) sur
A (−n).
Remarque 1.19. Il est clair que pour toute combinaison linéaire (finie) a0 d’éléments
homogènes, t↦ γt(a0) est continue. Si l’action est isométrique,
p(γt(a) − a) ⩽ p(γt(a) − γt(a0)) + p(γt(a0) − a0) + p(a0 − a)⩽ 2p(a − a0) + p(γt(a0) − a0).
Par conséquent, si l’espace vectoriel (algébrique) engendré par les éléments homogènes
est dense, il est facile de voir que l’action de jauge est continue point par point. Réci-
proquement, la proposition 1.21 montre que si l’action de jauge est continue point par
point, alors les sommes finies d’éléments homogènes sont denses.
À partir de l’action de jauge, nous pouvons construire des « coefficients de Fourier »,
dont un cas particulier est une espérance conditionnelle E0 (voir [9] II.6.10.4.(v)) :
Lemme 1.20 (coefficients de Fourier et espérance conditionnelle). Si γ est une action
de jauge continue point par point et isométrique, A admet des coefficients de Fourier
généralisés, définis par les applications contractantes En ∶A → A (n) où pour n ∈ Z :
En(a) = ∫
S1
e−i2pintγt(a)dt.
Ces applications sont A (0)-linéaires.
Dans le cas particulier de n = 0, nous obtenons une espérance conditionnelle E0 ∶A →
A (0), donnée par
E0(a) = ∫
S1
γt(a)dt.
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Démonstration. L’action de jauge γ étant continue point par point, les intégrandes des
En(a) sont des fonctions continues et l’intégrale est bien définie.
Pour montrer que les applications En sont contractantes, fixons une semi-norme p
sur A . Les hypothèses sur γt imposent :
p(∫
S1
e−i2pintγt(a)dt) ⩽ ∫
S1
p (e−i2pintγt(a))dt = ∫
S1
p(a)dt = p(a).
Si a, c ∈ A (0) et b ∈ A , alors pour tout t ∈ S1, γt(abc) = aγt(b)c. Il est alors facile de
prouver que les En sont A (0)-linéaires.
Pour vérifier maintenant que les En(a) sont dans A (n), notons que pour tout u ∈ S1,
γu (En(a)) = γu (∫
S1
e−i2pintγt(a)dt) = ∫
S1
e−i2pintγu+t(a)dt =
= ei2pinu∫
S1
e−i2pint′γt′(a)dt′ = ei2pinuEn(a),
en faisant le changement de variable t′ = t + u.
La proposition qui suit est une adaptation du lemme 16 de la section 8.2 de [8]. Pour
lui donner un sens, nous notons FN(t) les noyaux de Fejér et pour a ∈ A :
SN(a) = ∫ pi−pi FN(t)γt(a) dt2pi .
Par ailleurs, pour a ∈ A fixé, si la fonction t ↦ γt(a) est dérivable en t, nous notons ∂a
sa dérivée au point t = 0. Nous dirons alors que a est jauge-dérivable.
Proposition 1.21 ([8], lemme 16). Si γ est continue point par point et isométrique, alors
l’espace vectoriel (algébrique) engendré par les éléments homogènes de A est dense dans
A .
En outre, si a est jauge dérivable, pour toute semi-norme p sur A ,
p (SN(a) − a) ⩽ pi√
N
p(∂a) + 2√
N
p(a). (1.1)
Démonstration. Voir le lemme 16 de [8]. Notons que dans [8], les auteurs considèrent
uniquement des C∗-algèbres et des C∗-normes, cependant l’examen des preuves montre
que sous nos hypothèses, les résultats s’appliquent pour toute semi-norme p sur A .
1.2 Algèbres de Toeplitz et produits croisés généralisés
1.2.1 Modules hilbertiens
Dans cette sous-section, nous supposons que A est une C∗-algèbre. Les modules
hilbertiens ont été introduits par Kaplansky [31] dans le cas commutatif et par Paschke
[40] et Rieffel [43] dans le cas général. Rappelons la définition :
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Définition 1.22 (module hilbertien). Un C∗-module à droite ou module hilbertien à
droite sur A est un A-module à droite E, ainsi qu’une application ⟨⋅, ⋅⟩ ∶E ×E → A, qui
est linéaire en la seconde variable et vérifie les conditions :
(i) 0 ⩽ ⟨ξ, ξ⟩, au sens de la positivité dans A,
(ii) ⟨ξ, ξ⟩ = 0⇐⇒ ξ = 0,
(iii) ⟨ξ, ζ a⟩ = ⟨ξ, ζ⟩a,
(iv) ⟨ξ, ζ⟩∗ = ⟨ζ, ξ⟩,
(v) E est complet pour la norme ∥ξ∥ = ∥⟨ξ, ξ⟩∥ 12 ,
quels que soient les ξ, ζ ∈ E,a ∈ A. Nous dirons que ⟨⋅, ⋅⟩ est le produit scalaire sur E à
valeurs dans A.
Si l’image du produit scalaire ⟨E,E⟩ est dense dans A, nous dirons que E est un
module hilbertien plein.
Les modules hilbertiens à gauche sont définis de façon analogue. Cependant, nous
demandons alors que le produit scalaire à valeurs dans A soit linéaire en la première
variable.
Dans la suite, s’il y a lieu de préciser la structure du module, nous noterons EA pour
un A-module à droite et AE pour un module à gauche. De même, nous distinguerons les
produits scalaires à gauche et à droite en les notant respectivement A⟨⋅, ⋅⟩ et ⟨⋅, ⋅⟩A.
Le cas échéant, nous noterons ⟨⋅, ⋅⟩E et ⟨⋅, ⋅⟩F les produits scalaires sur différents
modules hilbertiens E et F .
Définition 1.23 (opérateurs à adjoints). Soient EA et FA deux modules hilbertiens. Une
application T ∶E → F est un opérateur à adjoint s’il existe une application T ∗ ∶F → E
telle que ⟨Tx, y⟩F = ⟨x,T ∗y⟩E ,
pour tous x ∈ E,y ∈ F .
L’ensemble des opérateurs à adjoints de E dans F est noté LA(E,F ), L (EA, FA)
ou simplement L (E,F ). Nous abrégerons LA(E,E) en LA(E) ou encore L (E).
On peut munir L (E) de la norme d’opérateur naturelle associée au Banach E. Il est
bien connu (voir [9], II.7.2) que L (E) est alors une C∗-algèbre. Nous pouvons également
définir l’ensemble des opérateurs compacts de E vers F (voir [9], II.7.2.4) :
Définition 1.24 (opérateurs compacts). Soient E et F deux modules hilbertiens à droite
sur une même C∗-algèbre A. Pour η ∈ E et ξ ∈ F , on définit un opérateur Θξ,η ∈L (E,F )
en posant :
∀ζ ∈ E, Θξ,η(ζ) = ξ⟨η, ζ⟩.
La sous-algèbre fermée de L (E,F ) engendrée par les Θξ,η pour ξ ∈ F et η ∈ E est notée
K (E,F ). Ses éléments sont appelés les opérateurs compacts de E vers F .
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Au cours de ce mémoire, nous ferons souvent appel aux produits tensoriels intérieurs
de modules hilbertiens. Notre référence sur ce sujet est le chapitre 4 de [36].
Définition 1.25 (produit tensoriel intérieur). Soient A et B, deux C∗-algèbres, EA et
FB deux modules hilbertiens et φ ∶A→L (FB) un homomorphisme. Le produit tensoriel
algébrique E ⊙A F est le quotient de E ⊙ F par le sous-espace engendré par{ξa⊗ ζ − ξ ⊗ φ(a)ζ ∶ ξ ∈ E, ζ ∈ F,a ∈ A}.
E ⊙A F est un B-module pour (ξ ⊗ ζ)b = ξ ⊗ ζb. Ce module est muni du produit
scalaire à valeurs dans B
⟨ξ1 ⊗ ζ1, ξ2 ⊗ ζ2⟩B = ⟨ζ1, φ(⟨ξ1, ξ2⟩A)ζ2⟩B.
Le produit tensoriel intérieur de E et F est le B-module hilbertien E ⊗A F obtenu
comme complété de E ⊙A F pour ce produit scalaire.
Remarque 1.26. Dans le cas d’un produit tensoriel intérieur, nous disposons d’un∗-homomorphisme (voir [36], p.42) :
L (E)Ð→L (E ⊗A F ).
Définition 1.27 (repère d’un module hilbertien). Soit EA un module hilbertien. Un
repère de E est une famille finie (ξi) d’éléments de E tels que :
∑
i
ξi⟨ξi, ⋅⟩ = IdE .
Remarque 1.28. La démonstration de la proposition 3.9 de [47] nous prouve qu’un tel
repère fini existe si et seulement si E est projectif de type fini sur A.
1.2.2 C∗-correspondances et algèbres de Toeplitz
Dans cette sous-section, nous supposons que A et B sont des C∗-algèbres. Nous
présentons la notion d’algèbre de Toeplitz-Pimsner ou algèbre de Toeplitz généralisée.
Comme leur nom l’indique, ces algèbres ont été introduites par Pimsner. Elles appa-
raissent pour la première fois dans l’article [41], avec les algèbres de Pimsner.
Ici, nous utiliserons la nomenclature de Katsura et nous appellerons C∗-correspon-
dance ce que Pimsner nomme « bimodule hilbertien ». Nous réservons le terme de
bimodule hilbertien à une structure dans laquelle les deux côtés sont symétriques (voir
ci-dessous, la définition 1.44).
Définition 1.29 (C∗-correspondance). Une C∗-correspondance E de A vers B est
(i) un module hilbertien à droite E sur B, de produit scalaire ⟨⋅, ⋅⟩B,
(ii) muni d’un homomorphisme φE ∶A→LB(E).
Le second point est équivalent à la condition ⟨aξ, ζ⟩B = ⟨ξ, a∗ζ⟩B. Dans la suite, nous
allégerons les notations en notant autant que possible φ à la place de φE .
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Dans les énoncés qui suivent, si E est une C∗-correspondance, nous utiliserons la
notation AEB comme raccourci pour signifier qu’il s’agit d’une C∗-correspondance de A
vers B.
Lemme 1.30. Soient EB un module hilbertien et BFC une C∗-correspondance. Si (ξi)i
et (ηj) sont des repères de respectivement E et F , alors (ξi ⊗ ηj)i,j est un repère de
E ⊗B F .
Démonstration. Partons de
∑
i
ξi⟨ξi, ⋅⟩B = IdE ∑
j
ηj⟨ηj , ⋅⟩C = IdF .
Dans ce cas,
∑
i,j
ξi ⊗ ηj ⋅ ⟨ξi ⊗ ηj , ξ ⊗ η⟩C =∑
i,j
ξi ⊗ ηj ⋅ ⟨ηj , ⟨ξi, ξ⟩B ⋅ η⟩C =
=∑
i
ξi ⊗ ⟨ξi, ξ⟩B ⋅ η =∑
i
ξi ⋅ ⟨ξi, ξ⟩B ⊗ η = ξ ⊗ η,
qui prouve que (ξi ⊗ ηj)i,j est un repère de E ⊗B F .
La définition suivante provient essentiellement du théorème 3.4 de [41].
Définition 1.31 (représentation de C∗-correspondance). Une représentation de la C∗-
correspondance AEA sur une C∗-algèbre B est une paire (pi,T ) constituée :
– d’un homomorphisme d’algèbres pi ∶A→ B ;
– d’une application linéaire T ∶E → B qui vérifie
(i) T (ξ)∗T (ζ) = pi(⟨ξ, ζ⟩A),
(ii) T (ξ)pi(a) = T (ξa),
(iii) pi(a)T (ξ) = T (φ(a)ξ).
Une représentation d’une C∗-correspondance E est dite injective si pi est injectif.
Nous empruntons à [33] (voir la définition 2.1) la remarque suivante :
Remarque 1.32. Si le point (i) est vérifié alors le point (ii) l’est également. En effet,
l’expression
∥T (ξ)pi(a) − T (ξa)∥2 = ∥(T (ξ)pi(a) − T (ξa))∗(T (ξ)pi(a) − T (ξa))∥
se développe et le point (i) permet de se ramener à une expression ne comportant que
des pi(x), qui est nulle, grâce aux propriétés de ⟨⋅, ⋅⟩A.
Notation 1.33. Une représentation (pi,T ) sur B étant donnée, on note C∗(pi,T ) la
C∗-algèbre associée, qui est la C∗-algèbre engendrée par pi(A) ∪ T (E) dans B.
La définition précédente nous permet d’introduire l’algèbre de Toeplitz associée à
une C∗-correspondance :
26 Chapitre 1. Contexte : définitions et résultats connus
Définition 1.34. L’algèbre de Toeplitz généralisée ou algèbre de Toeplitz-Pimsner T AE
associée à la C∗-correspondance AEA est la C∗-algèbre universelle engendrée par les
représentations de AEA, au sens où (voir [9], II.8.3) :
– il existe une représentation (piE ,T E) de E sur T AE ;
– T AE est générée comme C∗-algèbre par piE(A) ∪ T E(E) ;
– pour toute représentation (pi,T ) de E sur B, il existe un morphisme ρ(pi,T ) ∶T AE →
B qui rend le diagramme suivant commutatif :
A
piE   
pi
TE ρ(pi,T ) // B
E
T E >>
T
CC
L’algèbre A est appelée algèbre des coefficients ou encore algèbre de base de T AE .
Dans la suite, nous écrirons TE à la place de T AE si le contexte le permet.
Pour prouver que l’algèbre universelle existe ([9], II.8.3), il faut d’une part prou-
ver que les générateurs sont bornés, et d’autre part qu’une représentation de la C∗-
correspondance E existe.
– Montrons d’abord que les normes des générateurs sont majorées. Pour les pi(a),
c’est évident. Pour les ξ, nous pouvons utiliser l’estimation
∥T (ξ)∥2 = ∥T (ξ)∗T (ξ)∥ = ∥pi(⟨ξ, ξ⟩)∥ ⩽ ∥ξ∥,
où ∥ξ∥ est la norme de module hilbertien.
– La proposition 1.3 de [41] nous assure de l’existence d’au moins une représentation
de T AE .
Dans la suite, nous abrégerons les notations en écrivant Tξ à la place de T E(ξ). De
même, nous identifierons a et pi(a) lorsque le contexte est clair.
Remarque 1.35. La définition d’une représentation de C∗-correspondance permet de
voir facilement que l’ensemble des sommes finies d’éléments de la forme
Tξ1⋯TξkT ∗ζ1⋯T ∗ζl (1.2)
est dense dans TE (voir [41], lemme 3.1). Les éléments de TE qui peuvent s’écrire sous
cette forme sont appelés mots réduits.
La remarque 4.10 (2) de [41] suggère la définition suivante :
Définition 1.36 (automorphisme de C∗-correspondance). Un automorphisme de C∗-
correspondance est une paire (Γ, γ), où
– Γ ∶E → E est une application linéaire inversible,
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– γ ∶A→ A est ∗-automorphisme,
qui satisfait :
(i) Γ(ξa) = Γ(ξ)γ(a),
(ii) ⟨Γ(ξ),Γ(η)⟩
A
= γ(⟨ξ, η⟩A),
(iii) Γ(φ(a)ξ) = φ(γ(a))Γ(ξ).
Nous pouvons énoncer la remarque 4.10.(2) de [41] :
Remarque 1.37. Tout automorphisme de C∗-correspondance induit un automorphisme
de la C∗-algèbre TE .
Pour tout t ∈R, la paire (Γt, IdA), où Γt ∶E → E est donné par
Γt(ξ) = ei2pitξ,
est un automorphisme de la C∗-correspondance E. Il est clair que Γ1 = Γ0, ce qui permet
de construire une action de S1 = R/Z. L’action induite sur TE a une importance toute
particulière :
Définition 1.38 (action de jauge). L’action de jauge de l’algèbre de Toeplitz TE est
l’action du groupe S1 induite sur TE par les (Γt, IdA). Nous noterons γt cette action de
jauge.
Nous suivons la notation 1.18 et écrivons T (n)E pour l’ensemble des éléments de degré
n de TE . Nous induisons de cette façon une graduation sur l’algèbre de Toeplitz. γ est
isométrique comme automorphisme d’une C∗-algèbre. Il est clair que les mots réduits
sont des éléments homogènes, et par définition, ils sont denses dans TE . La remarque
1.19 nous assure donc que
Remarque 1.39. Soit TE une algèbre de Toeplitz. L’action de jauge γ sur TE est
continue point par point.
Nous allons maintenant présenter le théorème d’invariance de jauge. Nous suivrons
l’exposition de [33]. Pour énoncer le théorème, nous aurons besoin du lemme et des
définitions suivants :
Lemme 1.40 (lemme 3.2, [41]). Si AEA est une C∗-correspondance et (pi,T ) est une
représentation de E sur B, il existe un homomorphisme pi(1) ∶K (E)→ B qui satisfait :
pi(1)(Θξ,ζ) = T (ξ)T (ζ)∗,
en utilisant les notations de la définition 1.24.
Définition 1.41 (action de jauge d’une représentation). Soit AEA une C∗-correspon-
dance. Une représentation (pi,T ) de E admet une action de jauge si pour tout t ∈
R, il existe un homomorphisme βt ∶C∗(pi,T ) → C∗(pi,T ) tel que βt(pi(a)) = pi(a) et
βt(T (ξ)) = ei2pitT (ξ), quels que soient a ∈ A et ξ ∈ E.
28 Chapitre 1. Contexte : définitions et résultats connus
Notation 1.42. Soit AEA une C∗-correspondance et (pi,T ) une représentation de E.
On note
I ′(pi,T ) = {a ∈ A∣pi(a) ∈ pi(1)(K (E))}
Nous pouvons maintenant énoncer le théorème 6.2 de [33] :
Théorème 1.43 (d’invariance de jauge). Soit AEA une C∗-correspondance. Si (pi,T )
est une représentation de E, la surjection ρ ∶TE → C∗(pi,T ) est un isomorphisme si et
seulement si (pi,T ) vérifie I ′(pi,T ) = 0 et admet une action de jauge.
Notons qu’il existe des représentations injectives qui n’admettent pas d’actions de
jauge : si nous prenons A =C et E =C, nous définissons une représentation injective de
E sur C en posant pi = Id et T = Id. Il est alors clair que C∗(pi,T ) =C, qui n’admet pas
d’action de jauge.
1.2.3 Bimodules hilbertiens et produits croisés généralisés
Dans cette section, nous étudierons les bimodules hilbertiens, qui sont des cas parti-
culiers de C∗-correspondance. Là encore, A et B sont des C∗-algèbres.
Définition 1.44 (bimodule hilbertien). E est un C∗-bimodule ou bimodule hilbertien
sur A-B si
(i) E est un A-B-bimodule (algébrique) ;
(ii) EB est un module hilbertien à droite pour le produit scalaire ⟨⋅, ⋅⟩B ;
(iii) AE est un module hilbertien à gauche pour le produit scalaire A⟨⋅, ⋅⟩ ;
(iv) les deux produits scalaires satisfont la relation de compatibilité :
ξ1⟨ξ2, ξ3⟩B = A⟨ξ1, ξ2⟩ξ3,
valable pour tous ξ1, ξ2 et ξ3 de E.
Notons que la définition de « bimodule hilbertien » utilisée dans [41] correspond à
notre définition de « C∗-correspondances » (voir la définition 1.29).
Définition 1.45 (opposé d’un bimodule ([9], II.7.6.5.(v))). Un bimodule hilbertien E
sur A étant donné, le bimodule opposé ou bimodule dual E∗ ou E⊗−1 est
E∗ = {ξ∗∣ξ ∈ E}
muni de la somme ξ∗ + ζ∗ = (ξ + ζ)∗, des produits b ξ∗a = (a∗ξb∗)∗ et de
A⟨ξ∗, ζ∗⟩ = ⟨ζ, ξ⟩A ⟨ξ∗, ζ∗⟩A = A⟨ζ, ξ⟩.
La définition des produits sur E∗ indique la structure d’espace vectoriel qu’il faut
utiliser sur E∗.
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Remarque 1.46. Si ξ1, . . . , ξn sont des éléments d’un bimodule AEB tels que∑i A⟨ξi, ξi⟩ =
1, alors la famille (ξi) est un repère de EB :
ξ = (∑
i
A⟨ξi, ξi⟩) ξ =∑
i
ξi⟨ξi, ξ⟩B.
Lemme 1.47. Si AEB et BFC sont deux bimodules hilbertiens, alors leur produit ten-
soriel intérieur AE ⊗B FC est un bimodule hilbertien.
Démonstration. Vérifions la définition point par point :
(i) il est clair que E ⊗B F est un bimodule algébrique ;
(ii) (E ⊗B F )C est un module hilbertien pour le produit scalaire
⟨ξ1 ⊗ ζ1, ξ2 ⊗ ζ2⟩C = ⟨ζ1, ⟨ξ1, ξ2⟩B ⋅ ζ2⟩C ;
(iii) A(E ⊗B F ) est un module hilbertien pour le produit scalaire
A⟨ξ1 ⊗ ζ1, ξ2 ⊗ ζ2⟩ = A⟨ξ1 ⋅ B⟨ζ1, ζ2⟩, ξ2⟩.
Il nous suffit donc de vérifier que ces deux produits scalaires sont compatibles au
sens de
ξ1 ⊗ ζ1 ⋅ ⟨ξ2 ⊗ η2, ξ3 ⊗ η3⟩C = A⟨ξ1 ⊗ ζ1, ξ2 ⊗ η2⟩ ⋅ ξ3 ⊗ η3.
Or
ξ1 ⊗ ζ1 ⋅ ⟨ξ2 ⊗ η2, ξ3 ⊗ η3⟩C = ξ1 ⊗ ζ1 ⋅ ⟨ζ2, ⟨ξ2, ξ3⟩B ⋅ ζ3⟩C == ξ1 ⊗ (ζ1 ⋅ ⟨ζ2, ⟨ξ2, ξ3⟩B ⋅ ζ3⟩C) = ξ1 ⊗ (B⟨ζ1, ζ2⟩ ⋅ (⟨ξ2, ξ3⟩B ⋅ ζ3)) == (ξ1 ⋅ B⟨ζ1, ζ2⟩)⊗ (⟨ξ2, ξ3⟩B ⋅ ζ3) = (ξ1 ⋅ B⟨ζ1, ζ2⟩) ⋅ ⟨ξ2, ξ3⟩B ⊗ ζ3 == A⟨ξ1 ⋅ B⟨ζ1, ζ2⟩, ξ2⟩ ⋅ ξ3 ⊗ ζ3 = A⟨ξ1 ⊗ ζ1, ξ2 ⊗ ζ2⟩ ⋅ ξ3 ⊗ ζ3.
Ainsi, E ⊗B F est un A-C-bimodule hilbertien.
Nous utiliserons les définitions suivantes de [6] (déf. 2.1 et 2.4) :
Définition 1.48. Soit AEA une A-A-bimodule hilbertien. Une représentation covariante
ou représentation de bimodule hilbertien de E sur une C∗-algèbre B est une paire (pi,S)
constituée :
– d’un homomorphisme d’algèbres pi ∶A→ B ;
– d’une application linéaire S ∶E → B qui vérifie
(i) S(ξ)∗S(ζ) = pi (⟨ξ, ζ⟩A) (ii) S(ξ)pi(a) = S(ξa)(iii) pi(a)S(ξ) = S(aξ) (iv) S(ξ)S(ζ)∗ = pi (A⟨ξ, ζ⟩) .
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Remarque 1.49. La remarque 1.32 s’étend au cas des représentations de bimodules
hilbertiens : en utilisant l’égalité
∥pi(a)S(ξ) − S(aξ)∥2 = ∥(pi(a)S(ξ) − S(aξ))(pi(a)S(ξ) − S(aξ))∗∥,
on peut prouver que le point (iv) implique le point (iii). Il suffit donc de vérifier les
points (i) et (iv) pour avoir une représentation covariante.
La C∗-algèbre associée aux représentations covariantes est :
Définition 1.50 (produit croisé généralisé). Soit AEA une A-A-bimodule hilbertien. Le
produit croisé généralisé A ⋊E Z de A par E est la C∗-algèbre universelle engendrée par
les représentations covariantes de AEA, au sens où (voir [9], II.8.3) :
– il existe une représentation (piE , SE) de E sur A ⋊E Z ;
– A ⋊E Z est générée par piE(A) ∪ SE(E) ;
– pour toute représentation covariante (pi,S) de E sur B, il existe un homomor-
phisme ρ(pi,T ) ∶A ⋊E Z→ B qui rend le diagramme suivant commutatif :
A
piE %%
pi
!!
A ⋊E Z ρ(pi,S) // B
E
SE
99
S
==
Pour prouver l’existence d’une telle C∗-algèbre universelle, bornons les générateurs :
une représentation covariante étant en particulier une représentation de C∗-correspon-
dance, les normes des générateurs sont majorées comme dans la définition 1.34. Pour
l’existence, nous nous référons au début de la section 2 de [6].
Pour réduire les notations, nous identifierons piE(a) et a à chaque fois que c’est
possible. De même, nous écrirons Sξ au lieu de SE(ξ).
Remarque 1.51. Étant donné un bimodule hilbertien AEA, il est clair qu’il existe une
surjection de TE sur A ⋊E Z. En utilisant le point (iv) de la définition 1.48, il apparaît
que les combinaisons linéaires (finies) de
Sξ1⋯Sξk , a, S∗η1⋯S∗ηl
sont denses dans A ⋊E Z.
Remarque 1.52. Pour prolonger la remarque ci-dessus, nous voyons qu’en reprenant la
notation 1.18, (A ⋊E Z)(0) = A. En fait, une classe plus générale d’algèbres de Pimsner
peut être définie (voir [41] et [32]) dont les produits croisés généralisés sont des exemples.
Au sein de cette classe, dont les éléments sont notés OE , la propriété OE(0) = A est
caractéristique des produits croisés généralisés (voir la proposition 5.18 de [33]).
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Enfin, nous aurons besoin du théorème d’invariance de jauge pour les produits croisés
généralisés – qui sont des cas particuliers d’algèbres de Pimsner au sens de Katsura. En
voici l’énoncé (voir [33], théorème 6.4) :
Théorème 1.53 (invariance de jauge pour les algèbres de Pimsner). Soit (pi,S) une
représentation covariante. La surjection A ⋊E Z → C∗(pi,S) est un isomorphisme si et
seulement si (pi,S) est injective et admet une action de jauge.
1.3 Groupes de Lie et cohomologie cyclique
Cette section étudie les relations entre groupes de Lie, cohomologie cyclique et pro-
duits croisés généralisés lisses. Il s’agit dans un premier temps de rappeler qu’une action
d’un groupe de Lie sur une C∗-algèbre définit une « sous-algèbre lisse canonique » ainsi
que des cocycles cycliques sur cette algèbre – ce qui nous sera utile au chapitre 3. Dans
un second temps, nous préparons le terrain pour la suite de ce mémoire, en prouvant
que ces algèbres lisses sont compatibles avec le cadre du chapitre 2.
Notons qu’une théorie des « produits croisés généralisés lisses » plus générale que la
présente est parfaitement possible. Cependant, nous n’avons pas réussi à isoler de normes
naturelles pour les algèbres de cette théorie générale, c’est pourquoi nous ne présentons
ici que le cas d’une action de groupe de Lie.
1.3.1 Groupes de Lie et algèbres localement convexes
Définition 1.54 (élément G-régulier). Soit X un espace localement convexe muni d’une
action d’un groupe de Lie G. Un élément x ∈ X est dit G-régulier si la fonction G → X
induite par x, g ↦ αg(x), est dans C∞(G→X).
Cette définition a un sens car G est une variété. g ↦ αg(x) est donc une fonction
d’une variété dans un espace localement convexe.
Définition 1.55. Dans le cas particulier d’une action de jauge γ ∶S1 ↷ X, on parlera
d’éléments jauge-réguliers.
Définition 1.56 (sous-algèbre lisse). Soit A une C∗-algèbre. Une sous-algèbre lisse A
de A est une sous-algèbre dense de A qui est stable par calcul fonctionnel holomorphe.
Dans [47], ces algèbres sont appelées pré-C∗-algèbres, mais cette nomenclature nous
paraît ambiguë : il serait plus naturel qu’une pré-C∗-algèbre soit juste une algèbre dotée
d’une involution ∗.
Spécialiser la construction précédente en prenant comme une C∗-algèbre A comme
espace X nous permet de construire une algèbre localement convexe à partir de A. Plus
précisément, nous disposons de la proposition suivante ([47], proposition 3.45 p.138) :
Proposition 1.57. Soit A une C∗-algèbre, G un groupe de Lie et α ∶G → Aut(A) une
action continue point par point. La sous-algèbre A des éléments G-réguliers est une
sous-algèbre lisse de A. A est en outre une algèbre de Fréchet.
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Le théorème 3.44 p. 138 de [47] montre que sous certaines hypothèses les sous-algèbres
lisses ont la même K-théorie que leurs C∗-complétions :
Théorème 1.58. Si A une C∗-algèbre et A sous-algèbre lisse de A qui est une algèbre
de Fréchet, alors l’inclusion i ∶ A ↪ A induit un isomorphisme K0 i ∶K0(A )→K0(A).
1.3.2 Cohomologie cyclique et génération de cocycles
Dans cette sous-section, nous prouvons que si nous disposons d’une action d’un
groupe de Lie (de dimension finie) sur une C∗-algèbre, on peut facilement construire
une famille de cocycles cycliques sur la sous-algèbre lisse associée de la C∗-algèbre.
Nous commençons par rassembler des définitions et des résultats sur la cohomologie
cyclique. Nous suivons la présentation de [15]. La définition de la cohomologie cyclique
est donnée dans [15] III.1 p.182 :
Définition 1.59. La cohomologie cyclique d’une algèbre A est la cohomologie du com-
plexe (Cnλ , b), où Cnλ est l’ensemble des formes (n + 1)-linéaires φ sur A qui vérifient la
condition de cyclicité :
φ(a0, a1, . . . , an) = (−1)nφ(an, a0, . . . , an),
et la différentielle b est donnée par :
bφ(a0, . . . , an, an+1) = n∑
j=0(−1)jφ(a0, . . . , ajaj+1, . . . , an+1)+ (−1)n+1φ(an+1a0, . . . , an).
L’ensemble des cochaines fermées au sens de Cnλ est noté ZCn(A ). Ses éléments sont
appelés des cocycles cycliques.
Dans le cas d’une algèbre localement convexe, on demande en plus que les formes
multi-linéaires soient continues.
À chaque cocycle cyclique est associée une sorte de « calcul différentiel » sur l’algèbre
A (voir [13], p.313 et [15], III.1.α définition 1) :
Définition 1.60 (cycle). Un cycle de dimension n est un triplet (Ω, d, ∫ ) où Ω =⊕nj=0 Ωj
est une algèbre graduée, d est une dérivation graduée de degré 1 telle que d2 = 0 et∫ ∶Ωn →C est une trace graduée et fermée sur Ω.
Un cycle sur A est donné par un cycle (Ω, d, ∫ ) et un homomorphisme ρ ∶A → Ω0.
En d’autres termes, les objets considérés vérifient :
– ΩiΩj ⊆ Ωi+j ;
– dΩj ⊆ Ωj+1 avec d(ωω′) = dω ω′ + (−1)degωω dω′ ;
– la trace satisfait :
∫ dω = 0 ∫ ω1ω2 = (−1)degω1 degω2 ∫ ω2ω1.
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Définition 1.61 (caractère d’un cycle). Le caractère d’un cycle (Ω, d, ∫ ) est la (n+ 1)-
forme φ sur A d’expression
φ(a0, . . . , an) = ∫ ρ(a0)d(ρ(a1))⋯d(ρ(an)).
Le caractère d’un cycle définit essentiellement ce cycle. Le lien entre cocycles cycliques
et caractères est donné par la proposition III.1.4 de [15], que nous adaptons à notre
situation :
Proposition 1.62. Si φ est une (n + 1)-forme sur A , les conditions suivantes sont
équivalentes :
– φ est le caractère d’un cycle de dimension n (Ω, d, ∫ ) sur A ;
– φ est un cocycle cyclique sur A .
Pour construire des cocycles cycliques à partir d’une action de groupe de Lie, nous
aurons besoin de la notion de générateur infinitésimal d’une action de groupe de Lie.
Nous suivons le II.5.5.17 (ii) p. 100 de [9] pour définir ces générateurs :
Définition 1.63 (générateurs infinitésimaux). Soit α ∶R↷ A une action continue point
par point. Le générateur infinitésimal de α est la dérivation ∂ :
∂(a) = lim
t→0 αt(a) − at ,
qui est définie sur une sous-algèbre involutive dense de A. Comme ∂(a∗) = ∂(a)∗, ∂ est
une dérivation auto-adjointe.
On peut adapter cette définition au cas plus général d’un groupe de Lie G de dimen-
sion finie, en considérant ses sous-groupes à 1-paramètre.
La définition et la proposition suivantes sont des adaptations de la construction de
[15], III.6, exemple 12 c) p.254 : soit A une algèbre de Banach équipée d’une action α
d’un groupe de Lie G, continue point par point. Nous notons A l’ensemble des éléments
G-lisses de A et G l’algèbre de Lie associée à G. Il est clair que G agit par dérivations
sur A , ce qui donne un sens à ∂a, pour a ∈ A et ∂ ∈ G .
Définition 1.64 (algèbre différentielle pour une action d’un groupe de Lie). L’algèbre
différentielle ΩG associée à l’action α est l’algèbre différentielle graduée des formes anti-
symétriques sur G à valeurs dans A équipée de la différentielle d :
dω(∂1, . . . , ∂n+1) = n+1∑
i=1(−1)i∂iω(∂1, . . . , ∂ˇi, . . . , ∂n+1)+∑
i<j(−1)i+jω([∂i, ∂j], ∂1, . . . , ∂ˇi, . . . , ∂ˇj , . . . ∂n+1),
où les ∂i sont des éléments de G . Le produit sur ΩG provient de l’égalité ΩiG = A ⊗Λi(G ∗).
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La proposition suivante est une reformulation de la propriété décrite dans [15], p.255.
Là encore, nous l’avons simplifiée pour l’adapter à notre cas :
Proposition 1.65. Si τ est une trace G-invariante sur A et ρ = ξ1∧⋯∧ξk ∈ ΛkG vérifie∑
i<j(−1)i+j[ξi, ξj] ∧ ξ1 ∧⋯ ∧ ξˆi ∧⋯ ∧ ξˆj ∧⋯ ∧ ξn = 0, (1.3)
alors (a0 ⊗ a1 ⊗⋯⊗ an)↦ ∑
σ∈Σn ε(σ)τ(a0ξσ(1)(a1)⋯ξσ(n)(an)) (1.4)
est un cocycle cyclique sur A .
Notons que la condition (1.3) est essentiellement une condition homologique. En
suivant toujours III.6 exemple 12 c) p.254 nous voyons que tous les cycles associés aux
cocycles cycliques (1.4) utilisent Ω∗G comme algèbre graduée. Le seul élément qui change
est la trace : si ϕ est un cocycle associé à ρ ∈ ΛkG ∗, alors ∫ est donnée par :
∫ ω = τ(ω(ρ)).
Pour la construction de ce cycle, on peut aussi se référer à [14], pp.89–90.
1.3.3 Connexions
Dans cette sous-section, nous reprendrons essentiellement les résultats de [12] en les
formulant dans le cadre de la cohomologie cyclique. Si un module hilbertien EA est doté
d’une action de module hilbertien d’un groupe de Lie G, alors on obtient naturellement
des connexions sur E, qui sont associées aux cocycles cycliques sur A engendrés par
l’action de G.
Rappelons la définitions suivante ([15], III.3. définition 5) :
Définition 1.66 (connexion). Soit A ρÐ→ Ω un cycle sur A et E un module projectif de
type fini sur A . Une connexion ∇ sur E est une application linéaire ∇ ∶ E → E ⊗A Ω1
telle que : ∀ξ ∈ E , a ∈ A ,∇(ξa) = (∇ξ)a + ξ ⊗ dρ(a).
Remarquons que dans la définition ci-dessus, la trace ∫ du cycle ne joue en fait
aucun rôle. Cette définition pourrait s’adapter à n’importe quelle « algèbre différentielle
graduée sur A ».
Définition 1.67 (action de module hilbertien). Soit EA un module sur une C∗-algèbre
A. Une action de module d’un groupe de Lie G sur EA est une paire (α,β) où α et β
sont des actions de G sur A et E respectivement, qui satisfont(i) βg(ξa) = βg(ξ)αg(a),
quels que soient ξ, η ∈ E,a ∈ A et g ∈ G.
Si E est module hilbertien, (α,β) est une action de module hilbertien si en outre(ii) ⟨βg(ξ), βg(ζ)⟩ = αg (⟨ξ, ζ⟩) .
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Si nous disposons d’une telle action de module hilbertien,
– nous pouvons définir une « version lisse » du module sur la « version lisse » de
l’algèbre ;
– le module lisse est équipé d’une connexion.
Pour formaliser les propriétés énoncées ci-dessus :
Proposition 1.68. Soit (α,β) une action de module d’un groupe de Lie G sur EA qui
est continue point par point. Le sous-espace vectoriel E ⊆ E défini par
E = {ξ ∈ E ∶ g ↦ βg(ξ) est dans C∞(G→ E)}
possède naturellement une action à droite de A ⊆ A ainsi qu’une connexion ∇ ∶E →
E ⊗ G ∗ sur l’algèbre différentielle ΩG. ∇ est donnée par
∀∂ ∈ G ∗, ∇∂ξ = lim
t→0 βet∂(ξ) − ξt .
Si en outre, EA est un module hilbertien et si (α,β) est une action de module hilbertien,
alors
– le produit scalaire de E se restreint en ⟨ , ⟩A ∶E × E → A ;
– E est une partie dense du module hilbertien E ;
– dès que E est projectif de type fini sur A, il existe un repère pour E sur A – et E
est donc projectif de type fini sur A .
Démonstration. La condition (i) de la définition 1.67 montre que E est un module sur
A . Établissons maintenant que ∇ est une connexion :
∇∂(ξa) = lim
t→0 βet∂(ξa) − ξat = limt→0 βet∂(ξ)αet∂(a) − ξat == lim
t→0 1t (βet∂(ξ)αet∂(a) − ξαet∂(a) + ξαet∂(a) − ξa) = (∇∂ξ)a + ξ∂∂(a).
Pour l’instant, nous n’avons pas utilisé la structure de module hilbertien sur E. La
propriété de restriction du produit scalaire est évidente en utilisant le point (ii) de la
définition 1.67.
Montrons maintenant que nous pouvons « perturber » n’importe quel élément ξ ∈ E
pour obtenir un ξ′ ∈ E arbitrairement proche (au sens de la norme du module hilbertien) :
il suffit de prendre le produit de convolution
ξ′ = ∫ f(g)βg(ξ)dg
pour une fonction f ∶G → C suffisamment régulière. E étant projectif de type fini, la
remarque 1.28 montre qu’il existe un repère (ηι)ι∈{1,...,n} de E, c’est-à-dire que IdE =∑ι ηι⟨ηι, ⋅⟩A. Nous pouvons donc perturber les ηι en des η′ι tels que η′ι ∈ E .
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L’algèbre L (E) des endomorphismes du module EA est équipée d’une action de
G par Adβg. En considérant le repère (ηι) nous voyons que pour tout T ∈ L (E),
T (ξ) = ∑ι(Tηι)⟨ηι, ξ⟩. En utilisant les relations de la définition 1.67, il vient
Adβg(T )(ξ) = βg (∑
ι
(Tηι)⟨ηι, βg−1(ξ)⟩) =
=∑
ι
βg(Tηι)αg(⟨ηι, βg−1(ξ)⟩) =∑
ι
βg(Tηι)⟨βg(ηι), ξ⟩,
qui prouve que Adβg est continue point par point dès que βg l’est.
Si nous reprenons les vecteurs (η′ι) construits ci-dessus, un calcul similaire nous assure
que T = ∑ι η′ι⟨η′ι, ⋅⟩A est un élément G-lisse de L (E), puisque les η′ι sont G-lisses. Par
construction, T est auto-adjoint et arbitrairement proche de IdE . On peut donc supposer
T inversible et positif. L’algèbre L (E)∞ des éléments G-lisses de L (E) est stable sous
calcul fonctionnel holomorphe (voir la proposition 1.57), il apparaît donc que T−1/2 ∈
L (EA)∞.
Les ξι = T−1/2η′ι ∈ E forment un repère de E : en effet, partons de T = ∑ι η′ι⟨η′ι, ⋅⟩.
Pré- et post-composons par T−1/2 :
IdE =∑
ι
T−1/2η′ι⟨η′ι, T −1/2⋅⟩.
Comme T (et donc T−1/2) est auto-adjoint, les ξι forment un repère de E. La relation
T −1/2η′ι ∈ E vient de ce que T−1/2 et η′ι sont G-lisses.
Une connexion sur un module hilbertien permet de calculer facilement l’appariement
de ce module avec un cocycle cyclique. Rappelons les résultats suivants (voir [15] III.3) :
Proposition 1.69. Soit EA un module projectif de type fini sur A . Supposons que nous
disposions d’un cycle (Ω, d, ∫ ) sur A :
1. Ẽ = E ⊗A Ω est un Ω-module projectif de type fini ;
2. toute connexion ∇ s’étend de façon unique en une application linéaire de Ẽ dans
lui-même qui vérifie :
∀ξ ∈ E , ω ∈ Ω, ∇(ξ ⊗ ω) = (∇ξ)ω + ξ ⊗ dω ;
3. l’application θ = ∇2 ∶ Ẽ → Ẽ est un endomorphisme Ω-linéaire de Ẽ ;
4. la valeur de l’accouplement est donnée par l’égalité
⟨[E ], [τ]⟩ = 1
m! ∫ θm
où
– n est la dimension (paire) du cycle Ω et n = 2m ;
– [E ] ∈K0(A ) est la classe de E ;
– τ est le caractère de Ω ;
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– ∫ est la trace du cycle ;
– θ est l’endomorphisme de Ẽ défini par θ = ∇2.
Remarque 1.70. Dans la dernière égalité, ∫ représente en fait la trace induite sur
l’algèbre graduée EndΩ(Ẽ ) par l’application ∫ ∶Ωn →C.
1.3.4 Produits croisés généralisés lisses
Dans cette sous-section, nous prouvons que si nous disposons d’une action d’un
groupe de Lie de dimension finie sur un bimodule hilbertien, alors nous pouvons construire
des versions lisses de A, E et finalement A ⋊E Z. Nous montrons également que ces ver-
sions lisses entrent dans le cadre du chapitre 2 – dès que la croissance modérée (définition
2.26) est satisfaite.
Spécifions ce que nous appelons « action de bimodule hilbertien » :
Définition 1.71 (action de bimodule hilbertien). Soit AFA un bimodule hilbertien sur
une C∗-algèbre A. Une action de bimodule hilbertien est une paire (α,β), où α et β sont
des actions de G sur A et E respectivement, qui satisfont :
(i) βg(ξa) = βg(ξ)αg(a) (ii) ⟨βg(ξ), βg(η)⟩A = αg (⟨ξ, η⟩A)(iii) βg(φ(a)ξ) = φ(αg(a))βg(ξ) (iv) A⟨βg(ξ), βg(η)⟩ = αg (A⟨ξ, η⟩) , (1.5)
quels que soient ξ, η ∈ E,a ∈ A et g ∈ G.
Cette définition se trouve essentiellement dans [41] (remarque 4.10 (2)).
Remarque 1.72. Si E est un bimodule hilbertien muni d’une action de bimodule
hilbertien, la proposition 1.68 s’applique, et nous avons en outre une restriction de
A⟨ , ⟩ ∶E × E → A .
Remarque 1.73. Un bimodule hilbertien AEA étant donné, il n’est pas du tout évident
qu’on puisse passer d’une action de module hilbertien (définition 1.67) à une action de
bimodule hilbertien au sens de la définition 1.71. Le passage de l’un à l’autre nécessite
une compatibilité analytique entre actions de A à gauche et à droite. On peut même
construire un contre-exemple avec A = C(S1), E = C(S1) et G = S1 – voir l’annexe A.4.
Dans le contre-exemple proposé, le bimodule est pourtant un bimodule d’équivalence de
Morita. . .
La construction du produit tensoriel intérieur est compatible avec les actions de
bimodules hilbertiens :
Proposition 1.74. Soient E et F deux bimodules hilbertiens sur A sur lesquels G agit
par (α,β) et (α,β′) avec la même action α sur A. Si (ξι)ι∈{1,...,n} et (ηι′)ι′∈{1,...,m} sont
des repères G-lisses de E et F , alors :
– le produit tensoriel intérieur E ⊗A F est muni de l’action de bimodule hilbertien(α,β ⊗ β′) ;
– (ξι ⊗ ηι′)ι,ι′ forme un repère G-lisse de E ⊗A F .
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Démonstration. Nous avons démontré plus haut (voir le lemme 1.47) que le produit
tensoriel intérieur de deux bimodules hilbertiens est un bimodule hilbertien. Il nous
suffit donc de prouver que (α,β ⊗ β′) définit une action de bimodule hilbertien. Il est
facile de vérifier les points (i) et (iii) de (1.5) pour β ⊗ β′, en utilisant les propriétés
analogues de β et β′.
Le point (ii) s’écrit, en notant α,β et β′ pour αg, βg et β′g :
⟨β(ξ)⊗ β′(η), β(ξ′)⊗ β′(η′)⟩A = ⟨β′(η), ⟨β(ξ), β(ξ′)⟩A ⋅ β′(η′)⟩A == ⟨β′(η), α(⟨ξ, ξ′⟩A) ⋅ β′(η′)⟩
A
= ⟨β′(η), β′(⟨ξ, ξ′⟩A ⋅ η′)⟩
A
= α(⟨ξ ⊗ η, ξ′ ⊗ η′⟩A).
Le point (iv) se prouve de façon similaire.
Nous avons déjà prouvé (voir le lemme 1.30) que si (ξι) et (ηι′)ι′ sont des repères de
E et F , alors (ξι⊗ ηι′)ι,ι′ est un repère de E ⊗A F . Il nous suffit donc de prouver que les
ξι ⊗ ηι′ sont G-lisses. Le produit tensoriel de deux fonctions dérivables est dérivable, ce
qui termine la preuve.
Remarque 1.75. Vu la définition 1.50 d’un produit croisé généralisé, une action (α,β)
d’un groupe de Lie G sur un bimodule hilbertien E induit toujours une action β de G sur
A ⋊E Z. Par construction, β préserve les degrés dans A ⋊E Z. En conséquence, on peut
toujours étendre β en une action β̃ ∶ G̃ = G × S1 ↷ A ⋊E Z, définie par β̃(g, t) = βg ○ γt,
où γ est l’action de jauge sur A ⋊E Z.
La définition suivante est alors naturelle :
Définition 1.76. Si E est un bimodule hilbertien équipé d’une action (α,β) continue
point par point d’un groupe de Lie G, on appelle produit croisé généralisé lisse associé
à G et on note A ⋊E Z l’algèbre des éléments G̃-lisses de A ⋊E Z.
Pour munirA ⋊E Z d’une structure d’algèbre localement convexe, nous aurons besoin
des notations suivantes :
Notation 1.77. Dans la suite, nous fixons un groupe de Lie G de dimension finie N et
nous notons (∂k)k∈{1,...,N} une base de l’algèbre de Lie G associée à G. Rappelons que
les ∂k agissent par dérivation sur les éléments G-lisses de A ⋊E Z.
Notation 1.78. Soit B une C∗-algèbre et ∂ une dérivation sur B. Si T ∈ B est dans le
domaine de définition de ∂, on note ρ∂(T ) l’élément de M2(B) défini par
ρ∂(T ) = (T ∂T0 T ) .
Il est facile de vérifier que ρ∂ est un homomorphisme d’algèbre. Toutefois, ρ∂ n’est pas
compatible avec l’involution de B. ρ∂ n’est donc pas un ∗-homomorphisme.
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Pour appliquer cette construction à notre cas, notons que l’action α ∶G ↷ A s’étend
en une action α ⊗ Id ∶G ↷ Mn(C) ⊗ A ≃ Mn(A). Pour simplifier les notations, dans la
suite nous noterons α à la place de α⊗ Id. Nous pouvons alors donner un sens à l’action
de ∂k sur Mn(A). Nous noterons ρk au lieu de ρ∂k les morphismes des Mn(A) induits
grâce à l’action α. Enfin, pour l ⩾ 0 nous écrirons ρ(l)k (T ) pour signifier la composée
ρ
(l)
k (T ) = ρk ○ ρk ○ ⋯ ○ ρk(T )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k fois
. Par convention, ρ(0)k (T ) = T .
Proposition 1.79. Sous les conditions de la définition 1.76, l’algèbre A ⋊E Z est
(i) une sous-algèbre lisse de A ⋊E Z,
(ii) stable par passage à l’adjoint,
(iii) localement convexe et complète pour les normes (i ∈N)
∥Fa∥i = sup
i1+i2+⋯+iN⩽i ∥ρ(i1)1 ○ ρ(i2)2 ○ ⋯ ○ ρ(iN )N (F )∥ ,
(iv) générée comme algèbre localement convexe par les éléments de la forme Sξ, a et S∗ξ
de A ⋊E Z
(v) et ses éléments sont jauges-réguliers (au sens de S1 → A ⋊E Z).
Notons que c’est l’extension de G à G̃ qui permet de satisfaire le point (v). Cette
dernière condition revient à demander qu’il y ait une décroissance rapide « suivant le
degré » dans A ⋊E Z.
Démonstration. L’action β̃ de G̃ sur la C∗-algèbre A ⋊E Z est un automorphisme de
C∗-algèbre. En conséquence, il préserve la norme et la remarque 1.19 montre qu’il suffit
de prouver la continuité sur une partie dense. Par définition, l’algèbre (algébrique) en-
gendrée par les Sξ, a et S∗ξ est une partie dense de A ⋊E Z. Il est clair que β̃ est continue
point par point sur cette algèbre, donc β̃ est continue point par point sur A ⋊E Z. Ceci
nous permet d’utiliser la proposition 1.57 pour montrer le point (i).
Par construction de β̃, β̃(F )∗ = β̃(F ∗) et donc si F est G̃-lisse, alors F ∗ l’est égale-
ment, ce qui permet de prouver le point (ii).
L’expression proposée pour ∥ ∥i permet de contrôler toutes les dérivées jusqu’au degré
i et A ⋊E Z est bien complète comme algèbre localement convexe pour ces normes.
Si ∂ est un élément quelconque de l’algèbre de Lie G̃ de G̃, nous pouvons utiliser
la commutation de l’action de G avec l’action de jauge et la commutativité de S1 pour
prouver que pour tout élément G̃-régulier F ,
ρ∂(γt(F )) = γt(ρ∂(F )).
Ce résultat s’étend aux ρ(l)k . Comme par définition deA ⋊E Z, quelle que soit la suite finie
∂1, . . . , ∂n dans G̃ , t ↦ γt(∂1⋯∂n(F )) est continue (et même dérivable) comme fonction
S1 → A ⋊E Z, nous en déduisons que l’action de jauge sur A ⋊E Z est continue point par
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point (comme fonction S1 → A ⋊E Z). En particulier, tous les éléments de A ⋊E Z sont
jauge-réguliers, ce qui prouve le point (v) et permet d’appliquer la proposition 1.21.
Les éléments homogènes de A ⋊E Z sont en particulier des éléments homogènes de
A ⋊E Z. La proposition 1.74 nous permet de construire des repères lisses pour les E ⊗p
pour tout p ∈ N, à partir d’un repère lisse pour E . Pour traiter le cas des éléments de
homogènes de degré négatif, il suffit de passer à l’adjoint – ce qui permet de passer d’un
degré à son opposé. Nous avons alors des repères pour tous les E ⊗p pour p ∈ Z, et ces
repères s’expriment comme produits de Sξ ou de S∗ξ , avec ξ ∈ E . Nous en déduisons que
A ⋊E Z est bien engendrée comme algèbre localement convexe par les Sξ, a et S∗ξ qui
sont dans A ⋊E Z.
Chapitre 2
Résultats généraux : hexagone
exact
Dans le présent chapitre, nous allons établir le résultat suivant :
Théorème. Si A ⋊E Z est un produit croisé généralisé lisse à croissance modérée, alors
quel que soit le foncteur H semi-exact, K-stable et invariant sous difféotopie, l’hexagone
suivant est exact :
H(A ) // H(A ) // H(A ⋊E Z)

H(S (A ⋊E Z))
OO
H(SA )oo H(SA ),oo
où S est la suspension lisse.
Pour établir ce résultat, nous suivrons de près la démarche de la section 14 de [24] et
(plus vaguement) celle de la section 4 de [41]. Dans un premier temps, nous chercherons à
donner un sens à l’énoncé ci-dessus. Nous commencerons donc par présenter notre cadre
général dans la section 2.1. Ce dernier est essentiellement issu des travaux de Cuntz.
Nos références seront principalement [24] et [23].
La section 2.2 sera consacrée à l’établissement à proprement parler du théorème.
Pour l’agrément du lecteur, les conditions que nous utiliserons pour prouver le théorème
sont rassemblés dans la sous-section 2.2.1. Suivant toujours les étapes de Cuntz, nous
commencerons par définir une algèbre de Toeplitz TE associée à notre produit croisé
généralisé lisse A ⋊E Z (sous-section 2.2.2). Notre définition 2.28 de cette algèbre est
justifiée par la construction de l’annexe A.3, qui en est l’analogue dans le cadre des
C∗-algèbres. Munis de cette algèbre, nous établirons l’extension linéairement scindée
(2.2)
0→ kerpi → TE piÐ→ A ⋊E Z→ 0.
Il ne nous restera alors plus que deux étapes :
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1. identifier le noyau kerpi avec une certaine algèbre C et montrer que C et A sont
équivalents pour H (sous-section 2.2.3),
2. prouver que TE et A sont « équivalents » pour le foncteur H – pourvu que celui-ci
ait les bonnes conditions – (sous-section 2.2.4), en d’autres termes :
H(TE ) ≃H(A ),
avant d’obtenir le résultat attendu (sous-section 2.2.5).
2.1 Cadre général
2.1.1 Préliminaires
Définition 2.1 (cylindre sur A ). Soit A une algèbre localement convexe. Nous note-
rons ZA et appellerons cylindre sur A l’algèbre localement convexe des fonctions lisses
C∞([0,1],A ) dont toutes les dérivées successives s’annulent aux extrémités 0 et 1.
Définition 2.2. Soit A une algèbre localement convexe. La suspension lisse de A est
l’algèbre
SA = {f ∈ C∞([0,1],A )∣∀k ∈N, f (k)(0) = f (k)(1) = 0} .
Notons que les deux définitions ci-dessus sont différentes : SA ⊆ ZA mais pour la
suspension lisse nous demandons en plus que f(0) = f(1) = 0.
Dans la suite, nous noterons evAt ∶ZA → A les évaluations aux points t ∈ [0,1].
Définition 2.3 (difféotopie). Soient φ0 et φ1 des homomorphismes d’algèbres localement
convexes A →B. Une difféotopie entre φ0 et φ1 est un homomorphisme Φ ∶A → ZB tel
que evBi ○Φ = φi pour i = 0,1.
Définition 2.4 (opérateurs compacts lisses). Les opérateurs compacts lisses ou plus
simplement les compacts lisses sont les matrices N×N à valeurs complexes (ai,j)(i,j)∈N2
dont les entrées décroissent rapidement. L’ensemble des compacts lisses est noté K. La
topologie sur K est donnée pour n ∈N par les normes :
pn((ai,j)) =∑
i,j
∣1 + i∣n∣1 + j∣n∣ai,j ∣.
Définition 2.5 (suite exacte courte linéairement scindée). Une suite exacte courte
0Ð→ A Ð→B Ð→ C Ð→ 0
sera dite linéairement scindée si la flèche B → C admet un relèvement (linéaire) continu.
Dans la suite, nous utiliserons le terme de suite exacte scindée pour signifier suite linéai-
rement scindée – sauf mention expresse du contraire.
Définition 2.6. Un foncteur H sur la catégorie des algèbres localement convexes à
valeurs dans les groupes abéliens est appelé :
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– K-stable si l’inclusion naturelle θ ∶A → K⊗ˆA , a ↦ e ⊗ a obtenue grâce à un
idempotent minimal e ∈ K induit un isomorphisme
H(θ) ∶H(A ) ∼Ð→H(K⊗ˆA );
– invariant sous difféotopie ou difféotopie-invariant si H(evA0 ) =H(evA1 ), quelle que
soit l’algèbre localement convexe A ;
– split exact si pour toute suite exacte courte scindée d’algèbres localement convexes
0Ð→ A Ð→B Ð→ C Ð→ 0
dont le relèvement est un homomorphisme d’algèbres, la suite
0Ð→H(A )Ð→H(B)Ð→H(C )Ð→ 0
est exacte.
Remarque 2.7. Il est facile de déduire de cette définition que pour deux algèbres
localement convexes A et C quelconques, il y a un isomorphisme de groupes abéliens
H(A ⊕C ) ≃H(A )⊕H(C ).
En particulier, si ϕ ∶D → A ⊕ C peut s’écrire ϕ = ϕA ⊕ ϕC , où ϕA ∶D → A et
ϕC ∶D → C , alors H(ϕ) =H(ϕA ) +H(ϕC ), avec un léger abus de notation.
2.1.2 Contextes de Morita
Les contextes de Morita sont définis dans [24], section 7. Nous ajoutons quelques
isomorphismes à la définition originale pour rendre la notion plus maniable :
Définition 2.8 (contexte de Morita). Soient A etB deux algèbres localement convexes.
Un contexte de Morita de A vers B est un quintuplet (φ,C , ψ, ξi, ηj) où C est une
algèbre localement convexe, φ ∶A → C et ψ ∶B → C sont des isomorphismes sur des
sous-algèbres de C et les (ξi) et (ηj) sont deux suites de C qui vérifient :
(i) ηjφ(A )ξi ⊆ ψ(B), quels que soient i et j ;
(ii) pour tout a ∈ A , la famille (ηjφ(a)ξi) est rapidement décroissante – c’est-à-dire
que (pα(ηjφ(a)ξi))i,j est rapidement décroissante, quelle que soit la semi-norme
pα ;
(iii) (∑ ξiηi)φ(a) = φ(a) pour tout a ∈ A , au sens où les sommes partielles convergent
dans φ(A ).
Définition 2.9. Soit H un foncteur K-stable. Si nous disposons d’un contexte de Morita(φ,C , ψ, ξi, ηj) entre A et B, nous pouvons définir une application θ ∶A → K⊗ˆB par
az→ ψ−1(ηiφ(a)ξj).
Le contexte de Morita induit alors un élément de H(A ,B) : H(φ,C , ψ, ξi, ηi) =H(θ).
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Notons que pour a, a′ ∈ A l’expression
(ψ−1(ηiφ(a)ξj))i j (ψ−1(ηkφ(a′)ξl))k l = (ψ−1 (ηiφ(a)∑
m
ξmηmφ(a′)ξj))
i j
est égale à θ(aa′) à cause du point (iii) de la définition d’un contexte de Morita. Ceci
prouve que θ est un homomorphisme.
La définition et la proposition suivantes proviennent du lemme 7.2 de [24] :
Définition 2.10 (bicontexte de Morita). Un bicontexte de Morita est une paire de
contextes de Morita (φ,C , ψ, ξAi , ηAj ) et (ψ,C , φ, ξBi , ηBj ) de A vers B et de B vers A
respectivement, qui vérifie :
(i) φ(A )ξAi ξBj ⊆ φ(A ), ηBi ηAj φ(A ) ⊆ φ(A ), quels que soient i, j ;
(ii) ψ(B)ξBi ξAj ⊆ ψ(B), ηAi ηBj ψ(B) ⊆ ψ(B), quels que soient i, j.
Les conditions (i) et (ii) sont appelées compatibilités à gauche et à droite, respecti-
vement.
La proposition ci-dessous est énoncée pour le foncteur kkalg dans le lemme 7.2 de [24].
Cependant, la démonstration ne fait en fait intervenir que la K-stabilité et l’invariance
sous difféotopie.
Proposition 2.11. Si H est un foncteur K-stable et invariant sous difféotopie et que(φ,C , ψ, ξAi , ηAj ) et (ψ,C , φ, ξBi , ηBj ) sont deux contextes de Morita, alors :
– H(ψ,C , φ, ξBi , ηBj ) ○H(φ,C , ψ, ξAi , ηAj ) = IdH(A ) si les contextes sont compatibles
à gauche ;
– H(φ,C , ψ, ξAi , ηAj ) ○H(ψ,C , φ, ξBi , ηBj ) = IdH(B) si les contextes sont compatibles
à droite.
2.1.3 Quasi-homomorphismes
Nos références concernant la notion de quasi-homomorphisme sont [20], [27] et [24].
Nous reprenons la définition de la section 6 de ce dernier article :
Définition 2.12 (quasi-homomorphisme). Soient A et B deux algèbres localement
convexes. Un quasi-homomorphisme de A vers B par rapport à Bˆ est une paire (α,α)
d’homomorphismes d’algèbres localement convexes A → Bˆ tels que
– B est une sous-algèbre fermée de Bˆ ;
– α(a) − α(a) ∈B, pour tout a ∈ A ;
– α(a)B ⊆B et Bα(a) ⊆B, pour tout a ∈ A .
Nous utiliserons la notation (α,α) ∶A ⇉ Bˆ ⊵B.
Dans cette définition, α et α jouent des rôles symétriques. Par la suite, nous abrége-
rons « quasi-homomorphisme » en q-morphisme. Les q-morphismes ont été utilisés pour
étudier la K-théorie depuis l’article [21].
Rassemblons maintenant les résultats des travaux de Cuntz concernant les q-mor-
phismes qui nous seront utiles :
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Proposition 2.13. Si (α,α) ∶A ⇉ Bˆ ⊵ B est un q-morphisme et H est un foncteur
split exact à valeurs dans la catégorie des groupes abélien, alors
(i) (α,α) induit un morphisme de H(A ) vers H(B) noté H(α,α) ;
(ii) quel que soit le morphisme φ ∶D → A , (α ○ φ,α ○ φ) est un q-morphisme et :
H(α,α) ○H(φ) =H(α ○ φ,α ○ φ) ;
(iii) si φ ∶ Bˆ → Cˆ est un morphisme et C ⊴ Cˆ est une sous-algèbre qui contient l’adhé-
rence de φ(B), alors (φ ○α,φ ○α) ∶A ⇉ Cˆ ⊵ C est un q-morphisme et H(φ ○α,φ ○
α) =H(φ) ○H(α,α) ;
(iv) si A est générée comme algèbre localement convexe par l’ensemble X, que B ⊴ Bˆ
est un idéal (fermé) et que α,α ∶A → Bˆ sont deux morphismes tels que (α−α)(X) ⊆
B alors (α,α) est un q-morphisme A ⇉ Bˆ ⊵B ;
(v) si α − α¯ est orthogonal à α¯, c’est-à-dire que pour tous x, y ∈ A ,
(α − α¯)(x)α¯(y) = α¯(y)(α − α¯)(x) = 0,
alors α − α¯ ∶A →B est un morphisme et H(α, α¯) =H(α − α¯) ;
(vi) si H est invariant sous difféotopie et que (α,α) ∶A ⇉ ZBˆ ⊵ ZB est un q-morphisme,
alors H(ev0 ○ α, ev0 ○ α) =H(ev1 ○ α, ev1 ○ α).
Démonstration. Pour l’agrément du lecteur, nous présentons également des preuves. Les
démonstrations originales se trouvent dans divers articles de Cuntz. Nos références ici
sont les sections 1 et 2 de [22] et la section 6 de [24].
(i) Étant donné (α,α) ∶A ⇉ Bˆ ⊵ B, nous pouvons considérer l’espace localement
convexe C ⊆ A ⊕ Bˆ engendré par les (x, α¯(x)) et les (0, b) pour x ∈ A et b ∈ B.
Il est facile de vérifier en utilisant les conditions de la définition 2.12 que C est en
fait une algèbre pour le produit (x, y)(x′, y′) = (xx′, yy′). Il existe des applications
j ∶B → C et pi ∶C → A données par j(b) = (0, b) et pi(x, y) = x telles que
0→B jÐ→ C piÐ→ A → 0
est une suite exacte courte d’algèbres localement convexes. L’application pi admet
deux relèvements α′, α¯′ ∶A → C donnés par α′(x) = (x,α(x)) et α¯′(x) = (x, α¯(x))
qui sont des homomorphismes d’algèbres. Comme H est split exact, la suite de
groupes abéliens
0Ð→H(B) H(j)ÐÐÐ→H(C ) H(pi)ÐÐÐ→H(A )Ð→ 0
est exacte. Comme pi ○α′ = IdA , H(pi)○H(α′) = IdH(A ). De même, H(pi)○H(α¯′) =
IdH(A ), d’oùH(pi)○(H(α′)−H(α¯′)) = 0. La suite exacte de groupes abéliens montre
alors que H(α′) − H(α¯′) prend ses valeurs dans kerH(pi) = H(B). En d’autres
termes, il existe un unique H(α, α¯) ∶H(A ) → H(B) tel que H(j) ○ H(α, α¯) =
H(α′ − α¯′).
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(ii) Il est facile de vérifier que sous les conditions proposées, (φ ○ α,φ ○ α¯) définit bien
un q-morphisme. La démonstration de l’égalité de morphismes de groupes abéliens
s’obtient rapidement en utilisant la définition de H(α, α¯) ci-dessus, pourvu que l’on
distingue bien B et sa copie dans C .
(iii) Là encore, il est facile de vérifier que (φ○α,φ○α) ∶A ⇉ Cˆ ⊵ C est un q-morphisme.
L’égalité de morphismes s’obtient d’un diagramme commutatif, par une suite simple
de calculs formels.
(iv) Prenons x et x′ dans la partie génératrice X de A . Nous avons :
α(xx′) − α¯(xx′) = (α(x) − α¯(x′))α(x′) + α¯(x′)(α(x′) − α¯(x′)),
qui permet de prouver que (α − α¯)(A ) ⊆ B. B étant un idéal, il est clair que
α(a)B ⊆B et Bα(a) ⊆B. Nous avons donc un q-morphisme.
(v) Sous ces hypothèses, α(x)α¯(y) = α¯(x)α¯(y) et donc
(α − α¯)(x)(α − α¯)(y) = α(x)α(y) − α(x)α¯(y) = α(xy) − α¯(xy),
qui prouve que α − α¯ est un morphisme. Sous ces conditions, α¯′(A ) est un idéal
dans C . Il y a donc un isomorphisme d’algèbres j(B)⊕ α¯′(A ) ≃ C qui est donné
par ι ∶ b⊕ x↦ (x, α¯(x) + b). Il s’agit bien d’un morphisme d’algèbres car
ι(bb′ ⊕ xx′) = (xx′, α¯(xx′) + bb′) = (x, α¯(x) + b)(x′, α¯(x′) + b′) = ι(b⊕ x)ι(b′ ⊕ x′),
en utilisant la condition d’orthogonalité.
On peut noter β ∶A →B le morphisme β(x) = α(x)− α¯(x). Il est facile de voir que
j ○ β = α′ − α¯′, soit encore j ○ β + α¯′ = α′. La remarque 2.7 appliquée à la somme
directe j(B)⊕α¯′(A ) ≃ C montre alors que H(j)○H(β)+H(α¯′) =H(α′) ou encore
H(j) ○H(β) =H(α′) −H(α¯′), qui prouve l’égalité H(β) =H(α, α¯) annoncée.
(vi) Il s’agit d’une conséquence directe de l’invariance sous difféotopie et du point (iii).
Deux sous-ensembles X et Y d’une algèbre localement convexe B étant donnés, nous
dirons que Y est X-stable si X Y et Y X sont inclus dans Y .
Définition 2.14. Soient X,Y ⊆B deux sous-ensembles. Nous définissons XYX comme
la plus petite sous-algèbre X-stable et fermée de B qui contient Y .
L’algèbre XYX est clairement indépendante de la taille (mais pas de la topologie)
de l’algèbre B : si B est une sous-algèbre fermée de B′ et X,Y ⊆B alors l’intersection
des sous-algèbres X-stables de B′ est égale à l’intersection des sous-algèbres X-stables
de B.
Dans la suite, nous noterons X+ l’ensemble X auquel on ajoute une unité.
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Remarque 2.15. XYX est l’algèbre localement convexe générée par⎧⎪⎪⎨⎪⎪⎩ ∑finiexiyix′i
RRRRRRRRRRRxi, x′i ∈X+, yi ∈ Y
⎫⎪⎪⎬⎪⎪⎭ .
Elle ne dépend donc que des algèbres localement convexes fermées LC (X) et LC (Y )
générées dans B par Y et X, respectivement :
XYX =XLC (Y )X =LC (X)Y LC (X).
Définition 2.16. Étant donnée une paire de morphismes α,α ∶A → Bˆ, le q-morphisme(α,α) ∶A ⇉ Bˆ ⊵ B où B = α(A )(α − α)(A )α(A ) est le quasi-homomorphisme asso-
cié à α et α. Un q-homomorphisme est appelé minimal s’il est associé à une paire de
morphismes α,α.
Notons que si X génère A , alors en utilisant les notations de la remarque 2.15
α(X)(α − α¯)(X)α(X) = α(A )(α − α¯)(A )α(A ).
2.1.4 Algèbre de Toeplitz lisse
Nous rappelons la définition et les propriétés de l’algèbre de Toeplitz lisse, telle qu’elle
est définie dans [23] (voir le Satz 6.1) :
Définition 2.17 (algèbres de Toeplitz lisses). L’algèbre de Toeplitz lisse T est définie
topologiquement comme la somme directe T = K⊕C∞(S1), où C∞(S1) est équipée de
sa structure d’algèbre de Fréchet habituelle. La multiplication sur T est définie à travers
l’action de T sur les suites rapidement décroissantes S (N). K agit de façon naturelle et
C∞(S1) par convolution tronquée. Explicitement, en écrivant U pour z ↦ z et U¯ pour
z ↦ z−1, la fonction a = ∑akUk – où U−l = U l pour l positif – agit sur (ξi) ∈S (N) par :
(aξ)i = ∑
k+j=iakξj .
Avec cette action, les fonctions U et U¯ agissent comme les shifts à droite et à gauche
respectivement. Nous notons S et S¯ respectivement les images de U et U¯ dans T . Il
est alors clair que S¯S = 1. Si on note e = 1 − SS¯, il apparaît que l’injection K ↪ T
s’implémente explicitement par (ai,j)↦ ∑i,j ai,jSieS¯j et que S et S¯ sont des générateurs
de T .
Nous extrayons de la preuve du lemme 6.2 de [23] la propriété suivante :
Lemme 2.18. Il existe une difféotopie φt ∶T → Z(T ⊗T ) qui préserve l’unité, définie
par :
φt(S) = S(1 − e)⊗ 1 + f(t)(e⊗ S) + g(t)Se⊗ 1,
où f et g sont des fonctions lisses telles que d’une part f(0) = 0, f(1) = 1, g(0) = 1 et
g(1) = 0 et d’autre part toutes les dérivées de f et g s’annulent aux extrémités 0 et 1.
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Dans le lemme ci-dessus, le morphisme φ0 ∶T → T ⊗ˆT donné par x ↦ x ⊗ 1 est
l’inclusion canonique sur la première variable et φ1 est le morphisme défini par S ↦
φ(S2S¯) + (1 − SS¯)⊗ S.
Dans la suite, pour alléger les notations, nous écrirons xˆ pour x⊗ 1 et xˇ pour e⊗ x,
quel que soit x ∈ T . Ceci donne en particulier un sens à Sˆ et Sˇ.
Par construction, il existe une extension linéairement scindée :
0→ K → T piÐ→ C∞(S1)→ 0,
où pi(S) = U . Nous noterons r le relèvement naturel de pi. Cette application r envoie
U ∈ C∞(S1) sur S ∈ T .
2.1.5 Foncteurs semi-exacts et hexagones
Dans cette sous-section, nous expliquons comment obtenir un hexagone exact à partir
d’un foncteur semi-exact, invariant sous difféotopie et K-stable.
Définition 2.19. Un foncteur H sur la catégorie des algèbres localement convexes à
valeurs dans les groupes abéliens est appelé semi-exact si quelle que soit la suite exacte
courte (linéairement) scindée :
0Ð→ A Ð→B Ð→ C Ð→ 0
la suite
H(A ) // H(B) // H(C )
obtenue en appliquant H est exacte.
Il est facile de voir qu’un foncteur semi-exact est split exact.
Lemme 2.20. Si A , B et C sont des algèbres localement convexes et que H est un
foncteur semi-exact, invariant sous difféotopie et K-stable, alors la suite exacte courte
scindée
0Ð→ A Ð→B Ð→ C Ð→ 0
induit un hexagone exact :
H(A ) // H(B) // H(C )

H(SC )
OO
H(SB)oo H(SA )oo
où SA est la suspension lisse de A (définition 2.2).
Démonstration. C’est un résultat bien connu (voir par exemple [26], p.48). Nous com-
mençons par étendre le foncteur semi-exact en une théorie homologique Hn, comme nous
l’autorise le lemme 4.1.5 de [27]. Les Hn ainsi obtenus ont la périodicité de Bott – comme
on peut le voir en utilisant la preuve de [24]–, d’où le résultat.
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2.2 Suite exacte à 6 termes
2.2.1 Hypothèses et définitions
Pour appliquer la construction qui suit, nous aurons besoin de produits croisés géné-
ralisés lisses à croissance modérée. Présentons les conditions requises :
Définition 2.21 (produit croisé généralisé lisse). Un produit croisé généralisé lisse
A ⋊E Z associé au produit croisé généralisé A ⋊E Z est
(i) une sous-algèbre lisse de A ⋊E Z
(ii) stable par passage à l’adjoint,
(iii) localement convexe et complète,
(iv) générée comme algèbre localement convexe par les éléments de la forme Sξ, a et
S∗ξ de A ⋊E Z,
(v) et dont les éléments sont jauges réguliers (voir définition 1.55).
Les deux premières conditions sont des contraintes génériques : la première assure
en particulier que K∗(A ⋊E Z) = K∗(A ⋊E Z) et le point (ii) est naturel vu qu’il s’agit
d’une version lisse d’une C∗-algèbre. La condition (iv) va nous permettre de faire des
raisonnements par densité. En particulier, combinée avec la condition (v), elle nous
permettra d’identifier l’image de la suite exacte (2.2) avec A ⋊E Z.
Dans la suite, nous noterons E le module lisse provenant de la construction de
A ⋊E Z, c’est-à-dire E = (A ⋊E Z)∩E. La partie homogène de degré p ∈ Z deA ⋊E Z sera
notée E (p) = (A ⋊E Z) ∩ (A ⋊E Z)(p). Pour distinguer les ξ ∈ E des éléments de A ⋊E Z
associés, nous écrirons Sξ pour ces derniers. Enfin dans cette section, par cohérence avec
les notations de la définition 2.17, l’adjoint de Sξ sera noté S¯ξ.
La condition critique qui nous permettra de construire des contextes de Morita est la
« croissance modérée ». Avant de pouvoir l’introduire, nous aurons besoin de la définition
d’un produit croisé généralisé lisse admissible :
Définition 2.22 (produit croisé généralisé lisse admissible). Un produit croisé généralisé
lisse A ⋊E Z est dit admissible si pour tout entier p ∈ N, il existe une suite finie (ηpι )i
d’éléments ηpι ∈ E (p) telle que ∑
ι
A⟨ηpι , ηpι ⟩ = 1. (2.1)
Remarque 2.23. La condition (2.1) impose en particulier que le bimodule hilbertien E
est plein à gauche. Par ailleurs, si la structure de produit croisé généralisé lisse provient
d’une action de groupe de Lie – comme dans la definition 1.76 – on peut adapter la preuve
de la proposition 1.68 pour montrer que cette condition est nécessaire et suffisante.
Finalement, pour définir les produits croisés généralisés à croissance modérée, nous
aurons besoin de la notation :
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Notation 2.24. Si A ⋊E Z est un produit croisé généralisé lisse admissible, nous pou-
vons prendre les (ηpi ) de la définition 2.22 et les ordonner suivant l’ordre lexicographique
de (i, p). Nous noterons alors (ξl)l les ηpi numérotés selon cet ordre.
Par exemple, si nous disposons des suites η01 = 1 ∈ A , (η1i )i∈{1,2,3}, (η2i )i∈{1,2,3}, . . . ,
la suite (ξl) s’écrira :
ξ1 = 1 ∈ A ξ2 = η11 ξ3 = η12 ξ4 = η13 ξ5 = η21 ξ6 = η22 . . .
Notons que de cette façon, (ξl) est une suite qui prend ses valeurs dans ⋃p∈N E (p) et pas
juste dans E .
Notation 2.25. Pour simplifier les notations, nous étendons la définition de Sξ de la
façon suivante : si I ∈ Nn est un multi-indice, nous notons ξI le n-uplet (ξI1 , . . . , ξIn)
d’éléments de E et définissons SξI = SξI1⋯SξIn . Nous étendons la définition de S¯ de la
même manière. Nous appellerons ξI un multivecteur de E et écrirons ∣ξI ∣ = ∣I ∣ pour la
dimension du multi-indice I.
Définition 2.26 (produit croisé généralisé à croissance modérée). Si un produit croisé
généralisé lisse est admissible, il est dit à croissance modérée ou modéré si
– il existe un entier N tel que pour tout q ∈N, la suite (ξqi )i contient au moins 1 et
au plus N éléments ;
– quelle que soit la norme p surA ⋊E Z les suites (réelles) en l (p (Sξl) )l et (p (S¯ξl)i )l
sont majorées par un polynôme en l.
Remarque 2.27. Deux conséquences de la croissance modérée :
– quel que soit l ∈N, l/N ⩽ ∣ξl∣ ⩽ l ;
– quelle que soit la norme ∥ ∥ sur T , les suites réelles en l (∥S ∣ξl∣∥)
l
, (∥S¯ ∣ξl∣∥)
l
sont
majorées par des polynômes en l.
2.2.2 Extension d’algèbres localement convexes
Nous partons d’une sous-algèbre lisse A ⋊E Z au sens de la définition 2.21 d’un
produit croisé généralisé A ⋊E Z.
Définition 2.28 (algèbre de Toeplitz-Pimsner lisse). Un produit croisé généralisé lisse
A ⋊E Z étant donné, l’algèbre de Toeplitz-Pimsner lisse TE associée est la sous-algèbre
fermée de (A ⋊E Z)⊗ˆT engendrée par les a⊗ 1, Sξ ⊗ S et S¯ξ ⊗ S¯ pour a ∈ A et ξ ∈ E .
Nous noterons TE alg la sous-algèbre algébrique obtenue à partir des mêmes généra-
teurs.
Lorsqu’il sera nécessaire de distinguer les deux sortes d’algèbres de Toeplitz, nous
appellerons celles ci-dessus les algèbres de Toeplitz-Pimsner. La plupart du temps, nous
appellerons simplement algèbres de Toeplitz aussi bien les algèbres de la définition 2.17
que celles de la définition 2.28.
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Proposition 2.29. Soit A ⋊E Z un produit croisé généralisé lisse et TE l’algèbre de
Toeplitz associée. Il existe une suite exacte scindée :
0→ kerpi → TE piÐ→ A ⋊E Z→ 0. (2.2)
Démonstration. Partons de la suite exacte scindée d’algèbres localement convexes :
0→ K → T piÐ→ C∞(S1)→ 0.
Par définition de T , il existe un relèvement linéaire r de pi. Nous pouvons tensoriser
cette suite d’algèbres localement convexes par l’algèbre lisse A ⋊E Z. Comme la suite
exacte initiale est scindée, nous obtenons une suite exacte scindée :
0→ (A ⋊E Z)⊗ˆK → (A ⋊E Z)⊗ˆT → (A ⋊E Z)⊗ˆC∞(S1)→ 0.
Soit pi la restriction de Id⊗pi à TE ⊆ (A ⋊E Z)⊗ˆT . Cette application est continue, en
tant que produit tensoriel de deux fonctions continues – voir la proposition 1.10 – ce qui
nous amène à l’extension :
0→ kerpi → TE → Impi → 0.
Cette suite exacte est scindée, car Id⊗r ∶ (A ⋊E Z)⊗ˆC∞(S1)→ (A ⋊E Z)⊗ˆT se restreint
à Impi en un relèvement r de pi.
Pour le voir, notons ∆ la sous-algèbre (fermée) de (A ⋊E Z) ⊗ C∞(S1) engendrée
par les a⊗1, Sξ ⊗U et S¯ξ ⊗ U¯ pour a ∈ A et ξ ∈ E . Il est clair que pi(TE alg) ⊆ ∆. Comme
pi est continu et ∆ fermée par construction, nous avons en fait pi(TE ) ⊆ ∆.
Pour l’autre sens, par construction, les sommes finies d’éléments homogènes sont
denses dans ∆. Grâce aux produits scalaires à gauche et à droite, tout produit fini de
générateurs peut s’écrire sous la forme Sξ1⋯Sξk ⊗Uk si k > 0 ou bien S¯ξ1⋯S¯ξ−k ⊗ U¯−k si
k < 0 ou bien a⊗ 1 si k = 0.
Dans tous les cas, le relèvement r envoie ce produit sur un élément de TE – respec-
tivement Sξ1⋯Sξk ⊗Sk si k > 0 ou S¯ξ1⋯S¯ξ−k ⊗ S¯−k si k < 0 ou bien a⊗ 1 si k = 0. Comme
d’une part r est continu et TE fermé, et d’autre part ces sommes finies sont denses dans
∆ (par définition), il apparaît que r(∆) ⊆ TE . Par conséquent, ∆ = Impi, qui est en
particulier fermé.
Prouvons maintenant que Impi est isomorphe à A ⋊E Z. Nous pouvons clairement
définir un morphisme continu d’algèbres Impi → A ⋊E Z par restriction de
ev1⊗ Id ∶ (A ⋊E Z)⊗ˆC∞(S1)→ (A ⋊E Z)⊗ˆC ≃ A ⋊E Z,
où ev1 est l’évaluation au point 1 ∈ S1, donnée sur f ∈ C∞(S1) par ev1(f) = f(1).
Comme les éléments F ∈ A ⋊E Z sont jauge lisses, t ↦ γt(F ) définit une application
continue A ⋊E Z→ C∞(S1 → A ⋊E Z). Comme on peut identifier
C∞(S1 → A ⋊E Z) ≃ (A ⋊E Z)⊗ˆC∞(S1)
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(voir [26], p.62), cette relation définit une application continue
A ⋊E Z→ (A ⋊E Z)⊗ˆC∞(S1).
Il est facile de vérifier que ces deux fonctions continues sont réciproques l’une de l’autre
sur les générateurs des deux algèbres. Par densité des générateurs, nous en déduisons
que Impi est isomorphe à A ⋊E Z, en tant qu’algèbres localement convexes.
Remarque 2.30. Il est crucial que l’on dispose d’un produit scalaire à gauche pour pou-
voir prouver que Id⊗r se restreint en un relèvement de pi, comme le montre l’exemple
algébrique qui suit. Les difficultés autour de l’existence du relèvement peuvent être rap-
prochées de l’extension des scalaires donnée dans la section 2 de [41].
Considérons la version algébrique de l’algèbre de Cuntz O2 de dimension 2. Le relè-
vement par Id⊗r de S1S1 est S1S1 ⊗ 1, qui n’est pas dans l’algèbre T2 engendrée par les
Si ⊗ S, a⊗ 1, Si ⊗ S.
Pour voir que S1S1⊗1 n’est pas dans T2, notons que S1S1⊗SS est de degré 0. CommeT2 est une algèbre de Toeplitz, S1S1 ⊗ 1 devrait s’écrire S1S∗1 ⊗ 1 = α(1⊗ 1)+β où α ∈C
et β est une combinaison linéaire (finie) de Su1⋯SunSv1⋯Svn ⊗ SnSn avec n ⩾ 1.
Il est facile de vérifier que pour i = 1,2,
((S1S1 + S2S2)⊗ SS) (Si ⊗ S) = (1⊗ (1 − e))(Si ⊗ S) = Si ⊗ S.
En conséquence, si S1S1 ⊗ 1 était dans T2, il existerait α ∈C tel que(1⊗ (1 − e))(S1S1 ⊗ 1 − α(1⊗ 1)) = S1S1 ⊗ 1 − α(1⊗ 1),
ce qui est faux, puisque les familles (S1S1,1) et (1,1 − e) sont libres dans leurs espaces
vectoriels respectifs.
2.2.3 Identification du noyau
Nous chercherons dans cette sous-section à identifier le noyau de la suite exacte 2.2.
La première étape ne nécessite aucune hypothèse supplémentaire :
Lemme 2.31. Les sommes finies d’éléments ∑I′,J ′ SξI′ S¯ξJ′ ⊗S ∣I′∣eS¯ ∣J ′∣ sont denses dans
C = kerpi.
Démonstration. Il suffit d’utiliser le relèvement r de la suite exacte (2.2). En effet, par
définition, les sommes finies ∑I,J SξI S¯ξJ ⊗S ∣I ∣S¯ ∣J ∣ sont denses dans TE . Fixons une semi-
norme sur TE que nous noterons ∥ ∥. Si X est un élément de kerpi et que la somme finie
X0 = ∑I,J SξI S¯ξJ ⊗S ∣I ∣S¯ ∣J ∣ est ε-proche de X, alors par continuité de pi : ∥pi(X0)∥ ⩽ Cpi ε.
Par construction, le relèvement r préserve la norme et donc
∥X −X0 − r(piX0)∥ ⩽ (1 +Cpi)ε.
Par ailleurs, il est clair que X0 − r(piX0) est une somme finie dans le noyau, et qu’elle
s’écrit sous la forme proposée, d’où le résultat.
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Remarque 2.32. Il découle de ce lemme que C est une partie de l’algèbre (A ⋊E Z)⊗ˆK
incluse canoniquement dans (A ⋊E Z)⊗ˆT . Par conséquent, si on note ∑k,l xk,l ⊗ SkeSl
un élément de (A ⋊E Z)⊗K, les coefficients xk,l sont rapidement décroissants en k, l.
Pour la suite de cette sous-section, nous aurons besoin de la croissance modérée de
A ⋊E Z. Pour raccourcir les expressions, nous posons
Notation 2.33.
Ξl = Sξl ⊗ S ∣ξl∣e Ξ¯l = S¯ξl ⊗ eS¯ ∣ξl∣
où
– ∣ξl∣ est le degré de ξl : ∣ξl∣ = p si ξl ∈ E (p) ;
– si ξl = ∑α ξ1α ⊗⋯⊗ ξpα alors Sξl = ∑α Sξ1α⋯Sξpα .
Remarque 2.34. Une conséquence de la remarque 2.27 est que pour toute norme p sur
TE , les suites en l (p (Ξ¯l))l et (p (Ξl))l ont une croissance au plus polynomiale.
Lemme 2.35. Quel que soit X ∈ (A ⋊E Z)⊗ˆK, la suite (Ξ¯iXΞj)i,j est rapidement dé-
croissante. En outre, pour tout i, j, Ξ¯iXΞj ∈ φ(A ⋊E Z) où φ ∶A ⋊E Z → (A ⋊E Z)⊗ˆK
est donné par φ(F ) = F ⊗ e.
Démonstration. Algébriquement,
Ξ¯i
⎛⎝∑k,l xk,l ⊗ SkeS¯l⎞⎠Ξj =∑k,l S¯ξixk,lSξj ⊗ eS¯ ∣ξi∣SkeS¯lS ∣ξj ∣e = S¯ξix∣ξi∣,∣ξj ∣Sξj ⊗ e,
qui est valable pour les sommes finies. Cependant, tous les éléments de (A ⋊E Z)⊗ˆK
s’écrivent comme somme d’une suite rapidement décroissante xk,l⊗SkeS¯l. Cette somme
est en particulier absolument convergente, et comme la multiplication est continue dans(A ⋊E Z)⊗ˆK, la seconde partie du lemme est prouvée.
Il suffit maintenant de vérifier que (S¯ξix∣ξi∣,∣ξj ∣Sξj)i,j est rapidement décroissante en
i et j. On le voit en s’appuyant sur la décroissance rapide de xk,l et la croissance poly-
nomiale des S¯ξi , Sξj .
Formellement, prenons R(i, j) un polynôme, fixons p, une norme sur A ⋊E Z et prou-
vons que l’on peut majorer p (S¯ξix∣ξi∣,∣ξj ∣SξjR(i, j)) par une constante. L’algèbre étant
modérée, p(S¯ξi)p(Sξj) est majorée par un polynôme Q0(i, j). Nous pouvons majorer∣Q0(i, j)R(i, j)∣ par un polynôme Q(i, j). En toute généralité, nous pouvons choisir Q
croissant au sens de
i ⩽ i′ et j ⩽ j′ Ô⇒ Q(i, j) ⩽ Q(i′, j′).
En effet, en utilisant les relations ∣XpY q ∣ ⩽ X2p + Y 2q, il apparaît que l’on peut ma-
jorer ∣Q0(i, j)R(i, j)∣ par id1 + jd2 +K, pour d1, d2 et K suffisamment grands. Notons
maintenant
P (k, l) = N∑
k′,l′=1Q(N(k − 1) + k′,N(l − 1) + l′).
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Il s’agit clairement d’un polynôme croissant (au sens précédent).
Comme (p(xk,l))i est rapidement décroissant en k, l, il existe une constante C telle
que pour tous k, l ∈N, p(ξk,l)P (k, l) ⩽ C. Estimons
p (S¯ξix∣ξi∣,∣ξj ∣Sξj) ⩽ p(x∣ξi∣,∣ξj ∣)Q(i, j) ⩽ p(ξk,l)P (k0, l0) ⩽ p(ξk,l)P (k, l) ⩽ C
où k0 et l0 sont les parties entières de i/N et j/N , respectivement, k = ∣ξi∣ et l = ∣ξj ∣.
D’après la remarque 2.27, k0 ⩽ k. Par construction, Q(i, j) ⩽ P (k0, l0), ce qui prouve la
seconde inégalité. La troisième inégalité est une conséquence de la croissance de P .
Lemme 2.36. Si A ⋊E Z est un produit croisé généralisé lisse modéré, alors quel que
soit X ∈ (A ⋊E Z)⊗ˆK,
(i) pour tout I ∈N, ∑Ii=1 ΞiΞ¯iX est un élément de TE ;
(ii) ∑Ii=1 ΞiΞ¯iX I→∞ÐÐÐ→X, au sens de toutes les normes de TE .
Démonstration. Commençons par un calcul algébrique :
( I∑
i=0 ΞiΞ¯i)X =
∞∑
m,n=0
I∑
i=0SξiS¯ξixm,n ⊗ S ∣ξi∣eS¯ ∣ξi∣SmeS¯n
= I∑
i=0
∞∑
n=0SξiS¯ξix∣ξi∣,n ⊗ S ∣ξi∣eS¯n,
qui prouve que ∑Ii=1 ΞiΞ¯iX est dans TE , pourvu que la somme ait un sens.
Il est clair que la suite xm,n est rapidement décroissante en m,n. La question est : la
suite SξiS¯ξix∣ξi∣,n ⊗ S ∣ξi∣eS¯n est-elle rapidement décroissante en i et n ?
Nous utilisons les mêmes techniques que pour le lemme 2.35 : on fixe une norme p et
on prend un polynôme R(i, n). La suite
∣R(i, n)p(Ξi)p(Ξ¯i)∣
peut être majorée par un polynôme Q(i, n), que l’on peut choisir croissant au même sens
que dans la démonstration du lemme 2.35.
Comme xm,n est rapidement décroissante et que SmeS¯n est à croissance polynomiale
en m,n, la suite (xm,n ⊗ SmeS¯n)m,n est rapidement décroissante. Considérant ensuite le
polynôme P (m,n) = ∑Nm′=1Q(N(m − 1) +m′), il existe une constante C telle que pour
tous m,n ∈N, p(xm,n ⊗ SmeS¯n)P (m,n) ⩽ C. Nous en déduisons les inégalités
p(ΞiΞ¯i(x∣ξi∣,n ⊗ S ∣ξi∣eS¯n)) ⩽ p(x∣ξi∣,n ⊗ S ∣ξi∣eS¯n)P (m0, n) ⩽ p(xm,n)P (m,n) ⩽ C,
par les mêmes arguments que pour le lemme 2.35. Par conséquent, la suite en I ∈N
( I∑
i=0
∞∑
n=0SξiS¯ξix∣ξi∣,n ⊗ S ∣ξi∣eS¯n)I
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n’est qu’une suite de sommes partielles d’une série sommable. Elle admet donc une limite
finie, et nous allons prouver qu’il s’agit de X.
Pour chaque degré m = p ∈ N, la condition (2.1) associée aux notations 2.24 et 2.33
montre qu’il existe deux entiers l1 et l2 tels que ∑l2i=l1 SξiS¯ξi = 1A . Algébriquement, nous
voyons que pour chaque m fixé, si I est plus grand que l2,
( I∑
i=0 ΞiΞ¯i)xm,n ⊗ SmeS¯n = xm,n ⊗ SmeS¯n.
Ainsi, pour chaque m fixé, nous obtenons l’identité. Les formes linéaires C → A ⋊E Z :
∑
m,n
xm,n ⊗ SmeS¯n z→ xm0,n0 ,
correspondent à extraire une entrée d’une matrice via l’injection C ↪ (A ⋊E Z)⊗ˆK ⊆(A ⋊E Z)⊗ˆT . En évaluant ces formes linéaires sur les sommes partielles, il apparaît que
la limite des sommes partielles ne peut être que X lui-même.
Ainsi, les ∑Ii=0 ΞiΞ¯i forment une unité approchée de C .
Théorème 2.37. Si A ⋊E Z est un produit croisé généralisé lisse modéré, il existe un
bicontexte de Morita entre l’algèbre C du lemme 2.31 et l’algèbre A . Si on note ιC
l’injection de A dans C donnée par a↦ a⊗ e, ce bicontexte est donné
– dans le sens C vers A par (Id,C , ιC ,Ξl, Ξ¯l) ;
– dans le sens A vers C par (ιC ,C , Id,1⊗ e,1⊗ e).
En particulier, si H est K-stable et invariant sous difféotopie, l’inclusion canonique
ιC ∶A ↪ C induit un isomorphisme H(A ) ≃H(C ).
Pour la preuve de ce théorème, nous reprendrons systématiquement les numéros des
conditions dans les définitions 2.8 et 2.10.
Démonstration. Vérifions tout d’abord que nous avons un contexte de Morita dans le
sens C vers A : il est clair que les morphismes d’algèbres choisis sont des isomorphismes
sur des sous-algèbres de C . Il suffit de vérifier les trois conditions de la définition 2.8 sur
la partie dense décrite dans le lemme 2.31. Soit donc X = ∑k,l xk,l ⊗ SkeS¯l, où xk,l est
homogène de degré k − l.
(i) Vérifions que Ξ¯iXΞj est dans ιC (A ). Nous avons vu au lemme 2.36 que
Ξ¯i
⎛⎝∑k,l xk,l ⊗ SkeS¯l⎞⎠Ξj = S¯ξix∣ξi∣,∣ξj ∣Sξj ⊗ e.
Un simple compte prouve que le degré de S¯ξix∣ξi∣,∣ξj ∣Sξj est 0 et donc qu’il s’agit
d’un élément de A . Ainsi, Ξ¯iXΞj ∈ ιC (A ).
(ii) C’est une conséquence du lemme 2.35.
(iii) C’est une conséquence du lemme 2.36.
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Nous pouvons vérifier de même que 1⊗ e induit un contexte de Morita :
(i) 1⊗ e est un élément de C , donc les (1⊗ e)X(1⊗ e) ∈ C , quel que soit X ∈ C ;
(ii) la famille est finie donc rapidement décroissante ;
(iii) (1⊗ e)(1⊗ e)(a⊗ e) = a⊗ e, donc les sommes partielles convergent en norme !
Il suffit maintenant de vérifier que ces deux contextes de Morita satisfont les condi-
tions de la définition 2.10 :
(i) Cette condition est vide, car l’algèbre support est C tout entier.
(ii) (1⊗e) (Sξl ⊗ S ∣ξl∣e) est nul si ∣ξl∣ ≠ 0. Cependant, le seul élément de degré 0 est ξ1 = 1
et alors Sξ1⊗S ∣ξ1∣e = 1⊗e, d’où ιC (a)(1⊗e) = ιC (a). De même, (S¯ξl ⊗ eS¯ ∣ξl∣) (1⊗e)
vaut soit 0 (pour ∣ξl∣ ≠ 1) soit 1⊗e (pour ∣ξl∣ = 1) et dans ce dernier cas (1⊗e)ιC (a) =
ιC (a).
2.2.4 Algèbres de Toeplitz et algèbres de base
Dans cette sous-section, nous allons prouver que l’algèbre de Toeplitz lisse TE est
équivalente à l’algèbre de base A , quel que soit le foncteur H semi-exact, K-stable et
invariant sous difféotopie.
À cet effet, nous considérerons un q-morphisme (α,α) ∶TE ⇉ (A ⋊E Z) ⊗ T ⊵ C .
Nous allons montrer que le morphisme dans la catégorie des groupes abéliens H(α,α)
est inversible à gauche et à droite – ce qui prouvera qu’il est inversible.
L’inversibilité à droite sera obtenue rapidement en utilisant le théorème 2.37. L’in-
versibilité à gauche demandera plus d’efforts. Nous devrons élargir l’algèbre image du
q-morphisme pour y parvenir. Plus explicitement, nous devrons introduire une algèbre C¯
et un q-morphisme (Φ,Ψ) ∶TE ⇉ Z((A ⋊E Z)⊗ˆT ⊗ˆT ) ⊵ C¯ (lemme 2.40), puis exhiber
un contexte de Morita (proposition 2.41) avant de pouvoir conclure (théorème 2.43).
Lemme 2.38. Soit A ⋊E Z un produit croisé généralisé lisse modéré, les morphismes
α, α¯ ∶TE → (A ⋊E Z)⊗ˆT donnés par
α = Id α¯ = Ad(1⊗ S)
définissent le q-morphisme minimal (α, α¯) ∶TE ⇉ (A ⋊E Z)⊗T ⊵ C .
Dans le lemme ci-dessus, nous avons repris la notation C de la sous-section 2.2.3.
Démonstration. Il suffit de voir que C est généré par (α−α)(TE ) et que C est TE -stable.
Comme
(α − α)(a⊗ 1) = a⊗ 1 − (1⊗ S)(a⊗ 1)(1⊗ S¯) = a⊗ (1 − SS¯) = a⊗ e,(α − α)(Sξ ⊗ S) = Sξ ⊗ S − (1⊗ S)(Sξ ⊗ S)(1⊗ S¯) = Sξ ⊗ Se,(α − α)(S¯ξ ⊗ S¯) = S¯ξ ⊗ S¯ − (1⊗ S)(S¯ξ ⊗ S¯)(1⊗ S¯) = S¯ξ ⊗ eS¯,
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les images des générateurs sont toutes dans C et il est clair que l’algèbre image de TE
par le q-morphisme (α,α) est incluse dans C . Comme cette algèbre image doit être
TE -stable, le lemme 2.31 montre qu’il s’agit en fait de C tout entier.
Définition 2.39. Si A ⋊E Z est un produit croisé généralisé lisse modéré, on note C¯ la
sous-algèbre fermée de (A ⋊E Z)⊗ˆK⊗ˆT engendrée par les
SξI S¯ηJ ⊗ SpeSq ⊗ Sp′Sq′ ,
où p, q ∈N, ξI ∈ E (p+p′) et ηJ ∈ E (q+q′).
Nous définissons :
– Φ ∶TE → Z((A ⋊E Z)⊗ˆT ⊗ˆT ) comme la restriction de IdA ⋊EZ⊗(φt)t, où l’appli-
cation (φt)t ∶T → Z(T ⊗ˆT ) est la difféotopie du lemme 2.18,
– et Ψ ∶TE → Z((A ⋊E Z)⊗ˆT ⊗ˆT ) comme la restriction de l’application Ad(1⊗ Sˆ),
constante en t, donnée par Ad(1 ⊗ Sˆ)(X) = (1 ⊗ Sˆ)(X ⊗ 1)(1 ⊗ ˆ¯S) pour tout
X ∈ (A ⋊E Z)⊗ˆT ⊗ˆT .
Lemme 2.40. Soit A ⋊E Z un produit croisé généralisé lisse modéré, les morphismes
Φ,Ψ introduits ci-dessus définissent un q-morphisme
(Φ,Ψ) ∶TE ⇉ Z((A ⋊E Z)⊗ˆT ⊗ˆT ) ⊵ C¯ .
Démonstration. En utilisant la remarque 2.15, il suffit de vérifier que C¯ contient les(Φ −Ψ)(TE ) et est Ψ(TE )-stable et cette vérification peut se faire sur les générateurs.
Sur ces derniers, Φ −Ψ s’écrit :
(Φ −Ψ)(a⊗ 1) = a⊗ 1ˆ − a⊗ Sˆ ˆ¯S = a⊗ eˆ,(Φ −Ψ)(Sξ ⊗ S) = Sξ ⊗ (Sˆ(1ˆ − eˆ) + f(t)Sˇ + g(t)Sˆeˆ) − Sξ ⊗ SˆSˆ ˆ¯S= Sξ ⊗ (f(t)Sˇ + g(t)Sˆeˆ) ,(Φ −Ψ)(S¯ξ ⊗ S¯) = S¯ξ ⊗ ((1ˆ − eˆ) ˆ¯S + f(t) ˇ¯S + g(t)ˆ¯e ˆ¯S) − S¯ξ ⊗ Sˆ ˆ¯S ˆ¯S= S¯ξ ⊗ (f(t) ˇ¯S + g(t)eˆ ˆ¯S) .
Tous ces éléments sont clairement dans C¯ .
Par ailleurs, quel que soit X, générateur de TE , les X ⊗ 1 sont dans C¯ , et les 1⊗ Sˆ
et 1 ⊗ ˆ¯S également. Ainsi, pour tout générateur X de TE choisi, Ψ(X) ∈ C¯ , ce qui
justifie que C¯ est Ψ(TE )-stable. On peut donc bien définir un q-morphisme de la façon
proposée.
Proposition 2.41. Sous les mêmes hypothèses que ci-dessus, il existe un contexte de
Morita (IdC¯ ′ , C¯ , ι1,Ξ′i, Ξ¯′j) de C¯ vers TE , donné par :
– les suites Ξ′i = Ξi ⊗ 1 et Ξ¯′i = Ξ¯i ⊗ 1, en reprenant la notation 2.33 ;
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– le morphisme ι1 ∶TE → C¯ défini par
ι1(a⊗ 1) = a⊗ e⊗ 1 ι1(Sξ ⊗ S) = Sξ ⊗ e⊗ S ι1(S¯ξ ⊗ S¯) = S¯ξ ⊗ e⊗ S¯,
pour a ∈ A et ξ ∈ E .
Démonstration. Nous suivons les conditions de la définition 2.8.
(i) Algébriquement, si on prend Y = SξI S¯ξJ ⊗SpeSq ⊗Sp′Sq′ comme dans la définition
2.39,
Ξ¯′iY Ξ′j = (S¯ξi ⊗ eS¯ ∣ξi∣ ⊗ 1) (SξI S¯ηJ ⊗ SpeSq ⊗ Sp′Sq′) (Sξj ⊗ S ∣ξj ∣e⊗ 1) == δ∣ξi∣,pδ∣ξj ∣,qS¯ξiSξI S¯ηJSξj ⊗ e⊗ Sp′S¯q′ .
Par simple calcul de degré, il apparaît que Ξ¯′iY Ξ′i est dans ι1(TE ).
(ii) La preuve est très similaire à celle du lemme 2.35. Comme C¯ est une sous-algèbre de(A ⋊E Z)⊗ˆK⊗ˆT , en utilisant l’isomorphisme canonique avec ((A ⋊E Z)⊗ˆT )⊗ˆT
on peut écrire tous les éléments de C¯ sous la forme
∑
k,l
Yk,l ⊗ SkeS¯l, (2.3)
où Yk,l est une suite rapidement décroissante en k, l de (A ⋊E Z)⊗ˆT . De la même
façon que dans le lemme 2.35, les suites Ξ¯′i et Ξ′j ont des croissances polynomiales
en i, j, tout comme SkeS¯l a une croissance polynomiale. La suite rapidement dé-
croissante Yk,l peut donc « absorber » ces termes et Ξ¯′iY Ξ′j est une suite rapidement
décroissante de (A ⋊E Z)⊗ˆT .
(iii) La preuve est très proche de celle du lemme 2.36 : en effet, algébriquement
Ξ′iΞ¯′iY = (SξiS¯ξi ⊗ S ∣ξi∣eS¯ ∣ξi∣ ⊗ 1) (SξI S¯ηJ ⊗ SpeSq ⊗ Sp′Sq′) == δ∣ξi∣,pSξiS¯ξiSξI S¯ηJ ⊗ SpeSq ⊗ Sp′S¯q′
et, toujours algébriquement, grâce à l’équation (2.1) il suffit de faire la somme
sur les ξi tels que ∣ξi∣ = p pour « reconstruire » Y . Tout comme pour le point
précédent, nous pouvons partir de la forme (2.3) avec Yk,l rapidement décroissante.
La fin de l’argument est similaire à celui du lemme 2.36 : on prouve que la suite
Ξ′iΞ¯′iY∣ξi∣,l est rapidement décroissante donc sommable, puis on montre que la limite
est nécessairement∑k,l Yk,l⊗SkeS¯l, en extrayant des coefficients dans cette matrice.
On définit un morphisme σ1 ∶TE → TE ⊗ˆK pour X ∈ TE par
σ1(X) =X ⊗ e,K étant identifiée avec l’algèbre engendrée par les SpeS¯q pour p, q ∈ N, comme dans la
définition 2.17. Si H est K-stable, H(σ1) = IdH(TE ).
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Lemme 2.42. Si A ⋊E Z est un produit croisé généralisé lisse modéré et si H est K-
stable et split exact, la composée de (Φ1,Ψ1) et du contexte de Morita ci-dessus induit
le même morphisme à travers H que σ1.
Par conséquent, H(Φ1,Ψ1) est inversible à gauche.
Démonstration. Comme φt préserve l’unité,
Φ1(a⊗ 1) = a⊗ 1⊗ 1 = (Ad(1⊗ Sˆ)(a⊗ 1ˆ)) + (a⊗ 1ˇ),
Φ1(Sξ ⊗ S) = Sξ ⊗ (Sˆ2 ˆ¯S + Sˇ) = (Ad(1⊗ Sˆ)(Sξ ⊗ Sˆ)) + (Sξ ⊗ Sˇ).
En outre, Im(Ad(1 ⊗ Sˆ)) et Im(ι1) sont orthogonaux car S¯e = 0 = eS. Nous pouvons
donc appliquer la proposition 2.13 et en déduire
H(Φ1,Ψ1) =H(Ad(1⊗ Sˆ)⊕ ι1,Ad(1⊗ Sˆ)) =H(ι1).
Au vu de la proposition 2.41, il est facile de montrer que la composée de H(ι1) et du
morphisme induit par le contexte de Morita n’est rien d’autre que H(σ1).
Comme H est K-stable, H(σ1) = 1TE , ce qui prouve le résultat.
Rappelons que l’injection ιC ∶A → C a été définie dans le théorème 2.37 et le q-
morphisme (α, α¯) ∶TE ⇉ (A ⋊E Z)⊗T ⊵ C par le lemme 2.38. Nous prenons ι ∶A → TE ,
l’inclusion canonique et notons ι′1 ∶C → C¯ la restriction de ι1 à C .
Théorème 2.43. Soient H un foncteur split exact de la catégorie des algèbres localement
convexes dans la catégorie des groupes abéliens et A ⋊E Z un produit croisé généralisé
lisse et modéré. Posons y =H(α,α),
(i) si H(ιC ) ∶H(A )→H(C ) est inversible à droite, alors y est inversible à droite ;
(ii) si H est invariant sous difféotopie et K-stable, alors y est inversible à gauche.
En particulier, sous les hypothèses de (ii), H(TE ) ≃H(A ) et l’isomorphisme est réalisé
par l’inclusion A ↪ TE .
Démonstration. Pour prouver que y est inversible, il suffit de prouver qu’il est inversible
à gauche et à droite. Si y est inversible, H(TE ) ≃H(C ) et par le théorème 2.37, H(TE ) ≃
H(A ).
Le premier point est clair grâce à la proposition 2.13. En effet,
H(α, α¯) ○H(ι) =H(α ○ ι, α¯ ○ ι) =H(ιC ). (2.4)
Ainsi, si z est un inverse à droite de H(ιC ), alors H(ι) ○ z est un inverse à droite de y.
Pour prouver le point (ii), nous partons du lemme 2.42. Comme H est invariant sous
difféotopie, H(Φ0,Ψ0) = H(Φ1,Ψ1) est inversible à gauche. Or il est facile de voir que(Φ0,Ψ0) n’est rien d’autre que la composée de (α,α) avec le morphisme ι′1. Nous en
déduisons que (α,α) est inversible à gauche.
Enfin, nous avons vu que H(ιC ) était inversible, tout comme H(α,α). L’équation
(2.4) nous permet alors d’affirmer que ι est inversible, et réalise donc l’équivalence
H(A ) ≃H(TE ).
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2.2.5 Synthèse
Dans cette section, nous faisons la synthèse des résultats précédents pour obtenir le
théorème escompté et son application à la cohomologie cyclique périodique.
Théorème 2.44. Si A ⋊E Z est un produit croisé généralisé lisse à croissance modérée,
alors pour tout foncteur H semi-exact, K-stable et invariant sous difféotopie, l’hexagone
suivant est exact :
H(A ) // H(A ) H(j) // H(A ⋊E Z)

H(S (A ⋊E Z))
OO
H(SA )H(S j)oo H(SA )oo
où S est la suspension lisse et j est l’injection canonique A → A ⋊E Z.
Démonstration. Au vu des résultats précédents, il suffit de combiner le lemme 2.20 avec
l’extension (2.2) pour obtenir une suite exacte à six termes. Les théorèmes 2.37 et 2.43
permettent alors d’écrire :
H(A ) //
≃ H(ιC )

H(A )
H(ι)≃

H(C ) // H(TE ) H(pi) // H(A ⋊E Z)

H(S (A ⋊E Z))
OO
H(STE )oo H(SC )oo
où
– pour simplifier, nous ne traitons que les H(A ) – les mêmes arguments s’appliquent
également aux H(SA ) – ;
– la flèche H(A ) → H(A ) qui fait commuter le diagramme est définie en utilisant
les isomorphismes H(ιC ) et H(ι).
Il est alors facile de vérifier que j(a) = pi○ι(a), ce qui justifie le diagramme ci-dessus.
En vue des applications du chapitre 3, nous spécialisons nos résultats d’une part à
la kk-théorie et d’autre part à la cohomologie cyclique périodique HP .
Pour formuler le théorème suivant, nous utiliserons la kk-théorie de Cuntz décrite
dans [26]. Ici, nous noterons k0(A ) ∶= kk(C,A ) et k1(A ) ∶= kk(C,SA ).
Théorème 2.45. Si A ⋊E Z est un produit croisé généralisé lisse à croissance modérée
qui est une m-algèbre, alors les hexagones suivants sont exacts :
k0(A ) // k0(A ) // k0(A ⋊E Z)
∂

k1(A ⋊E Z)
∂
OO
k1(A )oo k1(A )oo
(2.5)
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et
HP 0(A )
#

HP 0(A )oo HP 0(A ⋊E Z)oo
HP 1(A ⋊E Z) // HP 1(A ) // HP 1(A ).
#
OO
(2.6)
En outre, ces deux diagrammes sont compatibles au sens où pour j dans Z/2Z,
∀K ∈ kj(D ), ψ ∈HP j+1(A ), ⟨K,#ψ⟩ = i2pi ⟨∂K,ψ⟩.
Remarque 2.46. Si A est une algèbre de Fréchet (et donc une m-algèbre) et qu’elle
est également une sous-algèbre lisse (au sens de la définition 1.56) de la C∗-algèbre A,
alors kj(A ) =Kj(A).
Il s’agit d’une conséquence du théorème 4.11 p. 47 de [26] d’une part, et du théorème
1.58 d’autre part. Dans ce cas, on retrouve la suite exacte de Pimsner pour les C∗-algèbres
(voir [41]).
Démonstration
D’après le théorème 4.9 de [26], la kk-théorie de Cuntz est K-stable et invariante sous
difféotopie. Par ailleurs, toute suite exacte courte linéairement scindée induit une suite
exacte à 6 termes (voir le théorème 4.10 de [26]), ce qui prouve en particulier que kk(C, ⋅)
est semi-exact. Nous pouvons donc appliquer le théorème 2.44 et obtenir la suite exacte
mentionnée ci-dessus.
Pour la partie concernant la cohomologie cyclique périodique, l’idée de la preuve est
de combiner la propriété d’excision de [25] avec le théorème 1.5 de [39]. Cependant, les
articles mentionnés ci-dessus se placent dans un cadre purement algébrique, ce qui nous
oblige à nous appuyer sur d’autres références pour prendre en compte les propriétés
analytiques.
Nous interprétons le HP bivariant muni du produit défini à la page 19 de [26] comme
un foncteur vers une catégorie dont les objets sont lesm-algèbres et les morphismes entre
A et B sont les éléments de HP (A ,B). Il résulte de la section 3.1 pp. 36–38 de [26]
que le HP (continu) est semi-exact, K-stable et invariant sous difféotopie.
Partons de la suite exacte courte (2.2). Nous pouvons utiliser la suite exacte pour
HP (⋅,C) obtenue grâce au théorème 2.50 p. 33 de [26] (ou plus précisément de la « ver-
sion continue » du même théorème). Les équivalences de HP données par les théorèmes
2.37 et 2.43 nous permettent alors d’écrire l’hexagone exact (2.6).
Le corollaire 4.17 p. 49 de [26] nous assure de l’existence d’un caractère de Chern-
Connes ch entre les foncteurs bivariants kk et HP . L’appariement que nous consi-
dérons est obtenu par composition de ce caractère ch avec la dualité entre homolo-
gie et cohomologie cycliques. Ce « produit de Kronecker » s’obtient grâce au produit
HP (C,A ) ×HP (A ,C)→HP (C,C) ≃C. Ainsi, pour K ∈ ki(A ) et ψ ∈HP i(A ),
⟨K,ψ⟩ = ch(K) ⋅ ψ
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La flèche de bord ∂ provient de la multiplication par un élément δ ∈ kk1(A ,A ⋊E Z).
La multiplication par ch(δ) induit une application HP i(A )→HP i+1(A ⋊E Z). Cepen-
dant, pour passer de ch(∂) à #, nous devons prendre en compte un facteur 2pii, à cause
de la proposition 4.18 p. 50 de [26]. Ce facteur 2pii est également mentionné dans [39]
pp. 273–274 et [38] p. 283. L’égalité proposée est alors une conséquence de la propriété
de compatibilité de ch avec le produit (voir le théorème 4.20, p. 50 de [26] et la remarque
qui suit). ◻
Chapitre 3
Exemple : variétés de Heisenberg
quantiques
Dans ce chapitre, nous étudions les variétés de Heisenberg quantiques (QHM). Nous
nous appuyons sur les notions générales du chapitre précédent pour décrire leur cohomo-
logie cyclique périodique. Rieffel a défini ces algèbres en 1989, comme déformations-
quantifications d’espaces homogènes sur le groupe de Heisenberg H3. Dans l’article [6]
de 1998, Abadie, Exel et Eilers ont introduit la notion de produit croisé généralisé
et prouvé que les QHM entrent dans ce cadre.
Dans une première section, nous donnons une définition des variétés de Heisenberg
quantiques (QHM). Ces algèbres constituent une famille de C∗-algèbres Dcµ,ν à trois
paramètres c ∈ Z, µ, ν ∈ R. Nous les considérons tout d’abord dans une forme « abs-
traite », qui permet de voir clairement quels sont les rôles respectifs de c, µ et ν. Nous
nous rapprochons ensuite de la littérature antérieure – et tout particulièrement de [6] –
en prouvant un isomorphisme avec une forme « concrète » de l’algèbre. Nous rappelons
alors qu’il existe une action du groupe de Heisenberg H3 sur Dcµ,ν .
La seconde section s’appuie sur cette action pour définir une sous-algèbre lisse Dcµ,ν
de Dcµ,ν . Les résultats pré-existants de [2] d’une part et ceux du chapitre 1 d’autre part
nous permettent de déterminer la K-théorie puis de construire des cocycles cycliques
pour cette algèbre lisse.
Les deux sections suivantes contiennent les calculs des appariements entre coho-
mologie cyclique et K-théorie : nous donnons d’abord des représentants explicites des
K-théories paire et impaire, puis nous voyons comment l’action du groupe de Heisenberg
permet de calculer ces appariements.
La dernière section fait la synthèse entre les résultats des chapitres 2 et 3 : les
QHM lisses remplissent bien toutes les conditions requises pour appliquer les résultats
de 2, ce qui nous fournit un hexagone exact. Nous pouvons alors utiliser cet hexagone
pour déterminer la cohomologie cyclique périodique des algèbres lisses. En combinant ces
résultats avec ceux du début du chapitre, des bases explicites de HP ∗(Dcµ,ν) apparaissent
naturellement. Nous terminons par noter l’existence d’une « formule de transfert » pour
les QHM lisses – ce qui ouvre des perspectives de généralisation.
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3.1 Définitions & propriétés élémentaires
3.1.1 Modules et bimodules hilbertiens sur C(T 2)
Dans la suite de ce chapitre, nous noterons A = C(R2/Z2) et e(θ) = ei2piθ.
Rieffel a donné une classification des modules projectifs de type fini sur A = C(T 2)
dans son article [44]. Pour faciliter la lecture, nous présentons ici les résultats de son
étude (voir [44], notation 3.7 et théorème 3.9) :
Définition 3.1 (modules Ec,d). Pour c ∈ Z et d ∈N∗, les espaces vectoriels Ec,d définis
par :
Ec,d = ⎧⎪⎪⎨⎪⎪⎩ξ ∈ C(R2 →C) tel que
⎧⎪⎪⎨⎪⎪⎩ ξ(x + d, y) = e(−cy)ξ(x, y)ξ(x, y + 1) = ξ(x, y)
⎫⎪⎪⎬⎪⎪⎭
sont des C(T 2)-modules pour le produit à droite point par point :
(ξ ⋅ a)(x, y) = ξ(x, y)a(x, y). (3.1)
Théorème 3.2 (Rieffel, 1983). Tous les modules projectifs de type fini sur A = C(T 2)
sont isomorphes à un Ec,d pour c ∈ Z et d ∈N∗.
Avec cette notation, l’entier d est la « dimension » du module et c est son « gauchis-
sement » (twist). Dans la suite, nous ne nous intéresserons qu’aux modules de dimension
d = 1 que nous noterons simplement Ec au lieu de Ec,1.
Lemme 3.3. Les modules Ec munis du produit point par point (3.1) et du produit scalaire
à valeurs dans A ⟨ξ1, ξ2⟩A(x, y) = ξ1(x, y)ξ2(x, y)
sont des modules hilbertiens sur A.
Démonstration. Nous savons déjà que Ec est un module projectif de type fini sur A. Le
produit scalaire prend bien ses valeurs dans A : en effet, l’expression ⟨ξ1, ξ2⟩A(x, y) est
une fonction continue de x et y, qui est 1-périodique en y. Pour la périodicité sur x,
⟨ξ1, ξ2⟩A(x + 1, y) = ξ1(x + 1, y)ξ2(x + 1, y) == e(cy)e(−cy)ξ1(x, y)ξ2(x, y) = ⟨ξ1, ξ2⟩A(x, y).
La sesquilinéarité du produit scalaire est évidente, tout comme l’égalité ⟨ξ1, ξ2a⟩A =⟨ξ1, ξ2⟩Aa. La propriété ⟨ξ1, ξ2⟩∗A = ⟨ξ2, ξ1⟩A ne présente pas de difficulté, tout comme le
fait que ⟨ξ, ξ⟩A ⩾ 0 pour tout ξ ∈ Ec.
Il reste juste à prouver que Ec est complet. Or la norme de module hilbertien est√∥⟨ξ, ξ⟩A∥ = √ sup(x,y)∈T 2 ∣ξ∣2 (x, y) = sup(x,y)∈T 2 ∣ξ∣ (x, y) = ∥ξ∥∞ ,
qui est une notion bien définie puisque ∣ξ∣ est une fonction sur T 2 – comme on peut le
voir en étudiant la définition 3.1.
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Une limite uniforme de fonctions continues est continue et les relations de définition
de Ec sont clairement stables par limite simple. Par conséquent, Ec est complet.
Pour définir une structure de bimodule hilbertien, nous ajouterons simplement un
automorphisme de l’algèbre de base. Choisissons c ∈ Z, µ, ν ∈ R et notons σ l’automor-
phisme de A défini par
σ(a)(x, y) = a(x − 2µ, y − 2ν).
Lemme 3.4. On définit un A-A-bimodule hilbertien Ecµ,ν à partir du module hilbertien
Ec auquel on ajoute l’action à gauche
(a ⋅ ξ)(x, y) = (ξσ−1(a))(x, y) = ξ(x, y)a(x + 2µ, y + 2ν)
et le produit scalaire
A⟨ξ1, ξ2⟩(x, y) = ξ1(x − 2µ, y − 2ν)ξ2(x − 2µ, y − 2ν) = σ (⟨ξ2, ξ1⟩A) (x, y). (3.2)
Démonstration. Il est clair que les relations précédentes définissent un A-A-bimodule.
Vérifions la compatibilité de A⟨ , ⟩ avec la multiplication à gauche :
A⟨aξ1, ξ2⟩ = σ (⟨ξ2, aξ1⟩A) = σ (⟨ξ2, ξ1σ−1(a)⟩A) = σ (⟨ξ2, ξ1⟩A) a = a A⟨ξ1, ξ2⟩
car l’algèbre A est commutative. Les autres propriétés de A⟨⋅, ⋅⟩ découlent facilement de
3.2 et des propriétés de ⟨⋅, ⋅⟩A.
Il nous suffit maintenant de vérifier la compatibilité des produits scalaires :
A⟨ξ1, ξ2⟩ξ3 = ξ3σ−1 (A⟨ξ1, ξ2⟩) = ξ3⟨ξ2, ξ1⟩A.
Comme
(ξ3⟨ξ2, ξ1⟩A)(x, y) = ξ3(x, y)ξ2(x, y)ξ1(x, y) = ξ1(x, y)(⟨ξ2, ξ3⟩A)(x, y),
les deux produits scalaires vérifient A⟨ξ1, ξ2⟩ξ3 = ξ1⟨ξ2, ξ3⟩A et Ecµ,ν est donc un bimodule
hilbertien.
Lemme 3.5. Pour chaque (c, µ, ν) ∈ Z ×R2,
– il existe un repère de Ecµ,ν d’au plus deux éléments. En outre ces générateurs
peuvent être choisis dans C∞(R2 →C) ;
– Ecµ,ν est un A-A-bimodule d’équivalence de Morita.
Pour c ≠ 0, nous pouvons choisir le repère (ξ1, ξ2) tel que
2∑
i=1A⟨ξi, ξi⟩ = 1
2∑
i=1⟨ξi, ξi⟩A = 1. (3.3)
Dans la suite, nous abrégerons autant que possible les notations en écrivant E à la
place de Ecµ,ν .
Démonstration. Pour c = 0, E0µ,ν est en fait le bimodule associé à l’automorphisme σ de
A. La fonction constante 1 constitue clairement un repère et 1 ∈ C∞(R2 →C).
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Si c ≠ 0, nous devons utiliser deux éléments pour générer Ecµ,ν . Si ξ̃ est une fonction
complexe sur [−1/2,1/2] × S1 qui s’annule avec toutes ses dérivées en {−1/2} × S1 et en{1/2} × S1, on peut l’étendre en un élément de E en posant
ξ(x + 1, y) = e(−cy)ξ(x, y).
Nous pouvons définir une fonction lisse ξ̃1 sur [−1/2,1/2]×S1 à partir de la fonction χ1
du lemme A.1, en posant :
ξ̃1(x, y) = χ1(x).
Cette fonction s’étend ensuite un élément ξ1 de E. Comme ξ̃1 s’annule avec toutes ses
dérivées aux points de raccord, ξ1 ∈C∞(R2 →C).
Nous pouvons utiliser un procédé similaire (mais à partir de la fonction χ2 sur [0,1])
pour définir un élément ξ2 ∈M , qui est également dans C∞(R2 →C).
Il est clair que
⟨ξi, ξi⟩A = χiχi A⟨ξi, ξi⟩ = σ(χi)σ(χi),
ce qui nous permet d’affirmer
2∑
i=1A⟨ξi, ξi⟩ = 1
2∑
i=1⟨ξi, ξi⟩A = 1.
et donc que la famille (ξi) est un repère pour EA et AE, d’après la remarque 1.46.
Pour prouver que les E sont des bimodules d’équivalence de Morita, il suffit de
prouver qu’ils sont pleins à gauche et à droite. Pour c = 0, cette propriété est évidente.
Pour c ≠ 0, nous pouvons reprendre la famille (ξi) et remarquer que
a = 2∑
i=1A⟨aξi, ξi⟩ =
2∑
i=1⟨ξi, ξia⟩A.
3.1.2 Variétés de Heisenberg quantiques
Définition 3.6 (variétés de Heisenberg quantiques). Les variétés de Heisenberg quan-
tiques ou QHM (Quantum Heisenberg Manifolds) sont les produits croisés généralisés
A ⋊Ecµ,ν Z associés aux bimodules Ecµ,ν .
Pour rapprocher notre définition de celle donnée dans [6], nous allons prouver un
isomorphisme entre A ⋊Ecµ,ν Z et une algèbre plus « concrète ».
Proposition 3.7. Pour c ∈ Z et µ, ν ∈ R, on définit une algèbre Dcµ,ν,0 en considérant
l’ensemble des fonctions lisses de R × R × Z dans C, à support compact sur Z, qui
vérifient :
F (x + 1, y, p) = e(−cp(y − pν))F (x, y, p) F (x, y + 1, p) = F (x, y, p) (3.4)
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et en munissant cet ensemble du produit
(F1 ⋅ F2)(x, y, p) = ∑
q∈ZF1(x, y, q)F2(x − q2µ, y − q2ν, p − q). (3.5)
Cette algèbre se représente fidèlement sur l’espace de Hilbert H obtenu en prenant le
complété de Dcµ,ν,0 pour le produit scalaire :
⟨F,G⟩ = ∑
p∈Z∫[0,1]×[0,1] F (x, y, p)G(x, y, p)dxdy. (3.6)
Par la suite, les sous-algèbres Dcµ,ν,0 seront notées D0 quand c’est possible.
Avant de passer à la démonstration, notons que l’équation (3.4) nous assure que la
norme infinie de chacun des F (⋅, ⋅, p) (pour p fixé) est finie.
Démonstration. Pour vérifier qu’il s’agit d’une algèbre, il suffit de montrer que (3.4) est
bien vérifiée par le produit : le reste est évident. Or,
(F1 ⋅ F2)(x + 1, y, p) =∑
q
F1(x + 1, y, q)F2(x + 1 − q2µ, y − q2ν, p − q)
=∑
q
e(−cq(y − qν))F1(x, y, q)e(−c(p − q)(y − q2ν − (p − q)ν))
F2(x − q2µ, y − q2ν, p − q)=∑
q
e(−cq(y − qν))e(−c(p − q)(y − (p + q)ν))(F1 ⋅ F2)(x, y, q)
=∑
q
e(−c(py + (−q2 − p2 + q2)ν))(F1 ⋅ F2)(x, y, p)
=∑
q
e(−cp(y − pν))(F1 ⋅ F2)(x, y, p).
Nous devons maintenant prouver que la formule (3.6) définit un produit scalaire sur
Dcµ,ν,0. Notons tout d’abord que d’après (3.4), quel que soit p, F (x, y, p)G(x, y, p) est
une fonction 1-périodique en x. Nous voyons donc que la formule définit bien un réel
quels que soient F et G dans Dcµ,ν,0. Par ailleurs, ce produit scalaire est clairement
sesquilinéaire et défini positif, ce qui prouve que Dcµ,ν,0 ↪H .
L’algèbre Dcµ,ν,0 est représentée sur H , car quitte à majorer brutalement F par la
somme des normes infinies des F (⋅, ⋅, p), il est clair que G ↦ F G est continue pour le
produit scalaire.
Pour la fidélité de la représentation, remarquons que F (x, y, p) = δp,0 est l’unité
de Dcµ,ν,0 – que nous noterons 1. Comme Dcµ,ν,0 ↪ H , nous avons ensuite ⟨F,F 1⟩ =∑p ∫[0,1]×S1 F (x, y, p)F (x, y, p)dxdy, qui est strictement positif dès que F est non nul.
Définition 3.8 (algèbres Dcµ,ν). Pour c ∈ Z, µ, ν ∈ R, nous notons Dcµ,ν la C∗-algèbre
obtenue en complétant Dcµ,ν,0 au sens de la norme de B(H ).
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Remarque 3.9. Il est alors facile de vérifier que l’adjoint d’un élément F dans Dcµ,ν est
donné par :
F ∗(x, y, p) = F (x − 2pµ, y − 2pν,−p) (3.7)
Pour alléger les notations, nous écrirons D à la place de Dcµ,ν quand c’est possible.
Il existe une action de jauge sur D, que l’on obtient comme action adjointe d’un groupe
d’unitaire sur H :
Définition 3.10 (action de jauge). Les applications (Ut)t∈R/Z définies sur H par
(UtF )(x, y, p) = e−i2piptF (x, y, p)
pour F ∈D0 forment un groupe d’unitaires de B(H ).
On peut définir une action de jauge γ sur D comme action adjointe :
γt(F ) = U−tFUt.
La démonstration requise par cette définition est évidente.
Remarque 3.11. L’action de jauge γ définie ci-dessus est continue point par point,
puisque la remarque 1.19 s’applique à notre situation.
L’intérêt des algèbres D provient de la proposition suivante :
Proposition 3.12. Pour tous c ∈ Z, µ, ν ∈ R, l’algèbre Dcµ,ν est isomorphe au produit
croisé généralisé A ⋊Ecµ,ν Z.
Dans la suite, nous utiliserons le terme de QHM pour parler des algèbres D – de
façon à nous rapprocher des notations de la littérature.
Démonstration. Nous allons prouver l’isomorphisme en utilisant le théorème d’invariance
de jauge 1.53. Pour ce faire, nous devons prouver qu’il existe une représentation cova-
riante (pi,Φ) de Ec sur Dcµ,ν . Prenons
pi(a)(x, y, p) = δ0,pa(x + 2µ, y + 2ν) Φ(ξ)(x, y, p) = δ1,pξ(x, y).(pi,Φ) est une bien une représentation du bimodule hilbertien Ecµ,ν . En effet, pi est un
homomorphisme d’algèbres et l’application Φ vérifie
(Φ(ξ)∗Φ(ζ))(x, y, p) = δp,0Φ(ξ)(x + 2µ, y + 2ν)ζ(x + 2µ, y + 2ν) = pi(⟨ξ, ζ⟩A)(x, y, p)
ainsi que
(Φ(ζ)Φ(ξ)∗)(x, y, p) = δp,0ζ(x, y)Φ(ξ)(x, y) = pi(A⟨ξ, ζ⟩)(x, y, p).
D’après la remarque 1.49, ces deux propriétés suffisent pour avoir une représentation
covariante. Il est clair que pi est injective et comme la représentation admet clairement
une action de jauge (voir la définition 3.10), le théorème 1.53 s’applique et A⋊E Z et D
sont isomorphes.
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Dans la suite, il sera utile de considérer D comme une algèbre graduée.
Définition 3.13 (modulesM cµ,ν). L’action de jauge γ sur Dcµ,ν induit une graduation de
cette algèbre par les espaces spectraux de l’action. Plus précisément, pour tous c, p ∈ Z,
µ, ν ∈R, nous notons D(p) ou Mpcpµ,pν l’espace spectral associé à p, c’est-à-dire
M cµ,ν = {F ∈Dcµ,ν ∣γt(F ) = ei2piptF} .
Il est facile de vérifier queMpcpµ,pν est un bimodule hilbertien sur l’espace spectral associé
à 0 – qui n’est rien d’autre que A = C(T 2). Les produits scalaires sont définis de façon
évidente en utilisant l’involution de l’algèbre :
⟨ξ, ζ⟩A = ξ∗ζ A⟨ξ, ζ⟩ = ξζ∗.
La notation Mpcpµ,pν est bien définie, car le pe espace spectral de Dcµ,ν est isomorphe
au premier espace spectral de Dpcpµ,pν .
Remarque 3.14. Le lemme 3.5 donne un repère explicite pour Ecµ,ν . La démonstration
de la proposition 3.12 montre que nous pouvons transférer ce repère pour obtenir un
repère (ξpi )i i = 1,2 de Mpcpµ,pν .
Proposition 3.15 (trace). On définit un état tracial sur D par
τ(F ) = τ0 (E0(F )) ,
où τ0 est la trace sur A = C(T 2) :
τ0(a) = ∫
T 2
a(x, y)dxdy
et E0 est l’espérance conditionnelle du lemme 1.20.
Démonstration. τ est positive comme composée de l’espérance conditionnelle E0 (voir le
lemme 1.20 et [9], II.6.10) et de la trace positive τ0 sur A.
Il est facile de calculer que τ(1) = 1, pour prouver que τ est un état. Vérifions qu’il
s’agit bien d’une trace, en prenant F1, F2 ∈D0 :
(F1 ⋅ F2)(x, y,0) =∑
q
F1(x, y, q)F2(x − 2qµ, y − 2qν,−q)
=∑
q
F1(x′ + 2qµ, y′ + 2qν, q)F2(x′, y′,−q)
=∑
q′ F1(x′ − 2q′µ, y′ − 2q′ν,−q′)F2(x′, y′, q′)= (F2 ⋅ F1)(x′, y′,0)
en posant successivement x′ = x − 2qµ, y′ = y − 2qν et q′ = −q. Après intégration, nous
avons bien τ(F1 ⋅ F2) = τ(F2 ⋅ F1). τ est donc une trace.
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3.1.3 Action du groupe de Heisenberg
Définition 3.16 (groupe de Heisenberg). Nous appelons groupe de Heisenberg et notons
H3 le sous-groupe de GL3(R) des matrices de la forme :
⎛⎜⎝
1 s t
0 1 r
0 0 1
⎞⎟⎠ .
Par la suite, nous noterons H3 l’algèbre de Lie associée à H3.
Rappelons la remarque suivante de Rieffel ([45], p.539) :
Remarque 3.17. Si c ≠ 0, on peut paramétrer H3 de façon à identifier H3 avec R3
muni du produit :
(r′, s′, t′)(r, s, t) = (r′ + r, s′ + s, t′ + t + cs′r). (3.8)
Notons que dans ce contexte, l’inverse de (r, s, t) est (−r,−s,−t + csr).
Remarque 3.18. Si c = 0, il est clair que la formule (3.8) définitR3 muni de sa structure
additive habituelle.
Proposition 3.19. Reprenons l’espace de HilbertH de la proposition 3.7 et considérons
la formule (L(r,s,t)F )(x, y, p) = e( − p(t + cs(x − r)))F (x − r, y − s, p),
où F ∈D0.
– Si c ≠ 0, elle définit une représentation unitaire de H3 sur H .
– Si c = 0, elle définit une représentation unitaire de T 3 sur H .
Démonstration. Il est clair que l’image d’un élément de D0 par L est toujours à support
compact sur Z. Vérifions maintenant que (L(r,s,t)F ) est bien dans H . La condition de
périodicité sur y est évidemment vérifiée. La condition sur x nécessite un calcul :
(L(r,s,t)F )(x + 1, y, p) =e( − p(t + cs(x + 1 − r)))F (x + 1 − r, y − s, p)= e( − p(t + cs(x + 1 − r)))e(−cp(y − s − pν))F (x − r, y − s, p)
= e(−cp(y − pν))e( − p(t + cs(x − r)))F (x − r, y − s, p)= e(−cp(y − pν))(L(r,s,t)F )(x, y, p).
Il est maintenant facile de voir que L(r,s,t) conserve le produit scalaire, ce qui justifie que
cet opérateur s’étend à H .
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Par ailleurs, les paramètres de L satisfont l’équation (3.8) :(L(r′,s′,t′)L(r,s,t)F )(x, y, p) == L(r′,s′,t′) (e( − p(t + cs(x − r)))F (x − r, y − s, p))= e( − p(t′ + cs′(x − r′)))e( − p(t + cs(x − r′ − r)))F (x − r − r′, y − s − s′, p)
= e( − p(t + t′ + cs′r + c(s + s′)(x − r − r′)))F (x − (r + r′), y − (s + s′), p)= (L(r+r′,s+s′,t+t′+cs′r)F)(x, y, p).
Vérifions maintenant que L est une représentation unitaire de H3 sur H :(F,L(r,s,t)G) = ∑
p∈Z∫[0,1]×S1 F (x, y, p)e( − p(t + cs(x − r)))G(x − r, y − s, p)= ∑
p∈Z e(p(t + csx′))F (x′ + r, y′ + s, p)G(x′, y′, p),
avec un changement de variable évident. L’adjoint de L(r,s,t) est donc L(−r,−s,−t+c r s), ce
qui prouve que la représentation est unitaire.
Enfin, pour c = 0, il est clair que L est une action de R3. Comme
L(1,0,0) = L(0,1,0) = L(0,0,1) = IdH ,
on peut la relever en une action de T 3.
Définition 3.20. On définit une action de H3 sur D, en posant :
αg(F ) = LgFL∗g
Cette action est clairement compatible avec la structure d’algèbre de D, puisque L
est une représentation unitaire. Explicitement,
α(r,s,t)(F )(x, y, p) = e( − p(t + cs(x − r)))F (x − r, y − s, p). (3.9)
Remarque 3.21. Il est évident que γ−t = α(0,0,t), où γ est l’action de jauge. Il découle
alors de (3.8) que γ commute avec α – qui préserve donc la graduation de D.
En d’autres termes, α se restreint en une action sur les modules Mpcpµ,pν qui sont
inclus dans Dcµ,ν .
Proposition 3.22. L’action α est continue point par point.
Démonstration. Pour tout g, αg est un automorphisme de la C∗-algèbre D, qui préserve
donc la norme de D. Par conséquent,∥αg(F ) − F ∥ ⩽ ∥αg(F ) − αg(F0)∥ + ∥αg(F0) − F0∥ + ∥F0 − F ∥⩽ 2∥F − F0∥ + ∥αg(F0) − F0∥
et il nous suffit donc de montrer la continuité point par point sur une partie dense,
comme D0.
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Dans le cas c = 0, les éléments homogènes de degré p sont des fonctions sur T 2.
Prenons F0 ∈D(p),
∣Lr,s,t(F0)(x, y) − F0(x, y)∣ = ∣e( − pt)F0(x − r, y − s) − F0(x, y)∣⩽ ∣(e(−pt) − 1)F0(x − r, y − s)∣ + ∣F0(x − r, y − s) − F0(x, y)∣ .
Comme F0 est une fonction continue sur le compact T 2, elle est uniformément continue.
Ainsi pour (r, s) assez petit, le terme de droite est plus petit que ε. De même, en
choisissant t proche de 0, on peut majorer le terme de droite par ε.
Au final, α est continue point par point sur D(p). Tout élément de D0 étant une
somme finie de D(p), α est continue point par point sur D0.
Si c ≠ 0, la remarque 3.14 fournit un repère pour M cppµ,pν , que nous notons (ξpi )i,
i = 1,2. Si α est continue point par point sur A d’une part et sur les ξpi d’autre part, α
est continue point par point sur D(p) = Mpcpµ,pν . Ceci est suffisant, car tout élément de
D0 s’écrit comme somme finie de D(p).
Il est facile de prouver comme ci-dessus que α est continue sur A =M00,0. Pour les ξpi ,
∣Lr,s,t(ξpi )(x, y) − ξpi (x, y)∣ = ∣e( − p(t + cs(x − r)))ξpi (x − r, y − s) − ξpi (x, y)∣⩽ ∣e( − p(t + cs(x − r))) − 1∣ ∣ξpi (x − r, y − s)∣ + ∣ξpi (x − r, y − s) − ξpi (x, y)∣ .
Prenons i = 1. Les relations (3.4) montrent que (x, y) ↦ ∣ξpi (x − r, y − s) − ξpi (x, y)∣ et(x, y) ↦ ∣e( − p(t + cs(x − r))) − 1∣ ∣ξpi (x − r, y − s)∣ sont des fonctions sur T 2. Il suffit
donc de majorer la différence sur [−1/2,1/2] × S1.
Supposons donc que −1/2 ⩽ x ⩽ 1/2. Par construction, ξp1 est à support compact dans] − 1/2,1/2[. Cette fonction est donc uniformément continue, et pour (r, s) assez petit,
le terme de droite est majoré par ε.
Il est clair que x − r est borné pour x dans [−1/2,1/2]. Nous pouvons donc prendre
s et t suffisamment proches de 0 pour rendre le terme de gauche arbitrairement petit.
Ainsi, nous avons prouvé que (r, s, t) ↦ αr,s,t(ξp1) était continue. Un raisonnement
similaire est possible sur ξp2 , ce qui conclut la preuve.
Proposition 3.23. La trace τ est invariante sous l’action α de H3.
Démonstration. Il s’agit d’un simple calcul. Si nous partons de F ∈D0,
τ (α(r,s,t)(F )) = τ0(F (x − r, y − s,0)) = ∫
T 2
F (x − r, y − s,0)dxdy = τ(F ),
car la trace τ0 est invariante par translation.
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3.1.4 Cas c = 0
Définition 3.24 (tores non-commutatifs). Le tore non-commutatif de dimension n as-
socié à la matrice anti-symétrique n × n (θi,j)i,j est la C∗-algèbre universelle engendrée
par n unitaires U1, . . . , Un qui satisfont les relations :
UjUi = ei2piθi,jUiUj .
Si Θ = (θi,j)i,j est la matrice anti-symétrique des relations, on note AΘ le tore non-
commutatif associé.
Les tores non-commutatifs de dimension n sont munis d’une action canonique β de
Tn donnée par
β(z1,...,zn)(Ui) = ziUi.
Proposition 3.25. Dans le cas de c = 0, l’algèbre D0µ,ν est isomorphe au tore non-
commutatif de dimension 3 AΘ où
Θ = ⎛⎜⎝
0 0 µ
0 0 ν−µ −ν 0
⎞⎟⎠ .
L’action de T 3 sur D0µ,ν s’identifie à l’action canonique de T 3 sur AΘ.
Démonstration. Dans le cas c = 0, M0µ,ν ≃ A en tant que A-module à gauche. En particu-
lier, la fonction constante 1 appartient à M0µ,ν . Nous noterons désormais U3 cet élément,
pour le distinguer de l’unité de l’algèbre A. Tous les éléments de M0µ,ν sont de la forme
aU3 pour a ∈ A. Notons U1 et U2 les éléments de l’algèbre A :
U1(x, y) = ei2pix U2(x, y) = ei2piy.
Prouvons maintenant que si on dispose d’unitaires V1, V2 et V3 dans une C∗-algèbre B,
qui vérifient les relations :
V1V2 = V2V1 V3V1 = ei2piµV1V3 V3V2 = ei2piνV2V3
alors on peut définir un homomorphisme Φ ∶D → B en posant
Φ(U1) = V1 Φ(U2) = V2 Φ(U3) = V3.
Φ induit clairement une représentation (pi,T ) du bimodule hilbertien M . pi ∶A → B est
définie car U1 et U2 génèrent A. Nous définissons T par T (aU3) = pi(a)V3. Pour vérifier
qu’il s’agit bien d’une représentation de bimodule hilbertien, il suffit de prouver les points
(i) et (iv) de la définition 1.48 :
– pour (i) : T (aU3)∗T (a′U3) = V ∗3 pi(a)∗pi(a′)V3 = pi(⟨a, a′⟩A)
car
V3pi(U1)V ∗3 = V3V1V ∗3 = ei2piµV1V3V ∗3 = pi(ei2piµU1) V3pi(U2)V ∗3 = pi(ei2piνU1)
qui suffit à prouver que V3pi(a)V ∗3 = pi(ρ(a)) où ρ(a)(x, y) = a(x + 2µ, y + 2ν).
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– pour (iv) :
T (a′U3)T (aU3)∗ = pi(a′)V3V ∗3 pi(a)∗ = pi(a′a∗) = pi(A⟨a′U3, aU3⟩)
Nous avons bien une représentation du bimodule hilbertien, donc un homomorphisme
Φ ∶D → B. Ainsi, D a la propriété universelle de AΘ et les deux algèbres sont isomorphes.
Enfin, il est clair que l’action canonique de T 3 sur AΘ correspond à l’action de T 3 sur
D0µ,ν .
Les tores non-commutatifs de dimensions supérieures ont été déjà largement étudiés.
Dans la suite de ce mémoire, nous supposerons donc c ≠ 0.
3.2 K-théorie et cohomologie cyclique sur D
3.2.1 Sous-algèbre lisse et dérivations
Suivant l’étude des produits croisés généralisés lisses que nous avons effectuée à la
sous-section 1.3.4, nous utilisons les sous-algèbres lisses canoniques des QHM, considérées
comme produits croisés généralisés munis d’une action du groupe de Lie de dimension
finie H3.
Définition 3.26. Nous appelons QHM lisse et nous notons Dcµ,ν l’algèbre des éléments
H3-réguliers de Dcµ,ν .
Dans la suite, nous utiliserons D au lieu de Dcµ,ν lorsqu’aucune confusion n’est pos-
sible. La proposition 3.22 nous assure que nous pouvons appliquer la proposition 1.57 et
obtenir :
Proposition 3.27. L’algèbre D est une sous-algèbre lisse de D. Il s’agit en outre d’une
algèbre de Fréchet.
Une application directe de la définition 1.63 des générateurs infinitésimaux sur la
relation (3.9) donne :
Proposition 3.28. Les générateurs infinitésimaux de H3 équipé du paramétrage (3.8) :
∂1(F )(x, y, p) = −∂F
∂x
(x, y, p) ∂3(F )(x, y, p) = −i2pipF (x, y, p)
∂2(F )(x, y, p) = −∂F
∂y
(x, y, p) − i2picpxF (x, y, p).
Les ∂i satisfont les relations
[∂1, ∂2] = −c∂3 [∂1, ∂3] = 0 [∂2, ∂3] = 0. (3.10)
Nous définissons une version lisse de M par :
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Notation 3.29. Une algèbre Dcµ,ν étant fixée, on note D (p) l’espace spectral de degré
p de D . Nous utilisons également la notation :
M c,pµ,ν = D (p).
Remarquons queM c,pµ,ν ⊆D(p) =Mpcpµ,pν . Pour simplifier les notations, Dcµ,ν étant fixé,
nous écrirons M p au lieu de M c,pµ,ν .
Remarque 3.30. La remarque 3.21 nous assure que α préserve la graduation de D. En
conséquence, les générateurs infinitésimaux ∂i stabilisent lesM p. En outre,M p peut se
définir comme l’ensemble des éléments H3-réguliers de M⊗p ⊆D.
3.2.2 K-théorie et représentants
La proposition 3.27 nous permet d’appliquer le théorème 1.58 et de prouver que
l’algèbre D possède la même K-théorie que D. Nous pouvons alors utiliser les résultats
d’Abadie ([2], théorème 3.4) pour conclure que :
Proposition 3.31. La K-théorie de D est donnée par
K0(D ) = Z3 +Z/cZ K1(D ) = Z3. (3.11)
Nous allons affiner la proposition ci-dessus en construisant des représentants ex-
plicites de la K-théorie impaire. Nous présenterons des représentants explicites de la
K-théorie paire dans la section 3.3.
En guise de première étape de cette construction, prenons ξ ∈ M et a ∈ A dans le
produit (3.5). Nous obtenons :
∀ξ ∈M,∀a ∈ A, ξa = σ(a)ξ. (3.12)
Une conséquence de cette relation est :
Lemme 3.32. Pour tous ξ, ζ ∈M cµ,ν ⊆Dcµ,ν , σ(ξ∗ζ) = ζξ∗.
Démonstration. En utilisant le repère ξ1, ξ2 de la remarque 3.14, nous obtenons :
σ(ξ∗ζ)(ξ1ξ∗1 + ξ2ξ∗2 ) = ξ1ξ∗ζξ∗1 + ξ2ξ∗ζξ∗2 = ζξ∗1 ξ1ξ∗ + ζξ∗2 ξ2ξ∗ = ζξ∗,
où nous avons utilisé la commutativité de A.
Remarque 3.33. Comme pour tout a ∈ A, on a σ(a) = α(2µ,2ν,0)(a), on peut étendre
σ de A en un automorphisme de l’algèbre D, que nous noterons également σ, en posant
σ = α(2µ,2ν,0).
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Proposition 3.34. Soient
M+ = ( ξ1 0−ξ2 0) M− = (0 σ(ξ2)∗0 σ(ξ1)∗) .
Ces éléments satisfont les relations :
M+M∗+ = P+ = ( ξ1ξ∗1 −ξ1ξ∗2−ξ2ξ∗1 ξ2ξ∗2 ) M∗+M+ = Q+ = (1 00 0)
M−M∗− = P− = (σ(ξ∗2 ξ2) σ(ξ∗2 ξ1)σ(ξ∗1 ξ2) σ(ξ∗1 ξ1)) M∗−M− = Q− = (0 00 1)
et
P± = P 2± = P ∗± P+ + P− = I2 Q± = Q2± = Q∗± Q+ +Q− = I2
P±M± =M± M±Q± =M± M±M∗∓ = 0 M∗±M∓ = 0,
ce qui implique que U3 =M+ +M− est un unitaire.
Démonstration. Les quatre premières relations se prouvent par calcul direct. Les rela-
tions entre Q± sont évidentes. Les P± sont clairement auto-adjoints. En utilisant (3.3),
il est facile de calculer que P 2+ = P+.
Montrons P+ + P− = I2, ce qui prouvera les dernières relations entre P± :
( ξ1ξ∗1 −ξ1ξ∗2−ξ2ξ∗1 ξ2ξ∗2 ) + (σ(ξ∗2 ξ2) σ(ξ∗2 ξ1)σ(ξ∗1 ξ2) σ(ξ∗1 ξ1)) = ( ξ1ξ∗1 + ξ2ξ∗2 −ξ1ξ∗2 + ξ1ξ∗2−ξ2ξ∗1 + ξ2ξ∗1 ξ2ξ∗2 + ξ1ξ∗1 ) = I2,
en utilisant systématiquement le lemme 3.32. En outre, le développement
(M±Q± −M±)∗(M±Q± −M±) = (Q±M∗± −M∗±)(M±Q± −M±) == Q±Q±Q± −Q2± −Q2± −Q± = 0
nous assure que M±Q± =M±. Par ailleurs, P±M± =M±M∗±M± =M±Q± =M±, et
M±M∗∓ =M±Q±Q∓M∗∓ = 0 M∗±M∓ =M∗±P±P∓M∓ = 0.
Nous pouvons maintenant donner des représentants explicites de K1(D ) :
Corollaire 3.35. Il existe trois classes dans K1(D ) données par :
U1(p, x, y) = δ0,pe(x) U2(p, x, y) = δ0,pe(y) U3 =M+ +M−.
Nous calculerons les images de ces éléments par une certaine application de l’indice
dans la proposition 3.79.
Démonstration. Les deux premiers unitaires proviennent de l’inclusion A ↪ Dcµ,ν . Le
fait que U3 est un unitaire est une conséquence directe des propriétés de la proposition
3.34.
Notons que pour l’instant, nous n’avons pas prouvé que les classes de K-théorie des
Ui étaient deux à deux distinctes. Cette propriété est une conséquence du tableau (3.18).
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3.2.3 Cocycles cycliques
La proposition 3.23 montre que la trace τ est invariante sous l’action du groupe de
Lie H3. La proposition 1.65 nous permet donc de générer des cocycles cycliques à partir
d’éléments de Λ∗H3 qui vérifient (1.3).
Proposition 3.36. Les 7 formes multilinéaires suivantes sont des cocycles cycliques sur
D :
– Degré 0 : trace τ .
– Degré 1 : les ϕi pour i = 1,2,3 où
ϕi(a0, a1) = τ(a0∂i(a1)).
– Degré 2 : ϕ1,3 et ϕ2,3 où
ϕi,3(a0, a1, a2) = τ(a0(∂i(a1)∂3(a2) − ∂3(a1)∂i(a2))).
– Degré 3 : ϕ1,2,3 donné par
ϕ1,2,3(a0, a1, a2, a3) = ∑
σ∈Σ3 ε(σ)τ(a0∂σ(1)a1∂σ(2)a2∂σ(3)a3).
Démonstration. Il s’agit d’une application directe de la proposition 1.65.
– Degré 0 : il n’y a rien à vérifier car τ est une trace (proposition 3.15)
– Degré 1 : la condition (1.3) est vide : dans ce cadre, toute dérivation génère un
cocycle cyclique.
– Degré 2 : les relations de commutations[∂1, ∂3] = 0 [∂2, ∂3] = 0
montrent que ξ1 ∧ ξ3 et ξ2 ∧ ξ3 vérifient la condition (1.3).
– Degré 3 : partons de ξ1 ∧ ξ2 ∧ ξ3. La condition (1.3) s’écrit alors :(−1)3 [ξ1, ξ2]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=−c∂3 ∧ξ3 + (−1)
4 [ξ1, ξ3]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=0 ∧ξ2 + (−1)
5 [ξ2, ξ3]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=0 ∧ξ1 = 0
où nous avons utilisé les relations de commutations, dont [ξ1, ξ2] = −c∂3.
Pour prouver que ces cocycles cycliques sont non triviaux et deux à deux distincts,
nous utilisons la cohomologie de Hochschild (voir par exemple le chapitre 1 de [37]) :
Définition 3.37. La cohomologie de Hochschild HH∗(A ) d’une algèbre A est la co-
homologie du complexe (Cn, b) où Cn est l’ensemble des formes (n + 1)-linéaires φ sur
A (sans condition de cyclicité !) et la différentielle b est donnée par :
bφ(a0, . . . , an, an+1) = n∑
j=0(−1)jφ(a0, . . . , ajaj+1, . . . , an+1)+ (−1)n+1φ(an+1a0, . . . , an).
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Les cochaines fermées au sens ci-dessus sont appelés des cocycles de Hochschild.
Dans le cas d’une algèbre localement convexe, on demande en plus que les formes
multi-linéaires soient continues.
Au vu de la définition 1.59 et de celle-ci dessus, il est clair que les cocycles cycliques
sont également des cocycles de Hochschild. Les liens entre cohomologies cyclique et de
Hochschild sont bien connus. Ils sont formalisés par le triangle exact SBI (voir [13],
théorème 37), qui prouve en particulier que si deux cocycles cycliques sont distincts
dans HH∗(A ), alors ils sont distincts dans HC∗(A ).
La cohomologie de Hochschild a une théorie duale, l’homologie de Hochschild, notée
HH∗(A ). Les chaines de HH∗(A ), appelées cycles de Hochschild, sont des éléments
des produits tensoriels itérés A ⊗ ⋯ ⊗ A qui satisfont une condition duale de bφ = 0.
L’évaluation « naïve » d’un cocycle de Hochschild sur un cycle de Hochschild définit un
appariement entre HHn(A ) et HHn(A ) (voir [37], 1.1 et 1.5).
En utilisant cet appariement, nous montrons que les cocycles cycliques sont deux à
deux distincts en cohomologie de Hochschild :
Proposition 3.38. Les cycles de Hochschild (cI) définis ci-dessous sont « duaux » aux
cocycles de la proposition 3.36, au sens où
⟨ck, ϕi⟩ = δk,iki ⟨ck,l, ϕi,j⟩ = δi,kδj,lki,j ⟨c1,2,3, ϕ1,2,3⟩ = k1,2,3,
pour des constantes non nulles kI ∈C. Les expressions de ces cycles sont :
– Degré 1 : c1 = U∗1 ⊗U1, c2 = U∗2 ⊗U2 et c3 = ξ∗1 ⊗ ξ1 + ξ∗2 ⊗ ξ2 ;
– Degré 2 : « anti-symétrisé » cj,3 de ∑p ξ∗pU∗j ⊗Uj ⊗ ξp :
cj,3 = 2∑
p=1 ξ∗pU∗j ⊗Uj ⊗ ξp −U∗j ξ∗p ⊗ ξp ⊗Uj
– Degré 3 : en écrivant Up,j pour Uj si j = 1,2 et pour ξp si j = 3,
c1,2,3 = 2∑
p=1 ∑σ∈Σ3 ε(σ)U∗p,σ(3)U∗p,σ(2)U∗p,σ(1) ⊗Up,σ(1) ⊗Up,σ(2) ⊗Up,σ(3),
Remarque 3.39. Le cycle de Hochschild c1,2,3 est l’analogue d’une forme fondamentale
pour D .
Remarque 3.40. Les cocycles cycliques sont des cocycles de Hochschild ce qui permet
de définir les appariements ⟨cI , ϕK⟩ avec les cycles de Hochschild. Par ailleurs, si ϕ1,2
(avec une expression évidente) n’est pas un cocycle cyclique, il s’agit d’un cocycle de
Hochschild bien défini et son « dual » est c1,2 = U∗1U∗2 ⊗U2 ⊗U1 −U∗2U∗1 ⊗U1 ⊗U2.
Remarque 3.41. Ces cycles ressemblent beaucoup à ceux qu’on obtiendrait grâce à des
produits de mélange (shuﬄe products) des ci. Cependant, dans notre cas ces produits
de mélange ne sont pas définis, puisque D n’est pas commutative.
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Démonstration. Il est clair que c1 et c2 sont des cycles de Hochschild. La fermeture de
c3 est une conséquence évidente de (3.3).
Pour montrer que ci,3 et c1,2,3 sont des cycles de Hochschild, nous faisons essentielle-
ment une adaptation de la démonstration du lemme 12.15 de [47]. Nous donnons le détail
de ces calculs dans le cas de c1,2,3 dans l’annexe A.2.1. Nous ne faisons pas les calculs
pour ci,3, dans la mesure où le principe est le même et les calculs sont plus simples que
pour c1,2,3.
De même, les calculs de l’appariement de c1,2,3 avec ϕ1,2,3 sont faits dans l’annexe
A.2.2 et ceux pour les ci,3 sont tout-à-fait analogues.
3.3 Accouplements pairs
3.3.1 Définition et résultats
Soit A une algèbre localement convexe, si ai ⊗ bi ∈ A ⊗Mn(C), nous posons :(φ# Tr)(a0 ⊗ b0, . . . , an ⊗ bn) = φ(a0, . . . , an)Tr(b0⋯bn) (3.13)
Nous suivons la définition et les normalisations de [15] (III.3 proposition 2) :
Définition 3.42 (accouplements de Chern-Connes). La formule suivante définit des
accouplements bilinéaires entre K0(A ) et HC2m(A ) :
⟨[e], [φ]⟩ = 1
m!
(φ# Tr)(e, . . . , e),
où [e] ∈K0(A ) et φ ∈HC2m(A ).
En outre, il existe une application de périodicité S ∶HCn(A )→HCn+2(A ) qui nous
permet de définir les groupes HP ∗(A ) – voir [47], 10.1, définition 10.5 p.445 :
Définition 3.43 (cohomologie cyclique périodique). La cohomologie cyclique périodique
est formée des deux limites inductives :
HP 0(A ) = lim→ HC2k(A ) HP 1(A ) = lim→ HC2k+1(A ).
Les appariements ci-dessus sont en fait définis surHP 0(A ) car ils vérifient la relation
de compatibilité ⟨[e], [Sφ]⟩ = ⟨[e], [φ]⟩.
Remarque 3.44. Une conséquence des appariements de la proposition 3.38 et du tri-
angle SBI est qu’aucun des cocycles cycliques de la proposition 3.36 n’est dans l’image
IS.
Avant de continuer, nous devons introduire des modules (projectifs de type fini) sur
D, que nous étudierons plus en détail dans la sous-section 3.3.2. Les modules projectifs
de type fini sur les Dcµ,ν ont été étudiés par Abadie dans [1] et [2]. Rappelons les résultats
qui figurent dans [1] (pp. 2-3) :
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Théorème 3.45 (Abadie, 1992). Quels que soient c ∈N∗, µ, ν ∈R tels que µ2 + ν2 ≠ 0,
il existe une C∗-algèbre unifère Ecµ,ν qui est Morita équivalente à Dcµ,ν .
Cette équivalence de Morita est réalisée par le Ecµ,ν-Dcµ,ν-bimodule hilbertien N cµ,ν
obtenu par complétion de Cc(R × S1) pour le produit scalaire à valeurs dans Dcµ,ν :⟨f, g⟩Dcµ,ν(x, y, p) = ∑
n∈Z e(cnp(y − pν))f(x + n, y)g(x − 2pµ + n, y − 2pν),
l’action de Dcµ,ν à droite étant donnée par(f ⋅ F )(x, y) =∑
q
f(x − 2qµ, y − 2qν)F (x − 2qµ, y − 2qν,−q).
Le module N cµ,ν est projectif de type fini et Tr (IdNcµ,ν) = 2µ.
Dans la suite, nous noterons bien sûr N au lieu de N cµ,ν .
Remarque 3.46. Notre module N est en fait le module opposé du X donné dans [1],
p.2.
Nous verrons un peu plus loin que nous pouvons définir
– d’une part un autre module N † à partir de N et d’un isomorphisme entre QHM
(définition 3.53),
– et d’autre part des versions lisses N et N † de N et N † (définitions 3.49 et 3.56).
Théorème 3.47. Si µ et ν sont non nuls, on peut définir des modules projectifs de type
fini N et N † sur D , et les valeurs des appariements de ces modules sont données par
le tableau suivant :
τ ϕ1,3 ϕ2,3[D ] 1 0 0[N ] 2µ −i2pi 0[N † ] −2ν 0 i2pi (3.14)
Si µ ou ν est nul, alors les modules N et N † ne sont pas définis, et nous devons
utiliser l’isomorphisme entre Dcµ+1,ν+1 et Dcµ,ν que Abadie a prouvé dans l’article [1] pour
conclure. Ce phénomène peut paraître surprenant, mais il est parfaitement analogue de
ce qui se passe avec les « modules de Schwartz » pour le tore non-commutatif – voir [13]
partie II, définition au-dessus du lemme 54. Pour plus de détails, voir la remarque 3.63.
Dans l’article [3], Abadie a calculé les images du K0(D) par les traces sur D, c’est-
à-dire la première colonne de ce tableau.
3.3.2 Module N sur D pour µ ≠ 0 et ν ≠ 0
Proposition 3.48. Si µ ≠ 0, l’action β de H3 sur ND donnée par
β(r,s,t)(f)(x, y) = eixpiµ(t+sc(x/2−r−µq))f(x − r, y − s)
vérifie le point (i) de la définition 1.67.
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Démonstration. Notons d’une part que
β(r,s,t)(f ⋅ F )(x, y) =
e
ixpi
µ
(t+sc(x/2−r−µq))∑
q
f(x − r − 2qµ, y − s − 2qν)F (x − r − 2qµ, y − s − 2qν,−q),
et d’autre part que
(β(r,s,t)(f) ⋅ α(r,s,t)(F )) (x, y) =
∑
q
e
i(x−2qµ)pi
µ
(t+sc((x−2qµ)/2−r−µq))
f(x − r − 2qµ, y − s − 2qν)
× e(q(t + cs(x − r − 2qν)))F (x − r − 2qµ, y − s − 2qν,−q).
Étudions juste le facteur de phase de cette dernière expression en laissant de côté le ei⋅ :
(x − 2qµ)pi
µ
(t + sc((x − 2qµ)/2 − r − µq)) + 2piq(t + cs(x − r − 2qν)) =
= t(pi
µ
(x − 2qµ) + 2piq) + sc((x − 2qµ)pi
µ
((x − 2qµ)/2 − r − µq) + 2piq(x − r − 2qµ)) =
= tpi
µ
x − rcs(pi
µ
(x − 2qµ) + 2piq) + sc(x − 2qµ)pi
µ
((x − 2qµ)/2 − µq + 2qµ) =
= tpi
µ
x − csrpi
µ
x + cs(x − 2qµ)pi
µ
x/2 = xpi
µ
(t + cs(x/2 − r − qµ)) .
Si nous réintégrons cette propriété dans l’expression de β(r,s,t)(f) ⋅ α(r,s,t)(F ) :
(β(r,s,t)(f) ⋅ α(r,s,t)(F )) (x, y) ==∑
q
e
ixpi
µ
(t+cs(x/2−r−qµ))
f(x − r − 2qµ, y − s − 2qν)F (x − r − 2qµ, y − s − 2qν,−q) =
= β(r,s,t)(f ⋅ F )(x, y).
3.3.3 Connexions et appariements pour N
Définition 3.49. On note N le module des éléments H3-réguliers de N pour l’action
β. D’après la proposition 1.68, N est projectif de type fini sur D .
La proposition 1.69 nous permet de calculer des appariements en utilisant des con-
nexions. Nous disposons d’une action de module sur N , il est donc facile de construire
des connexions sur N (voir la proposition 1.68).
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Proposition 3.50. On définit des connexions sur N associées à ϕ1,3 et ϕ2,3 respecti-
vement, en posant :
(∇f)(x, y) = −∂f
∂x
(x, y)dx + ipi
µ
xf(x, y)dp
et (∇f)(x, y) = (−∂f
∂y
+ ipicx( x
2µ
− q) f) (x, y)dy + ipi
µ
xf(x, y)dp.
Démonstration. C’est une application évidente des propositions 1.68 et 3.48.
Proposition 3.51. Si µ ≠ 0, les valeurs des appariements pour N sont :
⟨[N ], [ϕ1,3]⟩ = −i2pi ⟨[N ], [ϕ2,3]⟩ = 0.
Démonstration. Commençons par le cas de ϕ1,3, en calculant ∇2f :
∇(∇f) = ∇(−∂f
∂x
dx + ipi
µ
xfdp)
= (∂2f
∂x2
dx − ipi
µ
x
∂f
∂x
dp)dx + ipi
µ
(−(f + x∂f
∂x
)dx + ipi
µ
x2fdp)dp
= −ipi
µ
f ⊗ dx ∧ dp
soit ∇2 = −ipiµ IdN ⊗dx ∧ dp.
Le calcul de trace d’Abadie (théorème 3.45) prouve que pour tout idempotent p tel
que pDn ≃ N ,
τ (p) = 2µ,
où τ est étendue de façon évidente à Mn(D). Comme D est une sous-algèbre lisse de D,
nous pouvons prendre un élément de K-théorie dans D qui correspond à p (théorème
1.58) et comme la trace ne dépend que de la classe dans K0(D),
⟨[N ], ϕ1,3⟩ = −i2pi.
Pour ϕ2,3, il est clair que les deux termes de la connexion commutent, ce qui prouve
que ∇2 = 0, et donc ⟨[N ], ϕ2,3⟩ = 0.
3.3.4 Connexions et appariements pour N †
Nous allons définir un second module N † sur D en utilisant un isomorphisme entre
deux Dcµ,ν .
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Proposition 3.52. Il existe un isomorphisme Φ ∶Dcµ,ν →Dcν,µ, induit par la représenta-
tion du bimodule hilbertien M cµ,ν sur Dcν,µ :
pi(a)(x, y, p) = δ0,pa(−y,−x) T (ξ)(x, y, p) = δ−1,pei2pic(y+µ)(x+ν)ξ(−y,−x).
En outre, cet isomorphisme entrelace les représentations de H3. Plus précisément :
Φ(αr,s,t(F )) = α′−s,−r,−t−c(µs+rν−rs)(Φ(F )) (3.15)
où α et α′ sont les actions de H3 sur Dcµ,ν et Dcν,µ, respectivement. Cette relation prouve
que les éléments lisses de Dcµ,ν sont envoyés sur les éléments lisses de Dcν,µ et récipro-
quement.
L’existence d’un tel isomorphisme entre Dcµ,ν et Dcν,µ est assuré par [7], théorème 2.2.
Cependant, nous donnons ici une expression explicite ainsi qu’une relation d’entrelace-
ment.
Démonstration. Notons qu’en suivant la définition 3.8, Dcν,µ admet pour sous-algèbre
dense l’algèbre Dcν,µ,0 des fonctions continues de R ×R ×Z dans C, à support compact
sur Z, qui vérifient
F (x + 1, y, p) = e(−cp(y − pµ))F (x, y, p) F (x, y + 1, p) = F (x, y, p).
Le produit est
(F1 ⋅ F2)(x, y, p) = ∑
q∈ZF1(x, y, q)F2(x − q2ν, y − q2µ, p − q).
L’involution est
F ∗(x, y, p) = F (x − 2pν, y − 2pµ,−p)
Vérifions que T (ξ) est dans la composante de degré p = −1 de Dcν,µ,0 :
T (ξ)(x + 1, y, p) = δ−1,p ei2pic(y+µ)(x+1+ν)ξ(−y,−x − 1) = δ−1,p ei2pic(y+µ)T (ξ)(x, y)
et
T (ξ)(x, y + 1, p) = δ−1,p ei2pic(y+1+µ)(x+ν)ξ(−y − 1,−x) == δ−1,p ei2pic(x+ν)ei2pic(y+µ)(x+ν)ei2pic(−x−ν)ξ(−y,−x) = T (ξ)(x, y, p).
Nous savons que pour prouver qu’il s’agit d’une représentation de bimodule, il suffit de
prouver les points (i) et (iv) de la définition 1.48.
Pour le point (i) :
T (ξ)∗T (ζ)(x, y,0) == e−i2pic(y−µ)(x−ν)ξ(−y + 2µ,−x + 2ν)ei2pic(y−µ)(x−ν)ζ(−y + 2µ,−x + 2ν) == ξ(−y + 2µ,−x + 2ν)ζ(−y + 2µ,−x + 2ν) = pi(⟨ξ, ζ⟩A)(x, y).
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Pour le point (iv) :
T (ζ)T (ξ)∗(x, y,0) = ei2pic(y+µ)(x+ν)ζ(−y,−x)e−i2pic(y+µ)(x+ν)ξ(−y,−x) == ζ(−y,−x)ξ(−y,−x) = pi (A⟨ζ, ξ⟩) (x, y).
Il existe donc un homomorphisme de Dcµ,ν vers Dcν,µ.
Pour prouver l’entrelacement : comme pi(A) et T (M cµ,ν) engendrent l’algèbre, il suffit
de vérifier l’entrelacement (3.15) sur ces deux ensembles. Notons α′ l’action de H3 sur
Dcν,µ, nous avons :
pi(αr,s,t(a))(x, y) = pi(a(x − r, y − s)) = a(−y − r,−x − s) == α′−s,−r,−t−c(µs+rν−rs)(pi(a))(x, y)
ainsi que
T (αr,s,tξ)(x, y, p) = T (e( − (t + cs(x − r)))ξ(x − r, y − s))
= δ−1,p ei2pic(y+µ)(x+ν)e( − (t + cs(−y − r)))ξ(−y − r,−x − s)= δ−1,p e( − t + c(y + µ + r)(x + ν + s) − cr(x + ν + s) − c(y + µ)s + cs(y + r))× ξ(−y − r,−x − s)= δ−1,p e( − t + c(y + µ + r)(x + ν + s) − cr(x + ν) − cµs)ξ(−y − r,−x − s)= δ−1,p e( − t − c(µs + rν − rs) − cr(x + s)))ei2pic(y+µ+r)(x+ν+s)ξ(−y − r,−x − s)= (α′−s,−r,−t−c(µs+rν−rs)T (ξ))(x, y, p).
où nous avons utilisé l’équation (3.9) pour p = −1 et Dcν,µ. Cet entrelacement permet
de prouver l’isomorphisme en utilisant le théorème 1.53 d’invariance de jauge : il est
clair que pi est injective et que Φ entrelace les actions de jauge des deux algèbres, la
représentation induit donc un isomorphisme.
Définition 3.53 (module N † cµ,ν). On définit le module N † cµ,ν sur Dcµ,ν comme le module
induit à partir de N cν,µ grâce à Φ. Ce module existe dès que ν ≠ 0. Explicitement, l’action
de Dcµ,ν est :
f ⋅ F = f Φ(F ).
Remarque 3.54. Si P ′ est un projecteur deMn(Dcν,µ) associé à N cν,µ, alors P = Φ−1(P ′)
est un projecteur de Mn(Dcµ,ν) associé à N † cµ,ν .
Lemme 3.55. Les cocycles cycliques induits sur Dcµ,ν à partir des cocycles cycliques ϕ′i,3
sur Dcν,µ valent :
Φ∗ϕ′1,3 = −ϕ2,3 Φ∗ϕ′2,3 = −ϕ1,3.
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Démonstration. Commençons par lier les dérivations ∂′i de Dcν,µ aux ∂i de Dcµ,ν . Si on
dérive la relation (3.15) suivant r, s et t successivement, puis qu’on réarrange le résultat,
on obtient
∂′1 ○Φ = Φ ○ (cµ∂3 − ∂2) ∂′2 ○Φ = Φ ○ (cν∂3 − ∂1) ∂′3 ○Φ = −Φ ○ ∂3.
Par ailleurs, les traces τ cµ,ν et τ cν,µ sont liées par
τ cν,µ (Φ(F )) = τ cµ,ν(F ).
En conséquence, les cocycles induits s’écrivent :
Φ∗ϕ′i,3(a0, a1, a2) = τ(Φ(a0)[∂′i(Φ(a1))∂′3(Φ(a2)) − ∂′3(Φ(a1))∂′i(Φ(a2)]) == τ(Φ[a0((ki∂3 − ∂j)(a1)∂3(a2) − ∂3(a1)(ki∂3 − ∂j)(a2))]) == −ϕj,3(a0, a1, a2),
où (i, j) est une permutation de (1,2) et k1 = cµ, k2 = cν.
Il est simple mais fastidieux de vérifier que (r, s, t) ↦ α′−s,−r,−t−c(µs+rν−rs) est une
représentation de H3 sur Dcν,µ. Il découle alors des propositions 3.48 , 3.52 et définition
3.53 que N † peut être équipé d’une action (α,β†), laquelle vérifie le point (i) de la
définition 1.67 et est définie par :
β†(r,s,t)(f) = β′−s,−r,−t−c(µs+rν−rs)(f),
où β′ est l’action H3 ↷ N cν,µ donnée dans la proposition 3.48. Ceci justifie la
Définition 3.56. Nous notons N † le module à droite sur D des éléments de N † qui
sont réguliers sous l’action β† de H3. La proposition 1.68 montre que N † est un module
projectif de type fini sur D .
Proposition 3.57. Si ν ≠ 0, les valeurs des appariements pour N † sont :
⟨[N † cµ,ν ], ϕ1,3⟩ = 0 ⟨[N † cµ,ν ], ϕ2,3⟩ = i2pi.
Démonstration. Au vu de la remarque 3.54, de la définition de Φ∗ϕi,3 et du lemme
précédent, il est clair que si (i, j) est une permutation de (1,2) :
⟨[N † cµ,ν ], ϕj,3⟩ = −⟨[N † cµ,ν ],Φ∗ϕ′i,3⟩ = −⟨[N cν,µ], ϕi,3⟩.
La proposition 3.51 nous permet d’obtenir
⟨[N † cµ,ν ], ϕ1,3⟩ = 0 ⟨[N † cµ,ν ], ϕ2,3⟩ = i2pi.
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3.3.5 Extension aux cas µ = 0 ou ν = 0
Dans le cas µ = 0, le module N n’existe pas et la méthode proposée ci-dessus ne
convient pas. Pour contourner cette difficulté, nous allons prouver que nous pouvons
trouver un isomorphisme entre Dcµ+k,ν+l et Dcµ,ν .
Cet isomorphisme a été prouvé par Abadie – voir la proposition 1 de [1]. Nous
ajoutons juste l’entrelacement des actions deH3. Ce qui suit est modelé sur la proposition
3.52.
Proposition 3.58. Il existe un isomorphisme Ψ ∶Dcµ,ν →Dcµ+1,ν , induit par la représen-
tation de bimodules hilbertiens sur Dcµ+1,ν :
pi(a)(x, y, p) = δ0,p a(x, y) T (ξ)(x, y, p) = δ1,p ei2pic(y−4ν/3)ξ(x, y).
Cet isomorphisme entrelace les représentations de H3 :
Ψ(αr,s,t(F )) = α′r,s,t−cs(Ψ(F )) (3.16)
où α et α′ sont les actions de H3 sur Dcµ,ν et Dcµ+1,ν , respectivement. Cette relation
prouve que les éléments lisses de Dcµ,ν sont envoyés sur les éléments lisses de Dcµ+1,ν et
réciproquement.
Remarque 3.59. Il est évident que M cµ,ν ≃ M cµ,ν+k, où k est un entier. En outre cet
isomorphisme préserve clairement l’action α et donc que Dcµ,ν ≃ Dcµ,ν+k – et l’action de
H3 est préservée.
Une fois la proposition 3.58 démontrée, nous pourrons toujours nous ramener au cas
µ ≠ 0 et ν ≠ 0, indépendamment des paramètres µ, ν choisis initialement.
Démonstration. Les relations (3.4) étant indépendantes de µ, les images de la représenta-
tion proposée sont dans Dcµ+1,ν . S’agit-il d’une représentation de bimodules hilbertiens ?
Comme précédemment, il suffit de prouver les points (i) et (iv) de la définition 1.48
pour obtenir un morphisme Ψ ∶Dcµ,ν →Dcµ+1,ν . Pour (i), nous avons tout d’abord
T (ξ)∗(x, y, p) = δ−1,p e−i2pic(y+2ν−4ν/3)ξ(x + 2(µ + 1), y + 2ν)
puis d’une part :
T (ξ)∗T (ζ)(x, y,0) == e−i2pic(y+2ν−4ν/3)ξ(x + 2(µ + 1), y + 2ν)ei2pic(y+2ν−4ν/3)ζ(x + 2(µ + 1), y + 2ν) == ξ(x + 2µ + 2, y + 2ν)ζ(x + 2µ + 2, y + 2ν) = pi (⟨ξ, ζ⟩A) (x, y,0),
car les produits scalaires de M cµ+1,ν sont à valeurs dans C(T 2), et d’autre part :
T (ζ)T (ξ)∗(x, y,0) = ei2pic(y−4ν/3)ζ(x, y)e−i2pic(y−4ν/3)ξ(x, y) = pi (A⟨ζ, ξ⟩) (x, y).
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Comme pour la proposition 3.52, il suffit de vérifier que la relation (3.16) sur les géné-
rateurs, à savoir pi(A) et T (M cµ,ν). La propriété est évidente sur pi(A). Pour T (M cµ,ν) :
T (α(r,s,t)(ξ))(x, y) = ei2pic(y−4ν/3)e( − (t + cs(x − r)))ξ(x − r, y − s) == e( − (t − cs + cs(x − r)))ei2pic(y−s−4ν/3)ξ(x − r, y − s) == α′r,s,t−cs(T (ξ))(x, y).
La représentation (pi,T ) est clairement injective. Comme elle entrelace les actions de
H3, et donc en particulier les actions de jauge, Ψ est un isomorphisme.
Définition 3.60 (module Ψ∗N cµ,ν). On note Ψ∗N cµ+1,ν le module induit sur Dcµ+1,ν à
partir de N cµ+1,ν via Ψ.
Étant donné que α′r,s,t−cs est une représentation de H3, nous pouvons munir Ψ∗N cµ,ν
d’une action de H3, comme dans la définition 3.56. Il est alors possible de définir une
« version lisse » de Ψ∗N cµ,ν .
En utilisant ces modules induits, il est possible de trouver des modules projectifs de
type fini sur Dcµ,ν quels que soient les paramètres µ, ν de départ.
Dans la suite, nous illustrerons cette possibilité pour µ = 0 et ν ≠ 0.
Lemme 3.61. L’isomorphisme Ψ laisse la trace et les cocycles cycliques invariants. Plus
précisément :
– τ c1,ν(Ψ(F )) = τ c0,ν(F ),
– les dérivations ∂′i sur Dcµ+1,ν satisfont les relations :
∂′1 ○Ψ = Ψ ○ ∂1 (∂′2 − c∂′3) ○Ψ = Ψ ○ ∂2 ∂′3 ○Ψ = Ψ ○ ∂3,
– ϕ′i,3 ○Ψ = Ψ ○ ϕi,3.
avec des notations évidentes.
La démonstration est évidente à partir du calcul de la proposition 3.57. Nous en
profitons pour noter τ et ϕi,3 dans tous les cas.
Proposition 3.62. Si µ = 0 et ν ≠ 0, nous pouvons définir et calculer les appariements
suivants :
τ ϕ1,3 ϕ2,3[D ] 1 0 0[Ψ∗N ] 2 −i2pi 0[N † ] −2ν 0 i2pi
Démonstration. En suivant la remarque 3.54, il est clair que :
⟨[Ψ∗N c1,ν],Ψ∗ϕi,3⟩ = ⟨[N c1,ν], ϕi,3⟩
Vu le tableau (3.14), nous obtenons les résultats précisés ci-dessus.
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Remarque 3.63. Il peut paraître surprenant qu’un module « cesse d’exister » pour une
certaine valeur de paramètre, mais c’est un phénomène que l’on peut déjà constater sur
les tores non-commutatifs Aθ. En effet, dans [44], il est prouvé que si θ ≠ 0, on peut doter
Cc(R) d’une structure de module pré-hilbertien sur Aθ. Le produit scalaire est :⟨f, g⟩Aθ(s) = ∑
n,m
f(s −m)g(s + nθ −m)Un,
où nous identifions Aθ au produit croisé C(T ) ⋊θ Z. En complétant Cc(R) grâce à
ce produit scalaire, nous obtenons un bimodule E d’équivalence de Morita entre deux
algèbres unifères (théorème 1.1 de [44]), ce qui prouve que le module obtenu est projectif
de type fini.
Cependant, ce module n’existe pas pour θ = 0. Tout comme dans le cas ci-dessus, on
peut tirer profit de l’isomorphisme Aθ ≃ Aθ+1 pour remplacer E par un module qui « ne
disparaît pas » pour θ = 1.
Notons que dans les deux cas, le problème apparaît lorsque l’algèbre devient com-
mutative.
3.4 Appariements impairs
3.4.1 Définitions, résultats et premiers calculs
Nous reprenons la notation φ# Tr déjà utilisée dans l’équation (3.13).
Définition 3.64 (accouplements de Chern-Connes). La formule suivante définit des
accouplements bilinéaires entre K1(A ) et HCn(A ) :
⟨[U], [φ]⟩ = 2−n√
2i
Γ(n
2
+ 1)−1 (φ# Tr)(U∗ − 1, U − 1, U∗ − 1, . . . , U − 1), (3.17)
où n = 2m + 1, [U] ∈ K1(A ) et φ ∈ HCn(A ). Ces appariements vérifient ⟨[U], [Sφ]⟩ =⟨[U], [φ]⟩.
Théorème 3.65. En reprenant les unitaires Ui donnés par le corollaire 3.35, les valeurs
des appariements impairs sont données par le tableau :
ϕ1 ϕ2 ϕ3 ϕ1,2,3[U1] −√i2pi 0 0 0[U2] 0 −√i2pi 0 0[U3] −√i2pi 2cν √i2pi 2cµ 0 −(i2pi)3/2c/3
(3.18)
Le calcul de ces résultats va occuper toute la suite de cette section.
Remarque 3.66. La colonne de ϕ3 est nulle, alors que ϕ3 est non nul en tant que
cocycle de Hochschild, comme le prouvent les appariements de la proposition 3.38. Le
triangle SBI permet d’en déduire ϕ3 ≠ 0 dans HC1(D ). Toutefois, une conséquence de
(3.18) et du théorème 3.87 est que ϕ3 = 0 dans HP 1(D ).
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Les premiers calculs d’appariements sont très simples :
Proposition 3.67. Les appariements de U1 et U2 sont donnés par les deux premières
lignes du tableau (3.18).
Démonstration. Il suffit d’évaluer
⟨[Ui], [ϕj]⟩ = 12√2i 2√piτ((U∗i − 1)∂j(Ui − 1)) = 1√2ipi τ((U∗i − 1)∂j(Ui − 1)).
Si i = 1 et j ≠ 1, alors ∂j(U1 − 1) = 0. Si i = 1 = j, alors ∂1(U1 − 1) = −i2piU1 et donc
⟨[U1], [ϕ1]⟩ = −√2ipi τ((U∗1 − 1)U1) = −√2ipi τ(1 −U1) = −√2ipi.
Le même raisonnement permet de traiter le cas i = 2.
Il nous reste donc à évaluer les appariements avec ϕ1,2,3, soit :
⟨[Ui], [ϕ1,2,3]⟩ = ∑
σ∈Σ3 ε(σ)τ((U∗i − 1)∂σ(1)(Ui − 1)∂σ(2)(U∗i − 1)∂σ(3)(Ui − 1)).
Dans la somme ci-dessus, chaque terme contient une dérivation nulle, ce qui veut dire
que l’accouplement avec ϕ1,2,3 est toujours nul.
3.4.2 Translation des dérivations et appariements de HC1(D )
Avant de pouvoir calculer les appariements entre cocycles de degré 1 et U3, nous
examinons les relations de commutations entre α et les dérivations ∂j .
Notation 3.68. Notons ∂(u,v,w) = u∂1 +v∂2 +w∂3. Il est clair que ∂(u,v,w) = ∂∂λαλu,λv,λw.
Proposition 3.69. L’égalité
αr,s,t(∂(u,v,w)(F )) = ∂(u′,v′,w′)(αr,s,t(F ))
est réalisée si et seulement si
u = u′ v = v′ w = w′ + c(v′r − su′). (3.19)
Démonstration. Il est immédiat en utilisant (3.8) que
(r, s, t)(λu,λv, λw) = (r + λu, s + λv, t + λw + csλu)(λu′, λv′, λw′)(r, s, t) = (λu′ + r, λv′ + s, λw′ + t + cλv′r).
Comme par ailleurs,
∂
∂λ
(αr,s,t(αλu,λv,λw(F ))) = αr,s,t(∂(u,v,w)(F ))
∂
∂λ
(αλu′,λv′,λw′(αr,s,t(F ))) = ∂(u′,v′,w′)(αr,s,t(F )),
nous obtenons le résultat.
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Proposition 3.70. Les appariements de U3 avec les cocycles cycliques de degré 1 sont
donnés dans le tableau (3.18).
Démonstration. Pour simplifier les notations, on écrira ∂ et ϕ au lieu de ∂i et ϕi. On
étend τ en un cocycle cyclique sur M2(D ) par la formule τ# Tr. Par abus de notations,
τ# Tr sera également noté τ .
Partons de l’expression U3 =M+ +M− et introduisons la dans l’équation (3.17) :√
2ipi ⟨[U3], [ϕ]⟩ = τ((M∗+ +M∗− − 1)∂(M+ +M−)) = τ((M∗+ +M∗−)∂(M+ +M−))
car τ(∂(M+ +M−)) = 0. La trace s’annule sur les éléments de degré non nul, donc nous
pouvons ne conserver que les termes de degré 0 :√
2ipi ⟨[U3], [ϕ]⟩ = τ(M∗+∂M+ +M∗−∂M−).
Explicitement :
∂M+ = ( ∂ξ1 0−∂ξ2 0) ∂M− = (0 ∂σ(ξ∗2 )0 ∂σ(ξ∗1 ))
et donc
M∗+∂M+ = (ξ∗1∂ξ1 + ξ∗2∂ξ2 00 0) M∗−∂M− = (0 00 σ(ξ2)∂σ(ξ∗2 ) + σ(ξ1)∂σ(ξ∗1 ))
Nous pouvons alors utiliser la relation de commutation :
∂σ(F ) = σ(∂(F )) + kσ(∂3(F ))
valable pour toutes les dérivations ∂i, i ∈ {1,2,3}, avec des constantes k différentes. La
proposition 3.69 nous donne les valeurs
k1 = −2cν k2 = 2cµ k3 = 0.
En intégrant la relation de commutation dans σ(ξ2)∂σ(ξ∗2 ) + σ(ξ1)∂σ(ξ∗1 ),
σ(ξ1)σ(∂ξ∗1 + k∂3(ξ∗1 )) + σ(ξ2)σ(∂ξ∗2 + k∂3(ξ∗2 )) == σ(ξ1∂(ξ∗1 ) + ξ2∂(ξ∗2 ) + k(ξ1∂3(ξ∗1 ) + ξ2∂3(ξ∗2 ))).
Comme ∂3(ξ∗i ) = i2piξ∗i , ξ1ξ∗1 + ξ2ξ∗2 = 1 et τ(1) = 1, nous obtenons :√
2ipi ⟨[U3], [ϕ]⟩ = τ(ξ∗1∂ξ1 + ξ∗2∂ξ2) + τ(σ(ξ1∂ξ∗1 + ξ2∂ξ∗2 )) + i2pik= τ(ξ∗1∂ξ1 + ξ∗2∂ξ2 + σ(ξ1∂ξ∗1 + ξ2∂ξ∗2 )) + i2pik= τ(ξ∗1∂ξ1 + ξ∗2∂ξ2 + ∂(ξ∗1 )ξ1 + ∂(ξ∗2 )ξ2) + i2pik= τ(∂(ξ∗1 ξ1 + ξ∗2 ξ2)) − i2pik = τ(∂(1)) + i2pik
qui provient de τ(σ(ξη∗)) = τ(ξη∗) = τ(η∗ξ), puis de ξ∗1 ξ1 + ξ∗2 ξ2 = 1. Ainsi⟨[U3], [ϕ]⟩ = √2ipik,
soit encore⟨[U3], [ϕ1]⟩ = −√2ipi 2cν ⟨[U3], [ϕ2]⟩ = √2ipi 2cµ ⟨[U3], [ϕ3]⟩ = 0.
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3.4.3 Appariement de degré 3
Proposition 3.71. L’appariement ⟨[U3], [ϕ1,2,3]⟩ est donné par le tableau (3.18).
Le calcul de cet appariement occupe la suite de cette sous-section. De façon surpre-
nante, l’essentiel de ce calcul est purement algébrique. Prenons U = U3 = M+ +M−, il
s’agit ici d’évaluer :
⟨[U3], [ϕ1,2,3]⟩ = 18√2i 43√pi ∑σ∈Σ3 ε(σ)Tσ(1)σ(2)σ(3) (3.20)
où ε(σ) est la signature de la permutation σ sur {1,2,3} et
Tijk = τ((U∗ − 1)∂i(U − 1)∂j(U∗ − 1)∂k(U − 1))= τ((U∗ − 1)∂i(U)∂j(U∗)∂k(U)).
Nous pouvons tout de suite écrire :
τ(∂i(U)∂j(U∗)∂k(U)) = τ(∂i(M+ +M−)∂j(M∗+ +M∗−)∂k(M+ +M−)) = 0,
car tous les termes qu’on obtient sont de degré impair – et donc de trace nulle.
Ainsi
Tijk = τ(U∗∂i(U)∂j(U∗)∂k(U)).
Commençons par un lemme algébrique :
Lemme 3.72. Nous avons les relations :
∂i(M±)M∗∓ = −M±∂i(M∗∓) ∂i(M∗±)P∓ = −M∗±∂i(P∓) (3.21)
τ(P∓∂i(M±)∂j(M∗±)) = τ(P±∂j(P±)∂i(P±)) (3.22)
τ(P±∂i(M±)∂j(M∗±)) = τ(∂i(M±)∂j(M∗±) + P±∂j(P±)∂i(P±)). (3.23)
Attention aux permutations entre i et j dans les équations (3.22) et (3.23) !
Démonstration. La première série se prouve par intégration par parties :
∂i(M±)M∗∓ = ∂i(M±M∗∓) −M±∂i(M∗∓) = −M±∂i(M∗∓)
car M±M∗∓ = 0. Nous avons également M∗±P∓ = M∗±P±P∓ = 0, qui permet de prouver la
seconde égalité par la même méthode.
τ(P∓∂i(M±)∂j(M∗±)) = τ(∂j(M∗±)P∓∂i(M±)) == −τ(M∗±∂j(P∓)∂i(M±)) = τ(M∗±∂j(P±)∂i(M±))= τ(M∗±∂j(P±)(∂i(P±)M± + P±∂i(M±))) == τ(P±∂j(P±)∂i(P±) +M∗±P±∂j(P±)P±∂i(M±)) == τ(P±∂j(P±)∂i(P±))
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en utilisant (3.21), ∂i(P∓) = −∂i(P±), la proposition 3.34, le fait que τ est une trace et
P±∂i(P±)P± = 0. Cette dernière égalité provient de ce que P± est un idempotent et ∂i
une dérivation.
Pour la dernière équation :
τ(P±∂i(M±)∂j(M∗±)) = τ((∂i(P±M±) − ∂i(P±)M±)∂j(M∗±)) == τ(∂i(M±)∂j(M∗±) − ∂i(P±)M±∂j(M∗±)P± + ∂i(P±)M±M∗±∂j(P±)) == τ(∂i(M±)∂j(M∗±) − P±∂i(P±)P±M±∂j(M∗±) + P±∂j(P±)∂i(P±)) == τ(∂i(M±)∂j(M∗±) + P±∂j(P±)∂i(P±)),
possible car M∗± =M∗±P±.
Enfin, nous aurons besoin du lemme suivant :
Lemme 3.73. Si (i, j) = (1,2) ou (2,1), nous avons d’une part :
τ(∂i(U)∂j(U∗)) = τ(∂i(M+)∂j(M∗+) + ∂i(M−)∂j(M∗−))
et d’autre part :
τ(∂1(U)∂2(U∗) − ∂2(U)∂1(U∗)) = 0.
Démonstration. La première égalité est évidente en ne conservant que les termes de
degré 0 dans
τ(∂i(U)∂j(U∗)) = τ(∂i(M+ +M−)∂j(M∗+ +M∗−)).
Pour la seconde égalité, nous faisons des intégrations par parties :
τ(∂1(U)∂2(U∗) − ∂2(U)∂1(U∗)) == τ(∂1(U∂2(U∗)) − U∂1∂2(U∗) − ∂2(U∂1(U∗)) + U∂2∂1(U∗)) == cτ(U∂3(U∗)) = 0
en utilisant τ(∂x) = 0, [∂1, ∂2] = −c∂3 et ⟨[U], [ϕ3]⟩ = 0.
Termes T132 et T231
En utilisant la propriété : ∂3(M∗±) = ±i2piM∗± , nous pouvons évaluer T231 :
T231 = i2piτ((M∗+ +M∗−)∂2(U)(M∗+ −M∗−)∂1(U))= i2piτ(M∗+∂2(U)M∗+∂1(U) −M∗+∂2(U)M∗−∂1(U)+M∗−∂2(U)M∗+∂1(U) −M∗−∂2(U)M∗−∂1(U))
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De même pour T132 :
T132 = i2piτ((M∗+ +M∗−)∂1(U)(M∗+ −M∗−)∂2(U))= i2piτ(M∗+∂1(U)M∗+∂2(U) −M∗+∂1(U)M∗−∂2(U)+M∗−∂1(U)M∗+∂2(U) −M∗−∂1(U)M∗−∂2(U))
En prenant en compte le ε(σ) de (3.20) et le fait que τ est une trace,
T231 − T132 = i4piτ(M∗−∂2(U)M∗+∂1(U) −M∗+∂2(U)M∗−∂1(U)).
Comme en outre U = M+ +M−, nous pouvons mettre les deux termes sous la forme
générale :
τ(M∗+∂i(M+ +M−)M∗−∂j(M+ +M−))
En ne gardant que les éléments de degré total nul :
τ(M∗+∂i(M+)M∗−∂j(M−) +M∗+∂i(M−)M∗−∂j(M+))
Le premier terme s’intègre par parties en :
(∂i(M∗+M+) − ∂i(M∗+)M+)M∗−∂j(M−)
qui est nul car ∂i(M∗+M+) = ∂i(Q+) = 0 et M+M∗− = 0.
Pour le second terme,
τ(M∗+(∂i(M−M∗−´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=P− ) −M−∂i(M
∗−))∂j(M+)) = τ(M∗+∂i(P−)∂j(M+)) =
= −τ(∂i(M∗+)P−∂j(M+)) = −τ(P−∂j(M+)∂i(M∗+)) = −τ(P+∂i(P+)∂j(P+)),
en appliquant la proposition 3.34, (3.21), la propriété de trace puis (3.22).
Les termes T132 et T231 apportent donc une contribution
T231 − T132 = −i4piτ(P+(∂1P+∂2P+ − ∂2P+∂1P+)).
Termes T123 et T213
Comme ∂3(M±) = ∓i2piM±, les termes T123 et T213 s’écrivent :
Tij3 = i2piτ((M∗+ +M∗−)∂i(U)∂j(U∗)(−M+ +M−)) == i2piτ((−P+ + P−)∂i(U)∂j(U∗)) = i2piτ((I2 − 2P+)∂i(U)∂j(U∗)).
En faisant alors la somme T123−T213, puis en utilisant le lemme 3.73, l’expression devient :
T123 − T213 = −i4piτ(P+(∂1(U)∂2(U∗) − ∂2(U)∂1(U∗))).
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Étudions le terme de forme
τ(P+∂i(M+ +M−)∂j(M∗+ +M∗−)) = τ(P+(∂i(M+)∂j(M∗+) + ∂i(M−)∂j(M∗−))) == τ(∂i(M+)∂j(M∗+) + P+∂j(P+)∂i(P+) + P−∂j(P−)∂i(P−)) == τ(∂i(M+)∂j(M∗+) + ∂j(P+)∂i(P+)),
en utilisant les équations (3.23) et (3.22), puis ∂i(P−)∂j(P−) = ∂i(P+)∂j(P+).
Ensuite,
τ(∂1(P+)∂2(P+) − ∂2(P+)∂1(P+)) = 0,
car τ est une trace.
Au final, la contribution des termes T123 et T213 est
T123 − T213 = −i4piτ(∂1(M+)∂2(M∗+) − ∂2(M+)∂1(M∗+)).
Termes T312 et T321
Lemme 3.74. Des analogues de 3.72 sont valables :
Q∓∂iM∗± = −∂i(Q∓)M∗± = 0 Q±∂iM∗± = ∂i(M∗±) (3.24)
Q∓∂i(M∗±)∂j(M±) = 0 (3.25)
Q±∂i(M∗±)∂j(M±) = ∂i(M∗±)∂j(M±). (3.26)
Démonstration. Pour la première série de relation,
Q∓∂iM∗± = ∂i(Q∓M∗±) − ∂i(Q∓)M∗± = 0
car Q∓M∗± = Q∓Q±M∗± = 0 et ∂i(Q±) = 0. De même,
Q±∂iM∗± = ∂i(Q±M∗±) − ∂i(Q±)M∗± = ∂i(M∗±),
grâce à Q±M∗± =M∗± . Pour la seconde série,
Q∓∂i(M∗±)∂j(M±) = −∂i(Q∓)M∗±∂j(M±) = 0,
en utilisant les relations précédentes. La troisième relation est évidente à partir de 3.24.
Les termes T312 et T321 s’écrivent :
T3ij = i2piτ((M∗+ +M∗−)(−M+ +M−)∂i(U∗)∂j(U)) == i2piτ((−Q+ +Q−)∂i(U∗)∂j(U)) = i2piτ((I2 − 2Q+)∂i(U∗)∂j(U)).
Faisons la différence T312 − T321, puis utilisons le lemme 3.73. Nous obtenons :
T312 − T321 = −i4piτ(Q+(∂1(U∗)∂2(U) − ∂2(U∗)∂1(U))).
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Étudions le terme de la forme suivante, en prenant en compte le lemme 3.73 :
τ(Q+∂i(M∗+ +M∗−)∂j(M+ +M−)) = τ(Q+(∂i(M∗+)∂j(M+) + ∂i(M∗−)∂j(M−)) == τ(∂i(M∗+)∂j(M+)).
La différence s’écrit donc :
T312 − T321 = −i4piτ(∂1(M∗+)∂2(M+) − ∂2(M∗+)∂1(M+)).
Synthèse et calcul
Si nous faisons la synthèse des termes étudiés :
6
√
2ipi ⟨[U3], [ϕ1,2,3]⟩ = (T231 − T132 + T123 − T213 + T312 − T321 + )= −i4piτ(P+(∂1P+∂2P+ − ∂2P+∂1P+))− i4piτ(∂1(M+)∂2(M∗+) − ∂2(M+)∂1(M∗+))− i4piτ(∂1(M∗+)∂2(M+) − ∂2(M∗+)∂1(M+))= −i4piτ(P+(∂1P+∂2P+ − ∂2P+∂1P+))= −i4pi ⟨[P+], [ψ1,2]⟩ ,
où ψ1,2 est le cocycle cyclique défini sur A = C∞(T 2) par
(a0, a1, a2)z→ ∫
T 2
a0 (∂1a1∂2a2 − ∂2a1∂1a2) (x, y)dxdy.
Le terme de droite est un appariement sur l’algèbre A . Nous pouvons le calculer en
utilisant une connexion.
Commençons par identifier le module sur C(T 2) auquel correspond le projecteur
P+ = ( ξ1ξ∗1 −ξ1ξ∗2−ξ2ξ∗1 ξ2ξ∗2 ).
Lemme 3.75. Le module P+A2 est isomorphe comme module hilbertien à (M−c0,0)A.
Notation 3.76. Nous écrivons ξi pour le repère de M c0,0 obtenu grâce au lemme 3.5. ξ∗i
est alors un repère de M−c0,0. Nous noterons ζ∗ les éléments de M−c0,0. De façon générale,
nous incluons M−c0,0 comme éléments homogènes de degré p = −1 dans Dc0,0 pour la suite
du calcul.
Démonstration. Nous définissons des applications Φ ∶P+A2 → M−c0,0 et Ψ ∶M−c0,0 → P+A2
par :
Φ(a1
a2
) = (ξ∗1 −ξ∗2)(a1a2) = ξ∗1a1 − ξ∗2a2 Ψ(ζ) = ( ξ1−ξ2) ζ∗ = ( ξ1ζ∗−ξ2ζ∗)
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Les applications Φ et Ψ sont réciproques l’une de l’autre :
Φ ○Ψ(ζ∗) = Φ( ξ1ζ∗−ξ2ζ∗) = (ξ∗1 ξ1 + ξ∗2 ξ2)ζ∗ = ζ∗
et
Ψ ○Φ(a1
a2
) = ( ξ1−ξ2)(ξ∗1 −ξ∗2)(a1a2) = P+ (a1a2) .
Prouvons que ces applications préservent le produit scalaire :
⟨(a1
a2
) ,(b1
b2
)⟩ = ⟨( ξ1ξ∗1 −ξ1ξ∗2−ξ2ξ∗1 ξ2ξ∗2 )(a1a2) ,( ξ1ξ∗1 −ξ1ξ∗2−ξ2ξ∗1 ξ2ξ∗2 )(b1b2)⟩ =
= ⟨( ξ1(ξ∗1a1 − ξ∗2a2)−ξ2(ξ∗1a1 − ξ∗2a2)) ,( ξ1(ξ∗1 b1 − ξ∗2 b2)−ξ2(ξ∗1 b1 − ξ∗2 b2))⟩ == (ξ∗1a1 − ξ∗2a2)∗ξ∗1 ξ1(ξ∗1 b1 − ξ∗2 b2) + (ξ∗1a1 − ξ∗2a2)∗ξ∗2 ξ2(ξ∗1 b1 − ξ∗2 b2) =
= (ξ∗1a1 − ξ∗2a2)∗(ξ∗1 b1 − ξ∗2 b2) = ⟨Φ(a1a2) ,Φ(b1b2)⟩ .
Le cycle surA associé à ψ1,2 se construit facilement à partir de la proposition 1.65 : on
dispose d’une action par translation de G = T 2 sur A = C(T 2), donnée par αr,s(a)(x, y) =
a(x − r, y − s). La proposition 1.65 s’applique clairement en prenant l’intégrale sur T 2
comme trace invariante τ . On obtient alors le cocycle cyclique ψ1,2 sur A en faisant
ρ = ∂1 ∧ ∂2 dans la proposition. Le cycle associé est A ⊗C⟨dx, dy⟩.
L’action de T 2 sur A s’obtient comme restriction de l’action du groupe de Heisenberg,
les générateurs infinitésimaux deH3 surM−c0,0 nous suggèrent donc la connexion suivante :
Lemme 3.77. Si on considère M −c0,0 ⊆ M−c0,0, le module sur A des fonctions dans
C∞(R2,C), on peut lui donner une connexion associée à ψ1,2 :
(∇ζ∗)(x, y) = −∂ζ∗
∂x
(x, y)⊗ dx + (−∂ζ∗
∂y
(x, y) + i2picxζ∗(x, y))⊗ dy.
Démonstration. L’expression de ∇ζ∗ provient des générateurs infinitésimaux de H3, il
est donc clair que ∇ζ∗ ∈M −c0,0⊗A A ⊗C⟨dx, dy⟩ ≃M −c0,0⊗C⟨dx, dy⟩. En revanche, il faut
vérifier qu’il s’agit d’une connexion :
∇(ζ∗a) = −∂ζ∗
∂x
dxa + (−∂ζ∗
∂y
+ i2picxζ∗)dy a − ζ∗ ∂a
∂x
dx − ζ∗∂a
∂y
dy
= (∇ζ∗)a + ζ∗ ⊗ (da),
la différentielle dans le cycle A ⊗C⟨dx, dy⟩ étant donnée par da = −∂a∂xdx − ∂a∂ydy.
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Proposition 3.78. La courbure de cette connexion est
(∇2ζ∗)(x, y) = i2picζ∗(x, y)⊗ dx ∧ dy
et l’appariement ⟨[D−c0,0], [ψ1,2]⟩ = i2pic.
Démonstration. La courbure se calcule par :
(∇2ζ∗)(x, y) = ( ∂ζ∗
∂x∂y
(x, y) − i2picζ∗(x, y) − i2picx∂ζ∗
∂x
(x, y))⊗ dy ∧ dx
+ ( ∂2ζ∗
∂y∂x
(x, y) − i2picx∂ζ∗
∂x
(x, y))⊗ dx ∧ dy =
= i2picζ∗(x, y)⊗ dx ∧ dy.
Pour déterminer l’appariement, il suffit donc de calculer la trace de l’identité de D−c0,0.
Or, il s’agit d’un fibré en droite, soit :
Tr IdD = 2∑
i=1⟨ξi, ξi⟩ = 1,
d’où ⟨[D−c0,0], [ψ1,2]⟩ = i2pic.
Cette proposition nous permet de terminer le calcul de ⟨[U3], [ϕ1,2,3]⟩ :
⟨[U3], [ϕ1,2,3]⟩ = −i4pi6√i2pi i2pic = −c(i2pi)3/23 .
3.5 Indice et formule de transfert
3.5.1 Indice des unitaires
Il découle immédiatement de (3.11) et du tableau (3.18) que (U1, U2, U3) est une base
de K1(D) ⊗C. En conséquence, il est naturel de se demander si ces éléments génèrent
K1(D). La réponse à cette question est négative, comme nous allons le voir dans la suite.
Pour le prouver, notons tout d’abord que les QHM sont des algèbres de Pimsner
associés au bimodule hilbertien M c et que leurs K-théories satisfont donc l’hexagone
suivant (voir le théorème 4.9 de [41]) :
K0(A) Id−[Mc] // K0(A) ι // K0(D)
∂

K1(D)
∂
OO
K1(A)ιoo K1(A).Id−[Mc]oo
(3.27)
Pour établir cet hexagone, Pimsner commence par exhiber une suite exacte courte :
0→ J → TM →D → 0, (3.28)
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où TM est l’algèbre de Toeplitz associée à la C∗-correspondance M . Il prouve ensuite
que J et TM sont KK-equivalents à A. Dans notre cas particulier, on peut prouver (voir
l’annexe A.3) que TM s’identifie à la sous-algèbre involutive de T ⊗D générée par a⊗ 1
et ξ ⊗S où a ∈ A et ξ ∈M . La C∗-algèbre T est nucléaire, nous n’avons donc pas besoin
de préciser la C∗-norme que nous utilisons dans le produit tensoriel. Nous identifionsT avec la C∗-algèbra unifère générée par le projecteur P et l’isometrie S soumis aux
relations
SS∗ = 1 − P S∗S = 1.
Pour prouver que (U1, U2, U3) ne génère pas K1(D), nous étudions l’application de
l’indice ∂ ∶K1(D)→K0(A) associée à l’hexagone (3.27)
Proposition 3.79. L’application de l’indice des classes de K-théorie [Ui] est donnée
par :
∂([U1]) = 0 ∂([U2]) = 0 ∂([U3]) = [Q−]⊖ [P+]
en reprenant les notations de la proposition 3.34.
Démonstration. Comme U1 et U2 proviennent de l’inclusion ι ∶A↪D, les deux premières
égalités sont claires.
Pour calculer la dernière égalité, nous allons en fait calculer l’application de l’indice
pour l’hexagone associé à la suite courte (3.28) puis traduire le résultat en terme de
K-theorie de A.
Il est facile de vérifier que
U = (M+ ⊗ S +M− ⊗ S∗ P+ ⊗ P
Q− ⊗ P M∗+ ⊗ S∗ +M∗− ⊗ S)
est un relèvement unitaire de U3 dans TM . La fin du calcul s’effectue rapidement :
U(12 00 0)U∗ =
= (M+ ⊗ S +M− ⊗ S∗ 0
Q− ⊗ P 0)(M∗+ ⊗ S∗ +M∗− ⊗ S Q− ⊗ P0 0 ) =
= (1⊗ 1 − P+ ⊗ P 00 Q− ⊗ P)
Par conséquent, l’indice de U3 dans J est Q− ⊗ P − P+ ⊗ P , qui est l’image de Q− ⊖ P+
dans J . La KK-équivalence entre A et J impose donc ∂([U3]) = [Q−]⊖ [P+].
Le résultat de Rieffel cité ci-dessus (théorème 3.2) permet de décrire la K-théorie
de A : K0(A) peut s’identifier aux paires (d, t) où d est la « dimension » et t est le
« gauchissement » (twist) du module. d et t sont des entiers. Nous pouvons choisir la
définition du gauchissement de telle façon que [M c] ≃ (1, c), et donc [P+] = (1,−c).
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Cette identification, conjuguée avec la proposition 3.10 de [44], nous montre que
Id−[M ] ∶ (d, t)↦ (d, t) − (d, t + c d) = (0,−c d).
Ainsi, le noyau de Id−[M ] est généré par (0,1). Comme ∂([U3]) = [Q−]⊖ [P+] ≃ (0, c),(U1, U2, U3) ne génèrent pas K1(D).
Une autre conséquence de la proposition 3.79 et du calcul précédent est
Corollaire 3.80. Pour tout U ∈K1(D),
⟨[U], [ϕ1,2,3]⟩ = −√i2pi3 ⟨∂[U], [ψ1,2]⟩. (3.29)
Démonstration. Le crochet d’appariement étant bilinéaire, il suffit de vérifier cette égalité
sur une base de K1(D) ⊗ C. Cette égalité est vraie pour U = U1 et U = U2, puisque
∂(Ui) = 0 pour i = 1,2.
En ce qui concerne U3, notons que ⟨[Q−], [ϕ1,2,3]⟩ = ⟨[1], [ϕ1,2,3]⟩ = 0. Il s’en suit que
⟨[U3], [ϕ1,2,3]⟩ = −i4pi6√i2pi ⟨−[P+], [ψ1,2]⟩ = −
√
i2pi
3
⟨∂([U3]), [ψ1,2]⟩.
La formule de transfert (3.29) nous permet d’établir des propriétés sur laK-homologie
de l’algèbre :
Corollaire 3.81. Il existe un élément de K-homologie K ′ ∈ K1(D) tel que pour tout[U] ∈K1(D), ⟨[U], [ϕ1,2,3]⟩ = (i2pi)3/23 ⟨[U],K ′⟩K ,
en notant ⟨⋅, ⋅⟩K l’appariement entre K-théorie et K-homologie.
En particulier, cet appariement ne prend que des valeurs entières, ce qu’on peut
vérifier directement sur le tableau (3.18).
Démonstration. Nous savons que dans A = C(T 2), on peut trouver une classe de K-
homologie K telle que ⟨[E], [ψ1,2]⟩ = −i2pi⟨[E],K⟩K
pour tout [E] ∈ K0(A). Il est bien connu que la flèche de bord de l’hexagone (3.27)
peut s’obtenir comme multiplication par un élément δ ∈ KK1(D,A). En multipliant
K ∈K0(A) =KK0(A,C) par δ, nous obtenons un K ′ ∈K1(D) tel que
i2pi⟨[U],K ′⟩K = i2pi⟨∂[U],K⟩K = −⟨∂[U], [φ1,2]⟩ = 3√
i2pi
⟨[U], [ϕ1,2,3]⟩.
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3.5.2 Application de la théorie générale : QHM
Pour compléter la description de HP ∗(D ), il ne reste plus qu’à prouver qu’il n’y a
aucun cocycle cyclique supplémentaire. Nous évaluons donc la dimension de HP 0(D ) et
HP 1(D ), en privilégiant toujours la méthode des calculs d’appariements pour la théorie
périodique. Nous utilisons également les résultats de la section 2.2 : la construction de
l’algèbre lisseD et la suite exacte courte dans laquelle elle s’inscrit auront une importance
cruciale. Dans cette sous-section, nous notons A l’algèbre C∞(T 2) munie de sa structure
de Fréchet habituelle.
Proposition 3.82. L’algèbre D est un produit croisé généralisé lisse modéré, au sens
des définitions 2.21 et 2.26. Il s’agit également d’une algèbre de Fréchet.
Démonstration. La définition 3.26 nous assure que les propositions 1.57 et 1.79 s’ap-
pliquent à D . Ainsi, D est une algèbre de Fréchet et un produit croisé généralisé lisse
au sens de la définition 2.21.
Il nous reste à prouver que D est modéré. Le lemme 3.5 nous fournit des repères(ηpι )ι∈{1,2} comportant précisément deux éléments pour tout M (p). La suite ξm la suite
obtenue en ordonnant ces repères comme dans la notation 2.24 est donc :
ξ1 = 1 ∈ A ξ2 = η11 ξ3 = η12 ξ4 = η21 ξ5 = η22 ξ6 = η31 . . .
Cette suite satisfait clairement la première condition de la définition 2.26. Vu les défi-
nitions de normes sur D (voir la proposition 1.79), il suffit de majorer les semi-normes
obtenues comme ∥δ1⋯δnξ∥ pour δ1, . . . , δn ∈ H3. L’estimation de ces semi-normes est
l’objet des deux lemmes qui suivent.
Lemme 3.83. Toute suite finie δ1⋯δn d’éléments de H3 peut s’écrire comme une com-
binaison linéaire finie de suites de la forme ∂m′′3 ∂m′2 ∂m1 .
Démonstration. Notons tout d’abord que tous les δ ∈ H3 peuvent s’écrire comme δ =
λ1∂1 + λ2∂2 + λ3∂3, où λi ∈ C. Nous pouvons donc décomposer la suite δ1⋯δn en une
combinaison linéaire de ∂i1⋯∂in , avec ij ∈ {1,2,3}.
Il suffit ensuite d’utiliser les relations de commutations (3.10) pour réorganiser les
suites finies ci-dessus, de façon à les mettre sous la forme proposée.
Lemme 3.84. Quels que soient les entiers m,m′, nous avons l’estimation :
∥∂m′′3 ∂m′2 ∂m1 (ηpi )∥ ⩽ C(1 + ∣p∣)m′+m′′ ,
valable pour une certaine constante C indépendante de p.
Démonstration. Notons tout d’abord que ∂m′2 ∂m1 (ηpi ) est un élément homogène de degré
p. L’action de ∂m′′3 est donc juste de multiplier l’élément par (i2pip)m′′ .
D’autre part, ∂m′2 ∂m1 (ηpi ) ∈Mpcpµ,pν et la valeur absolue de cette fonction est donc un
élément de C(T 2). Il suffit donc de majorer la valeur absolue sur un domaine fondamental
pour estimer la norme de ∂m′2 ∂m1 (ηpi ).
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Pour faire l’estimation, nous aurons recours à la forme explicite des ηpi ainsi qu’à un
domaine fondamental adapté. Par construction, la restriction de ηp1 à [−1/2,1/2]×S1 est
ηp1(x, y) = χ1(x) où χ1 est définie dans le lemme A.1.
Nous en déduisons qu’en se restreignant à (x, y) ∈ [−1/2,1/2] × S1, nous avons :
∂m1 η
n
1 (x, y) = χ(m)1 (x),
où χ(m)1 est la dérivée me de χ1. Nous pouvons appliquer ensuite la dérivation ∂2, qui
nous donne :
∂m
′
2 ∂
m
1 η
p
1(x, y) = (−i2picpx)m′χ(m)1 (x),
car χ1 ne dépend pas de y. Comme x ∈ [−1/2,1/2], nous obtenons la majoration :
∥∂m′2 ∂m1 (ηp1)∥ ⩽ C(1 + ∣p∣)m′ ∥χ(m)1 ∥∞ .
Un raisonnement similaire sur le domaine fondamental [0,1]×S1 permet de prouver une
estimation analogue pour ξp2 .
Corollaire 3.85. L’algèbre D s’inscrit dans la suite exacte courte :
0→ C → TM piÐ→ D → 0,
où TM est la sous-algèbre générée dans le produit tensoriel projectif D ⊗ˆT par a ⊗ 1,
Sξ ⊗S et S¯ξ ⊗ S¯ où a ∈ A et ξ ∈M . L’application pi est définie sur les générateurs par :
pi(a⊗ 1) = a pi(Sξ ⊗ S) = ξ pi(S¯ξ ⊗ S¯) = ξ∗.
Démonstration. Il s’agit d’une conséquence directe de la proposition 2.29.
3.5.3 Dimensions et bases de HP ∗(D )
À partir de cette suite exacte courte, l’article [25] nous assure de l’existence d’un
hexagone en cohomologie cyclique périodique :
HP 0(C )

HP 0(TM )oo HP 0(D )pi∗oo
HP 1(D ) pi∗ // HP 1(TM ) // HP 1(C ).
OO
(3.30)
Comme les théorèmes 2.37 et 2.43 nous assurent de l’existence d’équivalences de
cohomologie cyclique périodique TM ≃ A et C ≃ A , soit
HP 0(C ) =HP 0(TM ) =HP 0(A ) =C2 (3.31)
HP 1(C ) =HP 1(TM ) =HP 1(A ) =C2. (3.32)
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En outre, l’inclusion A ↪ TM induit un isomorphisme au niveau de la K-théorie –
conformément au théorème 2.43. Ainsi, les unitaires Vi = Ui⊗1 ∈ TM forment un ensemble
générateur de K1(TM ), et si E est un projecteur de Mn(A ) dont la dimension est d = 1
et le gauchissement est t = 1, alors 1⊗ 1 et E ⊗ 1 forment un ensemble de générateurs de
K0(TM ). Ces générateurs séparent les cocycles cycliques périodiques.
Évaluons maintenant l’image de pi∗ en calculant les appariements sur TM . Dans le
cas impair, ⟨Vi, pi∗ϕj⟩ = ⟨pi∗(Vi), ϕj⟩ = ⟨Ui, ϕj⟩
renforcé de (3.31) prouve que (pi∗ϕj)j=1,2 est une base de HP 1(TM ).
Dans le cas pair, notre analyse de l’application Id−[M c] nous assure que K0(D )
ι(E) ⊖ ι(1) est un élément de torsion et donc que ⟨ι(E) ⊖ ι(1), ψ⟩ = 0. Nous avons ici
utilisé ι ∶A ↪ D pour distinguer E ∈ K0(A ) de ι(E) ∈ K0(D ). La définition de pi
garantie que pi(E ⊗ 1) = ι(E) et pi(1⊗ 1) = ι(1). La bilinéarité implique
⟨E ⊗ 1, pi∗ψ⟩ = ⟨ι(E), ψ⟩ = ⟨ι(1), ψ⟩ = ⟨1⊗ 1, pi∗ψ⟩.
Comme 1⊗1 et E⊗1 séparent HP ∗(A ), nous voyons que pi∗(HP 0(D )) est de dimension
au plus 1. Il est facile de vérifier sur la trace que l’image est non nulle, ce qui détermine
la dimension.
En introduisant ces résultats dans l’hexagone (3.30), nous obtenons :
Proposition 3.86. La cohomologie cyclique périodique de D est donnée par :
HP 0(D ) =C3 HP 1(D ) =C3.
Cependant, la proposition 3.36 exhibait 7 cocycles cycliques. Les tableaux (3.14)
et (3.18) nous permettent d’extraire de ces cocycles cycliques une famille libre. Remar-
quons que l’appariement ⟨[K], [ϕ]⟩ dépend uniquement de la classe de ϕ en cohomologie
cyclique périodique – grâce à la compatibilité ⟨[K], [Sϕ]⟩ = ⟨[K], [ϕ]⟩ – et qu’ainsi cette
famille est libre dans HP ∗(D ). Ainsi, nous avons :
Théorème 3.87. En reprenant les notations de la proposition 3.36,
– la famille (τ,ϕ1,3, ϕ2,3) est une base de HP 0(D ) ;
– la famille (ϕ1, ϕ2, ϕ1,2,3) est une base de HP 1(D ).
En utilisant d’une part les appariements de Chern-Connes sur A et d’autre part
HP 0(A ) =C2, nous voyons que la trace τ0 (voir la proposition 3.15) et le cocycle cyclique
ψ1,2 engendrent HP 0(A ). Partant, dans le cas des variétés de Heisenberg quantiques on
peut identifier explicitement la flèche # ∶HP 0(A )→HP 1(D ) du théorème 2.45.
Proposition 3.88. La relation ∀U ∈K1(D), ψ ∈HP 0(A ),
i2pi⟨∂U,ψ⟩ = ⟨U,#ψ⟩
définit de façon unique une application # ∶HP 0(A )→HP 1(D ).
En particulier, cette application coïncide avec le # du théorème 2.45.
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Démonstration
Le théorème 3.87 d’une part et le tableau (3.18) d’autre part montrent que #ψ est
défini de façon unique par ses appariements avec K1(D ). Ceci justifie l’unicité. Pour
l’existence, le corollaire 3.80 montre qu’il suffit de prendre
#τ0 = 0 #ψ1,2 = −3√i2pi ϕ1,2,3.
La proposition 3.82 montre que nous pouvons appliquer la remarque 2.46 à D et
identifier k1(D ) avec K1(D). Par unicité, la flèche de bord HP 0(A ) → HP 1(D ) du
diagramme (2.6) est donc égale à l’application # définie ci-dessus. ◻

Annexe A
Compléments divers
A.1 Partitions de l’unité
Pour l’existence de fonctions de base pour les bimodules M cµ,ν , nous utilisons une
variante du lemme 3.1 de [3].
Lemme A.1. Il existe deux fonctions χ1, χ2 dans C∞(S1 →R) telles que
χ21 + χ22 = 1,
et les supports vérifient :
Suppχ1 ⊆ ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright[−1/4 − ε,1/4 + ε] Suppχ2 ⊆ ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright[1/4 − ε,3/4 + ε].
où
ucurlyleftucurlyright
I est l’image de l’intervalle I ⊆R dans le quotient R/Z = S1.
Démonstration
Nous supposons S1 réalisé comme R/Z. Partons des fonctions créneaux χ[−1/4,1/4] et
χ[1/4,3/4]. Nous pouvons faire le produit de convolution avec une fonction cloche ϕ suffi-
samment concentrée pour que le support de f1 = χ[−1/4,1/4]⋆ϕ (resp. de f2 = χ[1/4,3/4]⋆ϕ)
soit inclus dans [−1/4 − ,1/4 + ] (resp. dans [1/4 − ,3/4 + ]).
Par construction, f1 + f2 = 1 et 0 ⩽ fi(x) ⩽ 1 pour tous x ∈R. Nous en déduisons que
0 < f21 + f22 ⩽ 1, puis que les fonctions χi = fi√
f21+f22 sont C∞ et vérifient :
χ21 + χ22 = f21 + f22f21 + f22 = 1.
Vu la construction, les conditions sur les supports sont satisfaites. ◻
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A.2 Forme volume sur D
A.2.1 Condition de cocycle
Partons de l’antisymétrisé vi de ξ∗i U∗2U∗1 ⊗U1 ⊗U2 ⊗ ξi, nous devrons ensuite faire la
somme des vi. Nous avons
vi = ξ∗i U∗2U∗1 ⊗U1 ⊗U2 ⊗ ξi+U∗2U∗1 ξ∗i ⊗ ξi ⊗U1 ⊗U2+U∗1 ξ∗i U∗2 ⊗U2 ⊗ ξi ⊗U1− ξ∗i U∗1U∗2 ⊗U2 ⊗U1 ⊗ ξi−U∗1U∗2 ξ∗i ⊗ ξi ⊗U2 ⊗U1−U∗2 ξ∗i U∗1 ⊗U1 ⊗ ξi ⊗U2.
Les premiers et derniers termes du bord sont :
ξ∗i U∗2 ⊗U2 ⊗ ξi − ξiξ∗i U∗2U∗1 ⊗U1 ⊗U2+U∗2U∗1 ξ∗i ξi ⊗U1 ⊗U2 −U∗1 ξ∗i ⊗ ξi ⊗U1+U∗1 ξ∗i ⊗ ξi ⊗U1 − ξ∗i U∗2 ⊗U2 ⊗ ξi− ξ∗i U∗1 ⊗U1 ⊗ ξi + ξiξ∗i U∗1U∗2 ⊗U2 ⊗U1−U∗1U∗2 ξ∗i ξi ⊗U2 ⊗U1 +U∗2 ξ∗i ⊗ ξi ⊗U2−U∗2 ξ∗i ⊗ ξi ⊗U2 + ξ∗i U∗1 ⊗U1 ⊗ ξi.
Pour les termes en ξ∗i U∗2 ⊗ U2 ⊗ ξi, U∗1 ξ∗i ⊗ ξi ⊗ U1 et ξ∗i U∗1 ⊗ U1 ⊗ ξi, U∗2 ξ∗i ⊗ ξi ⊗ U2, la
somme est nulle. Il reste
−ξiξ∗i U∗2U∗1 ⊗U1 ⊗U2 +U∗2U∗1 ξ∗i ξi ⊗U1 ⊗U2+ξiξ∗i U∗1U∗2 ⊗U2 ⊗U1 −U∗1U∗2 ξ∗i ξi ⊗U2 ⊗U1.
En faisant alors la somme des vi puis en utilisant ∑i ξ∗i ξi = ∑i ξiξ∗i = 1, il apparaît
clairement que la somme des premiers et derniers termes de bords est nulle. Reste alors
à calculer la somme des seconds et troisièmes termes de bord :
− ξ∗i U∗2U∗1 ⊗U1U2 ⊗ ξi + ξ∗i U∗2U∗1 ⊗U1 ⊗U2ξi−U∗2U∗1 ξ∗i ⊗ ξiU1 ⊗U2 +U∗2U∗1 ξ∗i ⊗ ξi ⊗U1U2−U∗1 ξ∗i U∗2 ⊗U2ξi ⊗U1 +U∗1 ξ∗i U∗2 ⊗U2 ⊗ ξiU1+ ξ∗i U∗1U∗2 ⊗U2U1 ⊗ ξi − ξ∗i U∗1U∗2 ⊗U2 ⊗U1ξi+U∗1U∗2 ξ∗i ⊗ ξiU2 ⊗U1 −U∗1U∗2 ξ∗i ⊗ ξi ⊗U2U1+U∗2 ξ∗i U∗1 ⊗U1ξi ⊗U2 −U∗2 ξ∗i U∗1 ⊗U1 ⊗ ξiU2.
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Pour la suite, nous allons utiliser U∗2U∗1 ⊗ U1U2 = U∗1U∗2 ⊗ U2U1 et ξ∗i U∗j ⊗ Ujξi =
U∗j ξ∗i ⊗ξiUj . La première provient de ce que les Ui commutent (mais elle serait également
vérifiée sur un tore non-commutatif), la seconde est une conséquence immédiate de (3.12).
En effet, pour a ∈ C(T 2) on obtient
e−i4piµU1ξ = ξU1 e−i4piνU2ξ = ξU2
en reprenant les notation du corollaire 3.35. Un passage à l’étoile dans les égalités ci-
dessus prouve que la relation ξ∗i U∗j ⊗Ujξi = U∗j ξ∗i ⊗ ξiUj est vérifiée.
En utilisant les propriétés ci-dessus, il apparaît que la somme des termes en ξ∗i U∗2U∗1 ⊗
U1U2⊗ξi, U∗2U∗1 ξ∗i ⊗ξi⊗U1U2, ξ∗i U∗2U∗1 ⊗U1⊗U2ξi, U∗2U∗1 ξ∗i ⊗ξiU1⊗U2, U∗1 ξ∗i U∗2 ⊗U2ξi⊗U1
et U∗1 ξ∗i U∗2 ⊗U2 ⊗ ξiU1 est nulle.
Nous avons donc prouvé que ∑i vi est bien un cocycle de Hochschild.
A.2.2 Appariement avec ϕ1,2,3
Nous voulons évaluer le cycle de Hochschild∑
i
∑
σ∈Σ3 ε(σ)U∗i,σ(3)U∗i,σ(2)U∗i,σ(1) ⊗Ui,σ(1) ⊗Ui,σ(2) ⊗Ui,σ(3),
où Ui,j = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
U1 si j = 1
U2 si j = 2
ξi si j = 3 , sur le cocycle cyclique ϕ1,2,3 de la proposition 3.36. Explicite-
ment,
⟨ϕ1,2,3,∑
i
vi⟩ =
∑
i
∑
σ∈Σ3 ∑σ′∈Σ3 ε(σ′)ε(σ)τ(U∗i,σ(3)U∗i,σ(2)U∗i,σ(1)∂σ′(1)Ui,σ(1)∂σ′(2)Ui,σ(2)∂σ′(3)Ui,σ(3)).
Fixons σ et σ′ et étudions le terme :
τ(U∗i,σ(3)U∗i,σ(2)U∗i,σ(1)∂σ′(1)Ui,σ(1)∂σ′(2)Ui,σ(2)∂σ′(3)Ui,σ(3)).
Nous pouvons remarquer que ∂3Ui,j = −δ3,ji2piUi,j . Il existe i3 tel que σ(i3) = 3. Il est
nécessaire que σ′(i3) = 3 = σ(i3) pour que le terme considéré soit non nul.
De la même façon ∂2Ui,j = −δ2,ji2piUi,j impose σ′(i2) = 2 = σ(2), et nous en déduisons
qu’il est nécessaire que σ = σ′ pour que le terme soit non nul ! Notons que dans ces
conditions, ∂1Ui,j = −δ1,ji2piUi,j .
Il nous reste alors
⟨ϕ1,2,3,∑
i
vi⟩ = (−i2pi)3∑
i
∑
σ∈Σ3 τ(U∗i,σ(3)U∗i,σ(2)U∗i,σ(1)Ui,σ(1)Ui,σ(2)Ui,σ(3)) == (−i2pi)3∑
i
∑
σ∈Σ3 τ(ξ∗i ξi) = (−i2pi)36 ≠ 0,
en utilisant la propriété de trace de τ .
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A.3 Des algèbres de Pimsner aux algèbres de Toeplitz
Pour cette annexe, nous nous situons dans le cadre des algèbres de Pimsner OE
définies dans l’article [41]. La définition de Pimsner a été étendue dans [32, 33], de
façon à englober les produits croisés généralisés. Dans [41], il est prouvé que les algèbres
de Pimsner et leurs algèbres de Toeplitz associées entrent dans une suite exacte (voir
théorème 3.13 de [41]). Nous voulons ici prouver que l’algèbre de Toeplitz TE associée à
une algèbre de Pimsner OE donnée peut s’écrire comme sous-algèbre de TC⊗OE , où TC
est l’algèbre de Toeplitz « ordinaire ».
La définition des algèbres de Pimsner donnée par Katsura nécessite l’idéal suivant :
Définition A.2 (idéal JE – définition 3.2 de [33]). Si E est une C∗-correspondance sur
A, on définit un idéal JE de A en posant :
JE = φ−1E (K (E)) ∩ (kerφE) = {a ∈ A∣φE(a) ∈K (E) et ∀b ∈ kerφE , ab = 0}.
Dans cette définition, nous avons utilisé la notation φE de la définition 1.29.
Rappelons qu’une représentation (pi, τ) d’une C∗-correspondance E étant donnée, le
lemme 1.40 donne un sens à l’homomorphisme pi(1) ∶K (E) → B. Nous reprenons alors
la définition 3.3 de [33] :
Définition A.3 (représentation JE-co-isométrique). Une représentation (pi, τ) est dite
JE-co-isométrique si pi(a) = pi(1)(φE(a)) pour tout a ∈ JE .
Nous pouvons énoncer la définition 3.5 de [33] :
Définition A.4 (algèbre de Pimsner – au sens de Katsura). Si E est une C∗-corres-
pondance sur une C∗-algèbre A, l’algèbre de Pimsner OE est la C∗-algèbre universelle
engendrée par les représentations JE-co-isométriques.
La définition de OE étant donnée, nous pouvons prouver l’isomorphisme entre TE et
une sous-algèbre de OE ⊗ T :
Proposition A.5. Soit AEA une C∗-correspondance. Nous pouvons définir une repré-
sentation (pi, τ) de E sur TC ⊗OE par :
pi(a) = a⊗ 1 τ(ξ) = Sξ ⊗ S.
Celle-ci induit un isomorphisme Φ ∶TE Ð→ C∗(pi, τ).
Comme l’algèbre de Toeplitz TC est nucléaire, nous pouvons écrire TC ⊗ OE sans
préciser la norme (de C∗-algèbre) considérée.
Démonstration. Vérifions que (pi, τ) est bien une représentation :
(i) τ(ξ)∗τ(ζ) = (S∗ξ ⊗ S∗)(Sζ ⊗ S) = ⟨ξ, ζ⟩⊗ 1 = pi(⟨ξ, ζ⟩);
(ii) ce point est une conséquence de (i) (voir la remarque 1.32) ;
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(iii) pi(a)τ(ξ) = (a⊗ 1)(Sξ ⊗ S) = aSξ ⊗ S = Sφ(a)ξ ⊗ S = τ(φ(a)ξ).
Nous en déduisons qu’il existe un homomorphisme Φ ∶TE → OE ⊗ TC, donné sur les
générateurs par :
Ψ(a) = a⊗ 1 Ψ(Tξ) = Sξ ⊗ S.
Pour prouver que cet homomorphisme est un isomorphisme, utilisons le théorème 1.43.
Dans le cas de la représentation (pi, τ),
τ(ξ)τ(ζ)∗ = SξS∗ζ ⊗ SS∗ = SξS∗ζ ⊗ (1 − P )
et donc Impi(1) ⊆ OE(0)⊗(1−P ). Comme l’image de A par pi est A⊗1, Impi∩Impi(1) = {0}
et I ′(pi,τ) = 0.
On peut définir une action β̃ ∶S1 ↷ OE ⊗ TC par
β̃t(F ⊗ Sn) = ei2pintF ⊗ Sn,
où F ∈ OE(n) et n ∈ Z.
On obtient alors une action de jauge β pour C∗(pi, τ) par restriction de β̃ :
βt(pi(a)) = βt(a⊗ 1) = pi(a) βt(τ(ξ)) = βt (Sξ ⊗ S) = ei2pitSξ ⊗ S = ei2pitτ(ξ).
En conséquence, Φ ∶TE Ð→ C∗(pi, τ) est un isomorphisme.
La proposition précédente nous permet de donner une réalisation particulière de la
suite exacte (voir [41] et [33]) :
0→K (E+,JE)→ TE → OE → 0. (A.1)
Nous obtenons cette réalisation en notant p ∶TC → C(S1) l’application de passage au
quotient p(S) = U , où U est la fonction ei2pi⋅ de C(S1). On peut alors définir un homo-
morphisme Id⊗p ∶OE ⊗ TC → OE ⊗ C(S1) et noter p sa restriction à C∗(pi, τ), ce qui
nous donne une suite exacte :
0→ kerp→ C∗(pi, τ) pÐ→ C → 0, (A.2)
où C ⊆ OE ⊗C(S1) est l’image de C∗(pi, τ) par p. En utilisant le théorème d’invariance
de jauge pour les algèbres de Pimsner (théorème 6.4 de [33]), il n’est pas difficile de
prouver que l’algèbre C obtenue ci-dessus est en fait isomorphe à OE , ce qui prouve que
la suite exacte (A.2) n’est en fait qu’une réalisation particulière de (A.1).
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A.4 Bimodule hilbertien lisse : contre-exemple
Dans cette annexe, nous allons exhiber un bimodule hilbertien sur lequel un groupe
de Lie G agit par une action de module hilbertien (définition 1.67), sans que l’on puisse
étendre cette action en une action de bimodule hilbertien (définition 1.71).
Partons de la C∗-algèbre A = C(S1) sur laquelle G = S1 agit de façon canonique.
Notre contre-exemple sera le bimodule hilbertien associé à une action continue mais
non-lisse, comme le σ considéré ci-dessous.
Définition A.6. On peut définir un bimodule hilbertien AEA sur A associé à l’auto-
morphisme σ de A :
σ(a)(t) = ⎧⎪⎪⎨⎪⎪⎩a(3/2 t) pour 0 ⩽ t ⩽ 1/2a(1/2(1 + t)) pour 1/2 ⩽ t ⩽ 1 .
Plus explicitement, prenons E = A comme module hilbertien à droite, et définissons
– une action de A à gauche par multiplication par σ(a) avec (pour t ∈ [0,1]) :
– un produit scalaire à gauche par : A⟨ξ, η⟩(t) = σ−1 (ξ(t)η(t)).
Il est facile de démontrer que dans ces conditions, E est en fait un bimodule d’équi-
valence de Morita.
Le bimodule hilbertien E est doté d’une action de module hilbertien de G = S1 qui
est donnée par
βu(ξ)(t) = ξ(t + u) αu(a)(t) = a(t + u).
Si cette action pouvait s’étendre en une action de bimodule hilbertien sur E, alors
les éléments G-lisses de E, c’est-à-dire E = C∞(S1), seraient stables par multiplication
à gauche par les éléments G-lisses de A, soit A = C∞(S1).
Or, il est clair que 1 ∈ E est G-lisse, tout comme U = (t ↦ eit) ∈ A. Pourtant, par
construction de σ, U ⋅ 1 = σ(U) qui n’est pas dans E = C∞(S1).
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