Context: Big Data systems are a class of software systems that ingest, store, process and serve massive amounts of heterogeneous data, from multiple sources. Despite their undisputed impact in current society, their engineering is still in its infancy and companies find it difficult to adopt them due to their inherent complexity. Existing attempts to provide architectural guidelines for their engineering fail to take into account important Big Data characteristics, such as the management, evolution and quality of the data. Objective: In this paper, we follow software engineering principles to refine the λ-architecture, a reference model for Big Data systems, and use it as seed to create Bolster, a software reference architecture (SRA) for semantic-aware Big Data systems. Method: By including a new layer into the λ-architecture, the Semantic Layer, Bolster is capable of handling the most representative Big Data characteristics (i.e., Volume, Velocity, Variety, Variability and Veracity). Results: We present the successful implementation of Bolster in three industrial projects, involving five organizations. The validation results show high level of agreement among practitioners from all organizations with respect to standard quality factors. Conclusion: As an SRA, Bolster allows organizations to design concrete architectures tailored to their specific needs. A distinguishing feature is that it provides semantic-awareness in Big Data Systems. These are Big Data system implementations that have components to simplify data definition and exploitation. In particular, they leverage metadata (i.e., data describing data) to enable (partial) automation of data exploitation and to aid the user in their * Corresponding author. Address: Campus Nord Omega-125, UPC -dept ESSI, C/Jordi Girona Salgado 1-3, 08034 Barcelona, Spain
window buffering model to smooth arrival irregularities (R2.1). Second, data stream processing, which relies on linear or sublinear algorithms to provide near 166 real-time analysis (R2.2).
167

Variety
168
Variety deals with the heterogeneity of data formats, paying special attention 169 to semi-structured and unstructured external data (e.g., text from social networks,
170
JSON/XML-formatted scrapped data, Internet of Things sensors, etc.) (R3.1).
171
Aligned with it, the novel concept of Data Lake has emerged (Terrizzano et al., 
Variability
185
Variability is concerned with the evolving nature of ingested data, and 186 how the system copes with such changes for data integration and exchange.
187
In the relational model, mechanisms to handle evolution of intension (R4.1)
188
(i.e., schema-based), and extension (R4.2) (i.e., instance-based) are provided. 
Veracity
196
Veracity has a tight connection with data quality, achieved by means of data 197 governance protocols. Data governance concerns the set of processes and decisions 198 to be made in order to provide an effective management of the data assets (Khatri 199 and Brown, 2010). This is usually achieved by means of best practices. These 
211
• Measurement of data quality (R5.2), providing metrics such as accuracy, 212 completeness, soundness and timeliness, among others (Batini et al., 2015) .
213
Tagging all data with such adornments prevents analysts from using low 214 quality data that might lead to poor analysis outcomes (e.g., missing values 215 for some data). 
228
Including the aforementioned automated data governance elements into an 229 architecture is a challenge, as they should not be intrusive. First, they should 230 be transparent to developers and run as under the hood processes. Second, they 231 should not overburden the overall system performance (e.g., (Interlandi et al., 232 2015) shows how automatic data provenance support entails a 30% overhead on 233 performance). 
Summary
235
The discussion above shows that current BI architectures (i.e., relying on 
Related Work
243
In this section, we follow the principles and guidelines of Systematic Literature 244 Reviews (SLR) as established in (Kitchenham and Charters, 2007 The BDA shall support ingestion of raw data (structured, semistructured and unstructured).
R3.2
The BDA shall support storage of raw data (structured, semistructured and unstructured).
R3.3
The BDA shall provide mechanisms to handle machine-readable schemas for all present data. 4.
The BDA shall provide adaptation mechanisms to schema evolution.
R4.2
The BDA shall provide adaptation mechanisms to data evolution.
R4.3
The BDA shall provide mechanisms for automatic inclusion of new data sources. 5.
The BDA shall provide mechanisms for data provenance.
R5.2
The BDA shall provide mechanisms to measure data quality.
R5.3
The BDA shall provide mechanisms for tracing data liveliness. R5.4
The BDA shall provide mechanisms for managing data cleaning. representing data. We first present the methodology used to design the SRA.
374
Next, we present the conceptual view of the SRA and describe its components. a six-step process described as follows:
379
Step research-oriented team.
386
Step 2: selection of design strategy. There are two strategies to design SRAs,
387
from scratch or from existing architectures. We will design Bolster based on the 388 two families of Big Data architectures identified in Section 3.
389
Step 3: empirical acquisition of data. In this case, we leverage on the Big Data 390 dimensions (the five "V's") discussed in Section 2 and the requirements defined 391 for each of them. Such requirements, together with the design strategy, will 392 drive the design of Bolster.
393
Step 4 
397
Step 5: enabling SRA with variability. The goal of enabling an SRA with 398 variability is to facilitate its instantiation towards different use cases. To this 399 end, we provide the annotated SRA using a conceptual view as well as the 400 description of components, which can be selectively instantiated. Later, in
401
Section 6, we present methods for its instantiation.
402
Step 6: evaluation of the SRA. The last step of the design of an SRA is its 403 evaluation. Here, and leveraging on the industrial projects where Bolster has 404 been adopted, in Section 7.2, we present the results of its validation. 
Adding semantics to the λ-architecture
406
The λ-architecture is the most widespread framework for scalable and fault- • The Speed Layer ingests and processes real-time data in form of streams.
413
Results are then stored, indexed and published in Real-time Views.
414
• The Serving Layer, similarly as the Speed Layer, also stores, indexes and 415 publishes data resulting from the Batch Layer processing in Batch Views.
416
The λ-architecture succeeds at Volume requirements, as tons of heterogeneous 417 raw data can be stored in the master data set, while fast querying through the
418
Serving Layer. Velocity is also guaranteed thanks to the Speed Layer, since real- 
Bolster Components
444
In this subsection, we present, for each layer composing Bolster, the list of 445 its components and functional description. 
Semantic Layer
447
The Semantic Layer (depicted blue in Figure 2) 
Speed Layer
540
The Speed Layer (depicted green in Figure 2 ) deals primarily with Velocity. The Serving Layer (depicted red in Figure 2) 
Data ingestion
Data processing and analysis
667
Once all data are available to be processed in both Speed and Batch Layers, 668 we can start executing the required workloads. Many of such workloads concern 669 predictive analysis (e.g., topic modeling, sentiment analysis, location prediction 670 or collaborative filtering). Hence, the proposed approach is to periodically refresh 671 statistical models in an offline manner (i.e., in the Batch Layer), in order to 672 assess predictions in an online manner (i.e., in the Speed Layer). We distinguish 673 between those algorithms generating metadata (e.g., Latent Dirichlet Allocation 674 (LDA)) and those generating data (e.g., PageRank). The former will store its 675 results in the MDM using a comprehensive vocabulary (e.g., OntoDM Fault Tolerance 1, the system will crash if there is a fault 2, the system can continue working if there is a fault but data might be lost 3, the system can continue working and guarantees no data loss Recoverability 1, requires manual attention after a fault 2, automatic recovery after fault 811 Usability. In this subcharacteristic, we look at productive factors regarding the 812 development and maintenance of the system. In Understandability, we evaluate 813 the complexity of the system's building blocks (e.g., parallel data processing 814 engines require knowledge of functional programming). On the other hand,
815
Learnability measures the learning effort for the team to start developing the 816 required functionalities. Finally, in Operability, we are concerned with the 817 maintenance effort and technical complexity of the system.
818
Understandability 1, high complexity 2, medium complexity 3, low complexity Learnability 1, the operating team has no knowledge of the tool 2, the operating team has small knowledge of the tool and the learning curve is known to be long 3, the operating team has small knowledge of the tool and the learning curve is known to be short 4, the operating team has high knowledge of the tool Operability 1, operation control must be done using command-line 2, offers a GUI for operation control tests) the overall quality of the system will be increased (Testability). 
Definition of the data collection methods
983
The quality characteristics were evaluated by means of questionnaires. In 984 other words, for each characteristic (e.g., trust), the measurement method was the 985 question whether a participant disagrees or agrees with a descriptive statement.
986
The choice of the participant (i.e., the extent of agreement in a specific rating where N is the total number of participants. We used a 7-values rating scale,
991
ranging from 1 strongly disagree to 7 strongly agree. 
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