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Abstract 
Let {X,, n > 0) be a Markov chains with the state space S = { 1,2, , WI}, and the probability 
distribution P(Q) n;= 1 Pk(xklxk- 1), where P&Ii) is the transition probability 
P(XI, = j IX,.. 1 = i). Let gk(i, j) be the functions defined on S x S, and let F,(o) = (l/n) I;= 1 gk 
(X,-i, X,). In this paper the limit properties of F,(U) and the relative entropy density 
fn(cti) = - (l/n) [logP(X,) + Cz!i logPI,(XklXk_ i)] are studied, and some theorems on a.e. 
convergence for {X,, n 2 0) are obtained, and the Shannon-McMillan theorem is extended to 
the case of nonhomogeneous Markov chains. 
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1. Introduction 
Let {X,, ~12 0) be a sequence of random variables taking values in 
S = { 1,2, . . , m} with the joint distribution 
P(X()=xo )...) Xn=x,)=P(xo )...) x,)>O, XiES, l<ibn. (1) 
Let 
fn(4 = - (lln)logP(Xo, ... ,X”), (2) 
where log is the natural logarithm. _&(a) is called the relative entropy density of 
(X,, 0 < k < n} (see Barron, 1985). If {X,, IZ 2 0} is a nonhomogeneous Markov 
chains with the state space S = { 1,2, . , m}, the initial distribution 
(P(l), P(2), . . . ,P(m)), P(i) > 0, iES, (3) 
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and the transition matrix 
P, = (P,(jIi)), P,(jli) > 0, i,jES, n 2 1, 
where P,(j 1 i) = P(X, = j 1 X, _ i = i) (n 2 l), then 
(4) 
wo, ... ,%I) = Wo) fi Pk(XkIXk-11, 
k=l 
(5) 
fn(d = -(lb) logp(xO) + i: l”gPk(XkiXk-l) 1 . (6) k=l 
A question of importance in information theory is the limit properties of the relative 
entropy density f,(w). Shannon (1948) first showed that for the stationary ergodic 
Markov chainsS,(w) converges in probability to a constant. McMillan (1953) and 
Breiman (1957) proved, respectively, that if {X,, n > 0} is stationary and ergodic, then 
fn(o) converges in Li and almost everywhere to a constant. This is the famous 
Shannon-McMillan theorem. The extensions of Shannon-McMillan to the general 
stochastic process can be found, for example, in Barron (1985), Chung (1961), Fein- 
stein (1954) and Kiefer (1974). 
The purpose of this paper is to extend the Shannon-McMillan theorem in a new 
way and give a class of limit theorems for finite nonhomogeneous Markov chains. In 
Section 2, we prove the main result of this paper which is a limit theorem for the 
averages of the functions of two variables of nonhomogeneous Markov chains. In 
Section 3, we get some other limits for Markov chains and some limit theorems for its 
relative entropy density, and, finally, we give an extension of Shannon-McMillan 
theorem to the case of nonhomogeneous Markov chains. In the proof the analytical 
technique in the study of a.e. convergence put forward by Wen (1990) is applied. 
2. The main result 
Let {X,, IZ 3 0} be a Markov chains with the initial distribution (3) and the 
transition matrix (4). Let gn(i, j) (n 3 1) be the real functions defined on S x S, and let 
F,(o) = (l/n) i: gktXk- lr xk). 
k=l 
(7) 
In particular, letting gk(i, j) = - logPk(j( i), (6) follows except for the first term. 
For i E S, let Si() be the Kronecker delta function, i.e., 
h(j) = 
i 
1, if j = i; 
0, if j # i. 
It is clear that 
(8) 
F~(m) = (l/n) i f t gk(C j)di(Xk- l)Sj(Xk). 
k=l i=l j=1 
(9) 
L. Wen, Y. WeiguojStochastic Processes and their Applications 61 (1996) 129 -145 131 
Theorem 1. Let {X,, n > 0) be a Markov chains with the initial distribution (3) and the 
transition matrix (4), and F,(w) be defined by (7). If there exists a constant x > 0 such 
that 
b,(i, j) = limsup(l/n) i gk2(i,j)Pk(jli)ea’gk’i,j” < CCI, Vi,jES, 
n k=l 
then 
lim F,W -(l/n) i f ~k(xk-l~j)pk(j~xk-l) =o a.& 
n C k=t j=l 1 
that is, 
(10) 
(11) 
lirn(lb) i gk(Xk-l,Xk)- i f gk(Xk-l,j)Pk(jIXk-l) 
c 1 =o a& (12)  k=l k=l j=l 
Proof. Throughout this paper we will deal with the underlying probability space 
([0, l), 99, P), where g is the class of Bore1 measurable sets in the interval [0, l), and 
P is the Lebesgue measure. We first give, in the above probability space, a representa- 
tion of the Markov chains with initial distribution (3) and the transition matrix (4). 
Divide the interval [IO, 1) into m right-semiopen intervals 
dr = [O, P(f)), d2 = [P(l), P(1) + P(2)), . . . ,d, = [l - P(m), 1). 
These intervals will be called the zeroth order intervals. It is clear that 
P(d,,) = P(x,), x0 = 1, 2, . . . ,m. (13) 
Suppose the mn (n - 1)st order intervals cd,,.. Xn_ 1, Xi = 1,2, . . . , m, 0 < i d n - 1) 
have been defined. Then dividing the right-semiopen interval d,, ...Xn~ 1 into m right- 
semiopen intervals d,, Xn_ 1 1, d,, Xn I 2, . , d,, .,. Xn I m according to the ratio 
P,(l lx,_,): P,(2(x,_ 1): .f. :P,(mlx,_ I) 
the intervals of the nth order are created. It is easy to see that for n 3 1, 
P(&,... x,) = P(%) fi pkhkixk-1). 
k=j 
(14) 
Define, for n 3 0, a random variable X,: [0, 1) --+ S as follows: 
X,(o) =x,, if coEd,,,. _+. (15) 
By (13) and (14), 
{w: x 0=x0, . ..) X, = x,} = d,,... X,,, 
P(X, = xg, . . . ,X, =x,) = p(xO, ... ,&) = p(xO) fi Pk(XkiXk-d 
k=l 
Hence {X,, n 3 0} is a Markov chains with the initial distribution (3) and the 
transition matrix (4). 
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Let the collection of intervals of all orders and the interval [0, 1) be denoted by ~2, 
r be a nonzero constant, and let i,j~S. Define a set function p as follows: Assume 
d,,... X, is an interval of nth order. Then let, as n 2 1, 
P(4, x,) = exp r i 6i(xk- l)dj(Xk)gk 1 di(X,-1) k=l 
x f%%) fi pkbkbk- 1) 
k=l 
where gk(i,j) be written as gk for the sake of brevity. Let 
PL(CO> 1)) = 5 Ad,,). 
.X0=1 
(16) 
(17) 
(18) 
By (16), as n 3 2, 
f Pn(XnlXn-l)eXPC1Gi(Xn-1)6j(X.)g.l 
,EI Adx,... x,) = /4&x,... x,JXn=l c1 + ( 
n ewn _ 1)p”(j~+ywd 
= p(d 
x0 
,,, _ ) P,(jlx,-,)expCr6i(x,-l)g,l + (1 - pn(jIxn-l))) 
X” 1 [l + (erg, - l)P,(j 1 i)-J-~) 
= /44,... x,_,) 
(considering two cases 6i(x,- 1) = 0 and 6i(x,- 1) = 1, the final equality follows). By 
(17)-(19), it is easy to see that there exists an increasing functionf, defined on [0, l] 
such that, for any d,,... Xn 
Adm... x,) =M,+,...xJ -f,(d,... x,x), (20) 
where d,... Xn and dzo... Xn denote, respectively, the left and right endpoints of d,, Xn. 
In fact, letting Q be the set of all endpoints of the intervals of all orders, we may define 
fi as follows: 
_m = 0, fi(l) = 1 
, k = 1,2, . . . ,m, 
h(d~.....k)=h(d,...,)+~(ikd,,....”i), 
fi(x) = su~(f,(t), ~EP,x)~Q), ifxECO,11 - Q. 
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It is obvious that f* is increasing on [0, l] and satisfies (20). Let 
“(” O) = P(d,, ,.. .,) = 
P(dx,... x,) f,(d,+,....n) -.L(d,.. XT.,), 
d,+, x,, - d,. xn 
wEd 
x0 XII. (21) 
Let Aij(r) be the set of points of differentiability off,. Then (cf. Billingsley, 1986, p. 423) 
lim tn(r, W) = finite number, w E Aij(r), (22) 
n 
and P(Aij(r)) = 1 by the theorem on the existence of derivative of monotone function. 
BY (22) 
lim SUP (l/n)lOg tn(r, 0) < 0, WE Aij(r). (23) 
n 
By (14))(16) and (21), 
(ll4log W, 4 
= (r/a) kc, di(xk- l)hj(Xk)gk - (l/n) i di(xk- 1) log[l + (ergk - lWk(j I a> 
k=l 
CUE [O, 1). 
By (23) and (24), 
(24) 
limsup 
i 
(r/n) i di(xk- l)dj(Xk)gk - (l/n) i 6i(xk- r)lOg[l + (ergk - l)Pkl II k=l k=l i 
< 0, WE Aij(r) (25) 
where Pk(j ) i) be written as Pk for the sake of brevity. 
(a) Letting r > 0, and dividing the two sides of (25) by r, we have 
limsup(l/n) i 6i(x,-1)6j(xk)gk - (l/r) i 6i(xk-l)log[l + (ergk - l)Pkl 
n k=l k=l 
< 0. WE Aij(r). 
By (26), the property of superior limit 
lim sup (a, - b,) d 0 * lim sup (a, - c,) < lim sup (b, - cJ, 
n n n 
and the inequalities 
log(1 + x) d x (x > - 1); 
0 < eX - 1 - x < x2eiXl, \ 
(27) 
(28) 
(29) 
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we have 
lim sup (l/n) i: 6i(Xk- l)Jj(Xk)gk - i 6i(xk- &kPk 
n C k=l k=l 1 
< limSUp(l/n) i di(xk-l)((l/r)log[l + (erg’ - l)pkl - $?kPk) 
n k=l 
< hm sup (l/n) i 6i(xk- r)(pk/r)(erg” - 1 - vk) 
n k=l 
d r hm sup (f/u) i g~pke*‘g”, 0 E Aij(r). 
n k=l 
(30) 
Choose r,E(O, a), 1 = 1,2, . . . , such that rI + 0 (as 1 --t co), and let 
A,?“j = fi Aij(rl). 
I=1 
Then for all 1 3 1, we have by (30) and (lo), 
limsup (f/n) i hi(xk- l)Jj(Xk)gk - i di(xk- l)gkPk 
n k= 1 k=l 1 
< rl lim sup (l/n) i ftpkea’gk’ 
n k=l 
= r,b,(i,j), oEA;. 
Since rr + 0 (as 1 ---t co), we have by (31), 
(31) 
hm Sup (l/n) i di(xk- l)bj(Xk)gk - i: 6i(xk- l)gkPk ~0, WEA;. (32) 
n [ k=l k=l 1 
(b) Letting r < 0, and dividing the two sides of (25) by r, we have 
liminf(l/n) 
i 
i di(Xk-r)bj(Xk)gk - (l/r) i 6i(xk-r)log[f + (ergk - l)Pkl 
n k=l k=l I 
> 0, o E A;j(r). (33) 
By (33), the property of inferior limit 
lim inf (a, - b,) >/ 0 * lim inf (a, - c,) 3 lim inf (b, - c,), (34) 
II n n 
and the inequalities (28) and (29), we have 
lim inf (l/n) f: hi(xk- l)dj(Xk)gk - k di(Xk- &kPk 
II k=l k=l 1 
b liminf(l/n) i k&(x,-r){(l/r)log[f + (ergk - l)Pkl - gkPk) 
n k=l 
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3 liminf (l/n) i 6i(Xk_ l)(&/r)(tY”” - 1 -- rgk) 
n k=l 
= (l/V)limsup(l/n) i 6i(Xk_,)p,(ergk - 1 - Ygk) 
n k=l 
3 r lim sup (l/n) i gzpke’*yk’, COEAij(r). 
n k=l 
Choose S~E( -CI, 0), 1 = 1, 2, . . , such that s[ + 0 (as I -+ a), and let 
A~* = ii Aij(Sl). 
I=1 
Then for all 1 3 1, we have by (35) and (lo), 
r n n 1 
liminf(lM 1 si(xk- l)dj(Xk)gk - C di(xk- l).ClkPk 
n 1 k=l k=l J 
3 sI limsup (l/n) i fk2pkca’uk’ 
n k=t 
= s,b(i,j), COE AC”. 
Since s1 + 0 (as I-+ cci), we have by (36), 
(35) 
(36) 
lim inf (lb) c i: 6itxk- I)hj(Xk)gk - i di(xk- l)gkPk b 0, 1 WE AI?;-*. (37) n k=l k=l 
Let Aij = A;n A fj*. By (32) and (37), and noticing that gk = g,(i,j), pk = pk(j (i), we 
have 
lim(l/n) i si(xk-,)gk(i,j)[Gj(xk) - pk(jli)l = 0, w E Aij. (38) 
n k=l 
Let A = flrjzl Aij. By (38), (9) and (8), we have 
r n n m 1 
lirntlln) c gk(Xk-13Xk)- c c gk(Xk-l,j)Pk(jIXk~l,) 
n 1 k=l k=l j=l 
= lim(l/n) i i 5 6i(X&l)hj(Xk)gk(i, j) 
n k=l izl j=l 
= 2 2 lim(l/n) c si(xk-,)gk(i,,j)[Gj(xk) - fk(jli)] =o, WEA. (39) 
;=I j=l n k=l 
Since P(A) = 1, (12) follows from (39). i-J 
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Corollary. Let {X,, n > 0} and {gJi,j), n 2 l} b e as in Theorem 1. If there exists an 
CI > 0 such that for all i, j E S, {Pk(j 1 i)}ealgr(i~i)l, k > 1) are bounded, that is, there exist 
finite numbers M(i, j) such that 
0 ,< Pk(jli)eor’gk(‘,‘)’ 6 M(i, j), Vk > 1, (40) 
then (12) holds. 
Proof. Choosing /? E (0, a), we have by (40), 
b,(i, j) = lim sup (l/n) i gt(i,j)P,(j li)eolgk(iJ)l 
n k=l 
= lim sup (l/n) f: Pk(jIi)ealgk(i+i)l gi(i, j)e(8-~)lW(hi)l 
n k=l 
< M(i, j)limsup (l/n) i gf(i, j)e(8-n)lgk(i,J)l < co. (41) ” k=l 
By Theorem 1, (12) follows from (41). 0 
3. Some other limit properties and an extension of Shannon-McMillan 
theorem for Markov chains 
Theorem 2. Let {X,, n 2 0} be a Markov chains with the initial distribution (3) and the 
transition matrix (4), and let f”(o) be the relative entropy density defined by (6). Then 
lim fn(o) + (l/n) i ; Pk(j(Xk-I)logPk(jJXk-l) = 0 a.e. (42) n k=l j=l 
Proof. Letting gk(i, j) = -logPk(j Ii) in Theorem 1, we have 
Fn(d = (lb) i gktXk-lj xk) = -(l/n) i logPk(XkIXk-l)? 
k=l k=l 
(43) 
and 
Pk(j(i)elgk(i,j)l = P,(j(i)e -b.ZPk(Ili) = 1, (44) 
By (43), (44), (6) and the corollary of Theorem 1, (42) follows. 0 
Lemma 1. Let {Y,,, n > l} be a sequence of random variables taking value in 
S = { 1,2, . . . , m}, g and gk, k > 1, be functions defined on S, and S,,(i, co), ie S, be the 
number of i in the sequence Yl(o), . . . , Y,,(o), that is, 
Wi, 0) = C di(yk(o)). 
k=l 
(45) 
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if 
lim(l/n) i Igk(i) -g(i)\ = 0, vii~S; 
n k=l 
(b) the following limits exist: 
lim (l/n)&(i, 0) = pi a.e., VifzS 
” 
then 
lim(l/n) i gk(Yk) = f pig(i) a.& 
n k=l i=l 
Proof. Applying the triangle inequality 
la - b( d la - cl + Ic - dl, 
we have by (8) and (45), 
(46) 
(47) 
(48) 
(49) 
(l/n) i gk(Yk) - 5 Pig(i) 
h=l i=l 
d (l/n) i f si(yk)gk(i) - (l/n) i f hi(yk)g(i) 
k=l i=l k=l i=l 
+ (l/n) f c b(Yk)di) - f P&?(i) 
k=l i=l i=l 
<(l/n) i f di(yk)lgk(i) - S(i)1 + f (l/n) i 6ityk) -Pi IS(i)1 
k=l i=l i=l k=l 
< (l/n) g i (gk(i) - g(i)\ + t I(l/n)S& O) - PiI Igti)l’ 
i=l k=l i=l 
(W 
BY (47), 
lim f \(l/n)S,(i, 0) - PiI Is(i)] = 0 a.e., (51) 
n i=l 
and by (46), 
lim(l/n) f i lgk(i) - g(i)1 = 0. 
n i=l k=l 
Then (48) follows immediately from (50)-(52). 0 
(52) 
Theorem 3. Let the Markov chains {X,, n 2 0), gk(i,j) and F,(w) be as in Theorem 1, 
and let g(i) be a function defined on S, and let S,(i, co), i E S, be the number of i in the 
138 L. Wen. Y. WeiguolStochastic Processes and their Applications 61 (1996) 129 -145 
sequence X,(o), . . . ,X,_ 1 (co), that is, 
S,(C O) = i: 6i(xk- 1 Cm)). 
k=l 
If 
(a) there exists a > 0 such that (10) holds for all i, j E S; 
(‘4 
hm(l/n) $$ f Pk(j)i)gk(i,j)-g(i) =O, ViiES; 
n k=l j=l 
(c) the following limits exist: 
lim (l/n)S,(i, W) = pi a.e., Vies, 
n 
then 
limF,(o) = f pig(i) a.e. 
n i=l 
Proof, Putting Yk = xk_ 1 and 
gk(i) = t Pk(j li)gk(i, j 1, k 3 1 
j= 1 
in Lemma 1, we have by (54) and (59, 
lirn(lln) i 5 Pk(~~Xk-l)gk(Xk-l,j) = f pig(i) 6U 
n k=l j=l i=l 
By (a) and Theorem 1, (11) holds. Then (56) follows from (11) and (58). 0 
(53) 
(54) 
(55) 
(56) 
(57) 
(58) 
Theorem 4. Let (X,, n > 0}, g(i) and S,(i, o) be dejined as in Theorem 3, and leth(o) 
be the relative entropy density of {Xk, 0 6 k 6 n> deJned by (6). If 
(4 
hm(l/n) i f Pk(j)i)logPk(jIi) +g(i) = 0, ViES; 
n k=l j=l 
(b) the equality (55) holds for all iES, 
then 
limfn(cO) = f pig(i) a.e. 
n i=l 
(59) 
(60) 
Proof. Putting Yk = xk_ 1 and 
m 
gk(i) = - c Pk(j(i)logpk(j(i)% k 3 1 
j=l 
(61) 
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in Lemma 1, we have by (59) and (55), 
lim(l/n) i i Pk(jJXk-l)lOgPk(jIXk-1) = f pig(i) U.e. (62) 
n k=t j=l i_= 1 
By Theorem 2, (42) holds. It is easy to see that (60) follows from (62) and (42). Cl 
Theorem 5. Let the Markov chains (X,, n > 0} und S,(i, o) defined as in Theorem 3. 
Then 
hm(l/n) S,(i, 0) - i Pk(i(Xk_l) = 0 a.e. 
n k=l 1 
Proof. Letting f&x, y) = &(y) (k 3 1) in Theorem 1, by (53) we have 
i, {.h~xk-ljxk)- .f /i(x,-,.i)P,(ixk-~~) 
j=l 
zz di(xk) - i si(j)pk(j/xk-l) 
j= 1 
= S,(i, 0) + Si(X,) - Si(X0) - i Pk(i(Xk--1). 
k=l 
By (64) and Theorem 1, (63) follows. ??
(63) 
(64) 
Theorem 6. Let the Markov chains {X,, n > 0) and S,(i, ccl) dejined as in Theorem 3. 
Let P = (P(j Ii)) be an ergodic transition matrix, and let (pl, . . . ,p,) be the stationary 
distribution determined by P. For a real number, let 
a+ = max(a, 0), a- = (-a)+. 
(4 1. 
lim(l/n) i [Pk(jli) - P(j)i)]+ = 0. Vi, jES, 
II k=l 
then 
lim sup (l/n)S,( j, 0) < pj u.e. 
n 
lim(l/n) J+_ [PJjli)-P(jli)]- =0 Vi,jES, 
n k=l 
(65) 
(66) 
(67) 
then 
liminf(l/n)S,(j, W) > pj a.e. 
II 
(68) 
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lim(l/n) i IPk(jli) - P(jli)l = 0 VJi, jES, (69) n k=l 
then 
lim (l/n)S,(j, 0) = pj a.e. (70) 
n 
Proof. We have by (63), 
&(j, 0) - i Pk(jiXk- 1) = 0, 1 SEA, VjES, k=l (71) 
where A E 649 and P(A) = 1. It is easy to see that 
n m 
kzl p(jixk-1) = & %,(i, 4Wl4, QjES. (72) 
Applying the properties (27) and (34) of the superior and inferior limits, we have, by 
(71) and (72), 
limsup(l/n) S,(j,o) - f S,(i,o)P(jIi) 
n L i=l 1 
d lim sup (l/d i: cpk(_i lxk- 1) - p(j ixk- d% ~EA, QjjES; (73) n k=l 
liminf(l/n) S,(j, w) - i S,(i, o)P(jli) 
n [ i=l 1 
>liminf(l/n) f: [Pk(jIxk-,)-P(jIxk-,)I, OEA, QjjS. (74) 
n k=l 
Obviously, 
< c [pk(jii) -p(jli)l+j 
i=l 
3 - f [Pk(j(i) - P(j(i)]- i=l 
(a) Assume (65) holds. We have by (75) and (73), 
limsup (l/n) S,(j, w) - F S,(i, o)P(j Ii) < 0, OE A, Qj ES. 
n i=l 1 
(75) 
(76) 
(77) 
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Multiply the two sides of (77) by P(kJj), and then adding the new inequalities 
obtained for j = 1,2, . . , m, we have 
O>,limsup(l/n) i S,(j,o)P(klj) - f i S,(i,o)P(jli)P(klj) 
n [ j= 1 j=l (=I 1 
= limsup(l/n) 2 S,(j, o)P(kl j) - S,(k, co) + S,(k, a) - 5 S,(i, o)P”‘(kli) 
n C j= 1 i=l 
3 lim sup (l/n) S,(k, co) - ‘$ S,(i, w)P”‘(kli) 
n i=l 1 
- limsup(lln) W, 4 - f W, o)P(kJ j) 1 , WEA, n j=l (78) 
where P”‘(k) i) (1 is a positive integer) denotes the l-step transition probability deter- 
mined by the transition matrix P. By (77), 
Uk, 4 - 5 S,(j, o)P(kl j) d 0, 1 CIIEA. j=l 
By (78) and (79), 
lim sup (l/n) S,(k, co) - i S,(i, w)P@‘(k 1 i) 1 ~0, WEA. n i=l 
By induction we have for all 1 2 1, 
hsup(l/n) S,(k,o) - f S,(i,o)P”)(ilk) 6 0, UEA. 
n i=l 1 
It follows that 
0 b lim sup (l/n) S,(k, 0) - npk + i S,(i, to)(pk - P(il k)) 
n i=l 1 
2 hsup[(l/a)S,(k, 0) - pk] - f 1pk - P”‘(kli)(, WEA. 
n i=l 
Since P”‘(1, k) + pk(ad I ---f co), we have by (82), 
limsup(l/n)S,(k,w) < Pk, UEA. 
n 
(79) 
(80) 
(8 1) 
(82) 
(83) 
Since P(A) = 1, (66) follows. 
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(b) Assume (67) holds. We have by (74) and (76) 
liminf(l/n) S,(j, w) - f S,(i, o)P(j(i) 3 0, oEA, VjfzES. 
n L 
(84) 
i= 1 1 
Thus, using arguments similar to those used to derive (83), we can show that 
liminf(l/n)S,(k, 0) > pk, @EA. (85) 
n 
Since P(A) = 1, (68) follows. 
(c) Assume (69) holds. Obviously (65) and (67) follow from (69). Hence (66) and (68) 
are true, and (70) follows. 0 
Theorem 7. Let {X,, n 2 0}, S,(i, co), P(j ) i), (pl, . . . , pm) be defined us in Theorem 6, 
and let g and gk, k > 1, be functions defined on S. Zf (46) and (69) hold, then 
lim(l/n) i gk(Xk) = f pig(i) a.e. 
n k=l i=l 
(86) 
Proof. We have by (c) of Theorem 6, 
lim (l/n)S,(j, W) = pj, Vj ES. 
n 
Applying Lemma 1, (86) follows from (87) and (46). 0 
(87) 
Lemma 2. Let {ak, k 2 l> be a bounded sequence of nonnegative real numbers, M be an 
upper boundfor (ak, k > l}, 6 be a positive number, and N,(6) be the number of terms ak, 
1 < k 6 n, which is greater than 6. Then a sufSlcient and necessary condition for 
” 
lim (f/n) c ak = 0 
n k=l 
(88) 
is that 
lim (l/n)N,(6) = 0, V’6 > 0. (89) 
n 
Proof. To prove the sufficiency, suppose (89) holds. For any positive number 6, we 
have 
(f/n) ? ak = (l/n) c ak + (l/n) c ak d 6 + (M/n)N,@). (90) 
k=l 6; UI s 6 
k<n 
By (89) and (90) 
n 
lim sup (l/n) ,f ak < 6. 
n k=l 
(91) 
Letting 6 + 0, (88) follows from (91). 
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To prove the necessity, suppose (88) holds. For any positive number 6, we have 
(lb) i uk > (lb) 1 ak > (l/+N,(@. (92) 
k=l al, >n 
k < H 
Then (89) follows from (92) and (88). 0 
Lemma 3. Let f(x) he a bounded function defined on an interval I, and {ak, k > 1) be 
a sequence in I. Jf 
lim(l/n) i (&-a( =O, 
n k=l 
and f(x) is continuous at point a, then 
(93) 
lim(l/n) i If@k) - .fca)I = O. n k=l 
(94) 
Proof. By the continuity, given any E > 0, there exists a 6 > 0 such that for all x in 
I with Jx - al d 6, we have 
I.f (x) - f(a)1 B E (95) 
Let N,(6) be the number of terms which are greater than 6 among the first n terms of 
the sequence { (ak - aI, k 3 I}, M,(E) be the number of terms which are greater than 
I: among the first n terms of the sequence {If(&) - f(a)I, k 3 l}. By (95) we have 
M,(s) G N”(6). (96) 
By the necessity part of Lemma 2, it follows, from (93) and (96), that 
lim (l/n)M,(s) = 0. (97) 
n 
Since { tf(ak) - f(a)I, k 3 I] is bounded, (94) follows by (97) and the sufficiency part of 
Lemma 2. 0 
Theorem 8. Let {X,, n 3 0) be a Markov chains with the initial distribution (3) and the 
transition matrix (4), and let g(x) be a continuousfunction dejined on the interval (0, l] 
such that 
lim x-g(x) = A (jnite). 
x-0’ 
(98) 
Let P = (P(j Ii)) be an ergodic transition matrix, and let (pl, . . ,p,) be the stationary 
distribution determined by P. Let 
Fn(0) = (lb) i g[Pk(Xk~Xk-l)l~ 
k=l 
(99) 
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(a) there exists ct > 0 such that 
hmsup(l/n) f: g2[Pk(jJi)]Pk(j )i)e”‘gLP~‘J1i’ll <co, Vi, jES; 
It k=l 
04 
(100) 
lim(l/n) i IPk(jli) - P(jli)l = 0, Vi, jES, (101) n k=l 
then 
limF,(o) = 5 F piP(jIi)g[P(jIi)] a.e. 
n i=l j=l 
(102) 
Proof. Let 
xg(x), 
f(x)= A L if 0 < x < 1, if x = 0. (103) 
By (98) and (103), f(x) is continuous on [0, 11. Then we have by (101) and Lemma 3, 
fim(l/n) i iPk(jii)g[Pk(jii)l -p(ii.i)g[~(jIi)li =O, ‘di,jES. 
n k=l 
By (101) and Theorem 6, 
(104) 
lim (l/?l)S,(i, W) = pi a.e., ViES. (105) 
n 
Applying Theorem 3 to gk(i, j) = g[Pk(j Ii)], (102) follows from (104) and (105). 0 
Finally, we give an extension of Shannon-McMillan theorem to the case of 
nonhomogeneous Markov chains. 
Theorem 9. Let the Markov chains (X,, n 3 0} and P = (P( j 1 i)) and (pI, . . ,p,) be as 
in Theorem 8. Let fn(w) be the relative entropy density of {Xk, 0 < k < n} dejned by (6). 
If 
hm(l/n) i IPk(jli) - P(jli)[ = 0, vi, jeS, (106) n k=l 
then 
limfn(c0) = - f f piP(j(i)lOgP(jIi) a.e. (107) ” i=l j=l 
Proof. Letting g(x) = logx in Theorem 8, it is easy to see that there exists an (x > 0 
such that (100) holds (see the corollary of Theorem 1 and (44)). Thus (107) follows from 
(6) and Theorem 8. 0 
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Corollary. Let the Markov chains {X,, n > 0} and P and (pl, ,p,) be as in Theo- 
rem 8. If 
lim P,(jli) = P(jIi), Vi, jES, 
n-3(, 
then (107) holds. 
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