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The objective of this thesis is to develop a real-time haptics-based simulation 
framework to model and simulate the micro-implants surgery. Based on the 
simulation framework, a training platform has been developed for novice dentists to 
practice the pre-drilling procedure and the implant placement procedure required for 
this particular surgery. With the developed system, trainees can get different force 
feedback when drilling at different oral tissues and learn to control the drill vibration 
during the pilot-drilling procedure. This will help them to develop a tactile sensation 
to identify root contact during drilling, preventing severe damage to the tooth roots 
hidden from sight. They can also experience the insertion, tightening and stripping 
phases of the implant placement procedure, allowing them to develop an intuitive 
sense to achieve optimal tightness between the implant and the bone.  
Towards the design of the proposed framework, approaches in modeling of 
inhomogeneous oral tissues, rendering of force/torque feedback, as well as 
reconstruction of oral surface during the surgical procedures have been developed and 
presented. A prototype simulator, including the pilot-drilling sub-system and the 
micro-implant insertion sub-system, has also been developed to validate these 
approaches. The work of the thesis is summarized as follows. 
Firstly, a voxel-based oral model construction approach was proposed to 
overcome the limitation of surface-based approach in representing inhomogeneous 
tissues. With this approach, anatomically-accurate and smooth 3D oral models can be 
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constructed directly from patient-specific CT images. A special data structure was 
used to store the voxel model, facilitating GPU-based parallel computing. 
Secondly, an analytical drilling force model was developed to provide a 
realistic force feedback. While most of force modeling methods were based on 
penetration-depth and thus can only render a touch-resistance force, the proposed 
model was adapted from classic metal cutting principles and therefore can capture the 
essential features of the drilling process.  
Thirdly, a voxel-based torque model was developed to simulate the torque 
response based on the tissue properties and the implant geometry. A torque feedback 
device was also designed and implemented to control the virtual implant and to output 
proper torque resistance to the user. To the best of the author’s knowledge, this should 
be the first voxel-based haptic simulator for the screw insertion procedure. 
Fourthly, experiments were carried out on pig’s jaw to measure the drilling 
force and the implant insertion torque. The collected data were used to calibrate the 
force/torque model. The simulation results after calibration demonstrated the 
effectiveness of the proposed approaches. 
Lastly, the GPU-based parallel computing approach was employed and 
developed to enhance the real-time performance of both haptic and graphic rendering. 
This was achieved by special data structure design, force/torque model parallelization 
and proper graphic memory utilization, based on the CUDA architecture. The CPU-
GPU comparison results showed an impressive speedup with the GPU-based method.  
It should be noted that the proposed approaches and framework are not limited 
to this particular surgery. They can also be generalized and expanded accordingly to 
other haptics-based medical applications that involve drilling and screwing 
procedures. 
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CHAPTER 1 INTRODUCTION 
The surgical procedure in dentistry is guided by the tactile sensation that the 
dentist perceives through his instrument. Traditionally, the tactile sensation can be 
trained and developed using cadaver bones or artificial materials. However, the 
pathological diversity cannot be duplicated with the limited bone types provided. In 
addition, considering the frequent replacement of bones after use, the cost for training 
is extremely high. In contrast, a haptics-based training simulator can be much more 
cost effective. A particular surgical procedure can be virtually practiced many times, 
without replacing any physical materials. Haptics-based training approaches have 
already been used in many fields, such as mechanical design [1], physical 
rehabilitation [2], edutainment [3], and surgical procedures such as endoscopic 
surgery [4], bone dissection [5], periodontal treatment [6].  
A haptics-based simulation framework for a particular procedure in clinical 
dentistry, the micro-implants surgery, has been developed in this thesis. This chapter 
covers the background of micro-implants and the micro-implants surgery, followed 
by a discussion of the difficulties and risks of the surgery. Furthermore, the research 
gaps and motivations are given based on the discussion of current commercial 
systems and published research works. Then, a brief description of the methodology 
and the research scope is presented. Finally, the outline of the thesis is shown. 
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1.1 Micro-implants and Micro-implants Surgery 
The placement of micro-implants is a common but relatively new surgical 
procedure in clinical dentistry. Micro-implants are tiny screws made of commercially 
pure titanium (99%) or titanium alloy (90%), with a diameter ranging from 1.2mm to 
2.0mm and a length from 4.0mm to 12.0mm. As shown in Figure 1.1, micro-implants 
are embedded in the jaw bone after successful placement, serving as anchor points to 
move teeth during orthodontic treatment. 
 
                                         (a)                                                               (b) 
Figure 1.1 Orthodontic micro-implants: (a) Micro-implants placed in different 
locations in the mouth; (b) A micro-implant from Abso-Anchor (Dentos) 
before use 
As one of several anchorage systems, micro-implants have attracted much 
attention in recent years, largely due to their minimal invasiveness, easy removal, 
reasonable cost, and great versatility [7, 8]. Typically, the micro-implants surgery 
includes two steps. Firstly, a pre-drilling procedure is performed to make a pilot hole 
in the jawbone. Secondly, a micro-implant is screwed into the jawbone through the 
pilot hole. Both the pilot drilling procedure and the screw insertion procedure have to 
be conducted within an extremely limited space, without damaging the underlying 
roots of surrounding teeth. 
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1.2 Motivation 
During the surgery, several types of inhomogeneous oral tissues might be 
drilled through, resulting in different haptic sensations. The involved oral tissues 
include an exterior layer of hard cortical bone, an interior layer of spongy cancellous 
bone, and neighboring tooth roots, as shown in Figure 1.2. As the tooth roots are 
hidden from sight, dentists have to determine if the roots have been touched by the 
dental drill or the micro-implant based on their tactile sensations. There is another 
risk for the screw insertion procedure: the stripping of the screw implant, resulting in 
the loose of the micro-implant. Experienced dentists develop a tactile sensation to 
identify the root contact, so that they can stop drilling/screwing before irreversible 
damage occurs. They also develop an intuition to determine how much torque should 
be applied to achieve optimal tightness between the screw and the jawbone without 
stripping. But for novice dentists, this is extremely difficult without considerable 
training process. As there are limited realistic training simulators or equivalences 
available, the potential risks mentioned above have put off many practicing 
orthodontists from performing this effective surgery. 
Currently, computer-based implant dentistry focuses on planning and 
navigation. Simplant [9] & SurgiGuide [10] by Materialise is one of the most famous 
commercial systems in this area. Simplant displays the CT images in axial, frontal 
and 3D reconstruction views and allows clinician to plan the insertion site and 
direction with a virtual implant. The digital plan can be exported and transferred to a 
customized stereolithographic SurgiGuide, which can be installed on the patient’s jaw 
to guide the drilling procedure. Although more precise results can be achieved with 
this method, dentists still have to be cautious about the unexpected root contact, as 
errors are reported in the SurgiGuide manufacturing and the installation processes. 
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This makes the haptic sensation still very important as it is the only source that can be 
trusted during the on-site surgery.  
However, research on the haptics-based dental training simulations mainly 
focuses on basic operations such as tooth cavity cutting, dental preparation and 
periodontal disease diagnosis. To the best of the author’s knowledge, there is no 
previous study on the simulation of the micro-implant surgery, whose success 
primarily depends on the tactile sensation of drilling force variation in different oral 
tissues during pilot drilling to prevent root damage, and that of screwing torque 
variation during implant placement to achieve optimal tightness between the implant 
and the bone tissue. 
 
Figure 1.2 Tooth root and lower jaw bone anatomy 
1.3 Research Objectives and Scope  
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The aim of this research is to develop a real-time haptics-based modeling and 
simulation framework, in which the heterogeneous oral anatomy is modeled closely, 
and the force/torque feedback on the dental instruments during the micro-implants 
surgery is reflected realistically. With the proposed simulator, novice dentists could 
develop the surgical and navigational skills necessary for micro-implant placement. 
More specifically, they can learn to: (i) identify the most optimal direction for drilling 
and insertion from accurate 3D models of the external and internal “hidden” oral 
anatomy; (ii) gain confidence to avoid damaging the surrounding tooth roots by the 
tactile sensations felt during virtual bone drilling and screwing of micro-implants; and 
(iii) stop in time when further screwing might cause the stripping of the implants. 
To achieve these goals, the haptics-based geometry and force modeling 
approaches will be investigated. The capabilities of the existing approaches in 
modeling inhomogeneous tissues and the force/torque feedback would be evaluated. 
These modeling procedures and computational complexity would be analyzed. Based 
on these studies, a novel modeling and simulation framework would be developed, 
which would be capable of closely modeling the inhomogeneous oral tissues and to 
provide physically-realistic force/torque feedback during the surgical procedures. 
Efforts would also be devoted to improve the real-time performance, as more precise 
modeling often introduces much more computation. More specifically, the following 
work would be included in developing this framework. 
i. To model the oral anatomy precisely, the oral model would be patient-specific, 
built directly from the patient’s CT images. A method would be devised to 
construct an anatomically accurate and visually pleasing oral model. 
ii. To study the drilling force variations in different oral tissues and the change of 
torque resistance during the implant placement, experiments would be 
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conducted to measure the real-time force/torque data. The collected data 
would be used for the calibration the force/torque model and the validation of 
the simulation results. 
iii. To provide a physically-realistic drilling force feedback, a force model that is 
able to capture the essential characteristics of the surgical drilling procedure 
would be developed. The model would be able to simulate the drilling force 
and vibrations on the dental hand-piece through a 3DOF force feedback 
device (Phantom Desktop, Sensable). 
iv. To simulate the torque feedback when placing the micro-implants into the 
jawbone, a torque model would be developed. The torque model would be 
able to generate proper torque resistance for the insertion, tightening and 
stripping phases throughout the implant screwing procedure. Additionally, the 
torque model should reflect the different tissue properties and patient-specific 
bone conditions. A 1DOF torque feedback device would also be designed and 
implemented for the control of the virtual implant and the output of the 
simulated torque resistance. 
v. To achieve the real-time requirements for the graphic/haptic rendering, 
parallel computing approaches would be examined and applied to accelerate 
the rendering process. Efforts would be spent on the data structure design and 
parallel implementation of the force/torque model. 
The proposed framework would lay the foundation for constructing a virtual 
training platform for the micro-implants surgery. A prototype system would also be 
developed for the validation of this framework and the aforementioned approaches. 
1.4 Organization of the Thesis 
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This chapter has briefly introduced the background of micro-implants surgery 
and the risks of performing this surgery without proper training. It also includes 
discussion about the research gaps and motivations, as well as methodologies and 
research scope. The rest of this thesis is organized as follows.  
Chapter 2 provides a comprehensive review of related literature.  
Chapter 3 gives an overview of the research and simulation framework.  
Chapter 4 introduces the voxel-model construction approach including the 
segmentation, smoothing of CT images, the voxel data structure, and the iso-
surface rendering algorithm.  
Chapter 5 presents the real-time force/torque measuring experiments for 
model calibration and validation.  
Chapter 6 and Chapter 7 present the simulation approach, results and 
discussion for the pilot drilling procedure and the implant placement 
procedure respectively.  
Chapter 8 summarizes previous chapters, draws conclusion about this research 
and gives suggestions for future improvements. 
                                                                                                                        Chapter 2 Literature Review 
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CHAPTER 2 LITERATURE REVIEW 
In this chapter, a comprehensive literature study is presented. Topics include 
the concept of virtual reality (VR) and computer haptics; the surface-based and 
volume-based modeling approach of virtual objects; haptic rendering methods; and 
the current state of VR and haptic technologies applied in dental training applications. 
2.1 Virtual Reality and Computer Haptics 
VR is a high-end user-computer interface that involves real-time simulation 
and interactions through multiple sensorial channels. These sensorial modalities are 
visual, auditory, tactile, smell, and taste. VR characterize itself as three I’s, i.e., 
immersion, interaction and imagination [11]. VR is not a new concept, but dates back 
to the 1960s, when the first VR workstation was born to simulate motorcycle riding. 
Now, VR has demonstrated its value in the game industry, mass media, engineering 
design, fine art, education, etc. Nevertheless, most of these applications primarily 
provide visual experiences, either through computer screens or stereoscopic devices. 
The pursuit for more physically realistic perception, such as object rigidity, mass, 
surface texture, penetration resistance, etc., boosts a sub-specialized topic called 
“computer haptics”. 
Analogous to the concept of computer graphics, which deals with generating 
and rendering of virtual images, computer haptics is concerned with generating and 
rendering haptic stimuli to the humans in an interactive manner [12]. A significant 
progress of research in computer haptics has been witnessed in the 1990s, with the 
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explosion of computers, multimedia technologies, and cost-effective digital 
equipments. By incorporating a haptic component, a bidirectional information and 
energy flow is built between the human user and the virtual environments (VE), 
through which simulated objects in VE can be touched and manipulated. In this way, 
a more realistic, life-like experience is imparted to the user. Examples of haptic 
devices include consumer peripheral devices equipped with low-end motors and 
sensors to convey simple force feedback (e.g., force reflecting joysticks), and more 
sophisticated devices designed for complicated force rendering in industrial, medical 
or scientific applications (e.g. Phantom [13, 14], Haptic Master [2], CyberGrasp [15]). 
The haptic interface used in this research is Phantom Desktop by SensAble 
Technologies, Inc. It is a linkage-based system, which consists of a robotic arm with 
three rotary joints, each connected to a computer-controlled electric DC motor [16]. 
While the user manipulates the pen-shaped end-effector (grip), the motion and 
position of the grip are sent to the host computer at high refresh rate.  The application 
running on the host computer drives the motors to exert proper reaction force (up to 
1.5 pounds) on the user, based on the application-specific force feedback models.  
With this haptic interface, much research and applications have been carried 
out in a myriad of disciplines ranging from industrial design to medical surgery to 
video games [17].  It is worthwhile to point out that, while the 30 Hz is enough for 
update of graphics, 1000Hz is required for haptic rendering for a stable force feedback 
[18]. Considering this constraint, a trade-off is often needed between the force fidelity 
and response time. It is also a great challenge for this research. 
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2.2 Modeling of Virtual Objects 
2.2.1 Surface Modeling 
2.2.1.1 Surface Representation 
One of the first methods to model the surface/shape of virtual objects in 
computer graphics is to express them in terms of solid primitives, such as spheres, 
cylinders, and cubes. Moreover, a CSG (constructive solid geometry) tree is kept to 
track the successive boolean operations (union, difference, intersection, etc.) during 
the shape formation [19]. CSG works well for man-made regular geometries; however, 
it is inherently inadequate to model complex shapes, especially in the biological 
context.  
Polygonal mesh is probably the most common type of 3D model. The idea 
behind it is to approximate a surface using a mesh of planar consecutive polygons 
[20]. Polygons can be triangles, quadrilaterals, pentagons, etc., among which triangles 
are the most common. Theoretically, any shape can be modeled out of polygonal 
mesh, if enough polygons are used. Nevertheless, a huge number of polygons would 
take a considerable amount of memory and slow the graphic rendering. Thus 
polygonal representations are still limited when it comes to highly curved smooth 
objects. 
In this context, the use of parametric curves and surfaces was introduced first 
by Bezier [21, 22]. It was generalized by B-splines, Cardinal splines, Beta-splines, 
and NURBS (Non-Uniform Rational B-Splines) [23]. These parametric 
representations model object by defining or interpolating (for the NURBS case) a 
tensor product surface through a grid of “control points”. The control points allow 
local control and deformation of virtual models. Parametric representations work well 
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for smooth surface. However, they are not convenient to model closed shapes with 
branching structures and holes. 
Implicit surfaces [24], also known as blobs, metaballs or soft objects [25-27], 
were introduced into computer graphics as an alternative for parametric 
representations. An implicit representation of the external surface S of an object is 
described by the following implicit equation:  
                                            
3{( , , ) | ( , , ) 0}S x y z R f x y z                                    (2.1) 
where f is the implicit function, R
3
 represents the Euclidean space of real numbers in 
three dimensions and (x, y, z) is the coordinate of a point in the 3D space. 
Compared with parametric surfaces, implicit surfaces are closed under certain 
geometric operations. They are good for smoothly blending multiple components. 
Moreover, the build-in characteristics of implicit function provides direct 
inside/outside test, which is also extremely useful for collision detection and surface 
ray tracing. The major drawback of implicit surfaces lies in its rendering complexity 
when it comes to complex shapes. 
In contrast to the mesh-based modeling methods mentioned above, recently, 
the direct use of point-based or meshless representations has gained more and more 
attention [28, 29]. While triangulation with these huge data turns to be increasingly 
intractable, this meshless representation becomes appealing, especially for 
unstructured data sets obtained from 3D scanner. Point-based representations do not 
have to store and maintain the topological information. Thus it is more flexible to 
handle highly complex or dynamically changing shapes. The surface of the point 
sampled object is rendered by discrete oriented splats [30]. Variational implicit 
representations [31] based on RBF (radial basis functions) and MLS (moving least 
squares) are used to reconstruct the surface between existing samples. The point-
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based models can preserve fine local details, but unfortunately, it is not well 
supported by current graphics hardware, which is optimized for triangle rendering. 
To conclude, there are various types of surface modeling methods and each 
has its own strengths and drawbacks. The choice depends on application-specific 
issues, such as shape of objects, precision of modeling, ease of rendering, 
convenience of collision detection and local control, etc. 
2.2.1.2 Surface Deformation 
For parametric-based approaches, the deformation of the surface model can be 
realized by interactive modifications of the relevant control points [32-35]. Method of 
direct manipulation of points on a B-spine curve rather than through control points 
was also reported [36]. Generally speaking, this deformation approach is not intuitive. 
The precise specification or modification of surfaces can be laborious with adjustment 
of many control points. 
Free-form deformation (FFD), as a general deformation method, is first 
proposed by Sederberg and Parry [37]. By embedding an object into a lattice of grid 
and deform the space inside the grid through the moving of grid points, relevant 
deformations would be applied to the embedded object according to a certain mapping 
scheme. It provides a higher and more powerful level of control, compared with the 
method through adjustment of individual control points. This method can be applied 
to various surface representations including polygons, parametric surfaces, implicit 
surfaces, and point-based models as well.  
The basic FFD has constrained the control points to be placed on a lattice of 
simple shape, which limits the range of allowable deformations. In addition, it is 
difficult to get the object to pass precisely through desired points. Motivated by these 
limitations, it is improved by several other researchers. Examples include extended 
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FFD [38], direct FFD [39], Dirichlet FFD [40], NURBS-based FFD [41], etc. 
Extended FFD provides selective control of sub-regions of the surface by placing a set 
of lattices with different sizes, resolutions and geometries over the object. It is 
convenient and efficient for the modeling of cloths. Direct FFD allows more intuitive 
deformation with the direct manipulation of surface or curve points. It is achieved by 
converting the desired movement of these points to equivalent movements of grid 
points. Dirichlet FFD relaxes the constraint of regularly spaced control points and has 
been used in face modeling due to its flexibility [42]. NURBS-based FFD maps the 
deformation of the object to that of a NURBS lattice. It combines easily with global 
and local deformations and can easily produce properties inherent in the deformation 
of physical materials, such as tapering and necking. FFD has also been extended to 
perform on lattices with arbitrary topology, by utilizing an extension of the Catmull-
Clark subdivision methodology [43]. 
2.2.2 Volume Modeling 
2.2.1.1 Volume Representation 
It is often insufficient only to model the surface of the object, especially in the 
medical and biological context, where mechanical properties and realistic deformation 
become essential. The inhomogeneous and anisotropic properties of biological tissues 
make it difficult for surface based modeling methods to get satisfactory results. 
Meanwhile, with the rapid advancement and increased use of medical imaging 
technology, specifically CT (computer tomography) and MRI (magnetic resonance 
imaging), high resolution of cross-sectional image data of internal anatomies are 
commonly available. In this context, the concepts of pixels in 2D image processing 
have been extended to 3D cubic volume elements called voxels. Voxel data can be 
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obtained from a series of cross-sectional image data, which are then used to represent 
the shape, volume and composition of 3D human organs. Each voxel can be labeled 
with an index indicating its belonging to a particular tissue. In this way, the voxel-
based volumetric models can incorporate large amounts of information about the 
internal structures and the mechanical properties of heterogeneous tissues. The voxel-
based models have been called tomographic models [44] and voxel phantoms [45]. In 
contrast to the various approaches in the surface-based modeling, as far as we know, 
the voxel-based model is the dominant approach in volume modeling. 
To construct a voxel-based model, the boundaries between different organs 
and tissues need to be identified. This process is called segmentation. The 
segmentation process is not straight-forward, as the boundaries are often indistinct. 
Consequently, manual manipulation of the cross sectional images with image 
processing software and considerable anatomical expertise is required [46, 47]. This 
makes segmentation a time consuming process. Although completely automatic 
segmentation remains impossible, much work has been done to achieve a certain 
degree of automation [48-51]. However, it should be noted that the segmentation and 
construction of voxel-based models is a pre-processing process, which will not impact 
the real time rendering speed during interactive simulations. Once built, it is very 
effective to simulate the deformation of heterogeneous objects and the haptic 
sensations. 
2.2.1.2 Volume Deformation 
Surface deformation uses non-physical methods, which are limited by the 
expertise and patience of the user. However, volume deformation generally requires 
physically based models to reflect the internal structures of the volume, and to 
realistically simulate complex physical processes. 
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Mass spring system is one physically based approach to model volume 
deformation. It has been widely used in cloth motion [52, 53], facial animation [54, 55] 
and medical surgery simulations [4, 56]. Mass spring systems model an object as a set 
of mass points connected by springs in a lattice structure. The motion of each mass 
point is governed by Newton’s second law. The original mass spring model has also 
been extended to a volumetric version, called tensor mass method, where the object is 
represented in tetrahedrons. This kind of model is also popular in biomechanical and 
surgical simulations [57-59]. Mass spring systems are easy to construct and can be 
used to represent topological changes effectively. The real time simulation can be 
achieved with most desktop system today. However, it does have some drawbacks. 
Firstly, it is not easy to derive proper spring constants from the material properties. 
Secondly, it is difficult to model incompressible volumetric objects or thin surfaces. 
Thirdly, it is unsuitable to represent rigid object with large spring constants. 
3D ChainMail [60] is another volumetric deformation model, in which 
elements of the sampled volume are linked by chains instead of a springs. During 
deformation, the energy of an element is propagated to its neighbors via the chain. 
The update of the neighboring elements only happens when an element is moved 
beyond its limit. Compared with the mass spring method which solves a large system 
of equations, the 3D ChainMail model is much simpler and faster, and thus allows for 
high resolution. It has been applied to various operations like cutting and carving [61], 
and the modeling of inhomogeneous material [62] as well. Later, the shape-retaining 
3D ChainMail is proposed to solve the problem caused by the residual energy left 
during haptic interaction [63-66]. However, similar to mass spring system, it is also 
difficult for 3D ChainMail to derive parameters from physical properties of the 
material. In addition, the use of rectilinear mesh also limits its applications.  
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Derived from continuum mechanics, finite element method (FEM) is also 
extensively used in literature to provide accurate modeling of volume deformation. In 
FEM, the volume is divided into elements joined at discrete node points. The 
continuous equilibrium equations of the potential energy, the strain energy stored in 
body during deformation and the work done by external forces, are then approximated 
over each element. FEM has been applied in the modeling of face [67], eye [68], 
muscle [69], plastic surgery [70] and surgical planning [71]. For interactive 
simulation, FEM has to be adapted to reduce the computation time. Although various 
approaches have been used towards this goal [72-76], the high computational cost is 
still a critical issue, especially for haptic simulations. Boundary Element Method 
(BEM) [77, 78] is an alternative to FEM, in which all computations are done on the 
surface of a body instead of on its volume. It only works for homogeneous materials. 
Other novel modeling methods related to this include long element method (LEM) 
[79], radial elements method (REM) [80]. Both LEM and REM are based on a static 
solution for elastic deformation of objects filled with uncompressible fluid, and hence 
have a volume conservation property. 
2.3 Haptic Rendering 
Haptic rendering is the process of calculating a proper reaction force 
according to the models of the virtual objects and the position of the haptic device. As 
mentioned before, an update rate of 1000HZ should be achieved for stable haptic 
feedback. In this section, various haptic rendering techniques in literature are 
reviewed. 
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2.3.1 Haptic Rendering for a Single Point 
Early haptic rendering algorithms were designed for a single point, which is 
the virtual representation of the end-effector of the haptic device. This point is often 
referred to as haptic interface point (HIP). In the simplest haptic rendering model, 
when HIP collides with a polygonal object, a restoring force is generated to push the 
HIP back to the closest face of the object, along the normal of the chosen face. The 
magnitude of the force is proportional to the penetration depth and the stiffness of the 
material, based on Hooke’s Law [13]. Ambiguity exists in choosing the right face 
normal when HIP is equidistant to several faces. To overcome this problem, a contact 
history is kept by the use of a proxy (God Object [81], Virtual Proxy [82] or Ideal HIP 
(IHIP) [83]) constrained on the surface of the object. 
Algorithms for the direct interaction with NURBS surfaces without conversion 
to polygonal representation have also been proposed [84]. Similar to the proxy-based 
approaches described above, a Direct Parametric Tracing algorithm is employed to 
constrain a point (called surface contact point, SCP) on the surface. The new SCP and 
the tangent plane, which HIP projected to, are calculated by parametric projection. 
The force returned is based on a spring damper model between the HIP and the SCP. 
Techniques have also been developed for the haptic rendering of volume data. In the 
method proposed by Avila and Sobierajski [85], each voxel of the volume is assigned 
properties like density, stiffness and viscosity. A continuous scalar field for each 
property is then produced by interpolation, based on which the reaction force is 
calculated. Kim et al. [86] proposed to construct an implicit surface wrapping around 
the volume for the accurate perception of force magnitude. The concept of surface 
constrained virtual contact point is also incorporated in their algorithm. 
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Besides resistance force, modeling of friction is also important. Salisbury et al. 
[87] developed a stick-slip model to enhance the perception from the God Object 
approach with Coulomb friction. Kim et al. [86] enabled friction to be incorporated 
with their implicit-based haptic rendering algorithm. Mark et al. [88] developed a 
snag-based model for both static and dynamic friction. Haptic texture enriches users’ 
tactile sensation to a higher extent than friction. Techniques in this area can be 
referred to [89-91]. 
2.3.2 Haptic Rendering beyond a Single Point 
When it comes to virtual training applications, which involves virtual tools, 
approaches beyond single point rendering are required to reflect the tool shape. Since 
both position and orientation of the virtual tool become important, haptic algorithms 
and devices capable of 6 DOF input and 6 DOF output are required.  
For polygonal models, the ambiguity issues in the determination of the closest 
face still exist [92]. Ray-based haptic rendering [93] was developed to handle this 
problem, using a surface constrained ideal stylus (analogous to IHIP). 3D 
representation of the haptic probe is much more computationally expensive than 
single point representation. Therefore, many researches in this area focus on 
extending previous polygon-polygon collision detection algorithms to enable the 
efficient calculation of penetration depths and the effective recording of the contact 
history. Gilbert-Johnson-Keerthi (GJK) algorithm [94] was enhanced to alleviate the 
computation of penetration depths, by performing simpler minimum distance checks 
with the closest points [95].  The Lin-Canny algorithm [96] was extended to 
efficiently estimate penetration depths [97], even for non-convex models [98]. 
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Alternative strategies were also developed to completely avoid the computation of 
penetration depths, by the use of a buffer zone around the virtual objects [99, 100].  
Techniques for direct haptic rendering of virtual tools represented by non-
polygonal models have not been extensively researched. As for parametric surfaces, 
external distance between two surfaces is tracked and utilized for collision detection 
and penetration depth calculation [1, 101]. For B-spline or NURBS-based surface 
model and virtual tools represented by implicit surfaces, the depths of colliding points 
can be obtained by computing the distances between those inside points to the 
correspondingly closest points on the implicit surface of the tool [102]. In the case of 
voxel-based approaches, most 6 DOF haptic rendering methods are based on the 
Voxmap-PointShell algorithm [103] proposed by McNeely et al. in 1999. Voxmap is 
a collection of voxels representing the virtual scene, each with one of the following 
states: free space, interior, surface, or close proximity to the surface. While PointShell 
is a set of points distributed around the virtual tool, each having an inward-pointing 
surface normal to facilitate the calculation of penetration depths. The feedback force 
contributed by each point-voxel intersection is computed by multiplying the 
penetration depth with the “force field stiffness”. The net force acting on the object is 
obtained as the sum of all force contributions. The algorithm was later improved for 
smoother and more stable force feedback [104, 105]. As an extension, methods for 
Voxmap-Voxmap (both the scene and the virtual tool are represented by Voxmap) 
interaction have also been developed to model more physically realistic haptic 
feedback in surgical applications [106, 107].  
 While the calculation of penetration depths for voxel-based approaches is 
straight forward and efficient, the number of voxels involved in computation is 
considerably larger, compared with that of polygons. Thus the voxel storage and 
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management mechanism becomes an important issue. A good mechanism should 
reduce the iteration times in voxel-by-voxel collision checking, while considering the 
efficiency of memory use as well. 3D matrix allows for rapid data access, but 
becomes problematic to represent large scenes, where too much memory is occupied. 
Hash tables or related indirect-access structures are more popular in literature [107, 
108]. They provide a more compact representation of sparse voxel arrays, but are 
more complex to address and manipulate. Volume hierarchies (basically n-ary trees) 
[103, 109, 110] are also explored for its compactness and inherent support for coarse-
to-fine collision detection and multiple level of detail (DOF) rendering. 
2.4 Related Work on Dental Training Simulations 
Current dental training applications can be generally categorized into two 
classes: manikin-based and haptics-based. Manikin(or Mannequin)-based applications 
provide a physical model of a patient’s head and mouth, on which dental procedures 
can be performed using real dental instruments. In contrast, haptics-based applications 
employ virtual models of the oral anatomy and integrate a haptic device as a training 
platform. The trainee holds the stylus of the haptic device to manipulate a set of 
virtual hand-pieces, while the tactile feedback reproduces clinical sensations during 
practising. 
2.4.1 Manikin-based Simulators 
Manikin-based simulators, also called dental manikins, are currently the most 
popular simulator used for dental training. A dental manikin is basically a robot, 
sometimes just a robot head, with jaws and teeth make of artificial tissues. Novice 
                                                                                                                        Chapter 2 Literature Review 
 21 
dentists can practice on these artificial tissues with common dental instruments. The 
artificial tissues can be replaced and reinstalled after several times of use.  
Manikin-based simulators, such as DentSim [111], IGI [112], DSEplus [113], 
have been commercialized and proven to be helpful in dental education [114, 115]. 
However, these systems have a critical disadvantage: the high costs for the frequent 
replacement of the artificial teeth. Compared with manikin-based approaches, haptics-
based approaches are much more cost effective, as no physical models need to be 
replaced. Recent researches show an increasing interest in this area. A detailed review 
of these researches is presented in the followings. 
2.4.2 Haptics-based Simulators 
 Surface/Point-based Approaches 
Surface-based approaches are widely adopted in haptics-based dental 
simulators for the modeling of a patient’s head. Wang et al. [116, 117] presented a 
haptic training system targeted to tooth cavity preparation. In their approach, a 
triangular mesh obtained from laser scanning was used to model teeth, and a 
piecewise contact force model was employed to approximate the cutting resistance 
force on a spherical tool. If the force is larger than a threshold value, the triangular 
mesh would be cut and updated according to the shape of the tool. Meanwhile, a 
certain tissue type is assigned to the newly generated triangles, which would be used 
in the force computation. Rhienmora et al. [118] extended Wang’s algorithm to a 
cylindrical tool in their dental skill training simulator. To simulate the material 
removing effect during teeth cutting, the triangular mesh is updated by a surface 
displacement technique. Similar surface-based approaches can be seen in other 
haptics-based tooth/bone surgery simulations [6, 119-122].  
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Motivated by the recent progress of the point-based graphics, Yau and Hsu 
[123] developed a dental training system based on point-based models. The 
fundamental idea of the point-based approach is to use surfels (or surface element) as 
an alternative primitive to represent and display objects. High quality visual results 
can be obtained by using surfels to model and render the teeth and a set of dental 
instruments. Additionally, less memory is occupied since there is no need to store 
mesh topology. The reaction force is calculated based on a Spring-Damper model. 
However, inhomogeneous properties of the virtual tooth were not modeled in their 
work. 
 Volume/Voxel-based Approaches 
Compared with the surface-based or point-based approaches discussed above, 
voxel-based approaches are more convenient and intuitive to model the physical 
properties of different tissue layers. Attributes like voxel density, tissue type, position 
and color can be assigned to a voxel, according to its location in a specific anatomical 
structure. Corresponding force feedback can be simulated using these attributes, along 
with the position and orientation of virtual instruments. Voxel-based models have 
been commonly applied in simulations for dental preparation [110, 124-126], 
craniotomy [127, 128] and bone surgery [5, 107, 129]. However, there are different 
ways to construct a voxel model. Some [110, 126-128] built their models from 
polygon models, using a particular voxelization method. Others [5, 107, 124, 125, 129] 
built their models directly from original CT images and reconstructed an iso-surface 
for graphic rendering. Although better visual results can be provided using the former 
method, the way of voxelization and voxel attributes assignment is indirect (that is, 
the voxel model is obtained by voxelizing polygon meshes by a sampling lattice and 
the individual voxel attribute is assigned manually without considering the patient-
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specific cases). The latter method is more straight-forward and more intuitive. 
However, the reconstructed iso-surface is often not smooth, largely due to the noise in 
CT scan.  
 Force Modeling 
As for the haptic rendering, force computation based on the Spring-Damper 
model [110, 126, 127] or the Voxmap-PointShell model [103, 124, 128] has been 
extensively used in voxel-based approaches. Nevertheless, some attempts have been 
made towards a more realistic force model. Wu et al. [125] established a linear 
relationship between the magnitudes of drilling force and the forward moving velocity 
in dental drilling, according to their experimental observations. Morris et al. [107] 
proposed a method by densely voxelizing the tool tip as well as the bone volume. 
Resistance force was calculated by adding the force vector contributed by each 
collided tool voxel. Tangential force was also approximated by estimated surface 
normals and the polar distances of voxels. Agus et al. [5] presented a mechanical 
study of burr bone interaction. Hertz’s contact theory was applied to determine the 
elastic force. The continuum approach was then discretized for the voxel-based bone 
model. Friction against the burr rotation was also modeled. However, the 
aforementioned models are not fully physically-based. The force calculations are still 
based on the penetration depth/volume of the cuttinge tool, rather than the geometry 
and rotational movement of cutting edges. In addition, they are limited to spherical 
tools. The most realistic approach was suggested by Moghaddam et al. [130], where 
mechanical theories of metal milling were referred. According to these theories, the 
cutting force is proportional to the chip thickness multiplied by cutting coefficients. 
The chip thickness was approximated by voxelizing the swept volume of tool 
movement. But this model is also limited to a spherical bone burr. 
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 Torque Modeling 
Most of the simulation systems developed for surgical screw insertion 
concentrate on computer assisted planning and navigation [131-133] , finite element 
based bone stress analysis [134, 135] and torque prediction [136], without any haptic 
feedback. The Osteosynthesis screw insertion simulator [137] invented by researchers 
in Johns Hopkins University is probably the only haptics-based screw insertion 
simulator for training purpose. The torque output of this simulator is computed based 
on a torque-rotation relationship derived from existing experimental data, which were 
collected in an Orthopaedic surgery performed on a sheep tibia. The current system 
can provide reasonably realistic screw insertion experience on three types of bone 
structure, from three rotations before and during the stripping phase. No graphic 
display is provided. 
2.5 Summary 
As dental manikins have cost issues and difficulties in simulating patient-
specific tissue properties, the research reported in this thesis is devoted to develop a 
haptics-based framework based on which a training platform can be constructed and 
used to practice the procedures of the micro-implants surgery.  This chapter reviews 
the concepts of virtual reality, computer haptics, as well as methods in modeling of 
virtual objects and haptic simulation of tool-object interaction. Special focus has been 
put on the evaluation of existing approaches in modeling inhomogeneous tissues and 
the force/torque feedback in dental applications.  
Based on the literature review, it is found that traditional simulators employing 
surface-based modeling approaches can hardly capture the essential features of the 
involved tissues and physical responses. The voxel-based approaches are more 
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suitable in nature for modeling the internal oral structures and the inhomogeneous 
tissues. But these approaches are often weak in rendering speed and visual appearance. 
Additionally, given the real-time constraints imposed by haptics-based virtual 
simulations and the current computing capabilities of hardware, existing force models 
for the haptic feedback are often oversimplified, without the knowledge of the 
specific bio-mechanics involved. Most of the force models are derived from the well-
known Spring-Damper model and the Voxmap-PointShell model, which are widely 
adopted in recent haptics-based researches. Although these penalty-based methods 
can provide effective touch-resistance contact force feedback, they are not suitable in 
drilling applications because of the difficulty in modeling drill rotation and vibration. 
Moreover, the haptics-based torque simulator in literature can only “replay” the 
torque resistance collected in a previous experiment. No modeling of patient-specific 
bone structure has been provided. The torque calculation is based on the rotational 
position of the haptics device instead of the inhomogeneous tissue properties.  
To solve the aforementioned issues and to tackle the challenges of the real-
time haptic simulation, a haptics-based modeling and simulation framework has been 
proposed for real-time surgical simulation. An overview of the research and the 
proposed framework is presented in Chapter 3. 
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CHAPTER 3 RESEARCH OVERVIEW 
3.1 Introduction 
This chapter gives an overview of the research work as well as the design of 
the proposed framework on the system level. Firstly, the overview of the research 
work is given, which describes the key components of the research and the 
corresponding thesis chapters. Secondly, the architecture of the framework is 
presented. The system architecture is composed of three layers: the hardware layer, 
the interface layer and the software layer. The components and functions of each layer, 
as well as its interface to its neighboring layer are described in detail. Thirdly, the 
simulation framework of the system is presented. The framework shows the software 
components for simulation and the data flow running through each component. It also 
shows the user interface of the system, in other words, the user’s inputs into the 
system and the outputs from the system to the user. 
3.1 Research Overview 
An overview of the research work is given in Figure 3.1. As it is difficult for 
the surface-based approach to model the internal structure and inhomogeneous tissues, 
the voxel-based approach is employed for oral tissue representation. To overcome the 
visual rendering defects of the voxel-based approaches, a preprocessing pipeline was 
designed to reduce the imaging noise, smooth the segmentation results and finally 
construct the patient-specific voxel-based oral model from CT scans. This part of 
research work will be presented in Chapter 4. 
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Figure 3.1 Research Overview 
To study variation of drilling force at different oral tissues during the pilot-
drilling procedure and the variation of torque resistance during the implant placement 
procedure, a series of force/torque measuring experiments were conducted. Chapter 5 
gives the design and setup of these experiments. The force/torque data were collected 
in real-time and used for the calibration of the force/torque model. 
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To provide a physically-realistic drilling force feedback, an analytical 
approach of modeling the dental drill and the drilling force feedback is proposed. The 
force model is based on metal cutting principles and has been adapted for the voxel-
based approach. A GPU-based parallel rendering method was developed to enhance 
the real-time performance. The details of force model calibration are also given. A 
prototype subsystem simulating the pilot-drilling procedure was implemented to 
validate the aforementioned approaches. This part of research work is presented in 
Chapter 6. 
To simulate the torque resistance during the placement of micro-implants, a 
voxel-based torque modeling approach was developed. The torque computation is 
based on the geometry of the screw implant and accumulated density of contacted 
bone voxels. The torque model was implemented in parallel with the GPU-based 
method to achieve the real-time requirement. The torque model calibration was also 
conducted with experimental data. In addition, a 1DOF torque feedback device was 
also designed and implemented. This part of research work is presented in Chapter 7. 
3.2 System Architecture 
The architecture view of the proposed framework for the micro-implants 
modeling and simulation is shown in Figure 3.2. The whole system can be divided 
into three layers: a software layer, a hardware layer, and an interface layer in between. 
Both graphic and haptic components are included in all three layers, as the system 
aims to provide a vivid surgical experience with anatomically-accurate visual display 
and physically-realistic haptic feedback. More specifically, the hardware layer is 
composed of visual display device to visualize the 3D simulation environment, a 
3DOF force feedback device and a 1DOF torque feedback device for the user to 
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manipulate the virtual dental tool and feel the force/torque response at the same time. 
The interface layer is composed of various APIs and DLLs to control the behaviors of 
the graphic and haptic hardware. The software layer is composed of a data access 
module to manipulate the data structures of the voxel-based oral model and the dental 
tool model, a graphic rendering module to reconstruct the triangular surface for the 
oral model and the tool model, and a haptic rendering module to calculate and output 
a proper force/torque feedback based on a force/torque computation model. Detail 
descriptions of the system components are given below. 
 
Figure 3.2 System architecture 
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 Hardware Layer 
In the hardware layer, two haptic devices have been used. One is a 
commercially available haptic device - Phantom Desktop, which is used to control the 
pilot drill and to provide 3DOF force feedback during the pilot-drilling procedure. 
The other one is a torque feedback device developed in this work, which is used to 
control the screw implant and to provide 1DOF torque feedback during the screw 
insertion procedure. Details of the torque feedback device are presented in Chapter 7. 
The visual display device in this layer is basically a computer screen and a graphic 
card to display the virtual surgical environment to the user. The user is able to see an 
anatomically accurate oral model through the screen and watch the movement of the 
virtual drill/implant and the removal of oral tissues during the surgical procedures. 
 Interface Layer 
The graphic interface in this layer serves as the bridge between the graphic 
rendering module and the visual display device. It includes the OpenGL API for 
common graphic operations such as device initialization, 3D object drawing and 
viewpoint transformation. It also includes CUDA (Compute Unified Device 
Architecture) [138] API to accelerate the reconstruction and rendering process of the 
oral model through parallel computing. The haptic interface contains DLLs and APIs 
to communicate with the hardware layer. OpenHaptics API is the programming 
interface provided with Phantom Desktop, which is used to read the position and 
orientation of the force feedback device and write the simulated force feedback signal 
back to the device. Encoder DLLs are used to communicate with the rotary encoder of 
the torque feedback device. Ardence RTX (Real-Time Extension) [139] API is used 
to achieve precise timing control and to generate desired voltage signals in real-time 
through an I/O card, which are applied to the torque feedback device to produce 
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proper resistance torque feedback during the simulation. The haptic interface also 
contains CUDA API to accelerate haptic rendering. 
 Software Layer 
The data access module provides a functional interface for other modules in 
the software layer to access and update the data structure of the voxel-based oral 
model. A Look-Up Table (LUT) is employed as the data structure to store the voxel-
based model. Each entry of the LUT points to a voxel structure which has a density 
item for torque computation and a flag item for graphic rendering. Details of the voxel 
data structure and the voxel model construction will be introduced in Chapter 4. A 
similar interface is also provided for the access and update of the dental tool model.  
The graphic module contains an Oral Model Update component to update the 
flags of the voxel model periodically during the real-time simulation. Based on the 
current flag values, the Oral Volume Rendering module will reconstruct the iso-
surface of the oral volume, presenting a virtual 3D oral anatomy to the user. 
Meanwhile, the Dental Tool Rendering component can render a virtual drill/implant 
in the 3D scene according to its geometry and current position. 
The Transformation Matrix Calculator in the haptic rendering module 
computes the tool’s transformation matrix based on the encoder signal of the haptic 
device. The coordinates of the virtual drill/implant will be updated accordingly, 
through the Tool Model Update component. The Collision Detection module checks 
the collision between the oral volume and the dental tool with their current 
coordinates. Based on the results of collision detection, the core component of this 
module, the Force/Torque Computation model, computes the force/torque output 
using voxel-based algorithms. The Force/Torque Output component outputs the 
calculated force/torque signal to the haptic device through the haptic interface. The 
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Oral Model Update component modifies the density of the collided voxels to simulate 
the removal of oral tissues during the procedure. 
3.3 Simulation Framework 
The simulation framework and the data flow of the system components are 
shown in Figure 3.3. The simulation framework can be divided into two parts: 
preprocessing and real-time simulation.  
 
Figure 3.3 Simulation framework and data flow 
In the preprocessing, patient’s CT images are segmented and smoothed, from 
which the voxel-based oral model can be constructed. In addition, the virtual dental 
tool models are built from a user-defined configuration file in XML format, which 
contains the dimensions of the virtual dental tool such as point angle and web 
thickness for pilot drill, thread pitch and thread length for screw implant, tool length 
                                                                                                                     Chapter 3 Research Overview 
 33 
and tool diameter for both. Detailed descriptions for the preprocessing are given in 
Chapter 4. 
The real-time simulation starts after preprocessing. In order to provide a stable 
and realistic virtual experience, the graphic rendering module is required to be 
conducted at about 30Hz and the haptic rendering module is required to be conducted 
at about 1000Hz. Two independent threads are created with graphic rendering 
encapsulated in one thread and haptic rendering encapsulated in the other. 
During the real-time simulation, the data input and output of each system 
component need to be defined clearly in the design stage for the precise control and 
coordination. The encoder signals of the haptic device represent the current position 
and orientation of the end-effector. In each haptic loop, the transformation matrix 
calculator computes the virtual tool’s transformation matrix based on the encoder 
signals. The calculated matrix is uploaded to GPU. Then, the computations for each 
sampled element on the dental tool are carried out by GPU in a parallel manner before 
integration into a final force output. More specifically, the tool model update 
component updates the current position of each sampled element based on the tool 
transformation matrix. The collision detection component takes the current 
coordinates of the oral voxels and a sampled element to check if there is an 
intersection. If this is true, the indices of collided voxels will be output to the 
force/torque computation model, from which the density values of these voxels can be 
obtained. The force/torque computation component calculates the elementary 
resistance force/torque based on the proposed force/torque model, according to the 
density values and the dimensions of the dental tool. Meanwhile, the indices of the 
collided voxels are also output to the voxel density update component to calculate the 
new density values of the collided voxels. When the computations for each sampled 
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element are completed, the elementary resistance forces/torques are summed up and 
downloaded to CPU, where the force/torque output module outputs the signal to the 
haptic device through the haptic interface, giving a proper haptic feedback to the user. 
In each graphic loop, all the components are running on GPU. The voxel flag update 
component calculates new flag values and updates the oral model accordingly. Based 
on the new flag values, the oral volume rendering component reconstructs the 
triangular surface of the oral model. Meanwhile, the dental tool rendering component 
gets the dimensions and current transformation matrix from the tool model and builds 
the triangular surface of the virtual drill/implant. The triangular surface of the oral 
volume and that of the virtual implant is output to the visual display device through 
the graphic interface, exhibiting the virtual scene to the user.  
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CHAPTER 4 CONSTRUCTION OF VOXEL-BASED 
ORAL MODEL AND ITS SURFACE GEOMETRY 
4.1 Introduction 
This chapter presents a preprocessing pipeline to construct the voxel-based 
virtual oral model from patient-specific CT images. In addition, a special data 
structure is designed to store the voxel model, facilitating the GPU-based parallel 
rendering process during the simulation. The micro-implants surgery involves several 
inhomogeneous oral tissues such as cortical bone, cancellous bone and tooth roots. 
The voxel-based approach is adopted instead of the surface-based approach to model 
the inhomogeneous tissue properties. As discussed in Chapter 2, there are two ways to 
construct a voxel model. It can be built by voxelizing a polygon model, which are 
generated from 3D surface scanning. Although better visual results can be provided 
using the former method, the way of voxelization and voxel attributes assignment is 
indirect and tricky. Voxel models can also be built directly from original CT images, 
which is more straight-forward and more intuitive.  However, the reconstructed 
surface geometry for visual feedback is often not smooth, largely due to the imaging 
noise of the CT scan. To tackle this problem, a preprocessing pipeline is proposed in 
this chapter, which provides anatomically accurate representations of patient-specific 
oral tissue properties and appealing visual effects. 
The constructed voxel model will be used for graphic and haptic rendering 
during the real-time simulation. In addition, the surface geometry of the voxel model 
(iso-surface) was also constructed at this stage. The iso-surface would be updated 
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periodically based on the change of voxel density in the real-time simulation. A 
specially designed data structure to store the voxel model is also presented in this 
chapter. This data structure is targeted for GPU-based parallel computing, which can 
greatly accelerate the graphic and haptic rendering process. 
The general steps of the preprocessing pipeline are illustrated in Figure 4.1. 
Firstly, the jawbone and teeth are segmented out from the patient’s CT images 
through an automatic segmentation process. Secondly, a manual segmentation process 
is conducted to address deficiencies in the automatic process. Then, 2D image 
boundary smoothing is carried out based on the Level Set Method. After that, the 
voxel-based oral model is constructed with the smoothed dataset. The Marching 
Cubes (MC) algorithm is employed to construct the initial surface geometry of the 
voxel model. A more appealing visual effect can be achieved using 3D Laplacian 
mesh smoothing. 
 
Figure 4.1 Data preprocessing pipeline 
The remaining part of this chapter is organized as follows. Section 4.2 
introduces the details of the preprocessing pipeline. Section 4.3 presents the data 
structure for the voxel model. Section 4.4 describes the iso-surface construction 
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process to build the surface geometry of the voxel model. Finally, Section 4.5 gives 
the summary of this chapter. 
4.2 CT Image Segmentation and Smoothing 
To faithfully represent the oral anatomy, the voxel-based model is constructed 
directly from CBCT (Cone Beam CT) images of patients. Table 4.1 gives the general 
information of the patient’s CBCT used in the thesis. The information is extracted 
from the header of the patient’s CT image stack. RAI is a type of DICOM orientation; 
little endian is a byte order that stores the least significant byte first; the short data 
type can store up to 16-bits data. 
Table 4.1 Summary of CBCT imaging of the patient 
Dimensions 416 × 416 × 416 
Spacing 0.2 × 0.2 × 0.18 (mm) 
Orientation RAI 
Byte Order Little Endian 
Data Type Short 
Bits Allocated 16 
 
The density of a voxel node is related to the intensity of a corresponding pixel, 
from which the bone hardness can be inferred. The proposed data preprocessing 
pipeline begins with the segmentation of the jawbone and teeth from the original 
images, which involves two steps: 
1) Automatic segmentation of the jawbone and teeth based on a region 
competition [140] approach, using ITK-SNAP [141] (Figure 4.2)  
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2) Manual segmentation to correct deficiencies in the automatic process 
(Figure 4.3). This can be done by adjusting the segmentation mask in 
ITK-SNAP, with some domain knowledge to identify pixels that are 
related to the desired hard tissues. 
 
Figure 4.2 Automatic Segmentation 
 
Figure 4.3 Manual Segmentation 
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To alleviate the impact of imaging noise and to achieve a better visual result, 
an image smoothing technique is applied to the segmented CT images. An open 
source toolkit implementing the Level Set Methods is utilized, which can smoothen 
2D Images iteratively with curvature-based forces [142]. As can be seen in Figure 4.4, 
the CT image becomes much smoother after 30 iterations while the curvature of the 
image boundary (represented by its zero level set) is nicely preserved. 
 
Figure 4.4 Image smoothing by Level Set Methods: (a) original image; (b) original 
level set; (c) image after 30 iterations of smoothing; (d) level set after 30 
iterations of smoothing 
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4.3 Data Structure of the Voxel Model  
To describe the voxel model structure, two entities have to be defined first: 
Voxel Cell and Voxel Node. Voxel Cell, also termed as voxel, is a cubic volumetric 
element, which is a 3D counter-part of pixel. Voxel Nodes are the eight vertices of the 
Voxel Cell. The relationship between these two entities is illustrated in Figure 4.5. In 
this voxel model, only the voxel nodes are actually stored in the simulation system. A 
voxel cell can be represented by the voxel nodes located at its bottom-left-back corner 
and its top-right-front corner (nodes 0 and in Figure 4.5). The index of a voxel cell is 
defined to be the same as the index of its bottom-left-back voxel node. 
 
Figure 4.5 A voxel cell and its nodes 
Two types of data structure are generally used for voxel-based models: octrees 
and Look-Up Tables (LUT). An Octree partitions and organizes a 3D voxel space by 
recursively subdividing it into eight child nodes. The Octree data structure, once 
optimally built, is efficient for voxel nodes locating and neighbor searching. However, 
there is a large amount of overhead in reconstructing the neighbor information in a 
dynamic environment. In addition, the recursive tree traversal process makes it 
difficult to be parallelized. On the other hand, with fixed voxel cell dimensions and a 
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pre-defined resolution, neighbors of each voxel node stored in LUT can be obtained 
dynamically. More importantly, nodes stored in LUT are independent, which are 
suitable for the parallel computing on GPUs. Thus, LUT is used to store voxel nodes 
in this work.  
To minimize the data transfers between CPU and GPU, which would incur 
great performance loss, all computations for iso-surface reconstruction and 
force/torque generation are carried out by GPU. Considering the limited GPU 
memory, only a density value, a flag value and a collision indicator are recorded for 
each node. The data structure for each voxel node is defined as follows: 
struct voxel_node { 
           float density; 
           bool flag; 
                                         bool collide; 
}; 
The density value is extracted from patient’s CBCT images and is to be used 
for the force computation. More specifically, the density is assigned with the intensity 
value of the corresponding pixel in the segmented and smoothed images exported 
from the previous section. Higher density of a voxel node indicates a harder tissue in a 
particular location. The flag value indicates whether or not a particular voxel is to be 
used for the iso-surface reconstruction. During the real-time simulation, the density 
value is updated at haptic frequency (1000Hz), while the flag value is updated at 
graphic frequency (30Hz). The collision indicator is also updated in 1000Hz, 
indicating whether this voxel node is in contact with the virtual tool. The collision 
indicator is only used for the simulation of the implant insertion simulation. 
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The grid position of a voxel node is encoded in its index to LUT. Suppose that 
the volume size is 2 2 2x y z  , the grid position of voxel node i can be extracted in 
run-time through a set of bit-wise operations as follows: 
                                
grid_position.x & (2 1)
grid_position.y ( ) & (2 1)









   
                     (4.1) 
The stream processors on the GPU have fast bitwise operation units in their 
ALUs (Arithmetic Logic Units). Besides, the computations for each voxel node are 
encapsulated in a lightweight CUDA thread, which is processed parallelly with 
negligible context switch overheads, so that the above computations can be finished in 
no time. The LUT for the voxel model will be stored in the texture memory space on 
the GPU, which allows efficient memory access of the voxel data using texture cache. 
4.4 Rendering of Surface Geometry  
The Marching Cubes algorithm [142] is utilized for the surface geometry 
construction of voxel-based model. The algorithm extracts a polygonal mesh of an 
isosurface from a 3D volume dataset. It takes the 8 neighboring voxel nodes at a time, 
and then determines the triangle(s) needed to represent the part of the isosurface that 
intersects with the cube. The positions of the triangle vertices are evaluated by 
interpolating the scalar fields of the neighboring voxel nodes with the iso-value. In 
our case, the flag value in the voxel_node data structure is used as the scalar filed and 
the iso-value is set to 0.5. The individual triangles are finally fused into the desired 
surface. There are other volume rendering approaches like ray-casting, which casts 
rays for each pixel of the view plane through the volume. Samples taken along the ray 
are shaded and composited to form a final view. The ray-casting method is 
particularly useful for data originate from fluid and other semi-transparent materials, 
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but each change of view requires a complete re-computation. The Marching Cubes 
algorithm is adopted in this thesis because the re-computation is only required to local 
voxel cells after change. Moreover, the algorithm can be easily adapted to parallel 
computation, as the reconstruction process for each voxel cell is independent. 
Generally, the Marching Cubes algorithm includes two steps: 
 Step 1: Locate triangle vertices 
For each vertex of a cell, assign a one (indicating inside) if the voxel’s density 
exceeds a pre-defined isovalue; assign a zero (indicating outside) otherwise. Since 
there are eight vertices in each cube and two states, 2
8
=256 cases are possible. 
However, they can be reduced to 15 patterns shown in Figure 4.6 using the 
complementary and rotational symmetry. The exact position of intersection (triangle 
vertices on the cell edge) is calculated through linear interpolation. 
 
Figure 4.6 Patterns of triangulated cells (from Ref. [143]) 
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 Step 2: Calculate a unit normal for each triangle vertex 
Since a surface of constant density has a zero gradient component along the 
surface tangential direction, the direction of the surface normal is the same as that of 
the gradient vector at that point. The gradient vector g  at point (x, y, z) is the 
derivative of the density function as shown in equation (4.2). 
                                                     ( , , ) ( , , )g x y z f x y z                                           (4.2) 
The gradient vector can be estimated by first calculating the gradient at the 
cell vertices, as shown in equation (4.3) to equation (4.5), then linear interpolating the 
gradient at the point of intersection. 
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                           (4.3) - (4.5) 
It should be noted that the geometry construction of the entire oral anatomy 
model is time-consuming, since tens of thousands of triangles would be created. 
However, the construction process is completed during pre-computation and therefore 
has little impact on the speed of interactive simulation. 
Figure 4.7 shows the iso-surface of a voxel-based oral model. The iso-surface 
can be further smoothed with 3D Laplacian mesh smoothing, as shown in Figure 4.8. 
The reduced number of triangles in the smoothed mesh is also helpful in shortening 
the surface rendering time during real-time simulation. 
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Figure 4.7 Iso-surface generated by marching cubes algorithm 
 
Figure 4.8 Iso-surface with 3D Laplacian mesh smoothing 
4.5 Summary 
A data preprocessing pipeline for the construction of the voxel-based oral 
model and its surface geometry is proposed in this chapter. The goals of each step in 
the proposed pipeline are given and the approaches adopted in these steps are 
described.  The preprocessing results are also presented. The constructed oral model 
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and the developed data structure are fundamental to the modeling and simulation 
given in Chapters 6 and 7.  
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CHAPTER 5 EXPERIMENTAL STUDY OF THE 
DRILLING FORCE AND THE IMPLANT INSERTION 
TORQUE 
5.1 Introduction 
This chapter presents the experimental study of the drilling force during the 
pilot-drilling procedure and the screw insertion torque during the implant placement 
procedure. To examine the force/torque variations across different oral tissues, a set of 
pilot drilling and screw insertion experiments was conducted on a pig’s jaw. A 
suitable fixture was designed and manufactured to hold the jaw firmly during the 
experiments. The drilling forces on the pilot-drill in three directions were measured in 
real-time with a dynamometer and recorded in a tape recorder. The torque resistance 
on screw implant was also measured in real-time with a torque senor and logged in a 
PC. These experimental data were subsequently used for the calibration and 
verification of the proposed force/torque model.   
The rest of this chapter is organized as follows. The design of the experiment 
and its general steps are described in Section 5.2. The experiment setup for pilot-
drilling, the measured force results and discussion are presented in Section 5.3. The 
experiment setup for screw insertion, the measured torque results and discussion are 
presented in Section 5.4. A summary of this chapter is given in Section 5.5. 
5.2 Experiment Design 
The general experiment steps are described as follows. 
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1) Preparation of the specimen 
A fresh pig’s jaw was bought from market and transferred to the 
laboratory in an icebox. The jaw was disinfected with 70% alcohol. Some of 
the soft tissues were removed in case they would jam the drill flute or the 
implant thread. 
2) Preparation of the fixture 
As the pig’s jaw has an irregular shape, it is difficult to hold it with 
standard fixtures used in manufacturing. Thus, a suitable fixture has been 
designed and manufactured, consisting of a base plate and a set of clamps.  
Clamps can be mounted with threaded rods and nuts on the base plate through 
the threaded holes on the base plate. The base plate contains regularly spaced 
threaded holes and the clamps can be made to different dimensions to 
accommodate varying sizes at different clamping parts of the pig’s jaws. 
Figure 5.1 shows a pig’s jaw secured with the fixtures. 
3) CBCT scan before drilling/implantation 
In order to identify the drilling/screwing position and direction, two 
CBCT (Cone Beam CT) scans were performed: one before the pilot-
drilling/implant-insertion and one after. By comparing these CT images, the 
removed bone tissue during the procedure can be obtained, which would be 
used for the calibration of the proposed force/torque model. 
4) Force/torque measurement 
The 3DOF resistance force on the drill bit and 1DOF resistance torque 
on the screw implant were measured with a force/torque sensor. These real-
time force/torque signals were recorded and exported to PC through an I/O 
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interface. The exported data would be used to calibrate the proposed 
force/torque model. 
5)  CBCT scan after drilling/implantation 
The specimen after pilot-drilling or implant-insertion would go through 
CBCT scan again. As the specimen may not be placed in exactly the same 
position and orientation for the CBCT scan, the pre-surgery and the post-
surgery data sets need to be aligned or registered in order to retrieve the 
drilling positions and directions for calibration purpose (the details of the 
registration and force/torque model calibration can be found in Sections 6.5.1 
and 7.6.1). 
6) Cleanup 
The dental hand-piece, drill bits, screw implants, fixtures and other 
experimental equipments need to be cleaned up and disinfected with standard 
procedures. 
 
Figure 5.1 Pig’s jaw with fixture 
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5.3 Pilot-Drilling Experiment 
The pilot-drilling experiments were conducted in two ways: a manual drilling 
procedure performed by an experienced dentist and an automated drilling procedure 
with a mechanical metal cutting machine (CNC machine). The aim of the manual 
drilling is to study the feedback force in an actual situation and to examine how the 
feedback force varies when drilling into different tissues. As the feed rate and drilling 
direction may not be consistent during the manual drilling procedure, the force data 
collected in the manual drilling experiment is not suitable for the force model 
calibration. To tackle this issue, an automated drilling experiment has also been 
conducted using the CNC machine, which guarantees constant feed rate and drilling 
direction. 
5.3.1 Manual Drilling 
The aim of manual drilling is to examine the pilot-drilling force in the real 
case. The whole upper jaw from an adult pig was used as the specimen. As discussed 
in the previous section, the specimen was taken to CBCT scan before and after 
drilling. The CBCT scan was conducted at the Dental Imaging Unit under Faculty of 
Dentistry, National University of Singapore (NUS). Figure 5.2 shows the specimen 
under CBCT scanning. 
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Figure 5.2 CBCT scan of pig’s upper jaw for manual drilling experiment 
The manual drilling experiment was carried out in the perfusion room of the 
Histology Laboratory under Department of Anatomy, NUS. A schematic diagram of 
the experiment setup is given in Figure 5.3. The core component of the drilling force 
measuring equipment is a dynamometer, which is able to measure force components 
in the x, y and z directions. The analog signal outputs from the dynamometer are 
amplified by an amplifier and recorded by a tape recorder. The amplified signals were 
output to the computer by a data cable and the real-time force signal could be seen 
through the PC-Scan software when measuring the drilling force. The tape recorder 
was also connected to a PC to export the measuring data afterwards. The experiment 
was carried out on a pig’s upper jaw that was placed on the base plate and secured 
with fixtures. The base plate was in turn fixed on the top of the dynamometer. The on-
site experiment setup is shown in Figure 5.4. 
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Figure 5.3 Schematic diagram of the manual drilling experiment 
 
Figure 5.4 Experiment setup for manual drilling 
The pilot-drilling procedure was performed by an experienced dentist from 
National University Hospital (NUH). Figure 5.5 shows the dentist performing a pilot-
drilling procedure on the specimen. The dentist was asked to continue drilling even 
when he felt that the drill touched the tooth roots, as the force variation at different 
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types of oral tissues including cortical bone, cancellous bone and tooth root need to be 
studied. A typical thrust force profile of the manual drilling experiment is shown in 
Figure 5.6. 
 
Figure 5.5 Dentist performing the pilot-drilling procedure on pig’s jaw 
 
Figure 5.6 Thrust force profile of the manual drilling experiment 
It can be seen that the drill passed through 4 types of tissues in this drilling 
procedure. The force increased gently in the soft tissue layer. Then a sudden rise of 
force indicated contact with the hard cortical bone. At this moment, the dentist may 
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control the hand-piece going back and forth to prevent the fracture of the drill bit. 
After the penetration of the cortical bone, the drill entered into a layer of cancellous 
bone, where the force dropped as the cancellous bone is spongy and softer than the 
cortical bone. Finally, the force increased again dramatically, indicating a root 
penetration. 
Although the manual drilling experiment gives an indication of how the 
drilling force changes at different tissue layers during the pilot-drilling procedure, it is 
difficult to use the results to calibrate the proposed force model. The reason for this is 
that the feed rate of manual drilling is not fixed. The drill may go back and forth 
under the control of the dentist, if there is a strong vibration or resistance. In addition 
it is hard to keep drilling in a consistent direction. 
5.3.2 Automated Drilling 
To obtain more consistent force data for the calibration purpose, an automated 
drilling experiment was carried out using a metal cutting machine. As the machine 
spindle only provides vertical feeding, the pig’s jaw was cut into segments and held in 
a proper orientation to facilitate the vertical drilling from the buccal side of the jaw. In 
addition, the soft tissues were removed as much as possible to prevent the breakage of 
the drill caused by the stuff of soft tissue in the drill flutes. 
The general steps of the automated drilling are almost similar to that of 
manual drilling. To improve the registration results, a group of holes was made before 
the first CBCT scan as registration points (landmark points for volume registration). 
Figure 5.7 shows the CBCT process of the jaw segment.  
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Figure 5.7 CBCT scan of jaw segment for automated drilling experiment 
Table 5.1 Summary of CBCT imaging of the jaw segment 
Dimensions 345 × 345 × 341 
Spacing 0.13 × 0.13 × 0.25 (mm) 
Orientation RAI 
Byte Order Little Endian 
Data Type Short 
Bits Allocated 16 
 
The general information of the CBCT images is given in Table 5.1. The 
settings for the orientation, byte order, data type and allocated bits are the same as 
those in the patient’s CBCT scan, as shown in Table 4.1. From the reconstructed 3D 
volume of the first CBCT scan, a group of drilling positions (marked with X) which 
have potential possibility to hit the tooth roots was identified, as shown in Figure 5.8. 
The registration points can also be clearly identified in the reconstructed volume 
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(marked with Ci). The drilling positions were marked on the specimen as shown in 
Figure 5.9. 
 
Figure 5.8 Registration points and drilling positions 
 
Figure 5.9 Drilling positions marked on the specimen 
The automated drilling experiment was conducted at the Advanced 
Manufacturing Laboratory (AML) at the Department of Mechanical Engineering, 
NUS. The schematic diagram of this experiment is shown in Figure 5.10. The 
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experiment setup is shown in Figure 5.11 and Figure 5.12. The CNC milling machine, 
Makino RMC 55l, was used to drive the drill and the same force measuring and 
recording equipment were applied. A splash shield box was added to the base plate to 
prevent the splash of bone tissues during drilling. 
 
Figure 5.10 Schematic diagram of the automated drilling experiment 
 
Figure 5.11 Experiment setup for automated drilling 
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Figure 5.12 Experiment setup for automated drilling (close view) 
The spindle speed used in the experiment is 1200rpm, which is consistent with 
the rotational speed of the dental hand-piece used in the manual drilling experiment. 
The feed rate is set to 0.5mm/sec which is an estimate of the manual moving speed of 
the drill. A typical thrust force profile of the automated drilling experiment is shown 
in Figure 5.13. Compared with the force profile in manual drilling, the force profile 
collected in automated drilling exhibits a more regular shape, as the feed rate and 
drilling direction are kept constant. These data will be used for the calibration of the 
analytical force model in Chapter 6. It may be noticed that the ranges of thrust force 
are different between the manual and automated drilling experiments. This may 
probably because the specimen used in the latter one has harder tissues. 
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Figure 5.13 Thrust force profile of the automated drilling experiment 
5.4 Screw Insertion Experiment 
To study the resistance torque during the screw implantation, a torque 
measuring experiment was also conducted. The major component of the torque 
measuring equipment is a torque sensor, which has a measuring range of 0-20Nm 
with 0.25% accuracy. It should be noted that it is difficult to automate the screw 
insertion procedure with the CNC machine used for pilot drilling. As the 
measurement of resistance torque in the tightening phase is required, the screwing 
should continue for another 2-3 rounds after the end of the screw thread is reached. 
However, since the feeding and rotation of the screw are all controlled by the machine, 
it is difficult to determine when to stop the feeding of the screw. The machine might 
continue to push the screw at the preset constant feed rate even when the end of the 
thread is reached. This may destroy the specimen and the screw and cause damage to 
the machine. In addition, as the starting torque (to drive the heavy machine spindle 
from the static status) going through the torque sensor could be much larger than its 
measuring range, the potential risk of overloading is quite high even without any 
                           Chapter 5 Experimental Study of the Drilling Force and the Implant Insertion Torque 
                                                                                                                                        60 
loading. The torque sensor may also be overloaded by the large vertical force (to push 
the screw) applied on it. According to the information provided by the supplier, 
sensors that can accommodate the starting torque and vertical force is too big to be 
installed in the CNC machine. Another possible way is to insert the screw manually 
with a manual screw driver, but there is too much noise in the results because of 
uncontrolled insertion direction and rotational speed.  
To solve the aforementioned problem, an industrial drilling workbench was 
adapted as the experiment platform. An illustration of the experiment setup is shown 
in Figure 5.14.  
 
Figure 5.14 Illustration of the torque measuring experiment 
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The workbench provides manual spindle feed in vertical direction and a range 
of spindle speed from 500rpm to 3000rpm. As even the lowest spindle speed is too 
fast for the experiment, a DC motor was used instead, which is capable to rotate at 10 
rpm. A fixture was designed to hold the DC motor and the torque sensor securely. The 
drive side of the torque sensor was connected to the axis of DC Motor with a coupler. 
The screw driver was coupled to the sensor with a quick-action chuck.  The real-time 
torque measuring data were recorded on the computer with a data cable and a data 
logging software provided with the torque sensor. The on-site experiment setup is 
shown in Figure 5.15 and Figure 5.16. 
Several screw insertion procedures were carried out, each using a different 
pre-drilled pilot hole. Before the measurement, the screw was manually screwed into 
the jaw segment for several rotations to make sure the screw axis aligned with vertical 
direction. Consequently, the measured resistance torque would not start from zero. As 
the screw implant is self-tapping, very gentle vertical force was applied manually 
through the workbench handle for the feeding. A typical torque measuring result was 
shown in Figure 5.17. The insertion phase, tightening phase, and stripping phase can 
be easily identified. These real-time data would be used for the calibration of the 
torque model described in Chapter 7. 
                           Chapter 5 Experimental Study of the Drilling Force and the Implant Insertion Torque 
                                                                                                                                        62 
 
Figure 5.15 Experimental setup for torque measuring 
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Figure 5.16 Experimental setup for torque measuring (close view)  
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Figure 5.17 Real-time torque data during screw implant insertion 
5.5 Summary 
The experimental study of the drilling force and screw insertion torque is 
presented in this chapter. The measuring equipment, experiment setup and general 
experiment steps are shown and the results are discussed. The data collected in the 
experimental study will be used to calibrate the proposed force/torque model and 
validate the developed prototype system. 
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CHAPTER 6 REAL-TIME SIMULATION FOR THE 
MICRO-IMPLANTS SURGERY - PART 1: PILOT 
DRILLING 
6.1 Introduction 
This chapter presents the modeling and simulation approaches for the first part 
of micro-implants surgery: the pilot drilling procedure. In this procedure, a pilot hole 
is made in the jawbone, which determines the implant insertion direction and 
facilitates the screwing of the implant in the second part of the surgery. The pilot 
drilling procedure has to be conducted within an extremely limited space, without 
damaging the underlying roots of surrounding teeth. Since there is limited realistic 
training simulator or equivalence available, the potential risk of root injuries has put 
off many practicing orthodontists from performing this effective procedure. 
The drilling procedure involves several heterogeneous oral tissues, including 
an exterior layer of hard cortical bone, an interior layer of spongy cancellous bone, 
and the tooth roots that are hidden from sight. Consequently, traditional simulators 
employing surface-based modeling approaches can hardly capture the essential 
features of the involved anatomy, tissues and physical responses. Additionally, given 
the real-time constraints imposed by haptics-based virtual simulations, and the current 
computing capabilities of hardware, existing force models for the haptic feedback are 
often oversimplified, without the knowledge of the specific bio-mechanics involved. 
Most of the force models are derived from the well-known Spring-Damper model and 
the Voxmap-PointShell model, which are widely adopted in recent haptics-based 
                     Chapter 6 Real-time Simulation for the Micro-implants Surgery - Part 1:Pilot Drilling 
                                                                                                                                        66 
researches. The force calculations in these models are mainly based on the penetration 
depth of a point probe inside a surface mesh or a voxel space. Although these penalty-
based methods can provide effective touch-resistance contact force feedback, they are 
not suitable in drilling applications. Firstly, unlike contact forces which come from 
the surface contact between the tool and the object, drilling forces acting on a drill bit 
come from the rotational motion of its cutting edges. Secondly, drill vibration can 
hardly be simulated using the penalty-based methods. 
Based on the voxel-based oral model constructed in Chapter 4, an analytical 
drilling force model is proposed in this chapter to provide a physically-realistic force 
feedback. Unlike traditional penalty-based force feedback models, the force model is 
based on metal cutting principles which can capture the essential features of the 
drilling procedure. This analytical force model has been adapted for the voxel-based 
approach. Furthermore, to enhance the real-time response, the parallel computing 
approach has been employed. The force computation algorithms have been 
parallelized and implemented on Graphics Processing Unit (GPU), which has 
tremendous parallel computing power. Methods on effective utilization of graphic 
memory are also discussed in this chapter. 
An overview of this chapter is shown in Figure 6.1. The proposed analytical 
drilling force model is described in Section 6.2. The modeling and relevant data 
structure for the pilot-drill is given in Section 6.3. The GPU-based Parallel rendering 
is presented in Section 6.4, including details of GPU-based collision detection, force 
computation, oral volume update and rendering. The calibration of the torque model 
as well as the simulation results and discussion are given in Section 6.5. Lastly, a 
conclusion of this chapter is drawn in Section 6.6.  
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Figure 6.1 Overview of pilot drilling simulation 
6.2 Analytical Drilling Force Model 
According to the study of Plaskos [144],  in high-speed environment, the chip 
formation mechanisms and the chip types of bone machining are similar to that of 
metal machining. A similar conclusion was drawn in Jackson’s research [145]. By 
studying the cutting force magnitudes and trends in cancellous bone machining prior 
to prosthetic implantation, he stated that the equations of metal cutting can be applied 
in the high-speed machining of bone. However, real-time haptic rendering cannot be 
achieved by the direct use of metal cutting force models, due to their high 
computational complexity. In this section, a simplified drilling force model based on 
analytical metal cutting principles is proposed. 
The basic concept of the analytical drilling force model is to sample the drill’s 
cutting edge with small cutting elements, and then calculate the elementary forces 
based on the geometry of the drill and the properties of the oral tissue, where the 
cutting elements are currently located. The tissue properties are retrieved from the 
pixel intensities of patient-specific CT images. The elementary forces would be 
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summed up, projected to the user space (in haptic coordinate) and finally output to the 
haptic device to provide a realistic haptic sensation during the pilot-drilling simulation. 
The analytical drilling force modeling approach described here is derived from the 
cutting force models proposed by Chandrasekharan [146], Pirtini [147], Stephenson 
[148], and Yang [149].  
The geometry of a common twist drill with point angle 2 , web thickness 2w , 
chisel edge angle c  and radius R  is shown in Figure 6.2.  
 
Figure 6.2 Twist drill geometry and analytical force model 
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To calculate the forces contributed by the cutting lips, each lip is discretized 
into 
lN cutting elements, with the radial distance 
ijr . The elementary forces acting on 
the j
th
 element of the i
th
 lip are denoted as 
n
ijdF  and 
t
ijdF , for the normal and tangential 
directions respectively. 
n
ijdF  and 
t
ijdF  can be expressed as the multiplication of the 
specific cutting pressure and the chip load, as shown in the following equations. 









                                              (6.1 – 6.2) 
c
ijdA  is the chip load, which can be calculated as: 






                                                
 (6.3) 
f  is the feed rate of the drill, fN  is the number of flutes ( 2fN   for twist drills), 
and 
ij  is the inclination angle, which can be expressed as: 
                                               
arcsin(sin sin )ij ij                                                (6.4) 
ij  is the web angle of the drill and can be computed by: 





                                                        (6.5) 
n
ijK  and 
t
ijK  are respectively the specific cutting pressure in the normal and tangential 
directions, which are dependent on many factors such as the work piece material, 
tangential cutting velocity, normal rake angle, etc. Computation of 
n
ijK  and 
t
ijK  using 
the original power law [150] is time-consuming, which could not satisfy the 
requirement for the real-time haptic simulation. Since a highly accurate force 
computation is not necessary for the haptic sensation, adaptations have been made to 
reduce the computational complexity.  Bearing the fact that the specific cutting 
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pressures increase with harder materials and decrease with larger cutting velocity,  
n
ijK  and 
t
ijK  are calculated as follows: 















                                          (6.6 – 6.7) 
where 
ijv  is the tangential cutting velocity, ijD  is the average density of the oral 
tissue where the lip element is currently located, 
nS  and tS  are the scaling factors 
which reflect the impact of the normal rake angle, chip thickness and other cutting 
parameters in the original cutting force models. 
The axial elementary force and the radial elementary force can be obtained by 
projecting the normal force into the axial and the radial directions, as shown in the 
following equations: 
                                             
sin sin
cos cos
a n n c
ij ij ij ij
r n n c
ij ij ij ij
dF dF K dA





                           (6.8 - 6.9) 
Similarly, the chisel edge is divided equally into 
eN pieces. The calculations 
of the elementary forces are carried out in the same way, except that there are no 
radial forces on the chisel edge elements: 
                                                       
a n n c
j j j j
t t t c
j j j j
dF dF K dA
dF dF K dA
 
 
                               (6.10 – 6.11) 
To render forces on a haptic device, the following transformations are applied 
to project the forces to the coordinate of the haptic stylus: 
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sin cos sin cos cos




x t r t n
ij ij ij ij ij ij ij ij ij
y t r t n









dF dF dF dF dF





    




   





(6.12 – 6.17) 
ij  is the current angular position of the element with respect to the haptic coordinate. 
For the cutting lip elements: 









   
                                           
 (6.18) 
For the chisel edge elements: 
                                            
, 1... / 2c ej t j N                                          
  (6.19) 
                                        
2 , / 2 1...c e ej t j N N                                      (6.20) 
  is the spindle speed and t  is elapsed time. 
Altogether, the total drilling force output is expressed as: 
               
cos cos sin 0 sin
sin cos cos 0 cos
sin 0 1 0
f l e
x
ij ij jn nN N N
ij jy
ij ij jt t






   
   

     
                                
       (6.21) 
6.3 Data Structure for the Pilot Drill 
As described in Section 6.2, the cutting lips and chisel edges are discretized 
into small elements called cutting elements.  cutLUT is utilized to store the cutting 
elements. Each entry of cutLUT stores a pointer to a cutting element data structure, 
which holds the original position of an element, as well as its radial distance 
ijr , web 
angle 
ij , element width dy , and the cosine of the inclination angle cos ij . 
struct cutting_element { 
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    float original_position [3]; 
    float radial_distance; 
    float web_angle; 
    float elemn_width; 
    float cosine_inclination_angle; 
}; 
The cutLUT for the voxel model is stored in the constant memory space on 
GPU, since it is constant during the run-time. The access of the constant memory is 
even faster than that of the texture memory, thanks to the constant memory cache. For 
more information about the CUDA memory hierarchy, please refer to the CUDA 
programming guide [138]. 
Both the drill geometry and the sampled cutting elements can be saved as a 
configuration file in XML format. The configuration file can be imported into the 
system directly with an XML parser. An example of the XML configuration file is 
shown in Appendix A. 
6.4 GPU-based Parallel Rendering 
As described before, the force model computes the elementary forces on each 
cutting elements, and integrate them to get a final force output. Fortunately, in the 
algorithm, the force computation for each element is independent, which can be 
conducted simultaneously using parallel computing.  
The flowchart of the GPU-based haptic rendering is shown in Figure 6.3. A 
CUDA thread is generated for each cutting element at 1000Hz, which carries a CUDA 
kernel function running on GPU. 
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Figure 6.3 Flowchart of GPU-based haptic rendering for pilot-drilling simulaiton 
Based on the proposed analytical model, the kernel function on GPU is 
divided into eight device functions: updateElemPos(), getCollidedCell(), 
getVoxelNodes(), getCellDensity(), calcElemForces(), updateDensity() and 
integrateElemForce(). updateElemPos() calculates the current Cartesian coordinates 
of an element using the drill transformation matrix (stored in the Pinned Memory of 
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GPU) and the original position of the element in cutLUT (stored in Constant Memory 
of GPU). The Pinned Memory is non-pageable and allows direct read/write of CPU 
memory by CUDA threads. The transformation matrix is continuously updated by the 
transformation matrix calculator running on the CPU. getCollidedCell() returns the 
index of the voxel cell that a cutting element is collided with. Since the voxel space 
was aligned with the axes of the world coordinate system, the collision detection is 
simply performed by: 
        if (elem_pos.x > voxel_cell_min.x && elem_pos.x <= voxel_cell_max.x && 
             elem_pos.y > voxel_cell_min.y && elem_pos.y <= voxel_cell_max.y && 
             elem_pos.z > voxel_cell_min.z && elem_pos.z <= voxel_cell_max.z) 
        { 
            return true; 
        } 
            return false; 
where elem_pos is the Cartesian coordinate of the cutting element returned by 
updateElemPos(). voxel_cell_min and voxel_cell_max are the coordinates of node 0 
and node 6 of a target voxel cell. 
Although the above algorithm is quite fast for a single voxel cell, given 
millions of voxel cells in the workspace, the whole collision detection process is still 
time-consuming. Instead of the traditional voxel-by-voxel collision detection, a top-
down approach is proposed here, which is inspired from the Octree data structure. The 
collision detection process using this approach is illustrated in Figure 6.4: 
                     Chapter 6 Real-time Simulation for the Micro-implants Surgery - Part 1:Pilot Drilling 
                                                                                                                                        75 
 
Figure 6.4 Illustration of the top-down collision detection algorithm 
Suppose that the index of the collided voxel cell is i, getVoxelNodes() 
computes the indices of its 8 voxel nodes as follows. 
indices[0] = i; 
indices[1] = indices[0] + 1; 
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indices[2] = indices[1] + volume_size.x; 
indices[3] = indices[2] - 1; 
indices[4] = indices[0] + volume_size.y × volume_size.x; 
indices[5] = indices[4] + 1; 
indices[6] = indices[5] + volume_size.x; 
indices[7] = indices[6] - 1; 
The density of the 8 nodes of the collided cell will be decreased by 
updateDensity() to simulate the cutting process. The voxelLUT in the Texture 
Memory will be updated accordingly. getCellDensity() calculates the density of the 
collided voxel cell, which is an average density of the 8 nodes: 










   
Davg is to be used for elementary force computation. calcElemForce() computes the 
elementary drilling forces based on equation (6.12) – (6.17). The calculated 
elementary forces are put into shared memory, which allows for fast data access 
within the same thread block. integrateElemForces() accumulates the forces in the 
shared memory to get a final force output. The integration process can also be 
parallelized based on a tree adding operator, which is illustrated in Figure 6.5. 
 
Figure 6.5 Illustration of force integration based on a tree adding operator 
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The final force output is pushed to the pinned memory to be downloaded to 
CPU and handled by the Force Output Component. 
The iso-surface of the oral volume needs to be updated in real time to provide 
a visual feedback of the drilling effect. The dental drill also needs to be rendered 
according to the current drill transformation matrix. The flowchart of the GPU-based 
graphic rendering for the drilling simulation is shown in Figure 6.6. 
For the oral volume rendering, the original marching cubes algorithm has been 
adapted for parallel implementation on GPU. A CUDA thread is generated for each 
voxel node at 30 Hz frequency. Each thread carries GPU device functions for voxel 
flag update and oral volume rendering. getVoxelNodes() get the node indices of a 
particular cell from the voxelLUT;  getNodeDensity()  returns the density of the given 
node; and updateNodeFlag() clear its flag if the density has been decreased to zero. 
With the updated flag and the iso-value stored in Constant Memory, the coordinates 
of triangle vertices for the boundary cell are calculated by calcTriangleVertices() and 
the surface normals are computed by calcSurfaceNormals(), based on the approach 
introduced in Section 4.4. Each thread then puts the vertices and normals of the 
assigned cell into the Shared Memory, which will be mapped to two Vertex Buffer 
Objects (or VBOs), namely vertexVBO and normalVBO, by mapToVertexVBO() and 
mapToNormalVBO(). Finally, drawSurface() draws the triangular surface of the oral 
volume. 
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Figure 6.6 Flowchart of GPU-based graphic rendering for pilot-drilling simulation 
The dental drill is also rendered directly on GPU. renderDrillSurface() draws 
the triangular surface of the drill based its current transformation matrix stored in the 
Pinned Memory and the drill geometry stored in the Constant Memory. 
Since threads are running simultaneously, the process for iso-surface 
reconstruction is very efficient. Moreover, as VBOs reside in the graphic device 
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memory, they can be rendered directly by the visual display device, which offers 
substantial performance gains over immediate mode rendering. 
6.5 Results and Discussion 
6.5.1 Force Model Calibration 
The purpose of force model calibration is to determine the parameters of the 
proposed analytical drilling force model and to find out how good the match is 
between the experimental data and the simulation results. Data from the automated 
drilling experiment were used for the calibration as constant feed rate and spindle 
speed are required. 
The first step of calibration is to determine the exact drilling position for the 
simulation process. As the jaw segment may not be placed in the exact position and 
orientation for the CBCT scan, the CBCT images before and after the automated 
drilling experiment have to be registered first. Volume-based registration is adopted 
here instead of surface-based registration for two reasons. Firstly, volume-based 
registration is applied directly on the original CT images; while the surfaced-based 
registration is applied on the iso-surface constructed from the CT images, which may 
bring extra errors. Secondly, it is more convenient to obtain the hole position with 
volume-based registration as the image pixel size and slice distance for a specific CT 
scan are known (0.13mm and 0.25mm respectively in this work). Usually, at least 
three control points are needed for the volume-based registration. In the experiment, 
14 intentionally drilled holes that could be easily identified in the CT images before 
and after the actual pilot drilling experiment were used as control points: 8 on the 
buccal side and 6 on the lingual side of jaw (Figures 6.7 and 6.8).  
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Figure 6.7 Control points on reconstructed volume (pre-drilling): (a) buccal view; (b) 
lingual view 
 
Figure 6.8   Control points on reconstructed volume (post-drilling): (a) buccal view; 
(b) lingual view 
With these 14 control points, the pre-drilling and post-drilling CT image 
datasets can be registered and fused together. As shown in Figure 6.9, the registration 
process was conducted using the registration function provided by the Mimics 
software [151]. After picking 14 paired points among the two image slice datasets, the 
coordinates of the post-drilling dataset were transferred into that of the pre-drilling 
dataset with the opaque fusion method. The positions of all these control points are 
listed in Table 6.1. 
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Table 6.1 List of control points for the registration of CT dataset 
Pair ID 
Pre-drilling Data Set Post-drilling Data Set 
Pixel Coordinates Slice number Pixel Coordinates Slice number 
1 (252, 279) 235 (261, 241) 259 
2 (263, 204) 216 (277, 184) 230 
3 (221, 200) 184 (228, 194) 200 
4 (219, 120) 164 (233, 132) 169 
5 (185, 128) 132 (189, 154) 141 
6 (180, 52) 109 (189, 94) 107 
7 (161, 61) 87 (164, 115) 89 
8 (141, 25) 24 (137, 116) 24 
9 (109, 76) 17 (98, 165) 26 
10 (65, 71) 135 (78, 80) 138 
11 (78, 138) 185 (94, 116) 194 
12 (88, 136) 216 (110, 96) 224 
13 (86, 204) 238 (105, 147) 256 
14 (211, 120) 318 (253, 33) 315 
 
Figure 6.10 shows the fused dataset slice view, where the post-drilling dataset 
(green) was overlaid on the pre-drilling dataset (gray). Figure 6.11 shows the 
reconstructed volumes before and after registration. The reconstructed volume from 
the pre-drilling dataset would be used for the pilot drilling simulation. The start/end 
position of the pilot hole can be calculated by multiplying its pixel coordinate with the 
pixel size and multiplying its slice number with the slice distance. Suppose that (x, y, z) 
is the lattice coordinates of a point with pixel coordinates (x, y) on the z
th
 slice. The 
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Cartesian coordinates pilot hole start position with lattice coordinates (169, 147, 117) 
can be calculated as (169×0.13, 147×0.13, 117×0.25), which is (29.97, 19.11, 29.25). 
 
Figure 6.9 Registration of volume dataset with Mimics 
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Figure 6.10 Fused dataset after registration 
 
Figure 6.11 Reconstructed volumes: (a) before registration; (b) after registration 
The top and bottom of the hole can be identified from the CT slices, which 
will be used to determine the drilling direction for the simulation. Suppose that p1 (x1, 
y1, z1) and p2 (x2, y2, z2) are respectively the coordinates of the top and the bottom of 
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the hole, the rotation matrix of the drilling (with respect to the z-axis of the world 
coordinate system in the virtual simulation space) can be calculated as follows: 
1) Create two vectors representing the drilling direction and z-axis 
respectively 
                            2 1 2 1 2 1
ˆˆ ˆ( ) ( ) ( )P x x i y y j z z k                                  (6.22) 
                                                 
ˆZ k                                                     (6.23) 
2) Derive the cosine from the dot product 





                                             (6.24) 
3) Compute the sine by  
                                                                        
2sin 1 cos                                                   (6.25) 
4) Calculate the unit axis of rotation T 
                                          ˆˆ ˆx y z
A B
T t i t j t k
A B

   

                                         (6.26) 
5) Get the rotation matrix R 
(1 cos ) cos (1 cos ) sin (1 cos ) sin
(1 cos ) sin (1 cos ) cos (1 cos ) sin
(1 cos ) sin (1 cos ) sin (1 cos ) cos
x x x y z x z y
y x z y y y z x
z x y z y x z z
t t t t t t t t
R t t t t t t t t
t t t t t t t t
     
     
     
      
 
       
       
(6.27) 
 
Once the drilling position is known, the drilling simulation can be carried out 
on the reconstructed pre-drilling volume with the same rotational speed and the feed 
rate as in the experiment. Equation (6.28) was derived from equation (6.21). At each 
moment of the drilling simulation, Dij (the density of intersected voxels) can be 
obtained with the collision detection algorithm. sin , 
ijv , jv , 
c
ijdA  and 
c
jdA  are all 
known from drill geometry, rotational speed and feed rate. The only unknown 
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parameters in this equation are 
lnS and 
enS , the normal scaling factors for the cutting 
lip elements and the chisel edge elements respectively. 




f l e f l e
f l e
l e
N N N N N N
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   
 
   
 
            (6.28) 
In this case, F
z
 at a given time t (t=1…n) can be expressed as 
                                                   
l ez l n e n
t t tF c S c S                                                   (6.29) 
In matrix form 














   
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     
         
      
                                         (6.30) 
l
tc  and 
e




nF F  are obtained from experimentally measured force data (refer to 
Chapter 5). Then, 
lnS  and 
enS  can be calculated using the linear least square fitting 
method. 
The following equation was also derived from Eq. (6.21) to compute the 
tangential scaling parameters: 
ltS  and 
etS . 
    
cos cos sin sin
1 1 1
cos cos sin sin
f l f l e
f l f l e
l l e
N N N N N
x n t t
ij ij ij ij j j
i j i j j
N N N N N
n c t c t c
ij ij ij ij ij ij j j j
i j i j jij ij j
F dF dF dF
S D dA S D dA S D dA
v v v
   
   
   





lnS  and 
enS  have already been calculated. θ, the rotary position 
of an element is also known at a given moment. The only unknown parameters are 
ltS  and 
etS . Fx at a given time t (t=1…n) can be expressed as 
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l ex l t e t
t t t tF c c S c S                                               (6.32) 
In matrix form 
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tc , 
l
tc , and 
e
tc  are all constants. Similarly, 1 ...
x x
nF F  are obtained from measured force 
data. 
ltS  and 
etS  can be calculated using the linear least square fitting method.  
Alternatively, 
ltS  and 
etS  can be calculated based on equation (6.28) 
following the above approach. 
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The simulated force output after calibration was presented in Figure 6.12.  
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Figure 6.12 Force calibration results: (a) thrust force - Fz; (b) vibration - Fy; (c) 
vibration - Fx 
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6.5.2 Pilot-drilling Simulation and Discussion 
To test the proposed drilling force model, a pilot drilling simulation has been 
conducted on the oral model reconstructed from a real patient, as shown in Figure 
6.13(a). The pilot drill would pass through several types of oral tissues, each with a 
different stiffness: first a hard cortical bone, then a softer spongeous cancellous bone, 
and finally a tooth root and the pulp, as shown in 6.13(b). It should be noted that in 
the real case, the drilling should be stopped immediately once the drill touches the 
root surface, to prevent irreversible damage to the root. However, in this drilling 
simulation, the drill continues to penetrate the pulp after the root contact in order to 
demonstrate the response of the proposed force model at all these 4 tissue layers. 
Figure 6.14 shows the density variation of voxel cells along the drilling path. 
Normally, a voxel node from a harder tissue has a higher density value, and would 
generate a larger force feedback consequently when it is hit by the cutting elements. 
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Figure 6.13 Pilot drilling simulation: (a) drilling position; (b) drilling direction 
 
Figure 6.14 Voxel Cell densities along the drilling path 
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Figure 6.15 Force plot in x dimension 
 
Figure 6.16 Force plot in y dimension 
 
Figure 6.17 Force plot in z dimension 
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The force model was calibrated beforehand, with the parameters obtained in 
Section 6.5.1. Once the pilot drilling simulation started, the three-dimensional force 
outputs ( xF , yF  and zF in equation (6.21)) were recorded every millisecond, before 
they were sent to the haptic device. Figure 6.15-6.17 are the force-time plots 
generated from the recorded data. The force in z dimension simulated the thrust force 
(Figure 6.17). A sudden increase of thrust force can be seen at the first contact of the 
cortical bone. Then, the drill began to travel at the cancellous bone after the 
penetration of the cortical bone, producing a much smaller force feedback. After a 
short while, an abrupt rise of thrust force signaled the hitting of the tooth root. The 
force magnitude maintained at a high level during the root drilling period, except a 
short drop caused by the pulp. The variation of the thrust force is consistent with that 
of the tissue hardness, since the thrust force is strongly correlated to the voxel density 
in the force model. The result is also similar to experimental results showed in [152], 
although the exact force magnitudes are different. 
The oscillation of the pilot drill is simulated by forces rendered in x and y 
dimensions. Theoretically, when all cutting elements are cutting the same tissue, the 
magnitudes of the radial force ( rdF ) and the tangential force ( tdF ) acting on an 
element are almost the same as those of its symmetric counterparts (with respect to 
the drill axis), but the corresponding force directions are opposite. As a result, both 
xF  and 
yF  should be almost zero. However, bone tissues are not strictly 
homogeneous, even for the compact bone. That means the densities of bone voxels 
are often different even within the same tissue. The density disparity results in 
unbalanced radial/tangential force pairs, which in turn generates the oscillation effect. 
Large oscillation can be felt when the drill bit hit the cortical bone for the first time 
and when it drills at the boundary of two types of tissues, as shown in Figure 6.15 – 
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Figure 6.16. To explain this phenomenon, consider that at a particular moment: a 
cutting element was cutting a hard cortical bone, while its symmetric counterpart was 
cutting in the air or in a soft cancellous bone. In these situations, rdF and tdF  
contributed by this pair differ much, resulting in large oscillations. This is consistent 
with drilling oscillation in the real case. 
To compare the computational performance on the CPU-based environment 
and the GPU-based environment, the same drilling force model was implemented in 
two versions: a serial version on the CPU side and a parallel version on the GPU side. 
The force computation time for each haptic cycle was recorded during a virtual pilot 
drilling procedure with fixed drilling spot and direction. Considering the variable 
response time at every cycle and the related implementation overheads, an averaged 
cycle time for a sample haptic drilling was used for performance comparison. The 
testing environment is shown in Table 6.2. 
Table 6.2 System environment for CPU-GPU performance testing 
CPU 64-bit Intel® Pentium® D CPU at 3.20GHz and 2×1MB L2 cache 
BUS 800MHz Front side bus 
Memory 4GB DDR2 533MHz 
Video Card 
NIVDIA Quadro FX 3800 graphics card (1GB GDDR3, 256-bit, 





Figure 6.18 gives a summarized view of the measured cycle time with 
different volume size and different number of cutting elements. It can be seen that the 
force computation time increases very gently with the increase of the volume size, 
thanks to the Octree-inspired top-down collision detection method described in 
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Section 6.4. However, for the CPU-based serial implementation, a drastic rise of time 
cost can be seen with a larger number of cutting elements. The desired haptic frame 
rate (1000 Hz or 1ms) cannot be achieved with more than 400 cutting elements. 
Actually, based on the author’s experience, the force feedback becomes unstable 
when using 300 elements with a 128×128×128 volume, probably due to the extra time 
cost and overhead for marching cubes iso-surface reconstruction. In contrast, for the 
CUDA-parallelized implementation on GPU, a remarkable speedup of 6 to 12 times 
can be gained. The computation time is still under 0.2ms even with a volume size of 
256×256×256 and 500 cutting elements, which can definitely satisfy the real-time 
haptic rendering constraint. 
 
 
Figure 6.18 Computational performance of the drilling force model (CPU v.s. GPU) 
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6.6 Summary 
A physically-based analytical drilling force model was proposed in this 
chapter. The force model was further calibrated with experimental data. Appropriate 
force feedback can be rendered at different tissue layers during real-time simulation, 
as demonstrated in the simulation. The real-time constraint for haptics-based 
rendering has been achieved by special data structure design, force model 
parallelization and proper graphic memory utilization, based on the CUDA 
architecture. The CPU-GPU comparison results show an impressive speedup with the 
GPU-based method. Based on the aforementioned approaches, a simulation platform 
can be built to train novice orthodontists to get familiar with the sense of root touch 
when performing the micro-implants surgery, preventing irreversible damages to the 
tooth root. 
 
 Chapter 7 Real-time Simulation for the Micro-implants Surgery - Part 2: Placement of Micro-implants 
                                                                                                                                        95 
CHAPTER 7 REAL-TIME SIMULATION FOR THE 
MICRO-IMPLANTS SURGERY - PART 2: PLACEMENT 
OF MICRO-IMPLANTS 
7.1 Introduction 
This chapter presents the modeling and simulation approaches for the second 
part of micro-implants surgery: the placement of micro-implants. In this procedure, 
the micro-implant is screwed into the jawbone through the pilot hole, serving as an 
anchor point to move the teeth to the right position in the orthodontic treatment.  
Micro-implants may strip and become loose if too much torque is applied, 
which is a big potential risk to be taken care of during this procedure. In this case, the 
micro-implants cannot serve as a stable anchorage for the following orthodontic 
treatment. Additionally, like the pilot drilling procedure, the root damage is also a 
potential risk during the insertion of the micro-implant, as tooth roots are hidden from 
sight and the interradicular space is limited.  
Experienced orthodontists develop an intuition to determine how much torque 
should be applied to achieve optimal tightness without stripping. They also develop a 
tactile sensation to identify the root contact, so that they can stop screwing before 
irreversible damage occurs. Traditionally, a novice dentist can practice the placement 
of micro-implants on cadaver bones or synthetic bones. However, considering the 
limited amount and bone types supplied, the use of cadaver bones or synthetic bones 
is neither an economical (the cost is high) nor an effective way (patient-specific bone 
conditions cannot be simulated) for the training purpose. VR-based simulation 
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approaches can be helpful, as the procedure can be virtually practiced many times on 
various computer-simulated bone types, with no replacing of the physical materials 
and no additional cost. 
However, most of the simulation approaches developed for the screw insertion 
are non-haptic, which focus on pre-surgical planning, navigation, and non-real-time 
torque prediction (based on FEM). The only haptics-based method in literature [137] 
can only “replay” the torque response on a torque feedback device using existing 
experimental data. There is no graphic display for this system. In addition, it is not 
patient-specific, with only three types of bone structures provided.  
To close these gaps, a voxel-based modeling and simulation method for the 
screw insertion procedure has been developed and is presented in this chapter. The 
proposed model calculates the torque response based on the geometry of the screw 
implant and the property of the contact bone tissues. The parallel computing power of 
GPU is also utilized to enhance the real-time capability of the simulation, as in the 
drilling force modeling. With the voxel-based oral model construction method 
introduced in Chapter 4, patient-specific bone types can be simulated and 
anatomically-accurate oral structure can be presented to the user through the graphic 
interface. To interact with the virtual environment and render the force feedback, a 
torque feedback device has been developed. The user can control the movement of 
the virtual implant and obtain proper torque feedback during the implant insertion 
procedure.  
An overview of this chapter is shown in Figure 7.1. The modeling and 
relevant data structure of the micro-implant is introduced in Section 7.2. The 
proposed voxel-based torque model and its implementation are detailed in Section 7.3. 
The GPU-based parallel implementation including collision detection, GPU-based 
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torque computation, oral volume update and rendering is given in Section 7.4. The 
design and implementation of the torque feedback device are described in Section 7.5. 
The torque modeling calibration, simulation results and discussion are presented in 
Section 7.6. Lastly, a conclusion of this chapter is drawn in Section 7.7. 
 
Figure 7.1 Overview of implant placement simulation 
7.2 Data Structure for the Micro-implants 
To construct a virtual model for the micro-implant, the dimensional 
parameters should be defined first, as shown in Figure 7.2. The major parameters 
include tip length (l1), major diameter (d1), thread pitch (p) and thread length (l). 
These parameters determine the initial coordinates of the sampled element on the 
screw thread, or thread elements (black dots in the figure), and will be used for the 
real-time torque computation. Other parameters like minor diameter (d2) and the 
dimensions of the screw head will only be used for the visual display.  
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Figure 7.2 Dimensions of micro-implant and the thread elements 
Mathematically, a helix curve is used as an approximation of the screw thread. 
This helix curve is a combination of a conical helix 
1(0 )z l   and a cylindrical 
1( )l z l  helix, as given in Equation (7.1) and Equation (7.2). 


























                                    (7.1) 
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The thread elements obtained from the above sampling process are stored in a 
LUT named threadLUT. Each entry of threadLUT contains a pointer to the 
ThreadPoint data structure 
struct ThreadPoint { 
    float original_position [3]; 
    float radial_distance; 
}; 
where original_position stores the initial coordinates of a thread element and 
radial_distance stores its radial distance to the screw axis. The threadLUT is stored in 
the constant memory of GPU, taking advantage of the constant memory cache during 
the real-time simulation. 
Both the dimensional parameters and the sampling step Δt can be defined by 
the user. These user-defined parameters and the sampling results can be saved as a 
configuration file in XML format. The configuration file can be imported into the 
system directly with an XML parser. An example of the XML configuration file is 
shown in Appendix B. 
7.3 Voxel-Based Torque Model 
There are normally three major phases during the surgical screw insertion 
process, as shown in Figure 7.3.  
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1) Insertion phase: At the beginning of the screw insertion, the resistance 
torque grows gradually due to the increasing friction between the bone 
tissue and the screw.  
2) Tightening phase: After the screw head touches the bone surface, the 
resistance torque rises sharply, usually over one rotation, as the screw 
threads are forced against the newly-formed bone threads.  
3) Stripping phase: If the rotation continues after the tightening phase, the 
resistance torque would drop rapidly, because the bone threads would be 
removed/damaged by overturn of the screw.  
 
Figure 7.3 Three major phases in surgical screw insertion (from Ref. [137]) 
Successful insertion of micro-implants would only involve the insertion phase 
and the tightening phase. When the stripping phase occurs, the procedure fails due to 
the loosening of the implant. The torque model should be able to simulate all three 
phases so that the user can practice achieving the maximum implant-bone tightness in 
the tightening phase and avoiding the stripping phase. Additionally, when the implant 
comes into contact with the tooth roots during the insertion phase, a sudden increase 
of the resistance torque would be sensed. Accordingly, the torque model should 
reflect the physical property of different bone tissues. 
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To simulate the aforementioned three torque phases and the torque variation at 
different tissues, a voxel-based torque computation model has been developed. The 
model calculates the torque response based on the geometry of the screw implant and 
the property of the contacted oral tissue. More specifically, it calculates the torque 
contribution of each thread element based on the collision detection results. The 
magnitude of the individual torque contribution, or elementary torque, is related to the 
density of the collided oral voxel and the current torque mode 
(insertion/tightening/stripping). Summation of all of these elementary torques will 
give the total torque response at the current moment. The details of the torque 
computation model are described as follows. 
The state transitions of the three torque modes (insertion/tightening/stripping) 
are shown in Figure 7.4. The transition of the torque modes is switched according to 
the rotary position of the implant and the collision detection result. The torque mode 
is initially set to insertion mode. It would be switched to the tightening mode when all 
the thread elements intersect with the voxel-based oral model. In other words, the full 
immersion of the screw thread in the oral volume will trigger the transition from 
insertion mode to tightening mode. The torque mode would be switched to the 
stripping mode after one rotation of the implant in the tightening mode. If none of the 
thread elements intersects with the voxel model after stripping, meaning that the 
implant is no longer contacting the oral volume, the torque mode would be reset to 
the insertion mode again. 
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Figure 7.4 State transitions of torque modes 
A 2D illustration of the elementary torque computation is shown in Figure 7.5. 
 
Figure 7.5 2D illustration of elementary torque computation 
The elementary torque Ti contributed by thread element i can be calculated 
using Equation (7.3): 
                                                   
i i i j iT Fr KD r                                                        (7.3) 
Fi is the tangential elementary force on thread element i. ri is its radial distance, which 
can be obtained from threadLUT. Dj is the density of voxel cell j that is intersected 
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with thread element i. Dj is computed by averaging the density values of the eight 
voxel nodes belonging to this particular voxel cell. Dj is set to 0 if element i is not 
intersected with any voxel cells. K is the virtual contact stiffness which is related to 
the current torque mode.   
For insertion mode:                           
                                                         insK K                                                            (7.4) 
For tightening mode:                         
                                                     (1 )insK K s                                                     (7.5) 
For stripping mode:                           
                                                     (1 2 )insK K s                                                   (7.6) 
K
ins
 is a constant representing the virtual contact stiffness for the insertion mode. s is a 
constant scaling factor. θ records the rotation angle of the screw from the beginning 
of the tightening phase (0 ≤ θ ≤ 2π). In other words, K increases from Kins to Kins(1 + 
2πs) during the tightening phase.  
The total resistance torque is the sum of all elementary torques, as shown in 
Equation (7.7). 




T T KD r                                                (7.7) 
where n is the number of thread elements. The voxel node density is kept the same for 
the insertion and tightening phase, as it is assumed that there is no material loss 
during these two phases. As for the stripping phase, Dj is decreased by ΔD in each 
haptic loop to simulate the damage of bone thread. The exact value of ΔD is 
determined using a trial-by-error method with the experimental data. 
 
 Chapter 7 Real-time Simulation for the Micro-implants Surgery - Part 2: Placement of Micro-implants 
                                                                                                                                        104 
7.4 GPU-based Parallel Rendering 
As the calculation for each elementary torque is independent of each other, the 
torque model can be accelerated by parallel computing on GPU. The flowchart of 
GPU-based haptic rendering for implant insertion simulation is shown in Figure 7.6. 
 
Figure 7.6 Flowchart of GPU-based haptic rendering for implant insertion simulation 
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Device functions for the Tool Model Update component and Collision 
Detection component are the same as that for the pilot drilling simulation. 
updateElemPos() calculates the current Cartesian coordinates of a thread element 
using the implant transformation matrix (stored in the Pinned Memory of GPU) and 
the original position of the element in threadLUT (stored in Constant Memory of 
GPU). getCollidedCell() returns the index of the voxel cell that a thread element is 
collided with.  
The Oral Model Update component here is a bit different from that in pilot 
drilling simulation. getNodeFlag() fetches the current node flags of a collided cell. 
updateNodeFlag() clears these flags and update the voxelLUT in the Texture 
Memory accordingly. getCellDensity() calculates the density of the collided voxel 
cell, which is be used for elementary torque computation. updateNodeDensity() 
updates the density values of the corresponding nodes only when the torque mode is 
stripping. This difference is a reflection of the difference in nature between drilling 
and screwing. Drilling is a “cutting” process which involves material loss while 
screwing is generally a “squeezing” process which involves the displacement of 
materials. The only exception is the stripping mode. The damage of the bone threads 
during the stripping phase can be seen as a material cutting process. Correspondingly, 
the density values of the contacted voxel nodes are kept the same for the insertion and 
the tightening mode but decreased only in the stripping mode. setCollideIndicator() 
sets the collision indicator of the collided voxel nodes to 1, which will be used to 
update the node flags in graphic rendering. 
 As for the Torque Computation component, updateTorqueMode() changes 
the torque mode according to Figure 7.4. calcElemTorques() computes the elementary 
torque response based on Equation (7.3) to Equation (7.6). The calculated elementary 
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torques are put into shared memory, which can be accessed by integrateElemTorques() 
to compute a final torque output by summing up all the elementary torques. The final 
torque output is pushed to the pinned memory to be downloaded to CPU and handled 
by the Torque Output Component. 
 
Figure 7.7 Flowchart of GPU-based graphic rendering for implant insertion simulation 
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The flowchart of the GPU-based graphic rendering for the implant insertion 
simulation is shown in Figure 7.7. The graphic rendering approach used here is 
almost the same as that for the pilot drilling simulation. The only difference is the 
Oral Model Update component. getCollideIndicator() fetches the collision indicator 
of a particular voxel from the voxelLUT in the Texture Memory. Flags of the voxel 
nodes with non-zero collision indicator value will be cleared by updateNodeFlag() to 
reflect the change of the oral volume. 
7.5 Design and Implementation of a Torque Feedback Device 
A 1DOF torque feedback device has been designed in order to recreate the 
desired torque response during the simulation of micro-implant placement. The 
component diagram of the haptic device and its interfaces is presented in Figure 7.8.  
 
Figure 7.8 Components and interfaces of the haptic device 
A user can interact with the haptic device with a standard screwdriver. The 
screwdriver is coupled to the internal rotor of an EMP (Electro-Magnetic Particles) 
clutch (EFAS, MEROBEL, France), which is in turn coupled to a rotary encoder 
(EPOS, Maxon Motor, Switzerland). The EMP clutch functions as a brake, since the 
external rotor of the EMP clutch is fixed to a support frame. The rotary encoder 
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measures the rotation angle of the shaft. The haptic interface transfers the analog 
encoder signal into a digital one, which can be read periodically by the haptic 
rendering module. The rotary angle is used for torque computation based on the 
aforementioned torque model. The haptic interface sends back the torque result and 
maps it to a voltage signal.  The D/A card (Servo I/O Card, Servo To Go, Inc., US) 
generates the voltage signal and transfers it to the EMP clutch through a power 
control block (PowerBlock2, MEROBEL, France). As the torque provided by the 
clutch is almost linear to the voltage signal applied on it, the user is able to get proper 
torque feedback through the screwdriver. The developed torque feedback device is 
shown in Figure 7.9. 
 
Figure 7.9 The torque feedback device 
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7.6 Results and Discussion 
7.6.1 Torque Model Calibration 
In order to determine the parameters of the proposed voxel-based torque 
model and to find out how good the match is between the experimental data and the 
simulation results, a model calibration process was carried out, which is similar to 
that of the drilling force model. The calibration data came from the automated screw 
insertion experiment. 
As the virtual contact stiffness K and the density of the collided voxel cell D 
are computed in different ways for the insertion, tightening and stripping phase, the 
torque model is actually a piecewise function. Therefore, the torque model should be 
calibrated separately, each for a particular phase. The experimental data were also 
divided into 3 sets, using two feature points. One feature point is the tightening start 
point and the other is the tightening end point that can be easily identified from the 
experimental torque plot.  
For the insertion phase, Equation (7.7) can be represented as 





T c K                                                      (7.8) 




D r . ic  is a constant since ir  is known from the screw 
geometry, and 
i jD  can be computed in every mini-second during the simulation. 
Alternatively in matrix form, it can be expressed as 
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                                                  (7.9) 
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where ins
iT  comes from the experimental data. Then 
insK  can be calculated using the 
linear least square fitting method, just as the same way as that of the drilling model. 
For the tightening phase, suppose that T1 is the resistance torque at the 
beginning of tightening and T2 is the resistance torque at the end of the tightening. By 
subtracting T1 from T2, the following equation can be obtained. 
                                         
2 1 2 1(1 2 )
ins insT T c K s c K                                         (7.10) 
Thus, the scaling factor s can be calculated as 
                                            2 1 2 1
2








                                           (7.11) 
For the stripping phase, the virtual contact stiffness stripK  is already known, 
which equals (1 2 )insK s . The only parameter unknown is the decreasing amount 
of voxel density (ΔD) for each haptic loop when the voxel collides with a thread 
element. However, it is very difficult to calibrate ΔD as it is hard to record the change 
of density when ΔD is a variable. Consequently, the trial-by-error method was 
adopted to find an approximated ΔD value that makes a good fit between the 
simulation data and experimental data.  
Figure 7.10 shows the torque calibration results with the experimental data 
presented in Figure 5.17. The green curve is the real-time measured torque in the 
experiment, while the red curve is simulated torque after calibration with the 
aforementioned method. The implant position is shown in Figure 7.11 (Position A). 
There was no root contact during this procedure.  
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Figure 7.10 Torque calibration results (no root contact) 
 
Figure 7.11 Reconstructed 3D Pig Jaw with Implant positions 
To examine the case with root contact, another set of experimental data was 
used for the calibration, which was obtained from the screw insertion experiment at 
position B in Figure 7.11. The calibration result is shown in Figure 7.12. The blue 
curve is the real-time measured torque in the experiment, while the cyan curve is 
A 
B 
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simulated torque after calibration. As the screw penetrated the tooth root during this 
experiment, the average torque resistance was obviously larger compared to the case 
without the root contact.  
  
Figure 7.12 Torque calibration results (with root contact) 
It can be seen that in both cases (with and without root contact), the calibrated 
torque model can provide a good fit with the experimental data. Figure 7.13 shows a 
clear view of the torque calibration results in both cases.  
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Figure 7.13 Comparison of torque calibration results (with and without root contact) 
7.6.2 Implant Insertion Simulation and Discussion 
To evaluate the torque model and the torque feedback device, the procedure 
for the placement of the micro-implant was performed using the proposed simulation 
framework. The same voxel-based oral model constructed in Chapter 4 was used.  
Figure 7.14 shows the user-simulator interaction to insert a micro-implant into 
the jawbone. The implant insertion direction in this simulation is shown in Figure 
7.15. There is no root contact during this procedure. The user kept screwing until 
almost no torque could be felt, in order to test the torque response of the simulator 
during the insertion, tightening and stripping phases. It should be noted that stripping 
needs to be prevented in an actual surgery, but the simulation system should have 
proper torque response in all the three phases. With stripping simulated in the system, 
a user is able to learn how stripping feels like, how much torque may cause stripping, 
in order to prevent stripping in the real case. The user can practice on the simulation 
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system and learn to stop screwing when he feels that the desired tightness has been 
attained and further screwing may cause stripping.  
 
Figure 7.14 User-interaction during implant insertion simulation (no root contact) 
 
Figure 7.15 Implant insertion direction in simulation (no root contact) 
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The recorded torque-rotation profile during this simulation is shown in Figure 
7.16. The three major phases during the screw insertion can be easily identified from 
the above figure. During the insertion phase (Region A), the screw was moving 
towards the oral model along its axis. The resistance torque gradually increased as 
more and more thread points came into contact with the bone voxels, contributing 
their elementary torques to the total output. The tightening phase (Region B) began 
once the screw head touched the bone surface. The screw was rotating at the same 
position because its advancing movement was stopped by the screw head. The 
number of thread points intersecting with the bone volume was kept the same during 
this phase. The sudden rise of the resistance torque was caused by the rapid increase 
of the virtual contact stiffness K in Equation (7.3), indicating growing load between 
the screw threads and newly-formed bone threads. After one rotation, it finally came 
to the stripping phase (Region C). In this phase, the density of the contacted bone 
voxels was decreasing to simulate the damage of the newly-formed bone threads. As 
a result, a quick drop of resistance torque could be felt.  
 
Figure 7.16. Torque-rotation profile in simulation (no root contact) 
A B C 
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It should be noted that there were a few dips in the torque-rotation profile. 
These dips were generated when the user stopped screwing momentarily during the 
procedure, resulting in zero torque resistance at a given moment. The dips were more 
intensive in the tightening phase, as the rotation of the screwdriver was slowed down 
and the user stopped more frequently due to larger torque resistance.  
The torque-rotation profile is very consistent with the profiles given in Ref. 
[153] and Ref. [137], as shown in Figure 7.17 and Figure 7.18 respectively. 
 
Figure 7.17. Torque-rotation profile in an automated screw insertion experiment with 
automated surgical screwdriver (from Ref. [153]) 
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Figure 7.18 Torque-rotation profile with the osteosynthesis screw insertion simulator 
(from Ref. [137]) 
A second implant procedure was simulated with the direction shown in Figure 
7.19, in order to examine the torque response of the calibrated torque model when 
there is a root contact. Figure 7.20 shows the virtual environment of this simulation. 
The torque-rotation profile recorded during this simulation is shown in Figure 7.21. 
The comparison of the torque simulation with/without root contact is shown in Figure 
7.22. An obvious increase in the scale of the resistance torque can be observed when 
the micro-implant hit the tooth root during the insertion phase. This difference of the 
torque output demonstrates the capability of the proposed approach in modeling the 
torque response of different oral tissues during the insertion procedure of micro-
implants. 
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Figure 7.19 Implant insertion direction in simulation (root contact) 
 
Figure 7.20 User-interaction during implant insertion simulation (root contact) 
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Figure 7.21 Torque-rotation profile in simulation (root contact) 
 
Figure 7.22 Comparison of torque simulation with (B) and without root contact (A) 
The performance examination was also carried out for the torque computation 
model. Similarly as the one for the drilling force model, the same torque model was 
implemented in two versions: a serial version on the CPU side and a parallel version 
on the GPU side. The torque computation time for each haptic cycle was recorded 
during a screw insertion procedure with the same testing environment described in 
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Section 6.5.2.  A summarized view of the measured cycle time with different volume 
size and different number of thread elements is presented in Figure 7.23. It can be 
seen that the computational performance gains are also considerable using the 
CUDA-based approach.  
 
Figure 7.23 Computational performance of the torque model (CPU v.s. GPU) 
7.7 Summary 
A modeling and simulation approach for the second part of the micro-implants 
surgery is presented in this chapter. A torque model to compute the torque resistance 
during the procedure is developed. The torque model is based on the voxel-based 
approach and is able to relate the torque response to patient-specific bone conditions. 
The data structure of the micro-implant is provided. The GPU-based parallel 
implementation is also presented, which accelerates the graphic and haptic rendering 
process to enhance the real-time capability of the system. A prototype system was 
developed using the aforementioned approach and a typical implant insertion 
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procedure is performed for the validation purpose. The results showed that all three 
phases in the screw insertion procedure could be effectively simulated and the 
simulation results matched closely with the experimental data. 
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CHAPTER 8 CONCLUSIONS AND FUTURE WORK 
8.1 Conclusions 
The objective of this thesis is to develop a haptics-based virtual simulation 
framework for the micro-implants surgery, which can be used as a training platform 
for novice dentists to practice the pre-drilling procedure and the implant placement 
procedure required for this particular surgery. Towards the design and implementation 
of such a real-time interactive framework, approaches in modeling of inhomogeneous 
oral tissues, rendering of force/torque feedback, as well as reconstruction of oral 
surface during the surgical procedures have been developed and presented. The output 
of the prototype system based on the proposed framework is promising as it is 
consistent with experimental data.  
With the developed system, trainees can feel the variation of the drilling force 
on the dental hand-piece when the drill passes through different tissue structures and 
learn to control the drill vibration during the pilot-drilling procedure. This will help 
them to develop a tactile sensation of root contact, preventing severe damage to 
neighboring tooth roots. They can also experience the insertion, tightening and 
stripping phases of the implant placement procedure, allowing them to develop an 
intuitive sense to achieve optimal tightness between the implant and the bone. 
The major contributions of this work are summarized as follows. 
 A voxel-based oral model construction approach has been proposed to 
overcome the limitation of surface-based approach in representing 
inhomogeneous tissues. With the preprocessing pipeline, anatomically-
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accurate 3D oral models can be constructed directly from patient-
specific CT images through image segmentation, noise filtering and 
iso-surface reconstruction. A special data structure has also been 
designed to store the voxel model, facilitating GPU-based parallel 
computing. 
 An analytical drilling force model has been developed to provide 
physically-realistic force feedback. While most of force modeling 
methods are based on penetration-depth and can only render a touch-
resistance force, the model is adapted from classic metal cutting 
principles thus can capture the essential features of a drilling process. 
The model is further calibrated with experimental data collected in a 
pre-drilling procedure performed on a pig’s jaw. With this method, an 
appropriate force feedback can be rendered at different tissue layers 
during real-time simulation.  
 A voxel-based torque model has also been developed to simulate the 
torque response based on the property of bone tissues and the geometry 
of the screw implant. A torque feedback device was also designed and 
implemented to control the virtual implant and output proper torque 
resistance to the user. A close match of the torque simulation results 
and the experimental results can be seen, demonstrating the accuracy 
of this approach. To the best the author’s knowledge, this should be the 
first voxel-based haptic simulator for the screw insertion procedure. 
 The GPU-based parallel computing approach has been used to 
accelerate the force and graphic rendering process, in order to achieve 
real-time simulation. The real-time constraint for haptics-based 
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rendering is achieved by special data structure design, force/torque 
model parallelization and proper graphic memory utilization, based on 
the CUDA architecture. The CPU-GPU comparison results show an 
impressive speedup with the GPU-based method. 
It should be noted that the aforementioned approaches are not restricted to the 
simulation of this particular dental surgery. Other types of surgical procedures 
involving hard tissue drilling or screw insertion can be simulated based on these 
approaches and the proposed parallel computing architecture. Typical examples 
include skull bone surgery, orthopedic surgery, pedicle screw implantation in spine 
surgery and knee osteomy. Furthermore, the idea of adapting traditional principles in 
mechanics and calibrate the adapted models with experiments can be extended to 
broader haptic fields where the sense of force variation are important. 
8.2 Future Work 
Although the proposed simulation framework has addressed some challenging 
issues in modeling the oral anatomy and real-time simulation of feedback force/torque 
during a surgical procedure, there are further aspects that are worthy for future 
research. 
Firstly, only hard oral tissues, i.e. bones, are modeled in this work. The whole 
mouth should be modeled in the future so that the trainees can only operate in a 
restricted space as in the real surgery. The impact of these soft tissues on force/torque 
feedback can also be further investigated. Additionally, auxiliary effects including 
bleeding and debris formation can be added to enhance the virtual experience.  
Secondly, the haptic device used for the pre-drilling procedure, Phantom 
Desktop, is only capable of exerting the maximum force of 3N. Considering this 
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limitation, the force magnitudes computed by the force model are all scaled down in 
the implementation. Although the force variation during the pre-drilling procedure 
should be much more important than the actual force magnitude, a haptic device with 
larger output should be considered in the future. 
Thirdly, the torque feedback device developed in this work has only one 
degree of freedom (1DOF). Mechanical mechanisms enabling 3DOF control can be 
utilized, which accommodate more intuitive manipulation of the virtual implant. 
Last but not least, survey and evaluation of the simulator should be conducted 
by both experienced and novice dentists. This would help to verify the practical value 
of the simulator.  
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APPENDIX 
Appendix A. Example XML File for Drill Configuration 
The example file below shows a pre-defined pilot-drill in XML format which can be 
easily loaded into the system for the real-time simulation. 
 
<?XML version="1.0"?> 
<drill_config>   
   <dimensions> 
      <radius>0.5</ radius> 
      <length>7.0</ length> 
      <point_angle>2.0943951</point_angle> 
      <web_thickness>0.2</web_thickness> 
      <chisel_edge_angle>0.2</chisel_edge_angle> 
      … 
   </dimensions> 
   <cutting_elements> 
      <element id="1"> 
         <radial_distance>0.14315486</radial_distance> 
         <web_angle>0.77336103</web_angle> 
         <width>0.0056276917</width> 
         <inclination_angle>0.64971191</inclination_angle> 
         <original_position> 
            <x>0.10243686</x> 
            <y>-0.1000000</y> 
            <z>-3.6429305</z> 
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         </original_position> 
      </element> 
      <element id="2"> 
         <radial_distance>0.14668183</radial_distance> 
         <web_angle>0.75014895</web_angle> 
         <width>0.0056276917</width> 
         <inclination_angle>0.63156784</inclination_angle> 
         <original_position> 
            <x>0.10731059</x> 
            <y>-0.10000000</y> 
            <z>-3.6401167</z> 
         </original_position> 
      </element> 
 
      … 
   </cutting_elements> 
</drill_config> 
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Appendix B. Example XML File for Implant Configuration 
The example file below shows a pre-defined micro-implant in XML format which can 
be easily loaded into the system for the real-time simulation. 
 
<?XML version="1.0"?> 
<implant_config>   
   <dimensions> 
      <tip_length>1.2</tip_length> 
      <major_diameter>1.6</major_diameter> 
      <thread_pitch>0.4</thread_pitch> 
      <thread_length>6</thread_length> 
      … 
   </dimensions> 
   <thread_sampling> 
      <sampling_step>0.17453292</sampling_step> 
      <total_num>560</total_num> 
      <thread point id="1"> 
         <original_position> 
            <x>-0.10547403</x> 
            <y>0.59817964</y> 
            <z>0.91111100</z> 
         </ original _position> 
         <radial_distance> 0.60740727</radial_distance> 
      </thread point> 
      <thread point id="2"> 
         < original _position> 
            <x>-0.31110999</x> 
            <y>0.53886080</y> 
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            <z>0.93333322</z> 
         </ original _position> 
         <radial_distance> 0.62222213</radial_distance> 
      </thread point> 
      … 
   </thread_sampling> 
</implant_config> 
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Appendix C. KISTLER Dynamometer 
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Appendix D. LORENZ Torque Sensor 
 
