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1. INTRODUCTION 
The purpose of this paper is to obtain a complete frequency-domain 
characterization for the causality of a linear system which is not necessarily 
passive. Such a system is described by an equation of the form Nf = g where 
f  and g are the input and output variables in the time domain and N is the 
linear operator mappingfinto g. In general,fandg are vector-valued distribu- 
tions. We shall assume that N satisfies certain properties which ensure that 
the system possesses a frequency-domain description in the Gelfand-Shilov- 
Ehrenpreis sense (Zemanian [lo, Chap. 71). In other words, we do not require 
that the impulse response of N be Laplace-transformable in either the 
classical or Schwartz sense. 
Our aim is to find a necessary and sufficient condition on the frequency- 
domain description under which N is causal. This is accomplished by modi- 
fying and extending the results due to Zielezny [15] and then combining them 
with some results from the theory of vector-valued distributions and General- 
ized Laplace Transformation. The pioneering work in the theory of vector- 
valued distributions was carried out by L. Schwartz [7]. Sebastiao e Silva [8] 
also has investigated this theory on an axiomatic method by considering 
distributions as the generalized derivatives of vector-valued continuous 
functions. We have here extended to the vector-valued case a rather general 
construction for spaces of testing functions due to Zemanian [13]. Our final 
result states that the system is causal if the system function when regularized 
in a particular way is a vector-valued entire function satisfying certain 
growth conditions. 
2. SOME SPACES OF TESTING FUNCTIONS 
Let E be a locally convex separated topological vector space over the 
complex field C and let {p,},,, be a family of seminorms on E which determines 
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the topology of E. The n-th order derivative of an E-valued function + on the 
real line R is denoted by On+ or +cn). A smooth function is one having 
continuous derivatives of all orders at all points of its domain. 
DEFINITION 2.1. A sequence {Kn}~=,, will be called a nested closed inter- 
val cover of R if each K, is a closed interval in R, K, C K,,,, for each n and 
=m 
(J K, = R. 
?Z=O 
In the following p, Y, k, m, n, p and q are all nonnegative integers. The 
notation a < K, m,..., q < b means that a <k < b, a < m Gb,..., and 
a<q<b. 
Let (Kn}~zo and {l,}po be two nested closed interval covers of R. For each 
pair m, n of nonnegative integers, let there be given a continuous function 
t n,m. on R such that .&Jt) > 0 and &Jr) 3 Sn+rJt) for all t. 
For every pair n, p and for every 01 E I we define the functional P~,~,~, on 
suitably restricted smooth functions 4 on R into E by 
For each n, we define 9%(E) as the complex vector space of all E-valued 
smooth function q3 such that the support of + is contained in K, and P~,~,~,(#J) 
is finite for every p and every 0~. 
Clearly, P~.~,~~ is a seminorm on S%(E). The vector space ,ld,(E) is assigned 
the topology generated by {pn,B,Da}PON,aP,, where N is the set of all non- 
negative integers. 
We observe that since E is separated, ,14(E) also is separated. Otherwise, 
there would exist a 4 # 0 such that pn,p,z,(~) = 0 for every p and for every 01. 
This implies the existence of a nonzero e E E such that p,(e) = 0 for all 01 
which contradicts the fact E is separated. Thus $n(E) is a locally convex 
separated topological vector space and it is metrizable whenever E is metriz- 
able. 
Since 5 n+l,m(t) < E,,,(t) for every t, we see that 
Pn+l,m,(~> G P%P,&) 
for every 4 E ,14(E) and for every (Y. 
Consequently, 9$(E) C &+l(E) and the topology of -/4,(E) is finer than the 
topology induced on JQE) by 9m+l(E). 
We now define ,66(E) = uI==, LQE) as the inductive limit space of the 
sequence (JQE)}~=~. This means that 9(E) is a locally convex topological 
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vector space whose topology is the finest locally convex topology which 
induces on each $n(E) a topology coarser than the initial topology of 9n(E). 
DEFINITION 2.2. Any space of functions that fits into this formulation 
for y(E) is called a p-type testing function space. 
If &a,& = Lz+1.m (t) for all 7t, the locally convex space 9(E) is the strict 
inductive limit space of the sequence {ym(E)} and in this case the topology 
induced by Y(E) on j*(E) is the initial topology of J$~(E). 
If Lnw = &+1.m (t) and if K,, = R for all n then A(E) = Y(E). 
EXAMPLE 2.1. When K, = R, I, = [- q, q] and f,,,(t) = 1, the space 
L/an(E) = JW * P is recisely the space b(E) (Schwartz [7, p. 941) of E-valued 
smooth function on R equipped with the topology of uniform convergence 
of E-valued smooth functions together with their derivatives of all orders on 
every compact subset of R. 
EXAMPLE 2.2. When K,, = [- 11, n], Ip = R and t,,,(t) = 1 the space 
,&(E) is the space gK,(E) (Schwartz [7, pp. 94-94), which is a subspace of 
b(E) of Example 2.1, and the topology of BK,(E) is the induced topology. 
EXAMPLE 2.3. The strict inductive limit of the sequence {&“(E)} is 
the space 9(E) of E-valued smooth functions with compact support. 
We observe that if J(E) is a p-type testing function space, then 
.9(E) C.T(E) C b(E). Also 9(E) is a separated locally convex space which is 
not metrizable. However, Y%(E) is a Frechet space whenever E is so. We say 
9(E) is normal if .9(E) is dense in y(E). Since 9(E) is dense in d(E) 
(Schwartz [7]), d’(E) is normal. 
3. VECTOR-VALUED DISTRIBUTIONS 
When X and Y are two topological vector spaces, the vector space of all 
continuous linear mappings of X into Y will be denoted by [X; Y]. 
Furthermore, if 2 is a dense subspace of X and if the topology of 2 is not 
coarser than the one induced by X, then [X, Y] C [Z, Y]. Indeed, any con- 
tinuous linear mapping of X into Y defines, by its restriction to 2, a continu- 
ous linear mapping into Z and if any two continuous linear mappings on X 
define the same mapping on 2, they coincide on a dense subset of X. Conse- 
quently, every continuous linear mapping of X into Y corresponds to one and 
only one continuous linear mapping of 2 into Y. 
In particular, if Y(E) is a normal p-type testing function space, then 
[#(E);F] C [g(E);Fj where E and F are locally convex spaces. 
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DEFINITION 3.1. Any f E [9(E); F] is called a vector-valued distribution. 
We shall now define some topologies on [Y(E);F]. Let the topology of F 
be determined by a family {qe)ser of seminorms. Let A C Y(E). 
For every f E [Y(E); F], let us define 
If A is bounded, then uA,s( f) < CQ for every f and for every 8. 
Conversely, if oAsB( f) is finite for every f and for every 8, then A is bounded. 
For if A is not bounded, then it is not weakly bounded either (Robertson 
and Robertson [4, p. 671). So there exists a continuous linear functional g on 
9(E) which is not bounded on A. Let y E F be such that &Y) # 0 for some 
,!I E J. The mapping f : 4 t+ (g, #) y is evidently linear and continuous on 
9(E). Thus f E [9(E); F]. Since g is unbounded on A, f also is unbounded on 
A, and so, for this f and for this /3 which we have chosen, U~,~ is not finite, 
which is a contradiction. In other words, A is bounded. 
It is easily seen that a,,, is a seminorm on [.Y(E);F] whenever A is a 
bounded subset of X(E). 
DEFINITION 3.2. Let GZ be a family of bounded subsets of 9(E). Then 
[Y(E); F] is said to have the topology of G&convergence if its topology is 
defined by the family of seminorms {~~.~)~~~,a~~. If 0? is the family of all 
bounded subsets of 9(E) the topology of &convergence is called the bounded 
convergence topology Tb . If a is the family of all finite subsets of 9(E), then 
the topology of GPd-convergence is called the simple convergence topology T, . 
If (b E 9$ and e E E, let us define (I$ @ e) (t) = $(t) e. Then, 4 @ e E A(E). 
96, @ E denotes the subspace of &(E) consisting of all (finite) linear 
combinations xi +$ @ ei where & E 3% and ei E E. 
Y4, @ E is called the tensor product of 9n and E. 
The bilinear mapping 
@:(Ae)+$Oe 
of 9% x E into Y&Y) is called the canonical bilinear mapping. 
The space 9% x E can be equipped with several locally convex separated 
topologies. One such topology is the topology induced by 9,(E). Another 
topology of interest is the finest locally convex topology such that the cano- 
nical bilinear mapping is continuous when Yn x E is equipped with the 
product topology. This topology of the tensor product space is called the 
projective topology and the space equipped with this topology is denoted by 
4 C&E. 
Let [Ym x E;F] denote the vector space of all continuous bilinear map- 
pings of Yfi x E into F. Then it is a known result (Robertson and Robertson [4, 
409/36/3-12 
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p. 1311) that there exists a one-to-one correspondence between the spaces 
[4 x -RF1 and Hz 0, E; Fl 
defined by 
where 
W, 4 = 65 $0 e> = (a @(A 4>, 
h~[fi~ x E;F] and g+S@,E;Fl. 
LEMMA 3.1. Let b be a continuous bilinear mapping of E x F into G when E, 
F and G are three separated locally convex spaces. Dejke 
for all x E E and y E E. Then the mappings 
Q, l:x+b, and cD2 :y-+by 
are elements of [E; [F, Gj] and [F; [E; G]], respectively, when [F; G’j and 
[E; Gj have topologies of bounded convergence. 
Proof. The mapping b, : x -+ b(x, y) of E into G is continuous and linear. 
So @a : F + [E; Gj defined by @a(y) = b, is linear, since 
To prove the continuity of Qz we proceed as follows. Let A be a bounded 
subset of E and let the topology of G be determined by the family ~~~~~~~ of 
seminorms. 
Define uA,J f) = supseA r,,( f, x) where f E [E; G] and y EL. Then the 
topology of [E; G] is determined by the family {aA,v}rELL,AEa when GY is the 
family of all bounded subset of E. 
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Moreover, 
Since b is continuous, there exist M, 01 and /3 such that (Horvath [2, p. 3631) 
r,(b(x, Y)) G J!P&> QB(Y). 
(We assume, without loss of generality, that {pa> and {Q~} are saturated 
families.) Thus 
which implies a2 E [F; [E; G]]. 
Similarly, cfr E: [E; [F; Gj]. 
THEOREM 3.1. Every g E [Y(E); F] uniquely dejnes an element 
f  E [Y; [E; F]] through the equation 
(is 4 0 e> = (f, +> e forall+E9andeEE. 
Proof. By assumption, g is a continuous linear mapping of&(E) into F 
for every n and, therefore, a continuous linear mapping of Y$ @ E into F 
when J$~ @ E is equipped with the induced topology. A typical element 
8 E .& @ E has the representation (not necessarily unique) of the form 
Thus, for every j3 E J, there exist M, p and 01 such that 
s& 0 d M~wd4 
= MPn.~,a, (?A Bei) 
G MC &A44 p&d, 
where 
(1) 
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(as in Section 2). Since 
for every 4 E Y* , the family {p~,,}~=,, of seminorms which determine the 
topology of -16, is a directed family of seminorms. (For definition and pro- 
perties of directed families of seminorms, see Schaefer [5, pp. 69-701). We 
may assume without loss of generality that the family {pa} also is directed. 
Then the projective topology of the tensor product space Yn @ E is 
defined by the family {~;,a ~~~~~~~~~~~ (where N denotes the set of all 
nonnegative integers) of seminorms, where 
where the infimum is taken over all possible representation of 8. 
Since the left side of (1) d oes not depend on the choice of the representation 
for 0, we now have 
In other words, g is a continuous linear mapping of 9fi 0, E into F. So there 
exists a continuous bilinear mapping b of .$ x E into F such that 
b(+, e) = (g, $ @ e), 4 E X6, and e E E. 
For any given 4 E 4 let us define bJe) A b(+, e). (p A q meansp = q by 
definition.) 
Then the mapping f : J$$ --+ [E; F] defined by (f, 4) = b6 is an element of 
[A; [E; F]] by Lemma 3.1. Moreover, 
(g, + 0 e> = 444 = B(4 = ( f, $> e forall4EJ$ and eEE. 
Finally, if g E [J(E); F], then g E [4(E); F] for every n and this implies, 
f E [Y,; [E; F]] for every 71. This in turn implies f E [.Y; [E; F]]. Also 
(fi-f2,#)e=0 for every eEE will imply (fi--fi,$) =0 for every 
$ E 4. So f is unique. 
THEOREM 3.2. Let E and F be two separated locally convex topological 
vector spaces satisfying the following three condition : 
(i) E is barrelled, 
(ii) The spaces [E; F] equipped with the bounded convergence topology T, 
and F are sequentially complete, and 
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(iii) For every f E [9; [E; FJ] and f or each compact interval KC R, there 
exist a nonnegative integer r and an [E; q-valued T,-continuous function h an R 
such that 
< f, 4) = /gP’+Z’(t) h(t) dt 
Then there exists a one-to-one correspondence between [Y(E);F] and 
[Y; [E; F]], whenever 9 and 3(E) are normal, defined by 
Proof. For a fixed e E E, the linear mapping L, : [E; Fj --f F defined by 
L,(T) = (T, e) is continuous since qe( T, e> < supeEA q&T, e), where A 
is any bounded set in E containing e. Let h be the [E; q-valued continuous 
function as in (iii). 
The mapping t i--t h(t) is continuous and for a fixed e, the mapping 
h(t) +-+ (h(t), e} is continuous. 
So the mapping t ++ (h(t), e) is continuous for a fixed e. 
Since K is compact {(h(t), e); t E K} is compact and therefore bounded 
in F. 
Consequently, {h(t) : t E K) is bounded in the simple convergence topology 
of [E;F]. (Recall that a subset H C [E; F] is T,-bounded if and only if 
{(h, e) : h E H} is bounded in F for every e E E). Any T,-bounded subset 
of [E; F] is equicontinuous whenever E is barrelled (Schwartz [6, p. 821) and, 
therefore, (h(t) : t E K} is an equicontinuous subset of [E;F’J. 
So for any fl E 1, there exist M and 01~ E I (k = 1, 2,..., n) such that 
where M and 01~ do not depend on t. Thus for any $I E B,(E), 
q&(t), P”W> G M gg, P&Vb 
where Y  is any nonnegative integer. 
Therefore, 
[We recall that the topology of z?~~(E) may be defined by the family {,I~,~,} of 
seminorms, where P,,,~(#) = suptckpo(#‘“)(t))]. 
Also (h(t), +(r)(t)) 1s a continuous F-valued function of t for any non- 
negative integer Y. 
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Now consider the linear mapping gK : gK(.E) + F defined through the 
equation 
(the integral exists since F is sequentially complete. The nonnegative integer r 
in the integrand is as in condition (iii) of the theorem). Let K = [a, b]. 
Then 
So gx is continuous. 
We may now write g, E [gK(E); F] and gx($) = (gK , #), 9 ~&9x(E). 
Let f E [.9; [E; F]] (as in condition (iii)). 
Then for + ~9~ and e E E, we will have 
This procedure thus determines a gK E [9fK(E); F] for every compact inter- 
val K. If J is a compact interval containing K, then gK(E) CgJ(E) and it 
follows that the restriction of gJ to BK(E) coincides with g, . Thus there 
exists g E [.9(E); F] w h ose restriction to each gK(E) coincides with g, . 
Finally, g is unique since g has been uniquely defined on 9 @ E and 9 @ E 
is dense in 9(E) (Schwartz [7]). S o we have proved that every f E [9; [E; F]] 
uniquely defines an element g E [9(E); F]. Let 9 and Y(E) be normal. We 
shall now show that every f E [Y; [E; F]] uniquely determines an element g 
in [9(E); F]. We proceed as in the proof of Theorem 2.1 in Zemanian [14]. 
We know that every g E [9(E); F] uniquely defines an f E [Y; [E; F]] 
<if, 3 0 e> = <f, 9) e (1) 
for all 4 E f and e E E (Theorem 3.1). 
Since J is normal we may replace (1) by (g, 4 @ e) = (f, 4) e, 4 E 9 
and still uniquely define f from g. 
Let Fl : g -+ f be this mapping. 
Now the equation 
<J+> = <f,$>, 4 E9, (2) 
which uniquely defines 3 E [9; [E; Fj] determines a one-to-one mapping 
F2 : f -3 of [Y; [E;F]] onto a subspace U of [9; [E;F]]. Also, (2) can be 
written as 
<3,+>e = <f,+>e. (3) 
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But for every {there exists a unique d in [g(E); F] such that 
<i,+)e=<t,#Oe>, 4Eg. (4) 
Now (4) defines a one-to-one mappingF, :f^ +-+ 6 of [9; [E; F]] onto [g(E);F]. 
So U is mapped into a subspace V of [9(E); F]. 
Next, the equation 
(g, 9 = a 6 (3 
defines an injection of [Y(E);F] onto a subspace W of [9(E);F] (.9(E) is 
normal and the topology of 9(E) is finer than the induced topology). Further- 
more, 9 @ E is dense in 9(E). 
So we write (5) as 
(g,$Oe> = (iA+ Oe>, + cg. (6) 
Equation (6), therefore, defines a bijection 
F4 :g+g of [S(E);F] onto W. 
Now, 
In other words, V = Wand F4 = F,F,F, . Since F, , F3 and F4 are bijections, 
so too is Fl . This completes the proof of the theorem. 
Note. If E and F are Banach spaces, the conditions assumed under the 
hypothesis are always satisfied. The theorem under this assumption has been 
proved in Zemanian [13]. 
4. GENERALIZED LAPLACE TRANSFORMATION 
Let K = (- k, K], where k is a positive integer. For any $ E gK(A), where 
A is a complex Banach space we define its adjoint Laplace Transform $ by 
the relation 
As) = & I:, @$(t) dt, s = (I + iw. 
Then d(s) is an A-valued entire function, and through it integration by parts 
we get 
II 4(s)llA < C&Y 
where 
C,, = & f= II PWlla dt. 
--m 
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Conversely, if d(s) is an A-valued entire function satisfying the above 
inequality, then there exists a constant C such that 
where u > 0 and ot = u 1 t 1 . 
For ( t 1 > K, the right side -+ 0 as u -+ + 00. Since 
(the integral does not depend on the choice of u), we can conclude that 
supp + C K. Differentiation under the integral sign and the above estimate 
on 4 show that 4 is smooth. Hence, 4 E~&A). 
Thus we have the following version of the Paley-Wiener Theorem for 
Banach-space-valued testing functions: 
LEMMA 4.1. An A-valued entire function J(s) is the adjoint Laplace Trans- 
form of a testing function q5 E 9*(A) y  z an on 2 or every nonnegative integern d ly yf 
there exist a constant C, such that 
II s$(s)lla < Cnekiui (s = u + iw, [- K, k] = K). 
Let Z,(A) denote the vector space of all A-valued entire functions 6 
satisfying the inequality 
11 s$(s)ll < Cnek@l (ff = 0, 1, 2 )... ). 
We see from Lemma 4.1 that there exists a one-to-one correspondence + -4 
between SK(A) and Z,(A). W e now equip Z,(A) with the topology deter- 
mined by the family {Q~}E~ of seminorms where 
4&J) = y II 44 e-kioi II where c is the complex field. 
Then Z,(A) is a Frechet space. (For completeness, we argue as in the 
case of gK(A)). 
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The mapping 4 -4 is one-to-one, onto, linear and continuous. (Continuity 
is a consequence of the inequality 
where 
Then it follows from the open mapping theorem (Treves [19, p. 1721) that 
the mapping 4 ++ 4 is bicontinuous. 
Thus if Z(A) is the strict inductive limit of the sequence Z,(A), where 
K = [- h, h], h = 1, 2 )... it follows now that the adjoint Laplace Transfor- 
mation is a topological isomorphism of Q(A) onto Z(A). 
DEFINITION 4.1. For anyf E: [g(A); E] we define the generalized Laplace 
Transform (G.L.T.) p off by f(J) = (f, +), 4 E g(A). Then p is a linear 
mapping of Z(A) into E. 
Indeed, p is equal to the mapping 
b-4++ <f,d>, 
where 4 ++$ is a topological isomorphism and + t+ (f, 4) is a continuous 
linear mapping. 
So f-is a continuous linear mapping of Z,(A) into E and consequently 
f~ [Z(A); El. 
Note. We write Z,(C) = Z, and Z(C) = Z. Let B be a complex 
Banach space. Then there exists a one-to-one correspondence between 
[.9(A); B] and [g; A; B]] (See Th eorem 3.2). So we can conclude that 
there exists a one-to-one correspondence between [Z(A); B] and [Z; [A; B]] 
given by (J 4 @ a) = (b, 4) a, where JE [Z(A); B], 
2 E v; [A; WI> JEZ and aEA. 
Finally we note that the space Z @ A is dense in Z(A) because 9 @ A 
is dense in 9(A) and the adjoint Laplace Transformation is a topological 
isomorphism of .9(A) onto Z(A). 
We thus conclude this section with the following version of the Paley- 
Wiener Theorem extending the results of Komura [3] to operator-valued 
distributions with compact support. 
THEOREM 4.1. An [A; B]-valued entire fun&m f(s) is the G.L.T. of 
f E [.9(A); B] with support contained in K = [- k, k] ; f  and on& if there 
exist an integer N > 0 and a constant C such that 
II~WIIL~;~I < C(1 + I s IY ekM 
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Proof. This theorem is a direct consequence of Komura’s theorem and 
the one-to-one correspondence between [B(A); B] and [9; [A; B]]. 
5. TENSOR PRODUCTS AND KERNEL REPRESENTATIONS 
In the previous sections we considered testing functions and distributions 
over the real line. In fact these definitions and their properties hold over 
multidimensional spaces as well. Thus we write 9$(9,,,) to denote 9 in the 
case where the elements of 9 are functions of one variable (two variables). 
Similarly, Z,(Z,,,) denotes Z when its elements are defined over the complex 
u-plane (over the complex u - ‘u space). The spaces [9; EIZ, [Q; E12,, , 
[Z; 4, and [Z; %,, are to be understood accordingly. In this section we 
extend the concept of a kernel representation introduced by Zielezny [ 151 for 
the generalized Laplace Transforms of scalar-valued distributions. Our 
setting is more general; we consider two separated locally-convex topological 
vector spaces E and F. 
LEMMA 5.1. Let g E [B; E] and $ E Bz,, . Def;ne a(x) = (g(Y), +(x, Y)). 
Then u ES@(E) 
Proof. For dx f 0, consider 
= <g(Y), wx9 Yb 
As dx + 0, #(Ax, y) converges to 0 in By (Zemanian [lo, p. 741). Thus 
(T is differentiable. In fact, we can conclude that u is smooth through induction 
on the order of differentiation and obtain thereby 
~‘“‘(4 = (g(y), DzWx, Y))- 
Finally, u has compact support because 4(x, y) has compact support in the 
plane. 
DEFINITION 5.1. Let f E [9(E); F] and g E [B; E]. Define f @g as the 
mapping of 9 into F via the equation 
<f (4 @g(Y), 4(x, Y)) = <f (4, <g(Y), $4, Y))h 
where 9(x, Y) E gz,l/ . 
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(Recall that (g(y), #J(x, y)) E Bz(E) according to Lemma 5.1.) f @ g is 
called the tensor product off and g. 
LEMMA 5.2. f@gE[LS;F],,,. 
Proof. f @g is clearly a linear mapping of 9 into F. Thus we need to 
establish only its continuity. 
Let {&}~!r converge to 0 in gEPr. Let U”(X) = (g(y), &(x, y)). Then 
uV E g(E) for each v and all the u, have their supports contained within a 
fixed compact interval (since +y have the same property in the plane because 
of the convergence of & in gz,,). We shall now show that {&f converges to 0 
in g&E). If we assume the opposite, then there is at least one K for which an 
e > 0, 01 E I and a sequence {x~},“,~ exists such that p,(op’(xy)) > F, which 
implies 
But the 
4(y) = f$ MT Y> /2=x converge to 0 
” 
in gV by our assumption on {&}. Consequently {(g(y), h,(y))} converges to 0 
in E and this contradicts the inequality established earlier. 
Thus f @I g is a sequentially continuous linear mapping of 3 into F and 
since 9 is the inductive limit of a sequence of metrizable spaces gK we 
conclude that f @g is continuous as well. If [9(E); F] @ [g; E] is the linear 
space of all (finite) linear combinations f @g we have thus shown that 
[9(E); F] @ [Q; E] is contained in [g; F]. 
It is a fact that testing functions of the form #J(X) +(y) constitute a total 
subset of g3c,2, (Z emanian [lo, p. 119). Furthermore, to every element in 
[g(E); F] there exists a unique element in [g; [E; F]]. (See Theorem 3.1.) 
So we can define the tensor product f (x) @g(y) via the following equation 
also : 
(f (4 @g(Y), $(x) 4(Y)> = cf (4 W) Q(Y)l #(Y)h 
where on the right side we take f as an element of [2@; [E; F]]. The mapping 
+(x, y) 4 +(x, y + X) is a continuous linear mapping of 28z,y into gfi,y . We 
thus define a linear mapping f(x) @ g( y - x) of 9 into F by the relation 
<f (4 OdY - 4,5%?Y)) = <f(4 @g(Y), 9(%Y + 4). 
Then f (x) @ g(y - x) is an element of [a; F],,, . 
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We now consider the tensor products of the G.L.T. of distributions. (In 
what follows, A is a complex Banach space. The space Z(A) is defined in 
Section 4.). Their definitions and properties are similar to those of distribu- 
tions and we have the following results: 
(i) For JE [Z(A);F] and 2 E [Z; A] we have f”@S E [Z;F], where 
<Pw O&J), &4 w>) A <J(4, <g’(w), &% 4)); 
(ii) [Z(A); F] @ [Z; A] C [Z; F]; 
(iii) The tensor product JO g” is also defined by 
co4 om B(4 $m Li cm, &a W), dm 
where on the right side JE [Z; [A; F]] ; and 
(iv) J@ + w) @2(w) E [z;Fl,,, , 
where 
LEMMA 5.3. The G.L.T. off(x) @g(y) &J(U) @g’(w). 
Proof. 
LEMMA 5.4. The G.L.T. off(x) @g(y - x) isf(u + w) @g”(w). 
Proof. 
so 
=& 1s #(x, y  + x) eus+uY dx dy. 
<flu + 4 om, &, 9) = UC4 0 m, B<u - 09 WI> 
= <f (4 OgbJ), &x, Y + 4) 
= < f  64 OgbJ - x)9 &% Y)). 
For f  (4 0 g(y) E P? FL, and 4(y) E gV the kernel representation 
f  (4 @g(y) 0 #(Y) defined by 
<f (4 @g(Y) o (Cr(Y), 5w) 4 (f (4 @g(Y), %w #(Y)h 
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for all 4 E g, is an element of [9; F]= . S imilarly the kernel representation 
j(u) @d(w) 0 J(V) is an element of [Z; 8’Ju defined by 
( m 0 m o t&4, &D = <P(4 0 BW, &, dw . 
THEOREM 5.1. The G.L.T. of 
f (4 0 dY - 4 o #(Y) 
is 
where f  E [B(A); F] and g E [B; A]. 
Proof. 
Note. By putting A = F = C we get the corresponding result for scalar- 
valued distributions as established by Zielezny [15]. Let l(x) = g(- x). 
For g E [9; A] and I/ E 9 both g c + and 2 * # are A-valued smooth 
functions (Zemanian [13, Theorem 4.31). 
Also if f  E [9(A); F] and if cr is an A-valued smooth function, then 
fu E [9; F], where 
<f5$> = <f, ad>, a Eg. 
Thus we have 
f  (4 Kg’ * #) (41 E [%Fl3: . 
We conclude this section with the following theorem: 
THEOREM 5.2. If  f  E [Q(A); F], g E [SB; A] and t,b E 9, then 
f(x) N8: * 4) (41 E Pi Flz: 
and the G.L.T. off(x) [(g’ * 4) (x)] isf(u + w) @j(w) 0 g(w). 
Proof. Let (b E9. 
Then ( f  (4 Kg’ * 4) 641, W) = ( f  (4, [(8: * 4) (41 d(x)> 
= <f (4, (g(- Y), #(x - Y)> b(x)> 
= ( f  (4 0 g(y), (b(x) NY + 4) 
= ( f  (4 Og(y - 4,4(4 NY)) 
= (f (4 Og(y - 4 o 4(Y), W>* 
Upon applying Theorem 5.1 we now complete the proof. 
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6. CAUSALITY 
Let E and F be two separated, locally convex topological vector spaces. 
For a fixed 7 E R, we define a linear mapping a, of 9(E) into itself by 
Then u, is a continuous linear mapping of B(E) into 9(E). 
Next we define 
where f E [9(E); F]. 
Then a, is a continuous linear mapping of [9(E); F] into itself (under either 
the bounded or simple topologies) and u, is called a s/rifting operator. 
DEFINITION 6.1. A linear operator N defined on a subspace Wof [g(E); F] 
to [9(E);Fj is called t~umlutim-invariant 071 W if N commutes with the 
shifting operator on W. 
Now if N is a continuous linear translation-invariant mapping of [~9; A] 
into [g; B] (here A and B are Banach spaces) then there exists a unique 
y  E [g(A); B] such that 
for all v  E [c?; A] and all C$ E 9 (Zemanian [13, Theorem 6.1). Here y  is 
called the Impulse Response of N and the Laplace Transform of y  (if it 
exists) is called the System Function of N. 
DEFINITION 6.2. A linear operator N mapping a space X of Banach- 
space valued distributions on - cc < t < co into another such space is said 
to be causal on X if for every to E R, we have that (NV,) (t) = (NV,) (t) on 
-c~<<<t,,wheneverv,~X,v,~Xandv,(t)=v~(t)on-co<<<<,,. 
The causality of linear operators whose impulse responses are Laplace- 
transformable has been discussed by Beltrami [l] in the case of scalar valued 
distributions and by Zemanian [ 131 in the case Banach-space valued distribu- 
tions. Using Zielezny’s concept of a kernel representation (which we have 
discussed in Section 5), Zemanian [12] has obtained a frequency-domain 
characterization for the causality of convolution operators (from a space of 
scalar-valued distributions to another such space) whose impulse responses 
are not necessarily Laplace-transformable. 
We shall now discuss this causality characterization in the case of Banach- 
space valued distributions. That is, we examine the causality criterion for a 
continuous linear translation-invariant mapping N of [B; A] into [9; B] 
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whose impulse response is an arbitrary element of [B(A); B] which is not 
necessarily Laplace-transformable. 
We write 
[9(A); B]+ & {f :f E [.9(A); B] and suppf C [0, co)}. 
We define [99; A]+ and [9; [A; B]]+ in the same way. 
Also we define 
[d; A]+ g [a; A] n [9; A]+ and 8[9; A]+ = {p:fE [9; A]+}. 
THEOREM 6.1. Iff~[g(A);Bl, gE[.9; A]+ and ;f (f*) is causal on 
9 @ A, then f’(u + w) @g”(w) 0 b(w) E -Ep[b; II]+, where z,b E LB. 
Proof. Since (f *) is causal on 9 @ A, supp f C [0, KI) (Zemanian [13, 
Theorem 6.2). 
So f E [B(A); B]+ and f(g’ * #) E [b; I?]+. Consequently, by applying 
Theorem 5.2 we get the desired result. 
COROLLARY 6.1. If f  E[S@(A); B], g E[B; C]+ and if f  * is causal o-n 
LB @ A, the-n f”(u + v) @g”(u) 0 i&v) E JZ[b; [A; B]]’ for any II, E 9. 
COROLLARY 6.2. If  f  E [9(A); B] and l+(t) is the unit step function, then the 
causality of (f *) on 9 @ A implies that 
Our next aim is to obtain a converse to Corollary 6.2. 
Now if f  E [9(A); II]+, then (f *) is causal on [8; A] (Zemanian [13, 
Theorem 6.2). 
Also for any $J E 9, 
<i+ * 4) (4 = /“l&4 dx. 
Let 9+ be that subspace of 9 consisting of those testing functions whose 
supports are compact subsets of (0, CD). Let I+G E9 and assume that 
I m #(t) dt # 0. -co 
This is equivalent to the condition that $ does not have a zero at the origin. 
We now have the following converse to Corollary 6.2. 
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THEOREM 6.2. Let f E [L@(A); B] and 
f”(n + 4 0 l+(w) o &w> E =q% PC q1+ 
fw some # E .9+ such that J(v) h asmmo atw =O. Then fE[SB(A);B]+ and 
(f *) is causal on [b; A]. 
Proof. Observe that f E [.9; [A; B]]+ if and only if 
ti: * #)fe [& [A; q+. 
By Theorem 5.2, if 
then 
ti+ *#)fE[& 14 q1+. 
So f E [Q; [A; B]]+. Thus f E [9(A); B]+ which implies that (f *) is causal 
on [&; A]. 
In what follows, let us write 
and 
44 =fM [(t; * $) (41, $E9+, W) f0 
We can now strengthen our causality criterion (Theorem 6.2) using the 
following lemma which is an extension of the corresponding result in the 
case of scalar-valued distributions. (Beltrami [I, Theorem 2.21 and Zemanian 
[lo, Theorem 8-4-l). 
LEMMA 6.1. Let A(u) be an [A; B]-waked function that is analytic ower a 
haZfpZune Re u > a and that is bounded according to 11 h(u)11 < P(I u I), Re u > a 
where P is a polynomial. Then fi is the L.T. of a distribution h in [g(A); B] 
whose support is contained in [0, 0~)). 
Proof. Let g”(u) be an [A; B]-valued analytic function on the half-plane 
Re u 2 a > 0 such that Ijg”(u)]l ( C 1 u j-s, where C is a constant. Then 
-- 2Li ~~~~~~(u) cut du = g(t), a > u. 
(The integral exists in the uniform operator topology of [A; B] because 
I cut I = pt is independent of w and because of the bound on g). Also the 
analyticity of g on the halfplane implies that the integral is independent of 
the choice of u. 
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For if crl > a2 > a, then 
Furthermore, 
iis 
a,+& 
g(u) cut du j( -c (% aa y’yy” + 0 as y-+00. 
o,+iv 
Similarly, 
I 
O+V 
-+O as y--f 00. 
O,-iV 
So we write 
e-Otg(t) = g 1” g”(u + iw) eiWt dw, 
m 
where a is fixed, u > a. 
The left side is the inverse Fourier Transform of an [A; B]-valued inte- 
grable function and so e-at g(t) is continuous. Thus g(t) is an [A; B]-valued 
continuous function. 
Again, 
The above inequality holds for all a > u. When t < 0, et + 0 as CT -+ CO. 
Thus g(t) = 0 when t < 0. And for t > 0, 
Consequently, 
)I g(t) eAut jj < g e-(“-a)t 
I 
02 
g(t) e-ote-iwt dt exists (u > a). 
-co 
g”(u) = sr g(t) e-Ot dt. 
409/36/3-13 
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In other words, g(u) is the L.T. of g(t). Now by our assumption on A(U), 
there exists a positive integer m such that 
Put 
U+%(U) = g(u). 
Then R is the L.T. of h = gcna), where support of h C [0, co). 
THEOREM 6.3. If  there exists a real number a and a polynomial P such that 
A(u) is analytic in Re u > a and /I 6(u)// < P(I u I) on this halfplane, then (f *) 
is causal on [a; A]. 
Proof. By Lemma (6.1), supp h C [0, co). So 
f(x) [Cl+ * 1cI) WI E Pi [A; 41+. 
But (i+ * #) (x) is equal to a nonzero constant in a neighborhood of (- co, 0) 
and is equal to zero on (k, W) for some k > 0. Thus f E [58; [A; B]]+, which 
implies that (f*) is causal on [&; A]. 
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