PURPOSE To examine how family physicians', patients', and trained clinical raters' assessments of physician-patient communication compare by analysis of individual appointments.
INTRODUCTION
P atient-centered communication is fundamental to the practice of family medicine. 1, 2 While good communication itself is an important outcome, it is associated with benefits such as improvement of clinical outcomes, reduction in medical errors, and facilitation of self-management and preventive behaviors. [3] [4] [5] [6] [7] [8] [9] [10] [11] Internationally, the evaluation of physicians' communication skills is increasing as part of efforts to improve the quality of health care. [12] [13] [14] Approaches to evaluating and benchmarking standards of communication have typically relied on patient experience surveys, the results of which are often made public. 15, 16 At the level of the individual, physicians may need to reflect on their own performance alongside ratings from peers, coworkers, and patients as part of both regulation and continuing professional development. [17] [18] [19] [20] For example, in the UK, the General Medical Council requires all doctors to complete 360-degree evaluation of the care they provide, with patient and colleague feedback used as supporting information for the renewal of their license to practice. 21 Confidence in the instruments used to assessand commonly compare-performance is essential if they are to contribute meaningfully to quality assurance. 22 Extensive work on the reliability and validity of patient questionnaires has been conducted. [23] [24] [25] [26] [27] [28] Despite this, research shows that doctors often struggle to trust, make sense of, and subsequently respond to, feedback from patient surveys. [29] [30] [31] In fact, evidence from evaluations of performance (aggregated across a series of appointments) suggests that physicians tend to rate themselves more negatively than patients or peers. [32] [33] Indeed, physicians' perceptions of their own competence are frequently out of line with external assessments, as patients tend to give particularly favorable assessments of care in comparison to the physician self-assessments. [34] [35] [36] [37] The greatest divergence between self-assessments of physicians and others, however, is with those physicians who are, by external evaluation, the least skilled but the most confident in their abilities (a phenomenon not confined to physicians alone). 34, 38, 39 To date, research in the area of reliability and validity of patient questionnaires has focused on the evaluation of overall performance assessed across a series of appointments. 18, 19 We compared physician, patient, and rater assessments of communication for individual appointments to discover where discrepancies in assessment of care originate and to learn about physicians' insight into patients' perceptions of care during a single encounter. While we considered differences in the distribution of scores given by raters, patients, and physicians, our main focus was on correlations of scores at the appointment level. The correlations were considered more important for assessing the extent to which physicians are able to distinguish (1) appointments that more fully met communications standards from those appointments that did so to a lesser extent, and (2) appointments that resulted in better patient experiences from those that resulted in worse patient experiences. The correlation of patient and rater scores is also of interest as it illuminates the extent to which use of communication best practices may improve patient experience.
METHODS
We present an analysis of data collected in a study conducted in family practices in England in 2 broad geographic areas (Devon, Cornwall, Bristol, and Somerset; and Cambridgeshire, Bedford, Luton, and North London). Approval for the study was obtained from the National Research Ethics Service Committee East of England -Hertfordshire on 11 October 2011 (ref: 11/EE/0353).
Sampling and Practice Recruitment
Practices were eligible if they (1) had more than 1 family physician (physician) working a minimum of 2 days a week in direct clinical contact with patients, and (2) had low scores on physician-patient communication items used in the 2009-2010 national GP (general practitioner) Patient Survey. Low scores were defined as below the lower quartile for mean communication score, adjusted for patient case-mix (age, sex, ethnicity, self-rated health, and an indicator of area-level deprivation/disadvantage). 40 This study was part of a research program concerned with understanding the full range of patient experiences of communication, from poor to good. 41 In England, however, 94% of patients score all questions addressing GP communication during appointments as good or very good in the GP Patient Survey: therefore, we specifically sought low-scoring practices to maximize the chance of some appointments within the practice being given low patient ratings for communication. We approached eligible practices within the study areas until we had recruited 13 practices: some practices were known to us from participation in a previous study in the program. 40
Patient Recruitment
Data collection took place between August 2012 and July 2014, with recruitment of 1 or 2 physicians at a time in each practice. As the primary component of the study involved video-recording the encounter (reported elsewhere 42 ), we based researchers in the practice to recruit patients into the study. The research team approached adult patients on their arrival in the practice for a face-to-face appointment with a participating physician. Patients received a summary, a detailed information sheet, and a consent form. A member of the research team discussed these with each participating patient in order to obtain informed consent.
Patient and Physician Ratings
Immediately following the appointment, the patient was asked to complete a short questionnaire. The questionnaire included a set of 7 items taken from the national GP Patient Survey to assess physician-patient communication ( Table 1 ) and basic sociodemographic questions. Also, following the appointment, physicians answered the same 7 items about their own communication performance in that encounter. From these, we calculated separate scores of communication during the appointment, from the patient responses and from the physician responses. In line with previous work, each was calculated by linearly rescaling responses from 0 to 100 and calculating the mean of all informative responses where 4 or more informative answers were given. 40, 43 Responses of "doesn't apply" were considered uninformative and excluded.
Trained Clinical Rater Ratings
In addition to physician self ratings and patient ratings, 56 of the consultations were selected for rating by experienced, trained clinical raters (all family physicians). The selection of appointments was made on the basis of patient ratings of communication, with the aim of maximizing the variation of patient-reported communication quality. To increase reliability, 4 raters scored each appointment, using both the Global Consultation Rating Scale 44 and the same set of 7 items taken from the GP Patient Survey used by patients and physicians. Full details of the rating process were reported in a previous publication, which showed a weak correlation between patient ratings of physician communication and trained raters scores using the Global Consultation Rating Scale. 42 In this analysis, we made use of the items derived from the GP Patient Survey, calculating scores as described above. Each of the raters scored appointments in a different random order to minimize any order effects (using simple randomization) and the same raters were used for all appointments. The mean of the scores from the 4 raters was calculated for each appointment.
Statistical Analyses
We calculated correlation coefficients comparing physician and patient scores for the full sample and physician, patient, and rater scores for a subsample. To evaluate the within-physician association between patient and physician scores, we used a mixed linear regression with a random effect (intercept) for each physician on the full sample. This model accounts for the fact that some physicians may be more generous or more critical than others, and thus assessed whether individual physicians' scores for particular appointments increased when patients also rated them higher. This mixed model was performed initially with a single fixed effect (patient-reported scores) and subsequently adjusted for patient demographics (age, sex, ethnicity, and self-rated health) to account for the fact that some types of patients were more likely to give positive ratings. Another model performed included physician sex, whether they were UK qualified, and the years since they qualified, to adjust for any differences not captured by the random effect for physician. Standardized regression coefficients (betas) are reported. These are directly comparable to (and in the case of models with a single exposure, equal to) correlation coefficients. Because of potential concerns over normality assumptions, bootstrapping was used in all analyses with 500 bootstrap samples. To account for the nonindependence of observations due to physicians being represented more than once, we performed the bootstrap sampling clustered by physician. All analysis was carried out using Stata V13.1 (StataCorp LP).
RESULTS
A total of 908 patients had face-to-face appointments with 45 participating physicians during periods of patient recruitment. Of these, 167 (18.4%) were ineligible (mostly children) and, of the remainder, 529 completed a questionnaire (71.4% response rate). An additional 26 (4.9%) appointments were excluded due to missing data, leaving 503 physician-patient appointment pairings in the data set (Supplemental Figure 1 , available at http://www.annfammed.org/ content/16/4/330/suppl/DC1/). Table 2 shows selfreported demographic characteristics of patients. For 4 physicians, data on sex, country of qualification, Treating you with care and concern      
Taking your problems seriously       a Amended for physicians to read "How good were you at each of the following?" Items were also reworded, for example, "Giving the patient enough time." Raters were asked, "Thinking about this consultation, how good was the ...?" b Considered to be uninformative for the purposes of our analysis. and date of qualification were not available. Of the 56 appointments selected for evaluation by raters, 55 (98%) had complete physician and patient scores and the subsample analysis was restricted to these appointments. The individual rater scores for the 55 consultations were strongly correlated with each other (pairwise Spearman correlation coefficients varied between 0.54 and 0.67, P <.0001 for all, see Supplemental Table 1 , available at http://www.annfammed.org/content/16/4/330/suppl/DC1/) giving confidence that the scale was being used consistently and that using the mean of the 4 rater scores was appropriate. Figure 1 shows the distribution of physician-reported and patient-reported scores for the full sample (503 appointments). Physician scores of their performance were fairly symmetrically distributed and ranged from 39.3 to 100 (mean 74.5), with only 5.4% (27) of appointments being given the maximum score of 100. In contrast, the distribution of patient-reported scores is highly skewed, with 63.4% (319) of patients giving the maximum score of 100 (range 32.1 to 100, mean 94.4). A scatter plot comparing physician-reported scores with patient-reported scores of the same appointment is shown in Figure 2 .
Physician and Patient Comparison
The skewed nature of patient scores is evident in this figure, which also shows that, while physicians do not often score themselves lower than 50, on average they gave themselves much lower scores than patients. The lack of any clear relationship in Figure 2 is reflected in the very low correlation coefficient shown in Table 3 , again with no evidence of an association (P = .854). The lack of association persists when considering within-physician associations and when further adjusting for patient demographics (Table 3 ). Additional adjustment for physician factors had no meaningful impact on the regression coefficient or P value for physician self-rating. Figure 3 shows the distribution of physicianreported, patient-reported, and rater-reported scores for the 55 appointment subsample. The bi-modal distribution of patient scores reflects the way appointments were sampled, while the physician self-rated scores were distributed similarly to the full sample. The raters scored appointments over a wider range than either patients or physicians, from 23.2 to 87.5 (mean 57.3), and their scores were less skewed than those of patients. Figure 4 shows scatter plots comparing the 3 sets of ratings. Similar to the full data set shown in Figure 2 , there is no association between physician scores and patient scores in the subset of appointments evaluated by raters. Furthermore, there is no association between physician scores and the scores of raters, although there is a tendency for patient scores to be higher when the rater scores were also higher. These relationships are reflected in the correlation coefficients of 0.015 (P = .91) for physicians and patients, -0.006 (P = .69) for physicians and raters, and 0.35 (P = .042) for patients and raters. The only pair with any statistically significant and nontrivial association is between the scores of patients and raters. 
Physician, Patient, and Rater Comparison

DISCUSSION
In this examination of family physicians' , patients' , and trained clinical raters' assessments of physician-patient communication during individual appointments, we found no correlation between physician and patient scores or between physician and rater scores, and a moderate correlation between patient and rater scores. Our results suggest that family physicians draw on different constructs of good communication compared with patients and trained clinical raters, when asked to complete the same evaluation items. Previous research has documented a mismatch between physicians' assessments of patient expectations, their subsequent communication behaviors, and patient perceptions of these behaviors, most notably in pediatric appointments. [34] [35] [36] [37] Our findings suggest that a divergence between physician and patient expectations of communication practices may be common in primary care. Therefore, physicians' self-perceptions alone may be of limited value for identifying aspects of their patient-centered communication practices which could be strengthened or improved. Raters are more likely to share patient perceptions of what good communication looks like. Additionally, raters may pinpoint aspects of physicians' communication behaviors which are not perceived by patients, or at least not reported in a post-consultation survey. 33 Multisource feedback for the assessment of physician performance is now an established tool for evaluating the quality of care, with increasing evidence of impact on physician behaviors. 45, 46 Our study provides further evidence for the importance of external assessment of physicians' communication skills by trained peers as a first step in improving the standard of physician-patient communication.
The differences we observed in the distribution of scores used by raters, patients, and physicians are of interest, although they must be interpreted with some caution. Patients provided more generous scores, on average, than raters or physicians. High patient scores reflect, in part, the fact that some patients are inhibited about identifying poor communication on patient experience questionnaires. 47 The reluctance of some patients to report poor experiences is likely to result in weaker correlations between patient and rater assessments of communication than would otherwise occur. In aggregate, patient ratings are able to distinguish the quality of physician performance overall. 48, 49 Given the different range of scores used by each group (patients, physicians, raters) on the same response scale, however, we suggest that patient experience scores are best interpreted as a relative measure of the patient experience, rather than being interpreted on an absolute scale. 42 This further supports the need for external peer assessment of communication skills, as patient feedback alone is unlikely to identify specific needs for support and training in this area.
Our study has a number of limitations. We selected practices to increase the likelihood of identifying appointments with lower patient scores. Within each practice, not all physicians took part. If physicians who participated were more skilled at communicating with patients, we may have reduced the variation in quality of communication in our sample, thus reducing study power and the strength of the observed correlations.
We asked physicians to assess their communication performance immediately after each appointment, when time may have been short. Thus our findings may not be generalizable to other forms of selfreflection where more time is taken, for example, in review of video-recorded appointments. On the other hand, our method of data collection may be representative of the informal self-evaluation that routinely occurs among physicians. We additionally note that we did not assess the compliance of each participating physician to our request to complete an assessment after every appointment. While we collected assessments at the end of each surgery, reliability may have been reduced if physicians completed assessments in batches following a series of appointments. Patients completed questionnaires immediately following their appointment, usually in the practice waiting area. Social desirability bias may have increased the likelihood of patients giving positive assessments of care. Additionally, most patients in the study self-reported as white and our findings may not generalize well to patients of different racial and ethnic backgrounds.
Patient feedback is, and should remain, a central component of assessments of the quality of care. Our findings, however, support the role of trained peer assessors in examining the communication practices of Rater scores physicians in any multisource assessment investigating standards of care. We would further suggest that the presentation of feedback from such assessments should include support for physicians to better attune themselves to the perceptions and communication needs of their patients.
