Abstract-A colored graph is a directed graph in which either nodes or edges have been assigned colors that are not necessarily unique. Observability problems in such graphs are concerned with whether an agent observing the colors of edges or nodes traversed on a path in the graph can determine which node they are at currently or which nodes they have visited earlier in the path traversal. Previous research efforts have identified several different notions of observability as well as the associated properties of colored graphs for which those types of observability properties hold. This paper unifies the prior work into a common framework with several new analytic results about relationships between those notions and associated graph properties. The new framework provides an intuitive way to reason about the attainable path reconstruction accuracy as a function of lag and time spent observing, and identifies simple modifications that improve the observability properties of a given graph. This intuition is borne out in a series of numerical experiments. This work has implications for problems that can be described in terms of an agent traversing a colored graph, including the reconstruction of hidden states in a hidden Markov model (HMM).
INTRODUCTION
C ONSIDER an agent traversing a directed graph whose nodes (or edges) are assigned one or more colors. The agent seeks to localize itself within the graph based on the colors observed. In such problems, the nodes can represent states, the edges can represent allowed state transitions, and the colors can represent the discrete symbols that can be emitted by a given state (in the case of node-colored graphs) or a given state transition (in the case of edgecolored graphs).
For example, in the cybersecurity domain, the nodes may be the basic blocks of a software program's control flow graph (CFG), the edges may be the allowed control flow transitions (dictated by jump, call, and return instructions in the program), and the colors may be the specific signals emitted in a side-channel (such as electromagnetic emissions) [1] , [2] . An additional example is the application of non-probabilistic weak models to tracking targets in sensor networks [3] . Although our formulations and framework do not require probabilistic models for state transitions or color emissions, the formulations can still be useful for • Preprint of paper to be submitted to IEEE Transactions on Network Science and Engineering.
understanding observability properties of stochastic models such as hidden Markov models (HMMs) [4] . We consider various formulations of inferring the nodes and edges visited by an agent when only the sequence of colors emitted can be observed directly. What can be inferred about nodes and edges is collectively called an observability property. Previous work has identified several classes of colored graphs, each having different implications for the tractability and accuracy of this inference problem [5] , [3] , [6] . The present work unites these concepts in a comprehensive framework based on the presence or absence of particular pathologies in the graph and its coloring. We also provide a unified structure to reason about the effects of specific pathologies and to design mitigations that improve the observability properties of a given graph.
The readers should note that we are not studying the more challenging problem of inferring the graph and its coloring from sequences of color observations which is a different computational problem [7] . In particular, we are assuming that the graph and its coloring are known a priori and not being learned by the observer.
The rest of the paper is structured as follows: Section 2 describes our notation and reviews the previous work on colored graph models and observability classes. Section 3 presents the colored graph pathologies and discusses their implications and possible mitigations. Section 4 presents the relationships between colored graph observability classes. Section 5 illustrates the implications of the various pathologies using simulations. Finally, Section 6 summarizes the contributions of this paper and discusses potential directions for future work.
BACKGROUND AND PREVIOUS WORK

Definitions: Colored Graphs, Weak Models, and Hidden Markov Models
A node-colored directed graph G = (V, E, L, Φ) consists of a set of nodes V , a set of edges E consisting of ordered pairs of nodes, a set of possible colors Φ, and a mapping L : V → 2 Φ which indicates which subset of Φ can be emitted by a given node. This is identical to the definition of a weak model given in [3] . (Note that some authors also include the set of nodes which the system can start at as part of their definition of a weak model [8] , [5] . ) If each edge (i, j) ∈ E is endowed with a transition probability P ij = P (X t+1 = j|X t = i) (where X t is the node visited at time t) and each node i ∈ V is endowed with a set of emission probabilities B iα = P (Y t = α|X t = i) (where , so it is split into nodes bb and br, respectively. (This paper will use both color and shape to distinguish node "colors.") Y t is the color emitted at time t and α ∈ Φ), the model is a hidden Markov model (HMM) with discrete symbols [4] . We are concerned here with structural properties of such systems that depend only on whether certain state transitions and emissions are possible or not. Consequently, our results are about whether certain inferences about colored graphs are true or not true, as opposed to what the probabilities or likelihoods of inferences are.
A node-colored graph is multi-colored if there exists a v ∈ V such that |L(v)| > 1. In the context of tracking an agent traversing the graph, the implication is that one of the possible colors c ∈ L(v) will be emitted when the agent visits node v. It is often useful to reduce such a graph to the equivalent single-colored graph. This can be accomplished by replacing every multi-colored node with multiple nodes, one for each color, then duplicating the appropriate edges. This is illustrated in Figure 1 .
An edge-colored directed graph is defined as above, but instead associates the mapping to colors with the edges: L : E → 2 Φ . As with the node-colored case, it is possible to have an edge-multi-colored graph if there exists an e ∈ E such that |L(e)| > 1. Edge-colored graphs can describe higherorder dependencies (e.g., they represent a system where the color emitted depends on both the current node and the previous node), so it is often useful to reduce an edgecolored graph to an equivalent node-colored graph. This can be accomplished by replacing every node which has incident edges of more than one color by multiple nodes, one for each color, then assigning each node the color of its incident edges. This is illustrated in Figure 2 .
Therefore, every node-multi-colored graph and every edge-colored graph, whether multi-colored or not, can be reduced to an equivalent node-colored graph for which each node emits only one color. Moreover, the reduction results in modest growth of the graph. Specifically, if there are n nodes in the graph and the multi-colored node or edge with the most colors has C colors, the resulting simply colored node graph will have no more than Cn unicolored nodes.
Consequently, in the remainder of this paper, we consider, without loss of generality, node colored graphs for which each node can emit only one color.
Observability Classes
Suppose that an agent is traversing a given node-colored graph, yielding a sequence of observed colors Y 1:t = Y 1 , . . . , Y t from which we seek to infer something about the underlying state or node sequence X 1:t = X 1 , . . . , X t Transformation of edge-multi-colored graph to nodecolored graph. Node b has incident edges which are both blue/solid and red/dashed, so it is split into blue/circle node bb and red/square node br.
that generated those observed colors. A "hypothesis" in the context of such an observability problem is any sequence X 1:t = X 1 , . . . , X t of nodes that can be visited when traversing a directed path that emits the observed colors
Applications often distinguish between real-time tracking where we try to find X t given Y 1:t and a posteriori reconstruction where we try to infer some part (even all) of the sequence of nodes X 1:t given Y 1:t . In addition, different versions of the problem can make different assumptions about whether the start state X 1 is know or not. In general, there is no guarantee that any of the nodes can be unambiguously identified, even a posteriori.
Previous work has identified a number of classes of colored graphs for which guarantees of varying strength can be made, however:
• In a trackable graph the number of hypotheses consistent with an observation sequence grows polynomially in the length of the observation sequence [3] . In a graph which is not trackable, the number of hypotheses grows exponentially. It is known that the number of hypotheses can grow either polynomially or exponentially, with no intermediate growth rates possible [3] .
• In a unifilar graph the current node X t is unambiguously determined given the previous node X t−1 and the current color Y t [5] . Furthermore, each node emits exactly one color and each color can be emitted by at most one of the starting nodes. (Thus, the start node is determined unambiguously by the initial observed color.) The implication of these constraints is that there is a one-to-one correspondence between color sequences and node sequences.
• In a partly a posteriori observable graph it is possible, given a sufficiently long observation sequence, to unambiguously determine the state at at least one point in the past [6] .
• In a partly observable graph there is an upper bound, K, on how much time there is between opportunities for X t to be unambiguously determined given the observation sequence Y t0:t , where t 0 ≤ t < t 0 + K [6] .
• In an observable graph, the node X t can be unambiguously determined given the observation sequence Y 1:t , provided t > T (where T is a deterministic burn-in period determined by the structure of the graph) [6] . The record length γ may be set either by the time at which observations started (in which case it grows at each time step) or by the finite number of observations stored in the tracking system's memory (in which case it is constant). The oldest datum used is at t − γ + 1 because we are considering the discretetime case and the number of observations is γ.
While the previous work characterized these classes using a variety of approaches and definitions [3] , [6] , [5] , Section 4 shows that they can all be expressed in a common framework.
Currency of Estimates
Previous work on indexing systems (e.g., search engines) has characterized the quality of estimates in terms of (α, β)-currency [9] , [10] , [11] . Specifically, a quantity which was previously observed at time t 0 is said to be β-current at time t if it has not changed between time t 0 and time t − β. The quantity is said to be (α, β)-current if it is β-current with probability α.
Appropriately interpreted for the new domain, (α, β)-currency provides a useful metric for characterizing the properties of the various observability classes. Specifically, when tracking an agent traversing a colored graph, our estimate is said to be (α, β)-current at time t if we can correctly identify the node X t−β with probability α. Note that this definition does not make reference to the "time of last observation," t 0 , because there are no times at which the node is observed directly. Instead, what matters is how long we have been observing the color sequence: the record length, γ. Therefore, we say that an estimate is (α, β, γ)-current if we can correctly identify the node X t−β with probability α using the observed colors Y t−γ+1 , . . . , Y t . This is illustrated in Figure 3 . As an example, an observable graph is (1, 0, T + 1)-current. Because of the coloring constraint on the set of starting nodes, a unifilar graph is (1, 0, 1)-current. Other classes are more complicated; attainable values of α, β, and γ depend on the specific structure of the graph.
COLORED GRAPH PATHOLOGIES
Description of the Pathologies
Jungers and Blondel present polynomial-time algorithms to check whether a graph is observable or partly a posteriori observable by checking for the following properties [6] : 1) Presence/absence of nodes which have outneighbors of the same color. 2) Presence/absence of separated cycles having the same sequence of colors. Two cycles π 1 , π 2 : Z → V indexed by i and permitting the same sequence of be separated if π 1 (i) = π 2 (i) for all steps i. (It is possible, however, to have π 1 (i) = π 2 (j) for i = j; see Figure 4 .) Note, however, that same-colored out-neighbors (item 1) can manifest in one of two ways, depending on whether or not they form two or more intersecting cycles having the same sequence of colors. (Two cycles π 1 (i), π 2 (i) having the same sequence of colors are said to be intersecting if there is at least one i such that π 1 (i) = π 2 (i).) This suggests that the three pathologies listed in Table 1 are useful for characterizing the various observability classes. In fact, in Section 4 we show that these three pathologies are sufficient to describe observable, partly a posteriori observable, trackable, and a looser class of unifilar graphs (i.e., without the constraint on the set of starting nodes). Partly observable graphs do not fit quite as cleanly into this framework as the others, but some cases can be characterized by the absence of a specific type of same-colored out-neighbor described in Section 4.5.
Effects of the Pathologies
In loose terms, the effects of each pathology are:
• Same-colored out-neighbors cause tracking to be lost once they are encountered. But, it will often be possible to reconstruct which branch was taken a posteriori. For example, in the top row of Table 1, is seen, we do not know which node the agent is at. But, the next observation will either be 
(in which case we know the previous step took the right-hand branch). Therefore, the net effect on (α, β, γ)-currency is to increase the lag β necessary to obtain a given accuracy α. Provided that γ > β, the record length γ will have no effect on the ability to determine which branch was taken.
• Intersecting cycles with the same coloring is a special case of same-colored out-neighbors which causes tracking to be lost in a way which can prevent even a posteriori reconstruction of the visited nodes. For example, in the middle row of Table 1 , the observations will always be an alternating sequence of nodes was visited. Therefore, the net effect on (α, β, γ)-currency is to decrease the accuracy α which can be obtained for any lag β or record length γ.
• Separated cycles with the same coloring increase the "burn-in" time for which colors must be observed ) is observed, we know not only where the agent is, but where it was at all previous times.
When there is no risk of confusion, the words "with the same coloring" will be omitted when referring to intersecting and separated cycles.
Mitigating the Pathologies
Enumerating the pathologies is useful not just to understand their implications, but also to create ways of mitigating their deleterious effects on tracking performance. A simple way to modify a colored graph's observability class without significantly changing the functionality of the underlying system is to add uniquely-colored but otherwise non-functional "indicator nodes" at strategic locations. These are indicated by the grey hexagons (< l a t e x i t s h a 1 _ b a s e 6 4 = " a j n L Z I P G 1 f 3 Table 1 . This approach was demonstrated experimentally in [1] , and further simulated examples are given in Section 5.
The basic idea is to insert an indicator node either just before a same-colored out-neighbor or in a cycle with the same coloring in order to remove the pathology. Because the addition of an indicator node causes a delay in the traversal of the graph, it is desirable to put the indicator nodes in parts of the graph which are less-frequently visited. In an HMM, one can determine the long-run frequency of each transition in order to decide where to place indicator nodes.
In principle it is also possible to change the observability class through the deletion of nodes and/or edges, instead of the insertion of nodes into existing edges discussed above. This could correspond to restructuring the system to avoid certain ambiguous behaviors. But, because this will clearly affect the functionality of the system more than the addition of indicator nodes, we do not consider these cases any further here.
PATHOLOGY-BASED TAXONOMY OF COLORED GRAPH OBSERVABILITY CLASSES
A taxonomy of colored graph classes based on the presence/absence of the graph pathologies is given in Figure 5 . Simple example graphs from each region of the Venn diagram are given in Figure 6 . The full reasoning for each class/region is given in the following subsections.
Region I: General Colored Graphs
The outer part of the Venn diagram is the universe of all possible colored graphs, which may have all of the pathologies represented, and for which no performance guarantees can be made.
Region II: Partly a Posteriori Observable
A graph is partly a posteriori observable if there are no separated cycles with the same color sequence [6] .
To check if a colored graph G = (V, E, L, Φ) possesses this property, construct the auxiliary graph G 2 whose nodes are of the form (v 1 , v 2 ), where v 1 , v 2 ∈ V and v 1 = v 2 . The auxiliary graph contains an edge
2 is acyclic, then G contains no separated cycles with the same color sequence [6] .
Region III: Trackable
Crespi et al. characterize trackability by considering the node sequences consistent with all possible color sequences [3] . A graph is trackable if and only if, for each possible color sequence, there is at most one path from each node v at time t 1 back to itself at time t 2 which is consistent with the color sequence (this is the "unique path property"). But, if two different paths begin and end at the same node and have the same color sequence, then they form a pair of intersecting cycles with the same coloring. Therefore, the absence of such cycles is a necessary and sufficient condition for a graph to be trackable. 
Region IV: Partly a Posteriori Observable and Trackable
As shown by the example in Figure 6d , it is possible for a graph to lack both separated and intersecting cycles with the same coloring but to not belong to any of the more restrictive classes. Namely, the absence of both separated and intersecting cycles with the same color sequence is not a sufficient condition for a graph to be partly observable. (Nor is it a necessary condition, see Figure 6e .)
Regions V and VI: Partly Observable
Partial observability is characterized by another auxiliary graph,G 2 [6] . To constructG 2 , add the edge
2 if the following three conditions are met:
A graph is partly observable ifG 2 is acyclic. BecauseG 2 is a supergraph of G 2 , it has at least as many cycles as G 2 and hence partly observable is a subset of partly a posteriori observable.
Graphs which are partly a posteriori observable but not partly observable (i.e., G 2 is acyclic butG 2 is not) appear to be characterized by a specific class of same-colored outneighbors similar to the example in Figure 6d : there is a cycle connected to a path which permits the same sequence of colors as the cycle, but the path ends at a different node and hence does not form an intersecting cycle. The net effect of this configuration is to permit color sequences of arbitrary length with ambiguous endpoints, thereby violating the conditions for partial observability. Specifically, in Figure 6d , we cannot know in real-time when a sequence of the form (< ) twice in a row, we know that the previous two nodes were in the left-hand branch, but remain uncertain about which branch the agent is currently on. Therefore, the net effect of this pathology is simply to increase the lag β for correct identification of nodes. Because the effect on (α, β, γ)-currency is identical to the more general class of same-colored out-neighbors which do not form intersecting cycles, we have chosen to not include this as a specific pathology in Table 1 , but simply include partly observable as a subset in our taxonomy.
As noted in [6] , partly observable graphs may or may not be trackable. We have designated these cases regions V and VI, respectively. 2) For each node v ∈ V and each color c ∈ Φ, there is at most one out-neighbor of v which can emit c. 3) For each color c ∈ Φ, the agent can start at at most one node which emits c. Condition 2 simply states that there are no same-colored out-neighbors. Our taxonomy does not consider the set of nodes which the agent is permitted to start at, so we do not consider condition 3. Therefore, we call a graph semi-unifilar if it satisfies condition 2 (no same-colored out-neighbors).
Region VII: Semi-Unifilar
Semi-unifilar graphs have the property that, once a node is identified unambiguously, all nodes from then on will also be identified unambiguously. But, semi-unifilar graphs do not have any guarantees that you will be able to perform this initial localization. For example, the graph in Figure 4 is semi-unifilar but, because of its symmetry, it will never be possible to unambiguously identify any nodes without additional information beyond the observed color sequence.
Because intersecting cycles with the same coloring are a specific case of same-colored out-neighbors, semi-unifilar is clearly a subset of trackable. Contradicting the assertion that unifilar graphs are a particular case of observable graphs in Section 1 of [6] , we note that unifilar (and semi-unifilar) graphs can have separated cycles with the same coloring, and are therefore in fact a superset of observable graphs. An example of a semi-unifilar graph which is not observable is given in Figure 6g .
Region VIII: Observable
A graph is observable if it lacks both separated cycles with the same coloring and same-colored out-neighbors [6] . In other words, observable graphs are pathology-free.
NUMERICAL EXPERIMENTS: CHANGING GRAPH CLASS WITH INDICATOR NODES
In order to illustrate the effects of the pathologies and mitigations, we have conducted a series of numerical experiments using the graph shown in Figure 7a . This graph has all three pathologies present, and hence is expected to have poor tracking performance.
Improving Tracking Performance: Trackable and Semi-Unifilar
The base case shown in Figure 7a has a pair of intersecting cycles of the form (< ) is observed, the size of the hypothesis set doubles, consistent with the exponential growth expected for an untrackable graph.
To illustrate this, we simulated 10 000 draws of 50 steps each from an HMM defined by the graph shown in Figure 7a . The probabilities of transitions out of each node were set to be equal, and the nodes were taken to be singlecolored. To capture the steady-state behavior, we set the initial state distribution of the HMM to be equal to the equilibrium distribution. We then used the Viterbi algorithm to reconstruct the node sequence from the color sequence with various lags β and record lengths γ.
The accuracy α = P (X t−β = X t−β ) (whereX t and X t are the predicted and true nodes at time t, respectively) is shown in Figure 8a . The median accuracy for the base graph is 78%, and drops to 50% for very short record lengths. The steady-state (i.e., high-γ) behavior is shown in Figure 9 . The tracking accuracy is equally poor at all lags: longer record lengths and/or lags do not help reduce the effects of intersecting cycles with the same coloring. Now consider the addition of an indicator node to mitigate the intersecting cycles, as shown in Figure 7b . The indicator node was placed just before the central node to preserve the same-colored out-neighbors: the modified graph is trackable, but not semi-unifilar. Tracking accuracy for the modified graph (Figure 8b ) is 100% for β ≥ 4, but the same-colored out-neighbors cause it to drop to around 79% for β = 0.
Next, consider moving the indicator node so it also mitigates the same-colored out-neighbors, as shown in Figure 7c . Tracking accuracy for the modified graph (Figure 8c ) is 100% for β < γ−4, but the accuracy drops for the first four time steps recorded because there is no way to determine which branch an initial sequence of 
Reducing Burn-In Time: Observable
The graphs considered above contain a pair of separated cycles of the form ( nodes, which ends up masking this effect. In order to characterize the effect of separated cycles, we generated another set of 10 000 realizations, each with 50 time steps. For this experiment the initial state distribution was set to be uniform over the lower four nodes in Figure 7a (i.e., the ones which form the separated cycles with the same coloring).
We start with the semi-unifilar graph in Figure 7c because the effects of the other pathologies have already been shown above. Tracking accuracy for this case is shown in Figure 10a . The accuracy starts out poor for all lags β, but gradually improves as the record length γ increases. The lack of dependence on the lag β is expected: the graph is semi-unifilar, so once The real-time (β = 0) tracking performance is shown in Figure 11 . The tracking accuracy for the semi-unifilar graph asymptotically approaches 100%. The time constant of this approach can be controlled by varying the probabilities of transitioning to the ) cycle, as shown in Figure 7d . The modified graph is observable. Consistent with this, 100% tracking accuracy is obtained after a fixed burn-in period of two time steps (see Figure 10b ). For the equal transition probabilities used here, this corresponds to approximately 5× faster burn-in compared to the semi-unifilar case. node. The white regions correspond to β ≥ γ, for which the behavior is undefined.
CONCLUSIONS AND FUTURE WORK
This paper has presented a new pathology-based taxonomy of colored graph observability classes which unifies the results of [5] , [3] , [6] into a common framework. The three colored graph pathologies identified provide an intuitive picture of the differences between the various observability classes, and the expanded concept of (α, β, γ)-currency provides a principled way of reasoning about the effects of the various pathologies. Numerical experiments have shown the ability to change the observability class of a graph through the addition of indicator nodes, providing a more complete view of this topic than the initial experimental results in [1] . The formulation of the taxonomy has intentionally avoided questions of transition/emission Fig. 11 : Real-time (lag β = 0) tracking accuracy for the semi-unifilar (dotted purple) and observable (dashed blue) graphs. This is essentially a horizontal slice of the data shown in Figure 10 . The semi-unifilar graph asymptotically approaches 100% accuracy, while the observable graph obtains 100% accuracy for γ > 2.
probabilities and initial state distributions so that the results are as general as possible, and hence can be applied to any situation where a hidden state sequence is to be reconstructed from noisy/potentially ambiguous observations.
In terms of possible future research directions, consider the following observations. There is a large well-known literature on problems of graph colorability. Loosely speaking, those problems ask how many colors are required to color nodes in a graph so that no two adjacent nodes have the same color [12] . The classic problem in this area is of course the four color problem for planar graphs.
The "chromatic number" of a graph is the smallest number of colors that make the graph colorable in the above sense. Determining the chromatic number is known to be NP-complete, therefore the most efficient algorithms currently known are of exponential complexity [13] .
By analogy, we can imagine defining a "p-observability number" of a directed graph as being the smallest number of colors required to make the graph have the pobservability property, where such a p-observability property is one of the observability properties discussed in this paper. Moreover, just as the chromatic polynomial, P G (k), is a polynomial with the property that the number of legal classical colorings of graph G using k colors is precisely P G (k) (so that the chromatic number of G is the smallest k for which P G (k) > 0), we imagine there might be a "p-observability polynomial" with the similar property for the "p-observability" of a graph. Such a "p-observability polynomial" would inform us about how difficult or easy realizing the "p-observability property" would be for a specific graph.
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