Abstract. Nowadays image fusion becomes very intensive research. Multi-scale transform and sparse representation are typical tools in fusion processing. However, most of efforts are focus on the accurate registration images. A comparative study of MST and SR method over mis-registration are proposed to investigate the robust performance. Five metrics are adopted to evaluate the quality of different methods. The experimental results suggest that the kinds of transform play a crucial role for MST methods, and SR generally shows better performance.
Introduction
Recently many image fusion methods [1] are developed to integrate more comprehensive information from different sensors which provide complementary and redundant information. During the past two decades, multi-scale transform (MST) are the most popular tools [1] used in various image fusion scenarios. These methods assume that the underlying salient information of the source images can be extracted from the decomposed coefficients. Apparently, the selection of transform domain plays a crucial role. But those transform have fixed bases and cannot be used to form an arbitrary family of signals. Recently Yang and Li [2] introduced sparse representation (SR) into image fusion, which utilize the learning-based approach to obtain adaptive bases for source images.
Although both the MST-based and SR-based methods have achieved great success in image fusion [3] , it is worthwhile to notice that the quality of fused results will be deteriorated rapidly because of the tiny difference between the pixels of the source images. Furthermore, it is practically hard to make an accurate registration between multimodal sensors. In this paper, we concern comparison of MST and SR methods on mis-registration source images to further investigated about the robust performance.
Image fusion algorithms
Multi-scale transforms. As shown in Fig.1 , the detailed fusion scheme using multi-scale transforms contains the following steps: (1) Applying a specific multi-scale transform decomposed the source images into one low-pass and several high-pass sub-bands. (2) 
Image fusion using multi-scale transform (MST) Sparse Representation. The ability of sparse representation is mostly determined by the overcomplete dictionary. Applying K-SVD [5] to obtain the dictionary from training image patches which are randomly sampled from source images.
As illustrated in Fig. 2 , the detailed fusion scheme using SR contains the following steps: (1) the source images firstly are sampled using a fixed size slide window, each source images patches are transformed into vectors and arranged to matrix. (2) Then using the OMP method [6] 
Experimental setup and results
In this paper, we perform the experiments to investigate the methods includes contourlet transform (CT), nonsubsampled contourlet transform (NSCT) and SR, over three types of images, such as medical, multi-focus and visible-infrared images. To verify the robustness to mis-registration those source images are shifted and rotated relatively. The visual qualities of the fused images are shown in Fig.3 . For medical image fusion, the SR has larger contrast and maintains the details in spatial. However, the CT result has disorder artifacts along the border. For multi-focus image fusion, the fused result of SR has the greatest sharpness, typically on the gear and bottles. For visible-infrared image pairs, the SR has much better performance especially at the words on the roof. Compared with the CT and NSCT, the SR results maintain important spatial details and much more robust to mis-registration image pairs. Furthermore, we employ five metrics, i.e. visual information fidelity (VIFF) [7] , Feature Mutual Information (FMI) [8] , structural similarity index measure (SSIM) [9] , Mutual Information (MI) [10] , and Edge preservation values (Qabf) [11] to quantitatively evaluate the fusion performance. Table 1 illustrated the results obtained by CT, NSCT and SR for each metric. The best results are labeled in bold. It can be seen that the SR generally shows better performance than CT and NSCT.
Discussion and Conclusions
It should be a conclusion that NSCT performs better than CT. For CT, due to the upsampling operator, the error will be enlarged and has artifacts in fused results, especially for mis-registration condition. Moreover, the SR performs better than NSCT. This is because the sample patches used to learn the dictionary are overlapped, which contain redundant information to reconstruction. It is worthy to notice that image registration and fusion have much common processing. Both of them need similar measurements to determine what kinds of information should be matched and transferred. It will be a direction which might lead to more robust method in practical research.
