Abstract. We prove the exponential law A(E × F, G) ∼ = A(E, A(F, G)) (bornological isomorphism) for the following classes A of test functions:
Introduction
In this paper we prove the bornological isomorphism (1) A(E × F, G) ∼ = A(E, A(F, G))
for several classes A of test functions. It is called exponential law, since it takes the form G E×F = (G F ) E if one writes A(X, Y ) = Y X .
The exponential law (1) is well-known in the categories of C ∞ , real analytic, and holomorphic functions; see [7] . In [8] , [10] , and [9] we established the exponential law (1) for local Denjoy-Carleman classes C [M] , provided that M = (M k ) is weakly logconvex and has moderate growth. (The notation C [M] stands for the classes C {M} of Roumieu type as well as for the classes C (M) of Beurling type, cf. Subsection 2.2.) In all these cases the underlying spaces E, F, G are so-called convenient vector spaces, i.e., locally convex spaces that are Mackey complete.
We shall prove (1) For the sequence L = (L k ) we just assume L k ≥ 1 for all k.
The underlying spaces are again convenient vector spaces, except for W ∞,p and W [M] ,p in which cases E, F, G are assumed to be finite dimensional. The definition of the classes B, S, B [M] , and S
[M]
[L] makes obvious sense between arbitrary Banach spaces. By definition, a C ∞ -mapping f : E → F between general convenient vector spaces belongs to the class if the composite ℓ • f • i B : E B → R is in the class for each continuous linear functional ℓ : F → R and each closed absolutely convex bounded subset B ⊆ E, where i B : E B → E denotes the inclusions of the linear span E B of B which equipped with the Minkowski functional is a Banach space.
By D we denote the class of smooth functions with compact support, and
It is well known that
as topological vector spaces, e.g. [18, p. 415] . Every continuous function with compact support in an infinite dimensional Banach space is identically zero. So it makes little sense to go beyond finite dimensional vector spaces in (2) . Note that, as
[L] is certainly non-trivial if M = (M k ) is non-quasianalytic. The paper is organized as follows. Due to fundamental differences in the proofs for the classes defined by means of L ∞ -estimates on one hand and L p -estimates on the other hand, we treat these cases separately. After collecting preliminaries on weight sequences in Section 2, we devote the Sections 3 -7 to working up to the B, S, B [M] , and S
[M]
[L] exponential law which is finally proved in Section 7: We introduce the respective classes of mappings between Banach spaces and extend them to convenient vector spaces in Section 3. We provide projective descriptions in the Roumieu case in Section 4, show that it suffices to test with continuous linear functionals that detect bounded sets in Section 5, and prove a uniform boundedness principle in Section 6. None of the classes A of test functions form a category since there are no identities. In Section 10 we prove that B and B [M] are closed under composition, in contrast to all other cases. In fact the "0th derivative" of the composite function may not have the required decay properties at infinity. We show that stability under composition holds if one requests the defining properties only from the first derivative onwards.
In the final Section 11 we apply the results of this paper to give a new simple proof, in particular cases, of the fact that DiffA = DiffA(R n ) := F = Id +f : f ∈ A(R n , R n ), inf x∈R n det(I n + df (x)) > 0 is a Lie group. It was shown in [13] that the groups of diffeomorphisms (1 ≤ p < q < ∞)
are C ∞ -regular Lie groups. The arrows describe C ∞ injective group homomorphisms. Each group is a normal subgroup of the groups on its right. In [11] we proved that, provided that M = (M k ) is log-convex, has moderate growth, and in the Beurling C (M) ⊇ C ω , and that L = (L k ) satisfies L k ≥ 1 for all k, the groups of C
[M] -diffeomorphisms
are C [M] -regular Lie groups. The arrows describe C [M] injective group homomorphisms. Each group is a normal subgroup in the groups on its right. This was done by showing (via a careful application of Faà di Bruno's formula) that C ∞ -curves and C
[M] -Banach plots, respectively, are preserved by the group operations, that is composition and inversion.
In Section 11 we use the exponential laws established in this paper to conclude in a simple way that DiffS, DiffW ∞,p , DiffB are C ∞ Lie groups and that DiffS {M} {L} , DiffW {M},p , DiffB {M} are C {M} Lie groups provided that M = (M k ) is non-quasianalytic. In these cases we know that it suffices to show that the group operations take D or D {M} -curves to C ∞ or C {M} -curves, respectively; see [8] . By the exponential law (1) we may consider the D or D {M} -curves in A(R n , R n ) simply as elements in A(R × R n , R n ), and thus the assertions reduce to results on composition and inversion of mappings in several real variables.
Notation. We use N = N >0 ∪{0}. For each multi-index α = (α 1 , . . . , α n ) ∈ N n , we
we mean the k-th order Fréchet derivative of f at x, and
, and conversely, for a mapping g :
For locally convex spaces E let B(E) denote the set of all closed absolutely convex bounded subsets B ⊆ E. Let SN (E) denote the collection of all continuous seminorms on E. For B ∈ B(E) we denote by E B the linear span of B equipped with the Minkowski functional x B = inf{λ > 0 : x ∈ λB}. If E is a convenient vector space, then E B is a Banach space. For U ⊆ E we set U B := i −1 B (U ), where
We denote by E * (resp. E ′ ) the dual space of continuous (resp. bounded) linear functionals. L(E 1 , . . . , E k ; F ) is the space of k-linear bounded mappings
The symbol stands for a quantifier ∀ or ∃. It is always tied to some space of [M ]-ultradifferentiable functions and should be interpreted as :
Statements that involve more than one [M ] symbol must not be interpreted by mixing (M ) and {M }.
Preliminaries

Weight sequences. A weight sequence is a sequence
We say that M = (M k ) is log-convex if k → log M k is convex, or equivalently,
has the following properties:
cf. [9] or [14] .
and that M = (M k ) has moderate growth if
Obviously, (7) implies (6) . If M = (M k ) is derivation closed, then also k! M k is derivation closed and we have
for some constant C ≥ 1.
A weakly log-convex weight sequence
and non-quasianalytic otherwise. We refer to [8] , [10] , [9] , or [14] for a detailed exposition of the connection between these conditions on M = (M k ) and the properties of
2.2. Local Denjoy-Carleman classes. Let E, F be Banach spaces, U ⊆ E open, and let M = (M k ) be a weight sequence. We define the local Denjoy-Carleman classes
See [9, 4.2] for the locally convex structure of these spaces. The elements of C (M) (U, F ) are said to be of Beurling type; those of C {M} (U, F ) of Roumieu type.
The classes C [M] can be extended to convenient vector spaces, and they then form cartesian closed categories if the weight sequence M = (M k ) is log-convex and has moderate growth. This has been developed in [8] , [10] , and [9] .
3. Classes of test functions between convenient vector spaces 3.1. Between Banach spaces. Let E, F be Banach spaces, U ⊆ E open.
Smooth functions with globally bounded derivatives. Consider
with its natural Fréchet topology.
Rapidly decreasing Schwartz functions. Consider
Global Denjoy-Carleman classes. Let M = (M k ) be a weight sequence, and let ρ > 0. Consider the Banach space
We define the Fréchet space
and
which is a compactly regular (LB)-space and thus (c ∞ -)complete, webbed, and (ultra-)bornological; see [11, Lemma 4.9] .
be weight sequences, and let ρ > 0. Consider the Banach space
Between convenient vector spaces. For convenient vector spaces
where ℓ ∈ F * , B ∈ B(E), and U B = U ∩E B . It will follow from Lemma 3.4 that for Banach spaces E, F this definition coincides with the one given in Subsection 3.1.
[L] } we set U = E), we equip A(U, F ) with the initial locally convex structure induced by all linear mappings
Then A(U, F ) is a convenient vector space as c ∞ -closed subspace in the product ℓ,B A(U B , R), since smoothness can be tested by composing with the inclusions E B → E and with the ℓ ∈ F * , see [7, 2.14.4 and 1.8] . This shows at the same time, that in the definition of A(U, F ) it is not necessary to require that f is C ∞ .
3.3. Related classes defined by boundedness conditions. Consider the collections
: Σ(f ) is bounded in F.
3.4.
Lemma. We always have
We have
if there exists a Baire vector space topology on the dual F * for which ev x is continuous for all x ∈ F .
which shows (1).
Let f ∈ A(U, F ) for A ∈ {B {M} , S {M} {L} }. Fix B ∈ B(E) and, for Σ ∈ S A,B and C > 0, consider the sets
which are closed subsets in F * for the given Baire topology. We have Σ,C A Σ,C = F * and by the Baire property there exist Σ and C such that the interior int(A Σ,C ) of A Σ,C is non-empty. If ℓ 0 ∈ int(A Σ,C ), then for each ℓ ∈ F * there is a δ > 0 such that δℓ ∈ int(A Σ,C ) − ℓ 0 , and, hence, since
we conclude that the set Σ(ℓ • f ) is bounded (by 2C/δ). So the set Σ(f ) is bounded, and thus f ∈ A b (U, F ).
The following proposition is evident.
be weight sequences, and let E, F be convenient vector spaces. We have the following inclusions.
Projective descriptions in the Roumieu cases
We define
The following are equivalent:
(1) ⇒ (2) There exists σ > 0 such that
By [7, 9.2(4⇒1)] the formal power series k≥0 b k t k has positive radius of convergence. Thus (b k /σ k ) k and hence also (a α /σ |α| ) α is bounded for some σ > 0. This implies (1).
For a C ∞ -mapping f : E ⊇ U → F between Banach spaces and a positive sequence (r k ) consider
In particular, for σ > 0 we have
Banach spaces E and F the following are equivalent.
Moreover, the following are equivalent.
and apply Lemma 4.1.
5.
Testing with bounded linear functionals that detect bounded sets 5.1. Lemma. Let E be a Banach space, let U ⊆ E be open, and let F be a convenient vector space. Let S be a family of bounded linear functionals on F which together detect bounded sets (i.e., B ⊆ F is bounded if and only if ℓ(B) is bounded for all ℓ ∈ S ). Then:
Proof. For C ∞ -curves this follows from [7, 2.1 and 2.11], and, by composing with such, it follows for
(L) } we have, by Lemma 3.4,
6. The uniform boundedness principle
(⇐) Suppose that ev x • T is bounded for all x ∈ U . By definition it is enough to show that T is bounded for Banach spaces E, F , and G = R which follows from the closed graph theorem [7, 52.10 
The B, S, B
[M] , and S
[M]
[L] exponential law 
Remark. In the B 
, by [7, 3.12] ; thus, in the following all mappings are assumed to be smooth. We have the following equivalences, where B ∈ B(E 1 × E 2 ) and B i ∈ B(E i ).
For the second equivalence we use that every bounded B ⊆ E 1 × E 2 is contained in B 1 × B 2 for some bounded B i ⊆ E i , and, thus, the inclusion (
On the other hand,
For the second equivalence we use Lemma 5.1 and the fact that the linear mappings A(i B2 , ℓ) generate the bornology. These considerations imply that we may restrict to Banach spaces E i and F = R.
this can be proved in the same way as the claim in [9, 5.2] . We have to show that
Case A ∈ {B, S}. For A = B, (1) is equivalent to
for A = S to
which is true as f ∈ A(U 1 × U 2 , R) by assumption (and by the polarization formula [7, 7.13 .1]).
The following arguments also give a proof for A = B (M) if we set k i ≡ 0 and take the suprema over
By Lemma 5.1, it suffices to show that (4) is majorized by
We prove the case A = S {M} {L} . The following arguments also give a proof for A = B {M} if we set k i ≡ 0 and take the suprema over
, there exists ρ > 0 so that (6) is finite. Setting ρ i := 2τ ρ we have again that the left-hand side of (4) is majorized by (6) .
∞ , since the latter inclusion is evidently bounded. (2) or (3), respectively, and hence f ∈ A(U 1 × U 2 , R), since
where sym denotes symmetrization of multilinear mappings, and, if A = S, using
for a 1 = x 1 E1 and a 2 = x 2 E2 and choosing the Banach norm
(L) }. As before we prove the case
follows from the same arguments.
For each ρ 2 > 0, the mapping f
the left-hand side of (4) majorizes
This implies the statement, using (7) and (8) for a 1 = x 1 E1 and a 2 = x 2 E2 and choosing the Banach norm (9) on E 1 × E 2 . In the situation of (10) we have Let us show that the identities in Theorem 7.1 are bornological isomorphisms. Note that we cannot simply conclude boundedness of the mappings
from the exponential law as in the C ∞ case [7, 3.13] or the
The reason is that no linear mapping except 0 belongs to A. 
Proof. This is a consequence of the uniform boundedness principle, Theorem 6.1.
First we check that the mapping
is bounded for each x ∈ U 1 . By definition we may suppose that E i and F are Banach spaces, in fact:
Then boundedness of (1) is easily shown. In the Roumieu cases A ∈ {B {M} , S {M} {L} } we use the fact that any bounded subset in A(U 1 × U 2 , F ) is contained and bounded in some step of the inductive limit describing A(U 1 × U 2 , F ) and hence its image under (1) is contained and bounded in the corresponding step of the inductive limit describing A(U 2 , F ).
Conversely, we need to show that
is bounded for all (x, y) ∈ U 1 × U 2 . But the mapping (2) is just the composite ev y • ev x and thus bounded.
Indeed, for any convenient vector spaces E, F , and c ∞ -open U ⊆ E, and each x ∈ U the evaluation mapping ev x : A(U, F ) → F is bounded, since ℓ • ev x is continuous for all ℓ ∈ F * , by Subsection 3.2. Alternatively, the C ∞ exponential law yields boundedness of ev : A(U, F )× U → F as follows: the mapping associated via the exponential law is the inclusion A(U, F ) → C ∞ (U, F ) which obviously is smooth.
(L) } then we even get topological isomorphisms F ) ) by Lemma 3.4) with the Fréchet topology generated by the basis of neighborhoods of zero
where Σ ∈ S A and {V ℓ } is a basis of neighborhoods of zero in A(U 2 , F ). It is easy to see that the mapping (1) 
with its natural Fréchet topology, and set
These classes where denoted by D L p in [16, p. 199] . The most important case is
, so henceforth we restrict ourselves to the case p ∈ [1, ∞).
Sobolev-Denjoy-Carleman classes. Let M = (M k ) be a weight sequence, let p ∈ [1, ∞), and let ρ > 0. Consider the Banach space
which is a compactly regular (LB)-space and thus (c ∞ -)complete, webbed, and (ultra-)bornological; see [11, Lemma 4.9] , and set
We have the following inclusions, where we omit the source R m and the target R n , i.e., we write A instead of A(R m , R n ). Let 1 ≤ p < q < ∞. For the inclusions marked by * we assume that
All inclusions are continuous. If the target is R (or C) then all spaces are algebras, provided that M = (M k ) is weakly log-convex, and each space in
is a B(R m )-module, and thus an ideal in each space on its right, likewise each space in
(R m )-module, and thus an ideal in each space on its right.
Remark. The fact that D is dense in W ∞,p (but not in B) and the Sobolev inequality imply that each element of W ∞,p must tend to 0 at infinity together with all its iterated partial derivatives.
for a universal constant C.
In particular, the set {f
Proof. Choose a decreasing C ∞ -function ϕ : R → R satisfying ϕ| {x≤0} = 1 and ϕ| {x≥1} = 0. Let B(x 0 , r) := {(x, y) ∈ R 2 : (x−x 0 ) 2 +y 2 1 +· · ·+y 2 n < r 2 } be the open ball of radius r centered at (x 0 , 0) ∈ R 1+n and let B + (x 0 , r) := B(x 0 , r) ∩ {x > x 0 } be its right half. We define
Then ψ = 1 on B(x 0 , r) and ψ = 0 outside of B(x 0 , r + 1). Since |f | p is locally Lipschitz and since 
for some constant only depending on ϕ, using |ψ| ≤ 1,
and p|f
Young's inequality. Letting r → +∞ implies the statement.
Proof. For ℓ = 1 this follows from applying Lemma 8.3 to ∂ α y f (x, y). The general statement follows by induction on ℓ.
Vector-valued functions of class W
∞,p and W [M],p . Let M = (M k ) be a weight sequence. For a locally convex space F we define
where α ∈ N m , s ∈ SN (F ), σ > 0, and SN (F ) is the collection of all continuous seminorms on F .
We shall need a projective description for W {M},p (R m , F ). For a C ∞ -mapping f : R m → F into a locally convex space F , a positive sequence (r k ), p ∈ [1, ∞), and s ∈ SN (F ) consider
and define S
s,(r k ) : s ∈ SN (F ), (r k ) ∈ R}, where R and R ′ were defined in Section 4.
8.6. Lemma. For a C ∞ -mapping f : R m → F into a locally convex space F the following are equivalent.
and apply Lemma 4.1. 
Now, if we denote by
i τ : W M,p τ (R m ) ֒→ W {M},p (R m ) the canonical inclusion and s is a seminorm on W {M},p (R m ), then s ∈ SN (W {M},p (R m )) ⇐⇒ ∀τ > 0 : s • i τ ∈ SN (W M,p τ (R m )) ⇐⇒ ∀τ > 0 ∃C > 0 : s • i τ ≤ C M,p R m ,τ .
Thus (1) implies (2).
Let us prove the converse. By Lemma 8.6, (2) is equivalent to
cf. the proof of Lemma 4.1, (1) ⇒ (2). That is
In particular, for t k = r k and assuming r k r j ≥ r k+j for all k, j, we have
Applying Lemma 4.1 to
we may conclude that
that is (1).
Now we are ready to prove the exponential law.
8.8. Theorem. Let M = (M k ) be a weakly log-convex weight sequence with moderate growth. We have
Remark. In the W [M],p -exponential law the inclusion (⊇) holds without M = (M k ) having moderate growth, the inclusion (⊆) without M = (M k ) being weakly log-convex.
We may assume without loss of generality that n = 1.
. By Proposition 8.4 and as M = (M k ) has moderate growth and is thus derivation closed, f ∨ takes values in A(R m ). Moreover, the mapping f
this can be proved as follows.
Since A(R m ) is a convenient vector space, by [7, 5.20] it is enough to show that the iterated unidirectional derivatives
, and are separately bounded for x, resp. v, in compact subsets. For j = 1 and fixed x, v, and y consider the smooth curve c : t → f (x + tv, y). By the fundamental theorem Now we proceed by induction, applying the same arguments as before to
is bounded, and also the separated boundedness of d Next we show that
Note that by Fubini's theorem
which is true, since f ∈ W ∞,p (R ℓ × R m ), by assumption.
sup
which is true, as M = (M k ) has moderate growth (see (2.1.7) or (7.1.5)), since
implies, as M = (M k ) has moderate growth and by (2) , that ∃σ, τ > 0 :
By Lemma 8.7, we may conclude (1).
∞ , since the latter inclusion is bounded, by the general Sobolev inequalities.
is weakly log-convex (see (2.1.4) or (7.1.11)).
) if and only if (7) holds, and (7) 
we consider the Fréchet topology generated by the following fundamental system of seminorms
Analogously, we consider on
) the Fréchet topology generated by the fundamental system of seminorms
In view of Lemma 8.6 we consider on W {M},p (R ℓ , W {M},p (R m , R n )) the locally convex topology generated by the fundamental system of seminorms
8.10. Theorem. Let M = (M k ) be a weakly log-convex weight sequence with moderate growth. We have bornological isomorphisms
where the topology on the right-hand side is the one introduced in Subsection 8. 
which is bijective by Theorem 8.8, is continuous. But this follows from (8.8.4) and from (8.8.6).
For A = W {M},p we argue as follows. A subset B is bounded in
by the properties of M = (M k ). Using Lemma 4.1 twice we may conclude that (1) is equivalent to
8.11. Tensor product representations. It is well-known (see [16, p. 199 
In the next lemma we show that
Lemma. Let M = (M k ) be a weakly log-convex non-quasianalytic weight sequence.
,p (R n ) and we have
Since 1 − ϕ k (x) vanishes for |x| ≤ k, we conclude that
where we used weak log-convexity of M = (M k ), and consequently,
This implies the assertion.
Theorem. Let M = (M k ) be a weakly log-convex non-quasianalytic weight sequence with moderate growth. We have linear topological isomorphisms
where
) denotes the completion with respect to the topology on
Proof. All inclusions in the diagram
as well as in 
Problem. Find an explicit description of the topology on
For instance, motivated by [1] , one may consider the topology on W ∞,p (R m ) ⊗ W ∞,p (R n ) generated by the fundamental system of seminorms
where the infimum is taken over all representations h = i f i ⊗ g i (f i and g i are zero except for finitely many indices) and 1/p + 1/q = 1. By Hölder's inequality,
Thus, the topology generated by (1) Theorem. Let M = (M k ) be a weakly log-convex non-quasianalytic weight sequence with non-moderate growth and let L = (L k ) be a weight sequence satisfying 1 ≤ k! L k . Then:
If furthermore M = (M k ) is derivation closed then:
Proof. Since M = (M k ) has non-moderate growth, there exist j n ր ∞ and k n > 0 such that [17, Thm 1] . By definingf (s, t) := g(s + t), we have foundf ∈ C {M} (R 2 , C) with ∂ αf (0, 0) = i |α| h |α| for all α ∈ N 2 . Choose a function ϕ ∈ D {M} (R 2 , R) that is identically 1 in a neighborhood of the origin. Then f := ϕf is an element of S {M} {L} (R 2 , C) and of B {M} (R 2 , C) (by Proposition 3.5) and satisfies
This functional is continuous, since
for all σ > 0.
{M} . An analogous computation shows that, for the continuous linear functional ℓ :
and hence, for t = 1, a = (−1, 0) and x = −a = (1, 0),
where the last inequality can be seen as in the proof of Lemma 8.3. In the following we apply this to the function f from (2), where we assume that supp ϕ ⊆ {|x| < 1}.
by (1) and (2.1.8)
where C 1 and σ 1 are suitable constants, using that k! M k is non-decreasing (because log-convex) and derivation closed. In view of Lemma 8.7, f ∨ is not W {M},p .
9.2. The exponential law fails if L = (L k ) has non-moderate growth. We shall now show that the S {M} {L} -exponential law (the inclusion (⊆)) also fails if L = (L k ) has non-moderate growth; see Theorem 9.2. We will use the Fourier transform.
Let E be convenient. For a function g ∈ S(R, E) we define its Fourier transform F g and its inverse Fourier transformF g (see the lemma below) by
These integrals exist since integration commutes with continuous linear functionals on E.
Let L = (L k ) and M = (M k ) be weakly log-convex, non-decreasing, and derivation closed weight sequences. We shall use the classical result (see [3, p. 200 
We give a short argument for the inclusion F (S {M} {L} (R, C)) ⊆ S {L} {M} (R, C) in order to demonstrate that the assumptions on L = (L k ) and M = (M k ) are sufficient for (1); in the literature often also moderate growth is assumed, but this we want to avoid in view of Theorem 9.2. By partial integration,
Since g ∈ S {M} {L} (R, C) and |x| q−ℓ ≤ (1 + |x|) q−ℓ ≤ (1 + |x|) q , there are C, σ > 0 so that
Lemma. We have:
where F 1 : S(R, S(R, C)) → S(R, S(R, C)) and F 2 : S(R, C) → S(R, C) denote the respective Fourier transforms.
Theorem. Let L = (L k ) and M = (M k ) be weakly log-convex, non-decreasing, non-quasianalytic, and derivation closed weight sequences. Assume that L = (L k ) has non-moderate growth. Then:
Proof. Let f ∈ S {L} {M} (R 2 , C) be the function from Theorem 9.1, (1). Then C) ). By the above lemma, we have C) ), and hence
Stability under composition
None of the classes A of test functions considered in this paper form categories, since there are no identities; no non-zero linear mapping belongs to B. We shall see in this section that B and B [M] are closed under composition, in contrast to all other cases. The following example shows that the "0th derivative" of the composite f • g may not have the required decay properties at infinity, since g is globally bounded. 
10.1.
The cases B and B [M] . We want to consider mappings of class B or B [M] , but only from the first derivative onwards. For Banach spaces E, F and open U ⊆ E, we set
For convenient vector spaces E, F and
where ℓ ∈ F * and B ∈ B(E). Note that B ≥1 and B
[M]
≥1 were denoted B 2 and B
[M] 2
in [11] .
Proposition. Let M = (M k ) be a log-convex weight sequence. Let f : U → F be a mapping between a c ∞ -open convex subset U of a convenient vector space E and a Banach space F . Then:
≥1 -plots g.
Proof. The direction (⇐) follows from the definition by using g = i B , B ∈ B(E).
V (g) is bounded in E and hence contained in some B k ∈ B(E). By Faà di Bruno's formula for Banach spaces (see [2] for the 1-dimensional version), we find for k ≥ 1,
and V is convex), and thus taking the supremum over x ∈ V , we deduce
, for all ρ > 0 the set
is bounded in E and hence {g(
By (1) (with B k replaced by B), (2.1.5), and since again g(V ) ⊆ E B , we find
Thus, the B ≥1 -mappings between convenient vector spaces form a category, and, if M = (M k ) is log-convex, then the B
≥1 -mappings between convenient vector spaces form a category. However, these categories are not cartesian closed as seen by the following example.
Example. The function f :
is not globally bounded on R 2 . However, f ∨ : x → (y → xy) has values in B ≥1 (R, R) and is B ≥1 . In fact, (f ∨ ) ′ is the constant Id ∈ B ≥1 (R, R) and higher derivatives vanish.
The cases S and S [M]
[L] . For Banach spaces E, F we set
[L],≥1 (E, F ) := f ∈ C ∞ (E, F ) :
For convenient vector spaces E, F , let
[L],≥1 (E B , R) , where ℓ ∈ F * and B ∈ B(E).
Theorem. Let M = (M k ) and L = (L k ) be weight sequences and assume that M is log-convex. Let E, F, G be convenient. We have:
f ∈ B ≥1 (F, G), g ∈ S ≥1 (E, F ) =⇒ f • g ∈ S ≥1 (E, G),
[L],≥1 (E, G).
Corollary. The S ≥1 -mappings between convenient vector spaces form a category. If M = (M k ) is log-convex, then also the S
[L],≥1 -mappings between convenient vector spaces form a category. Neither of this categories in cartesian closed, by Example 10.1.
Proof. Let A ∈ {S, S [M]
[L] }. We must show that for all B ∈ B(E) and for all ℓ ∈ G * the composite ℓ • f • g • i B : E B → R belongs to A ≥1 .
Thus it suffices to show the assertions under the assumption that E and G are Banach spaces which we adopt for the rest of the proof.
≥1 (R) ⊆ B ≥1 (R). This shows the first part of the theorem. For the second part we may argue as follows. By the general Sobolev inequalities there exist k ∈ N ≥1 a constant C > 0, both depending only on p, so that
W k,p (R) . Using that M = (M k ) is derivation closed and thus (2.1.8), we further have
• characterizing the C ∞ -curves in the space A(R n , R n ) for A ∈ {D, S, W • proving via this characterization that C ∞ -curves and C [M] -plots, respectively, are preserved by the group operations, that is composition and inversion.
The first step is based on the C ∞ and C [M] exponential law while the second step required a careful application of Faà di Bruno's formula.
In this section we apply the exponential laws established in this paper to conclude in a simpler way that DiffS(R n ), DiffW ∞,p (R n ), DiffB(R n ) are C ∞ Lie groups as well as that DiffS {M} {L} (R n ), DiffW {M},p (R n ), DiffB {M} (R n ) are C {M} Lie groups provided that M = (M k ) is non-quasianalytic.
11.1. DiffS(R n ), DiffW ∞,p (R n ), DiffB(R n ) are C ∞ Lie groups. Let us recall a well-known lemma; for a proof see, e.g., [11, 8.4] .
Proposition. Let F ∈ B ≥1 (R n , R n ) be a diffeomorphism of R n satisfying inf x∈R n det dF (x) > 0. Then F −1 ∈ B ≥1 (R n , R n ) and inf x∈R n det dF −1 (x) > 0. By Faà di Bruno's formula, for k ≥ 2
and hence we can conclude by induction that G (k)
is globally bounded by assumption.
If t → Id +f (t, ) is in D(R, DiffS(R n )), there is a compact interval [a, b] such that if t ∈ [a, b], then f (t, ) = 0 and so g(t, ) = 0, by (8) . It follows that ψ − Id R×R n tends to 0 at infinity. So we may conclude that g ∈ S(R × R n , R n ) by applying Proposition 10.2 to g = −f • ψ (that is (8) ).
The case A = W ∞,p is analogous. It follows that inversion on DiffA(R n ) is C ∞ .
DiffS
{M} {L} (R n ), DiffW {M},p (R n ), DiffB {M} (R n ) are C {M} Lie groups. The arguments of Subsection 11.1 provide the proof of this statement, if M = (M k ) is non-quasianalytic. In fact, in this case a mapping is C {M} if and only if it preserves C {M} -curves, or equivalently, if it maps D {M} -curves to C {M} -curves; in the curve lemma [8, 3.6 ] the C {M} -curve may be chosen with compact support. Furthermore we need to replace Proposition 11.1 by the following proposition.
Proposition. Let M = (M k ) be a log-convex derivation closed weight sequence. Let F ∈ B
≥1 (R n , R n ) be a diffeomorphism of R n satisfying inf x∈R n det dF (x) > 0.
Then
≥1 (R n , R n ) and inf x∈R n det dF −1 (x) > 0.
That inf x∈R n det dF −1 (x) > 0 was shown in the proof of Proposition 11.1. That
≥1 (R n , R n ) follows e.g. from [6] , [19] , [4] , see also [11] and [15] .
