We describe a class of cellular automata (CAs) that are end-to-end differentiable. DCAs interpolate the behavior of ordinary CAs through rules that act on distributions of states. The gradient of a DCA with respect to its parameters can be computed with an iterative propagation scheme that uses previously-computed gradients and values. Gradient-based optimization over DCAs could be used to find ordinary CAs with desired properties.
Introduction
A cellular automaton (CA) is a dynamical system consisting of a grid of cells, where each cell is in a particular state. At each timestep, the state of each cell is updated based on its current state and those of its neighbors. CAs can simulate physical [1] [2] [3] , chemical [4] , biological [5] [6] , and social [7] [8] processes. Some cellular automata are computationally universal [9] [10] [11] .
An elementary cellular automaton (ECA) is a one-dimensional CA with two possible cell states, where the next state of a cell depends only on its current state and the states of its two immediate neighbors [12] . An example of an ECA is rule 30, which has the following rule set:
The following diagram illustrates the evolution of this rule starting from a single black cell:
Despite their simple rules, CAs exhibit a wide range of complex emergent behaviors [13] . S and µ are the memory set and local map of the CA, respectively. For example, rule 30 has G = Z/nZ, A = { , }, S = {−1, 0, 1}, and
Probabilistic cellular automata
Let A be the set of probability measures on A:
In a probabilistic cellular automaton, the new states are sampled from a neighborhood-dependent probability distribution µ : A S → A. They are described in detail in [19] [20][21] [22] . For example, suppose we have a probability distribution (A S ) over possible neighborhoods and wish to find the probability distribution for the new state of the cell. Then for X ∈ (A S ),
As an approximation, we assume the states of distinct cells in the neighborhood are independent:
This allows us to factor the neighborhood distribution into the individual state distributions:
The independence assumption implies X can be described as an element of ( A) S .
Differentiable cellular automata
A differentiable cellular automaton (DCA) over a group G and alphabet A is a cellular automaton over G and A such that
where ρ : A S → A. It behaves like an ordinary cellular automaton over G and A when ρ yields deterministic distributions:
where δ is the discrete delta function
Otherwise, it behaves like a mixture of ordinary cellular automata over G and
and w : A S → A → R assigns a real-valued weight to each pair (y, a) ∈ A S × A. It is sometimes convenient to parameterize with respect to w rather than ρ because σ • w is always normalized.
Examples
Consider two ECA rules that differ only in the output for :
?
The following diagrams illustrate their evolution starting from the same configuration:
A DCA that interpolates these two CAs is given by
where α ∈ [0, 1]. α = 0 and α = 1 yield the CA on the left and right, respectively. For 0 < α < 1, starting with the same configuration, we obtain the following diagrams:
where a grayscale is used to indicate the probability of . Notice their behavior is "in-between" those of the two original CAs. Similarly,
for α ∈ {0, .2, .4, .6, .8, 1} yields the following diagrams in clockwise order:
Gradient
The derivative of µ(x)(a) with respect to a weight w(y )(a ) is
The derivative of the softmax function is
which implies
Thus the derivative of the new state distribution of a cell with respect to a weight depends on the neighboring state distributions as well as their derivatives with respect to this weight. Hence we can compute the weight derivatives of a new configuration from the old configuration and its derivatives. This is illustrated in the following diagram, where the gradient of a configuration τ k (x) is taken with respect to w(y)(a) for every y ∈ A H and a ∈ A:
configurations configuration gradients
The arrows indicate the direction of dependencies between computations.
Optimization
Suppose we want to have τ n (x) = ϕ(x) for some x ∈ A G , n ∈ N, and ϕ : A G → A G . ϕ, for example, could be the following "majority" function:
Then we could try to minimize
where H is the cross entropy between the target distribution p and current distributionp:
Taking the gradient yields
where ∇τ n (x) is computed using the procedure described in the previous section. This gradient allows us to adjust the weights w to minimize E. For example, we could iterate
where ε > 0 is a descent rate. More sophisticated optimization techniques can also be used. If our goal is to have τ n = f in general, we sum over all possible initial configurations:
This can be approximated by summing over a proper subset of A G instead.
The binary case
A binary DCA is equivalent to an ordinary cellular automaton with alphabet [0, 1], where the latter represents the probability of being in one of the two states. Then
is the sigmoid function, and
Its gradient is
The corresponding error function is given by
A code example for simulating binary DCAs is included in the appendix.
Conclusion
In this paper, we have described a class of CAs that are end-to-end differentiable. DCAs interpolate the behavior of ordinary CAs through rules that act on distributions of states rather single states. The gradient of a DCA with respect to its parameters can be computed with an iterative propagation scheme that uses previously-computed gradients and values.
Representing the fitness of a DCA rule with a differentiable loss function allows gradient-based global optimization techniques to be used to speed up search. Candidates include gradient-informed simulated annealing [23] , gradient tabu search [24] , function stretching techniques [25] , and gradientbased cuckoo search [26] . We hope to see these methods applied to DCAs in future research, allowing the exponentially-large space of CA rules to be searched more efficiently. 
