Introduction
Flow reaction calorimetry has several advantages over a batch calorimetry method. The operation at a calorimetric experiment can be made exceedingly simple and equilibration time prior to the experiment can be omitted. Mixing of reactants can be achieved without the presence of a gaseous phase which is of great importance when experiments are performed with volatile liquids and in micro-calorimetric expriments where very small condensationevaporation effects may affect the result. Surface adsorption effects which may cause seious systematic errors in micro calorimetry can be neglected if a steady liquid flow is allowed to continue until possible wall reactions have occurred [1] . Immobilized biocatalysts (IMB)-enzymes or whole cells-are used in various areas of analytical, medical, and industrial applications. Basically, enzyme kinetic parameters cannot be determined experimental data. For this purpose many experimental techniques can be used, that are more or less laborious and time consuming. Reaction kinetics of carboxyl esterase's depends strongly on the nature of substrate.
The hydrolysis of different substrate activation [2] or it can follow the simple Michaelis-Menten kinetics [3] . Stefuca et al. [4] have described the principles and applications of flow calorimetry (FC) in the investigation of the IMB properties. One of the last improvements of this technique was the introduction of an "auto calibration" principle based on reaction solution recirculation enabling to determine true reaction rate of biocatalyst reaction without any requirement of an additional analytical technique [5] . Vladimir Stefuca et al. [6] have derived the experimental data The equation must be solved subject to the following initial and boundary conditions:
where SP c is the substrate concentration in the particle, S c is the phenyl acetate concentration, e D is the diffusion coefficient,
are the kinetic parameters and r is the particle radial co-ordinate, p R is the particle radius. We can write the steady state equation as [7] :
The system governs the substrate concentration SP c when there is no competitive inhibition in the reaction. The non-linear ODE (equation (4.5)) is made dimensionless by defining the following parameters:
Solution of boundary value problem using Homotopy analysis method
Perturbation methods are the most famous analytic techniques for nonlinear problems, which are widely applied in science and engineering. In 1992, the Homotopy, a traditional concept in topology, was used by Liao [14] to propose an approximation technique for nonlinear problems, namely the homotopy analysis method (HAM). Using the concept of the Homotopy, a nonlinear problem is transformed into a sequence of linear sub-problems that are easy to solve by means of the symbolic computation software. In 1997 Liao [14] further generalized the HAM by introducing an auxiliary nonzero parameter (called today the convergence-control parameter).
Different from perturbation techniques, the HAM does not depend upon any small physical parameters, and besides provides great freedom to choose different base functions to approximate nonlinear problems. Especially, different from all other analytic approximation methods, the so-called convergence-control parameter of the HAM provides us a convenient way to ensure the convergence of series solution. Thus, the HAM overcomes the restrictions of the perturbation methods and therefore is more general. With these advantages and having the aid of high-performance computer and symbolic computation software, the HAM has been widely applied to solve many types of nonlinear differential equations in science, engineering and finance [15] . Using this HAM (see appendix 2.A and 4.C) we obtain, the concentration of substate as follows: Table 4 .2-4.5 and it gives satisfactory result when Į1 and ȕ1.
Results and discussion
The primary result of this work is the first approximate and simple expression of concentrations of substrate (equations (4.10) (ADM), (4.11) (HAM) and (4.12) (HPM)). figures. Numerical value of parameter used in this work into the two components
where L and N are the linear and non-linear parts of F respectively. The operator L is assumed to be an invertible operator. Solving for ) ( y L leads to
Applying the inverse operator L on both sides of equation (4.A3) yields . We can find the first few n A as follows:
The remaining polynomials can be generated easily, and so,
Adding (4.B11) to (4.B13) we get equation (4.11) in the text. 
Solving the equations (4.D3) to (4.D5) and using the boundary conditions (4.D6) and (4.D7), we can find the following results
According to the HPM, we can conclude that
Using equations (4.D8), (4.D9) and (4.D10) in equation. (4.D11), we obtain the final results are described in equation (4.12).
Appendix 4.E
In this appendix, we derive the solution of equation (4.D4) by using reduction of order.
To illustrate the basic concepts of reduction of order, we consider the equation 
