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Abstract
This article studies Bayesian model averaging (BMA) in the context of competing
expensive computer models in a typical nuclear physics setup. While it is well known
that BMA accounts for the additional uncertainty of the model itself, we show that it
also decreases the posterior variance of the prediction errors via an explicit decompo-
sition. We extend BMA to the situation where the competing models are defined on
non-identical study regions. Any model’s local forecasting difficulty is offset by predic-
tions obtained from the average model, thus extending individual models to the full
domain. We illustrate our methodology via pedagogical simulations and applications
to forecasting nuclear observables, which exhibit convincing improvements in both the
BMA prediction error and empirical coverage probabilities.
Keywords— Uncertainty quantification; Model mixing; Model uncertainty; Bayesian model
calibration; Computer models; Nuclear masses.
1 Introduction
Interest for model averaging arises in situations with several competing models available to solve the
same or similar problems, and no single model can be selected at a desired level of certainty. This
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is a common scenario in many scientific fields concerned with modeling complex systems. One of
the historically dominant solutions is Bayesian Model Averaging (BMA) (Kass and Raftery, 1995;
Hoeting et al., 1999; Gibbons et al., 2008), which is a natural Bayesian framework when facing
a finite or countable number of alternative models. The seminal review work by Geweke (1999)
introduced BMA in econometrics and later in other fields such as political and social sciences; BMA
has also been applied to the medical sciences (Balasubramanian et al., 2014; Schorning et al., 2016),
ecology and evolution (Silvestro et al., 2014; Hooten and Hobbs, 2015), genetics (Wei et al., 2011;
Wen, 2015), astrophysics (Parkinson and Liddle, 2013), fluid dynamics (Radaideh et al., 2019) and
machine learning (Clyde et al., 2011; Herna´ndez et al., 2018).
Contemporary developments in computing capabilities have meanwhile brought new modeling
perspectives, and the rapid surge of models implemented on a computer, which we shall refer to
as computer models, opened several challenges to BMA. Nuclear structure provides stimulating
examples (Erler et al., 2012; Piekarewicz et al., 2012; Afanasjev et al., 2015; Neufcourt et al.,
2019; Olsen and Nazarewicz, 2019) which illustrate the canonical difficulties one faces with BMA
of computer models that might require hundreds to thousands of core hours for a single evaluation.
Consider a general situation where experimental measurements (xi, yi)
n
i=1 of a physical process
x 7→ y(x) are used to predict its values y∗ = y(x∗) at a new input value x∗. In the nuclear
physics context one can typically think of x = (Z,N) marking the isotopes defined by the proton
number Z and neutron number N , with the output y(x) being the corresponding value of an
observable such as a nuclear mass or radius, and y(x∗) extrapolation of this observable. The
Bayesian inference approach is to consider any quantity of interest ∆ under its posterior probability
given the data y = (y1, . . . , yn) and model M. This is simply obtained from Bayes’ formula
as long as one can express the likelihood p(y|∆,M) and provide a prior distribution pi(∆|M).
Establishing the likelihood p(y|∆,M) is done through a model M. The quantity ∆ := y∗ = y(x∗)
is typically of universal interest, but ∆ can more generally represent any latent quantity at any
level of the model. Various well-known methods such as the Metropolis-Hastings algorithm (Chib
and Greenberg, 1995) or more advanced Monte Carlo Methods such as Hamiltonian Monte-Carlo,
or No U-Turn Sampler (Homan and Gelman, 2014) can be applied to obtain samples from the
posterior distribution p(∆|y,M).
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Now, let us consider a scenario with K competing modelsM1, . . . ,MK , and let us assume that
there exists a true model M . The Bayes formula can be applied to express the posterior probability
of a model Mk, given observations y, as
p(Mk|y) = p(y|Mk)pi(Mk)∑K
`=1 p(y|M`)pi(M`)
∝k p(y|Mk)pi(Mk), (1)
where the symbol ∝k indicates proportionality with respect to y for fixed k. Here, the difficulty
lies in evaluating the evidence integral p(y|Mk) for each model, and pi(Mk) represents the the
prior probability that Mk is the true model M ; the BMA posterior distribution for any quantity
of interest ∆ can then be derived as
p(∆|y) =
K∑
k=1
p(∆|y,Mk)p(Mk|y). (2)
This formula expresses that the actual posterior probability of an observable ∆ is the average of ∆’s
posterior distributions given each model, weighted by the model posterior probabilities. In other
words, (2) is simply a mixture of K distributions, which makes sampling from the BMA posterior
density immediate once we obtain posterior samples under each model. In particular, the posterior
mean of ∆ is given by (see Park and Grandhi (2011))
E[∆|y] =
K∑
k=1
E[∆|y,Mk]p(Mk|y), (3)
and the well-known conditional variance formula yields the posterior variance of ∆, given y, as
Var[∆|y] =
K∑
k=1
p(Mk|y)Var[∆|y,Mk] + Var[E(∆|y,M)|y]. (4)
Note that the term Var[E(∆|y,M)|y] is the variance of a function of the discrete random variable
M , which accounts for the model uncertainty. This model uncertainty is not accounted for by
individual models. Its inclusion thus allows for a more honest uncertainty quantification (UQ).
In this work, we first describe the Bayesian methodology for analyzing individual computer
models including calibration and evidence integral computation with a generalization to account
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for experimental data coming from several sources (several observables). Then, we perform a
systematic analysis of the prediction errors, establishing that BMA is the optimal linear combination
(projection) in the L2 sense under the posterior probability distribution, among all possible mixtures
of models. Motivated by recurrent scenarios in nuclear structure, we subsequently extend BMA to
situations when different models constrain different subsets of the data. Lastly, we present a set of
pedagogical examples as well as a real-data nuclear-physics application of the BMA methodology
highlighting its benefits in terms of improvement of the prediction accuracy and UQ. We frequently
use nuclear physics terminology, but we hope the paper will be transparent to scientists from other
quantitative disciplines.
2 Review of Bayesian analysis of computer models
2.1 Calibration
Over the past two decades, there has been a considerable amount of research dedicated to Bayesian
calibration of computer models starting with the seminal work of Kennedy and O’Hagan (2001)
with extensions and applications provided by Higdon et al. (2005, 2008, 2015). We briefly discuss
here the standard Bayesian framework and refer to Kennedy and O’Hagan (2001) for full treatment.
Let us consider a single computer model f(x, θ) relying on a parameter vector θ of dimension d
and an input variable x in a finite dimensional space (for simplicity). Model calibration corresponds
to determining the unknown and hypothetical true value θ∗ of the parameter θ, at which the physical
process ζ(x) would satisfy ζ(x) = f(x, θ∗) + δ(x); δ(x) is the systematic discrepancy of the model
whose form is generally unknown. The term ”calibration” is broader than the term ”estimation”,
which can imply the use of some well-established statistical methodology. Herein, our notion
of calibration is a specific Bayesian estimation methodology, which include a full evaluation of
uncertainty for every parameter. Thus we can write the complete statistical model as
yi = f(xi, θ) + δ(xi) + σ(xi)i. (5)
at each of the n observations y1, . . . , yn. For brevity, we use yi for y(xi). The term σ(x) > 0 is a
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scale function to be parametrized and inferred, and i are independent standard random variables
representing measurement errors, which we assume to be Gaussian.
One may expect the function f(x, θ) representing the output of the computer model to be
deterministic, given a model and its parameters. This holds in the case of inexpensive computer
models, where the evaluation of f(x, θ) takes a reasonably ”constant” time. For computationally
expensive models the evaluations of f(x, θ) cannot be reasonably performed at calibration runtime,
and need to be done beforehand, typically on a grid. Hence it has become a common practice
to emulate the computer model by a Gaussian process GP(m(x, θ), k((x, θ), (x′, θ′))) with mean
function m and covariance function k. In this setup the data also include a number N of runs of
the computer model at pre-determined points {(x˜1, θ˜1), . . . , (x˜N , θ˜N )}. Finer approaches typically
decompose m on a dense family of basis functions (wavelets, Fourier, polynomials) across the
domain of x and θ. As for the covariance function, the most popular choices are the quadratic
exponential kernel, the Matern kernels, and fractional Gaussian noise (Rasmussen and Williams,
2006).
The discrepancy function δ(x) represents the systematic error between the computer model and
the physical process. While it is intrinsically deterministic, a Gaussian process model is typically
imposed for inference. However, its inference can be tricky because the coupling of the discrepancy
term and calibration parameters makes θ∗ non-identifiable in general. Indeed, δ(x) = ζ(x)−f(x, θ)
yields the same distribution for y(x) for any choice of θ. Several authors have pointed this out
and proposed various methods to mitigate the problem including Brynjarsdo´ttir and O’Hagan
(2014); Plumlee (2017); Tuo and Wu (2015, 2016); Bayarri et al. (2007). Our main goal here,
nonetheless, is not to correct the identification of θ∗, but a prediction of new observations with
honest uncertainties quantification. For prediction, the identifiability of calibration parameter is
not a particular concern.
It can also appear natural to carry out the calibration based on a linearization of the computer
model, i.e. in an setup where f(x, θ) = xT θ. This simple framework is valid in practice, up to a
reparametrization, as an approximation of a function f(x, θ), as long as one can a priori localize the
parameters around a specified value θ0, such as the maximum likelihood estimator or the solution
of a classical least-squares fit of the computer model. Indeed, in the range of a first order Taylor
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expansion of f(x, θ) around θ0, one can replace the computer model by a linear function of θ
f(x, θ) ≈ f(x, θ0) +∇θf(x, θ0)T · (θ − θ0), (6)
as long as one has access to the gradients ∇θf . This method has the advantages to be intuitive,
computationally inexpensive, and can be used either as a surrogate in the procedure outlined herein
for calibration of inexpensive computer models, or to provide a mean function of a GP emulator
for computationally expensive model. We, therefore, shall call this approximation rapid calibration
via linearization.
Several observables for the same model. The simple notational form of model (5) obscures
the situation where y mixes data of different nature, which can have critical impact on both
calibration and model averaging. This can represent different types of observables in nuclear physics.
Many nuclear structure models are for example optimized over a set of binding energies which
represent the minimum energy to disassemble nucleus into unbound neutrons and protons, and a
set of root mean square (rms) proton charge radii which can be seen as a measure of the size of an
atomic nucleus. Suppose that the same model is fitted to q types of observables yo1 , . . . , yoq . To
highlight the dependency on observable types, we can write
yoli = f
ol(xi, θ) + δ(xi) + σl(xi)i, l = 1, · · · , q, (7)
and the corresponding likelihood can be computed naturally for each data yi corresponding to an
observable yol . Allowing different types of observables doesn’t raise significant differences with the
standard case, but a particular attention is to be brought to the noise scaling parameter σl(x)
which can now vary across observables. In this case the weighting between different observables
is done through the relative importance of the scaling functions σl(x) which can either be left as
parameters or fixed (e.g., to reported experimental errors, or estimated theoretical variations). In
the context of nuclear physics we refer to the discussion in (Afanasjev et al., 2014, Section 3).
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2.2 Computing the evidence integral
Suppose the kth model is parametrized by a vector φk ∈ Rdk for k = 1, . . . ,K that consists of both
calibration parameters and hyperparameters (i.e. parameters used for defining prior distributions
for other parameters) with likelihood p(y|Mk, φk). The evidence integral (Kass and Raftery, 1995;
Aitken and Akman, 2013; Fragoso et al., 2018) of the model Mk is defined as
p(y|Mk) =
∫
φk
p(y|φk,Mk)pi(φk|Mk)dφk. (8)
The numerical evaluation of evidence integrals is challenging in practice, and requires approxi-
mation. A natural idea, most commonly used in the literature, and which we have adopted in our
applications:, is to use Monte Carlo approximation
̂p(y|Mk) = 1
nMC
∑
i
p(y|φ(i)k ,Mk). (9)
where φ
(i)
k are i.i.d. samples from the prior pi(φk|Mk) for i = 1, . . . , nMC . While this Monte Carlo
computation yields reasonable results, it requires separate evaluations of the likelihood on new
samples from the prior pi(φk|Mk)which can be very costly in computing time.
Another frequently used method is the Laplace approximation, which relies on the fact that
the integration (8) has a closed form in the case of a linear regression with Gaussian noise. It
corresponds to a second order Taylor approximation of the log-likelihood around its maximum,
which makes the likelihood becomes Gaussian. The Laplace method typically gives very good
results for very peaked likelihoods. We refer the reader to Kass and Raftery (1995) for an exhaustive
survey of classical methods used to compute evidence integral.
3 BMA and prediction error
BMA is only one of various natural ways to deal with several alternative models and to account
for model uncertainty, but it does have the property of reducing the Posterior Mean Square Error
(PMSE) of prediction of a new observation y∗. In this section, we illustrate this property in a clear
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and concise way.
Let us, for simplicity of notation, consider two competing modelsM1 andM2 - the treatment of
multiple models follows from a similar argument, and our verbal descriptions below in this section
occasionally refer to the general case without further comment. Denote ŷ∗1 := E[y∗|y,M1] and
ŷ∗2 := E[y∗|y,M2] as the posterior means of y∗ under each model, and let ŷ∗ := E[y∗|y]. We also
define pk := p(Mk|y) for k = 1, 2 for the posterior probability of each model. Thus the BMA
posterior mean estimator (3) can be written as ŷ∗ = p1ŷ∗1 + p2ŷ∗2. The PMSE of y
∗ is then defined
naturally as E[(ŷ∗ − y∗)2|y] and has the following decomposition.
Lemma. For every λ1, λ2 ≥ 0 satisfying λ1 + λ2 = 1, we have
E[(y∗ − ŷ∗)2|y] = E[(y∗ − λ1ŷ∗1 − λ2ŷ∗2)2|y]− [(λ1 − p1)ŷ∗1 − (λ2 − p2)ŷ∗2]2 (10)
This lemma, proved in Appendix A, shows explicitly that the PMSE of the BMA predictor is
smaller than the PMSE associated with any convex combination λ1ŷ∗1 +λ2ŷ∗2 of the each of the two
models’ posterior means. It also measures how much smaller it is, and shows that equality holds as
soon as the convex coefficients λk are equal to the posterior probabilities pk of each model, k = 1, 2.
Now, applying the Lemma twice, with (λ1, λ2) = (1, 0) and with (λ1, λ2) = (0, 1) we obtain the
following dual expressions for the PMSE or the BMA predictor, involving each individual model’s
PMSE, showing how much smaller the former is compared to the two latter:
E[(y∗ − ŷ∗1)2|y]− p22(ŷ∗1 − ŷ∗2)2 = E[(y∗ − ŷ∗)2|y] = E[(y∗ − ŷ∗2)2|y]− p21(ŷ∗1 − ŷ∗2)2. (11)
To be more descriptive about these properties, first we record the optimality of BMA’s PMSE
as the following inequality:
E[(y∗ − ŷ∗)2|y] ≤ E[(y∗ − ŷ∗i )2|y], i = 1, 2. (12)
The previous inequality is the clearest way to state that the BMA estimator (3) produces the
smallest prediction error, in the PMSE sense, among all the individual models’ posterior mean
estimators, as long as all those models are used in creating the BMA estimator. We interpret this
as a translation of the fact that each model that goes into creating the BMA estimator necessarily
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ignores model uncertainty. Note that this says nothing about how the BMA estimator would
compare to a model not used in its definition.
But more can be said. As we mentioned implicitly, the previous inequality is a weaker statement
than the statement in the Lemma, since the latter covers optimality over all convex combinations
of the original models, not just the individual models themselves: the Lemma shows additionally
that BMA achieves the following minimum
(
p(Mk|y)
)
k=1,2
:= arg minλ∈[0,1]2:λ1+λ2=1E[
(
y∗ − (λ1ŷ∗1 + λ2yˆ∗2)
)2|y]. (13)
Hence, the BMA estimator is actually optimal over all convex combinations of the individual
estimators ŷ∗1 and ŷ∗2.
We can also express the reduction of the PMSE for the BMA estimator, compared to the best
(lowest) PMSE among all of the individual models’, as
r2BMA := 1−
E[(ŷ∗ − y∗)2|y]
mini E[(ŷ∗i − y∗)2|y]
. (14)
In the specific case of two competing models, if we assume for instance that the ’best’ model isM2,
we can obtain an even more explicit expression for r2BMA which provides the relative gain attained
by BMA, namely
r2BMA = p(M1|y)2
(ŷ∗1 − ŷ∗2)2
E[(ŷ∗2 − y∗)2|y]
. (15)
Below in the Application section, we denote the sample version of the expression in (14) as rˆ2BMA,
which we will use to evaluate the performance of BMA quantitatively.
To finish this section, we decompose the quantity E[(ŷ∗−y∗)2|y] against the residuals (ŷ∗i −y∗),
i = 1, 2 from each individual model assuming p1, p2 > 0. This is easily done by symmetrizing
formula (11) via reintroducing y∗ to identify these residuals, and then taking another conditional
expectation with respect to y to avoid an expression which depends on unobserved data, which
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doesn’t affect the left hand side. We obtain
E[(y∗ − ŷ∗)2|y] = (p1 − p21)E[(y∗ − ŷ∗1)2|y] + (p2 − p22)E[(y∗ − ŷ∗2)2|y]
− (p21 + p22)E
[
(ŷ∗1 − y∗)(y∗ − ŷ∗2)|y
]
.
(16)
Formula (16) shows that the PMSE of the BMA estimator is an explicit linear combination of
the prediction errors of estimators for each constituent model, those that do not consider model
uncertainty, but that one must subtract a coupling correction term on the right hand side of (16).
It is interesting to note that the weights in the aforementioned linear combination can be
interpreted as the variances of Bernoulli random variables with the posterior model probabilities p1
and p2 as their success probabilities. Also note that, since these variances pk − p2k < pk, the linear
combination is not convex, but is smaller. The correction term is not necessarily a subtraction of
a positive term, but it is likely to be so in some generic cases, for example, when both individual
models have significant biases in opposite directions for prediction of y∗. This is particularly
interesting when both models have similar posterior performances. Indeed, then, both values of pk
will be close to 1/2, which minimizes the values of pk − p2k for both k = 1, 2. This is a scenario
where using the BMA model will significantly improve prediction errors even when each model is
competitive compared to the other, regardless of how large the individual models’ biases are, and
without knowing in what direction they go, as long as the two models are known or assumed to
have significant defects that work in opposite directions.
A sanity check reveals an interesting characteristic of BMA: suppose that p1 = 1, so that the
BMA estimate is given by ŷ∗ = ŷ∗1. According to (16) we must have E[(y∗− ŷ∗)2|y] = 0, and further
E[(y∗ − ŷ∗)2] = 0, i.e. y∗ = ŷ∗ = ŷ∗1 a.s. given y, in other words Model 1 must provide a perfect
description of the reality.
The PMSE corresponds to an MSE under the posterior probability. It is of different nature that
the MSE one would typically compute when evaluating a model against experimental measurements.
Nevertheless it is a good proxy for an actual MSE when posterior predictions are close to actual
measurements.
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4 Domain-corrected model averaging
Motivation. It is easy to imagine scenarios where alternative models are defined on different
subsets of the same input space; this can typically arise with local models or with numerical models
with different constraints. It is also a usual situation in nuclear physics, for instance for nuclear mass
models; as a fact in point, ab initio (also known as A-body) models aggregating individual two- and
three-body interactions range over lighter nuclei due to contemporary computational limitations,
while Energy Density Functionals (EDF), which relies on mean field approximations, can cover the
whole nuclear chart. This even occurs for different EDFs (Klupfel et al., 2009; Kortelainen et al.,
2010a). This also happens when one considers mixing models produced by the calibration of a given
EDF independently on observables of different types, if some parameters are not constrained by all
observables and a particular model has a wider definition domain for a specific observable - typically
some nuclear models are mostly fitted on masses, and others on masses and radii. Surprisingly, we
have not found in the literature a principled approach to adapt BMA to this situation, or how to
compare models with similar, overlapping, but significantly non-identical domains. To address this
”domain discrepancy”, we present a method which relaxes the requirement that all models cover
the same domain, and we name our procedure domain-corrected BMA. Other applications of our
framework could include time series with missing data, or different time scales, e.g. in a financial
setting where additionally different classes of assets can be treated as observables.
Let us start by considering two modelsMA andMB, which we will also denote by (A) and (B)
or merely A and B for simplicity, and assume that they are respectively defined only on different
strict subsets x(A) and x(B) of the data. We denote y(A) and y(B) the corresponding y data as well
as y(−A) and y(−B) their respective complements in y. The actual Bayesian evidence for each of
these models are the probabilities p(y|A) and p(y|B), but these quantities are not clearly defined.
On the other hand p(y(A)|A) and p(y(B)|B), where each model refers only to its original range of
validity, are the evidences of the models corresponding to the classical BMA theory which can be
computed as detailed in Section 2.2. We have:
p(y|A) = p(y(A), y(−A)|A) = p(y(A)|A)p(y(−A)|y(A), A). (17)
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This expression means that to obtain model (A)’s actual Bayesian evidence, p(y(A)|A) must be
multiplied by a corrective factor p(y(−A)|y(A), A) which represents the information one has on y(−A)
assuming that model (A) holds and that it does not provide any prediction at the data points in
x(−A). Note that the distribution p(y|A) is meaningful only to the extend that y – and thus y(−A)
– is measurable in the underlying probability space, which implies the existence of underlying
distributions p(y(−A)) and subsequently of p(y(−A)|y(A)) and p(y(−A)|y(A), A). To that extent, the
problem of averaging models with different domains can be ill posed, if these distributions cannot
be defined convincingly.
If the data y(A) and y(−A) are independent, conditionally to model (A), in other words if no
information can be gleaned about y(−A) from y(A) or from (A), i.e. y(A) is unconstrained by (A)
and by y(−A), then it is legitimate to ignore the aforementioned correction factor which should be
p(y(−A)|y(A), A) = 1. In particular, this is the case if, given model (A), y(−A) is considered determin-
istically equal to its sample value. Conversely, setting the corrective factor to p(y(−A)|y(A), A) = 1
outside of this scope is an approximation to such extend, and not in general a fair evaluation of the
information contained in the ”globality” of a model. We shall pragmatically call this approach BMA
with independent model domains. Although it has been adopted as a natural matter of convenience,
it raises serious safeguards for which we cannot find better words than Trotta’s ascertainment:
On the other hand, it is important to notice that the Bayesian evidence does not
penalize models with parameters that are unconstrained by the data. It is easy to see
that unmeasured parameters (i.e. parameters whose posterior is equal to the prior)
do not contribute to the evidence integral, and hence model comparison does not act
against them, awaiting better data (Trotta, 2008).
Let us point out as a caveat the other extreme situation that occurs when model (A) does not
predict the values y(−A) to exist, e.g. the mass of a nucleus X which the said model predicts not to
exist hence has no physical meaning. In this case, the model (A) is actually strongly constrained
by y(−A), to the point that p(y(−A)|A) = 0, yielding p(y(−A)|y(A), A) = 0, which rules the model
(A) impossible as long as y(−A) is not empty.
Another tempting option is to restrict the domain of interest to the domain common to all mod-
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els, and simply consider p(y(A)∩(B)|A) and p(y(A)∩(B)|B), which can also be obtained from Section
2.2. As we ignore even more data, this approach is arguably worse than setting p(y(−A)|y(A), A) = 1.
Let us illustrate how the assumption of independent model domains approach, namely setting
p(y(−A)|y(A), A) = 1, can fail to provide a satisfactory ranking of models in two examples where a
model takes a shortcut by ’refusing’ to predict challenging points.
Scenario 1. Consider the situation where one modelM0 is empty, in the sense that p(y(0)|M0) =
p(∅|M0) = 1 so that p(M0|y) = pi(M0). On the other hand, any other model which constrains any
part of the data will have an evidence lower than 1 which implies that the model will end up with
lower posterior weights when starting from equal prior weights. Thus any predictive model will be
deemed inferior to a non-predictive one.
Scenario 2. Take two deterministic models A and B with input space (domain of x) {a, b}; as-
sume model A has deviation 0 at location a and 1099 at location b, and that model B has deviation
1.001 at location a, but does not predict anything at location b. One can easily adjust the numbers
to reach an extreme situation (e.g. making A’s prediction at location b to be extremely poor) where
model B ends up with a much higher Bayes factor than model A, while the common sense idea,
by which no prediction is a form of extremely poor prediction, would always imply that model A
is better than model B.
These examples show how important it is to acknowledge that a model’s inability to make
predictions in some locations is not a neutral property. The classical BMA approach offers no
trade-off: a model withholding its predictions at the most difficult points will always improve its
weight. We now introduce our “domain-corrected BMA” where we amend the model weights to
account more fairly for the (in-)ability of a model to provide predictions at locations of interest.
Domain correction with two models. Starting from (17), instead of setting p(y(−A)|y(A), A) =
1 which removes the effect of a model’s domain in its posterior weights, we propose the weaker as-
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sumption that p(y(−A)|y(A), A) is independent from the model, i.e. we assume
p(y(−A)|y(A), A) = p(y(−A)|y(A)).
This is quite natural if we consider that model (A) implies a distribution p(y(A)|A) but provides
no information on y(−A), leaving y(−A) unconstrained by (A) (see the introduction of this section).
The evidence p(y|A) is now given by
p(y|A) ∝A p(y(A)|A)p(y(−A)|y(A))pi(A). (18)
Our assumption y(A) ∪ y(B) = y implies that y(−A) can only be informed by (B). Hence
p(y(−A)|y(A)) = p(y(−A)|y(A), B) = p(y(−A)|y(A)∩(B), B) (19)
which can be written as an explicit integral with respect to model (B)’s parameter φB,
∫
φB
p(y(−A)|B,φB)p(φB|y(A)∩(B), B)dφB, (20)
and computed similarly to a classical evidence integral (see Section 2.2).
Domain correction in the general case. In the general case, each model Mk constrains
a subset y(k) of the data y (for k = 1, . . . ,K); as in the case of two models, y(−k) denotes the
complement subset of y(k) in y. We also introduce y() :=
⋂
k y
(k) as the set of data common to
all individual models. Moreover we assume that y =
⋃
k y
(k), i.e. every datapoint is covered by
at least one model. We also assume, up to taking equivalence classes on models (see Appendix B
for details), that for each pair of models there exists a chain of models joining them where each
model k shares a data point in its domain y(k) with each of its neighbours. Relying on the same
principles, we set
p(y(−k)|y(k),Mk) = p(y(−k)|y(k)),
14
which leads to the model weights wk of the form
p(Mk|y) ∝k p(y(−k)|y(k))p(Mk|y(k)). (21)
Compared to the two-model case, the computation of the corrective factors shows in general
the additional difficulty that, when there is more than one model constraining y(−k), the factor
p(y(−k)|y(k)) is no longer equal to a single p(y(−k)|y(k),Mk) but rather to the Bayesian average
of all models constraining y(−k). Hence our domain-corrected BMA corresponds to the natural,
intermediate solution where one replaces the factors of the likelihood corresponding to the missing
model predictions by a geometric average of the likelihoods over the models which do produce
predictions, based on the predictive models’ posterior weights. We have found that similar ideas
have been developed in the broader framework of evidence theory (Park and Grandhi, 2012, Section
2.2).
The notation for a given corrective factor can become quite cumbersome, or could be ambigu-
ous, when model domains have very general intersections, but these corrective factors can still be
computed recursively rather than directly. We relegate the calculations of the general case to the
appendix, for the sake of readability.
Discussion. While it is more liberal than classical BMA, our procedure should still be considered
as conservative, in the sense that it is neutral towards (does not penalize or favor) a model not
producing any prediction; indeed, while a model which does not include an existing data point
in its domain would have weight 0 in the naive BMA, it would still have the same weight as
the same model which would predict the average value over the other models when applying the
domain-corrected method.
Our setting calls for a localization of the Bayesian model averaging and selection procedures.
Let us take now model weights wk as given, either by our domain corrected BMA or any another
method. The posterior average distribution for a prediction y∗ := y(x∗) at a new point x∗ can be
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calculated from
p(y∗|y) ∝
K∑
k=1
wkp(y
∗|y(k),Mk) =
∑
x∗∈Dk
wkp(y
∗|y(k),Mk) +
∑
x∗ /∈Dk
wkp(y
∗|y(k),Mk). (22)
In the traditional BMA framework, x∗ would naturally belong to the domain Dk of every model
Mk, but this does not hold in our framework. In the model selection problem, picking the best
model with highest weight and using it for predictions at all locations would amount to a likelihood
of 0 at all locations outside of the domain of the selected model, which is rather extreme. This
calls for a local variation of model selection. For instance, instead of selecting a single best model,
one can rank the models such that M0 is the best model and MK is the worst model and use
the following prediction procedure: at each location x, pick as true model the model M with the
smallest k which contains x in its domain. One could easily think of more complex procedures.
This also suggest local variations of model mixing.
Additionally, this emphasizes that our procedure questions that the models are mutually exclu-
sive (i.e. that there exist a true model M such that each Mk is of the form 1{M=k}). Specifically,
our procedure is incompatible with global exclusivity of models in the classical BMA framework,
in the sense that the classical BMA assumes that one of the model is true on the whole domain.
In our new procedure, we replaced the model prediction with a “default” value at locations where
it would otherwise predicts nothing, given by the Bayesian average prediction. Consequently our
model averages predict something in any given location, even when the set of predictive models
depends on the location. Applying the same principle to the germane problem of model selection
would lead to producing an ”optimal” model replaced by the BMA outside its own domain.
To be absolutely clear, it is of course always possible to bypass the domain issues by restricting
estimations to the data which is common to the domains of all models. This circumvents having to
deal with models withholding their predictions, but it can leave significant amounts of data unused.
That disadvantage can be particularly stark in nuclear physics, when comparing EDF models with
A-body models, as we mentioned at the start of this section, since these two model classes have
such narrow overlap.
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5 Examples and applications
To illustrate the methodology described in the previous sections, we present several examples in
which BMA of computer models leads to reduction in prediction error and improved uncertainty
quantification. Our first illustration is a simple yet sensible scenario of averaging two different
models of proton potentials. The second example is an application of the methodology to nuclear
mass models and nuclear mass data. Lastly, we provide a pedagogical application of model averaging
to a synthetic dataset which highlights the interest of the domain-corrected BMA. Each of the
examples in this section looks at a situation with several competing models without any prior
knowledge of which is better; thus we set the prior model weights to be uniform over the model
space. All the posterior samples were computed using a Hamiltonian Markov-Chain Monte-Carlo
algorithm. The evidence integrals were approximated using the Monte-Carlo integration.
5.1 Averaging proton potentials
In this first example we demonstrate the potential of BMA to improve both prediction accuracy
and honesty of uncertainty quantification in a favorable situation where we average two models
associated with different proton potentials.
We consider two single-proton potentials describing the average interaction acting on a proton
within the spatial range of a nucleus; namely, a Wood-Saxon (WS) potential V1 representing re-
spectively strong nuclear forces between nucleons (protons and neutrons), and a Coulomb potential
V2 representing electromagnetic interactions between protons. For a given nucleus, which we will
take with proton and neutron numbers Z = 100 and N = 150 and mass number A = 250, they can
be expressed as
V1(r) = −VWS 1
1 + e
r−RA
a
, (23)
V2(r) = −VC Z
r
. (24)
Here, VWS = 50, VC = 0.5 and a = 0.5 are fixed parameters, and RA = A
1/3×1.25 fm is the radius
of the nucleus of interest. These two models for energy potentials have the interesting property that
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both are non-decreasing and vanishing at infinity, while with different speeds, and can correspond to
two phenomenons with different length scales. As a matter of fact, strong interactions described by
the WS potential are confined to atomic nuclei (several fm = 10−15 m), i.e. they are short-ranged;
in contrast electrostatic are long-ranged, i.e. they act on much larger length scales (> 10−10
m) and compete with strong interaction in superheavy elements, causing the so-called Coulomb
frustration (see Nazarewicz (2018)). This fact is reproduced in our example where we also expect
that V1 should be well constrained by a dataset of stable nuclei, while V2 should reproduce better
short-lived superheavy nuclei. More generally, we have in mind a scenario where two models have
been developed for different subsets of an input domain and are in competition on some common
intermediate domain. Both of these modeling approaches are equally confident that they prevail on
the intermediate domain, while the truth is somewhere in between. This situation is very realistic
despite its simplicity, and we can reasonably expect model mixing to have positive outcomes.
We simulate experimental data {(ri, yi)}ni=1 at different spatial locations ri, relatively far from
the nucleus (r > RA) following a mixture of the two models. Namely
yi = (1− ω)V1(ri) + ωV2(ri) + i (25)
where i are standard normal errors, and we take ω =
1
2 . Note that in reality observations of
the potentials are not available as such, but can be inferred indirectly relatively accurately from
experimental nucleonic densities measured in nucleon scattering experiments (Anni et al., 1995).
In particular, we drew a dataset of 210 observations generated according to the model (25)
with the locations ri sampled uniformly over (RA, 10). We further randomly divided the data into
a training dataset of 140 observations and kept the remaining 70 observations for testing. The two
statistical models M1 and M2 considered here are given by the respective energy potentials (25)
obtained with ω = 0 and ω = 1 and additive independent experimental errors distributed according
to N(0, σj) for j = 1, 2.
Table 1 shows the estimated residual MSE (RMSE) for the testing dataset. We can see that
this simple example gives significantly better predictions under the BMA posterior mean predictor
than for each of the models individually. This is, of course, not a surprise and only shows that the
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Figure 1: Empirical coverage probability for
testing dataset (n = 70, A = 250).
Model RMSE P (Mk|y) r̂2BMA
M1 3.540 0.512 0.930M2 3.607 0.488 0.933MBMA 0.935 - -
Table 1: RMSE (in MeV) and improve-
ment for the BMA model calculated on the
testing dataset (n = 70, A = 250).
BMA behaves as expected. More interesting results can be seen from the angle of the quality of the
predictions’ UQ. Figure 1 shows the empirical coverage probabilities (ECP), i.e. the proportion of
independent testing points falling into the respective credibility intervals with nominal value given
in the horizontal axis - ideally a straight line. In contrast with the individual models, the ECP
of the BMA posterior predictions matches closely the reference line and provides evidence that
accounting for model uncertainty leads to a desired more honest UQ.
5.2 Averaging nuclear mass emulators in the Ca region
An important challenge in nuclear structure is to produce quantified predictions of nuclear ob-
servables, such as nuclear masses (McDonnell et al., 2015), for all possible pairs (Z,N) of proton
number Z and neutron number N which can be bound together in a nucleus. Such predictions are
of direct interest to guide future nuclear experiments or to feed astrophysical calculations for the
abundance of elements in the universe. The underlying astrophysical processes, such as the rapid
neutron capture which produces heavy elements in stellar environments, take place far from the
region of nuclear stability, where no experimental measurement are available, and these observables
have to be extracted from extreme extrapolations of theoretical nuclear models.
In their recent work, Neufcourt et al. (2019) use Gaussian Processes to model the discrepancies
between experimental data and theoretical calculations for several nuclear models based on the
density functional theory, and obtain quantified extrapolations for nuclear masses in the Calcium
region (at the frontier between experimental and theoretical limits). They compute a simplified
19
BMA of 9 global mass models (Bartel et al., 1982; Dobaczewski et al., 1984; Chabanat et al.,
1995; Klu¨pfel et al., 2009; Kortelainen et al., 2010b, 2012, 2014) listed in Table 2 defined across
the full nuclear landscape from light to superheavy nuclei, thus suitable for extrapolations. Their
weights, formally wk ∝ p(y∗ > 0|y,Mk), are based on each model’s probability to assign a positive
separation energy y∗ to a testing set of nuclei which have been experimentally observed after 2003,
thus independent from the training set of measured separation energies y. Here, we compare their
results to the full BMA analysis presented in Section 2 applied to the same framework, this time
with weights wk ∝ p(y|y,Mk). Note that all the physical models models are taken here as calibrated
and their parameter estimation is not part of our analysis.
We consider the same training dataset of one-neutron (S1n) and two-neutron (S2n) separation
energies AME2003 (Audi et al., 2003) restricted to the calcium (Ca) region on the nuclear landscape
with Z ≥ 14 and N ≤ 22 (n = 139). The predictive performances of each model augmented with
a GP model for systematic discrepancies and the BMA posterior mean predictor are evaluated
on both the training dataset and a testing dataset of new measurements in AME2016 (n = 14)
(Wang et al., 2017). Similarly to Neufcourt et al. (2019) we calculate model posterior probabilities
independently over four non-overlapping nuclear domains according to the parity of numbers Z
and N with uniform prior distribution over the model space. We assess the performance of the
BMA using RMSE improvement and empirical coverage probability, aggregated over parities in
order to mitigate the relatively small size of each subset. The GP model specification and sample
sizes breakdown based on the parity of Z and N are given in Appendix C, and we refer you to
(Neufcourt et al., 2019, Statistical analysis) for more details.
Table 2 presents the resulting posterior weights of the models, as well as RMSE and MSE
improvement for both averaging procedures. The predictions based on the full BMA (MBMA)
outperform the simplified method of Neufcourt et al. (2019) (MBMA(simple)) by 11% on the training
dataset and 13% on the testing one, as measured by r̂2BMA. The lowest RMSE on the training
dataset was attained by SLy4 and UNEDF1 respectively for AME2016 \ AME2003. This result
should not discourage practitioner from using BMA posterior mean predictors, because the BMA
methodology outlined in this paper allows for existence of a ”best” model for a particular data
domain. However, such a model does not account for modeling uncertainty whereas BMA does,
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Model posterior weights Errors
S1n (odd N) S2n (even N) Training Testing
Model even Z odd Z even Z odd Z RMSE r̂2BMA RMSE r̂
2
BMA
SLy4 0.000 0.000 0.000 0.008 0.076 - 0.713 0.313
SkP 0.000 0.000 0.000 0.000 0.127 0.308 0.989 0.642
SkM* 0.000 0.000 0.000 0.000 0.142 0.449 0.924 0.591
SV-min 0.000 0.000 0.000 0.001 0.107 0.023 0.840 0.505
UNEDF0 0.000 0.009 0.000 0.000 0.136 0.400 0.809 0.466
UNEDF1 0.845 0.669 0.000 0.089 0.110 0.077 0.550 -
UNEDF2 0.002 0.013 0.000 0.125 0.109 0.058 0.806 0.462
FRDM-2012 0.153 0.308 0.902 0.310 0.114 0.149 0.808 0.465
HFB-24 0.000 0.001 0.098 0.467 0.146 0.477 0.806 0.463
MBMA(prior) 0.110 0.045 0.641 0.078MBMA(simple) 0.118 0.110 0.680 0.131MBMA 0.105 - 0.591 -
Table 2: Model posterior weights for the 9 nuclear mass models under consideration
with RMSE (in MeV) and r̂2BMA values for training (AME2003) and testing (AME2016
\ AME2003) datasets. The last three rows correspond respectively to averaging with prior
weights, simplified BMA (Neufcourt et al., 2019), and full BMA.
and therefore the BMA posterior mean estimator performs consistently well irrespective of the
dataset. In fact it attains the second lowest RMSE on both AME2003 and AME2016 \ AME2003.
Moreover, if we consider only a subset of the whole model space, the BMA attains the lowest root
RMSE. See Table 5 in Appendix C for the results with restricted model space. Fig. 7 in Appendix
C shows the ECP of the averaged nuclear mass emulators. While it is not clear that the BMA
has an improved ECP compared to each individual models, its ECP is certainly significantly better
than the worst models and comparable to the models with highest fidelity.
5.3 Domain-corrected averaging: a pedagogical example
In this example we study a simulated scenario where two computationally expensive models with
x-dynamics of the same order act in opposite directions. We emulate the computer models as
Gaussian processes with means determined by their first order Taylor expansions as in our rapid
calibration via linearization in Section 2, in the reasonable situation where numerical values are
also available for the model gradients. For simplicity we ignore here the systematic discrepancy
between the computer model and the physical model.
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We consider a synthetic dataset y of 18 observations drawn independently from a normal dis-
tribution with mean 0 and standard deviation 10−3 at input points x = {±k, k = 1, 2, . . . 9}. We
denote f1 and f2 the approximate response function of the two computer models obtained from
first order Taylor expansions as
fi(x, θi) ≈ αix2 + θi, i ∈ {1, 2}, (26)
where α1 = 0.5 and α2 = −0.5 and θ1 and θ2 represent unknown parameters to be calibrated.
The two expansions (26) emulate a natural scenario of competition between models, similar to the
proton potential example above, where we are uncertain about the nature of the physical law and
resort to model mixing in order to account for this uncertainty. Additionally, we study the impact
of the domain correction by assigning a different training dataset y(k) to the models M1 and M2,
using seven different scenarios with proportions of shared observations (Dshared) ranging from 20%
to 80% according to the scheme in Table 3. Note the break of symmetry in the domain of y(k)
denoted by a circle, we shall refer to those accordingly as symmetric and asymmetric scenarios.
Training dataset y(k)
Dshared Model -9 -8 -7 -6 -5 -4 -3 -2 -1 1 2 3 4 5 6 7 8 9
0.2
M1 x x x x x x x x x xM2 x x x x x x x x x x
0.3
M1 ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗M2 ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
0.4
M1 x x x x x x x x x xM2 x x x x x x x x x x
0.5
M1 ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗M2 ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
0.6
M1 x x x x x x x x x xM2 x x x x x x x x x x
0.7
M1 ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗M2 ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
0.8
M1 x x x x x x x x x xM2 x x x x x x x x x x
Table 3: Scheme depicting the observations contained in the training dataset y(k) of the
models Mk used in the pedagogical example of Section 5.3 according to the proportion
Dshared of shared data. The crosses mark the values contained in the domain of each model.
For each value of Dshared, we carried out the domain-corrected procedure detailed in Section 4
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and computed the evidence integrals p(y(k)|Mk) as well as the corrective terms p(y(−k)|y(k)). Also
note that the approximate computation of these terms is more demanding than the computation
of the evidence integrals (8), because it requires integration against a posterior distribution of
parameters.
Dshared Model RMSE p(y
(k)|Mk) p(y(−k)|y(k)) Q0 Q r̂2BMA
0.3
M1 4.69 2.69 · 10−21 2.13 · 10−16
0.03 0.80
0.495
M2 4.68 7.78 · 10−20 9.25 · 10−18 0.494MBMA(Q0) 4.53 - - -MBMA(Q) 3.33 - - -
0.5
M1 4.63 7.79 · 10−20 5.44 · 10−13
0.02 0.61
0.512
M2 4.38 3.29 · 10−18 2.12 · 10−14 0.456MBMA(Q0) 4.29 - - -MBMA(Q) 3.23 - - -
0.7
M1 4.36 3.23 · 10−18 1.13 · 10−8
0.02 0.72
0.593
M2 3.62 1.45 · 10−16 3.49 · 10−10 0.410MBMA(Q0) 3.54 - - -MBMA(Q) 2.78 - - -
Table 4: Summary of the domain corrected BMA analysis in the asymmetric case of the
pedagogical example. The RMSE (in MeV) was calculated based the set of common ob-
servations (x ≤ 5). BMA(Q) and BMA(Q0) represent respectively domain corrected
BMA and BMA with independent model domains. Q denotes the posterior odds ratio
p(y(−1)|y(1))p(M1|y(1))/[p(y(−2)|y(2))p(M2|y(2))] used to draw samples from the mixture dis-
tribution (22) and Q0 is the ratio p(M1|y(1))/p(M2|y(2)). The MSE improvement r̂2BMA is
w.r.t. BMA with domain correction.
Table 4 gives a quantitative summary of the simulation results in the asymmetric scenario, where
the impact of the domain correction is stronger. See Table 7 in the Appendix for the symmetric
case, where the impact of the domain correction is minor due to the symmetry of training data and
the response functions. As expected from our construction, BMA leads to a spectacular decrease
of the square errors by about 50%. The BMA posterior mean estimator outperforms consistently
the estimators from individual models, at all proportions of shared training data. As the overlap
between the two model domains increases, all RMSEs consistently decrease. The same observations
hold in the symmetric case.
Domain corrected BMA (BMA(Q)) has consistently lower RMSE than BMA with independent
model domains (BMA(Q0)) across Dshared. We observe that the values of the corrective factors
increase exponentially towards 1 as Dshared increases; indeed the extreme case Dshared = 1, where
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both models are defined on the same domain, corresponds to the classical BMA framework where no
correction is needed. The odds ratios stay expectedly close to 1, due to the fact that the deviations
from out-of-domain data are comparable across the models under consideration; still the domain-
corrected odds ratio Q has a consistently larger variability than Q0, the difference vanishing as the
proportion Dshared of data shared between the two models increases.
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Figure 2: Posterior mean predictions (with 1-sigma error bars) for the 10 observations y
for the two models in (26) as well as their BMA, with domain correction (BMA(Q)) and
with the assumption of independent model domains (BMA(Q0)). The dashed line segments
represent the translated values of the original observations.
6 Conclusion
Motivated by nuclear physics research problems, we analyzed the Bayesian Model Averaging setup
- the natural Bayesian framework to infer any unknown quantity of interest when several models are
competing. We focused on the specific challenges arising from BMA of computer models such as the
calibration of both computationally inexpensive and expensive models as well as the computation
of the evidence integral in this context. The nuclear physics perspective led us to study the special
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case of averaging models with different domains, which has not been thoroughly explored in the
literature to our knowledge. We also gave a theoretical justification for the use of BMA posterior
mean predictor in terms of PMSE reduction. While this predictor does not guarantee a universal
improvement in predictive ability, on average, it performs at least as well as the best models under
consideration. Finally, we applied the methodology outlined in this paper under several scenarios
that lead to considerable MSE reduction; One simple and transparent exercise of averaging of
proton potentials and a pedagogical example of domain-corrected averaging with synthetic dataset.
We hope that these illustrative examples provide insight into the benefits of BMA and serve as a
”proof of concept.” We also provided a full-scale BMA analysis of 9 state-of-the-art nuclear mass
models.
Fully documented Python code that reproduces all the examples in this paper is available
at https://github.com/kejzlarv/BA_of_computer_models and can be easily modified to serve
practitioners.
There are several opportunities to further explore BMA of computer models, within and beyond
nuclear physics. As any other Bayesian method, it hinges on efficient sampling from posterior
distributions. Direct sampling from the BMA posterior distribution could significantly improve the
ease of implementation. While our theoretical basis for BMA comes from potential reduction of
PMSE, a more universal argument could seek consistency of an estimator of ∆ based on its BMA
posteriors. Finally our domain correction to BMA corresponds to an elementary and constrained
localization. Developing a more elaborated local BMA procedure could answer a wider range of
practical challenges in model mixing.
Acknowledgement. The authors are grateful to Witold Nazarewicz for insightful discussions
on model averaging problems in nuclear physics as well as valuable comments on early versions of
this work.
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Appendix A BMA and prediction error lemma
Lemma. For every λ1, λ2 ≥ 0 satisfying λ1 + λ2 = 1, we have
E[(y∗ − ŷ∗)2|y] = E[(y∗ − λ1ŷ∗1 − λ2ŷ∗2)2|y]− [(λ1 − p1)ŷ∗1 − (λ2 − p2)ŷ∗2]2. (27)
Proof. This follows from taking conditional expectation in the following expression, derived from
standard factorization identities, and notice that the right hand side is y-measurable :
(y∗ − ŷ∗)2 − (y∗ − λ1ŷ∗1 − λ2ŷ∗2)2 = [2y∗ − (λ1 + p1)ŷ∗1 − (λ2 + p2)ŷ∗2][(λ1 − p1)ŷ∗1 + (λ2 − p2)ŷ∗2].
Appendix B Averaging models with different domains:
the general case
Suppose given data (xi, yi)
n
i=1 and K models (Mk)Kk=1, and assume that each modelMk is defined
on a subset x(k) of x. Denote also y(k) the subset of y corresponding to x(k), y(−k) the comple-
mentary subset as well as y() :=
⋂
k y
(k). Suppose naturally that all data locations are in the
domain of at least one model so that y =
⋃
k y
(k). This situation arises naturally in nuclear physics,
where yi is the value of a given observable (e.g. energy) corresponding to a nuclear configuration
xi := (Zi, Ni) and where commonly used models are defined on a restricted nuclear domain where
specific physical interactions prevail.
Note that if the datasets are disjoint, there is simply no basis to compare the models. Given a
set of models, the reader can easily get convinced that one can define a unique minimal equivalence
relationship ? on the models (i.e. with a number of equivalence classes maximal) satisfyingM?M′ if
M andM′ share at least one data point, i.e. M?M′ if and only if there exists r ≥ 0 and a sequence
of models M =:M1,M2, . . . ,Mr :=M′ such that Mi and Mi+1 have a common data point for
each 0 ≤ i < r. The computation of the posterior weights of the models can then be done within
each class of equivalence, and we will therefore assume that there is only one such equivalence class.
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In ’classical’ Bayesian model averaging where all models share the same domain y one can
express the posterior probabilities on the models p(Mk|y) using Bayes formula
p(Mk|y) ∝k p(y|Mk)pi(Mk) (28)
and estimates the evidence integral (Bayes factor) p(y|Mk) as detailed in Section 2.2. In our sit-
uation, however, the model Mk provides an expression p(y(k)|Mk) instead of p(y|Mk, φk), so that
the standard procedure cannot be applied without a further argument.
Starting from (28), we expand p(y|Mk) similarly to the two-model case as
p(y|Mk) = p(y(k), y(−k)|Mk)
= p(y(−k)|y(k),Mk)p(y(k)|Mk).
Instead of setting p(y(−k)|y(k),Mk) = 1 which unsatisfactorily advantages models which withhold’
their predictions at difficult locations (see the example scenarios and discussion in Section 4) our
domain-corrected model averaging estimates
p(y(−k)|y(k),Mk) = p(y(−k)|y(k)).
This yields evidence and posterior weights given respectively by
p(y|Mk) = p(y(−k)|y(k))p(y(k)|Mk) (29)
p(Mk|y) ∝k p(y(−k)|y(k))p(y(k)|Mk)pi(Mk), (30)
similarly to the two-model case. All that is left now is to evaluate the corrective likelihood
p(y(−k)|y(k)).
Letting S be the subset of models constraining y(−k) we can compute the corrective likelihood
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p(y(−k)|y(k)) by conditioning with respect to the model:
p(y(−k)|y(k)) =
p∑
l=1
p(y(−k)|y(k),Ml)pi(Ml)
=
∑
l∈S
p(y(−k)|y(k),Ml)pi(Ml) +
∑
l /∈S
p(y(−k)|y(k))pi(Ml)
=
1∑
l∈S pi(Ml)
∑
l∈S
p(y(−k)|y(k),Ml)pi(Ml)
(a) The simple case is when y(−k) is non-divisible, in the sense that for every l we have y(−k) ⊂ y(l)
ory(−k) ∩ y(l) = ∅: in that case, p(y(−k)|y(k),Ml) and the sum above have explicit expressions.
(b) In the general case some models may be defined only on a strict subset of y(−k). In that case
we have
p(y(−k)|y(k),Ml) = p(y(−k)∩(l), y(−k)∩(−l)|y(k),Ml)
= p(y(−k)∩(l)|y(k),Ml)p(y(−k)∩(−l)|y(k), y(−k)∩(l),Ml)
= p(y(−k)∩(l)|y(k)∩(l),Ml)p(y(−k)∩(−l)|y(l), y(k)∩(−l))
The first term is explicit given a model. Hence we can compute inductively p(y(−k1)∩(−k2)∩...∩(−kq)|ys)
for all q-tuples (k1, . . . , kq) and subset of data y
s ⊂ y with a decreasing recursion on q, where the
first iteration corresponds to the simple case (a).
For practicality purposes it is important to notice that the complexity of the underlying algorithm
is at most exponential in the number of models, where each iteration requires the computation of
a predictive posterior of decreasing subsets of data given decreasing subsets of the data, plus N
computations of corrective likelihoods as in (a), where N is the number of non-divisible subsets.
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Appendix C Examples and applications charts
C.1 Averaging nuclear mass emulators in the Ca region
C.1.1 GP model specifications
Given a theoretical nuclear model yth for the one- and two-neutron separation energies we define
the discrepancy function δ(x) from
y(x) = yth(x) + δ(x), (31)
for x := (Z,N) ranging over the two-dimensional nuclear domain, and model with with the GP
δ(Z,N) ∼ GP(0, kη,ρ{(Z,N), (Z ′, N ′)}), (32)
with mean 0 and quadratic exponential covariance kernel with three parameters
kη,ρ{(Z,N), (Z ′, N ′)} = η2e
− (Z−Z′)2
2ρ2
Z
− (N−N′)2
2ρ2
N , (33)
with Gamma prior distributions
η, ρZ , ρN ∼ Γ(a, 1) (34)
with hyperprior parameters b = 1 and a respectively set to 0.8, 0.5 and 1.8. Viz. supplemental
material to Neufcourt et al. (2019).
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C.1.2 Supplementary figures and tables
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Figure 3: Empirical coverage probability calculated on the independent testing dataset
(AME2016 \ AME2003).
Model posterior weights Errors
S1n (odd N) S2n (even N) Training Testing
Model even Z odd Z even Z odd Z RMSE r̂2BMA RMSE r̂
2
BMA
SkM* 0.000 0.001 0.000 0.000 0.142 0.375 0.925 0.413
FRDM-2012 1.000 0.997 0.900 0.399 0.114 0.031 0.808 0.231
HFB-24 0.000 0.002 0.100 0.601 0.146 0.405 0.806 0.227
MBMA 0.112 - 0.709 -
Table 5: Model posterior weights, RMSE (in MeV) and r̂2BMA values calculated on both
training (AME2003) and testing (AME2016 \ AME2003) datasets, for 3 nuclear mass models.
C.2 Domain-corrected BMA
Table 7 gives a quantitative summary of the simulation results in the symmetric scenario. Figure 4
shows the posterior mean predictions for M1, M2, domain corrected BMA MBMA(Q), and BMA
with independent model domainsMBMA(Q0). These were obtained for the pedagogical example 5.3
using the domain correction developed in Section 4. The RMSE for both BMA(Q0) and BMA(Q)
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Sample Size
S1n (odd N) S2n (even N)
Dataset even Z odd Z even Z odd Z
AME2003 41 31 39 28
AME2016 \ AME2003 3 3 3 5
Table 6: Sample size breakdown for the training (AME2003) and testing (AME2016 \
AME2003) datasets of nuclear separation energies in the Calcium region, according to Z
and N parities.
is almost identical here (up to a roundoff error) due to the symmetric nature of both training
dataset y(k) and the response functions (26).
Dshared Model RMSE p(y
(k)|Mk) p(y(−k)|y(k)) Q0 Q r̂2BMA
0.2
M1 4.69 2.78 · 10−21 1.98 · 10−19
1.02 0.96
0.512
M2 4.58 2.73 · 10−21 2.11 · 10−19 0.488MBMA(Q0) 3.28 - - -MBMA(Q) 3.28 - - -
0.4
M1 4.64 7.99 · 10−20 4.33 · 10−16
1.01 1.10
0.511
M2 4.53 7.95 · 10−20 3.96 · 10−16 0.486MBMA(Q0) 3.24 - - -MBMA(Q) 3.25 - - -
0.6
M1 4.37 3.32 · 10−18 8.59 · 10−12
1.01 1.11
0.504
M2 4.33 3.29 · 10−18 7.84 · 10−12 0.495MBMA(Q0) 3.07 - - -MBMA(Q) 3.08 - - -
0.8
M1 3.61 1.45 · 10−16 2.99 · 10−6
1.02 1.03
0.509
M2 3.56 1.42 · 10−16 2.98 · 10−6 0.495MBMA(Q0) 2.53 - - -MBMA(Q) 2.53 - - -
.
Table 7: Summary of the domain corrected BMA analysis in the asymmetric case of the
pedagogical example. The RMSE (in MeV) was calculated based the set of common ob-
servations (x ≤ 5). BMA(Q) and BMA(Q0) represent respectively domain corrected
BMA and BMA with independent model domains. Q denotes the posterior odds ratio
p(y(−1)|y(1))p(M1|y(1))/[p(y(−2)|y(2))p(M2|y(2))] used to draw samples from the mixture dis-
tribution (22) and Q0 is the ratio p(M1|y(1))/p(M2|y(2)). The MSE improvement r̂2BMA is
w.r.t. BMA with domain correction.
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Figure 4: Posterior mean predictions (with 1-sigma error bars) for the 10 observations y
for the two models in (26) as well as their BMA, with domain correction (BMA(Q)) and
with the assumption of independent model domains (BMA(Q0)). The dashed line segments
represent the translated values of the original observations.
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