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Abstract
The next generation of telescopes will usher in a new era of precision cosmology capable
of determining key parameters of a cosmological model to percent level and beyond. For
this to be effective, the theoretical model must be understood to at least the same level of
precision. A range of subtle physical spacetime effects remain to be explored theoretically,
for example, the effect of backreaction on cosmological observables. A good understand-
ing of this effect is paramount given that it is a consequence of any space-time theory of
gravity. We provide a comprehensive study of this effect from the perspective of geomet-
ric averaging on a hyper-surface and averaging on the celestial sphere. We concentrate on
Friedmann-Lemaitre-Robertson-Walker spacetime with small perturbation up to non-linear
order . This enables us to quantify by how much this effect could change the standard model
interpretation of the universe. We study in great detail key parameters of the standard
model, Hubble rate, deceleration parameter and area distance. We find that the Hubble rate
depends on the choice of definition of the Hubble rate and the spatial surface on which the
average is performed. Within the ΛCDM model, the backreaction effect on the background
Hubble rate is of order 1% at a scale of 100 Mpc, and much less on larger scales. We find
that for the deceleration parameter adapted to observation, the perturbation theory gives
divergent answers in the UV and corrections to the background are of order unity or more
depending on the choice of UV cut-off. For the area distance, we identify a range of new
lensing effects, which include: double-integrated and nonlinear integrated Sach-Wolfe con-
tributions, transverse Doppler effects in redshift space distortions, lensing from the induced
vector mode and gravitational wave backgrounds, in addition to lensing from the second-
order potential and we also identify a new double-coupling between the density fluctuations
integrated along the line of sight, and gradients in the density fluctuations coupled to trans-
verse velocities along the line of sight. We conclude that the precision cosmology would be
unsuccessful without the effect of backreaction being properly taking into account in param-
eter estimation. Also we need to re-think our theoretical approach to sub-horizon universe
because un-renormalized perturbation theory appear not to be working.
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Chapter 1
Origin of Structures within the
Standard Model
1.1 Introduction
The cosmological principle supported by ‘Occam’s razor’ is one of the fundamental pillars
of modern cosmology. It puts strong constraints on the type of spacetime and matter field
that could describe the universe on large scales. The two key constraints are [2]:
• when the universe is averaged over sufficiently large scales, the mean motion of radia-
tion and matter in the Universe with respect to all averaged observable properties are
isotropic. This implies that every observable must be rotationally invariant on large
scales.
• all fundamental observers experience the same history of the Universe, i.e. the same
averaged observable properties, provided they set their clocks suitably. Such a Universe
is called observer-homogeneous. This means that the statistical property of observable
must be translationally invariant.
The biggest observational support for the isotropy constraint comes from the Cosmic Mi-
crowave Background radiation (CMB) [3, 4] and the ability to understand small angular scale
physics of the CMB using the linear theory provides support for large scale homogeneity in
the early universe.
The isotropy constraint requires that clocks be synchronised such that the metric tensor
vanish, g0i = 0 for the spacetime in comoving cordinates. The only metric that satisfies these
constraints is the Friedmann-Lematre-Robertson-Walker-metric(FLRW) and it is given by
d s2 = −d t2 + a(t)2 [dχ2 + f 2K(χ) (d θ2 + sin2 θdφ2)] , (1.1)
1
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1.1. Introduction 2
where
fK(χ) =

K−
1
2 sin
(
K
1
2χ
)
(K > 0)
χ (K = 0)
(−K) 12 sinh
[
(−K) 12χ
]
(K < 0)
,
with fK(χ) and K
− 1
2 having the dimensions of length and the constraints also require that
the 4-velocity of the comoving observer be given by ua = (1/a, 0, 0, 0). If we define the radius
of the 2-shpere as fK(χ) = r, then equation (1.1) has an alternative form,
d s2 = −d t2 + a2(t)
[
d r2
1−Kr2 + r
2(d θ2 + sin2 θdφ2)
]
. (1.2)
Here a(t) is the scale factor, t is the cosmic time and the constant K is the mean-spatial
curvature of the hyper-surface or the spatial surface. It could take a positive, zero, or a
negative value, where each K value corresponds respectively to closed (elliptic), flat, or open
universe (hyperbolic). Transformation to more user-fri ndly conformal time is achieved by
rescaling d t = ad η. The evolution of the scale factor is determined by the Einstein equations
of general relativity [5]
Gab ≡ Rab − 1
2
gabR = 8piGTab − Λgab, (1.3)
where Rab, R, Tab, and G are the Ricci tensor, Ricci scalar, energy momentum tensor,
gravitational constant, respectively. Λ is the cosmological constant. The metric (1.2) admits
a perfect fluid and it is given by the energy-momentum tensor
Tab = (ρ+ p)uaub + pgab , (1.4)
where ρ and p are the energy density and pressure of the universe. Contracted Bianchi
identity requires that the divergence of Tab vanishes, resulting in a conservation equation for
the matter field,
∇cT cb = 0, (1.5)
where ∇ denotes the covariant derivative associated with the metric gab. Computing the
Einstein tensor Gab from the metric given in equation (1.2) and substituting the energy-
momentum tensor (1.4) into equation (1.3) gives a system of equations that govern the
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1.1. Introduction 3
evolution of the scale factor and the energy density:
H2 =
8piGρ
3
− K
a2
, (1.6)
a¨
a
= −4piG
3
(ρ+ 3p) , (1.7)
ρ˙ = −3H (ρ+ p) , (1.8)
where the first, second and the third equations are the Friedmann equation, the Raychudhuri
equation and the energy conservation equation respectively. We have also defined the Hubble
parameter as H ≡ a˙/a. Assuming that matter in the universe could be characterized as a
barotropic fluid, its equation of state is given by p = wρ. If the universe is dominated by
a non relativistic matter we have w ' 0, by a gas of relativistic particles, w = 1/3 and
by a cosmological constant, w = −1. The evolution of the scale factor and the energy
density in different universe scenarios is given in Table 1.1. In our universe, several species
w ρ(a) a(t) a(η) ηini
Radiation dominated 1/3 a−4 t1/2 η 0
Matter dominated 0 a−3 t2/3 η2 0
curvature dominated - a−2 t eH0Ω
1/2
k η −∞
Λ dominated −1 a0 eHt −η−1 −∞
Table 1.1: Possible FLRW solutions with one form of fluid dominating the energy budget.
ηini is the conformal time at the early time.
with different equations of state coexist, and it has become customary to characterize their
relative contributions by the dimensionless parameters
Ω(i) ≡
8piGρ(i)
3H20
, (1.9)
where the ρ(i) denotes the present energy densities of the various species (for example Ωm
stands of contribution from non-relativistic matter) and H0 is today’s Hubble parameter.
The current best fit parameters for the observable universe is given in Table 1.2: Applying
equation (1.9) to equations (1.6) and (1.8), the Hubble rate and the Raychaudhuri equation
become
H2(z) = H20
[
(1 + z)4Ωr,0 + (1 + z)
3Ωm,0 + (1 + z)
2ΩK,0 + ΩΛ,0
]
, (1.10)
q =
1
2
(Ωm + 2Ωr − 2ΩΛ) , (1.11)
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1.1. Introduction 4
where q is the declaration parameter and we have introduced the redshift z,which characterize
the change of a signal emitted by a source with a 4-velocity uas , e.g a galaxy (here denoted
as ‘s’) and the signal measured by an observer with 4-velocity uao
(1 + z) =
(kau
a)o
(kbub)s
=
λo
λs
=
a0
a
. (1.12)
Here ka is the photon 4-vector or a tangent vector to the photon geodesic. For H(zo) = H0
and using equation (1.10) the constant mean curvature may be defined in terms of energy
density parameter for different specie
K = H0
2 (Ωr0 + Ωm0 + ΩΛ0 − 1) , (1.13)
where we have set the scale factor today to to unity (a0 = 1). In a matter dominated
universe, the dimensionless energy density parameter for the non-relativistic matter and the
cosmological constant may be written as
Ωm(z) =
8piGρ0a
−3
3H 2(z)
=
Ωm0(1 + z)
3
[(1 + z)4Ωr,0 + (1 + z)3Ωm,0 + (1 + z)2ΩK,0 + ΩΛ,0]
, (1.14)
ΩΛ(z) =
Λ
3H 2(z)
=
ΩΛ
[(1 + z)4Ωr,0 + (1 + z)3Ωm,0 + (1 + z)2ΩK,0 + ΩΛ,0]
. (1.15)
1.1.1 Distances in Standard Cosmology
The comoving coordinate distance, χ, which characterizes the distance between two points
measured along a path defined at the present cosmological time may be derived from equation
(1.1)
χ(z) =
1
a0H0
∫ z
0
d z′√
Ωm,0(1 + z′)3 + Ωr,0(1 + z′)4 + ΩΛ,0 + ΩK,0(1 + z′)2
, (1.16)
The area distance and the luministy distance follow directly from equation (1.16) with some
assumptions about the observed luminosity
DL(z) = (1 + z)f(χ(z)) , DA(z) =
1
(1 + z)
f(χ(z)) . (1.17)
Notice the duality relation DL = (1 + z)
2DA. In general, the area distance is given by
DA =
1
(1 + z)H0
√−Ωk
sin
(√
−ΩK
∫ z
0
d z′
h(z′)
)
, (1.18)
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where
h(z) =
H(z)
H0
=
√
[(1 + z)4Ωr,0 + (1 + z)3Ωm + (1 + z)2ΩK,0 + ΩΛ,0] . (1.19)
In an Einstein de Sitter universe (Ωm,0 = 1,Ωr,0 = 0,ΩΛ,0 = 0), equation (1.18), may be
integrated to give
DA(z) =
2
H0(1 + z)
[
1− (1 + z)− 12
]
. (1.20)
Observationally the luminosity distance is given as a distance modulus
µ0 = m−M = 5 log
(
DL
Mpc
)
, (1.21)
where the apparent magnitude m and the absolute magnitude M are logarithmic measure
of flux and luminosity respectively.
Class Parameter WAMP 7-year ML Class Parameter WAMP 7-year ML
Primary 100Ωbh
2 2.270 Derived σ8 0.803
Ωch
2 0.1107 H0 71.4km/s/Mpc
ΩΛ 0.738 Ωb 0.0445
ns 0.969 Ωc 0.217
τ 0.086 Ωmh
2 0.1334
∆2R(k0)
c 2.38× 10−9 zreion. 10.3
t0 13.71 Gyr
Table 1.2: The summary of maximum likelihood cosmological parameters for the ΛCDM
model. Here the superscript c stands for the estimation performed for ∆2R(k) =
k3PR(k)/(2pi2) with k0 = 0.002 Mpc−1 and b represents the mean of the poste-
rior distribution
1.1.2 The Inevitability of an ultra-rapid expansion
Although very successful in some aspects of its attempt to describe the universe, the standard
Big Bang picture of the universe suffered from a couple of problems so much so that in less
than four decades was almost unappealing despite its initial successes. The major reason for
some of these problems is that for normal matter, only decelerating expansion is possible.
An attempt to find a solution to some of the problems requires that the universe at a certain
stage in its evolution underwent an ultra-rapid expansion. Some of they problems include
• Horizon Problem: This is a problem associated with the fact that different patches in
the sky that are just entering the Hubble volume, (aH)−1, do not have enough have
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
1.1. Introduction 6
time to interact in the past within the standard Big Bang theory, because the physical
distance or the comoving particle horizon between them was very short. The comoving
particle horizon is the maximum causal distance within which particles can exchange
information at the speed of light, This implies that if this distance was smaller than
the comoving Hubble radius, (aH)−1 in the past, the two particles could never have
communicated in the past.
Yet the CMB we observe today show that different patches in the sky appear to have
had enough time to talk to each other at the time of last scattering when they were
first emitted.
Mathematically, the maximum causal distance between particles is given by
τ ≡
∫ t
0
d t′
a(t′)
=
∫ a
0
d a
Ha2
=
∫ a
0
d ln a
(
1
aH
)
, (1.22)
For a perfect fluid dominated universe, the comoving Hubble rate depends on the
equation of state parameter, w, according to (aH)−1 = H−10 a
1
2
(1+3w) . In a standard
Big Bang scenario, with the equation of state parameter, w>∼0, the fraction of the
universe in causal contact also grows with time τ ∝ a 12 (1+3w) . This shows that the
size of the comoving horizon increases monotonically with time, hence the comoving
horizon was very small in the past.
A simple fix to this problem looking at equation (1.22) will be to find a way to get
the comoving Hubble radius, (aH)−1, to shrink or keep H constant at the early time
before decoupling, so that the particle could communicate and after the standard big
bang evolution continues.
• Flatness problem: The universe we observe today appear to be well-described by a flat
Euclidean space. However, according to the standard model where
1− Ω(a) = −K
(aH)2
, (1.23)
this is unlikely, because the comoving Hubble radius, (aH)−1, increases with time
and equation. (1.23) says that the quantity |Ω − 1| must diverge with time. Thus
the critical value Ω = 1 or the condition for flatness within the standard model is
an unstable fixed point. In fact the universe was flat even at the time of Big Bang
Nucleosynthesis (BBN), |Ω(aBBN)− 1| ≤ O(10−16)
In order to reconcile with the standard Big Bang cosmology, the comoving Hubble
radius has to decrease at early time so that it drives the universe toward flatness.
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• The origin of large-scale structure in the universe:
We see structures (galaxies and clusters of galaxies) in the sky, even up to the largest
possible scale. The general understanding is that these structures formed via gravita-
tional instability from some seed perturbations. The origin of these seed perturbations
was not predicted by the standard Big Bang model. Also the existence of these struc-
tures on large-scale is also unlikely within the standard model because the particle
horizon was very small in the past.
A fix to the problem of initial condition for structure formation will be to require that
the comoving horizon decreases or that the Hubble rate remains constant at some early
time, so that the required perturbations could be generated by a quantum mechanical
process on the sub-horizon scale, which then exit the horizon once the Hubble radius
becomes smaller than their comoving wavelength. At the superhorizon scale, they
become classical perturbations that will in turn re-enter the horizon in the subsequent
evolution of the universe to provide the seed fluctuations that would form the large-
scale structure we see today through gravitational collapse [6].
• Monopole Problem:
The early universe had more particle symmetries than what exist today. This implies
that some of these symmetries were broken at some point during the evolution of the
universe. Most particle Physics models predict that whenever a symmetry is broken,
some exotic particles are created, for example Monopole, Domain walls, etc. Most of
these particles evolve like normal matter (i.e protons) but with energy density signif-
icantly larger than that of the normal matter. This implies that if they were created
large enough in the early universe, their presence would have forced the universe to
re-collapse.
But if there was a period of rapid expansion in the early universe, these particles would
be redshifted away.
Finally, to solve all these problems, all that is needed is to find a mechanism that would
effectively shrink the size of the comoving Hubble radius, (aH)−1 during a brief period in
the early time and returns the evolution back to the standard Big Bang model afterwards.
One mechanism that elegantly realizes this is called cosmic Inflation.
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
1.2. A Brief Period of Accelerated Expansion 8
1.2 A Brief Period of Accelerated Expansion
The key requirement from any mechanism that will solve the problems above is that the
Hubble volume shrinks d (aH)−1/d t < 0 and from equation (1.8), the Hubble volume is
related to the accelerated expansion d (aH)−1/d t = −a¨/(aH)2 , therefore the decrease in
comoving Hubble radius implies an accelerated expansion d2a/dt2 > 0 . Using the Ray-
chaudhuri equation (1.8), an accelerated expansion puts a constraint on the equation of
state of the required matter, p < −1
3
ρ , thus, matter with a negative pressure is needed to
achieve an accelerated expansion. A negative pressure matter violates the strong energy
condition (SEC), but does not undermine the elegance of this mechanism because it does
not violate causality for particle interactions.
The action of a single scalar field φ hereafter called the inflaton, minimally coupled to
gravity is given by
S =
∫
d 4x
√−g
[
1
2
R +
1
2
gµν∂µφ ∂νφ− V (φ)
]
= SEH + Sφ . (1.24)
where SEH is the action of the gravitational field, the gravitational field is described by
general relativity, and Sφ is the action of a scalar field with canonical kinetic term and a
potential term. The potential V (φ) describes the self-interactions of the scalar field. The
variation of the action, Sφ, with respect to the metric gives the energy-momentum tensor
for the scalar field
T (φ)µν ≡ −
2√−g
δSφ
δgµν
= ∂µφ∂νφ− gµν
(
1
2
∂σφ∂σφ+ V (φ)
)
. (1.25)
and variation with respect to the inflation gives the equation of motion for φ
δSφ
δφ
=
1√−g∂µ(
√−g∂µφ) + dV
dφ
= 0 , (1.26)
It is possible to deduce the energy density and pressure associated with the energy-momentum
tensor T
(φ)
µν by comparing equation (1.25) with the general expression for the energy-momentum
tensor for a perfect fluid (equation (1.4))
ρφ =
1
2
φ˙2 + V (φ) +
1
2
(~∇φ)2, (1.27)
pφ =
1
2
φ˙2 − V (φ)− 1
6
(~∇φ)2 . (1.28)
Specializing to the case of a homogeneous field φ(t,x) ≡ φ(t), leads to an equation of state
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1.2. A Brief Period of Accelerated Expansion 9
for φ
wφ ≡ pφ
ρφ
=
1
2
φ˙2 − V
1
2
φ˙2 + V
, (1.29)
Equation (1.29) shows that an inflaton can lead to a shrinking Hubble sphere if the potential
energy term, V (φ), dominates over the kinetic energy, 1
2
φ˙2, that is whenever V > 1
2
φ˙2, imply-
ing that a negative pressure (wφ < 0) dominates and expansion of the universe accelerates
(wφ < −1/3).
1.2.1 Conditions for a Slow-Roll Inflation
The evolution of a homogeneous inflaton on an FLRW spacetime is determined by
φ¨+ 3Hφ˙+
dV
dφ
= 0 , (1.30)
H2 =
1
3
(
1
2
φ˙2 + V (φ)
)
, (1.31)
a¨
a
= −1
6
(ρφ + 3pφ) = H
2(1− ε) , (1.32)
where
ε ≡ 3
2
(wφ + 1) =
1
2
φ˙2
H2
. (1.33)
Equation (1.32) is the acceleration equation for a universe dominated by a homogeneous
inflaton field. For large φ˙, equation (1.30) shows that the inflaton experiences significant
Hubble friction from the term Hφ˙ slowing down the rate of expansion. The slow-roll param-
eter ε is related to the evolution of the Hubble parameter
ε = − H˙
H2
= −d lnH
dN
, (1.34)
where dN = Hd t. To drive the universe through an accelerated expansion phase, ε must
be less than one (ε < 1). As pφ → −ρφ, the spacetime tends to a de Sitter limit, which
corresponds to ε → 0. In this case, the potential energy dominates over the kinetic energy,
φ˙2  V (φ) . Inflation occurs if the inflaton is evolving slow enough that the potential energy
dominates the kinetic energy, and φ¨ is small enough to allow this slow-roll condition to be
maintained for a sufficient period. Thus, inflation requires
φ˙2  V (φ) (1.35)
|φ¨|  |3Hφ˙| & |dV (φ)
dφ
| . (1.36)
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Accelerated expansion will only be sustained for a sufficiently long period of time if the
second time derivative of φ is small enough and
this requires smallness of a second slow-roll parameter
η = − φ¨
Hφ˙
= ε− 1
2ε
d ε
dN
, (1.37)
where the condition, |η| < 1 ensures that the fractional change of ε per e-fold is small. The
number of e-folds before inflation ends is given by
N(φ) ≡ ln aend
a
=
∫ tend
t
Hd t =
∫ φend
φ
H
φ˙
dφ ≈
∫ φ
φend
V
V,φ
dφ . (1.38)
To solve the horizon and flatness problems requires that the total number of inflationary
e-folds exceeds about 60,
Ntot ≡ ln aend
astart
& 60 . (1.39)
The precise value depends on the energy scale of inflation and on the details of reheating after
inflation. The fluctuations observed in the CMB anisotropies are created by Ncmb ≈ 40− 60
e-folds before the end of inflation.
1.2.2 Other Approaches to Inflation
There are other approaches towards realizing inflation in the early universe that deviate
slightly from the general well-behaved canonical kinetic term and minimally coupled single
field inflation, they include: Gauge Inflation [7–10] , Non-minimal coupling to gravity, Non-
canonical kinetic term, for example DBI inflation etc. There are also alternatives to inflation:
these are possibilities that could potentially lead to the type of universe we observed today
that do not involve any kind of accelerated expansion by a scalar field minimally coupled to
general relativity. They include: Ekyrotic/Cyclic Universe, Conformal Cyclic cosmology and
a group of Modified gravity theories such as higher derivative gravity and a class of f(R,G,T)
theories. Other groups with link to quantum gravity include: Horava-Lifzshit gravity (the
Lorentz invariance is broken to retain high energy renormalizability), Brane Collision (String
theory inspired approach where the present universe might be a product of high energy
collision of two branes in the past), Supergravity inflation (most Supergravity theories live
in higher dimensions, their dimensional reduction could provide a fundamental scalar field
that drives the accelerated expansion of the universe), String or M-Theory inspired approach
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1.3. Quantum Origin of cosmological Structures 11
(M-theory is a theory of quantum gravity, hence could naturally provide a consistent guideline
not only on inflation but on the initial conditions of the universe [11, 12]), etc.
1.3 Quantum Origin of cosmological Structures
The density inhomogeneities we observed today were seeded by the initial vacuum quantum
fluctuations of the inflaton in the sub-horizon region and were stretched out of the horizon
where they got converted to classical cosmological perturbations before re-entry into the
horizon [13, 14]. The detail of this scenario is given below:
1.3.1 Origin of Curvature Perturbations
The necessary part of the action for curvature perturbations, R, is given by [15]
S =
1
2
∫
d τd 3x
[
(v′)2 + (∂iv)2 +
z′′
z
v2
]
(1.40)
v ≡ zR , with z2 ≡ a2 φ˙2
H2
= 2a2ε , and we have switched to conformal time with a notation
τ to avoid confusion with the slow-roll parameter. In Fourier space the equation of motion
from (equation (1.40)), is given by
v′′k +
(
k2 − z
′′
z
)
vk = 0 . (1.41)
Equation (1.41) resembles that of a harmonic oscillator with a time dependent mass. In de
Sitter space (z′′/z = a′′/a = 2τ 2), the general solution is given by
vk =
√
1
2k
(
1− i
kτ
)
e−ikτ , (1.42)
where we have selected the mode that matches the Minkowski vacuum, i.e Bunch-Davies
vacuum. The power spectrum in quasi-de Sitter space time for the field ψk (ψˆk ≡ a−1vˆk) [6],
〈ψˆk(τ)ψˆk′(τ)〉 → (2pi)3δ(k + k′)H
2
2k3
. (1.43)
where we have taken the superhorizon limit, |kτ |  1. We have also used the generic
quantization technique to arrive at equation 1.43. Equation. (1.43), allows to calculate the
power spectrum of the curvature perturbation R = H
φ˙
ψ at horizon crossing, a(t?)H(t?) = k,
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〈Rk(t)Rk′(t)〉 = (2pi)3δ(k + k′)H
2
?
2k3
H2?
φ˙2?
= (2pi)3δ(k + k′)PR(k) , (1.44)
From equation 1.44 dimensionless power spectrum may also be defined in terms of PR(k)
∆2R(k) ≡
k3
2pi2
PR(k) . (1.45)
1.3.2 Gravitational Wave: Tensor Perturbations
The action for tensor fluctuations is given by
S =
M2pl
8
∫
d τdx3a2
[
(h′ij)
2 − (∂lhij)2
]
, (1.46)
where hij a rank two trace-less tensor which denotes the gravitational waves and the prime
′
denotes derivative with respect to the conformal time. hij may be expanded in Fourier space
as.
hij =
∫
d 3k
(2pi)3
∑
s=+,×
qsij(k)h
s
k(τ)e
ik·x , (1.47)
where qii = k
iqij = 0 and q
s
ij(k)q
s′
ij(k) = 2δss′ . It is convenient to re-define, v
s
k ≡ a2Mplhsk , so
that the action becomes
S =
∑
s
1
2
∫
d τd 3k
[
(vsk
′)2 −
(
k2 − a
′′
a
)
(vsk)
2
]
, (1.48)
After going through a similar quantization procedure in the scalar field case, the dimen-
sionless power spectrum of the two polarization states of tensor fluctuations is given by
∆2T = 2∆
2
h(k) =
2
pi2
H2?
M2pl
, (1.49)
where ∆2T stands for the dimensional power spectrum for two polarization states of the
gravitational waves while ∆2h(k) is the dimensional power spectrum for a single polarization
state.
1.3.3 Interesting Things for Observation
• Tensor-to-Scalar ratio:
The tensor-to-scalar ratio provides a link to directly measure the energy scale of infla-
tion. It relies on the link between the tensor power spectrum and the inflaton potential,
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∆2T ∝ H2 ≈ V , so that given the tensor-to-scalar ratio
r ≡ ∆
2
T(k)
∆2R(k)
, (1.50)
and assuming a nearly scale-invariant scalar power spectrum, the height of the inflaton
potential may be written in terms tensor-to-scalar ratio
V 1/4 ∼
( r
0.01
)1/4
1016 GeV . (1.51)
If the tensor-to-scalar ratio, r ≥ 0.01, this implies that inflation happened at the GUT
scale energies.
• Number of e-folding: The power spectra of the scalar and tensor fluctuations created
by inflation are given by
∆2R(k) ≡ ∆2R(k) =
1
8pi2
H2
M2pl
1
ε
∣∣∣∣∣
k=aH
, (1.52)
∆2T(k) ≡ 2∆2h(k) =
2
pi2
H2
M2pl
∣∣∣∣∣
k=aH
, (1.53)
tensor-to-scalar ratio evaluated at the horizon crossing k = aH is related to one of the
slow-roll parameters through
r ≡ ∆
2
T
∆2R
= 16 ε? . (1.54)
where
ε = −d lnH
dN
. (1.55)
Hence, tensor-to-scalar ratio provides a constraint on the number of e-foldings a single
inflaton field could generate.
• Scale-Dependence of power spectrum
The scale dependence of the spectra follows from the time-dependence of the Hubble
parameter and is quantified by the spectral indices
nR − 1 ≡ d ln ∆
2
R
d ln k
, nT ≡ d ln ∆
2
T
d ln k
. (1.56)
a short derivation shows that the spectral indices relate to the first order Hubble slow-
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roll parameters according to
nR − 1 = 2η? − 4ε? , (1.57)
nT = −2ε? . (1.58)
These imply that any deviation from perfect scale-invariance (nR = 1 and nT = 0)
provides an indirect window to probe the inflationary dynamics as quantified by the
parameters ε and η.
• Inflationary Potential
In the slow-roll approximation the Hubble and potential slow-roll parameters are re-
lated as follows
ε ≈ v , η ≈ ηv − v . (1.59)
where v = V,φ and ηv = V,φφ. It is possible to express the scalar and tensor spectra
purely in terms of V (φ) and v (or V,φ)
∆2R(k) ≈
1
24pi2
V
M4pl
1
v
∣∣∣∣∣
k=aH
, ∆2R(k) ≈
2
3pi2
V
M4pl
∣∣∣∣∣
k=aH
. (1.60)
Using equation (1.59), we notice that the scalar spectral index is given by nR − 1 =
2η?v − 6?v , while the tensor spectral index is given by nT = −2?v , and the tensor-to-
scalar ratio then becomes
r = 16?v . (1.61)
We see that single-field slow-roll models satisfy a consistency condition between the
tensor-to-scalar ratio r and the tensor tilt nT
r = −8nT . (1.62)
Within the slow-roll approximation, measurements of the scalar and tensor spectra
relate directly to the shape of the potential V (φ), therefore, measurement of the am-
plitude and the scale-dependence of the cosmological perturbations encode information
about the potential driving the inflationary expansion.
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1.4 Non-Gaussian Signature in Cosmological Observ-
ables
There are various sources that could contribute a non-Gaussian signal to any cosmological
observation. The major sources include:
• Primordial non-Gaussianity
This is non-Gaussianity in the primordial curvature perturbtion R or the gravitational
waves produced in the very early universe by inflation.
• Second-order non-Gaussianity
This type of non-Gaussianities may be generated when perturbations which have exited
the horizon, re-enters and due to non-linearity of gravitational field equations, they get
amplified.
• Secondary non-Gausssianity
Non-Gaussianity generated by ‘late’ time effect after recombination, for instance weak
gravitational lensing. This is likely to be the dominant source of non-gauassianity in
the large scale structure surveys.
• Foreground non-Gaussianty
This form of non-Gaussianity mainly get imprinted in the CMB signal due to back-
ground Galactic and extra-Galactic sources.
To properly extract non-Gaussian signal from observation, it is crucial we understand prop-
erly the signatures of each source of non-Gaussianity on the observed signal. Our interest
is on primordial non-Gaussianity and there are plausible mechanisms to generate it, they
include:
• Self-interaction of the inflaton field: Self-interaction of the inflaton field generate non-
Gaussianities on subhorizon scales which gets amplified through its coupling to the
metric perturbations.
• Multi-field inflation field: In the multi-field case, non-Gaussianities are generated on
superhorizon scales either during or after inflation. This is mainly due to non-linear
coupling of the scalar field to gravitational field. Since they are generated on super-
horizon scales, the mechanism involved is classical, which is opposite to non-Gassianity
generated from self-interation of the inflation field.
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• Subtle Mechanisms: Other subtle mechanisms that could produce a detectable amount
of primordial non-Gaussianity include: the violation of the slow-roll condition, non-
canonical kinetic energy term, deviation of the initial vacuum state from the Bunch-
Davies vacuum.
For a single field inflation scenario, presence of non-Gaussianity will induce corrections
to a Gaussian inflaton fluctuation and the gravitational potential Φ ( or Rk). This may
be estimated by evaluating the coupling between Φ and the inflaton fluctuation at horizon
crossing [16]
Φ(x) =
12piG
5
∫ φ0+δφ
φ0
[
∂ lnH
∂φ
]−1
dφ ,
≈ 12piG
5
[
∂ lnH
∂φ
]−1
δφ+
6piG
5
∂
∂φ
[
∂ lnH
∂φ
]−1
δφ2
+
2piG
5
∂2
∂φ2
[
∂ lnH
∂φ
]−1
δφ3 +O(δφ4). (1.63)
The gravitational potential (or the Bardeen potential, Newtonian curvature) may also be
expanded locally in real space according to
Φ(x) = Φg(x) + f1
(
Φ2g(x)− 〈Φ2g(x)〉
)
+ f2Φ
3
g(x) +O(Φ4g), (1.64)
Comparing the leading order term in the expansion of equation (1.63) to the leading or-
der term in equation (1.64), we notice immediately that Φg(x), carries Gaussian random
fluctuations from δφ. The higher order terms can then be written as
f1 = −5
6
1
8piG
∂2 lnV
∂φ2
,
f2 =
25
54
1
(8piG)2
[
2
(
∂2 lnV
∂φ2
)2
− ∂
3 lnV
∂φ3
∂ lnV
∂φ
]
, (1.65)
where V (φ) is the inflaton potential and f1 corresponds to the so-called fNL parameter while
f2 corresponds to the gNL parameter. Equation (1.64) may also be written in terms of the
curvature perturbation (Φ = (3/5)Rg). Equation (1.63) may also be written in terms of the
number of e-foldings. For a single field inflation, non-linearity parameters may be written in
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terms of the slow-roll parameters
fNL =
5
6
(η − 2) (1.66)
gNL =
25
54
(
2η − 2η2 + ξ2) (1.67)
1.4.1 Primordial Curvature Bispectrum
Assuming statistical homogeneity and isotropy, the functional form of the bispectrum of the
primordial gravitational potential is given by
〈Φ(k1)Φ(k2)Φ(k3)〉 = (2pi)3δD(k1 + k2 + k3)BΦ(k1, k2, k3) (1.68)
where BΦ(k1, k2, k3) is the spatial bispectrum of the gravitational potential. Its actual form
depends on the details of the mechanism that generates the primordial fluctuations. The
delta function in equation (1.68) enforces that the three wave number vectors form a closed
triangle. Depending on the inflation models, the maximal signals arise from several triangle
configurations. The shape and amplitude bispectrum is determined through the function
F λ1λ2λ3(k1, k2, k3)(k2/k1)
2(k3/k1)
2 which in most cases is plotted as a function of k2/k1 and
k3/k1 for k3 ≤ k2 ≤ k1 . The limits on the magnitude of k1, k2, k3 determine various shapes
of the triangles, for example squeezed limit (k1 ≈ k2  k3), elongated (k1 = k2 + k3), folded
(k1 = 2k2 = 2k3), isosceles (k2 = k3), and equilateral (k1 = k2 = k3). thus, specifying the
shape of the non-Gaussianity is a powerful probe of the exact mechanism that lead to the
primordial fluctuations [17, 18].
1.4.2 Shapes and Amplitude of Non-Gaussanity:Bispectrum
• Local Shape: Here the primordial gravitational potential Φ is generated by a local
quadratic expansion in real space is given by equation (1.64). The dimensionless
constant fNL sets the magnitude/amplitude of the bispectrum and non-gaussianity
is localized at a given point in real space and fNL → f localNL (a local type nonGaussian-
ity). The first signal for the bispectrum comes from the lowest order terms of this
kind 〈φ(1)φ(1)φ(2)〉. Using equations (1.68) and (1.64) and Wick’s theorem, the local
bispectrum is given by
BΦ(k1, k2, k3) = f
local
NL F
local(k1, k2, k3), (1.69)
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where
F local(k1, k2, k3) = 2
[
PΦg(k1)PΦg(k2) + PΦg(k1)PΦg(k3) + PΦg(k2)PΦg(k3)
]
(1.70)
= 2∆2R ·
(
1
(k1k2)3−(ns−1)
+
1
(k1k3)3−(ns−1)
+
1
(k2k3)3−(ns−1)
)
where PΦ(k) is the gravitational potential power spectrum, defined through
〈Φg(k1)Φg(k2)〉 ≡ δ3
(
k1 + k2
)
PΦg(k1) = δ
3
(
k1 + k2
)
∆R · k−3+(ns−1) (1.71)
with scalar amplitude ∆R and the spectral index ns. The bispectrum of the local non-
Gaussianity is largest in the squeezed limit: k3  k1 ≈ k2 with the momenta ordered
such that k3 ≤ k2 ≤ k1. In slow-roll single scalar field inflation, f localNL is relatively very
small due to suppression by the slow-roll parameters [15]. There exits a consistency
relation for a single field slow-roll inflation between local f localNL and the spectral index,
ns
f localNL =
5
12
(1− ns) , (1.72)
for ns = 0.963 we have f
local
NL = 0.015. f
local
NL could be large in a multi-field inflationary
case [19–26].
• Equilateral Shape: The equilateral shape bispectrum is given by [27]
F eq(k1, k2, k3) = 6∆
2
R ·
[(
− 1
(k1k2)3−(ns−1)
− 2perm.
)
− 2
(k1k2k3)
2− 2
3
(ns−1)
+
1
k
1− 1
3
(ns−1)
1 k
2− 2
3
(ns−1)
2 k
3−(ns−1)
3
+ (5 perm.)
]
. (1.73)
This type of bispectrum is associated with inflationary models where scalar fields have
non-canonical kinetic terms, for example Dirac-Born-Infeld (DBI) inflation [28, 29],
where f equilNL ∝ −1/c2s for cs  1 with cs being the effective sound speed of propa-
gation of the scalar field fluctuations. The normalized equilateral primordial bispec-
trum F equil(k1, k2, k3)(k2/k1)
2(k3/k1)
2, is maximized at the equilateral limit, namely,
k1 = k2 = k3. At present f
eq
NL is constrained by the CMB to be −125 < f eqNL < 435
(95% C.L.) [30].
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• Orthogonal type: This bispectrum shape was constructed such that it is nearly orthog-
onal to both the local-type and equilateral-type non-Gaussianities [30].
F orthog(k1, k2, k3) = 6∆
2
R
[{
− 3
(k1k2)(4−ns)
+ 2 perms.
}
− 8
(k1k2k3)
2(4−ns)
3
+
 3
k
(4−ns)
3
1 k
2(4−ns)
3
2 k
(4−ns)
3
+ 5 perms.

]
. (1.74)
This shape approximately represents the forms of non-Gaussianity that arises in a linear
combination of the higher-derivative scalar-field interaction terms. Each contributes a
form similar to the equilateral shape. Senatore et al. [30] showed based on an effective
field theory approach to inflation [31], that a certain linear combination of similar
equilateral shapes can lead to a distinct shape which is orthogonal to both the local
and equilateral forms. The orthogonal bispectrum F orthog(k1, k2, k3)(k2/k1)
2(k3/k1)
2
has a positive peak at the equilateral configuration, and negative valley along the
elongated configurations.
• Folded Shape: This form of non-Gaussianity is generated when the choice of a vacuum
deviates from an adiabatic Bunch-Davies vacuum state as initial state [32].
F fol.(k1, k2, k3) = 6∆
2
R ·
(
1
(k1k2)3−(ns−1)
+ (2 perm.) +
3
(k1k2k3)
2− 2
3
(ns−1)
− 1
k
1− 1
3
(ns−1)
1 k
2− 2
3
(ns−1)
2 k
3−(ns−1)
3
− (5 perm.)
)
. (1.75)
The primordial bispectrum for this model is maximized by configurations with modes
obeying the momentum configuration k2 ≈ k3 ≈ k1/2. It is sometimes called flat
shape.
1.4.3 Trispectrum
The trispectrum of Φ(k) is the connected part of the four point correlator in Fourier space,
〈Φ(k1)Φ(k2)Φ(k3)Φ(k4)〉c = (2pi)3T (k1,k2,k3,k4)δD(k1234) , (1.76)
where T (k1,k2,k3,k4) is the spatial trispectrum of the gravitational potential. Just like in
the case of bispectrum, the delta function imposes a constraint on k1 · · ·k4. We will consider
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Figure 1.1: Shapes of Non-Gaussianity. The x& y coordinates are the rescaled momenta
k2/k1 and k3/k1 respectively. Momenta are ordered such that k3/k1 < k2/k1 <
1 and satsify they the triangle inequality k2/k1 + k3/k1 > 1. Figure adapted
from [6].
only the local form trispectrum and the leading order contribution is given by
TΦ(k1,k2,k3,k4) = 6gNLPΦ(k1)PΦ(k2)PΦ(k3) + (3 cylic) (1.77)
+2f 2NLPΦ(k1)PΦ(k2) [PΦ(|k1 + k3|) + PΦ(|k1 + k4|)] + (11 cylic).
In general, the coefficient of the trispectrum is not related to the non-linearity parameter
especially for the multi-field inflationary models, hence the f 2NL in equation (1.78) is replaced
with a new term, τNL
TΦ(k1,k2,k3,k4) = 6gNLPΦ(k1)PΦ(k2)PΦ(k3) + (3 cylic) (1.78)
+
25
18
τNLPΦ(k1)PΦ(k2) [PΦ(|k1 + k3|) + PΦ(|k1 + k4|)] + (11 cylic).
where τNL = (6fNL/5)
2. We will not go into a detailed discussion of other shapes of trispec-
trum because they are not used later in this work.
1.5 Structure Formation via Gravitational Instability
The large scale structures we see on the night sky today, were seeded by the tiny quantum
fluctuations created during during inflation. The wavelength of these fluctuations was co-
moving with the expansion of the universe, as a result they exited the horizon during inflation
but re-enters at a later time as classical perturbations. It is these classical perturbations
lead to the initial over-density that kick started the formation of the structures we see today
on the night sky.
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The well understood theory of formation in the universe relies on gravitational instability:
the regions that contains more matter tend to attract more matter into its potential well
unitil it collapses under its own weight. The distribution of inhomogeneities in the universe
is normally expressed in terms of the density contrast
δ(x, t) =
ρ(x, t)− ρ¯(t)
ρ¯(t)
. (1.79)
In a universe that consists only of non-relativistic matter with w = 0, the background density
is given by ρ¯(t) ∝ 1/a(t)3 . Rearranging equation (1.79) gives the total energy density content
of the unverse universe as
ρ(x, t) = ρ¯(t)[1 + δ(x, t)]. (1.80)
The evolution of matter density, ρ(x, t), velocity field, u(x, t) and pressure, p(x, t) is
governed by three equations1: the continuity equation, which describes conservation of mass
[20], (
∂ρ
∂t
)
x
+ ρ∇x · u = 0 , (1.81)
the Euler equation, which specifies conservation of momentum,(
∂u
∂t
)
x
+ (u · ∇x) u + ∇xp
ρ
= −∇xΦ , (1.82)
and the Poisson equation, which describes gravity in the Newtonian limit
∇2xΦ = 4piGρ . (1.83)
We transform to the comoving coordinates by setting r = x/a(t) and define comoving time
derivatives as
d
d t
≡ ∂
∂t
+ u · ∇ . (1.84)
Using equation (1.84) and and equation 1.79), we find an equation which describes the
evolution of density fluctuations in the universe
d2δ
dt2
+ 2H
dδ
dt
=
c2s
a2
∇2rδ + 4piGρ¯ δ (1.85)
where ∇2r is the Laplacian in comoving coordinates [20]
1Here we limit the discussion on structure formation to the Newtonian treatment2, a general relativistic
treatment in given chapter 2
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We can gain more insight by expanding density contrast in Fourier space as plane waves
δ(r, t) =
∫
d3k
(2pi)3
exp[i(k · r− ωt)]δk(t), (1.86)
where k is the vector of spatial wave-numbers, and ω is the oscillation frequency. In terms
of these Fourier modes, eqn. 1.85 becomes
δ¨k + 2Hδ˙k − δk(4piGρ¯− k2c2s) = 0. (1.87)
Equation (1.87) describes the fluctuations of density modes with a “drag” term due to
Hubble expansion (2Hδ˙k). According to equation (1.87), the rate of growth of perturbations
δk depends on the balance between the gravitational force through 4piGρ¯ and the pressure
through k2c2s. The scale λJ = 2pi/kJ where the two forces balance is called the Jeans length:
λJ ≡ cs
√
pi
Gρ¯
. (1.88)
Jean’s length characterizes the scale above which pressure cannot halt gravitational collapse.
Notice from equation 1.88, that Jean’s length is directly proportional to sound speed cs =(√
∂p/∂ρ
)
S
(The derivatives are taken at a constant entropy), and sound speed depends on
partial variation in pressure which in ture makes the Jean’s length sensitive to the equation
of state of the total energy in the universe.
Now consider two important regimes in the early universe: radiation dominance and
matter dominance. In the regime where radiation dominates the energy density, the equation
of state w = 1/3 leads to c2s = c
2/3. In a flat universe, the Jeans length in a radiation
dominated era may be expressed
λ
(r)
J =
pic
√
8
3H
. (1.89)
The Jeans length in a radiation dominated era is of the same order as the horizon scale,
λs ≈ 2c/(H
√
3). This implies that sub-horizon modes cannot collapse during the epoch
when the universe was dominated by radiation energy density. In the matter-dominated
era, there are two possibilities: if radiation and matter are coupled, then the pressure comes
from the radiation component while the density is dominated by the matter component.
This gives c2s ∼ c2Ωr/Ωm ∼ c2(1 + z)Ωr,0/Ωm,0. Using the data from WMAP experiment
[34], we find approximately cs ≈ 10−2c
√
1 + z.
If radiation and matter are decoupled, the pressure comes from the nonzero temperature
of matter itself: c2s ∼ kT/mp, where mp is the proton mass. If matter in the universe is
in thermal equilibrium with the CMB, its temperature depends on the redshift according
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to T ∝ (1 + z). Using observational constraints from the WMAP experiment, we find
cs ≈ 10−7c
√
1 + z. Therefore the Jeans length during the matter-dominated epoch is given
by
λ
(m)
J ≈ λ(r)J
√
1 + z ×
{
10−2 before decoupling
10−7 after decoupling ,
(1.90)
where the units of Jeans length is in Mpc. The redshift of decoupling is approximately
z ∼ 1100 [6, 35]. This implies that prior to decoupling, growth below approximately sub-
horizon scales is suppressed by pressure. After decoupling, the Jeans length shrinks by at
least five orders of magnitude, allowing linear structure on this scale to form.
1.5.1 Structure Growth Beyond the Jean’s Length
The rate of growth of structures on scales larger than the Jeans length may be understood
by defining the linear growth factor D(t) such that
δ(r, t) = δ0(r)D(t). (1.91)
We will neglect pressure at scales greater than the Jeans length. Using ρ¯ = Ωmρc, it is
possible to rewrite equation 1.85 as
D¨ + 2HD˙ − 3
2
ΩmH
2D = 0. (1.92)
The general solution to equation (1.92), admit a growing mode and a decaying mode:
D(t) = A1D1(t) + A2D2(t). (1.93)
In cosmology, we consider only the growing mode solution and the growth factor in a flat
universe is given by [20]
D(a) ∝
∫ a
0
da′
[a′H(a′)]3
, (1.94)
where the normalization is usually chosen such that D(a) = 1 at the present day. A full
relativistic treatment of structure formation is given in chapter 2.
1.6 The Aim of the Study
Cosmological Principle remains the bedrock of our current understanding of the universe
even when it has not been thoroughly verified through rigorous mathematical and obser-
vational techniques. Our interpretation of parameters of a given cosmological model will
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have to be revised, if the Cosmological Principle turned out to be invalid. Given the stakes,
especially now that we are headed towards a precision cosmology era, there is an urgent
need to consistently and systematically verify the bedrock upon which estimation of all the
fundamental and derived parameters of the ΛCDM model of the universe is based.
Recently there has been a great deal of efforts directed towards mapping out or identifying
the regions of the universe where the cosmological principle could be valid [36]. This is
motivated by the fact that the Universe is clearly not homogenous and isotropic on regions
so far covered by observation (see figure 1.2), however, it is likely that on large enough scales
(& 100h−1Mpc in ΛCDM), the distribution of matter may be assumed to be ‘statistically
homogeneous and isotropic’. In principle this implies that the small-scale inhomogeneities as
shown in figure 1.2 may be considered as perturbations which have a statistical distribution
that is independent of position and direction in space. This assumption is yet to gather
sound observational or theoretical support.
Figure 1.2: Distribution of galaxies in one slice of the sky from the Sloan Digital Sky Survey
(SDSS). Different colors indicate different kinds of galaxies on the sky. We are
located at the bottom vertex of the cone. There is obviously a rich structure of
voids and filaments, The distribution thins out far away from us, simply because
galaxies become fainter and harder to find and not that the structures are absent or
homogeneously distributed. The statistical properties of the measured distribution
of galaxies reveal important information about the structure and evolution of the
late time universe.
One indirect support so far is from the early universe inflation. A single field inflationary
theory based on FLRW spacetime predicts a relatively small level of density fluctuations
on all scales, i.e. the primordial density power spectrum was close to scale-invariant. This
prediction has been verified by the WMAP, QUIET, ACT experiments of the CMB [37–
39]. The spectral index ns, which quantifies the scale-dependence of the primordial power
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
1.6. The Aim of the Study 25
spectrum, is measured to be close to 0.96 [34], while a scale-invariant power spectrum has
ns = 1. Also the anisotropies in the temperature fluctuations of the CMB implies that the
density fluctuations induce fluctuations in the metric, δΦ, which are virtually independent
of scale, and are of the order of δΦ/c2 ∼ 10−5 [6, 40]. The smallness of these perturbations
implies that the FLRW metric on which they live was valid at the time when the primordial
radiation was emitted, it does not imply that they remain small till today. The theory of
structure formation in the universe has it that the small perturbations at early time did grow
into the type of inhomogeneities we see today on night sky (see figure 1.2), which clearly do
not have small level of density inhomogeneities on small scales.
The presence of non-vanishing levels of inhomogeneities on small scales compelled Ellis
[41] to initiate a search for the best fit FLRW model of the universe given that the observ-
able universe is not after-all homogenous. This exercise later evolved to be known as the
‘averaging problem’ in general relativity (more on this in chapter 5). Mathematically, aver-
aging problem is a consequence of non-linearity of the equations of general relativity. The
non-linearity ensures that the curvature (G[g] ∼ ∂Γ + Γ2) of an average/smooth spacetime
does not commute with the average of the curvature of an inhomogeneous spacetime leading
to a modification of equations of general relativity. The modified version is given by
〈G[g]〉 ∼ 8piG〈T 〉 − C (1.95)
where the additional term C = 〈Γ2〉 − 〈Γ〉2 is called the backreaction term or the correlation
tensor [42–47]. Notice that the backreaction term C occupies the same position as the
cosmological constant (Λgab = 8piGTab−Gab). Equation (1.95) and the coincidence problem
in the standard cosmology are the two key factors that inspired works that tend to link
the cosmological backreaction and dark energy problem. Equation (1.95) also tells us that
whenever we fit a cosmological observation to a model based on the FLRW spacetime, there
is an additional term that is not being taking into account.
Apart from the size of the backreaction term giving us information about the scale of
homogeneity of the universe, it will give us information about the scale, where large scale
interpretation of cosmological observables are likely to break down. This thesis is devoted
towards quantifying the magnitude of the backreaction term within the standard model of
cosmology. Specifically we will calculate the effect of backreaction on the Hubble rate,
deceleration parameter and the distance-redshift relation.
Out approach to the problem is mainly theoretical but focused on the FLRW model of
cosmology with special attention to the ΛCDM model and the Einstein-de Sitter model of the
universe. More importantly, our spatial averaging formalism is based generalized Burchert
formalism [48, 49]. In order to cover all physically possible options, we smooth observables
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on the hypersurface where the gravitational field is at rest and also on the hypersurface
comoving with the fluid, this is mainly useful for fitting of Supernovae Ia (SN Ia) light
curves [50–53] and the former being suitable for the CMB experiments [54, 55]. We cover
all possible choices of definitions of averaged quantities that have been used in literature to
enable us provide a comprehensive argument on the actual size of the backreaction term in
equation (1.95).
The second approach we used in this study is based on the Kristian and Sachs series
expansion [56, 57]. This is a series expansion of the distance-redshift relation in an arbitrary
inhomogeneous spacetime, the results/predictions from this approach is considered physical
because it is based on the past light cone and there is no hypothetical averaging hypersurface
involved [58–60]. Our approach is to take the general expression for the distance-redshift
relation from this formalism and fit it to the corresponding one from an FLRW spacetime.
This is exactly how some cosmological observations are fitted to an FLRW model [61]. We
expect the result of this approach to carry actual physical degrees of freedom because they
free from gauge problems that cast doubts on the observational relevance of spatial averaging
formalism [62].
The third approach used in this thesis involves calculating the area distance up to non-
linear order and taking the all sky average after a full sky spherical harmonic decomposition.
Since this does not involve any series approximation, its results are valid at all epochs where
cosmological perturbation theory could be trusted.
Finally we provide a custom-made review of cosmological perturbation theory in chapter
2 to familiarize the reader to the symbols and notations used in the rest of the report.
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Chapter 2
Post-Inflationary Growth of Large
Scale Structures
2.1 Introduction
The general relativistic treatment of the evolution of structures in the universe involves
solving the Einstein equations of general relativity order by order in perturbation theory.
The Newtonian approach described in chapter one breaks in the neighborhood of the Hubble
scale. Apart from providing a completion to the Newtonian treatment, general relativistic
treatment allows the treatment of the evolution of gravitational waves and induced vector
waves propagating on an FLRW background spacetime.
The most general metric for describing the evolution of classical perturbation is given by
:
d s2 = a2
[−(1 + 2Φ)d η2 + 2ωidxid η + [a2(1− 2Ψ)γij + hij]dxidxj] , (2.1)
where a is the scale factor of the universe. From here on, η is the conformal time and it is
related to the cosmic time, t, according to d t = ad η.
Since our background is homogenous and isotropic with mean constant curvature, K, of
the spatial surface, it is easier to perform a scalar-vector-tensor (SVT) decomposition of the
perturbed variables on a homogenous background
ωi = ∂iBˆ + Bˆi, (2.2)
hij = 2Hˆ ij + ∂iHˆj + ∂jHˆ i + 2∂i∂jHˆ, (2.3)
where Bˆi, Hˆi and Hˆij are transverse (∂
iHˆi = ∂
jBˆi = ∂
iHˆij = 0), and Hˆij is traceless
27
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(Hˆ ij = 0). There are four scalar degrees of freedom (Φ, Ψ, Bˆ, Hˆ), four vector degrees of
freedom (Bˆi, Hˆi) and two tensor degrees of freedom (Hˆij). Fortunately at first order, dif-
ferent degrees of freedom do not mix, so they may be solved independently. The indices
of the perturbed variables are lowered and raised by the background metric, i.e γij and γij.
Because the spacetime itself is a dynamical field, the idea that the perturbation variables live
on the background spacetime introduce some gauge problems. This problem is mitigated by
considering two different spacetimes and performing a gauge transformation to relate quan-
tities in the two spacetimes [63]. At first order in perturbation theory, it is straight-forward
to identify gauge invariant quantities, however, at higher order, Nakamura has identified a
clever way of identifying gauge invariant quantities at any order [64–66] and we provide a
detailed description of this in the appendix. To be more precise, we will restrict our choice
of gauge to conformal Newtonian gauge or Poison gauge.
2.2 Derivation of Einstein field equations
Our target now is to derive Einstein’s field equations based on the metric in equation (2.1)
for evolution of perturbations on a flat homogenous background. We focus on Einstein field
equations in this form
Gab = 8piGT
a
b − Λgab, (2.4)
where the energy-momentum tensor for perfect fluid is given in equation (1.4). Since our
interest is to understand late-time universe, we will set pressure to zero. We will also make
use of the background solutions given in chapter one.
We expand the matter variables, uc and ρ that appear in the energy-momentum tensor
up to second order around a homogeneous FLRW background. For matter 4-velocity we find
ub =
1
a
(
δb0 + δu
b +
1
2
δ2ub
)
. (2.5)
where δub and δ2ub stand for the first order and second order perturbations of ub. Using the
normalization condition for time-like particles ucuc = −1 and uc = gbcub, to solve for δub
and δ2ub and we find
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u0 = a
(
−1− Φ(1) − 1
2
Φ(2) +
1
2
(Φ(1))
2 − 1
2
v(1)i v
i(1) − vi(1)Div(1) − 1
2
Div
(1)Div(1)
)
,
ui = a
(
v(1)i + ω
(1)
1 +
1
2
ω(2)i +
1
2
v(2)i − ω(1)i Φ(1) − 2v(1)i Ψ(1) − 2Ψ(1)Div(1) (2.6)
+
1
2
Div
(2) + 2h(1)ij v
j (1) + 2hji
(1)Djv
(1)
)
,
where we have decomposed the velocity perturbation vi(r) into a scalar (irrotational) and a
vector (solenoidal) part, as
vi(r) = Div(r) + vi(r) , (2.7)
with Div
i(r) = 0 (divergence free).
The energy density ρ may also be split into a homogeneous background ρ¯(η) and a
perturbation δρ(η, xi) as follows
ρ(η, xi) = ρ¯(η) + δρ(η, xi) = ρ¯(η) + δ(1)ρ(η, xi) +
1
2
δ(2)ρ(η, xi) , (2.8)
where the perturbation has been expanded into a first and a second–order part in the second
equality.
Substituting equations (2.6) and (2.154) in the expression for perturbed energy-momentum
tensor (equation 1.4) gives at first order:
δT 00 = −δρ , (2.9)
δT i0 = ρ¯
[
ωi(1) − (Div(1) + vi(1))] , (2.10)
δT 0i = ρ¯ (Div
(1) + vi
(1)) , (2.11)
δT ji = 0 , (2.12)
and at second order,we find
δ2T 00 = −2ρ¯Div(1)Div(1) − δ2ρ, (2.13)
δ2T 0i = ρ¯ (Div
(2) + v(2)i − 2Φ(1) Div(1)) + 2δρDiv(1), (2.14)
δ2T i0 = ρ¯
(
ωi(2) −Div(2) − vi(2) − 6Φ(1) Div(1))− 2δρDiv(1), (2.15)
δ2T ji = 2ρ¯Div
(1)Djv(1) . (2.16)
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For the components of perturbed Einstein tensor at first order we find
δG00 = −
1
a2
[−6HΨ′(1) + 2∇2Ψ(1) − 6H2Φ(1)] , (2.17)
δG0i = −
1
a2
[
2DiΨ
′(1) + 2HDiΦ(1) − 1
2
∇2ω(1)i
]
, (2.18)
δGi0 =
1
a2
[
2DiΨ′(1) + 2HDiΦ(1) + 1
2
(−∇2 + 4H2 − 4H′)ωi(1)] , (2.19)
δGji =
1
a2
{
DiD
j (Ψ(1) − Φ(1)) + [−∇2Ψ(1) + 2Ψ′′(1) + 4HΨ′(1) (2.20)
+2HΦ′ + 4H′Φ(1) + 2H2Φ(1) +∇2Φ(1)] γji − 12 (Diωj′ (1) + Djω′i(1))
+H (Djωj (1) + Djω(1)i )+ 12 (hj′′i (1) + 2Hhji −∇2hji)
}
where ′ = d/dη, and H = a′/a is the conformal Hubble rate. At second order we will
follow the approach of [66] to split the Einstein tensor into purely second order part and the
part that contains product of two first order terms. Also in order to reduce complexity at
non-linear order, we set
ωi
(1) = 0, hij
(1) = 0. (2.21)
when considering second order perturbations. The pure second order part of Einstein equa-
tion is given by
δ2G 00 = −
1
a2
{−6HΨ′(2) + 2∇2Ψ(2) − 6H2Φ(2)} , (2.22)
δ2G 0i = −
1
a2
(
2DiΨ
′(2) + 2HDiΦ(2) − 1
2
∇2ωi(2)
)
, (2.23)
δ2G i0 =
1
a2
{
2DiΨ′(2) + 2HDiΦ(2) + 1
2
(−∇2 + 4H2 − 4H′)ωi(2)} , (2.24)
δ2G ji =
1
a2
[
DiD
j (Ψ(2) − Φ(2)) + {(2Ψ′′(2) −∇2Ψ(2) + 4HΨ′(2))
+
(
2HΦ′(2) + 4H′Φ(2) + 2H2Φ(2) +∇2Φ(2))} γ ji − 12 [Diω′j (2) + Diω′i(2)
+2H (Diωj (2) + Djωj (2))]
+
1
2
(
h′′i
j + 2Hh′i j −∇2h ji
) ]
. (2.25)
According to the characterization of gauge restrictions by [64, 66–68], this part is gauge-
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invariant, while the part quadratic in first order terms is gauge variant and it is given by
δ2G 00 [Φ,Φ] =
2
a2
{
12HΨ′(1) (Ψ(1) − Φ(1))− 12H2 (Φ(1))2
−3
(
DkΨ
(1)DkΨ(1) + (Ψ′(1))2
)
− 8Ψ(1)∇2Ψ(1)
}
, (2.26)
δ2G i0 [Φ,Φ] =
4
a2
{
2HDiΦ(1) (Ψ(1) − Φ(1)) + Ψ′(1)Di (2Ψ(1) − Φ(1)) + 4Ψ(1)DiΨ′(1)} , (2.27)
δ2G 0i [Φ,Φ] =
4
a2
{4HΦ(1)DiΦ(1) −Ψ′(1)Di (2Ψ(1) − Φ(1))− 2DiΨ′(1) (Ψ(1) − Φ(1))} , (2.28)
δ2G ji [Φ,Φ] =
2
a2
[
DiΦ
(1)Dj (Φ(1) −Ψ(1))−DiΨ(1)Dj (Φ(1) − 3Ψ(1)) + 2DiDjΦ(1) (Φ(1) −Ψ(1))
+4Ψ(1)DiD
jΨ(1) +
{
(Ψ′(1))2 − 2Ψ′(1)Φ′(1) + 4Ψ′′(1) (Ψ(1) − Φ(1))− 8HΦ(1)Φ′(1)
+8HΨ′(1) (Ψ(1) − Φ(1))− 4 (2H′ +H2) (Φ(1))2
−2DkΨ(1)DkΨ(1) −DkΦ(1)DkΦ(1) + 2 (Ψ(1) − Φ(1))∇2Φ(1)
−4Ψ(1)∇2Ψ(1)} γ ji
]
(2.29)
For perfect fluids, Bardeen potential equals the gravitational potential at first order
Ψ(1) = Φ(1) = Φ. (2.30)
Implementing the constraint f om equation (2.30) to the set of first order equations, the
scalar part of the linear perturbation equations become
∇2Φ− 3HΦ′ − 3 (H2Φ) = 4piGa2δρ, (2.31)
DiΦ
′ +HDiΦ = −4piGa2ρDiv(1), (2.32)
Φ′′ + 3HΦ′ + 2H′Φ +H2Φ = 0. (2.33)
On small scales or the Newtonian limit, Equation. (2.31) reduces to the Poisson equation for
the gravitational potential Φ induced by the energy-density perturbation δρ. Equation (2.32)
relates the velocity potential to the gravitational potential and equation (2.33) is also called
the Bardeen equation, it determines the evolution of primordial curvature perturbation.
Using the equation of state for a barotropic fluid, we obtain the master equation for the
scalar perturbation[69]:
Φ′′ + 3H(1 + c2s)Φ′ − c2s∇2Φ + 2H′Φ + (1 + 3c2s)H2Φ = 4piGa2ηS , (2.34)
where S encodes the perturbation of the entropy. Setting S = 0 describes adiabatic pertur-
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bation. The scalar perturbations are completely determined by this master equation. The
evolution of vector and tensor perturbations at first order are determined by
ω′i + 2Hωi = 0 , (2.35)
h′′ij + 2Hh′ij −∇2hij = 0 . (2.36)
We will study equations (2.31,2.32, 2.33, 2.35) and (2.36) in greater detail in the follow-
ing subsections. Furthermore, we impose the vanishing anisotropic stress tensor constraint
(2.30), on (2)G ba [Φ,Φ] and it simplifies further
δ2G 00 [Φ,Φ] =
2
a2
{
3DkΦD
kΦ + 3 (Φ′)2 + 8Φ∇2Φ + 12H2Φ2
}
, (2.37)
δ2G 0i [Φ,Φ] =
4
a2
(4HΦDiΦ− Φ′DiΦ) , (2.38)
δ2G i0 [Φ,Φ] =
4
a2
(
Φ′DiΦ + 4ΦDiΦ′
)
, (2.39)
δ2G ji [Φ,Φ] =
2
a2
[
2DiΦ D
jΦ + 4Φ DiD
jΦ− (3DkΦ DkΦ + 4Φ∇2Φ (2.40)
+ (Φ′)2 + 8HΦ Φ′ + 4 (2H′ +H2)Φ2) γ ji
]
.
Putting everything together at second order, δ2G ba + δ
2G ba [Φ,Φ] = δ
2T ba , we find
3HΨ′(2) −∇2Ψ(2) + 3H2Φ(2) + 4piGa2δ2ρ = −Γ0,(2.41)
2DiΨ
′(2) + 2HDiΦ(2) − 1
2
∇2ωi(2) + 8piGa2ρ¯ (Div(2) + v(2)i) = Γi, (2.42)
DiD
j (Ψ(2) − Φ(2)) + {2Ψ′′(2) −∇2Ψ(2) + 4HΨ′(2) + (2HΦ′(2) + 4H′Φ(2)
+2H2Φ(2) +∇2Φ(2))} γ ji (2.43)
− [D(iω′j) + 2HD(iωj)]+ 1
2
(
h′′i
j + 2H h′i j −∇2hi j
)
= Γ ji ,
where
Γ0 ≡ 8piGa2ρ¯DivDiv − 3DkΦ DkΦ− 3 (Φ′)2 − 8Φ∇2Φ− 12H2Φ2, (2.44)
Γi ≡ −16piGa2δρDiv + 12HΦ DiΦ− 4Φ DiΦ′ − 4Φ′DiΦ (2.45)
Γ ji ≡ 16piGa2ρ¯DivDjv − 4DiΦ DjΦ− 8Φ DiDjΦ′ + 2
(
3DkΦ D
kΦ
+4Φ∇2Φ + (Φ′)2 + 4 (2H′ +H2) (Φ)2 + 8HΦ Φ′) γ ji . (2.46)
The vector and scalar parts of the perculair velocity may be obtained by taking the
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divergence of (2.42),
− 2DiΨ′(2) − 2HDiΦ(2) + Di∇−2DkΓk = 8piGa2ρ¯Div(2) , (2.47)
1
2
∇2ω(2)i +
(
Γi −Di∇−2DkΓk
)
= 8piGa2ρ¯v(2)i. (2.48)
2.3 Solving Perturbed Einstein equations
2.3.1 Scalar Perturbations
At first order, scalar perturbations are described by the Bardeen equation (equation 2.33)
Φ′′ + 3HΦ′ + a2ΛΦ = 0 = Φ¨ + 4HΦ˙ + ΛΦ . (2.49)
The solution to the Bardeen equation that describes the growing mode may be written as:
Φ(η,x) = g(η)Φ0(x) , (2.50)
where Φ0(x) is the Bardeen potential today (η = η0, z = 0) and g(η) is the growth factor,
which may be approximated, in terms of redshift [70, 71],
g(z) =
5
2
g∞Ωm(z)
{
Ωm(z)
4/7 − ΩΛ(z) +
[
1 +
1
2
Ωm(z)
] [
1 +
1
70
ΩΛ(z)
]}−1
, (2.51)
and g∞ is chosen so that g(z = 0) = 1. The Bardeen potential Φ(η,k) may be separated
into primordial fluctuation and the transfer function Φ(η,k) = TΦ(η, k)Φ(k), where TΦ(η, k)
is the transfer function for Φ, it evolves the primordial fluctuation from early time to now.
The power spectrum of the primordial fluctuations is given by
〈Φ(k)Φ′(k)〉 = 2pi
2
k3
PΦ(k)δD (k + k′) (2.52)
where
P(k) = 4
9
∆2R(k0)
(
k
k0
)nS−1
(2.53)
where nS and ∆R(k0) are respectively the spectral index and the power spectrum of the
primordial scalar field defined in chapter 1. Whenever the transfer function is written as
TΦ(η, k) in this work, it means that it could further be decomposed into time dependent
part and the spatial part TΦ(η, k) = g(η)TΦ(k). The transfer function for the matter density
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contrast, Tδ(k), is related to the transfer function for the Bardeen potential TΦ(k) on small
scales through
Tδ(η,k) = −2
3
(
k
H
)2
TΦ(η,k) (2.54)
The most accurate transfer function with the right initial conditions may be generated with
any Boltzmann code but some fairly good approximate fitting functions exit. The simplest
fitting function approximation is given by [6]
Tδ(k) ≈
{
1 k < keq
(keq/k)
2 k > keq
. (2.55)
This is not accurate enough because of the break in the spectrum at k ≈ keq. The trans-
fer function for the cases of Adiabatic CDM, Adiabatic massive neutrinos ( 1 massive, 2
massless), and Isocurvature CDM is given respectively by Bardeen et al [72]
Tδ(k) =
ln(1 + 2.34q)
2.34q
[
1 + 3.89q + (1.61q)2 + (5.46q)3 + (6.71q)4
]−1/4
, (2.56)
Tδ(k) = exp
(−3.9q − 2.1q2) , (2.57)
Tδ(k) =
(
1 +
[
15.0q + (0.9q)
3
2 + (5.6q)2
]1.24) 11.24
, (2.58)
where q = k/
(
ΓhMpc−1
)
Γ ≡ Ωmh exp(−Ωb −
√
2hΩb/Ωm) . (2.59)
More accurate fitting function may be found in Eisenstein and Hu [73], but for the most
accurate result one will have to solve the Einstein-Bltzmann system with correct initial
conditions.
The evolution equation for the second-order Bardeen potential, Ψ , is obtained from the
trace of the Einstein equations (2.44) (for details see[74]):
Ψ′′(2) + 3HΨ′(2) + a2ΛΨ(2) = S(η,k) , (2.60)
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where the source term, S(η), is given by
S(η,k) = g2ΩmH2
[
(f − 1)2
Ωm
Φ0(k)
2 + 2
(
2
(f − 1)2
Ωm
− 3
Ωm
+ 3
)
(2.61)
×
(
∇−2 (∂iΦ0(k)∂iΦ0(k))− 3∇−4∂i∂j (∂iΦ0(k)∂jΦ0(k)))]
+g2
[
4
3
(
f 2
Ωm
+
3
2
)
∇−2∂i∂j
(
∂iΦ0(k)∂jΦ0(k)
)
− (∂iΦ0(k)∂iΦ0(k)) ] , (2.62)
and
f(η) =
d lnD+
d ln a
= 1 +
g′(η)
Hg(η) , (2.63)
where ∇−n represent the inverse of the Laplacian operator and D+ = a(η)g(η). Using the
traceless part of the Einstein equations,
∇2∇2Ψ(2)(η,k) = ∇2∇2Φ(2)(η,k)− 4g2∇2∇2Φ20(k)−
4
3
g2
( f 2
Ωm
+
3
2
)
(2.64)
×
[
∇2(∂iΦ0(k)∂iΦ0(k))− 3∂i∂j(∂iΦ0(k)∂jΦ0(k))
]
,
It is possible to disentangle the second order Bardeen potential, Ψ(2), and the second order
gravitational potential, Φ(2) [74],
Ψ(2)(η,x) =
(
B1(η)− 2g(η)gm − 10
3
(anl − 1)g(η)gm
)
Φ20(x) +
(
B2(η)− 4
3
g(η)gm
)
×
[
∇−2 (∂iΦ0(x)∂iΦ0(x))− 3∇−4∂i∂j (∂iΦ0(x)∂jΦ0(x)) ] (2.65)
+B3(η)∇−2∂i∂j(∂iΦ0(x)∂jΦ0(x)) +B4(η)∂iΦ0(x)∂iΦ0(x) ,
Φ(2)(η,x) =
(
B1(η) + 4g
2(η)− 2g(η)gm − 10
3
(anl − 1)g(η)gm
)
Φ20(x)
+
[
B2(η) +
4
3
g2(η)
(
e(η) +
3
2
)
− 4
3
g(η)gm
]
×
[
∇−2 (∂iΦ0(x)∂iΦ0(x))− 3∇−4∂i∂j (∂iΦ0(x)∂jΦ0(x)) ]
+B3(η)∇−2∂i∂j(∂iΦ0∂jΦ0(x)) +B4(η)∂iΦ0(x)∂iΦ0(x) , (2.66)
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where
Bi(η) = H−20 (f0 + 3Ω0m/2)−1 B˜i(η) (2.67)
with the following definitions
B˜1(η) =
∫ η
ηm
dη˜H2(η˜)(f(η˜)− 1)2C(η, η˜) , (2.68)
B˜2(η) = 2
∫ η
ηm
dη˜H2(η˜)
[
2(f(η˜)− 1)2 − 3 + 3Ωm(η˜)
]
C(η, η˜) , (2.69)
B˜3(η) =
4
3
∫ η
ηm
dη˜
(
e(η˜) +
3
2
)
C(η, η˜) , (2.70)
B˜4(η) = −
∫ η
ηm
dη˜ C(η, η˜) , (2.71)
C(η, η˜) = g2(η˜)a(η˜)
[
g(η)H(η˜)− g(η˜)a
2(η˜)
a2(η)
H(η)
]
, (2.72)
and finally e(η) = f 2(η)/Ωm(η). The initial conditions for Ψ
(2) are deduced from the con-
servation of Rk according to Mukhanov equation, such that during the matter domination
epoch in the linear theory, R(1)k is related to Φ according to R(1)k = −5gmΦ0/3 and beyond
the linear theory, the effect of non-gaussainity is incorporated through R(2)k = 509 anlg2mΦ20, for
further details on this please see [74].
On small scales, [B3(η)∇−2∂i∂j(∂iΦ0∂jΦ0)+B4(η)∂iΦ0∂iΦ0] dominates and it is responsi-
ble for the Rees-Sciama effect due to the non-linear evolution of the gravitational potentials.
Equations (2.65) and (2.66) may be expanded in Fourier space:
Ψ(2)(η,k) =
∫
d k1
(2pi)3
∫
d k2δD (k1 + k2 − k)
[
fΨ(2)(η,k1,k2,k)Φ(k1)Φ(k2)
]
, (2.73)
Φ(2)(η,k) =
∫
d k1
(2pi)3
∫
d k2 δD (k1 + k2 − k)
[
fΦ(2)(η,k1,k2,k)Φ(k1)Φ(k2)
]
, (2.74)
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where
fΨ(2)(η,k1,k2,k) =
[(
B1(η)− 2g(η)gm − 10
3
(anl − 1)g(η)gm
)
+
(
B2(η)− 4
3
g(η)gm
)
×
[
(k1 · k2)
k2
− 3(k1 · k) (k · k2)
k4
]
+B3(η)
(k1 · k) (k · k2)
k2
+B4(η)k1 · k2
]
TΦ(η0,k1)TΦ(η0, k2|) , (2.75)
fΨ(2)(η,k1,k2,k) =
[(
B1(η) + 4g
2(η)− 2g(η)gm − 10
3
(anl − 1)g(η)gm
)
+
[
B2(η)
+
4
3
g2(η)
(
e(η) +
3
2
)
− 4
3
g(η)gm
]
×
[
(k1 · k2)
k2
− 3(k1 · k) (k · k2)
k4
]
+B3(η)
(k1 · k) (k · k2)
k2
+B4(η)k1 · k2
]
TΦ(η0, k1)TΦ(η0, k2) . (2.76)
Here the second order Bardeen potential and the second order gravitational potentials equa-
tions (2.73) and (2.74) have been expressed as a convolution of two first order gravitational
potentials.
We obtain the power spectrum of second gravitational potential by assuming statistical
homogeneity and isotropy
〈Ψ(2)(η,k)Ψ′(2)(η,k)〉 = 2pi
2
k3
PΨ(2)(η, k)δD (k + k′) . (2.77)
Substituting equation (2.73), we find
〈Ψ(2)(η,k)Ψ(2)(η, k¯)〉 =
∫
d k1
(2pi)3
fΨ(2)(η,k1,k)
∫
d k¯1
(2pi)3
fΨ(2)(η, k¯1, k¯) (2.78)
×〈Φ(k1)Φ(|k− k1|)Φ(k¯1|)Φ(|k¯− k¯1)〉 .
Using the Wicks theorem, we may split the four point function into the connected part
and non-connected part. Non-connected part may be written in terms of the irreducible
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two-point function
〈Φ1(k1)Φ1(k2)Φ1(k3)Φ1(k4)〉 = (2pi)6
[
PΦg(k1)PΦg(k3)δD(k1 + k2)δD(k3 + k4) (2.79)
PΦg(k3)PΦg(k2)δD(k1 + k3)δD(k2 + k4)
+PΦg(k2)PΦg(k1)δD(k1 + k4)δD(k2 + k3)
]
+(2pi)3TΦ(k1,k2,k3,k4)δD(k1 + k2 + k3 + k4),
Comparing equation (2.77) to equation (2.78), we find the power spectrum for Ψ(2) may
written as
PΨ(2)(η, k) = P (NC)Ψ(2) (η, k) + P (C)Ψ(2)(η, k) , (2.80)
where
P (NC)
Ψ(2)
(η, k) =
∫
k3
4pi5
d k1
∫ 4pi
0
d Ωk1
[
fΨ(2)(η1,k1, k¯) (fΨ(2)(η2,k1,k) (2.81)
+fΨ(2)(η2,k1,k))
]P(|k− k1|)
|k− k1|3
P(k1)
k1
and the linear trispectrum contribution
P (C)
Ψ(2)′(η,k) =
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
fΨ(2)(η1,k1,k− k1)f ′Ψ(2)(η1,k1,−k− k2) (2.82)
×TΦ(k1,k− k1,k2,−k− k2) .
We repeat the same procedure for the power spectrum of Φ(2)(η,k), which we define through
〈Φ(2)(η,k)Φ′(2)(η,k)〉 = 2pi
2
k3
PΦ(2)(η, k)δD (k + k′) . (2.83)
After simplification, the power spectrum becomes
PΦ(2)(η, k) = P (NC)Φ(2) (η, k) + P (C)Φ(2)(η, k) , (2.84)
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where
P (NC)
Φ(2)
(η, k) =
∫
k3
4pi5
d k1
∫ 4pi
0
d Ωk1
[
fΦ(2)(η1,k1, k¯) (fΦ(2)(η2,k1,k) (2.85)
+fΦ(2)(η2,k1,k))]
P(|k− k1|)
|k− k1|3
P(k1)
k1
,
P (C)
Φ(2)′(η,k) =
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
fΦ(2)(η1,k1,k− k1)f ′Φ(2)(η1,k1,−k− k2) (2.86)
×TΦ(k1,k− k1,k2,−k− k2) .
Any observable calculated consistently up to second order in perturbation theory, would con-
tain contribution from the cross-power spectrum between Ψ(2) and Φ(2), therefore assuming
statistical homogeneity and isotropy we define the cross-power spectrum between Φ(2) and
Ψ(2) as:
〈Φ(2)(η,k)Ψ′(2)(η,k)〉 = 2pi
2
k3
PΦ(2)×Ψ(2)(η, k)δD (k + k′) . (2.87)
Substituting equations (2.73) and (2.74), we find
〈Φ(2)(η,k)Ψ(2)(η, k¯)〉 =
∫
d 3k1
(2pi)3
fΦ(2)(η, µk1 ,k1,k)
∫
d 3k¯1
(2pi)3
fΨ(2)(η, µk1 , k¯1, k¯) (2.88)
×〈Φ(k1)Φ(|k− k1)Φ(k¯1)Φ(|k¯− k¯1)〉.
After comparing equation (2.87) and equation (2.88), we find the cross-power between Φ(2)
and Ψ(2) to be
PΦ(2)×Ψ(2)(η, k) = P (NC)Φ(2)×Ψ(2)(η, k) + P (C)Φ(2)×Ψ(2)(η, k) (2.89)
where
P (NC)
Φ(2)×Ψ(2)(η, k) =
∫
k3
4pi5
d k1
∫ 4pi
0
d Ωk1
[
fΦ(2)(η1, µk1 ,k1,k)fΨ(2)(η2,k1,k) , (2.90)
+fΨ(2)(η1, µk1 ,k1,k)fΦ(2)(η2, µk1 ,k1,k− k1)
]
P(|k− k1|)
|k− k1|3
P(k1)
k1
,
P (C)
Φ(2)×Ψ(2)(η,k) =
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
fΦ(2)(η1,k1,k− k1)fΨ(2)(η1,k1,−k− k2) (2.91)
×TΦ(k1,k− k1,k2,−k− k2) .
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2.3.2 Vector Perturbations
At first order, for a dust dominated universe, the evolution equation for vector perturbation
is given by
ω′i + 2Hωi = 0 . (2.92)
Equation (2.92) can easily be solved, ω ∼ a−2. This implies that metric vector perturbation
becomes negligible as the universe expands. Also their power spectrum is not generated by
any physically plausible inflationary model, hence we will not consider it any further, At
second order, the vector perturbations may be sourced by the product of two first order
scalar perturbations. It is most convenient to determine the induced vector perturbations
from [75],
ω(2)i =
16
3H2Ωm∇
−2
{
∇2Φ ∂i (Φ′ +HΦ)
}V
. (2.93)
where V indicates that we are only interested in the vector contribution. We expand the
vector perturbation in Fourier space as
ωi(x, η) =
∫
d3k
(2pi)3
[ω(k, η)ei(k) + ω¯(k, η)e¯i(k)] e
ik·x, (2.94)
where the two orthonormal basis vectors e and e¯ are orthogonal to k. ω(k, η) and ω¯(k, η)
are possible polarization states of the vector perturbation. In order to extract just the vector
mode, we define an appropriate projection operator, Vil,
Vilωl =
∫
d 3k
(2pi)3
eik·x
[
ei(k)e
l(k) + e¯i(k)e
l(k)
]
ωl(k) . (2.95)
Using the projector of vector perturbation (equation (2.95) ) in equation (2.93) in Fourier
space, we find
ω(2)(η,k) =
∫
d 3k1
(2pi)3
d 3k2δD (k1 + k2 − k) fω(2)(η, µk,k,k1)Φ(k1)Φ(k2) , (2.96)
where
fω(2)(η, µk,k1,k2,k) =
16i
3H2Ωm
√
1− µ2k
[
k1
(k2 · k2)
k2
(T ′Φ(η, k1)TΦ(η, k2) (2.97)
+HTΦ(η, k1)TΦ(η, k2))
]
,
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and we have made use of
e(k, k¯) ≡ ei(k)k¯i = k¯
√
1− µ2k, µk ≡
k · k¯
kk¯
. (2.98)
Assuming statistical homogeneity and isotropy, the power spectrum for the vector mode
may be defined as
〈
ω(2)∗ (k, η)ω(2)
(
k¯, η
)〉
=
2pi2
k3
δ3
(
k + k¯
)Pω(2)(k, η) . (2.99)
using equation (2.96) and Wicks theorem (equation (2.79)), we find
〈
ω(2)∗ (k, η)ω(2)
(
k¯, η
)〉
= δD(k + k¯)
∫
d k1
∫ 1
−1
dµkfω(2)(η, µk,k,k1) (2.100)
× [fω(2)(η, µk,k,k1) + fω(2)(η, µk,k, |k− k1|)]
P(|k− k1|)
|k− k1|3
P(k1)
k31
.
Hence the induced power spectrum for the vector mode becomes
Pω(2)(k, η) = P (NC)ω(2) (k, η) + P (C)ω(2)(k, η) . (2.101)
where
P (NC)
ω(2)
(k, η) =
∫
d k1
∫ 1
−1
dµkFω(2)(η, k1, |k− k1|)P(|k− k1|)P(k1) , (2.102)
P (C)
ω(2)
(η,k) =
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
fω(2)(η,k1,k− k1)fω(2)(η,k1,−k− k2) (2.103)
×TΦ(k1,k− k1,k2,−k− k2) ,
with
Fω(2)(η, k1, |k− k1|) =
k3
4pi5k1|k− k1|3fω(2)(η, µk,k,k1) [fω(2)(η, µk,k,k1) (2.104)
+fω(2)(η, µk,k, |k− k1|)] .
An alternative derivation of non-connected part of this result may be found in [75, 76].
The most power from the induced vector modes according figure 2.3.2 appear at the
equality scale, and it has the same spectrum as Φ below this scale, but with .1% of the
amplitude. Given that the induced vector mode has its largest power around equality, it
might be possible to observe its imprint on Redshift-space distortion, Large-angle CMB,
weak lensing, etc [76].
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Figure 2.1: The power spectrum today of vector modes generated at second order by first
order scalar perturbations. PS → Pω(2) is plotted along side power spectra
of first-order Bardeen potential, the density perturbation δ = δρ/ρ and also
comoving density perturbation ∆ = δ − 3Hv(1), and Φ. The computation did
not include contribution from the primordial trispectrum. Figure credit [76].
2.3.3 Tensor Perturbations
At first order, the equation of motion describing the propagation of tensor perturbations is
given by
h′′ij + 2Hh′ij + k2hij = 0 . (2.105)
Equation (2.105) is simply a wave equation with a damping term 2Hh˙ij, therefore, hij de-
scribes gravitational waves propagating on an FLRW background with the Hubble expansion
tending to dampen its propagation. In Fourier space, tensor perturbation may be expanded
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as
hij =
∫
d 3k
(2pi)3
[
e+ij(k)h
+(k, η) + e×ij(k)h
×(k, η)
]
eik·x (2.106)
The power spectrum for the two polarization modes of hij,
〈hs(η,k)hs′(η′,k,′ )〉 = (2pi)3δ3(k− k′)δss′ 1
2
TT (η, k)TT (η
′, k)Ph(k), (2.107)
where esij(
~ˆk), s = +,×, are transverse (with respect to ~ˆk) and traceless polarization tensors
normalized such that esije
s′ ij = 2δss
′
. We assume both polarizations to be independent of
each other and to have equal power spectra: It is most convenient to expand the gravitational
waves, in helicity basis [77]
hij =
∫
d 3k
(2pi)3
[
e
(+2)
ij (k)h
(+2)(k, η) + e
(−2)
ij (k)h
(−2)(k, η)
]
eik·x (2.108)
where we have defined helicity±2 polarization tensors, h±2 and Fourier amplitudes
e±2ij ≡ e+ij ± ie×ij (2.109)
h∓2 ≡ 1
2
(h+ ± ih×). (2.110)
The corresponding power spectrun is given by
〈h±s (η,k)h±s′(η′,k,′ )〉 = (2pi)3δ3(k− k′)δss′
1
2
TT (η, k)TT (η
′, k)Ph±2(k), (2.111)
where TT (η, k) is the tensor transfer function. Note that Ph±2(k) = Ph(k)/8. We define
the power spectrum of the tensor perturbation as the sum of the power spectra for the two
polarization states, ∆2h ≡ 2∆2hx , which may also be expressed in terms of tensor spectral
index, ∆2h(k) = Ah(k∗)
(
k
k∗
)nT (k∗)
. ∆2h and ∆hx are defined in chapter one and Ah is the
amplitude of the tensor fluctuations.
At second order, for the late-time universe the propagation equation for tensor pertur-
bation is given by [78]
h′′ij + 2Hh′ij −∇2hij = −16Φ∂i∂jΦ− 8∂iΦ∂jΦ
+
4
H2Ωm
[H2∂iΦ∂jΦ + 2H∂iΦ∂jΦ′ + ∂iΦ′∂jΦ′] (2.112)
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We define a projection tensor for the source term in Fourier space as
Tij lmSlm =
∫
d 3k
(2pi)3
eik·x
[
eij(k)e
lm(k) + e¯ij(k)e
lm(k)
]
Slm(k) (2.113)
where T denotes the tensor projection [79] and Slm(k) is the Fourier transform of the source
term, S`m(x
′)
Slm(k) =
∫
d 3x′
(2pi)3
e−ik·xS`m(x′) . (2.114)
Using these tools, we may re-write equation (2.112) in Fourier space as
h′′(η,k) + 2Hh′(η,k) + k2h(η,k) = S(η,k) (2.115)
where the source term is a convolution of two first-order scalar perturbations
S(η,k) =
∫
d 3k1
(2pi)3
k2(1− µ2k)
[
4
Ωm
(6Ωm − 1)TΦ(η, k1)TΦ(η, |k − k1|) (2.116)
− 4H2Ωm (2HT
′
Φ(η, k1)TΦ(η, |k − k|1)
+T ′Φ(η, k1)T
′
Φ(η, |k − k1|))
]
Φ(k1)Φ(|k− k1|) .
where we have made use of
e(k, k¯) ≡ eij(k)k¯ik¯j = k¯[1− µ2k], µk ≡
k · k¯
kk¯
. (2.117)
A particular solution to equation (2.115) is using the Greeen function’s approach and it is
given by
h(η,k) =
1
a(η)
∫
d η¯g(η; η¯,k)a(η¯)S(η,k) , (2.118)
where the Green function g(η,k) satisfies the following equation
g′′(η,k) +
(
k2 − a
′′
a
)
g(η,k) = δ(η − η¯) . (2.119)
In the matter universe, equation (2.119) may be solved exactly g(η; η¯, k) = sin[k(η − η¯)]/k
and during the radiation domination we have g(η; η¯, k) = (sin(kη¯) cos(kη)− sin(kη¯) cos(kη)).
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It is more convenient to have equation (2.118) given as
h(η,k) =
∫
d 3k1
(2pi)3
d 3k2δD (k1 + k2 − k) fh(2)(η, µk, k1, k2, k)Φ(k1)Φ(k2) , (2.120)
where
fh(2)(η, µk,k1,k2,k) =
1
a(η)
∫
d ηg(η; η¯,k)a(η¯)k2(1− µ2k) (2.121)
×
[
4
Ωm
(6Ωm − 1)TΦ(η, k1)TΦ(η, k2)
− 4H2Ωm (2HT
′
Φ(η, k1)TΦ(η, k2) + T
′
Φ(η, k1)T
′
Φ(η, k2))
]
.
Assuming statistical homogeneity and isotropy, the power spectrum of induced gravitational
waves is given by
〈h(η,k)h′(η, k¯)〉 = 2pi
2
k3
Ph(η, k)δD
(
k + k¯
)
. (2.122)
substituting equation (2.118) into equation (2.147) and performing the delta function integral
we find
〈h(η,k)h′(η, k¯)〉 = δD(k + k¯)
∫
d 3k1
(2pi)3
fh(2)(η1, µk,k1,k)
[
fh(2)(η1, µk,k,k1) (2.123)
+fh(2)(η1, µk,k,k− k1)
]
P (|k− k1|)
|k− k1|3
P (k1)
k31
,
where we have made use of Wicks theorem. Comparing equation (2.122) with equation
(2.123), the second order power spectrum for the scalar induced gravitational waves becomes
Ph(2)(η, k) = P (NC)h(2) (η, k) + P (C)h(2)(η, k) , (2.124)
where
P (NC)h (η, k) =
∫ ∞
0
d k1
∫ 1
−1
dµPΦ(|k− k1|)PΦ(k1)F(k, k1, µk, η) , (2.125)
P (C)
h(2)
(η,k) =
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
fh(2)(η1,k1,k− k1)fh(2)(η1,k1,−k− k2) (2.126)
×TΦ(k1,k− k1,k2,−k− k2) ,
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with
Fh(k, k1, µk, η) ≡ k
3
4pi5k1|k− k1|3fh(2)(η1, µk,k1,k)
[
fh(2)(η1, µk,k,k1) (2.127)
+fh(2)(η1, µk,k,k− k1)
]
.
Figure 2.2 shows the power spectrum of induced gravitational waves at three different epochs,
notice that it also peaks in power around the equality scale, and is surprisingly larger than
the primordial background on these scales.
Figure 2.2: The power spectrum of tensor modes generated at second order by first or-
der scalar perturbations (lower curves) plotted along side the scale invariant
power spectrum of the primordial tensor modes (upper curves). The spectra
of induced tensor modes are shown at three different epochs, (1 + z) = 3400,
100 and 1. The contributions to induced power spectrum today ((1 + z) = 1)
cross the primordial counter-part at intermediate wavelength. The trispectrum
contribution was not included in the computation. Figure credit [78].
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2.4 Velocity Perturbations
The first-order velocity potential, v, is obtained by taking divergence of the off-diagonal
component of the Einstein equation (equation 2.32),
v = − 2
3H2Ωm (HΦ + Φ
′) . (2.128)
In Fourier space, equation (2.128) may be split into the primordial gravitational potential
and transfer function parts
v(η,k) = Tv(η, k)Φ(k) , (2.129)
where
Tv(η, k) = − 2
3H2Ωm (HTΦ(η, k) + T
′
Φ(η, k)) . (2.130)
The power spectrum for the velocity perturbation is given by
〈v(η1,k)v(η2,k′)〉 = 2pi
2
k2
Tv(η1, k)Tv(η2, k
′)PΦ(k)δD(k + k′) . (2.131)
At second-order, the velocity perturbations may be decomposed according to the field that
sources the second order perturbation. For example, the velocity perturbation sourced by
vector perturbation is given by
H2Ωm
[
v(2)i + Div
(2)
](ω)
= [
1
2
∇2 − 3H2Ωm]ωi , (2.132)
and the component sourced by second order gravitational potential and the Bardeen potential
is given by
H2Ωm
[
v(2)i + Div
(2)
](Φ(2))
= −2∂i[HΦ(2) + Ψ(2)′] , (2.133)
and finally, the contribution from terms quadratic in first order gravitational potential
H2Ωm
[
v(2)i + Div
(2)
](Φ2)
=
4
Ωm
[(Ωm − 2)(HΦDiΦ + Φ′DiΦ)− (2 + 3Ωm)ΦDiΦ′]
−8
9
1
H2Ωm
(
3HΦ′DiΦ′ −∇2ΦDiΦ′ −H∇2ΦDiΦ
)
. (2.134)
For simplicity, we let Vi =
[
v(2)i + Div
(2)
]
since in all our equations they appear in this
combination. It is better to work in helicity basis, thus we decompose the velocity in real
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
2.4. Velocity Perturbations 48
space as
Vi(η,x) = µV‖(η,x)ni + V+(η,x)m
+
i + V−(η,x)m
−
i , (2.135)
and in Fourier space, it may it may be decomposed as
Vi(η,x) =
∫
d 3k
(2pi)3
eik·x
[
µV‖(η,k)e3i + V+(η,k)e
+
i + V−(η,k)e
−
i
]
, (2.136)
we have aligned e3i to our line of sight, such that e3ie
i
± = 0 and V± = V · e∓. e3i and ni have
similar properties. The line of sight component of the velocity perturbation may be given
by
V (2)‖ (η,k) =
∫
d 3k1
(2pi)3
[
(ω)F
V
(2)
‖
(η, µk,k1,k) +
Ψ(2)/Φ(2)FV‖(η, µk,k1,k) (2.137)
+Φ×ΦFv‖(η, µk,k1,k)
]
Φ(k1)Φ(k− k1) ,
where
Ψ(2)/Φ(2)FV‖(η, µk,k1,k) = −
2k
3ΩmH2
[HFΦ(2)(η, µ,k1,k) + F ′Ψ(2)(η, µ,k1,k)] (2.138)
(S)F
V
(2)
‖
(η, µk,k1,k) =
1
ΩmH2
√
1− µ2
µ2
[
1
6
k2 −H2Ωm
]
FS(2)(η, µ, k1,k) (2.139)
Φ×ΦFv‖(η, µk,k1,k) =
4
(3Ω2mH2)
[
(Ωm − 2) (HTΦ(k1, η1)TΦ(η2, k2)
+T ′Φ(η1, k1)TΦ(η, k2))− (2 + 3Ωm)TΦTΦ(η2, k2)
]
,
− 8
9ΩmH2
[
3HT ′Φ(η1, k1)T ′Φ(η2, k2)− k2TΦ(η1, k1) (2.140)
×TΦ(η2, k2)−Hk2TΦ(η1, k1)TΦ(η2, k2)
]
and the transverse velocity component may be given by
V (2)⊥ (η,k) =
∫
d 3k1
(2pi)3
[
(S)F
V
(2)
⊥
(η, µk,k1,k) +
Ψ(2)/Φ(2)FV⊥(η, µk,k1,k) (2.141)
+Φ×ΦFv⊥(η, µk,k1,k)
]
Φ(k1)Φ(k− k1) ,
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where
Ψ(2)/Φ(2)FV⊥(η, µk,k1,k) = −
2k
3ΩmH2
√
1− µ2 [HFΦ(2)(η, µ,k1,k) (2.142)
+F ′Ψ(2)(η, µ,k1,k)
]
,
(S)F
V
(2)
⊥
(η, µk,k1,k) =
1
ΩmH2
[
1
6
k2 −H2Ωm
]
FS(2)(η, µ, k1,k) , (2.143)
Φ×ΦFv⊥(η, µk,k1,k) =
4
(3Ω2mH2)
√
1− µ2 [(Ωm − 2) (HTΦ(k1, η1)TΦ(η2, k2)
+T ′Φ(η1, k1)TΦ(η, k2))− (2 + 3Ωm)TΦTΦ(η2, k2)]
− 8
9ΩmH2
[
3HT ′Φ(η1, k1)T ′Φ(η2, k2)
−k2TΦ(η1, k1)TΦ(η2, k2)−Hk2TΦ(η1, k1)TΦ(η2, k2)
]
.(2.144)
Equation (2.137) and equation (2.141) may be written in a more compact form
V
V
(2)
‖/⊥
(η,k) =
∫
d 3k1
(2pi)3
f
V
(2)
‖/⊥
(η, µk,k1,k)Φ(k1)Φ(k− k1) , (2.145)
where
f
V
(2)
‖/⊥
(η, µk,k1,k) =
[
(S)F
V
(2)
‖⊥
(η, µk,k1,k) +
Ψ(2)/Φ(2)FV‖⊥(η, µk,k1,k) (2.146)
+Φ×ΦFv‖⊥(η, µk,k1,k)
]
.
With the subscript of V (2)‖/⊥ indicating both the transverse and the parallel contributions.
Should one be interested in the second order gravitational potential and the Bardeen po-
tential, he will simply set f
V
(2)
‖/⊥
(η, µk,k1,k) → Ψ(2)/Φ(2)FV⊥(η, µk,k1,k), a similar treatment
applies to other effects. If we define the velocity power spectrum following the general
prescription
〈V (2)‖/⊥(η,k)V (2)‖/⊥(η, k¯′)〉 =
2pi2
k3
P
V
(2)
‖/⊥
(η, k)δD
(
k + k¯
)
(2.147)
The power spectrum for the velocity perturbation then becomes
P
V
(2)
‖/⊥
(k, η) = P (NC)
V
(2)
‖/⊥
(k, η) + P (C)
V
(2)
‖/⊥
(k, η) (2.148)
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where
P (NC)
V
(2)
‖/⊥
(η, k) =
∫ ∞
0
d k1
∫ 1
−1
dµPΦ(|k− k1|)PΦ(k1)FV (2)‖/⊥(k, k1, µk, η) (2.149)
P (C)
V
(2)
‖/⊥
(η, k) =
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
f
V
(2)
‖/⊥
(η1,k1,k− k1)fV (2)‖/⊥(η1,k1,−k− k2) (2.150)
×TΦ(k1,k− k1,k2,−k− k2)
with
F
V
(2)
‖/⊥
(k, k1, µk, η) ≡ k
3
4pi5k1|k− k1|3fV‖/⊥(η1, µk,k1,k)
[
fV‖/⊥(η1, µk,k,k1) (2.151)
+fV‖/⊥(η1, µk,k,k− k1)
]
Evolution of velocity perturbation in the matter dominated universe is described by the
following equations:
v′ +Hv + Φ = 0 (2.152)
(2)v
′b + Db(2)v′ + (2)S
′b +H ((2)Sb + (2)vb + (2)Dbv)+ 2ΦDbΦ + Db(2)Φ (2.153)
+2DcD
bvDcv − 4Φ′Dbv = 0
2.5 Matter Perturbations
As shown in equation (2.154), the energy density ρ may be split into a homogeneous back-
ground ρ¯(η) and a perturbation δρ(η, xi) as follows
ρ(η, xi) = ρ0(η) + δ
(1)ρ(η, xi) +
1
2
δ(2)ρ(η,x) . (2.154)
At first order, time-time part of the Einstein equations (equation (2.31) ) gives the matter-
density,
3HΦ′ −∇2Φ + 3H2Φ = −4piGa2δρ . (2.155)
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The matter density at second-order is also given by the time-time part Einstein equations
(equation (2.42))
3HΨ(2)′ + 3H2Φ(2) −∇2Ψ(2) − 2∇2Φ2 − 12H2Φ2 − 3 (Φ′)2 + DiΦDiΦ− 4Φ∇2Φ
= −3H2Ωm
(
1
2
δ(2) + v(1)2
)
, (2.156)
where v is given in Section 2.4 Density contrast may be defined as δ(x) ≡ ρ(x)/ρ¯ − 1 and
up to second order may be decomposed as [74, 80]
δ(η,x) = δ(1)(η,x) + δ(2)(η,x) , (2.157)
where
δ(1)(η,x) =
2
3ΩmH2
[∇2Φ− 3H (Φ′ +HΦ)] , (2.158)
δ(2)(η,x) =
1
Ωm
[
(f − 1)2 − 2
g2
A′(τ)
H −
2
g2
A(τ)− 1
]
Φ2 − 2
Ωmg2
[
B′2(τ)
H
−4
3
g′
Hgin +B2(τ)−
4
3
ggin +
4
3
g2
(
e+
3
2
)]
α(x, τ)
− 2
Ωmg2
B′3(τ)
H ∇
−2∂i∂j(∂iΦ∂jΦ)− 2
Ωmg2
B′4(τ)
H ∂iΦ∂
iΦ
+
2
3Ωmg2
[
B1(τ)− 2ggin − 10
3
(aNL − 1)ggin + 2g2
]
∇2Φ2
H2
+
2
3Ωmg2
[
B2(τ)− 4
3
ggin − 4
3
f 2g2
Ωm
− g2 − 3H2B4(τ)
]
∂iΦ∂
iΦ
H2
+
2
3Ωmg2
[
− 3B2(τ) + 4ggin − 3H2B3(τ)
]
1
H2∇
−2∂i∂j(∂iΦ∂jΦ)
+
8
3Ωm
Φ∇2Φ
H2 +
2
3Ωmg2
B3(τ)
H2 ∂i∂
j(∂iΦ∂jΦ) +
2
3Ωmg2
× B4(τ)H2 ∇
2(∂iΦ∂iΦ) , (2.159)
With
A(τ) ≡ B1(τ)− 2ggin − (10/3)(aNL − 1)ggin , (2.160)
α(x) ≡ ∇−2 (∂iΦ∂iΦ)− 3∇−4∂i∂j (∂iΦ∂jΦ) . (2.161)
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The density contrast given in equation (2.157) may be expanded in Fourier space,
δ(η,k) = δ(1)(η,k) +
1
2
δ(2)(η,k) (2.162)
= δ(1)(η,k) +
∫
d3k1d
3k2
(2pi)3
Kδ(2)(η,k1,k2)δ(1)(η,k)δ(1)(η,k)δD(k1 + k2 − k) .
where the kernel Kδ(η,k1,k2) is given as a sum of the traditional Newtonian terms and the
contribution due to primordial non-Gaussainity [81, 82]
Kδ(2)(η,k1,k2) = KNδ (η,k1,k2) +
3
2
ΩmH2fNL(η,k1,k2) gin
g(η)
k2
k21k
2
2
, (2.163)
where k2 ≡ |k1 + k2|2 and KNδ (η,k1,k2) is kernel for the second-order ‘Newtonian’ contribu-
tion, it is given by [81],
KNδ (η,k1,k2) =
3
4
Ωm
g2
H2
[
B3(η)
(k · k1)(k · k2)
k21k
2
2
+B4(η)
k2(k1 · k2)
k21k
2
2
]
. (2.164)
The second term in equation (2.163) appears due to non-vanishing non-Gaussainity. In a
flat matter-dominated (Einstein-de Sitter) universe, where g(η) = 1 and B1(η) = B2(η) = 0,
while B3(η) → (5/21)η2 and B4(η) → −η2/14, equation (2.164) leads to the well known
Newtonian kernel from Newtonian perturbation theory [83],
KNδ (η,k1,k2) ≡
5
7
+
2
7
(k1 · k2)2
k21k
2
2
+
1
2
k1 · k2 (k21 + k22)
k21k
2
2
. (2.165)
The non-linearity parameter is then defined as a collection of terms that do not fit into the
traditional Newtonian kernel
fNL(η,k1,k2) =
[
5
3
(aNL − 1) + 1− g
gin
− 1
2
B1(η)
ggin
]
− (k
2
1 + k
2
2)
k2
g
gin
(2.166)
+
(k1 · k2)
k2
[
2
3
e(η)
g
gin
+
1
2
g
gin
+
2
3
− 1
2
B2(η)
ggin
+
3
2
H2B4(η)
ggin
]
+
(k · k1)(k · k2)
k4
[
3
2
H2B3(η)
ggin
− 2 + 3
2
B2(η)
ggin
]
− (k · k1)(k · k2)
k2
k21 + k
2
2
k21k
2
2
3
2
H2f(η)B3(η)
ggin
− (k1 · k2)k
2
1 + k
2
2
k21k
2
2
3
2
H2f(η)B4(η)
ggin
.
In order to obtain equations (2.165) and (2.166) in their present form, we have performed
an expansion in orders of (H/k1,2) 1 up to terms (H/ki)2.
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The Fourier transform of galaxy two-point correlation up to non-linear order is defined
as
〈δ(η,k)δ(η,k′)〉 = (2pi)3Pδ(k)δD(k + k′) , (2.167)
where Pδ(k) = [Pδ,11(η,k) + 2Pδ,12(η,k) + Pδ,22(η,k)]. Using the Poisson equation or equa-
tion (2.158) for (H/k) 1, the gravitational potential, Φ(η,k) is related to the density field
according to
k2Φ(η,k) = 4piGa2ρ¯δ(1)(η,k) =
3
2
H20 Ωm(1 + z)δ
(1)(η,k) . (2.168)
The time dependent part of the growing mode solution to the density perturbation equation
is given by
D+(a) =
5
2
Ωm0
H(a)
H0
∫ a
0
d a′
(a′H(a′)/H0)
3 , (2.169)
where Ωm0 denotes the present value andD+(a) is normalized such that, D(a) = D+(a)/D+(a =
1), so that D(1) = 1, where D(a) is related to the time dependent part of the Bardeen’s
potential, g(z) = (1 + z)D(z),
δ(1)(k, η) =
2
3
k2T (k)
H20 Ωm
D(z)Φ(k) =M(k)D(z)Φ(k) . (2.170)
Using equation (2.170) in equation (2.167) we find that the matter power spectrum at late-
time up to first order may be given by
Pδ(1),11(k) =
8pi2
25
[D+(a = 1)]
2
H40 Ω
2
m
∆2R(kp)D
2(z)T 2(k)
(
k
kp
)nS(kp)+ 12αS ln( kkp )
, (2.171)
where αS is the running index, kp is a pivot wavenumber, it depends on the observation
and nS is the spectra tilt for the scalar curvature perturbation. The linear power spectrum
for the density field may also be normalized by fixing σ8. σ8 is a r.m.s density fluctuation
smoothed by the spherical top-hat window function of radius 8 Mpc/h, it is given by
σ28 ≡
∫
d ln k
k3Pδ,11(k)
2pi2
W 2(kR) , (2.172)
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where
W (kR) = 3
[
sin(kR)
(kR)3
− cos(kR)
(kR)2
]
, (2.173)
with R = 8Mpc/h. The next leading order correction to density clustering according to
equation (2.167) comes from non-Gaussian contribution, Pδ,12(k) in the form of bispectrum
Pδ,12(k) =
∫
d 3k1
(2pi)3
Kδ(2)(η,k1,k− q1)Bδ(k′,k1,k− k1). (2.174)
The primordial bispectrum of a local shape (equation (1.68)) is given by
BΦ(z, k1, k2, k3) = 2fNL
[
PΦg(k1)PΦg(k2) + (2perm)
]
. (2.175)
The matter-density bispectrum is defined by evolving the primordial bispectrum (equation
(2.175)) to the present time
Bδ(z, k1, k2, k3) = 2fNLD
3(z)M(k1)M(k2)M(k3)
[
PΦg(k1)PΦg(k2) + (2perm)
]
,(2.176)
so that the leading order non-Gaussian correction to matter-density power spectrum becomes
Pδ,12(z, k) = 4fNLD
3(z)M(k)
∫
d 3k1
(2pi)3
M(k1)M(|k− k1|)Kδ(2)(η,k1,k− k1)(2.177)
×PΦg(k1)
[
2PΦg(k) + PΦg(|k− k1|)
]
.
The first non-linear correction to the two point correlation for the density field comes from
the product of two second order terms, i.e
〈δ(2)(k)δ(2)(k′)〉 ≡ (2pi)3Pδ,22(k)δD(k− k′) . (2.178)
where Pδ,22(k) depends on the product of four first order density contrast, hence we use
Wicks theorem to simplify further
〈δ(1)(k1)δ(1)(k2)δ(1)(k3)δ(1)(k4)〉 = (2pi)6
[
Pδ(k1)Pδ(k3)δD(k1 + k2)δD(k3 + k4) (2.179)
Pδ(k3)Pδ(k2)δD(k1 + k3)δD(k2 + k4)
+Pδ(k2)Pδ(k1)δD(k1 + k4)δD(k2 + k3)
]
+(2pi)3Tδ(k1,k2,k3,k4)δD(k1 + k2 + k3 + k4) .
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Substituting equation (2.179) into equation (2.178), we find that it is more convenient to
split Pδ,22(k) into the Gaussian part and non-Gaussian part
Pδ,22 = PδG,22(k) + PδNG,22(k) (2.180)
where
PδG,22(k =
∫
d 3k1
(2pi)3
Pδ(k1)Pδ(|k− k1|)Kδ(2)(η1, µk,k1,k) (2.181)
×
[
Kδ(2)(η1, µk,k,k1) +Kδ(2)(η1, µk,k,k− k1)
]
,
PδNG,22(k) =
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
Kδ(2)(ηk1,k− k1)Kδ(2)(η,k1,−k − k2) (2.182)
×Tδ(k1,k− k1,k2,−k− k2) ,
where the linear trispectrum, Tδ(k1,k − k1,k2,−k − k2), for the density field is defined in
terms of the primordial trispectrum of curvature perturbation
TΦ(k1,k2,k3,k4) = 6gNLPΦg(k1)PΦg(k2)PΦg(k3) + (3 cylic) (2.183)
+
25
18
τNLPΦg(k1)PΦg(k2)
[
PΦg(|k1 + k3|) + PΦg(|k1 + k4|)
]
+ (11 cylic).
The matter-density trispectrum is then obtained by evolving the primordial trispectrum to
the present time
Tδ(k1,k2,k3,k4) = 6gNLD
4(z)M(k1)M(k2)M(k3)M(k4)
[
PΦg(k1)PΦg(k2)PΦg(k3)(2.184)
+(3 cylic)
]
+
25
18
τNLD
4(z)M(k1)M(k2)M(k3)M(k4)
×
[
PΦg(k1)PΦg(k2)
(
PΦg(|k1 + k3|) + PΦg(|k1 + k4|)
)
+ (11 cylic)
]
.
2.6 Coordinate Independent Description of the Uni-
verse
Our universe may also be conveniently described by some fluid variables which do not depend
on a particular set of coordinates [84]. The key ingredient in the formulation is a 4-velocity
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vector, ua of the fundamental observers
ua =
dxa
dτ
, uaua = −1 , (2.185)
where τ is the proper time measured along the world lines of the observer, the 4-velocity
is time-like from the normalization condition in equation (2.185). Every quantity has an
interpretation in terms of observers comoving with ua. The metric on the hypersurface
orthogonal to ua is given by
hab = gab + uaub , (2.186)
where gab is the spacetime metric. hab also serves as a projector of a given quantity onto the
hypersurface and it satisfies the following conditions
hach
c
b = h
a
b , h
a
a = 3, habu
b = 0. (2.187)
Anti-symmetric tensors are projected using the alternating Levi-Civita tensor
ηabcd = 2u[ab]cd − 2ab[cud] , abcdef = 3!h[adhbehc]f . (2.188)
One of the key features of this approach is the decomposition of covariant derivative of ua
into irreducible parts
∇bua = −Aaub + 1
3
Θhab + abcω
c + σab . (2.189)
where Aa is the acceleration of the fundamental observers, Θ describes the expansion of
the fluid lines or the hypersurface in the case of an FLRW spacetime, ωc is the vorticity, it
describes the twisting of the fluid flow lines and σab is the shear. Apart from the expansion,
every other quantity vanishes in the special case of a highly symmetric FLRW spacetime.
Proper time derivatives and the spatial derivative of a given tensor Ja······b are defined as
a component parallel to ua and a component orthogonal to the observer respectively
J˙a······b = uc∇cJa······b , DcJa······b = hcdhae · · ·hbf∇dJe······f . (2.190)
Note that Dchab = 0 = Ddabc, while h˙ab = 2u(au˙b) and ˙abc = 3u[abc]du˙
d. The projected
symmetric tracefree (PSTF) parts of vectors and rank-2 tensors are given by
V〈a〉 = habVb , S〈ab〉 =
{
h(a
chb)
d − 1
3
hcdhab
}
Scd . (2.191)
The skew part of a projected rank-2 tensor is spatially dual to the projected vector, Sa =
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1
2
abcS
[bc], and any projected rank-2 tensor may be decomposed
Sab =
1
3
Shab + abcS
c + S〈ab〉 , (2.192)
where S = Scdh
cd. The technique for decomposing higher rank tensors is given in [85, 86].
The projected derivative Da defines a covariant PSTF divergence, divV = D
aVa , divSa =
DbSab, and a covariant PSTF curl,
curlVa = abcD
bV c , curlSab = cd(aD
cSb)
d . (2.193)
The PSTF dynamical quantities describe the sources of the gravitational field: the (total) en-
ergy density ρ = Tabu
aub, isotropic pressure p = 1
3
habT
ab, momentum density qa = −T〈a〉bub,
and anisotropic stress piab = T〈ab〉, where Tab is the total energy-momentum tensor. The lo-
cally free gravitational field, i.e. the part of the spacetime curvature not directly determined
locally by dynamical sources, is given by the Weyl tensor Cabcd. It splits into the PSTF
gravito-electric and gravito-magnetic fields
Eab = Cacbdu
cud , Hab =
1
2
acdC
cd
beu
e , (2.194)
which provide a covariant description of tidal forces and gravitational radiation. By manip-
ulating the Ricci and Bianchi identities,
∇[a∇b]uc = Rabcdud, ∇dCabcd = −∇[a
{
Rb]c − 1
6
Rgb]c
}
, (2.195)
one arrives at a set of fundamental evolution and constraint equations governing the covariant
quantities. Einstein’s equations are incorporated via the algebraic replacement of the Ricci
tensor
Rab = T ab − 1
2
Tc
cgab + Λgab . (2.196)
The resulting equations, in fully nonlinear form and for a general source of the gravitational
field, are:
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Evolution Equations:
ρ˙+ (ρ+ p)Θ + divq = −2Aaqa − σabpiab , (2.197)
Θ˙ +
1
3
Θ2 +
1
2
(ρ+ 3p)− Λ− divA = −σabσab + 2ωaωa + AaAa , (2.198)
q˙〈a〉 +
4
3
Θqa + (ρ+ p)Aa + Dap+ divpia = −σabqb + abcωbqc − Abpiab , (2.199)
ω˙〈a〉 +
2
3
Θωa +
1
2
curlAa = σabω
b , (2.200)
σ˙〈ab〉 +
2
3
Θσab + Eab − 1
2
piab −D〈aAb〉 = −σc〈aσb〉c − ω〈aωb〉 + A〈aAb〉 , (2.201)
E˙〈ab〉 + ΘEab − curlHab + 1
2
(ρ+ p)σab +
1
2
p˙i〈ab〉 +
1
6
Θpiab +
1
2
D〈aqb〉 (2.202)
= −A〈aqb〉 + 2Accd(aHb)d + 3σc〈aEb〉c − ωccd(aEb)d − 1
2
σc〈apib〉c
−1
2
ωccd(apib)
d ,
H˙〈ab〉 + ΘHab + curlEab − 1
2
curlpiab = 3σc〈aHb〉c − ωccd(aHb)d (2.203)
−2Accd(aEb)c − 3
2
ω〈aqb〉 +
1
2
σc(ab)cdq
d .
Constraint Equations:
divω = Aaωa , (2.204)
divσa − curlωa − 2
3
DaΘ + qa = −2abcωbAc , (2.205)
curlσab + D〈aωb〉 −Hab = −2A〈aωb〉 , (2.206)
divEa +
1
2
divpia − 1
3
Daρ+
1
3
Θqa = abcσ
b
dH
cd − 3Habωb (2.207)
+
1
2
σabq
b − 3
2
abcω
bqc ,
divHa +
1
2
curl qa − (ρ+ p)ωa = −abcσbdEcd − 1
2
abcσ
b
dpi
cd (2.208)
+3Eabω
b − 1
2
piabω
b .
The energy and momentum conservation equations are the evolution equations (2.197) and
(2.199). The dynamical quantities ρ, p, qa, piab in the evolution and constraint equations
(2.197)–(2.209) are the total quantities, with contributions from all dynamically significant
particle species. We made extensive use of these equations in Chapters three, four and five.
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2.7 Covariant equations in Perturbation theory
The irreducible quantities defined in equation (2.189) may be calculated in cosmological
perturbation theory based on the line element given in equation (2.1). The easiest way to
calculate these quantities is use the matter 4-velocity given in equation (2.6). Using the
definition of expansion in terms of ua, Θ ≡ hab∇aub, we find that in perturbation theory, Θ
is given by
(0)Θ =
3H
a
, (2.209)
(1)Θ = −3HΦ
a
− 3Ψ
′
a
+
DkD
kv
a
, (2.210)
(2)Θ = −3
2
(H(2)Ψ
a
+
(2)Ψ
a
)
+
3
a
(Φ− 2Ψ) Ψ′ + 9
2
HΦ2
a
+
DkD
k(2)v
a
(2.211)
+
3H
2a
DkvD
kv +
Dkv
′Dkv
a
+
DkΦD
kv
a
+
DkΨD
kv
a
.
The vorticity, which is defined covariantly as Wab ≡ hcahdb∇[cud], in perturbation theory, it is
given by
(0)ωij = 0 , (2.212)
(1)ωij = 0 , (2.213)
(2)ωij =
1
2
aD[iωj] +
1
2
aD[ivj] + 2aD[ivDj]Ψ . (2.214)
For the shearing of the matter fluid defined as σab ≡ hcahdb∇(cud) − 13Θhab, we find
(0)σij = 0 , (2.215)
(1)σij = aDiDjv − 1
3
aγijDkD
kv , (2.216)
(2)σij =
1
2
a(2)h′ij +
1
2
aD(i
(2)vj) +
1
2
a
(
DiDj
(2)v − 1
3
DkD
k(2)v
)
(2.217)
−2aΨ
(
DiDjv +
1
3
δijDkD
kv
)
.
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Finally the covariant form of the acceleration is defined in terms of the 4-velocity Ab =
ua∇aub and in perturbation theory Ab is given by
(0)Ai = 0 , (2.218)
(1)Ai = DiΦ +HDiv + Div′ , (2.219)
(2)Ai =
1
2
(2)
[
ω′i +
(2)ωiH
]− 2ΦDiΦ + 1
2
Di
(2)Φ +
1
2
(H(2)vi + (2)v′i) (2.220)
−H (Φ + 2Ψ) Div − 2Ψ′Div + 1
2
(HDi(2)v + Di(2)v′)
− (Φ + 2Ψ) Div′ + DkvDiDkv ,
In the subsequent chapters, we made use of these expressions without going into detail on
how they were calculated.
2.8 Conclusion
We have described the evolution of post-inflationary perturbation from the time of decoupling
to the present time where dust approximation is valid. This chapter provides us with the
basic tools we will need to understand the key questions, this thesis was designed to address.
We derived evolution equations for all the perturbed metric variables and provided a solution
in each case in the form that would be most convenient for us to use them in the subsequent
chapters. We will make extensive use of 1 + 3 covariant equations and the solution to
the irreducible quantities in perturbation theory given in Section 2.6 in in chapter 5. The
solution to the Bardeen equations and the power spectrum given in Section 2.3 will be used
in chapter 5 and chapter 6.
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Chapter 3
Evolution of Large Scale Structures
on Average
3.1 Introduction
The world looks completely different depending on the scale of description chosen: for ex-
ample a fluid looks wholly different on an every day scale (say 1 m) as opposed to atomic
scale (say 10−11m). The same is true for astronomy and cosmology. The background models
in standard cosmology are the FLRW models, which ignore all local structural details. More
realistic models include linearised perturbations about this background, in principle repre-
senting the largest scale growing structures down to the scale of clusters of galaxies (10’s
of Mpc) from early times to today; but they do not represent the non-linear smaller scale
structures, such as our galaxy or the solar system, at later times. The universe looks far
from homogeneous when viewed on any scale of from 1 AU to 1 Mpc, and only approaches
statistical homogeneity past 100 Mpc (though even this is in dispute [87, 88]) – see figure. 3.1.
In order to describe the Universe on its largest scales, one has to make approximations
that postulate or derive a high degree of symmetries for the metric of space-time. Practically,
this means that one wants to calculate the large scale observables using a background geom-
etry, i.e. a geometry that ignores, on average, the details present on small scales and that are
not probed by the observables. Such a background is usually found in a FLRW solution to
the Einstein Field Equations (EFE). This issue is referred to as the fitting problem [41]: what
is the best-fit FLRW model to the lumpy Universe? In the standard concordance cosmology,
the existence of this background is postulated, and no smoothing mechanism to obtain it
from the real lumpy Universe is provided. Despite the success of this approach in fitting the
observations there still remains the problem of properly defining the background geometry
in relation to the real lumpy universe.
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Figure 3.1: Structure in the Millennium simulation [89] (from [90]). Can we describe the
universe as smooth on scales of order 150Mpc, shown here in the black and
white boxes (top panel)? The averaging problem is shown in the bottom row:
how do we go from left to right? Does this process give us corrections to
the ‘background’, or is it the ‘background’ itself? How does it relate to the
‘background’ left at the end of inflation?
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For example, which set of observers (worldlines) are associated to the background, i.e.
are supposed to measure an homogeneous and isotropic Universe? It is clear that such a
fitting procedure needs an explicit method of averaging or smoothing. This averaging can
be performed with different techniques and on different quantities. For example, one can
argue that homogeneity is a spatial property and average quantities that define particular
spatial hypersurfaces, such as densities, pressures, or expansion rate of geodesics bundles. In
that case, the background is defined by surfaces of constant density, pressure or expansion
rate and the average quantities are used to fit the background. Another possibility is to
fit the model via averaged observable relations such as the magnitude/redshift or number
count/redshift relations; then the average has to be performed in some sense on the past-null
cone of the observer. Of course, these procedures will, in general, give different results and
the FLRW fitting model reconstructed will depend on which method has been used.
The construction of the background is a crucial issue: if the wrong background is com-
pared to the data, it will imply the existence of a backreaction that may disappear if a
better background is chosen. This emphasizes the fact that a gauge choice is always part
of an averaging procedure. As such, all the approaches listed and commented on in what
follows somehow intend to clarify the (usually unstated) way this is handled in the standard
approach to cosmological modeling in most papers on cosmology.
We have three closely related but distinct problems to consider:
Averaging Coarse-graining of tructure, such that small-scale effects are hidden to reveal
large scale geometry and dynamics.
Backreaction Gravity gravitates, so local gravitational inhomogeneities may affect the
cosmological dynamics. How this is calculated depends on the degree of coarse graining.
Fitting How do we appropriately fit an idealized model to observations made from one
location in a lumpy universe, given that this ‘background’ does not in fact exist?
3.2 Averaging/Backreaction
Although we have distinguished between averaging and backreaction in the previous section,
both effects are technically related. There are general relativistic effects, simply because
they both vanish in the Newtonian limit [91]. In most cases, averaging leads to backreaction
effect, as a result we will treat both effects under one subject heading providing distinction
where necessary. The averaging/backreaction effects within a geometric theory of gravity
arise mainly due to :
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1. non-linearity of the equations of general relativity,
2. non-commutativity of the proper time derivative of an average defined on a lumpy
space-time.
This effect is best illustrated by considering the relationship between the Einstein tensor and
the Christoffel connection is given by G[g] ∼ ∂Γ + Γ2 and that the Christoffel connection
relates to the metric as Γ ∼ ∂g. Let us then consider N number of standard candles (i.e it
could be Supernovae Ia (SN Ia) data sets that provides evidence for accelerated expansion)
within a local lumpy volume V . If we measure the luminosity distances to a particular
standard candle as di and the corresponding recession velocities as vi = czi, where zi is the
redshift of a particular standard candle. The Hubble rate today may be calculated from this
set-up as
H0 ≡ 1
N
N∑
i=1
vi
di
. (3.1)
In the limit of a very large sample, one gets an average over the lumpy volume as H0 =
1
V
∫
v
d
dV [52, 92], where V =
√
g (i.e the square-root of the determinant of the metric of
the lumpy local universe). In relation to the Einstein tensor, this operation may be denoted
as 〈G[g]〉. But we know that distances in cosmology is model dependent, as a result the
traditional practice is to use the distance from a large scale smoothed FLRW space-time to
fit to cosmological models, this operation may be denoted as G[〈g〉]. The point here is that
these two operations do not commute
G[〈g〉]− 〈G[g]〉 ∼ 〈Γ2〉 − 〈Γ〉2 6= 0, (3.2)
where we have made use of G[〈g〉]ab = 8piG〈Tab〉. The average general relativistic description
of the universe will have an additional term as 〈G[g]〉 ∼ 8piG〈T 〉−C, where C = 〈Γ2〉−〈Γ〉2 is
called the backreaction term or the correlation tensor. Notice that the backreaction term C
occupies the same position as the cosmological constant (Gab = 8piGTab−Λgab), a coincidence
that boosted renewed interest in cosmological backreaction in relation to dark energy.
3.3 Non-perturbative Approach to Backreaction
One approach is to build a model of the universe ‘bottom up’. Advocated by Buchert [43, 93,
94], Zalaletdinov [44, 46], Wiltshire [95–97], Ra¨sa¨nen [58, 59, 98], among others [47, 99–102],
these approaches dispute the idea that one needs a background to work from: rather the
background model and its dynamics should emerge as a large-scale approximation to a more
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detailed inhomogeneous model, which can be compared with a FLRW model for the universe
assumed ab initio as in the standard approach. As explained in previous sections, the field
equations for such a model may be expected to be different from those in a standard FLRW
model: we want to understand that difference.
Non-perturbative approaches fall into two main categories. One are generic averaging
formalisms, which aim to understand the nature of the backreaction terms in general, a bit
like deriving and understanding the macroscopic Maxwell Equations. The other approach
is to create fully relativistic inhomogeneous or even N-body models by use of simplifying
assumptions; then, by comparing observables in these models with their averaged FLRW
counterparts one can hope to quantify non-perturbatively the backreaction effect and the
magnitude of the fitting problem. Let us consider each proposal in turn, with some of the
main attempts in the literature.
3.3.1 Averaging Formalisms
Buchert’s approach
Alongside early attempts by [103–107], Buchert [43, 93] builds on the Newtonian averaging by
Buchert and Ehlers [42, 91] to provide a bare-bones approach to the problem, concentrating
on averaging scalars on spatial hypersurfaces. The kinematic scalar equations for vorticity-
free perfect fluid are averaged, to give evolution equations for the averaged expansion and
shear scalars. Several authors [48, 59, 86, 93, 108, 109] have generalized this approach to
any arbitrary space-time, but we will illustrate with the original Buchert proposal.
Let us assume a dust space-time, and observers and coordinates at rest with respect to
the dust. The average of a scalar quantity S may be (non-covariantly) defined as simply
its integral over a region of a spatial hypersurface D of constant proper time divided by the
Riemannian volume:
〈S(t,x)〉D =
1
VD
∫
D
√
deth d 3x S(t,x) (3.3)
Taking the time derivative of Eq. (4.14) yields the commutation relation
[∂t·, 〈·〉D]S = 〈ΘS〉D − 〈Θ〉D 〈S〉D , (3.4)
where Θ is the expansion of the dust, and we assume the domain is comoving with the
dust. The dimensionless volume scale factor is defined as aD ∝ VD1/3, which ensures
〈Θ〉D = 3∂t ln aD. Then, the second derivative of the scale factor is given by the averaged
Raychaudhuri equation:
3
a¨D
aD
+ 4piG〈ρ〉D = Λ +QD, (3.5)
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where QD = 23 [〈Θ2〉D − 〈Θ〉2D]−2〈σ2〉D is the kinematic backreaction term and σ2 = 12σabσab
is the magnitude of the shear tensor. The non-local variance of the local expansion rate could
potential act in similar way as the cosmological constant, causing the average expansion rate
to speed up, even if the local expansion rate is slowing down. Even more tantalisingly, if this
were the cause of the observed acceleration, the coincidence problem would be solved in the
most natural way: as structure forms the variance in the expansion rate grows, as matter
coalesces and virialises [110]. This is a truly remarkable possibility in moving from local to
non-local quantities on a non-trivial geometry, and is the reason for the recent excitement
in the averaging problem.
One can see how this counter-intuitive idea works as follows [111]: If the average scale
factor of a universal domain, aD, can be written as a union of locally homogeneous and
isotropic regions, each with its scale factor ai, then the acceleration of the universal domain
D is given by [53, 98, 112]:
a2Da¨D = a
2
1a¨1 + a
2
2a¨2 + · · ·+
2
a3D
∑
i6=j
a3i a
3
j
(
a˙i
ai
− a˙j
aj
)2
, (3.6)
where ai represents the locally defined scale factor in the i-th sub-region, and, aD ≡ (a31 +
a32 + · · · )1/3. Acceleration of the universal domain, a¨D > 0, can easily be achieved, for
example, for a two disjointed dust filled FLRW sub-region in which one might be expanding
while the other is contracting at a time t, i.e a˙1 = −a˙2 (assuming same sized sub-regions
a ≡ a1 = a2), one obtains a2Da¨D = 2a3
{
a¨
a
+ 4
(
a˙
a
)2}
= 7
3
κ2a3ρ > 0. Here one easily obtain an
acceleration for the universal domain, a¨D > 0, even when the two sub-regions are decelerating
a¨1 < 0, a¨2 < 0; i.e all observers see only deceleration. However, it has been argued [62] that
acceleration found in this toy model does not necessary imply that the physical universe is
accelerating, since this model have not been shown to satisfy other rigorous observational
tests. It also ignores problems due to matching conditions, adding scalars at different space-
time points, and so on.
In Buchert’s scheme, all tensor contributions appear as scalars in these equations, and
are collected into unknown source terms. Of course, the system of scalar equations is not
closed, so one has to make an ansatz about the effect of averaging the shear terms; so it is
very difficult to say how big the backreaction effect is. One can derive an evolution equation
for the averaged shear scalar; but that would be sourced by products of Weyl curvature
tensors, amongst other things, and one quickly sees that the system of equations can never
close. So the method of averaging only scalars reaches this limitation quickly. This feature
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can further be understood by considering the integrability condition:
1
a6D
∂t(QDa6D) +
1
a2D
∂t(〈R〉D a2D) = 0 (3.7)
where 〈R〉D is the average local curvature. This coupling between the curvature and the
volume scale factor implies that if 〈R〉D ∼ a−2D as it is in FLRW cosmology, the kinematic
backreaction term will scale as QD ∼ a−6D , which mimics the behavior of some kind of dark
fluid.
Having said that, [113] has suggested that, if the so-called scalar curvature invariants
can uniquely characterise any space-time, a scalar averaging scheme can work in general by
averaging these invariants. He thus arrives at a complete, closed way of averaging space-time
using only scalars. Whether it is practical remains to be seen.
The averaged quantities in Buchert’s formalism do not have a clear observational mean-
ing. Nevertheless, it is worth noticing that [58, 59] argues that in a statistically homogeneous
and isotropic Universe, the average quantities are approximately the ones that describe ob-
servations along the past lightcone. It will be interesting to see if such an argument can be
made rigorous.
Zalaletdinov’s Macroscopic Gravity
A comprehensive approach to covariantly averaging tensors was initiated and explored by
Zalaletdinov [44, 46] and later by others [47, 102]. It is a foundational attempt to average
the complete set of Cartan structure equations, in order to define Einstein field equations
for the averaged quantities. This approach is directly inspired by the way in which a macro-
scopic theory of electromagnetism can be obtained from the microscopic Lorentz-Maxwell
theory [46]. Once averaged, the ‘macroscopic field equations’ resemble Einstein’s, but with
a source term – analogously to the polarization term in macroscopic Maxwell equations.
The core issue of averaging tensors covariantly is managed by using bi-local extensions
of tensors, so that they transform as tensors at some point of interest, x, but as scalars in a
neighbourhood of the point. Because of that, they can be averaged over that region Σ. The
covariant space-time average is defined as [44]
T¯ab(x) =
∫
Σ
Aa′a (x, x′)Ab′b (x, x′)Ta′b′(x′)
√−g(x′)d4x′∫
Σ
√−g(x′)d4x′ (3.8)
where Aa′a (x, x′) is the bi-local transport operator. The backreaction generated by the
smoothing procedure takes the form of a correlation tensor for the gravitational degrees
of freedom which appears as an effective source in the Einstein field equations. Alternatives
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to this definition, and the resulting averaging scheme were initiated in [47].
Implementing this operation results in a completely covariant smoothing procedure pro-
vided the transport operators satisfy certain conditions. The result is formally independent
of the averaging scale and as such can be seen as generating a universal description of the
collective behaviour of local gravitational degrees of freedom when only their very large
scale properties matter (much the same way as thermodynamics encompasses the collective
behaviour of particles on very large scales compared to the particles themselves).
This approach makes an extensive use of transport of tensorial quantities along geodesics,
but by using the natural parallel transport the metric is invariant so that no smoothed metric
is obtained. Hence, it relies on a specific choice of bi-tensor that satisfies a set of differential
equations and conditions, in order to imply the correct properties of the average. This bi-
tensor is used to evaluate integrals on finite domains, and it is not clear how the formalism
is affected by the choice of this bi-tensor [102]. Additionally his averaged Einstein equations
rely on some “splitting rules” (see eqns (45) and (48) of [45]) which can be questioned
(although they are consistent with an analysis of high frequency gravitational waves, see eqn
(68) of the same paper).
In [114–116] it is shown that in a flat FLRW macroscopic background, the correlation
tensor is of the form of a spatial curvature, while [117] showed that Zalaletdinov’s MG
reduces to Buchert’s equations with corrections in an appropriate limit. It has further been
employed to evaluate the backreaction effect in a perturbed FLRW model [117–119], but
the requirement that a FLRW background exists makes this attempt fall under the category
described in Sec. 3.4. While the amplitude of backreaction is similar to that obtained by
simpler means, the details of using such a covariant approach might be important for an
effective fluid description of perturbations at second-order, such as [120].
3.3.2 Other approaches
Another rigorous approach is based on the deformation of the spatial metric of initial data
sets along its Ricci flow [121, 122]. In principle, this method is a nice, natural way of
smoothing a space-time that can be linked to the standard renormalization group approach
of effective field theories [103], but the non-linearity of the Ricci flow equations is a serious
complication that can lead to the development of singularities along the flow; that makes its
use in a cosmological context particularly difficult, but it might possibly be done using the
surgery approach introduced by Perelman [123, 124]. A renormalisation group approach to
coarse graining in the very early universe is given in [103, 125–127].
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3.3.3 Model building Approach
Timescape Cosmology
Another very original viewpoint called by its instigator the Timescape cosmology, has been
proposed and investigated by Wiltshire [95, 97, 128]. It is a brave but contentious attempt
to seriously look at the status of binded regions of space-time and their interaction with an
expanding cosmological model.
The idea is to separate the Universe into expanding, underdense regions whose boundary
are overdense regions enclosing virialized regions (galaxies) such as the one we, as observers,
live in. An average is then performed spatially (using Buchert’s formalism [94]) to define a
reference cosmic background. Interestingly, the amount of backreaction in these models is
at most of order a few percent (when normalized as a fraction of the energy density) and
is not solely responsible for explaining the apparent cosmic acceleration: the non standard
effects principally come from the desynchronization of local clocks (in the virialized regions)
with respect to cosmic clocks defined via the average background. Indeed, the gravitational
redshift effects imply different ticking rates for clocks inside the voids and in the virialized
regions. Wiltshire argues that the effect is cumulative when an average is performed to define
the background clocks. A possible interpretation of the model is that the extra redshift effects
change the observable relation in the effective FLRW background. As such, the model is
not actually accelerating, but the extra redshift account fully for the dimming of supernovae
because they appear to be at lower redshift than expected. A detailed discussion of the
observational consequences of the Timescape cosmology can be found in [129, 130].
On the other hand, Wiltshire’s proposal is more original since rather than simply viewing
the problem as one of backreaction of structures on the overall global dynamics, it also
recognises that the position of the observer (in virialized structures as opposed to voids)
may be important to the fitting problem when the variance in local geometries becomes
large. Nevertheless, it suffers from its own problems, among which one is the use of a
pure two-zones model to describe the Universe, without any care for the proper junction
conditions between the zones (this problem is emphasized in [131, 132]).
Swiss-Cheese Models
The Swiss-Cheese model consists of one or more spherically symmetric vacuum regions, each
described by the Schwarzchild region metric, joined across spherical boundaries to an FLRW
model [133–137]. This set-up represents a very natural way to model the part of the universe
that we see, for example relationship between bubbles at the end of inflation, the boundary
of a galaxy and intergalactic space, effect of the expansion of the universe on the motion of
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planets, etc.
The Swiss-cheese type construction can be adopted to study the effect of inhomogeneities
on cosmological observations in a fully non-linear and relativistic manner. The algorithm
commonly in use is to start with FLRW metric and cut out comoving holes and fill it with
the Schwarzschild metric, while making sure through the matching conditions that the mass
in the holes equals the mass that was there before. Hence, Swiss Cheese models do not affect
the global dynamics of a lumpy universe, i.e there is no dynamical backreaction effect.
Another more interesting construction is to modify the homogeneous FLRW metric by
the introduction of spherical regions of the spherically symmetric Lemaˆitre-Tolman-Bondi
(LTB) dust space-time [138–146] and a quasi-spherical Szekeres model can also be introduced
[147]. One has to ensure through the matching conditions that the spherical regions of
inhomogeneities is comoving and mass compensating, to ensure that the LTB and FLRW
regions evolve independently. Thus again there are no dynamical backreaction effects.
There are however significant observational differences from standard cosmology. These
space-times model precisely the difference between Weyl and Ricci focussing of null geodesics.
The null geodesics in the void regions are focussed only by shear induced by the Weyl tensor.
One of the critical problems in this area is the relation between Ricci curvature and Weyl
curvature, and Swiss-cheese models are a very interesting way to study this. We refer to
other papers for a discussion of these observational effects: see [138–144, 146] for differing
viewpoints.
Lindquist-Wheeler type models
All the preceding models relied on the hypothesis that a cosmological fluid can be employed
to model the distribution of matter in the Universe. On the contrary, Lindquist-Wheeler
type models are a genuine approach at constructing an expanding universe model out of
locally static domains. It consists in modelling the Universe by approximately paving its
compact spatial sections (topologically homomorphic to S3) with Schwarzchild domains that
stand for the static regions constituting the ‘particles’ of cosmology (such as galaxies) [148].
Of course, the matching cannot be exact, and shells have to be introduced at the boundaries
between the cells. These boundaries then obey equations of motion that produce an overall
expanding and recollapsing model that closely mimics a k = 1 FLRW Universe.
This approach fundamentally differs from a Swiss-Cheese model in that no reference
to a FLRW metric is needed in addition to the static regions: the dynamical properties
really emerge from the interaction between the static cells encoded in the motion of their
boundaries. As such, the fluid approximation is not required and the fluid-like behaviour
only appears when the dynamics is coarse-grained over the detailed, local, structure. An
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
3.4. Backreaction in the standard model 71
interesting point is that it leads to a solution that is only similar to the equivalent FLRW
k = +1 solution, but different in the details (for example, the relation between the total
mass and the maximum radius is modified).
It has recently been extended interestingly by Clifton and Ferreira [149, 150] in their
Archipelagean cosmology. They showed that the optical properties of such a model are quite
different from the ones of the ”equivalent” FLRW model and can lead to a correction in the
fitted value of ΩΛ of order 10%. However, the solution is not, as such, self consistent: it is
only an approximation that neglects the interaction between neighbouring cells, interaction
that would result in the deformation of the geometry around each vertex and the appearance
of anisotropies. But the approximation is plausible and is worth exploring because it is a
neat way to explore the emergence of a collective expanding Universe formed by locally static
regions. More recent progress in Lindquist-Wheeler type models my be found in [151, 152].
3.4 Backreaction in the standard model
All these approaches are enlightening, but do not yet result in detailed models that can
be directly compared with precision cosmology observations. For that we need to turn
to the standard perturbed FLRW models, which enable us to comprehensively investigate
backreaction effects in the linear and weak non-linear regime.
3.4.1 Short Wavelength Approximation
The problem associated with the ill-definition of an average was examined by Green and Wald
in [153], generalizing earlier work by Burnett [154]. They replaced averages by the notion
of weak limits in the weak field approximation, and thereby obtained strong restrictions on
back-reaction effects (in this context) through a mathematically precise point limit process.
In this approximation, they show that if the small-scale motions of matter inhomogeneities
are non-relativistic, the effect of small scale inhomogeneities on large scale dynamics can be
written as an effective trace-free (radiation) stress energy tensor, and hence cannot lead to
acceleration via a negative active gravitational mass.
However the degree to which this analysis captures the physically relevant degrees of free-
dom is questionable because of the nature of the ultra-local limiting process, which ignores
all details of the actual clustering of matter; but we have seen above that whether backreac-
tion effects are significant or not depends crucially on the nature of that clustering. Unlike
the analysis in [120], the Green and Wald method is unable to analyze the interrelationships
between different length scales, because it ignores all details of finite length scales. Further-
more, this analysis is based on the work in [154], which centers on handling a singular limit
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at the origin (a vanishing energy momentum tensor at all points away from the origin has a
non-zero limit at the origin) arising through behaviour of the ‘x sin(1/x)’ variety. But that
does not realistically represent any real physical matter distribution in cosmology. Indeed it
seems likely that the crucial quantity representing this discontinuity (µmnabcs in [154], µabcdef
in [153]) will vanish for any realistic matter distribution: the kind of ultra-local backreaction
mechanism envisaged in these papers will not occur in physical reality. It is not generically
the same as the backreaction due to averaging over finite volumes that is the concern of
this paper,1 although it might be a limit of such a mechanism in specific singular geometric
circumstances.
3.4.2 Effective Fluid Approach
In order to avoid the divergence problems caused when δ exceeds unity, Baumann et al
[120] have considered a reorganization of the perturbative expansion, using a coordinate
based Euclidean smoothing to separate long and short wavelength modes. Further, as we
have discussed, v2 ∼ (∂Φ)2 ∼ Φ in magnitude, and on small scales when δ ∼ 1 a natural
expansion variable is v2, provided each spatial derivative reduces the order by v. The field
equations are linear in the matter variables, so there is no need to expand δ. Using this,
averaging over suitable scales, one can derive effective pressure and densities which, when
averaged, obey Newtonian-like equations [155] for the kinetic and potential energies on small
scales and proving a viral theorem for local systems imbedded in the expanding universe.
From this they argue that backreaction is always small, even in a model with no radiation era,
and (in agreement with Green and Wald) cannot generate a negative active gravitational
mass (ρ + 3p ≥ 0 always) . In effect, the potential for a negative gravitational mass to
be generated by Buchert’s averaging process is vitiated because of the existence of local
equilibrium states characterized by their virial theorem.
The main idea behind the effective fluid approach proposed in [120] is to re-write the
Einstein equations into the background, forms linear in X, and those non-linear in X:
G¯ab + (Gab)
L[X] + (Gab)
NL[X2] = Tab . (3.9)
and to assume that the background equations, G¯ab = T¯ab, and the linearized Einstein equa-
tions, (Gab)
L = (Tab)
L, are defined in the standard way. Then the Einstein equations may be
written in a form that is very similar to the linear equations, (Gab)
L = (τab− T¯ab), where the
effective stress-energy pseudo-tensor τab may then be defined as, τab ≡ Tab − (Gab)NL. The
second part in this process requires that the perturbation on the right hand side of the field
1The integrals in [153] are related to definition of weak limits, not to averaging over finite volumes.
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equation be performed in orders of the peculiar velocity instead of density, since the density
contrast is ill-defined at non-linear scales.
Then each linear term is split into short wavelength modes and the long wavelength
modes as, X = X` +Xs, and the non-linear splits as,
〈fg〉Λ = f`g` + 〈fsgs〉Λ + 1
Λ2
∇f` · ∇g` + . . . , (3.10)
After smoothing, the effective energy momentum pseudo tensor becomes,
〈τab〉Λ = 〈τab〉` + 〈τab〉s + 〈τab〉∂
2
. (3.11)
The subscripts ‘s′ and ‘`′ denote the short wavelength and the long wavelength part of each
term, and Λ is the cut-off for the effective theory and last term in equation 3.11 stands for
high derivative terms that appear after smoothing . The tensor τab is conserved by virtue of
the linearized Bianchi identity, and can be re-written into the form of a fluid with density,
pressure and anisotropic stress,
ρeff = 〈τab〉su˜a` u˜b` , 3peff = 〈τab〉sγab` ,Σ<ij>eff ≈ τ<ij>, (3.12)
where u˜a is the renormalized matter 4-velocity and overline denotes ensemble average. It
was shown in [120] that non-linear terms in τab may be re-written in the form of the kinetic
energy κ and the potential energy ω and can be organized as 3p¯eff = ρ¯m(2κ + ω) , and
its equation of state becomes w¯eff ≡ p¯effρ¯eff = 13(2κ + ω) . The point here is that virial scale
decouples from the effective long wavelength expansion of the universe and effective pressure
vanishes: 2κ+ ω = 0. The more detailed version of this proof in [120] relies on the fact that
within the sub-horizon region, one can safely ignore the expansion of the universe (so one
can set a = 1) and that the smoothing domain is much larger than the size of the system.
Setting a = 1 is equivalent to imposing a stationary orbit condition as was done in [156] for
a general relativistic version of the virial theorem.
3.4.3 Buchert Averaging and the Standard model
The standard model of cosmology ignores all the complexity of smoothing the space-time
and assumes that on ‘large’ scales (say larger than a few Mpc) we can model the universe
as homogeneous and isotropic, with linear fluctuations describing structure propagating as
smooth fields on this background. On smaller scales we can jump to Newtonian gravity, and
model the universe as discrete particles in simulations. Because it is the only model we have
where we can calculate anything realistically at all, it is provides a good test arena to study
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backreaction in detail.
We shall give a comprehensive overview of the issues involved in the subsequent chap-
ters, which illustrate more about the backreaction effect on the Hubble rate, decceleration
parameter and the area distance in the standard model.
3.5 Fitting Problem in Cosmological Observations
The process of averaging is one form of fitting of a large-scale smoothed-out model to a
more realistic lumpy model of the universe [41]. In this more general process, one starts
out a priori with a smoothed out exact FLRW model, represented by a metric g
(cos)
ab , and
uses some best-fitting process by which it is adapted to be a background model for the more
realistic lumpy models on scales represented by metrics g
(local)
ab , g
(gal)
ab or g
(lss)
ab . This is the
fitting process underlying the standard use of FLRW background models in cosmology.
Averaging is in some respects a fitting process, but does not necessarily correspond to
any actual observational procedure. So a key issue is how this all relates to cosmological ob-
servations. One can do a null fitting, where one in effect averages astronomical observations.
Here one will have to take into account not only the effect of averaging on the geometry
and dynamics (as represented by (3.2) but also the effect of lumps on null geodesics and on
observational relations.
In the real universe, as pointed out in [56, 157–159], observations take place via null
geodesics lying in the empty space-time between galaxies, which are focused only by the
curvature actually inside the beam, not the matter that would be there in a completely
uniform model. The effect on the observational relations of introducing inhomogeneities into
a given background space-time is twofold: it alters the redshift and it changes area distances.
The major modification to the redshift comes from the peculiar velocity, while the area
distance is modified mainly by the gravitational lensing effect. Weinbergin 1976 [160] argues
that on average, the luminosity distance or the apparent magnification produced by randomly
distributed masses is exactly the same as that in a homogeneous universe of equal mean
density. This is based on the assumption that photon number is conserved in an expanding
universe, hence the magnification produced by the clumps is largely cancelled by the de-
magnification by the under-dense region. Most justification for the use of FLRW space-time
approximation rely on this argument, so it is what exploring further. Consider a celestial
sphere with a source at (comoving distance) χ = 0 and observer telescope positioned at
χ = χobs . The surface area of the celestial sphere is given by 4piD
2
A = 4pia
2
obs(t)χ
2
obs, where
in an exactly FLRW universe, a2obs(t) is the cosmological scale factor and DA is the general
expression for area distance. If a source at a comoving cordinate χ = 0 emits N number of
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photons, and the observer at, χobs, with a telescope of area AT catches n number of photons,
the ratio of the two photon numbers is given by
4pia2obsχ
2
obs
AT
=
N
n
(3.13)
Now if we introduce matter into the sphere, the number of photon measured by the telescope
will change due to gravitational lensing, however, if we impose the conservation of photon
number, we immediately notice that since the area of the telescope is fixed, the area distance
in a universe with matter must be equal to the area distance of an exact FLRW space-time.
Weinberg result (equation 3.13) is not scale independent, within the strong field region,
caustics can lead to a non-vanshing gravitational lensing effect [161]. Also it has been shown
in [162–165] that non-linear inhomogeneities of the form (δ2) lead to more photon in an
inhomogeneous universe than in a homogeneous universe without violating the conservation
of photon number.
nobs
nFLRW
=
r2obs
r2FLRW
≥ 1 (3.14)
On super-Hubble scales, contribution from non-lninear inhomogeneities of the form δ2 is
almost vanishing, hence equation (3.13) remains valid. However, light from ‘point sources’
such as supernovae is observed with a beam width of order of the sources’ size – typically less
than 1 AU. Such a beam probes matter and curvature distributions that are very different
from coarse-grained representations in N-body simulations, which are smoothed on scales
much larger than 1 AU. The beam typically travels through unclustered dark matter and
hydrogen with a mean density much less than the cosmic mean, and through dark matter
mini-halos and hydrogen clouds. Large dark matter halos are rarely encountered directly
and so are mainly experienced through their Weyl (tidal) curvature. How observations of
many such beams averages this Weyl curvature into the Ricci curvature of the background
is not understood.
These effects induce, in particular, a dispersion of the observed SNIa luminosities and
hence an extra scatter in the Hubble diagram [166–169]. “Precision cosmology” within the
standard approach could be compromised by the effects of lensing on the interpretation of
SNIa data – and thus it is crucial to characterise the magnitude of these effects precisely.
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3.6 Light Propagation on a General Spactime
From a theoretical point of view, the effects of matter inhomogeneities can be described
by the geodesic deviation equation, which describes the evolution of a bundle of geodesics
xa(λ, s), where λ is the affine parameter and s labels the geodesics. The past lightcones of
the central observer are given by w = const, where w is the phase. Then ka = ∂aw, so these
curves are irrotational null geodesics:
kaka = 0, k
b∇bka = 0, ∇[akb] = 0. (3.15)
The connecting vector ηa = dxa/ds relates neighbouring geodesics with tangent vector
ka = dxa/dλ to an arbitrary reference geodesic of the bundle, x¯a(λ) = xa(λ, 0), giving the
distance between neighbouring geodesics and hence the physical size and shape of the bundle
as one follows it down into the past. The connecting vector can always be chosen such that
kaηa = 0 and it evolves according to the geodesic deviation equation:
kakb∇a∇bηc = Rcdabkdkaηb. (3.16)
This equation describes the change of shape of the bundle.
For fundamental observers with four-velocity ua (uaua = −1), the redshift is defined by
1 + z(λ) =
(kau
a)λ
(kbub)0
, (3.17)
where the past-directed photon four-momentum is
ka = (1 + z)(−ua + ea), eaua = 0, eaea = 1. (3.18)
Here ea is the spatial direction of observation, and the spatial direction of propagation is
na = −ea. The affine parameter increases monotonically along each ray and coincides in an
infinitesimal neighborhood of the observation point with the Euclidean distance in the rest
frame of ua(0). Note that while it depends on the 4-velocity ua(0) of the observer, it does
not depend on the 4-velocity ub(x¯a(s)) of the observed source.
The screen space at each point along a ray is in the observer’s rest space and orthogonal
to the ray direction. It is spanned by unit vectors nai (i = 1, 2), with gabn
a
i n
b
j = δij and
nai ua = n
a
i ka = 0, that are parallel transported along the ray (k
a∇anbi = 0). We can choose
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the connecting vector to lie in the screen space, so that2 ηa = η1n
a
1 + η2n
a
2. By (3.16)
d2
dλ2
ηi = Rijηj, (3.19)
where Rij = Rabcdkdkcnai ndj is the screen projection of the Riemann tensor. We write
Rij =
(
Φ00 0
0 Φ00
)
+
(
−Re Ψ0 Im Ψ0
Im Ψ0 Re Ψ0
)
(3.20)
with
Φ00 = −1
2
Rabk
akb, Ψ0 = −1
2
Cabcdm
akbmckd, (3.21)
where ma ≡ na1 − ina2. The Einstein equations give Rabkakb = 8piGTabkakb, where Tab is the
total energy-momentum tensor,
Tab = (ρ+ p)uaub + pgab + piab + qaub + qbua. (3.22)
Here piab is the anisotropic stress and qb is the momentum density. (For a perfect fluid
piab = 0 = qa; for more general fluids, we can always choose qb = 0, corresponding to the
frame where comoving observers see no momentum flux). Then we find
Φ00(λ) = −4piG[1 + z(λ)]2
(
ρ+ p+ 2qae
a + piabe
aeb
) ∣∣∣∣
x¯α(λ)
. (3.23)
Note that a cosmological constant Λ makes no contribution to Φ00.
The linearity of (3.19) implies that
ηi(λ) = Dij(λ)
dηj
dλ
∣∣∣∣
λ=0
, (3.24)
where Dab is the Jacobi map. By (3.19), we have the Jacobi matrix equation
d2
dλ2
Dij = RikDkj , ηi(0) = 0,
dDij
dλ
(0) = δij. (3.25)
This second-order linear equation can be rewritten as a first-order nonlinear equation:
d
dλ
S ij + S ikSkj = Rij, (3.26)
2This is the Sachs basis, unique up to transformations nai → rij(α)naj + pika, where rij(α) is a rotation
through angle α, and pi are constants.
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by defining the deformation matrix
d
dλ
Dij = DikSkj . (3.27)
The Jacobi map Dij or equivalently the deformation matrix S ij are the central quantities to
describe the distortion of the geodesic bundle. The deformation matrix is usually decomposed
as3
Sji =
(
θˆ 0
0 θˆ
)
+
(
σˆ1 σˆ2
σˆ2 −σˆ1
)
, (3.28)
which defines the optical scalars θˆ (null expansion) and σˆ ≡ σˆ1 + iσˆ2 (null shear). These
satisfy the Sachs equations [170]
dθˆ
dλ
+ θˆ2 + |σˆ|2 = Φ00, (3.29)
dσˆ
dλ
+ 2θˆσˆ = Ψ0, (3.30)
θˆ ≡ 1
2
∇iki, |σˆ2| ≡ 1
2
∇ikj∇ikj − θˆ2. (3.31)
The evolution of a ray bundle can then be discussed in terms of Ricci focussing (Φ00)
and Weyl focussing (Ψ0). The first is generated by matter inside the beam [see (3.23)] while
the second derives from matter outside the beam, which can generate a non-vanishing Weyl
tensor inside the beam. This distinction leads to the problem raised by Zel’dovich [171] and
Feynman [172], and posed in terms of the curvature tensor by Bertotti [173]: if the matter
of the universe is clustered in massive galaxies, the bundle propagates almost exclusively
in vacuum, or at least in underdense regions, and is thus mostly subject only to the Weyl
focussing; by contrast, the cosmological effect is modelled using a homogeneous fluid which
generates only Ricci focussing (Weyl tensor vanishes in FLRW space-time). Dyer and Roeder
[174, 175] (see also [176–178]) effectively reproduced Zel’dovich’s idea and proposed an ansatz
to model the propagation in regions with no intergalactic medium. Weinberg [179] disputed
this model, arguing that multiple Weyl deflections by individual masses average to mimic
the Ricci effect of a fluid with equal average density. Weinberg’s argument has been disputed
[161, 163]. Later work (e.g. [164, 165]) has not produced a definitive answer to the question,
in particular for the case of the very narrow beams involved in SNIa observations.
In order to properly describe a thin geodesic bundle, we need to have a good description
of the matter distribution on the scales of the extension of the bundle, and determine how the
effect of the inhomogeneities average during the propagation of the bundle, with two main
3The null rotation ωˆab = ∇[akb] vanishes by (3.15).
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issues in mind: (1) determining the typical amplitude of the effect and (2) understanding
why the description by a smooth universe seems to provide a good description and determine
its validity.
3.6.1 Area distance
The Jacobi matrix can be diagonalized by rotations:
Dji = r(−α1)
(
D+ 0
0 D−
)
r(α2), (3.32)
where the shape parameters D± are nonzero almost everywhere. Their absolute values give
the semi-axes of the (elliptic) cross-section of the bundle. Once D± are fixed, the angles α1,2
are unique at all points where the bundle is non-circular.
The area distance or angular diameter distance is then defined as4
DA(λ) =
√
det |D(λ)| =
√
|D+(v)D−(λ)|. (3.33)
For a bundle converging at the observer, DA relates the cross-sectional area A at the source
to the opening solid angle at the observer. It depends on the 4-velocity of the observer, but
not of the source. From (3.31), the null convergence is
θˆ =
1√
A
d
dλ
√
A, (3.34)
and (3.29) becomes
d2DA
dλ2
= − (|σˆ|2 − Φ00)DA. (3.35)
For Tabk
akb > 0 we have Φ00 ≤ 0 by (3.23), so that |σˆ|2 − Φ00 ≥ 0. Thus
d2DA
dλ2
≤ 0, (3.36)
in any cosmological model, as long as the null energy condition holds, irrespective of the
value of the cosmological constant. In order to compare to observations, we need the relation
4Note that the terminology ‘angular diameter distance’ has two interpretations: as an area angular
diameter distance, as used here, and as a linear angular diameter distance which are D+ and D− [180].
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between v and z. We have dz/dv = d(uakb)/dλ = k
b∇b(uaka) = kakb∇bua. Now
∇aub = 1
3
Θ (gab + uaub) + σab + ωab − uaAb, (3.37)
where Θ is the expansion, σab is the shear, ωab is the vorticity and A
a is the acceleration.
In a universe containing CDM and baryons with four-velocity ua, and Λ (where radiation is
dynamically negligible), we have Ab = 0. By Eqs. (3.17) and (3.18), we obtain [181]
dz
dλ
= (1 + z)2
(
1
3
Θ + σabe
aeb − Aaea
)
. (3.38)
For any quantity X evaluated along the ray bundle
dX
dλ
= (1 + z)2H‖(z, ea)
dX
dz
, (3.39)
where H‖ is the observed expansion rate along the line of sight [181],
H‖(z, ea) =
1
3
Θ + σabe
aeb − Aaeb. (3.40)
The observed expansion rate is made up of an isotropic expansion monopole, an acceleration
dipole and a shear quadrupole.
The set of equations (3.30), (3.35) and (3.38) is the basis for analyzing the effect of
inhomogeneities. There are four physical effects induced by inhomogeneities that need to be
taken into account:
• area distance modifications: due to the difference between Ricci focussing (when the
rays move through a uniform medium) and Weyl focussing (due to the tidal effects of
nearby matter);
• redshift adjustment: due to the differences between the true redshift of a source and
its redshift in a smoothed out model;
• affine parameter distortions: since inhomogeneities change the relation v(z) (this is
actually where Λ affects observational relations);
• displacement of the light beam: since the ray path is shifted sideways by inhomogeneities
and so experiences different Weyl and Ricci terms at the same v because it is at a
different space-time point.
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3.6.2 From affine parameter to redshift dependence
The evolution equations (3.30), (3.35) for the null shear and angular distance are in terms
of the unobservable affine parameter λ. We need to convert to the observed redshift, using
(3.38). Using (3.39), we obtain
d2z
dλ2
= kakbkc∇a∇buc ,
= −2
3
(1 + z)3H‖Θ− 1
3
(1 + z)3kc∇cΘ + (1 + z)kakc∇cAb
+(1 + z)2H‖kbAb − kakbkc∇cσab. (3.41)
The last term can be evaluated by expanding kc with (3.18) and using ubuc∇σab = −σabAb
and ubec∇σab = −σabec∇cub. It follows that for any quantity X,
d2X
dλ2
= (1 + z)4H2‖
d2X
dz2
+ (1 + z)3Q
dX
dz
, (3.42)
where
Q =
2
3
ΘH‖ − 1
3
Θ˙ + AaA
a + ea
(
− 1
3
∇aΘ +H‖Aa − A˙a − ub∇aAb + 2σabAb
)
+ eaeb
(2
3
Θσab − σ˙ab − 2σacσbc − 2ωacωcb +∇aAb
)
− ecebea∇cσab . (3.43)
This form of Q is completely general, for any space-time geometry and energy-momentum
tensor, and independent of the field equations. It is convenient to write H2‖ and Q in terms
of covariant multipoles, using a covariant generalization of a spherical harmonic expansion
[181]. We expand in terms of the trace-free products e〈aeb〉, e〈aebec〉 and e〈aebeced〉, and use
the spatial covariant derivative Da. Then we obtain [182]:
H2|| =
1
9
Θ2 +
1
3
AaA
a +
2
15
σabσ
ab − ea
[2
3
ΘAa +
4
5
Abσab
]
+e〈aeb〉
[
AaAb +
2
3
Θσab +
4
7
σcaσbc
]
− 2e〈aebec〉Aaσbc + e〈aebeced〉σabσcd, (3.44)
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and
Q =
4piG
3
(ρ+ 3p)− 1
3
Λ +
1
3
Θ2 + σabσ
ab − 1
3
ωabω
ab + AaA
a − 2
3
DaAa
+ ea
[
1
3
DaΘ +
2
5
Dbσab + A˙a − 4
3
ΘAa − 17
5
Abσab − Abωab
]
+ e〈aeb〉
[
Eab − 4piGpiab + 2Θσab + 3σcaσbc + ωacωcb + 2ωcaσbc − 2DaAb
]
+e〈aebec〉
[
Daσbc − Aaσbc
]
(3.45)
where we also used the covariant evolution and constraint equations of GR (see [183]).
Here Eab = Cacbdu
cud is the electric part of the Weyl tensor (generalizing the Newtonian
tidal tensor). These expressions show clearly the covariant monopole and higher multipoles;
for example, the octupole of Q is D〈aσbc〉 − A〈aσbc〉. Note that the monopole of H2‖ has
contributions from the shear even though the monopole of H‖ does not.
Finally we can rewrite the evolution equation (3.35) for the angular distance in terms of
redshift:
(1 + z)2H2‖
d2DA
dz2
+ (1 + z)Q
dDA
dz
= −
[
4piG
(
ρ+ p+ 2qae
a + piabe
aeb
)
+
|σˆ|2
(1 + z)2
]
DA.
This is a completely general and nonlinear equation, valid in any space-time, with any matter
content, where H2‖ and Q are given by equations (3.44) and (3.45).
3.7 Conclusion
We have discussed various approaches that have been developed to study the effect of back-
reaction in cosmology and we have also made a case on why averaging is very crucial in
cosmology, especially in a precision cosmology era. We discussed extensively the general
theory of light propagation since our only means of extracting information from an evolving
universe is through the photons that arrive at the observer’s telescope here on earth (Gravi-
tational wave astronomy is still in its infancy and will not replace the traditional techniques
that rely on light propagation).
In the subsequent chapters, we will be focussing attention on three key parameters of the
standard model: the Hubble rate, deceleration parameter and area distance. We will study
these parameters in great detail with the aim quantifying the actual effect of backreaction
on them within the standard model. We hope that our approach to the problem will help
resolve some of the discrepancies in literature relating to whether backreaction in cosmology
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is important or not.
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Chapter 4
The Influence of Structure Growth on
Expansion of the Universe
4.1 Introduction
The late time Universe is not perfectly homogeneous and isotropic, and the overdensities
and voids that develop via gravitational collapse make it significantly inhomogeneous. As a
result, the notion of a background, highly symmetric, geometry, that is at the core of the
standard concordance model needs to be addressed carefully. Specifically, one would like
to construct such an average model, suitable to describe the Universe on sufficiently large
scales, as a coarse-grained version of the actual distribution of matter and energy in the
Universe. In the last decade, this issue has attracted considerable attention in cosmology, in
particular through the so-called averaging problem (see [94] and references therein), mostly
because it is sometimes believed that it could provide an answer to the Dark Energy problem
(see e.g. [98, 110, 184]). Even though this has not been shown to be the case, the physics of
averaging are still be worth investigating; the parameters for cosmological concordance are
quite sensitive to the backreaction effect – important in the era of precision cosmology.
One method for evaluating this backreaction lies within the standard cosmological model.
That is, one can evaluate the backreaction from the perturbations which describe structure
formation. At second-order in perturbation theory, this gives rise to corrections to the local
Hubble flow. This idea was first investigated in an Einstein-de Sitter model in [184, 185],
and followed up in more detail in [51, 52, 92]. This was extended to include the case of
a cosmological constant in [86, 108, 186, 187] . On the face of it there appears to be
some discrepancy between these results: While [51, 52, 92] found an important effect from
backreaction, [62] found much smaller changes to the value of H0. Our aim in this chapter
is to reconcile these results, and present them in a unified framework.
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Bearing this idea in mind, in this chapter, we will be using the averaging formalism as
developed in [43, 48, 86] in order to estimate the corrections to the averaged local Hubble
flow induced by the small scale inhomogeneities in the matter distribution. Such studies
have been performed in the past, [51, 52, 86, 92, 186, 187], with different definitions for
the Hubble rate, different slicing for averaging, and/or different approaches to perturbation
theory. Specifically, on the one hand, [186, 187] defined the averaged Hubble flow in the
longitudinal gauge by following the expansion of the coordinate grid adapted to the gauge;
this is the expansion associated with the gravitational potential [86]. On the other hand,
[51, 52, 86, 92] looked at the expansion of the matter fluid in the comoving synchronous gauge
[51, 52, 92] and in the longitudinal gauge [86]. The results and the claims inferred from these
results differ from one analysis to the other. To clarify the issue and evaluate precisely the
corrections to the concordance model due to the backreaction effect, we propose to compare
quantitatively the different definitions and results. We will discuss how a consistent second
order treatment of the backreaction effect in perturbation theory changes in the value of
the Hubble rate. We will also analyse the intrinsic variance created by the fluctuations that
could affect the measurements of H0.
This chapter is organized as follows: In Sections 4.2 and 4.3, we briefly recall the averaging
formalism to be used, and discuss the definitions of the averaged Hubble rate in two different
hypersurfaces of interest. In this section, we will also use the gauge invariant formalism
developed in [109, 188] to calculate the averaged Hubble rate defined in the fluid frame. To
the best of our knowledge, it is the first practical calculation making use of of this gauge
invariant formalism to study backreaction effect. The discussion of our results is presented
in Section 4.4 and a fitting formula for the variance of the Hubble rate will be given here. We
also show that the two classes of definitions can be clearly distinguished. A brief comment on
their relevance is also given. Finally, in Section 4.5, we draw some conclusions and discuss
future works. We present in Section 4.6 detailed expressions of the various Hubble rates
considered in this paper, at second oder in cosmological perturbation theory.
4.2 Equations of Motion
Buchert’s averaging formalism [43, 93] (a similar averaging formalism was presented earlier in
[104]) and its generalization to arbitrary coordinate systems [48, 59, 108, 187] rely on Einstein
equations written in the Arnowitt-Deser-Misner form. Within this formalism, one considers
a set of observers defined at each point of the spacetime manifold, and characterized by a
unit 4-velocity field, na, that is everywhere timelike and future directed, i.e. nana = −1, with
zero vorticity. This 4-velocity field induces a natural foliation of spacetime by a continuous
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
4.2. Equations of Motion 86
set of space-like hypersurfaces locally orthogonal to na. The projection tensor field onto
these hypersurfaces is defined as hab = gab + nanb. The line element can then be written
with respect to this foliation:
ds2 = −(N2 −NiN i)dt2 + 2Nidtdxi + hijdxidxj , (4.1)
where we have introduced respectively the lapse function N(xa) and the shift 3-vector N i(xa)
. The components of the 4-velocity of the fluid comoving with the coordinate grids is given
in relation with the lapse and shift functions as
na = 1
N
(1,−N i), na = N(−1, 0, 0, 0) . It is orthogonal to the hypersurface hab . The
intrinsic curvature of the hypersurfaces is given by R ≡ habRab, where Rab is the 3-Ricci
curvature of the hypersurfaces and the extrinsic curvature (or second fundamental form):
Kab ≡ −hcahdbnc;d.
Here we will consider only the Hamiltonian constraint and the evolution equation for
the metric of the spacelike hypersurface.(for the com lete set of ADM decomposed Einstein
equations see [48]).
(∂t − LΣt)hij = −2NKij , (4.2)
R +K2 −KijKij = 16pi , (4.3)
where  = nanbTab and Tab is the energy momentum tensor defined to include the cosmological
constant as Tab = (ρ + p)uaub + (p + Λ/(8piG))gab . u
a is time-like 4-velocity for the matter
field normalized to uaua = −1, it is related to na through
ua = γ(na + va) , where γ =
1√
1− vava
. (4.4)
The vector va is spacelike and it is orthogonal to na (vana = 0).
The non-local, free gravitational field is described by the Weyl tensor. Given a timelike
vector this is split into electric and magnetic parts. For example, with respect to na these
are
E
(n)
ab = Cacbdn
cnd and H
(n)
ab =
∗Cacbdncnd, (4.5)
where Cabcd is the Weyl tensor and
∗Cabcd is its dual. Analogous definitions exist for the
vector field, ua. This means that observers in the frame of the fluid and observers in the
coordinate frame observe this electric-magnetic split differently (see [189] for the transforma-
tion relations between the two), analogously to boosted observers measuring different electric
and magnetic parts of the electromagnetic field. In particular, in certain gravitational fields
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there may exist a special frame whereby one of these two components vanishes. For example,
in so-called silent universes which are not conformally flat, there exists a preferred frame in
which the magnetic part of the Weyl tensor is zero – such a frame may be considered the rest-
frame of the gravitational field. In spacetimes where this is possible, it is unique as follows
from the transformation laws in [189], and there exist (at least) two physical, well motivated,
frames: the rest-frame of the fluid, and the rest-frame of the non-local gravitational field.
So far we have defined two different 4-velocities, which according to standard 1 + 3
decomposition of a covariant derivative of 4-vector, will imply defining respectively two
expansion rates.
4.2.1 Decomposition of velocities
The covariant derivatives of the two 4−velocities, ua and na, as well as the spacelike relative
velocity va, may be invariantly decomposed with respect to the coordinate frame, na, (this
corrects the decomposition presented in [48]; however the expression for the Hubble rate is
not affected):
∇anb = −nan˙b + 1
3
ξhab + Σab , (4.6)
∇aub = −γvc
(
γ2v˙c + n˙c
)
nanb − γ
(
γ2vc∇˜avc + 1
3
ξva + Σacv
c
)
nb
+γna
(
γ2vcv˙cvb + n˙〈b〉 + v˙〈b〉
)
+
1
3
θhab + σab + ωab , (4.7)
∇avb = −n˙cvc nanb − nav˙〈b〉 +
(
1
3
ξva + Σacv
c
)
nb +
1
3
κhab + βab +Wab ,
(4.8)
where:
ξ ≡ hab∇anb , Σab ≡ hcahdb∇(cnd) −
1
3
ξhab ,
θ ≡ hab∇aub , σab ≡ hcahdb∇(cud) −
1
3
θhab ,
ωab ≡ hcahdb∇[cud] , κ ≡ hab∇avb ,
βab ≡ hcahdb∇(cvd) −
1
3
κhab , Wab ≡ hcahdb∇[cvd] .
Where we have used the notation A˙a···b = nc∇cAa···b, the angle brackets denote symmetric,
trace free, and projected with respect to na. ∇˜ denotes the spatially projected covariant
derivative.
Here ξ and θ are the expansion rates, while κ is the divergence of the 3-velocity va; Σab, σab
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and βab are the shear, while ωab and Wab are the vorticity in the respective definitions. Every
quantity defined here has a natural interpretation in terms of observers comoving with the
fundamental 4−velocity na. Provided these definitions are unique and consistent, all related
quantities have a direct physical or geometric meaning with respect to the fundamental
4−velocity na. Any difference between such 4-velocities will be of O() in perturbed FLRW
case and will disappear in the FLRW limit [189] . Note that:
θ − γξ = γκ
(
1 +
1
3
γ2v2
)
+ γ3vavbβab, (4.9)
in FLRW limit, γ and v2 are of the order O(2), hence θ ∼ ξ. The decomposition of the
matter 4-velocity, ua, is quite unusual, since it is with respect to na. One can calculate
directly the normal acceleration, vorticity and shear and so on; for us the intrinsic expansion
rate is important:
Θ = ∇aua = θ + γva
(
γ2v˙a + n˙a
)
. (4.10)
The following relations between expansion rates will be used later:
ξ = γ−1(θ + θB) , (4.11)
Σij = γ
−1(σij + σBij) . (4.12)
where θB ≡ −γκ − γ3B and for the shear: σBij ≡ −γβij − γ3
(
B(ij) − 13Bhij
)
. The tensor
Bab is defined as
Bab ≡ 1
3
κ(vanb + vavb) + βcav
cnb + βcav
cvb +Wcav
cnb +Wcav
cvb , (4.13)
and its trace is given by B = 1
3
κv2 + βabv
avb.
4.3 Averaged Hubble rates
In general, the average of a scalar quantity S(t, x) may be defined as:
〈S(t, x)〉D ≡
∫
d3xJS(t, x)∫
d3xJ
, (4.14)
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where J =
√
h is the square root of the determinant of the metric on the hypersurface
orthogonal to na. The time derivative of Eq. (4.14) leads to a commutation relation [48]
[∂t·, 〈·〉D]S(t, xi) = 〈NξS〉D − 〈Nξ〉D 〈S〉D , (4.15)
as is usual in the averaging context.
There are different definitions of the averaged Hubble parameter HD in the literature,
and we would like to be able to compare them in the context of the standard model, up to
second-order in cosmological perturbation theory. We shall employ the longitudinal gauge
below in order to calculate averages in the concordance model, which fixes our coordinate
frame na. In the longitudinal gauge the magnetic part of the Weyl tensor vanishes, and
the electric part is a pure potential field in the absence of anisotropic stress [86] (see also
Appendix 4.6), making this the rest-frame of the gravitational field, or Newtonian frame. In
this sense, both na and ua are physically well defined reference frames.
There are different local expansion rates:
• ξ: the expansion of the family of coordinate observers. In the longitudinal gauge we
employ below, this is the rest-frame o the gravitational field.
• Θ: The expansion of the fluid, as observed in the fluid rest-frame.
• θ: The expansion of the fluid, as observed in the gravitational rest-frame.
When performing averaging, there are two spatial hypersurfaces of interest:
• 〈 〉D: Averaging in the gravitational frame.
• 〈 〉F : Averaging in the rest frame of the fluid.
Finally, when averaging expansion rates associated with the gravitational field, there is the
issue of the time coordinate to use: we can associate the time coordinate t with the proper
time of the ‘averaged observers’, which, when using na requires an extra factor of N in the
expansion rate [86].
Definitions based on ξ
As argued in [186, 188], one can consider the evolution of the metric of the hypersurface:
∂thij =
2
3
Nhijξ + 2NΣij +DiNj +DjNi (4.16)
and also assume that the dimensionless domain scale factor can be defined as aD =
(
VD
VD
)1/3
where
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VD is the volume of the domain. It is easy to show from equation (4.16), that
3HD =
∂tVD
VD
=
1
VD
∫
D
(
Nξ +DkN
k
)√
hd3x
=
〈
Nξ +DkN
k
〉
D . (4.17)
This definition describes the average expansion of the coordinate grid and says nothing
directly about the matter field. It has been used in the recent literature for calculations in
the longitudinal gauge [186, 187], in which case it can be interpreted as the expansion rate
of the gravitational rest frame. We will find that this definition exhibits some interesting
features, such as weak scale dependence of backreaction effects.
With this definition, the averaged Hamiltonian constraint ( 4.3) becomes:
6H2D = 16piG
〈
N2γ2
(
ρ+ v2p
)〉
D + 2
〈
N2Λ
〉
D −
〈
N2R〉D −QD + PD , (4.18)
QD ≡ 2
3
〈
N2ξ2
〉
D −
2
3
〈Nξ〉2D − 2
〈
N2Σ2
〉
D ,
PD ≡ 4
3
〈Nξ〉D
〈
DkN
k
〉
D +
2
3
〈
DkN
k
〉
D ,
where QD is the usual backreaction term and PD is an additional backreaction term which
arises because of the inclusion of the shift parameter Nk. This definition was used in [186,
187]. One can also choose to define the Hubble factor without the lapse function as 3HD =
〈ξ〉D and the corresponding averaged Hamiltonian constraint becomes
6H2D = 16piG
〈
γ2
(
ρ+ v2p
)〉
D + 2 〈Λ〉D − 〈R〉D −QD, (4.19)
QD ≡ 2
3
〈
ξ2
〉
D −
2
3
〈ξ〉2D − 2
〈
Σ2
〉
D .
Definitions based on Θ
Assuming all types of matter follow the same 4-velocity, the local expansion of the matter
is given by Θ. If we average this on spatial surfaces orthogonal to ua, we have 3HD = 〈Θ〉F .
This definition is equivalent to that studied in [52, 92, 190], and is the same as the expansion
of the coordinates if we choose the synchronous gauge. The equations in that case are well
known and presented in [94]. This choice might be most natural for supernova observations,
where the observer here on earth is assumed comoving with the source.
Definitions based on θ
A final definition of the expansion we consider is given by θ: the derivative of the matter
observers worldline projected into the rest-space of the gravitational frame. This was intro-
duced in [48, 86] as a way of recognising the fact the rest-frame of the matter before and
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after averaging are not the same. Hence, a useful definition of the average Hubble factor is:
3HD = 〈Nθ〉D .This will lead to the following averaged Friedmann’s equation:
6H2D = 16piG
(〈
γ4N2ρ
〉
D +
〈
γ2(γ2 − 1)N2p〉D)+ 2Λ 〈N2γ2〉D (4.20)
− 〈γ2N2R〉D −QD + LD ,
QD ≡ 2
3
(〈
(Nθ)2
〉
D − 〈Nθ〉
2
D
)− 2 〈N2σ2〉D ,
LD ≡ 2
〈
N2σ2B
〉
D −
2
3
〈
(NθB)
2
〉
D −
4
3
〈
N2θθB
〉
D .
where σ2 = σijσ
j
i /2 and σ
2
B = σ
i
Bjσ
j
Bi/2+σijσ
ij
B had being adopted for simplification purposes.
In the same vein, we can also consider a definition of average Hubble factor without scaling
with lapse function as 3HD = 〈θ〉D, in this case the averaged Friedmann’s equation becomes
6H2D = 16piG
(〈
γ4ρ
〉
D +
〈
γ2(γ2 − 1)p〉D)+ 2Λ 〈γ2〉D − 〈γ2R〉D −QD + LD , (4.21)
QD ≡ 2
3
(〈
(θ)2
〉
D − 〈θ〉
2
D
)− 2 〈σ2〉D ,
LD ≡ 2
〈
σ2B
〉
D −
2
3
〈
(θB)
2
〉
D −
4
3
〈θθB〉D .
Notice that the Friedmann part of the Buchert equations averaged on the comoving hyper-
surface may be recovered from the last two definitions in the limit where vi → 0, γ → 1
and 〈θ〉D → 〈Θ〉F [94]. The equations above [4.18-4.21] contain the standard backreaction
term QD and additional backreaction term LD. The additional LD term exist because of
the non-varnishing peculiar velocity, va. In almost FLRW metric, its contribution will be
subdominant O(2).
4.3.1 Spatial averaging of a perturbed FLRW model
The equations derived in Sec. 4.2 are not closed, but physical information can be extracted
from them if we suppose that the Universe is well described by a perturbed FLRW back-
ground. We shall consider perturbations in the longitudinal (Poisson) gauge, where the
metric may be written as
ds2 = − (1 + 2Φ + Φ2) dt2 + a2 (1− 2Φ−Ψ2) δijdxidxj . (4.22)
Here, the coordinates are chosen to coincide with the na frame such that na = −N∂at,
where the lapse function is N =
(
1 + Φ + 1
2
Φ2 − 12Φ2
)
. We have used the trace-free part of
the momentum constraint to set: Ψ1 = Φ1 = Φ (that is, there is no anisotropic stress at
first-order). It was shown in [75, 76, 79, 80] that the vector and tensor modes induced by
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scalars are subdominant at second order, hence this line element is sufficiently accurate for
our purposes. The expression for the peculiar velocity vi is given in Chapter 2
In this framework, the average quantities on the hypersurface orthogonal to na can easily
be expanded to second order in perturbation theory, so that one would rather evaluate
Euclidean integrals (the metric or the determinant consists only of unit elements) instead of
a Riemann integrals (the determinant depends on space time position) [184]:
〈S〉D = S0 + 〈S1〉+ 〈S2〉+
1
J0
〈S1J1〉 − 1
J0
〈S1〉 〈J1〉 . (4.23)
where J0 and J1 respectively stand for the background and the first order piece of the square
root of the determinant of the 3−metric, √h, while S0, S1 and S2 are the background,
first order and the second order component of any perturbed scalar on the hypersurface
orthogonal to na. Note the important terms of the form 〈 〉 〈 〉 which appear due to the
Riemann average – such terms do not appear if we average perturbations on the background
only ( as in [120] for example).
Frame switching
In order to perform spatial averages on the hypersurface comoving with the matter fluid, i.e.
on the hypersurface orthogonal to ua, while using the coordinate system of the longitudinal
gauge presented in Eq. (5.136) we employ the technique developed in [188]. This will allow
us to perform an average in a frame which is tilted with respect to the coordinates. We do
this because the longitudinal gauge is well defined at second-order, and the solutions up to
second-order are known in the case where the cosmological constant is non-zero [74].
Before applying the formalism of [188] to the particular case of interest here, we sum-
marise it and generalise it for our purposes. When defining the average of a spacetime scalar
there is considerable freedom in the definition, and this freedom can be used to switch from
an average defined in one frame to that in another ([188] used it to define gauge-invariant
averages). Consider defining the average of a quantity using a spacetime window function
WΩ:
〈S〉A0,r0 =
∫
M4 d
4x
√−g S WΩ(x)∫
M4 d
4x
√−gWΩ(x) , (4.24)
where a a suitable window function might be:
WΩ(x) = δ(A(x)− A0)H(r0 −B(x)) . (4.25)
In this definition of the window function, H is the Heaviside step function and B(x) is
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a positive function of the coordinates with space-like gradient, ∇aB, and A is a suitable
scalar field with time-like gradient, ∇aA, such that it takes on a constant value A0 on
the hyper-surface of interest. The scalar field A then defines the foliation of spacetime for
averaging. The range of integration across the hyper-surface is specified by inserting a step-
like definition of the spatial boundary using the function B(x), which is then bounded by a
constant positive value r0 > 0.
It was argued in [109, 188] that one can consistently integrate out the coordinate time
to define an average of the scalar field S on the hypersurface of constant A by performing a
suitable change of coordinates that transforms the integration variable from t 7→ t˜. This can
be achieved by defining t = f(t˜, x), where the function f is chosen to ensure that the scalar
field S transforms as S(f(t˜, x), x) = S˜(t˜, x). By the use of the Jacobian factor ∂t/∂t˜, the
3-metric is also transformed from hij into another metric h˜ij. The function f ensures that
the scalar field A(x, t) is homogeneous in the tilde frame: A(f(t˜, x), x) = A˜(t˜, x) ≡ A(0)(t˜)
(see [188] for details). Inserting this into Eq. (4.24), on finds:
〈S〉A0 =
∫
ΣA0
d3xJ˜ S˜(t0, x)∫
ΣA0
d3xJ˜
, (4.26)
where the tilde quantities are evaluated in the new coordinate system. According to [188],
this represents a gauge invariant prescription for the average of a scalar object S on the
hypersurface ΣA0 of constant A = A0.
In cosmological perturbation theory, the square root of the determinant of the metric g˜ab
and the scalar field S˜ can be expanded to second order in perturbation theory to give the
average of a scalar field in the new coordinate system:
〈S〉A0 = S0 +
〈
S˜1
〉
+
〈
S˜2
〉
+
1
J˜0
〈
J˜1S˜1
〉
− 1
J˜0
〈
S˜1
〉〈
J˜1
〉
, (4.27)
where J˜0 =
√−g˜0 and J˜1 =
√−g˜1 are the background and the first order piece of the square
root of the determinant of the metric g˜ab respectively. The metric g˜ is still a 4-dimensional
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
4.3. Averaged Hubble rates 94
metric. By making a gauge transformation [63] back to the original coordinates, we obtain:
〈S〉A0 = S0 + 〈S1〉+ 〈S2〉+
1
J0
〈J1S1〉 − 1
J0
〈S1〉 〈J1〉
− S˙0
A˙0
[
〈A1〉+ 1
J0
〈J1A1〉+ 〈A2〉
]
+ 2
S˙0
A˙20
〈
A1A˙1
〉
− 1
A˙0
[〈
A1S˙1
〉
+
〈
S1A˙1
〉]
+
1
2
[
S¨0
A˙20
− 3A¨0S˙0
A˙30
+ 2
∂t (ln J0) S˙0
A˙20
S˙0
] 〈
A21
〉
+
[
A¨0
A˙20
− ∂t (ln J0)
A˙0
]
〈S1A1〉
+2
S˙0
J0A˙0
〈A1〉 〈J1〉 −
[
A¨0
A˙20
− ∂t (ln J0)
A˙0
]
〈S1〉 〈A1〉 −
[
S˙0A¨0
A˙30
+
∂t (ln J0) S˙0
A˙20
]
〈A1〉2
− S˙0
A˙20
〈A1〉
〈
A˙1
〉
+
1
A˙0
〈S1〉
〈
A˙1
〉
. (4.28)
Here J0 =
√−g0 and J1 = √−g1 are the background and the first order piece of the square
root of the determinant of the four dimensional metric g respectively. This is the major
difference between this averaging prescription and the conventional one defined in equation
(4.23). Once the scalar variable A is chosen to specify the averaging hypersurface, the above
averaging prescription can easily be applied. Eq. (4.28) was first derived in [188], but the
authors set the spatial average of a first order scalar quantity 〈S1〉 to zero (see Eq. (3.10) in
[188]) before performing the gauge transformation, thereby neglecting the terms of the form
〈S1〉 〈A1〉, 〈S1〉
〈
A˙1
〉
, etc, which are non-zero and are explicitly scale dependent at second
order [86]. We have inserted them as they play an important role in the average of the
Hubble rate.
To fix the definition of A in terms of the quantities of the perturbed FLRW background
and at the same time fix the foliation of interest, we employ the technique used in [184]. This
involves relating the scalar field A to the time, τ , measured by the observers with 4-velocity
ua comoving with the fluid: u0∂0 + u
i∂i = ∂τ .The scalar field A can be expanded to second
order in perturbation theory, subject to the condition A˜(t, x) = A0(t)+A1(t, x)+A2(t, x) ≡ τ
[109] to give (using ua∇aτ = 1):
(1− Φ− 1
2
Φ2 +
3
2
Φ2 + vk1v1k)∂tA˜(t, x) +
1
a2
(vi1 + v
i
2)∂iA˜(t, x) = 1 . (4.29)
We can now calculate the higher order A in terms of Φ1 and Φ2 of the perturbed FLRW
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background. This gives:
A0(t) = t, (4.30)
A1(t, x) =
∫ t
0
Φ1dt, (4.31)
A2(t, x) =
1
2
∫ t
0
Φ2dt− 1
2
∫ t
0
Φ21dt−
∫ t
0
vk1v1kdt−
∫ t
0
1
a2
vi1∂iA1dt . (4.32)
The average Hubble factor calculated using this prescription is given in the Appendix 4.6.
4.3.2 The ensemble average and the variance
With the tools developed in Section. 4.3.1, we have performed a consistent second order
perturbative expansion of the Riemann average defined in Sec. 4.2.1 to obtain a correspond-
ing Euclidean average. Given a specific realisation of a cosmology, we could now calculate
spatial averages directly. Alternatively, we can calculate the ensemble average of a given spa-
tial average which will tell us the expectation values of spatially averaged quantities. The
ensemble-variance tell us how much we expect that to vary from one domain to another.
The ensemble average of a spatial average may be written as:
〈X〉 = 1
V
∫
d3xW (x/RD)X(x), (4.33)
where the overbar denotes an ensemble average. We have specified the domain though the
window function W . The Euclidean volume of the spatial domain of averaging D is then
given by: V =
∫
d3xW (x/RD) which in the case of a Gaussian window function which we
mostly employ is V = 4piR3D
∫∞
0
y2W (y)dy = (2pi)3/2R3D for any RD. The inverse Fourier
transform of this window function reads: W (kRD) = 1V
∫
d3xW (x/RD) e−ik·x . The Fourier
and the inverse Fourier transforms of any scalar quantity Φ are given as
Φ(x) =
1
(2pi)3/2
∫
d3kΦ(k)eik·x, (4.34)
Φ(k) =
1
(2pi)3/2
∫
d3xΦ(x)e−ik·x. (4.35)
For statistically homogenous Gaussian random variables, we have: Φ(k) = 0, and the power
spectrum of Φ is defined by
Φ(k)Φ(k′) =
2pi2
k3
PΦ(k)δ(k + k′). (4.36)
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Assuming scale-invariant initial conditions from inflation, this is given by
PΦ(z, k) =
(
3∆R
5g∞
)2
g(z)2T (k)2 (4.37)
where T (k) is the normalised transfer function, ∆2R is the primordial power of the curvature
perturbation [34], with ∆2R ≈ 2.41× 10−9 at a scale kCMB = 0.002Mpc−1 (for the definitions
of g(z) and g∞, please see equation 2.51 in Appendix 4.6).
It is not difficult to notice from the equations displayed in the appendix that most of the
terms we are dealing with are scalars which schematically appear in the form ∂mΦ(x)∂nΦ(x)
where m and n represent the number of derivatives (not indices), such that m + n is even
so that there are no free indices. (For example, ∂iΦ∂
2∂iΦ has m = 1 and n = 3.) Then
from the results of [86], the ensemble average of these kind of terms, if a Gaussian window
function is assumed, is given by:
〈∂mΦ(x)∂nΦ(x)〉 = (−1)
(m+3n)/2
2pi2
∫
dk km+n−1k3PΦ(k). (4.38)
Using Φ = g(t)Φ0(x), g(t) being the growth suppression factor and Φ0(x) the spatial
dependent initial condition (see the Appendix), the terms that appear with a time deriva-
tive of the gravitational potential can be re-written to pull out the time component before
evaluating the ensemble average:
Φ˙(t, x) = − (1 + z)Hd ln g
dz
Φ(t, x). (4.39)
For the details of the calculation of the ensemble average of the inverse laplacian appearing
the second order Bardeen potential refer to [86].
The ensemble variance in the Hubble factor is given by
Var[HX ] = H2X −H
2
X , (4.40)
where HX can be any definition of averaged expansion rate we are studying. With this
definition, it is easy to see that pure second order contributions drop out of the variance, so
that only terms that are quadratic in first order quantities remain.
4.4 Results and Discussion
We shall now investigate the expectation values of the different average Hubble rates, along
with their variances. For this we will consider an Einstein-de Sitter model, and a standard
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concordance model. We shall use length scales intrinsic to the model as reference points for
averaging: these scales are the equality scale, k−1eq , and the Hubble scale, k
−1
H :
keq ≈ 7.46× 10−2Ω0h2Mpc−1, (4.41)
kH ≈ h
3000
Mpc−1,
where Ωb and Ω0 are the baryon and total matter contributions today andH0 = 100h kms
−1Mpc−1.
We shall also use two models for comparison. The first is an Einstein-de Sitter model with
h = 0.7 and 5% baryon fraction (WMAP [34] whose estimate as an energy density is given
as Ωb ≈ 0.046). This has k−1eq ' 27.9Mpc. The other model we shall use is the concordance
model with Ω0 = 0.26, h = 0.7, fbaryon = 0.175 (this is the WMAP best fit [191]). The key
length scales in these model are k−1eq ' 107.2Mpc and the Hubble scale k−1H ' 4.3Gpc.
To calculate the integrals we shall use the transfer functions presented in [73]. All lengths
scales shown are in Mpc unless otherwise stated. Because some of the integrals have a
logarithmic IR divergence, all k-integrals have an IR cut-off set at ten times the Hubble
scale, it did not appear explicitly in any of our calculations. Moreover, the position of the IR
cut-off does not affect the result, that is one can set the IR cut-off within this range 10−109
and the results shown here will remain unchanged. Since the divergence is logarithmic, the
result depends very mildly on where the cut-off is set.
4.4.1 Comparison between the different definitions
We can now turn to estimating and comparing the Hubble rates as well as their intrinsic
variances as defined above consistently up to second order in perturbation theory. When
determining the ensemble average of the Hubble rate, we shall consider two alternatives: a
kinematical ensemble average given by HD, and a dynamical one, which arises from taking
the ensemble average of the Friedman equation:
√
H2D. We shall find that the difference
between these two is large because the variance is large.
Fig. ?? presents the evolution of the averaged Hubble rate as functions of redshift for
different definitions of Hubble rate in a ΛCDM and an EdS scenarios. Fig. ?? depicts the
values of the same Hubble rates at z = 0 as functions of the averaging scale RD, and Fig. 4.5
shows the scaling of their variances with the averaging scale RD.
It is clear that the two types of Hubble rates defined here, i.e. those of the gravitational
frame, and the ones defined in terms of the physical matter flow can be distinguished as far
as the magnitude of their mean and variance are concerned.
First, the ones defined through the local expansion of the observers’ worldlines, 〈ξ〉D and
〈Nξ〉D present a very small correction to the FLRW background Hubble rate, which is of
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Figure 4.1: Fractional change to the background Hubble rate as a function of redshift for
the different definitions of averaged Hubble rates under study. Here we have
averaged at the equality scale. Here, ∆H = (HD−H0)/H0.There is an overlap
of some of the lines in the plot.
Figure 4.2: Fractional change to the background Hubble rate as a function of redshift for
the different definitions of averaged Hubble rates under study. Here we have
averaged at the equality scale. Here,δH = (
√
H2D −H0)/H0. Again there is an
overlap of some of the lines in the plot.
the order 10−5 for ΛCDM and 10−4 for an EdS scenario at 20 h−1Mpc . Such a small effect
was also reported from a study using numerical simulation [192]. Moreover, they appear to
be scale independent when compared with the definition based on θ. The scale dependence
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is determined by terms with two angle brackets 〈Φ〉 〈Φ〉. For the definitions based on ξ,
for example, the variance in 〈ξ〉D or 〈Nξ〉D is scale dependent but its scale dependence is
suppressed when compared with the definitions based on θ because the dominant term in ξ
definition is 〈Φ〉 〈Φ〉 which is of the order of 10−10 at 20 h−1Mpc while in θ definition the
dominant term is 〈∂2Φ〉 〈∂2Φ〉 which is of the order of 10−4 at 20 h−1Mpc.
Second, the Hubble rates defined through the local expansion of the matter worldlines
systematically present corrections to the background Hubble rate, which is two orders of
magnitude bigger than the previous ones, and are indistinguishable from each other, except
when the averaging scale is much larger than the equality scale. It is interesting to note
that both the values of these averaged Hubble rates and their variances are indistinguishable
up to scales of averaging of order >100 Mpc, after which they start to differ. This scale
have been interpreted in a previous work [86] as naturally defining the scale of statistical
homogeneity of the universe (note that this is the case even for EdS; so it is not simply the
equality scale). Around the same scale the expansion rate of the gravitational frame becomes
comparable with the others because the peculiar velocity tends to zero.
Finally, let us note that the results are consistent, for a pure CDM Universe, with those
found on small scales in [52, 92]. This can be seen on Fig. 4.6.
Figure 4.3: Fractional change to the background Hubble rate as a function of the averaging
scale for the different definitions of averaged Hubble rates under study. In
both models, 〈ξ〉D and 〈Nξ〉D almost coincide and are indistinguishable in the
figure. Notice the turn-down in 〈Θ〉F definition in Einstein de Sitter Universe,
this feature has been reported earlier in [52, 92].
This analysis shows that the averaged Hubble rates defined through the expansion of the
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Figure 4.4: Fractional change to the background Hubble rate as a function of the averaging
scale for the different definitions of averaged Hubble rates under study. In
both models, 〈ξ〉D and 〈Nξ〉D almost coincide and are indistinguishable in the
figure. Notice the turn-down in 〈Θ〉F definition in Einstein de Sitter Universe,
this feature has been reported earlier in [52, 92].
Newtonian-like or gravitational frame, as in [186, 187], is not a good tracer of the expansion
of the cosmic fluid, except beyond the homogeneity scale. The fluid frame is more relevant
for local measurements since it is attached to the matter component of the Universe. The
‘gravitational frame’, as we have referred to it here, seems useful on much larger scales, which
is the situation in [186, 187] in which it was first evaluated – their domain was the Hubble
scale.
4.4.2 Fluctuations in the measurement of H0
We would like to conclude this chapter by addressing the following questions:
• What is the physical relevance of the averaged Hubble rate and its variance?
• Can there be any signature of backreaction in the observations leading to the measure-
ment of H0?
First, let us note that on sufficiently small scales, such as scales smaller than ∼ 100 Mpc,
which are the standard scales at which the Hubble rate is evaluated, and in a statistically
homogeneous and isotropic Universe, spatial averages are expected to be a good approxima-
tion of what happens along the past lightcone on which observations are made. Along the
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Figure 4.5: Variance in the fractional change to the background Hubble rate as a function
of redshift for the different definitions of averaged Hubble rates under study.
past lightcone the monopole contribution to the Hubble rate, which is the one that remains
once a full sky average has been performed, is exactly the covariant quantity Θ = ∇aua
[170].
Hence, our estimate of HD on a scale RD can be interpreted as the average Hubble rate in
a patch of the local Universe of size RD as long as this size remains sufficiently small compared
with the Hubble scale. Moreover the variance we calculated is the intrinsic dispersion on the
measurement of H0 that comes from the fluctuations in the peculiar velocity of the sources
and gravitational potential. In a concordance cosmology, this dispersion appears small, of
order 1% at a scale of 100 Mpc, and even less on larger scales, as can be seen on Fig. 4.6.
This is consistent with previous estimates that were based on an estimate of the first
order velocity power spectrum [190, 193]. It is due to the fact that the pure second order
terms cancel out consistently at second order in our expression of the variance, allowing only
contributions of squares of first order quantities. As noted before, this is a similar effect
to that found in [52, 92], where the calculations were made in the comoving synchronous
gauge, for a pure CDM Universe. Our calculation of 〈Θ〉F using the gauge-invariant ap-
proach of [109] corresponds to a gauge-invariant version of the average expansion rate in the
synchronous gauge.
To quantify the backreaction effect on the variance for a large class of cosmological
models, we provide a fitting formula for the variance of the Hubble rate (defined via the flow
of matter), V ar[H], that is accurate to a few percents across the scales of interest:
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Figure 4.6: Dynamical Hubble rate 〈Θ〉F today, plus/minus the variance as a function of
the averaging scale (normalized to the background Hubble rate), where we have
used a top-hat window function to define our domain for comparison with [52,
92]. The blue curve represents the variance calculated in [52, 92]; differences
for small domains are a consequence of the different transfer functions used
here.
lnV ar[H] = −43.61 + 46.0Ω0.0293m − 0.7969f 0.0347b
+λ(log10R)
α + γ exp(−β(log10R)2) (4.42)
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where
λ = 10.32− 9.084Ω0.0469m − 3.611/f 0.00497b (4.43)
γ = 1.309− 2.355Ω0.055m − 1.073f 2.1778b
β = −1.805 + 3.260Ω0.0279m − 0.7180f 0.665b
α = 1.222 + 0.0334Ω3.635m + 0.0591f
0.3944
b .
This formula gives the variance on the measurement of H0, normalised to the value of H0:
Ωm is the CDM density parameter, fb the baryon fraction, and R the length characteristic of
the survey, i.e. the distance to the farthest object (in units of h−1Mpc). Note that this fitting
formula is valid for a Gaussian window function. Top-hat window functions generically lead
to a slight increase of the variance.
4.5 Conclusion
In this work, we have presented the first comparison of the different definitions of the averaged
Hubble rate that can be found in the literature. We did this by calculating these various
definitions consistently to second order in cosmological perturbation theory. Also for the first
time we have calculated the average of the expansion rate using the formalism of [109], which
the authors claim is gauge invariant at some limit. We have also found that the definitions
that involve the flow of the dust matter component are consistent with each other at second
order in cosmological perturbation theory, but differ significantly on small scales from the
definition based one the expansion of the coordinate grids. In particular, we noticed the
following features of the averaged Hubble rate:
• On small scales all definitions which involve the matter flow agree, and give a small
sub-percent change to the background Hubble rate.
• The variance in the average of the expansion rate of the gravitational frame are very
small and appear to exhibit weak scale dependence when compared with the definition
involving the matter flow.
• On large scales (much larger than the equality scale) all definitions become scale in-
variant once their ensemble average is evaluated.
• The hypersurface used in averaging is not really important when computing the vari-
ance for perturbed FLRW model, the differences only show up on large scales and it
is only noticeable in Einstein de Sitter models.
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
4.6. Some Follow-up Equations 104
• Including N in the definition of the averaged expansion leaves a residual effect on
large scales, and it tends to reduce the backreaction effect. The inclusion of the lapse
function is made compulsory if one wants to keep the coordinate time t as the proper
time in the averaged model (there is a discussion on this issue in [86]). But this is only
one possible choice, since no-one knows how to explicitly construct the average model
in this setting where only the scalars are averaged.
We have also derived the dispersion affecting the Hubble rate and arising from the peculiar
velocities of the matter flow. We found an effect consistent with previous estimates from
backreaction in the literature [52, 92], and our results are consistent with effects evaluated
previously [86, 190].
We close with a comment on the origin of the scale dependence of the various quantities.
The scale dependence we have found here comes only from ‘non-connected’ terms such as
〈Φ〉 〈∂2Φ〉 since the domain size factors out of all other terms (for details on how this type
of terms appear see [86]). Non-connected terms only arise when we perform averages in the
spacetime itself, which many authors on backreaction have stressed is important. It is inter-
esting to note that these terms (i.e those ones involving laplacian of a gravitational potential,
for example 〈Φ〉 〈∂2Φ〉) do not appear if we treat perturbations as fields propagating on the
background, and calculate average quantities only with respect to the background geometry
i.e., if we perform a Euclidean average and not a Riemannian one [120].
4.6 Some Follow-up Equations
We present the expressions for different definitions of the Hubble rate calculated consistently
up to second order in cosmological perturbation theory. The superscript determines the
quantity that has been averaged to define the average Hubble rate.
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HNξD = H −
〈
Φ˙
〉
− 3
〈
Φ˙
〉
〈Φ〉+
〈
ΦΦ˙
〉
− 1
2
〈Ψ2〉 (4.44)
HξD = H −
〈
Φ˙
〉
−H 〈Φ〉 − 3
〈
Φ˙
〉
〈Φ〉+ 2
〈
ΦΦ˙
〉
− 3H 〈Φ〉2 + 9
2
〈
Φ2
〉− 1
2
〈
Ψ˙2
〉
− 1
2
H 〈Φ2〉(4.45)
HNθD = H −
〈
Φ˙
〉
− 3
〈
Φ˙
〉
〈Φ〉+ 2
〈
Φ˙Φ
〉
− 1
2
〈
Ψ˙2
〉
+
(1 + z)
6
∂kv
k
2 −
2 (1 + z)2
9ΩH2
[〈
∂2Φ˙
〉
(4.46)
+H
〈
∂2Φ
〉]
+
(1 + z)2
Ω2H3
[
8
9
H
(
1 +
Ω
2
)〈
∂kΦ˙∂
kΦ
〉
+
4
9
H2 (1 + Ω)
〈
∂kΦ∂
kΦ
〉
−4
9
〈
∂kΦ˙∂
kΦ˙
〉]
+
2 (1 + z)2
3ΩH2
[
2
3
〈
Φ∂2Φ˙
〉
+
2
3
H
〈
Φ∂2Φ
〉− 〈∂2Φ˙〉 〈Φ〉 −H 〈∂2Φ〉 〈Φ〉]
HθD = H −
〈
Φ˙
〉
−H 〈Φ〉 − 3
〈
Φ˙
〉
〈Φ〉+ 2
〈
ΦΦ˙
〉
− 1
2
〈
Ψ˙2
〉
−H 〈Φ2〉 − 3H 〈Φ〉2 (4.47)
−2 (1 + z)
2
9ΩH2
[〈
∂2Φ˙
〉
+H
〈
∂2Φ
〉]
+
9
2
H
〈
Φ2
〉
+
(1 + z)
6
〈
∂kv
k
〉
+
2 (1 + z)2
9Ω2H3
[〈
∂kΦ˙∂
kΦ˙
〉
+ 2H
〈
∂kΦ˙∂
kΦ
〉
+H2
〈
∂kΦ∂
kΦ
〉]
+
2 (1 + z)2
3ΩH2
[〈
∂kΦ˙∂
kΦ
〉
−
〈
∂2Φ˙
〉
〈Φ〉+
〈
Φ∂2Φ˙
〉]
+
2 (1 + z)2
3ΩH2
[
H
〈
∂kΦ∂
kΦ
〉
−H 〈∂2Φ〉 〈Φ〉+H 〈Φ∂2Φ〉] (4.48)
HΘF = H −
〈
Φ˙
〉
− 〈Φ〉H
[
1 +
3
2
ΩmHgI
]
− 2(1 + z)
2
9ΩmH2
[〈
∂2Φ˙
〉
+H
〈
∂2Φ
〉]− 2〈ΦΦ˙〉
+
(1 + z)
6
〈
∂kv
k
2
〉− 1
2
[〈
Ψ˙2
〉
−H 〈Φ2〉
]
− 3H 〈Φ〉2
[
(1 + gIH) +
3
2
ΩmHgI(1−HgI)
]
−3
〈
Φ˙
〉
〈Φ〉 [1 +HgI ] + 9
2
〈
Φ2
〉
ΩmH
[
1− 2
3
HgIΩm
(
1− 3
2
HgI
)]
+
2(1 + z)2
27Ω2H3
[〈
∂kΦ˙∂
kΦ˙
〉
+ 2H
(
1 +
9
2
Ωm
)〈
∂kΦ˙∂
kΦ
〉
+H2(1 + 9Ωm)
〈
∂kΦ∂
kΦ
〉]
+
2(1 + z)2
3ΩmH2
[(
1− 2
3
HgI
)〈
Φ∂2Φ˙
〉
+
(
1− 2
3
HgI
)
H
〈
Φ∂2Φ
〉− (1− 2
3
HgI
)
×
〈
∂2Φ˙
〉
〈Φ〉 −
(
1− 2
3
HgI
)
H
〈
∂2Φ
〉 〈Φ〉 − ΩmH2gI 〈Φ∂2Φ〉]+ 3
2
〈A2〉H2ΩmgI ,(4.49)
where gI =
1
g(t)
∫ t
0
g(t′)dt′.
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Chapter 5
The Influence of Structure Growth on
Acceleration of the Universe
Within the past few years, there has been great improvements and breakthroughs on at-
tempts to map the universe on different scales. The most notable among them include the
WMAP [34], ACT [194], Supernovae Cosmology [195] and QUIET [39] experiments. These
experiments have generated large volumes of data on the origin and late-time evolution of
structures in the universe, this success has made our dream of a precision cosmology more
realizable.
However, in order to fit these sets of data consistently to a theoretical model of the
universe, we are compelled to introduce two new forms of matter with a questionable origin
within any particle physics model. These two forms of matter are called dark matter and dark
energy and the model that needs both forms of matter to explain cosmological observation
is called the ΛCDM model. In this model we need over over 70% of dark energy and 23% of
dark matter to explain why the present universe is expanding at an accelerating pace and
how structure formation takes place.
Apart from the fact that ΛCDM model introduced unknown forms of matter into the
equation, it could not also explain why the accelerating phase of expansion started about
a billion years ago. These unanswered questions opened up avenues for investigation into
the very foundations and assumptions made during construction of the ΛCDM model. One
of the key basic assumptions at the heart of the ΛCDM model is that the FLRW space-
time on which this model is built is the right space-time based in the cosmological principle
that describes the universe on very large scale. Less than two decades before the dark
energy crisis, Ellis et al [41] pointed out that smoothing observations over the sky in an
inhomogeneous mode might lead to a significantly different cosmology than the usual one
based on an FLRW space-time, which is spatially smooth on very large scale (this is known
106
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as the fitting problem).
One of the key motivations for this study is the place of the background FLRW space-
time assumption within general relativity, this is important because the space-time itself
is a dynamical quantity in general relativity and inhomogeneities that live on it evolve.
General relativity predicts that their evolution must leave some backreaction imprints on
the space-time. Another key motivation that is not always mentioned is the fact that some
of the cosmological observations (e.g. SN I) that we are fitting to a cosmological model
probe small angle curvature that is vanishing on an FLRW space-time and in the standard
approach. Other motivations include the fact that backreaction is a prediction of general
relativity, hence detecting its effect in a cosmological observation would be a breakthrough
on its own.
Because of the coincidence problem, some works [43, 91, 93, 98, 110, 184, 196–199] have
explored the possibility that the introduction of dark energy in the ΛCDM model might be a
misunderstanding of the model. There is a possibility that backreaction effects might be the
reason for the accelerated expansion, however, many in the community disagree with this
notion [62, 108, 120, 153, 200–212]. Other moderate views [49, 51, 52, 86, 90, 92, 104, 213]
claim that the effect of backreaction from structure formation is not large enough to explain
the present day accelerated expansion, however, their effect is large enough to be taken
into proper consideration during cosmological parameter estimation. Some members of the
community [62, 120, 153] who use averaging formalism that do not calculate any measurable
quantity like the deceleration parameter claim that backreaction will have a negligible effect
on the measurement of present day cosmological parameters. These disagreements make the
backreaction effect on cosmological observables an area open to further exploration.
In this chapter we focus attention solely on the deceleration parameter. This is not only
because it is central to the determination of accelerated expansion of the universe, it also
incorporates all the effects of backreaction within the Buchert formalism, i.e it is a proper
time derivative of another averaged physical quantity, thereby incorporating the effect of
non-commutativity of proper time derivative of an averaged quantity with the average of a
proper time derivative of a quantity. This effect is totally vanishing for the Hubble rate.
We will approach the problem from two different observationally motivated perspectives:
• we will study the deceleration parameter using the Buchert formalism [43] on arbitrary
space-time, this is to enable us to understand the effect of the choice of spatial slicing
on the deceleration parameter.
• we will use the Kristian and Sachs approach [170] to perform a null fitting of the lumpy
universe to the background FLRW spacetime. We will then quantify the all-sky average
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of the distance-redshift relation, because this quantity is central to the determination of
local acceleration. In principle the result from this approach corresponds approximately
to what is observed [61].
This chapter is organized as follows: in section 5.1, we present the equations of general
relativity in the AMD form. We introduce fluid variables and re-write the equations of
motion in terms of the fluid variables in section 5.2. We perform the spatial averaging
of these in section 5.3 for different possible definitions of the deceleration parameter. We
study the definitions of the deceleration parameter that corresponds to the formalism used
by the group that reports negligible backreaction effect in section 5.4. We present the
covariant relations valid on any spacetime adapted to the past light cone in section 5.5. In
section 5.6 we provide a technique for obtaining an FLRW best fit model from observation
in inhomogeneous universe. A description of our standard cosmological model is provided in
section 5.7. Results in the form of plots and discussion are presented in section 5.8. Out final
conclusion is given in section 5.9. All the definitions of the deceleration parameter calculated
in perturbation theory are given in section 5.10.
5.1 Equations of Motion in the ADM form
The original Burchert averaging formalism is based on a spacetime manifold describable in
synchronous coordinates [121, 122, 214], This has be generalized for an arbitrary coordinate
system (see [48, 59, 109, 187] for different versions of the generalization). We shall utilise the
formalism of [48] with some modifications and corrections. Consider a foliation of spacetime
by a continuous set of spacelike hypersurfaces (t = constant) with normal vector na = ∇at.
The vector field na is timelike n
ana = −1 and it must have zero vorticity. The projection
tensor field onto the hypersurfaces is defined as hab = gab + nanb. Consider also a family of
reference timelike world lines with tangent vector ua that are in general not orthogonal to
these surfaces (we will choose them to be the fluid flow lines, see below)
The general line element with respect to the continuous set of spacelike hypersurfaces
orthogonal to na may be written as:
ds2 = − (N2 −NiN i) dt2 + 2Nidtdxi + hijdxidxj, (5.1)
where we have introduced respectively the lapse function N(xa) and the shift 3-vector N i(xa)
such that the the shift vector relates the normals na to the reference field ua and the lapse
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function relates proper time along the normals to the coordinate time t. The relation
na =
1
N
(
1,−N i) , na = N (−1, 0, 0, 0) . (5.2)
The intrinsic curvature of the hypersurfaces is given by R ≡ habRab, where Rab is the 3-
Ricci curvature of the hypersurfaces. The extrinsic curvature (or second fundamental form)
is Kab ≡ −hcahdbnc;d. The projected covariant three-derivative on the spatial hypersurfaces of
any tensor field ta...c d...f is defined as
∇˜dta...c a¯...c¯ : = hedhaa′ ...hcc′ha
′′
a¯ ...h
c′′
c¯ ∇eta
′...c′
a′′...c′′ (5.3)
and the time derivatives along the normal is given by
∂tf = f˙ = n
a∇af. (5.4)
The Einstein equations written in the ADM form are given by
1
N
∂tK = R+K2 − 4piG (3− S)− 3Λ− 1
N
∇˜k∇˜kN + 1
N
Nk∇˜kK , (5.5)
R = 16pi+KijKij −K2 + 2Λ , (5.6)
∂thij = −2NKij + 2∇˜(jNi) , (5.7)
where K = gabKab is the trace of the second fundamental form,  = n
anbTab is the energy
density relative to the normal (not to the reference field), Sij = h
a
ih
b
jTab is the stress energy
tensor, and Ji = −Tabnahbj is the momentum density relative to the normal (not to the
reference field). These quantities are defined in terms of the energy-momentum tensor Tab,
which is given by (for a perfect fluid),
Tab = (ρ+ p)uaub + pgab, (5.8)
where ρ and p are the energy density and pressure defined with respect to the fluid four
velocity ua. The energy conservation equation holds, ∇aT ab = 0 due to Bianchi identities.
The matter four velocity ua (or the reference field) is time-like and it is normalized such that
uaua = −1. ua is related to na through
ua = γ(na + va), where γ = 1/
√
1− vava . (5.9)
where va is the peculiar velocity. It is spacelike and orthogonal to na (vana = 0). The
quantities of the energy-momentum tensor defined with respect to na and those defined with
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respect to ua are related according to
 = γ2(p+ ρ)− p, (5.10)
Sij = γ
2ρvivj + p(hij + γ
2vivj), (5.11)
Jj = γ
2(ρ+ p)vj. (5.12)
For further details on ADM decomposition and fluid variables see [48, 215, 216].
5.2 Equation of motion in terms fluid quantities
It is more convenient to have the set of equations in section 5.1 (i.e equations (5.5 ,5.6 ,5.7)
written in terms of fluid variables only, rather than the second fundamental form. To achieve
this, we decompose the covariant derivatives of the two 4−velocities, ua and na, as well as
the peculiar velocity va, with respect to the normal frame, na.
∇anb = −nan˙b + 1
3
ξhab + Σab , (5.13)
∇aub = −γvc
(
γ2v˙c + n˙c
)
nanb − γ
(
γ2vc∇˜avc + 1
3
ξva + Σacv
c
)
nb + γna
(
γ2vcv˙cvb + n˙〈b〉
+v˙〈b〉
)
+
1
3
θhab + σab + ωab , (5.14)
∇avb = −n˙cvc nanb − nav˙〈b〉 +
(
1
3
ξva + Σacv
c
)
nb +
1
3
κhab + βab +Wab ,
where the following definitions have been made:
ξ ≡ hab∇anb , Σab ≡ hcahdb∇(cnd) −
1
3
ξhab ,
θ ≡ hab∇aub , σab ≡ hcahdb∇(cud) −
1
3
θhab ,
ωab ≡ hcahdb∇[cud] , κ ≡ hab∇avb ,
βab ≡ hcahdb∇(cvd) −
1
3
κhab , Wab ≡ hcahdb∇[cvd] .
We have used the notations 〈...〉 i.e the angle brackets at the subscript or the superscript to
denote projected (onto the hypersurface orthogonal to na) symmetric trace-free tensor, (...)
for symmetric tensor, [...] for antisymmetric tensors and ∇˜ denotes the spatially projected
covariant derivative. Other definitions we have made include ξ which is the expansion of
the observer geodesics as seen by the observer himself, θ is expansion of the fluid geodesics
as seen by the observer characterized by na, while κ is the divergence of the 3-velocity va
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with respect to na. We have three quantities that could be interpreted as shear with respect
to na: Σab, σab and βab, while ωab and Wab are the vorticity in the respective definitions.
We reiterate that every quantity we have defined has a natural interpretation in terms of
observers comoving with na and these quantities are unique and consistent. As we shall
see later, the Buchert equations are recovered in the limit na = ua, which corresponds to
the coordinate observers comoving with the fluid with a vanishing peculiar velocity. In a
multi-fluid universe, this is not a unique choice because observers do not necessary need
to be comoving with the fluid, hence it is important to explore other physically plausible
possibilities. With respect to the foliation we have adopted, the following transformation
relations exist:
θ = γξ + γκ
(
1 +
1
3
γ2v2
)
+ γ3vavbβab, (5.15)
Σab = γ
−1σab − βab − γ2
(
B(ab) − 1
3
Bhab
)
, (5.16)
Wab = γ
−1ωab − γ2B[ab], (5.17)
where the tensor Bab is defined as [48]
Bab ≡ 1
3
κ(vanb + vavb) + βcav
cnb + βcav
cvb +Wcav
cvb , (5.18)
B =
1
3
κv2 + βabv
avb. (5.19)
with B defined as the trace of Bab. To reduce clutter, we make the following definitions
θB ≡ −γκ− γ3B (5.20)
σBij ≡ −γβij − γ3
(
B(ij) − 1
3
Bhij
)
, (5.21)
so that we obtain important relations between ξ and θ and between Σijand σij [48],
ξ = γ−1(θ + θB) , (5.22)
Σij = γ
−1(σij + σBij) . (5.23)
These relations make it easier to present the Einstein equations in terms of any quantity of
interest. For certain cosmological observation like the Supernova Cosmology Project (SCP),
the four velocity of the fluid and that of the observer are on average equal but it is more
instructive to treat it separately. Thus we decompose the covariant derivative of ua, in its
frame. This choice coincides with the synchronous coordinate system (the original Buchert
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equations were derived in this set of coordinate system). In terms of the metric it corresponds
to setting N = 1 and Nk = 0. The irreducible decomposition of the covariant derivative of
the fluid velocity ua in its frame is given by
∇aub = −uau′b +
1
3
ΘhFab + ω
(u)
ab + σ
(u)
ab , (5.24)
where ua∇a = ∂τ =′ and Θ, ω(u)ab , σ(u)ab have their obvious meaning with respect to this
foliation and hFab is the metric of the continuous set of hyper-surfaces orthogonal to u
a.
There exists a relationship between quantities defined on both hypersurfaces, for example,
the expansion
Θ = θ + γva
(
γ2v˙a + n˙a
)
, (5.25)
and similar relations hold for the normal acceleration, vorticity and the shear see [189]. Using
the relations we have defined in equation (5.15), it is now easy to have Einstein equations
(5.5) written in terms of the fluid quantities:
γ2R = 16piGγ2+ 2Λγ2 − 2
3
θ2 − 2
3
θ2B −
4
3
θθB + 2σ
2 + 2σ2B (5.26)
∂tθ = −4piGγN (+ S) + 3NγΛ + γ˙
γ
(θ + θB)− N
kDkγ
γ
(θ + θB) +N
k (Dkθ (5.27)
+DkθB)− 2N
γ
(
σ2B + σ
2
)− θ˙B − Nθ2
3γ
− Nθ
2
B
3γ
− 2NθθB
3γ
+ γDkD
kN
∂thij =
2
3
Nhijγ
−1(θ + θB) + 2Nγ−1(σij + σBij) +DiNj +DjNi (5.28)
where σ2 = σijσ
j
i /2 and σ
2
B = σ
i
Bjσ
j
Bi/2 + σijσ
ij
B . In the Buchert limit , i.eN → 1, Nk →
0, v → 0, the Hamiltonian constraint and the evolution equation equations become
R(u) = 16piGρ− 2
3
Θ2 + 2σ2(u), (5.29)
∂τΘ = −4piG(ρ+ 3p)− Θ
2
3
− 2σ2(u) (5.30)
respectively. The Einstein equations expressed in terms of these kinematical quantities, i.e.
equations. (5.26), (5.28) and (5.28), offer more freedom to define the Hubble rate and other
quantities in different ways other than the special choice investigated by Buchert [43] and
many others (that is equation (5.29)).
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5.3 Possible Definitions and Averaged Scalar equations
The average of any scalar field ψ may be defined simply as its integral over a region of a
spatial hypersurface D of constant proper time divided by the Riemannian volume (we follow
mainly the approach of [43]):
〈ψ〉D ≡
1
VD
∫
D
Jd3xψ(t, xi) , (5.31)
where J =
√
h is the square root of the determinant of the metric of the hypersurface. As
described in [86] the definition of the average given above should be understood as choosing
coordinates which occur in both the rough and smooth spacetimes. In particular, we can
choose our coordinates in the rough spacetime with the hope that they become the ones we
want in the smooth spacetime after a smoothing process. It is worth noting that a ‘covariant
and gauge invariant’ version of the equation (5.31) proposed in[109] is simply an illustration
that equation (5.31) could be obtained from a scalar average defined on the full spacetime.
The time derivative of equation (5.31) shows that spatial averaging does not commute with
the time derivative:
∂t 〈ψ〉D − 〈∂tψ〉D =
〈
ψΓii0
〉
D − 〈ψ〉D
〈
Γii0
〉
D ≡ C1, (5.32)
where Γii0 = h
ij∂thij is the Christoffel connection associated with any arbitrary hypersur-
face. The size of the non-commutative term, C1, depends on the choice of the hypersurface
through the expansion of the hypersurface, ∇bnb. The definition of the Hubble rate does
not incorporate C1, but the deceleration parameter does. Using equation (5.31) and (5.32),
we may now consider different possible definitions of the Hubble rate and the deceleration
parameter.
5.3.1 Inhomogeneous lapse function definition
Following [48], we define an average Hubble rate based on the expansion of the fluid as seen
by the observer attached to the coordinate grid
HD ≡ 1
3
〈Nθ〉D =
1
3VD
∫
D
Jd3xNθ . (5.33)
We call the definition of the Hubble rate and deceleration parameter with a multiplicative
factor of the lapse function inhomogeneous lapse function because it is multiplied by the
lapse function to ensure that the time parameter remains the same on all scales [49]. With
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this choice, the relationship between the scale factor aD and the volume expansion VD be-
comes highly non-trivial [48], while the averaged scalar part of Einstein equations becomes:
6H2D = 16piG
(〈
γ2N2
〉
D
)
+ 2Λ
〈
N2γ2
〉
D −
〈
γ2N2R〉D −QD + LD, (5.34)
3
∂2t aD
aD
= −4piG 〈N2γ(+ S)〉D + Λ 〈N2γ〉D +QD + PD +KD + FD − LD ,
where different back reaction terms may be defined as:
QD ≡ 2
3
(〈
(Nθ)2
〉
D − 〈Nθ〉
2
D
)− 2 〈N2σ2〉D , (5.35)
LD ≡ 2
〈
N2σ2B
〉
D −
2
3
〈
(NθB)
2
〉
D −
4
3
〈
N2θθB
〉
D (5.36)
PD ≡ 〈θ∂tN〉D +
〈
γNDkD
kN
〉
D (5.37)
KD ≡
〈
Nγ−1γ˙θ
〉
D +
〈
Nγ−1γ˙θB
〉
D −
〈
Nγ−1θB
〉
D 〈Nθ〉D +
〈
DkN
kNθ
〉
D (5.38)
− 〈DkNk〉D 〈Nθ〉D + 〈NNkDkγ(θ + θB)〉D + 〈NNkDkθ〉D
+
〈
NNkDkθB
〉
D − 〈N∂tθB〉D
FD ≡ 2
3
〈
N2θ2(γ−1 − 1)〉D − 2 〈N2σ2(γ−1 − 1)〉D (5.39)
−〈Nθ〉D
〈
Nθ(γ−1 − 1)〉D
−1
3
〈
N2θ2B(γ
−1 + 2)
〉
D +
1
3
〈
N2θθB(γ
−1 − 4)〉D − 2 〈N2σ2B(γ−1 − 1)〉D .(5.40)
Here QD is the usual kinematical backreaction term, PD is the dynamical backreaction term,
KD, LD and FD are backreaction terms due to relativistic tilting of the observer frame from
the matter frame. There exist integrability conditions relating the two sets of equations
and the energy density conservation equation, we will not be needing them here(see [48] for
further details).
The averaged set of equations (i.e. equation (5.34 and 5.35) may also be written in
the form of an FLRW background Friedmann and Raychaudhuri equation. In this case the
background energy density and pressure are replaced with the effective energy density and
effective pressure
H2D =
8piG
3
ρeff , (5.41)
a¨D
aD
= −4piG
3
(ρeff + peff) . (5.42)
The corresponding equation of state may also be obtained assuming a barotropic fluid equa-
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
5.3. Possible Definitions and Averaged Scalar equations 115
tion of state as weff = peff/ρeff, where have made the following definitions:
ρeff = 〈〉D −
1
16piG
(〈
γ2N2RD
〉
D +QD − LD
)
(5.43)
peff =
〈
N2γ (+ S)−N2〉D − 116piG (3QD − 3LD + 4PD + 4FD (5.44)
+4KD −
〈
γ2N2R〉D)
The deceleration parameter qD may be constructed from the averaged Hubble rate and
average Raychaudhuri equation,
qNθD = −
1
H2D
a¨D
aD
, (5.45)
where a¨D/aD is given by the averaged Raychaudhuri equation (5.35) and H2D is given by
equation (5.35). This definition of decceleration parameter qD describes the deceleration
of averaged fluid flow lines projected to the hypersurface orthogonal to the normals or the
deceleration of the fluid congruence averaged on the hypersurface of the observers. Note
the emphasis because we are going to consider other kinds of definition of the deceleration
parameter.
5.3.2 Homogeneous Lapse function definition
We consider a definition of average Hubble rate where the lapse function is set to unity in
a conformal metric or to the square of the scale factor in a general FLRW spacetime. The
average Hubble rates in this case becomes
HD =
1
3
〈θ〉. (5.46)
The corresponding averaged Friedmann equation and acceleration equation become:
6H2D = 16piG
〈
γ2
〉
D + 2
〈
Λγ2
〉
D −
〈
γ2R〉D −QD + LD (5.47)
3
∂2t aD
aD
= −4piG 〈Nγ(+ S)〉D + 〈Λγ〉D +QD +KD + PD + FD − LD , (5.48)
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with their corresponding backreaction terms defined as follows:
QD ≡ 2
3
(〈
(θ)2
〉
D − 〈θ〉
2
D
)− 2 〈σ2〉D , (5.49)
LD ≡ 2
〈
σ2B
〉
D −
2
3
〈
(θB)
2
〉
D −
4
3
〈θθB〉D , (5.50)
PD ≡
〈
θDkN
k
〉
D +
〈
γDkD
kN
〉
D , (5.51)
KD ≡ −
〈
Nγ−1θB
〉
D 〈θ〉D −
〈
DkN
k
〉
D 〈θ〉D +
〈
∂tγγ
−1θ
〉
D +
〈
∂tγγ
−1θB
〉
D
− 〈Nkγ−1Dkγ(θ + θB)〉D + 〈Nk(Dkθ +DkθB)〉D − 〈∂tθB〉D , (5.52)
FD ≡ 2
3
〈
θ2(Nγ−1 − 1)〉D + 13 〈θθB (Nγ−1 − 4)〉D − 13 〈θ2B(Nγ−1 + 2)〉D
− 〈θ (Nγ−1 − 1)〉D 〈θ〉D − 2 〈σ2 (Nγ−1 − 1)〉D − 2 〈σ2B (Nγ−1 − 1)〉D .
The physical interpretation of each of the backreaction terms is similar to the case of inho-
mogeneous lapse function, hence we will not repeat it here. An effective fluid interpretation
leads to equations (5.41) and (5.42), with the effective energy density and pressure are given
by
ρeff = − 1
16piG
(〈
γ2RD
〉
D +QD − LD
)
, (5.53)
peff = 〈Nγ (+ S)− 〉D −
1
16piG
(
3QD − 3LD + 4FD + 4KD −
〈
γ2R〉D) . (5.54)
The decceleration parameter qD associated with this definition is given by
qθD = −
1
H2D
a¨D
aD
, (5.55)
with a¨D/aD and H2D given by equations (5.48) and (5.47) respectively.
5.3.3 Comoving Observer definition
This is a case where the observer is comoving with the fluid, that is the observers and
coordinates are at rest with respect to the fluid. The average of a scalar quantity is defined
on the spatial hypersurface orthogonal to ua and not na, this is possible only if the fluid is
irrotational. In our case it is possible since we are considering on the post-recombination
perturbation where dust approximation is valid. The metric on the hypersurface is denoted
as h˜ab. The average Hubble rate is defined as
〈3H〉D ≡
1
VF
∫
F
√
h˜Θd3x , (5.56)
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In this limit we have a trivial relationship with the dimensionless volume expansion of the
domain aD ∝ VF 1/3 [43]. This limit have been widely studied [52, 92, 94, 110, 190]. It
has been argued that it is the most suited for the supernova observations but may not be
suitable for the CMB observation [54, 55]. Here the proper time is given by ua∇a = ∂τ .
The corresponding averaged equations may be deduced from equations (5.34) and (5.35) by
setting 〈S(t,x)〉D → 〈S(τ,x)〉F , N → 1, Nk → 0, v → 0, so that
3
(
∂τaF
aF
)2
= 〈ρ〉F + Λ−
1
2
[QF + 〈R〉F ] , (5.57)
3
∂2τaF
aF
= −1
2
〈ρ〉FΛ +QF , (5.58)
where
QF = 2
3
[〈Θ2〉F − 〈Θ〉2F]− 2〈σ2〉F . (5.59)
Here QF is the kinematic backreaction term and σ2 = 12σab(u)σab(u) is the magnitude of the
shear tensor of the fluid. The effective energy density and pressure are,
〈ρ〉effF = 〈ρ〉F −
1
16piG
QF − 1
16piG
RF , (5.60)
〈p〉effF = −
1
16piG
QF + 1
48piG
RF . (5.61)
The associated decceleration parameter qF for averaged fluid hypersurface becomes
qF = − 1
H2F
∂2τaF
aF
(5.62)
where a¨F/aF is given by the averaged Raychaudhuri equation 5.57.
5.3.4 Averaged deceleration parameter
A coordinate independent description of the local volume expansion for a comoving observer
is given by
Θ = 3H = ∇aua = 3ua∇a ln l = 3∂τ l
l
, (5.63)
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where ua is the comoving local fluid 4-velocity with length scale [84]. The expansion rate
obeys the usual Friedmann and Raychaudhuri equations
Θ2 = 3
[
ρ+ Λ + σ2 − 1
2
3R
]
, (5.64)
∂τΘ = − 1
3
Θ2 − 1
2
(ρ+ 3p) + Λ− 2σ2 + 2ω2 + AaAa + DaAa. (5.65)
A local deceleration parameter may be defined as [54]
qΘ = −1− 3∂τΘ
Θ2
(5.66)
It is also possible to smooth Θ and the deceleration parameter, qΘ, on the hypersurface
orthogonal to ua as 〈
qΘ
〉
F = −1− 3
〈
∂τΘ
Θ2
〉
F
, (5.67)
where
〈
qΘ
〉
F is the average deceleration parameter or the dimensionless measure of change
of the Hubble rate over a period of time, while the other definitions based on the Buchert
formalism describe the deceleration of the averaged hypersurface or the change over a time
period of the Hubble rate of a smooth hypersurface. In other words, the definition
〈
qΘ
〉
F
gives an average information about the deceleration/acceleration of a rough/inhomogeneous
domain while qF describes the deceleration/acceleration of a properly smoothed domain.
In summary, we will study the following set of definitions of averaged deceleration pa-
rameter,
Deceleration
parameters =
{〈
qNθ
〉
D ,
〈
qθ
〉
D , 〈q〉F ,
〈
qΘ
〉
F
}
. (5.68)
5.4 CMB Observer Definition
The set of field equations given in section 5.1 (i.e equations (5.5 ,5.6,5.7) may be written in
terms of the quantities defined with respect to the observer attached to the coordinate grid.
That is quantities defined in the frame of the observer with 4−velocity na, these definition
are related to the ones considered in [54, 55, 108, 187]. Ishibashi and Wald [62] and other
advocates [120, 153] of smallness of backreaction effect maintain that observational quantities
defined in this way is the only sensible ones, since they are free from any UV problem and do
not contain more than two spatial derivatives in line with the symmetry of general relativity.
Replacing the second fundamental form in equations (5.5 ,5.6,5.7) with the corresponding
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fluid equivalent, we find
R = 2Σ216pi − 2
3
ξ2 +Gγ2
(
ρ+ v2p
)
+ 2Λγ2 (5.69)
ξ˙ = −4piG [NP (3 + 2γ2v2)+ γ2Nρ (1 + v2)]−NΛ− 1
3
Nξ2 (5.70)
−2NΣ2 +DiDiN
∂thij =
2
3
Nhijξ + 2NΣij +DiNj +DjNi (5.71)
The commutation relation relates to the expansion of the hypersurface
∂t 〈φ〉D − 〈∂tφ〉D = 〈φξ〉D − 〈φ〉D 〈ξ〉D (5.72)
5.4.1 Nξ definition
As argued in [186, 188], the evolution of the metric of the hypersurface equation 5.71 relates
the dimensionless domain scale factor, aD = (VD/VD)
1/3 , to the volume of the domain, VD.
With this relationship, it is then straight-forward to define the domain Hubble rate
3HNξD = 3
a˙D
aD
=
∂tVD
VD
=
1
VD
∫
D
(
Nξ +DkN
k
)√
hd3x , (5.73)
=
〈
Nξ +DkN
k
〉
D . (5.74)
Equation (5.74) describes the expansion of the coordinate grids, it says nothing about the
matter field living on the spacetime and it does not capture the effect of peculiar velocity.
Using equation (5.74), the averaged Hamiltonian constraint ( 5.69) and the corresponding
averaged Raychaudhuri equation (5.70) become
6H2D = 16piG
〈
N2γ2
(
ρ+ v2p
)〉
D +
〈
2N2Λ
〉
D −
〈
N2R〉D −Q, (5.75)
3
∂2t aD
aD
= −4piG 〈N2p (3 + 2γ2v2)+ γ2N2ρ (1 + v2)〉D − Λ 〈N〉DQ+ L, (5.76)
where the less complicated backreaction terms become,
Q ≡ 2
3
〈
N2ξ2
〉
D −
2
3
〈Nξ〉2D − 2
〈
N2Σ2
〉
D , (5.77)
L ≡ 〈ξ∂tN〉D +
〈
NξDkN
k
〉
D − 〈Nξ〉D
〈
DkN
k
〉
D +
〈
NDkD
kN
〉
D . (5.78)
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
5.4. CMB Observer Definition 120
The decceleration parameter qD associated with this definition is given by
qNξD = −
1
H2D
a¨D
aD
, (5.79)
with a¨D/aD and H2D given by equations (5.75) and (5.76) respectively.
5.4.2 ξ Definition
The other possible definition that would help us understand better the role of lapse function
in this formulation is 3HD = 〈ξ〉D. The averaged Friedman and the Raychaudhuri equations
associated with this choice become
6H2D = 16piG
〈
γ2
(
ρ+ v2p
)〉
D + 2 〈Λ〉D − 〈R〉D −QD , (5.80)
3
∂2t aD
aD
= −4piG 〈Np (3 + 2γ2v2)+ γ2Nρ (1 + v2)〉D − 〈NΛ〉D (5.81)
+QD + LD + FD,
where the corresponding backreaction terms become
QD ≡ 2
3
〈
ξ2
〉
D −
2
3
〈ξ〉2D − 2
〈
Σ2
〉
D (5.82)
L ≡ 〈ξDkNk〉D − 〈ξ〉D 〈DkNk〉D + 2 〈DkDkN〉D (5.83)
FD ≡
〈
ξ2 (N − 1)〉D − 〈ξ〉D 〈ξ(N − 1)〉D − 13 〈ξ2 (N − 1)〉D − 2 〈Σ2 (N − 1)〉D(5.84)
The decceleration parameter qD associated with this definition is given by
qξD = −
1
H2D
a¨D
aD
, (5.85)
with a¨D/aD and H2D given by equations (5.80) and (5.81) respectively. As we shall see, this
set of definitions, {qNξD , qξD}, is well behaved even in the finite UV, and the correction to the
background value lies within the expected range from cosmological perturbation theory [49].
All the deceleration parameters we have defined so far are based on a given domain and it
is very tedious and complicated to calculate a¨D/aD in perturbation theory from the respective
averaged Raychaudhuri equations. This difficulty might be mitigated if the definition of the
averaged Hubble rate is given in the form 3HD = 〈S〉 = 3a˙D/aD, where S stands for any
definition of average Hubble rate. With the Hubble rate in this form, it is then easier to
derive a simplified version of averaged Raychaudhuri equation by simply taking a proper
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time derivative of HD and using the commutation relation (5.32),
3
a¨D
aD
= ∂t 〈S〉D +
1
3
〈S〉2D (5.86)
= 〈∂tS〉D + 〈SNξ〉D +
〈
S∂kNk
〉
D − 〈S〉D 〈Nξ〉D − 〈S〉D
〈
∂kNk
〉
D +
1
3
〈S〉2D(5.87)
where ξ = γ−1(θ + θB). It is much easier to handle equation (5.87) than the full averaged
Raychaudhuri equation.
5.5 Fitting Observation to an FLRW Model
The spatially averaged quantities described in sections 5.3 and 5.4 come with a signifi-
cant drawback: even for moderately sized domains, they are unobservable because they are
averaged on spatial hypersurfaces, whereas we only have observational access to our past
lightcone. Rasanen [59] argues that there appears to be a relationship between the spatially
averaged quantities and those defined on the past lightcone, but this link has not been made
explicit. Therefore our aim is to fit quantities calculated on the lumpy past lightcone of an
observer to a homogeneous and isotropic FLRW spacetime in a fashion similar to what is
done observationally.
In a general spacetime, the distance-redshift relation is the key relation used to access
the spacetime geometry. The angular-diameter distance dA and luminosity distance, dL,
are functions of direction on the observers’ sky, as well as redshift. That is, we can write
dL = dL(z; e
a) = (1 + z)2dA(z; e
a), and each line of sight gives rise to a different distance-
redshift relation, each of which may be a very complicated, multivalued, function. These
functions can be expanded in terms of a spherical harmonic expansion (see Appendix B):
dA(z; e
a) =
∞∑
`=0
DA`(z)e
〈A`〉 (5.88)
where the PSTF tensors DA`(z) describe the spherical harmonic moments of the distance-
redshift relation. It is the monopole [D(z)] of this relation that is normally fitted to ob-
servables as the higher multipoles are assumed to be insignificant (i.e., DA`(z)  D(z) for
` ≥ 1). In the context of our discussions of backreaction, effects of backreaction will show
up if D(z) differs from the background value.
The general equation that determes distances from redshifts may be derived from the
Sachs optical equations. For a past pointing null geodesic, ka, with spatial direction ea at
the observer ua (eaea = 1, eau
a = 0), the area distance to a source at redshift z is determined
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by [182]
(1 + z)2H‖(z)
d
d z
[
(1 + z)2H‖(z)
d
d z
dA(z)
]
= − [4piG (1 + z)2 (ρ+ p) + |σˆ|2] dA(z), (5.89)
where
H ‖(z) = Θ/3− Aaea + σabeaeb, (5.90)
and σˆ is the null shear of ka. We have assumed that the matter content is a perfect fluid
as seen by the observer. An alternative approach to finding the distance-redshift relation is
to use the Kristian and Sachs approach [170]. This performs a local Taylor series expansion
of distances and redshift in terms of the affine parameter along the null ray. This gives the
general relations (for details of the derivation see [57, 170, 217])
z = [KcKd∇duc]0dA + 1
2
[
KcKdKe∇e∇duc
]
0
d2A +O(dA)3, (5.91)
dA =
z
[KcKd∇cud]0
{
1−
[
1
2
KcKdKe∇e∇duc
(KcKd∇cud)2
]
0
z +O(z2)
}
, (5.92)
dL =
z
[KcKd∇duc]0
{
1 +
1
2
[
4− K
cKdKe∇e∇duc
(KcKd∇cud)2
]
0
z +O(z2)
}
, (5.93)
where Ka is a past pointing null vector given by
Ka = −ua + ea, (5.94)
where ea is a normalised spacelike vector orthogonal to ua: eaea = 1; uae
a = 0; ea simply
defines the direction of the photon relative to ua, which we have chosen to point down the
past lightcone. The associated null geodesics are given by ka = (1 + z)Ka.
We shall make use of these equations to define the deceleration parameter from the
observational point of view, which we can then contrast with the definitions which are given
by smoothing spatially on a given hypersurface (see equation 5.68). Within the standard
cosmology, cosmological parameters like the Hubble rate, and deceleration parameter are well
defined based on the background metric. These cosmological parameters can be evaluated
today, at t0, by taking a Taylor series expansion of the scale factor a(t)
a(t) = a0
[
1 +H0 (t− t0) + 1
2
q0H
2
0 (t− t0)2 +O([t− t0]3)
]
. (5.95)
Similarly, we can calculate the important observational quantities of interest, such as the
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relation between the angular-diameter distance and redshift dA(z):
z = H0dA +
1
2
(3 + q0) (dAH0)
2 +O (dAH0)3 . (5.96)
dA(z) =
z
H0
[
1− 1
2
(3 + q0) z +O(z)2
]
, (5.97)
dL(z) =
z
H0
[
1 +
1
2
[1− q0] z +O(z)2
]
. (5.98)
It is certainly debatable whether these series expansions have much relation to the
distance-redshift relation in the real universe. (In particular, this can’t be analytic!) In
certain directions the relations will be multivalued as a light beam passes through collapsing
regions 1. However, we shall be primarily concerned with the spherical harmonic expansion
of the distance-redshift relation, where such multi-valued problems should average out.
5.5.1 General spacetime Observables
In an arbitrary spacetime, the terms in the Kristian and Sachs series expansions may be
decomposed using the 1 + 3 covariant approach (see the Appendix B) as
KaKb∇aub = 1
3
Θ− Aaea + σabeaeb , (5.99)
KaKbKc∇a∇buc = 1
6
(ρ+ 3p) +
1
3
Θ2 − 1
3
Λ− 2
3
ωaω
a + σabσ
ab + AaA
a − 2
3
∇˜aAa(5.100)
+ea
[
1
3
DaΘ +
2
5
Dbσ
b
a + A˙a −
4
3
ΘAa − 7
5
Abσab − abcAbωc
]
+e〈aeb〉
[
Eab − 1
2
piab + 2Θσab + ωaωb + 3σ
c
aσbc + 2acdω
cσb
d
−2DaAb]− e〈aebec〉 [Aaσbc −Daσbc]
For details on the derivation and moment decomposition of the results above see [60] and
Appendix B.
The Projected Symmetric Trace-Free tensors (PSTF ) e〈A`〉 in these expression are a co-
variant representation of the spherical harmonics when evaluated at a given point in space-
time (see Appendix B). One could consider defining some ‘generalised’ observables such as
the Hubble rate as the leading term of the distance-redshift relation, which gives:
Hobs0 =
2∑
`=0
HA`eA` = [KaKb∇aub]0 =
1
3
Θ− eaAa + eaebσab (5.101)
1S. Ra¨sa¨nen, private communication.
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where the PSTF tensors HA` are the spherical harmonic moments of the generalised Hubble
rate Hobs0 . It is easy to identify the moments in this case as,
H = 1
3
Θ, Ha = Aa and Hab = σab , (5.102)
and understood to be evaluated at the observer. The square of Hobs0 , which we shall require
below, may also be decomposed as (for details of the moment decomposition, see appendix
B)
(
Hobs0
)2
=
(
KaKb∇aub|0
)2
(5.103)
=
1
9
Θ2 +
1
3
AaA
b +
2
15
σabσ
ab − e〈a〉
(
2
3
AaΘ +
4
5
Abσab
)
(5.104)
+e〈aeb〉
(
AaAb +
4
7
σcaσbc +
2
3
Θσab
)
−2e〈aebec〉 (Aaσbc) + e〈aebeced〉 (σabσcd)
= Ξ + e〈a〉Ξa + e〈aeb〉Ξab + e〈aebec〉Ξabc + e〈aebeced〉Ξabcd , (5.105)
where
Ξ =
1
9
Θ2 +
1
3
AaA
b +
2
15
σabσ
ab , (5.106)
Ξa = −2
3
AaΘ− 4
5
Abσab , (5.107)
Ξab = A〈aAb〉 +
4
7
σ〈acσb〉c +
2
3
Θσab , (5.108)
Ξabc = −2A〈aσbc〉 , (5.109)
Ξabcd = σ〈abσcd〉 . (5.110)
Note that each moment ΞA` does not imply a corresponding squared moment of H
obs
0 , as it
represents the coefficient of e〈A`〉 in the
(
Hobs0
)2
expansion. Again, these are understood to
be evaluated at the observer.
We would like to define a generalised deceleration parameter with the requirement that
it reduces to FLRW case in appropriate limit. So we must consider relating the FLRW
(3 + q0)H
2
0 to K
aKbKc∇a∇buc. The simplest way was given in [60] as
(3 + qobs0 )H2 = [KaKbKc∇a∇buc]0 . (5.111)
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However, it is more consistent to define qobs0 via:
(3 + qobs0 )(H
obs
0 )
2 = [KaKbKc∇a∇buc]0 . (5.112)
Then, writing
qobs0 =
∞∑
`=0
QA`eA` , (5.113)
where the PSTF tensors QA` are the multipole moments of the observational deceleration
parameter. Using the relations described in the appendix B, the full decomposition of the
deceleration parameter becomes,
eA`
[
ΞQ〈A`〉 + Ξ〈a`Q A`−1〉 + Ξ〈a`−1a`Q A`−2〉 + Ξ〈a`−2a`−1a`Q A`−3〉 (5.114)
+Ξ〈a`−3a`−2a`−1a`Q A`−4〉 +
(`+ 1)
(2`+ 3)
ΞbQ b〈A`〉 +
2`
(2`+ 3)
Q d〈A`−1Ξda`〉
+
3(`− 1)
(2`+ 3)
Q d〈A`−2Ξda`−1a` +
4(`− 2)
(2`+ 3)
Q d〈A`−3Ξda`−2a`−1a` +
(`+ 2)(`+ 1)
(2`+ 3)(2`+ 5)
Q ed〈A`〉Ξed
+
3`(`+ 1)
(2`+ 3)(2`+ 5)
Q ef〈A`−1Ξef a`〉 +
6`(`− 1)
(2`+ 5)(2`+ 3)
Qmn〈A`−2Ξmna`−1a`〉
+
(`+ 3)(`+ 2)(`+ 1)
(2`+ 7)(2`+ 5)(2`+ 3)
Q edfA`Ξedf +
`(`+ 1)(`+ 2)
(2`+ 7)(2`+ 5)(2`+ 3)
Qmno〈A`−1Ξmnoa`〉
+
(`+ 4)(`+ 3)(`+ 2)(`+ 1)
(2`+ 9)(2`+ 7)(2`+ 5)(2`+ 3)
QmnopA`Ξmnop
]
=
[
1
6
(ρ+ 3p)− 1
3
Λ− 2
3
∇˜bAb + 3
5
σbaσ
ba − 2
3
ωbω
b
]
+eb
[
−2
3
ΘAb − A˙b + Aaσba − 1
3
DbΘ− 2
5
Daσ
a
b
]
+ebea
[
− 2D〈bAa〉 − 3A〈bAa〉 + E〈ba〉 − 1
2
pi〈ba〉 +
2
7
σc〈bσ
c
a〉
−1
2
Θσab + ω〈bωa〉 + 〈acdωcσdb〉
]
+ ebeaec
[−5A〈bσac〉 −D〈bσac〉]− 3ebeaecedσ〈baσcd〉 .
This equation tells us how the monopole, dipole, and higher multipoles of the deceleration
parameter are sourced by the kinematics of the observers’ congruence and the gravitational
field. The individual multipoles of Eq. (5.114) may be found as:
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Q = 1
Ξ
{[
1
6
(ρ+ 3p)− 1
3
Λ− 2
3
DbA
b +
3
5
σbaσ
ba − 2
3
ωbω
b
]
− 1
3
ΞbQb (5.115)
− 2
15
ΞcdQcd − 2
35
ΞmnoQmno − 8
315
ΞmnopQmnop
}
,
Qa = 1
Ξ
[(
−2
3
ΘAb − A˙a + Abσba − 1
3
DaΘ− 2
5
Dbσ
b
a
)
− ΞaQ− 2
5
QdΞda (5.116)
−2
5
ΞbQba − 6
35
QgfΞfga − 6
35
ΞcdQcda −
8
105
QmnoaΞmno
− 2
105
QmnoΞmnoa − 8
231
QmnopaΞmnop
]
,
Q〈ab〉 = 1
Ξ
[
− 2D〈bAa〉 − 3A〈bAa〉 + E〈ba〉 − 1
2
pi〈ba〉 +
2
7
σc〈bσ
c
a〉 −
1
2
Θσab (5.117)
+ω〈bωa〉 + 〈acdωcσdb〉 − Ξ〈ab〉Q− Ξ〈aQb〉 −
4
7
Qd〈aΞ|d|b〉 − 3
7
ΞcQc〈ab〉
−3
7
QcΞc〈ab〉 − 4
21
Qmn〈ab〉Ξmn − 2
7
Qgf 〈aΞ|fg|b〉
− 20
231
Qmno〈ab〉Ξmno − 4
21
Ξde〈ab〉Q de − 8
231
QmnoaΞmnob − 40
1001
Q defg〈ab〉Ξdefg
]
,
Q〈abc〉 = 1
Ξ
[ [−5A〈bσac〉 −D〈bσac〉]− Ξ〈abc〉Q− Ξ〈abQc〉 − Ξ〈aQbc〉 (5.118)
−4
9
ΞdQd〈abc〉 − 6
9
Qd〈abΞdc〉 − 6
9
Qd〈aΞdbc〉
−20
99
Qde〈abc〉Ξde − 4
11
Qmn〈abΞmnc〉 − 40
429
Qmno〈abc〉Ξmno − 20
429
Qmno〈abΞmnoc〉
−4
9
Q dΞd〈abc〉 − 4
11
Q de〈aΞdebc〉 − 56
1287
Q defg〈abc〉Ξdefg
]
,
Q〈abcd〉 = 1
Ξ
[
− 3σ〈abσcd〉 − ΞabcdQ − Ξ〈aQbcd〉 − Ξ〈abQcd〉 − Ξ〈abcQd〉 (5.119)
− 5
11
ΞeQe〈abcd〉 − 8
11
Qe〈abcΞed〉 − 9
11
Qe〈abΞecd〉 − 30
143
Qfg〈abcd〉Ξfg
− 8
143
Qfgh〈abcΞfghd〉 − 14
143
Qefg〈abcd〉Ξefg − 8
11
Qm〈aΞmbcd
− 60
143
Q ef〈abcΞef d〉 − 72
143
Qmn〈abΞmncd〉 − 112
2431
Qmnop〈abcd〉Ξmnop
]
,
while for ` ≥ 5 we have
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Q〈A`〉 = −
1
Ξ
{
Ξ〈a`Q A`−1〉 + Ξ〈a`−1a`Q A`−2〉 + Ξ〈a`−2a`−1a`Q A`−3〉 (5.120)
+Ξ〈a`−3a`−2a`−1a`Q A`−4〉 +
(`+ 1)
(2`+ 3)
ΞbQ b〈A`〉 +
2`
(2`+ 3)
Q d〈A`−1Ξda`〉
+
3(`− 1)
(2`+ 3)
Q d〈A`−2Ξda`−1a` +
4(`− 2)
(2`+ 3)
Q d〈A`−3Ξda`−2a`−1a`
+
(`+ 2)(`+ 1)
(2`+ 3)(2`+ 5)
Q ed〈A`〉Ξed +
3`(`+ 1)
(2`+ 3)(2`+ 5)
Q ef〈A`−1Ξef a`〉
+
6`(`− 1)
(2`+ 5)(2`+ 3)
Qmn〈A`−2Ξmna`−1a`〉 +
(`+ 3)(`+ 2)(`+ 1)
(2`+ 7)(2`+ 5)(2`+ 3)
Q edfA`Ξedf
+
`(`+ 1)(`+ 2)
(2`+ 7)(2`+ 5)(2`+ 3)
Qmno〈A`−1Ξmnoa`〉
+
(`+ 4)(`+ 3)(`+ 2)(`+ 1)
(2`+ 9)(2`+ 7)(2`+ 5)(2`+ 3)
QmnopA`Ξmnop
}
which relates the `’th multipole to the (`− 4)’th and (`+ 4)’th, as well as those in between.
Notice the build up of a hierarchy due to coupling between multipoles is similar to
the Boltzmann hierarchy in Kinetic theory [189]. The coupling between multipoles here is
algebraic and linear, so can, in principle, be solved through Gauss reduction. However, it is
impossible to isolate a single harmonic in this way for a general spacetime.
Neglecting the coupling to lower and higher multipoles and also assuming a universe
dominated by dust, the dipole moment of the deceleration parameter is sourced only by
Qa ∼ 53DaΘ (we have used one of the constraint equations to substitute for the divergence
of shear), it gives information about the covariant gauge invariant description of velocity
perturbations. There are papers [218, 219], for example that have detected a weak directional
dependence in the deceleration parameter with SNIa data sets. The result given in equation
(5.114) clearly points towards the kind of information that could be obtained from such
data set and their physical implication. For instance, equation (5.116) says that within the
standard model that the source of non-vanishing dipole of the deceleration parameter is the
velocity perturbation along the line of sight.
Similarly the quadrupole moment depends on the shear and the electric part of the Weyl
tensor, Qab ∼ Eab + 97σc〈aσ cb〉 , clearly pointing to the role of tidal force on activating the
quadrupole moment of the observed deceleration parameter.
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5.6 Fitting Problem: Almost FLRW observables
To fit observables in the real universe to an FLRW spacetime, we have to average over
the observers’ sky to eliminate the direction dependence [200, 220]. Any discrepancy from
the background caused by the spacetime being almost-FLRW will show up in the distance-
redshift relations we will discuss in this section as a systematic shift to the monopole. Exactly
how this happens depends on how we define the monopole, which depends on the particular
observables we compare.
Here we calculate the monopole of deceleration parameter in a manner similar in princi-
ple to how it is calculated from observation in a real universe, i.e we fit the distance-redshift
relation obtained using the Kristian and Sachs approach (equations 5.915.925.93) to the
distance-redshift relation from the FLRW spacetime (equations 5.96,5.97,5.98). The decel-
eration parameter obtained in this manner forms yet another set of definitions of deceleration
parameter we will be comparing to each other in the subsequent sections.
To be more explicit, we will be matching the FLRW definition for the redshift, z (equation
(5.96) to the Kristian and Sachs expression for redshift in a general spacetime (equation 5.91)
and the FLRW expression for angular-diameter distance, dA, is matched to the Kristain
and Sachs definition for the same quantity (equation 5.92). We do the same thing for the
luminosity distance, dL. We denote all sky average by 〈· · ·〉Ω.
• Redshift based definition
Matching the 〈z(dA)〉Ω equation, i.e., comparing equations (5.91) and (5.96) order by
order in area distance dA expansion and using equations (5.99, 5.101, 5.103) and taking
the all sky average, we find
Hz0 =
〈
KaKb∇aub
〉
Ω
=
1
3
Θ = H , (5.121)
qz0 =
〈
KaKbKc∇a∇buc
〉
Ω
〈KaKb∇aub〉2Ω
− 3 . (5.122)
• Angular-diameter distance based definition
Considering the 〈dA(z)〉Ω equations for the general and the FLRW spacetime, i.e.,
matching equations (5.92) and (5.97) order by order in redshift z expansion, and then
using equations (5.99, 5.101, 5.103), we find
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(
HdA0
)−1
=
〈(
KaKb∇aub
)−1〉
Ω
, (5.123)
qdA0 = H
dA
0
〈
KaKbKc∇a∇buc
(KaKb∇aub)3
〉
Ω
− 3 . (5.124)
• Luminosity distance based definition
Similarly, considering the 〈dL(z)〉Ω equations, i.e equations (5.93) and (5.98) and per-
forming all sky average, we find:
(HdL0 )
−1 =
〈(
KaKb∇aub
)−1〉
Ω
, (5.125)
qdL0 = 1−HdL0
[〈
4
KaKb∇aub
〉
Ω
−
〈
KaKbKc∇a∇buc
(KaKb∇aub)3
〉
Ω
]
. (5.126)
The qdL0 definition was studied in [197, 200, 201]. Clearly, these definitions reduce to
the same as defined via the angular-diameter distance, and we shall denote them both
with a d superscript.
The difficulty in defining monopole quantities via d(z) is apparent even for H0. Consider
the case of geodesic observers. Writing
1
Hobs0
=
1
H + σabeaeb
=
∞∑
`=0
ξA`e
A` , (5.127)
so that ξ−1 = Hd0 . We then find the hierarchy
H ξ +
2
15
ξabσ
ab = 1 , (5.128)
H ξa +
2
5
ξbσab +
6
35
ξabcσ
bc = 0 , (5.129)
and for ` ≥ 2,
H ξA` + ξ〈A`−2σa`−1a`〉 +
2`
2`+ 3
ξc〈A`−1σ
c
a`〉 +
(`+ 1)(`+ 2)
(2`+ 3)(2`+ 5)
ξcdA`σ
cd = 0 . (5.130)
Note that the odd and even multipoles decouple here.
It is striking how much more complicated it is to evaluate the d(z) relation in spherical
harmonics than the equivalent z(d) relation. On a sphere of fixed distance, the z(d) relation
expands the redshift in spherical harmonics, while on a sphere of fixed redshift the d(z)
relation expands the distance in spherical harmonics.
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For an almost FLRW spacetime we can simplify the expressions by neglecting powers of
non-FLRW terms. Furthermore, we are interested in a irrotational spacetime with cosmolog-
ical constant, so that Aa = ωa = Ha = Habc = 0 in our expressions above. As backreaction
primarily takes place at second-order in perturbation theory, we shall need to consider the
above expressions up to quadratic terms in the shear. Consider first inverse powers of
Hobs0 = K
aKb∇aub which regularly appear. Expanding in powers of the dimensionless shear
σ˜ab = σab/H we have
(Hobs0 )
−n = H −n
[
1− nσ˜abeaeb + 1
2
n(n+ 1)(σ˜abe
aeb)2 +O(σ˜3)
]
. (5.131)
With this we then find
HdA0 = H
dL
0 = H
[
1− 2
15
σabσ
ab
H 2
+O(σ˜4)
]
. (5.132)
For the three deceleration parameters we have
qz0 =
1
H 2
[
1
6
ρ− 1
3
Λ + σabσ
ab
]
, (5.133)
qd0 =
1
H 2
[
1
6
ρ− 1
3
Λ +
(
1
18
ρ− 1
9
Λ +
4
5
H 2
)
σabσ
ab
H 2
− 6
15
σabE
ab
H
]
+O(σ˜3) , (5.134)
Q = 1
H 2
[
1
6
ρ− 1
3
Λ +
(
1
15
ρ− 2
15
Λ +
9
15
H 2
)
σabσ
ab
H 2
− 4
15
σabE
ab
H
]
+O(σ˜3) .(5.135)
These expressions for {qz0, qd0 ,Q} form the basis of our evaluation of the deceleration param-
eter from an observational point of view.
5.7 Covariant quantities from perturbed FLRW model
The equations derived in Section 5.3 are not closed and the one derived in section 5.5
does not carry any significant quantitive information. However, we may extract predictive
information from them if we suppose that the universe is well described by a perturbed
FLRW background. The perturbed FLRW spacetime in the longitudinal (Poisson) gauge
may be written as
ds2 = − [1 + 2Φ + Φ(2)] dt2 − aVidxidt+ a2 [(1− 2Ψ−Ψ(2))γij + hij] dxidxj ,(5.136)
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where the coordinates coincide with the na frame such that na = −N∂at, the lapse function
is given by N =
(
1 + Φ + 1
2
Φ(2) − 1
2
Φ2
)
, the shift parameter Ni = aVi
2 and the metric
of the hypersurface gij = a
2
[
(1− 2Ψ−Ψ(2))γij + hij
]
. Vi and hij are the induced vector
modes and tensor modes respectively[79, 80], but we will neglect them for simplicity. The
first-order scalar perturbations are given by Φ,Ψ and the second-order part by Φ(2),Ψ(2)
are needed for a consistency. In this gauge we have the metric in its Newtonian-like form,
which we may think of as the local rest-frame of the gravitational field because it is the
frame in which the magnetic part of the Weyl tensor vanishes when vectors and tensors
are ignored [86]. One could also choose a metric in synchronous coordinate such that ua
coincides with ua = −∂aτ [51, 52]. It is important to note that the choice of coordinate does
not affect the results if one considers only the physical quantities and appropriately identify
a map between the averaging hypersurface in both coordinates [49, 188].
The peculiar velocity vi may be expanded to second order and is given by:
vi =
1
2a2
∂i(2v1 + v2). (5.137)
As usual, the background Friedmann’s equation and the deceleration parameter for the pure
dust and positive cosmological constant universe are given by:
H(z)2 = H20
[
Ω0(1 + z)
3 + 1− Ω0
]
,
q(z) = − 1
H2
a¨
a
= −1 + 1 + z
H(z)
dH
dz
= −1 + 3
2
Ωm(z)
respectively, where
Ωm(z) =
Ω0(1 + z)
3
[Ω0(1 + z)3 + 1− Ω0]1/2
(5.138)
For a single fluid with zero pressure and no anisotropic stress Ψ = Φ, and Φ obeys the
‘master’ equation
Φ¨ + 4HΦ˙ + ΛΦ = 0 . (5.139)
For a ΛCDM universe the solution in time to this equation has Φ constant until Λ becomes
important, and then starts to decay as Λ suppresses the growth of structure on all scales by
about a factor of 2. We write it as Φ(t,x) = g(t)Φ0(x) where g(t) is the growing solution to
Eq. (5.139) normalised to g = 1 today (we can use g∞ = g(t = 0) ≈ 15(3 + 2Ω−0.45m ) as a very
good approximation to its early time value). The time derivative of the Φ may be expressed
2We use ‘V’ for the vector mode in the metric in this chapter because we have already used ‘ω’ for the
vorticity. We hope that this switch will not lead to problems for the reader since we set the vector mode to
zero in this chapter
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in terms of redshift, z, growing mode and Φ as
Φ˙(t, x) = − (1 + z)Hd ln g
dz
Φ(t, x). (5.140)
This relation is important especially when taking the ensemble average. The master equa-
tion (5.139) has no scale dependence, all of which comes from the initial conditions – usually
a nearly scale-invariant Gaussian spectrum from frozen quantum fluctuations during infla-
tion – and subsequent evolution during the radiation era. Evolution during the radiation
era suppresses wavelengths which enter the Hubble radius compared to those which remain
larger than it until the matter era begins. Consequently, in Fourier space, assuming scale
invariant initial conditions from inflation, the power spectrum of Φ, PΦ, is independent of
scale for modes larger than the equality scale, keq =
√
2ΩmzeqH0 ≈ 0.07Ωmh2 Mpc−1. A di-
mensionless transfer function describes the loss of power in the case of zero baryons (adapted
from [73]):
T (k) =
ln (2e+ 0.134κ)
ln (2e+ 0.134κ) +
[
0.079 + 4.06
1+4.66κ
]
κ2
(5.141)
where κ = k/keq. This is unity for κ  1 and ∼ (lnκ)/κ2 for κ  1. The change in
behaviour at the equality scale is important for backreaction because it is the modes larger
than the equality scale which are primarily responsible for any backreaction at all in terms
such as the Hubble rate. In essence, the equality scale determines the size of the backreaction
effect in such quantities [60].
All first-order quantities can be derived from Φ; for example off-diagonal component of
the Einstein equation at first order leads to,
v
(1)
i = −
2
3aH2Ωm
∂i
(
Φ˙ +HΦ
)
, (5.142)
which governs the peculiar velocity between the matter flow and the rest-frame of the grav-
itational field. Meanwhile, the gauge-invariant density perturbation is
δ =
δρ
ρ
=
2
3H2Ωm
[
a−2∂2Φ− 3H
(
Φ˙ +HΦ
)]
. (5.143)
At second order, the perturbed energy density is given by
κ2δ2ρ =
2
a2
∂2Ψ(2) − 6HΨ˙(2) − 6H2Φ(2) + 24H2Φ2 + 6Φ˙2 + 16
a2
Φ∂2Φ
− 8
3a2H2Ωm
[
H2
(
1− 9
4
Ωm
)
∂kΦ∂kΦ + 2H∂
kΦ∂kΦ˙ + ∂
kΦ˙∂kΦ˙
]
(5.144)
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and the Laplacian of the perturbed velocity:
3aH2Ω2m ∂
2υ(2) = −2Ωm
(
∂2Ψ˙(2) +H∂2Φ(2)
)
+4H(Ωm − 2)Φ∂2Φ− 4(Ωm + 2)Φ˙∂2Φ− 4(3Ωm + 2)Φ∂2Φ˙− 8
H
Φ˙∂2Φ˙
+4H(Ωm − 2)∂kΦ∂kΦ− 16(Ωm + 1)∂kΦ∂kΦ˙− 8
H
∂kΦ˙∂kΦ˙
+
8
3a2H2
[
H∂2Φ ∂2Φ + ∂2Φ ∂2Φ˙ +H∂kΦ ∂2∂kΦ + ∂
kΦ˙ ∂2∂kΦ
]
.(5.145)
The full expression in terms of the perturbed metric variable, Φ, for each of the definitions
of the deceleration parameter considered in this chapter is given in section 5.10.
5.7.1 Moving from Riemannian to Euclidean Average
The hypersurface orthogonal to na coincides with the spatial surfaces of the metric in the
longitudinal gauge, which could be described as the gravitational rest-frame in this case. The
Riemannian average 〈...〉D may be expanded in terms of the Euclidean average 〈...〉 defined
on the background spatial slices,
〈Υ〉D =
∫
D
√
gd 3xΥ
/∫
D
√
gd 3x, (5.146)
as:
〈Υ〉D = Υ(0) + 〈Υ(1)〉+ 〈Υ(2)〉+ 3 [〈Υ(1)〉〈Φ〉 − 〈Υ(1)Φ〉] , (5.147)
where Υ(0), Υ(1) and Υ(2) denote respectively the background, first order and second order
parts of the scalar function Υ = Υ(0)+Υ(1)+Υ(2). Note the important term in square brackets
contains an additional backreaction contribution, which appears because we are averaging
on a physical spacetime. This additional contribution is absent in the Baumann et al [120]
calculation because they smooth on the background space-time. In our case it introduces a
domain size dependence to the average quantity.
To connect with Buchert’s comoving synchronous coordinate choice where average, 〈· · ·〉F
is defined on the hypersurfaces orthogonal to ua i.e the local rest frame of dust, in this case
we have instead [49, 60, 188]
〈Υ〉F = Υ(0) +
〈
Υ(1)
〉− gIΥ˙(0) 〈Φ〉+ 〈Υ(2)〉+ (1− 3HgI) [〈Υ(1)Φ〉 − 〈Υ(1)〉 〈Φ〉]
−gI
〈
ΦΥ˙(1)
〉
+ g2I
[
3HΥ˙(0)2 +
1
2
Υ¨(0)
] 〈
Φ2
〉
+ 3gI(1− gIH)Υ˙(0) 〈Φ〉2
−1
2
Υ˙(0)
∫ t
d t′
[〈
Φ(2)
〉− 〈Φ2〉− 2〈v(1)i vi(1)〉− 2gIa−2 〈vi(1)∂iΦ〉] , (5.148)
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where gI =
1
g(t)
∫ t
g(t′)d t′. In each of these definitions of spatial average and also for the
quantities defined on the past light cone, we still need to calculate the ensemble average
in order to make sense of the statistical fluctuations Φ. The ensemble average of a spatial
average may be defined as:
〈X(x)〉 = 1
V
∫
d3xW (x/RD)X(x) , (5.149)
and the corresponding ensemble variance is given by
Var[X(x)] = X(x)2 −X(x)2 . (5.150)
where the overbar denotes an ensemble average. We have specified the domain through
the window function W , for the quantities on the past light cone, the domain is van-
ishing. The Euclidean volume of the spatial domain of averaging D is then given by:
V =
∫
d3xW (x/RD) which in the case of a Gaussian window function which we employ
is V = 4piR3D
∫∞
0
y2W (y)dy = (2pi)3/2R3D for any RD. The Fourier transform of any given
scalar is given as
Φ(x) =
1
(2pi)3/2
∫
d 3kΦ(k) eik·x, (5.151)
The initial conditions for Φ in terms of its correlations, which appear in the form of an
ensemble average or expectation value is provided by the Inflationary models: a Gaussian
distribution for example, the 2-point correlation function which is defined in real space is
just (up to a factor of `)
C(x,x′) = Φ(x)Φ(x′) , (5.152)
The higher correlation functions are obtained in terms of the two point function using the
Wicks theorem, once the Gaussainity assumption is imposed on Φ. The two point function
relates to the power spectrum as:
Φ(k)Φ(k′) =
2pi2
k3
PΦ(k)δ(k + k′) . (5.153)
where we impose a reality condition Φ(k′) = Φ(−k). For the scale-invariant initial conditions
from single field inflation, this is given by
PΦ(t, k) =
(
3∆R
5g∞
)2
g(t)2T (k)2 , (5.154)
where ∆2R is the primordial power of the curvature perturbation [34], with ∆
2
R ≈ 2.41×10−9
at a scale kCMB = 0.002Mpc
−1.
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5.7.2 How to evaluate spatial/ensemble average
To evaluate our various definitions of deceleration parameter we could use a realisation of
Φ given an inflationary model. Alternatively, we can assume a spectrum for Φ and evaluate
the statistics of the definition in question. This allows us to calculate the expectation value
of each deceleration parameter as well as their ensemble variance, in terms of integrals over
the power spectrum of Φ multiplied by powers of k. The reason we must go to second-order
now becomes clear when we calculate the expectation value of an average: for Gaussian
perturbations from inflation, the ensemble average of Φ is zero, which implies – assuming
ergodicity – that when averaged on the background over a very large (strictly, infinite)
domain they are zero too.
Let us estimate the approximate behaviour of each type of terms which appears. The
relations for determining the scaling behaviour for the backreaction terms are (n+m is even)
∂˜mΦ ∂˜nΦ =
(−1)(m+3n)/2
(aH)n+m
∫ ∞
0
d k km+n−1PΦ(k) . (5.155)
The inverse Laplacian term in Φ(2) satisfies 〈∂−2∂i∂j(∂iΦ0∂jΦ0)〉 = 13〈∂iΦ0∂jΦ0〉 [86]. We
also have that, since Φ is statistically homogeneous and isotropic [86]
∂2Φ(2) = ∂2Ψ(2) = 0, ∂kvk(2) = 0 , (5.156)
which means that all the potentially large terms in the second-order deceleration parameter
don’t contribute to the expectation value (see below). For the non-connected terms we have
〈
∂˜mΦ
〉〈
∂˜nΦ
〉
=
(−1)(m+3n)/2
(aH)n+m
∫ ∞
0
d k km+n−1W (kRD)2PΦ(k), (5.157)
where W is an appropriate window function specifying the domain. Typically this will
become a delta-function as the domain tends to infinity (e.g., if the window function in real
space is a Gaussian of width RD, then in Fourier space it is a Gaussian of width 1/RD,
centred at k = 0). Note that the connected terms have no dependence on the domain size or
shape at all, and that the domain dependence arises from the non-connected terms – these
in turn come from using the Riemannian volume element (see the paragraph below equation
(5.147) for further details). The integral can be written as
1
Hn+m
∫ ∞
0
d k km+n−1PΦ(k) =
(
3∆R
5g∞
)2(
keq
kH
)m+n ∫ ∞
0
dκκm+n−1T (κ)2 . (5.158)
Here, kH = H
−1
0 is the wavenumber of the mode entering the Hubble volume today, and
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keq/kH =
√
2Ωmzeq ∼ 40. Using zeq ≈ 2.4× 104Ωmh2 implies the important relation
∆R
(
keq
kH
)2
≈ 2.4 Ω2mh2 . (5.159)
For pure CDM and a scale-invariant initial spectrum, the integral behaves as, replacing∫∞
0
7→ ∫ κUV
κIR
where necessary:
∫ ∞
0
dκκm+n−1T (κ)2 ≈

− ln(κIR) for m+ n = 0
3.9 for m+ n = 2
F (κUV) for m+ n = 4
(5.160)
The function F is roughly F (x) ∼ 0.44x2.14 for 1 . x . 10, ∼ 70x−0.1(log10 x)4.75 for
x 1, and approaches ∼ 53 ln3 x as x→∞. For integrals with the window function inside,
W (κkeqRD), we can roughly replace κUV 7→ 1/RDkeq, though this depends on the details of
the window function used. Combining the above equations allows us to calculate reasonably
precisely the size of each term at second-order.
5.8 Results and Discussion
We shall consider two models: the Einstein-de Sitter with h = 0.7 and estimated 5% of
the total energy density as ba yon energy density Ωb ≈ 0.046 and the ΛCDM model with
ΩΛ = 0.26, h = 0.7 and fbaryon = 0.175 (these are best fit WMAP7 results [34]). Both models
have the Hubble scale at k−1H ' 4.3Gpc. We shall adopt the Silk scale, k−1silk, the equality
scale, k−1eq , and the Hubble scale, k
−1
H as our reference scales. These scales are related to the
baryon density today Ωb and total matter contributions today Ω0 as [73]
ksilk ≈ 1.6
(
Ωbh
2
)0.52 (
Ω0h
2
)0.73 [
1 +
(
10.4Ω0h
2
)−0.95]
Mpc−1,
keq ≈ 7.46× 10−2Ω0h2Mpc−1, and kH = h
3000
Mpc−1,
for H0 = 100h kms
−1Mpc−1. In relation to the two models under consideration, these
length scales are approximately for the Einstein de Sitter universe k−1eq ' 27.9Mpc and
k−1silk ' 6.0Mpc and for the ΛCDM universe k−1eq ' 107.2Mpc and the Slik scale k−1silk '
11.5Mpc. For the sake of completeness the ΛCDM model has just six fundamental parameters
and they are given by [34]: the physical baryon density, Ωbh
2 = 0.026 ± 0.00053, physical
dark matter density, Ωch
2 = 0.1123 ± 0.0038, dark energy density, ΩΛ = 0.728+0.015−0.016, scalar
spectral index, ns = 0.963 ± 0.012, curvature fluctuation amplitude, ∆2R = 2.44+0.088−0.097 ×
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
5.8. Results and Discussion 137
10−9, k0 = 0.002Mpc−1 and reionization optical depth, τ = 0.087 ± 0.014. The Hubble
constant, deceleration parameter and age of the universe, are derived from these fundamental
parameters. These parameters were determined without consistently taking into account
the effect of backreaction. It would be interesting to see by how much they would change if
backreaction is taking in account.
We handle the Infra-red divergence that appear in the k−integrals by setting a cut-off
at L = 10, i.e at ten times the Hubble scale. As a general rule in this paper, we will display
the graphs for both models side by side where the graph on the Left Hand Side (LHS) will
represent the ΛCDM universe while on the Right hand Side (RHS) is for Einstein de Sitter
(EdS) universe. This rule will always apply even when the plots are not titled for clarity
purposes unless.
5.8.1 Backreaction is negligibly small
Baumann et al [120], Ishibashi and Wald [62] and Green and Wald [153, 221] have consis-
tently argued that the effect of backreaction within general relativity is negligibly small.
Their analysis is based on the original Isaacson’s idea [222, 223] who considers a non-linear
perturbation of Einstein tensor as a form of effective fluid, say τeff. τeff contains terms which
have at most two spatial derivative. Within this formalism, the size of the amplitude of τeff
compared to the background energy-momentum tensor determines whether backreaction is
large or small.
The deceleration parameters associated to this formalism are {qNξD , qξD}. The connection
between {qNξD , qξD} and this formalism is made clearer using the ADM formalism [215, 216].
The general expression for {qNξD , qξD} in perturbation theory is given in equations (5.167,5.168)
The first type of term that contributes to this definition is Φ2 and it is nominally
tiny, O(10−10) and the term that is primarily responsible for setting the fundamental ampli-
tude of the backreaction is
〈
Φ∂˜2Φ
〉
∝ (keq/kH)2. It is indeed quite small,
〈Φ∂2Φ〉
ΩmH20
∼ ∆2R
k2eq
Ωmk2H
∼ ∆2R
Teq
T0
∼ 10−6 (5.161)
for the concordance model. (The overall effect is somewhat larger than this due to the
contribution of several such terms.) This gives sub-percent changes to {qNξD , qξD} from back-
reaction. The backreaction contribution in this case is domain size independent because the
terms such as 〈Φ〉2 that would introduce the dependence is sub-dominant.
In figure 5.1, we plot the amplitude of backreaction defined by subtracting the FLRW
background value for the deceleration parameter, q0 from the spatial average definition,
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∆q = qD − q0 as a function of redshift. The difference between qNξD and qξD is also negligibly
Figure 5.1: Backreaction effect in the deceleration parameters ∆q = qD − q0 as a function
of redshift for {qNξD , qξD} set of definitions. The ’red’ plot is for qNξD and the
’black’ for qξD
small. In figure 5.2, we show the plot of {qNξD , qξD} plus or minus associated ensemble variance
defined in equation (5.150). There is no noticeable difference within the level of our accuracy
between qNξD and q
ξ
D in a ΛCDM universe, while there is a shift in the epoch of importance
in an Einstein-de Sitter universe.
Figure 5.2: Deceleration parameter plus or minus variance in {qNξD , qξD} as a function of
redshift. The ’red’ plot is for qNξD and the ’black’ for q
ξ
D
This set of definitions measures the acceleration/deceleration of an averaged hypersurface
as seen by the observer attached to the coordinate grids. or it may also be understood as
measuring the acceleration/deceleration of averaged congruence of the observer at rest in
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the gravitational frame. It differs from acceleration/deceleration measured by the observer
comoving with the matter field through a relative velocity between the two frames. This
definition is most suitable for the CMB observers [54, 55] since the effect of the relative
motion of our galaxy is subtracted out.
5.8.2 The need for renormalization of the background
We would like to understand the major differences between the deceleration parameter de-
fined using the Buchert formalism, 〈q〉F and spatial average of a local definition of a local
deceleration parameter,
〈
qΘ
〉
F . The 〈q〉F and
〈
qΘ
〉
F have many things in common: they
are defined with respect to an observer comoving with the fluid or observer at rest with the
fluid. the Riemannian averages for both quantities are evaluated on the same spatial surface
and both definitions may be most suitable for the SN I observations [51, 52, 224].
However, the key difference between the two definitions of a deceleration parameter lies
on whether the hypersurface on which they are defined is smooth or not. 〈q〉F describes the
acceleration/deceleration of an averaged/smooth hypersurface, while
〈
qΘ
〉
F describes the
averaged deceleration/acceleration of a rough hypersurface.
The full analytical expressions for both definitions in terms of the perturbed metric
variables are given in equations (5.172) and (5.171). For both definitions the dominant
terms are those terms with with four spatial derivative operators, however, they appear
in different format in both definitions. For 〈q〉F , the four gradient terms appear as non-
connected term, 〈∂2Φ〉2D and according to equation (5.157), the k−integrals are regulated
in the UV by the window function which has a natural physical interpretation within the
Buchert averaging formalism. For
〈
qΘ
〉
F , the four gradient terms appear as a connected term
〈(∂2Φ)2〉D and according to equation (5.172), the dominant contribution after evaluating the
ensemble averages, may be given by
〈qΘ〉F ≈ −1 +
3
2
Ωm + Ω
4
mh
4
[−0.24(1− Ωm)3.94 + 0.66Ω0.37m ]F (κUV) (5.162)
where we have replaced ∆R (keq/kH)
2 using equation (5.159) and the coefficient in square
brackets are reasonable empirical estimates for Ωm & 0.1 (accurate to a % or less). Since
the ensemble average of
〈
qΘ
〉
F is UV dependent, we have to find a technique to handle it.
The traditional approach usually employed to remove UV divergences in Physics is to
introduce a cut-off on some sufficiently high energy scales. For cosmology, this cut-off is set
by the physical size of the universe after inflation [79, 197, 225]. However, It was shown in
[60] that introduction of a cut-off of this kind makes its contribution difficult to interpret,
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for example inserting an inflationary inspired cut-off, this term gives:
Ω4mh
4
[−0.24(1− Ωm)3.94 + 0.66Ω0.37m ]F (κUV) ∼ 105 (5.163)
where F (κUV ) =
∫ kUV
kIR
dkk3T (k)2 and a dark matter transfer function was used.
Here, we will handle the UV divergences by smoothing our perturbation Φ(x) in real
space before taking the ensemble average. This is motivated by the fact that the linear
theory is only accurate up to some scale and under-estimates power below this scale, hence
it makes sense to smooth away structures on small scales before we apply our ensemble
averaging procedure. The smoothing operation involves replacing Φ with a weighted average
over nearby points using [226]
ΦS(x) =
1
VS
∫
d 3x′W (|x′ − x|RS) Φ(x′), (5.164)
for simplicity we make use of the same type of window function we used in calculating the
ensemble average, but we separate the smoothing length scale RS from the averaging length
scale RD. In Fourier space this amounts to replacing Φ(k) everywhere with W (kRS)Φ(k),
and PΦ with W (kRS)2PΦ.
We present in figures 5.3 and 5.4 the dependence on the smoothing scale of the averaged
local definition of deceleration parameter. We use the Buchert definition of deceleration
parameter as reference. There is a significant difference between the two definitions especially
Figure 5.3: The deceleration parameter as a function of redshift for 〈q〉F and
〈
qΘ
〉
F . Sep-
arate plots illustrate the dependence of
〈
qΘ
〉
F , on the smoothing scale. We
have set our domain size at the Hubble scale, k−1H .
when the smoothing scale is on the virial scale, k−1virial (i.e around 1h
−1Mpc. Both definitions
only tend to agree when
〈
qΘ
〉
F is smoothed at or above the Silk scale k
−1
Silk or conservatively
above 10h−1Mpc scale.
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Figure 5.4: We plot 〈q〉F and
〈
qΘ
〉
F as a function of the domain size. There is a significant
suppression of the backreaction effect in the ΛCDM universe relative to the
Einstein de Sitter universe.
Setting the domain size RD at Hubble scale, k−1H , equality, k
−1
eq or even at the Silk scale
k−1Silk in figures 5.3 and 5.4 does not make any difference. There could be more than 100%
effect in an Einstein de Sitter universe if the smoothing scale is set at few h−1Mpc. Both
definition of the deceleration parameter agree when we smooth on the same scale as the
domain size, that is setting RS = RD.
One important thing we noticed in figures 5.3 and 5.4 is that when we set our smoothing
scale equal to the size of our averaging domain. the k−integrals immediately become regu-
larized by the window function just the same way the Buchert definition is regulated by the
window function. This seems to suggest that the background spacetime, which in principle
is smooth looses its smoothness property on scales where the k−integrals diverge.
However, it has been suggested [120] based on an effective field interpretation of cos-
mology that the problematic non-linear scale could be integrated out to recover the effective
long wavelength dynamics of the universe. This approach suggests that the small sub-horizon
scales are virialised and hence they decouple from the effective evolution of the long wave-
length universe. We have seen from figures 5.3 and 5.4 that effective decoupling can only
occur if the Virial scale, k−1virial is beyond 10h
−1Mpc.
On the other hand, decoupling of the virialised structures does not imply that virialised
structures do not participate in gravitational lensing [227], hence there is need to find a way
to renormalize the divergent integrals or the background spacetime in general.
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5.8.3 Domain averaged deceleration parameters
The following definitions of a deceleration parameter are based on spatial averaging:
Deceleration
parameters =
{〈
qNθ
〉
D ,
〈
qθ
〉
D , 〈q〉F ,
〈
qΘ
〉
F
}
. (5.165)
The analytical expression in cosmological perturbation theory in each case is presented in
section 5.10. Apart from mild dependence on domain size,
〈
qΘ
〉
F depends strongly on the
smoothing scale as discussed above, so for the ease of comparison we set RS = RD unless
otherwise stated.
Firstly, we present the result of the backreaction effect on the deceleration parameter,
∆q = 〈q〉D/F − qo (qois the background value), for the ΛCDM universe and the Einstein de
Sitter universe in figures 5.5 and 5.6. The effect of backreaction is relatively small in a ΛCDM
Figure 5.5: Backreaction effect in the deceleration parameter ∆q = qD/F−q0, as a function
of redshift. The domain size, RD is set at the Silk scale, k−1silk .
universe at all redshifts while in an Einstein de Sitter universe, it is large near the redshift
of today and it reduces to a few percent at high redshift. The smallness of the backreaction
effect in the ΛCDM universe shown in figure 5.5 may be related to the interpretation by
Wigglez collaboration that fewer large scale structures in a ΛCDM universe are responsible
for smallness of gravitational lensing effect and this constitute evidence for dark energy [194].
Next we calculate the ensemble variance for spatial average deceleration parameters and
the results is plotted the averaged deceleration parameter as a reference. The results are
shown in figures 5.7 and 5.8. In figure 5.7, there is a large variance in an Einstein de Sitter
universe at small redshift and it decreases gradually as we go towards higher redshift. This
is contrary to the case of the ΛCDM universe where the variance is almost vanishing at
small redshift and grows towards a higher value at high redshift. It is clear from figure 5.8
that for the large domain sizes, the backreaction effect disappears and the profiles of all the
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Figure 5.6: Backreaction effect in spatial averaged deceleration parameters ∆q = qD/F−q0,
as a function of the domain size RD . The difference associated with the choice
of averaging hypersurface clearly shows up in the ΛCDM universe, with curves
for averaging hypersurface orthogonal to na pointing in opposite direction to
that of the hypersurface orthogonal to ua just below the domain size of about
30 h−1Mpc. In the Einstein de Sitter universe, there is no change in direction
but there are obvious differences on scales less than 10 h−1Mpc.
Figure 5.7: Deceleration parameter plus or minus variance, plotted as a function of redshift,
z, for
{〈
qNθ
〉
D ,
〈
qθ
〉
D , 〈q〉F ,
〈
qΘ
〉
F
}
.
definitions take the background value. One could argue from here that when one is interested
in the large scale dynamics (up to say 100h−1Mpc) that the choice of slicing does not really
matter for the deceleration parameter, but it is different for the Hubble rate [49].
In summary, figure 5.6 shows that except for very small sized domains (< 30h−1Mpc),
the backreaction effect is negligibly small in a ΛCDM universe irrespective of whether the
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Figure 5.8: Spatial Averaged deceleration parameters (
{〈
qNθ
〉
D ,
〈
qθ
〉
D , 〈q〉F ,
〈
qΘ
〉
F
}
)
plus or minus associated variance plotted as a function of the domain size,
RD .
deceleration parameter defined in terms of the 4-velocity of the fluid is observed by the
observer at rest with the fluid or by the observer attached to the coordinate grids. Li et al
[51] interprets this as a breakdown of the cosmological perturbation theory in this regime. In
the Einstein-de Sitter universe, the backreaction effect is also small except when the domain
size is less than 10h−1 Mpc. In this case it could be more than 100%.
5.8.4 Observables on the past null cone
One obvious disadvantage of the spatially averaged deceleration parameters is that they do
not have an immediate physical interpretation, because they are averaged on the spatial
domain while we have access to observation only through our past null cone. The set of
definitions of deceleration parameters that is more aligned to observation is given by
Deceleration parameter =
{
Q, qdL0 , qz0
}
(5.166)
In this set of definitions, there is no dependence on the domain size or redshift because they
correspond to the deceleration parameter obtained by averaging over the entire sky with
respect to the observer located here and now.
The analytical expressions for
{
Q, qdL0 , qz0
}
in perturbation theory is presented in the
section5.10. These definitions are also not insulated from the menace of the UV divergent
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integrals arising from the four gradient terms ∂2Φ. Hence we use the smoothing technique
described in section 5.8.2 to handle the divergences.
In figure 5.9 , we present the dependence of the backreaction effect on the smoothing
scale.
Figure 5.9: Backreaction effect from
{
Q, qdL0 , qz0
}
lotted as a function of the smoothing
scale, RS. Here the smoothing scale, RS axis is log scale
Even for any physically motivated definitions of the deceleration parameter, the actual
size of backreaction depends on the smoothing scale. Setting the smoothing scale at few
∼ 1h−1Mpc which corresponds to modes that freeze out of large scale expansion leads to
more than 35% change to the background deceleration parameter in a ΛCDM universe and
it is hundreds of percent more in an Einstein-de Sitter universe.
Recent analysis of data from the Wigglez experiment [36] that surveyed of over 200 000
blue galaxies in a cosmic volume of ∼ 1 h−3Gpc3 puts the homogeneity scale at 70 ± 5
h−1Mpc at z ∼ 0.4. Using this as a natural cut-off scale, leads to about 10% correction to
the background deceleration parameter in a ΛCDM universe and a lot more in an Einstein-de
Sitter universe.
We compute the variance in
{
Q, qdL0 , qz0
}
as function of the smoothing scale in figure
5.10.
Smoothing on a much smaller scales leads to a very large backreaction effect. The decel-
eration parameter qz0 obtained from fitting the distance-redshift relation, could give zero if
we smoothed on scales of about 1h−1Mpc for the ΛCDM universe. This is an effect expected
of a Virialized region but the vanishing of the variance at that scale doesn’t make sense.
In general for both universes irrespective of the fitting approach adopted, any smoothing
scale less than 10h−1Mpc will leave a distinguishable effect on the observed deceleration
parameter. Also we notice by comparing equations (5.134,5.135,5.135) with figures 5.9 and
5.10 that the larger the coefficient of the shear term, the less is the effect of structures or
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Figure 5.10: Observed deceleration parameter plus or minus variance, plotted as a function
of smoothing scale, RS.
backreaction on the deceleration parameter. This illustrates how matter shear can affect the
rate of expansion of the universe.
Finally, in figure 5.11 we compare the smoothing scale, RS dependence of a spatially
averaged local deceleration parameter with
{
Q, qdL0 , qz0
}
.
Figure 5.11: The observed deceleration parameter and averaged deceleration parameter
as a function of the smoothing scale, RS. We set the domain size for
〈
qΘD
〉
F
equal to the smoothing scale.
According to figure 5.11, spatial averaging tends to drive the deceleration parameter close
to its FLRW background value.
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5.9 Conclusion
We have discussed in this chapter examples of where the backreaction problem in the stan-
dard model of cosmology is almost negligible, not necessarily negligible and excessively large
on some scales. The three key examples we have discussed are the cases where the decel-
eration parameter which gives a dimensionless measure of the second time derivative of the
scale factor could be obtained from: the scale factor of an averaged hypersurface where the
gravitational field is at rest, the scale factor of an averaged hypersurface where the matter
field is at rest and from the best fit scale factor from an inhomogeneous universe. In the case
where the inhomogeneous distance-redshift relation is fit to a distance-redshift relation from
an FLRW spacetime and the the case where a local deceleration parameter is averaged on
a hypersurface orthogonal to the fluid, the cosmological perturbation theory, does not give
sensible answers because of the UV problem.
The backreaction terms in the {qNξD , qξD}, terms of the form Φ∂˜2Φ, are also the largest
ones which appear in the lhs of the Einstein Field Equations, because the Einstein tensor
has at most two derivatives of the metric in it. Re-formulation of backreaction as an effective
fluid in [120], these terms are also the largest terms that appear. The induced gravitational
waves are also of this order (see figure 2.2 of Chapter 2). As argued in [60] that backreaction
is small simply because of a very small hierarchy of scales between the Hubble scale at
equality and the Hubble scale today (they are only a factor of 50 apart in comoving terms).
In this evaluation of backreaction, then, what happens on scales smaller than the equality
scale is of little relevance.
In Buchert’s interpretation of backreaction, where qD describes the deceleration of the
average scale factor, the divergence is neatly controlled by the domain size, and consequently
has an elegant and straightforward interpretation, although it is not observable. This also
appears to be robust against various possible gauge effects such as choice of the averaging
hypersurface [48, 49]. The fact that there is a significant difference between the ‘cosmological’
deceleration and one which is smoothed on scales of a few Mpc, say, is expected since that
is the scale where the Hubble flow kicks in.
On the other hand, definitions of the deceleration parameter – which do not depend on
Riemannian averaging – reveal significant problems. Consider qΘ and
{
Q, qdL0 , qz0
}
– the
local deceleration parameter defined relative to the dust observers, and the observed one
defined through the distance-redshift relation. If we calculate the expectation value of either
of these we get enormous terms (see figure 5.11 ). Consider cutting off at a scale suggested
by either a scale associated with the end of inflation, or from the dark matter suppression
scale, which is around pc scales. Then we have κUV ∼ 1 pc−1/(100 Mpc)−1 ∼ 108. Our
divergent integral then gives F (108) ∼ 105 where we have assumed a purely dark matter
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transfer function, and there is extra suppression from baryons on small scales, but this only
reduces it by an order of magnitude for 20% baryons.
One can reformulate the UV cut-off as a smoothing of the first-order potential to give
something like the same interpretation one might give to Buchert’s qD, but this is rather
ad hoc in this context – for 〈qΘ〉D, can kind of spatial averaging has already been done.
Instead it maybe tells us that smoothing or renormalization is necessary order by order in
perturbation theory especially on small scales. That is, before constructing second-order
perturbation theory, one necessarily must smooth structure below a certain scale. But why?
Does this imply that the very notion of ergodicity needs to be made Riemannian: should
ensemble averages be replaced by Riemannian spatial averages [224], rather than spatial
averages on the background? This might be a more cleaner way to go where one might use
Ricci flow equation to connect the averaged evolution of local curvatures [121–124, 228]. An
extended discussion on this may be found in [60].
5.10 Deceleration parameter from perturbation theory
We give here the full expression for deceleration parameters calculated from a perturbed
spacetime in the Poison gauge (equation 5.136).
〈qξ〉D = −1 + 3
2
Ω− [(2 + 3gˆ)− 3Ω(1 + gˆ)] 〈Φ〉 − 3
[(
3 +
14
3
gˆ + gˆ2
)
(5.167)
−Ω
(
4 +
11
4
gˆ +
3
2
gˆ2
)]
〈Φ〉2 + 1
2
[
15 + 4gˆ − 3gˆ2 − (24 + 9gˆ)Ω] 〈Φ2〉
−1
6
[
〈∂˜2Φ(2)〉 − 〈∂˜2Ψ(2)〉
]
− 3
2H
〈Ψ˙(2)〉(1− Ω)
−〈Φ(2)〉
(
1− 3
2
Ω
)
+
2
9Ω
[
1 + 2gˆ + gˆ2 +
21
4
Ω
]
〈∂˜kΦ∂˜kΦ〉+ 4
3
〈Φ∂˜2Φ〉
〈qNξ〉D = −1 + 3
2
Ω− [3(1− Ω) + gˆ(4− 3Ω)] 〈Φ〉 − 3
2
(1− Ω) (〈Φ(2)〉+ 〈Ψ(2)〉)
+
[(
9 + 8gˆ +
1
2
gˆ2
)
− 3Ω
(
3 + gˆ +
1
2
gˆ2
)]
〈Φ2〉 − 3 [(3 + 6gˆ + 2gˆ2)
−Ω (3 + 5gˆ + 2gˆ2)] 〈Φ〉2 − 1
2H
〈Φ˙(2)〉 − 1
6
[
∂˜2Φ(2) − ∂˜2Ψ(2)
]
+
1
9Ω
[(
1 + 2gˆ + gˆ2
)
+
21
4
Ω
]
〈∂˜kΦ∂˜kΦ〉+ 4
3
〈Φ∂˜2Φ〉 (5.168)
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〈qNθ〉D = −1 + 3
2
Ωm + 3
[
gˆ
(
Ωm − 4
3
)
+
(
Ωm
2
− 3
)]
〈Φ〉+ 1
Ωm
[
Ωm
(
1 +
2
3
gˆ
)
−4
9
(1 + gˆ)
]〈
∂˜2Φ
〉
+
[
12 (1 + gˆ)− 3Ωm
(
7
4
+ gˆ +
1
2
gˆ
)] 〈
Φ2
〉
+
[
− (9 + 18gˆ + 5gˆ) + Ωm
(
9
2
+ 12gˆ +
9
2
gˆ2
)]
〈Φ〉2 +
[
1
3
(
11 + 16gˆ + 6gˆ2
)
+
Ωm
3
(
8 + 14gˆ − 6gˆ2)] 〈Φ〉〈∂˜2Φ〉− 3
2H
(1 + Ωm)
〈
Ψ˙(2)
〉
−3
2
(
1− 1
2
Ωm
)〈
Φ(2)
〉− 1
2H
〈
Φ˙(2)
〉
+
1
6
(
∂˜2Ψ(2) − ∂˜2Φ(2)
)
+
1
6
〈
∂˜kv
k
(2)
〉
(1− 3Ωm)− 1
6H
〈
∂˜kv˙
k
(2)
〉
+
1
Ωm
[
−Ωm
(
1 +
4
3
gˆ
)
+
4
3
(
1 +
2
3
gˆ − 1
3
gˆ2
)]〈
Φ∂˜2Φ
〉
+
1
Ωm
[
−Ω
2
m
6
(11 + 12gˆ)
+
Ωm
9
(
5− 2gˆ − 7gˆ2)+ 4
9
(
1 + 2gˆ + gˆ2
)] 〈
∂˜kΦ∂˜
kΦ
〉
+
1
Ω2m
[
−16
81
(
1 + 2gˆ + gˆ2
)
+
2Ωm
27
(
5 + 8gˆ + 3gˆ3
)] 〈
∂˜2Φ
〉2
(5.169)
〈qθ〉D = −1 + 3
2
Ωm − 3(1 + gˆ)(1− Ωm) 〈Φ〉+ 1
Ωm
[
Ωm(1 + 2gˆ)− 4
9
(1 + gˆ)
]
(5.170)
×
〈
∂˜2Φ
〉
+
[(
15 + 16gˆ − 3
2
gˆ2
)
− 3Ωm
(
9
2
+ 2gˆ
)] 〈
Φ2
〉
+
[−3 (5 + 6gˆ + gˆ2)
+
9
2
Ωm
(
3 + 6gˆ + gˆ2
)] 〈Φ〉2 − 3
2H
(1− Ωm)
(〈
Φ(2)
〉
H −
〈
Ψ˙(2)
〉)
−1
6
(〈
∂˜2Φ(2)
〉
−
〈
∂˜2Ψ(2)
〉)
+
1
6
〈
∂˜kv
(2)
k
〉
(1− 3Ωm)
−1
6
〈
∂˜kv˙
(2)
k
〉
+
1
Ωm
[
Ωm
3
(
17 + 20gˆ + 6gˆ2
)− 2
9
(
16 + 23gˆ − 7gˆ2)] 〈Φ〉〈∂˜2Φ〉
+
1
Ωm
[
−2Ωm(1 + gˆ) + 2
9
(8 + 5gˆ − 3gˆ2)
]〈
Φ∂˜2Φ
〉
+
1
Ω2m
[
−Ω
2
m
6
(11 + 12gˆ)
+
Ωm
9
(
5− 2gˆ − 7gˆ2)+ 4
9
(
1 + 2gˆ + gˆ2
)] 〈
∂˜kΦ∂˜
kΦ
〉
+
1
Ω2m
[
2Ωm
27
(
5 + 8gˆ + 3gˆ2
)− 16
81
(
1 + 2gˆ + gˆ2
)] 〈
∂˜2Φ
〉2
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
5.10. Deceleration parameter from perturbation theory 150
〈q〉F = −1 + 3
2
Ωm − 3
[
(1 + gˆ)(1− Ωm) + 3
2
ΩmgIH
]
〈Φ〉+
[
1 +
2
3
gˆ − 4
9Ωm
(1 + gˆ)
]
〈∂˜2Φ〉
+
{
3
(
4 + gˆ − 1
2
gˆ2
)
+ 9gIH
[
(1 + gˆ)(1− Ωm) + 3
4
gIH
]
−27
2
g2IH
2Ω2m
(
5
4
− Ωm
)}
〈Φ2〉 − 3
{
(4 + 5gˆ) +
3
2
Ωm(3 + 4gˆ + gˆ
2)
−3gIH
[
(1 + gˆ)
(
1− 1
2
Ω2m
)
− Ωm(1 + 2gˆ + 4gIH)
]
−27
2
Ω2mg
2
IH
2
(
1− 1
2
Ωm
)}
〈Φ〉2
− 1
Ω2m
[
1
2
Ω2m(3 + 4gˆ)−
4
9
Ωm(2 + gˆ − gˆ2)− 4
27
(1 + 2gˆ + gˆ2)
]
〈∂˜kΦ∂˜kΦ〉
+
1
3
{
(17 + 20gˆ + 6gˆ2)− 2
3Ωm
(10 + 14gˆ + 4gˆ2)
+gIH
[
(1− 2gˆ)− 4
3Ωm
(1 + 2gˆ)− Ωm(2 + gˆ)
]}
〈Φ〉〈∂˜2Φ〉
− 3
2H
(1− Ωm)
(
H〈Φ(2)〉+ 〈Ψ˙(2)〉
)
+
1
6
a(2− 3Ωm)〈∂˜kvk2〉+
1
6
(〈∂˜2Φ(2)〉
+
9
8
ΩmH
∫ t
d t′
[
〈Φ(2)〉 − 1
2
〈Φ2〉 − 〈vk1v1k〉 −
gIH
a
〈vk1 ∂˜kΦ〉
]
− 2
27Ωm
[
2
3
(1 + 2gˆ + gˆ2)− Ωm(5 + 8gˆ + 3gˆ3)
]
〈∂˜2Φ〉2 . (5.171)
Note that there are no connected (∂2Φ)2 terms in all the definitions of the deceleration
parameter derived so far.
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First the deceleration parameter associated with the fluid expansion rate Θ:
〈qΘ〉F = −1 +
3
2
Ωm − 3(1 + gˆ)(1− Ωm)Φ +
[
(1 +
2
3
gˆ)− 4
9Ωm
(1 + gˆ)
]
∂˜2Φ
−3gˆ
(
4 +
3
2
gˆ
)
(1− Ωm) Φ2 − 3
2H
(1− Ωm)(HΦ(2) + Ψ˙(2))
+
a
6H
(1− 3Ωm)
(
H∂˜kv
k
(2) − ∂˜kv˙k(2)
)
− 1
6
(
∂˜2Φ(2) − ∂˜2Ψ(2)
)
+
1
9Ωm
[
3Ωm(11 + 14gˆ + 6gˆ
2)− (16 + 36gˆ + 2gˆ2)]Φ∂˜2Φ
− 1
27Ω2m
[
27
6
Ω2m(11 + 12gˆ)− 24Ω(1− gˆ)− 4(1 + 2gˆ + gˆ2)
]
∂˜kΦ∂˜
kΦ
− 4
27Ω2m
(1 + 2gˆ + gˆ2)∂˜kΦ∂˜k∂˜
2Φ (5.172)
+
2
27Ωm
[
Ωm(5 + 8gˆ + 3gˆ
2)− 8
3
(1 + 2gˆ + gˆ2)
]
∂˜2Φ∂˜2Φ .
The deceleration parameter an observer would measure from the all-sky average of the
redshift-distance relation:
qdz = −1 + 3
2
Ωm − 3(1 + gˆ)(1− Ωm)Φ +
[
(1 +
2
3
gˆ)− 4
9Ωm
(1 + gˆ)
]
∂˜2Φ (5.173)
−3gˆ
(
4 +
3
2
gˆ
)
(1− Ωm) Φ2 − 3
2H
(1− Ωm)(HΦ(2) + Ψ˙(2))
−1
2
aΩm∂˜kv
k
(2) −
a
3H
∂˜kv˙
k
(2) −
1
3
∂˜2Φ(2) +
1
6
∂˜2Ψ(2)
+
1
9Ωm
[
3Ωm(10 + 14gˆ + 6gˆ
2)− 8(2 + 5gˆ + 3gˆ2)]Φ∂˜2Φ
− 1
Ω2m
[
1
6
Ω2m(13 + 12gˆ)−
4
9
Ωm(2− gˆ − 12gˆ2)− 4
27
(1 + 2gˆ + gˆ2)
]
∂˜kΦ∂˜
kΦ
+
4
27Ω2m
(1 + 2gˆ + gˆ2)∂˜i∂˜jΦ∂˜
i∂˜jΦ− 8
27Ω2m
(1 + 2gˆ + gˆ2)∂˜kΦ∂˜2∂˜kΦ
+
2
27Ωm
[
Ωm(5 + 8gˆ + 3gˆ
2)− 4(1 + 2gˆ + gˆ2)] ∂˜2Φ∂˜2Φ
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qdL0 = −1 +
3
2
Ωm − 3(1 + gˆ)(1− Ωm)Φ + 1
Ωm
[
Ωm(1 + 2gˆ)− 4
9
(1 + gˆ)
]
∂˜2Φ (5.174)
− 3
2H
(1 + Ωm)
(
Φ(2)H − Ψ˙(2)
)
+
1
2
(
1 +
3
2
Ωm
)
∂˜kv
(2)k +
1
6
(
∂˜2Φ(2) − ∂2Ψ(2)
)
−(1− Ωm)
(
12gˆ +
9
2
gˆ2
)
Φ2 +
1
Ωm
[
Ωm
3
(
10 + 14gˆ + 6gˆ2
)− 8
9
(
2 + 5gˆ + 3gˆ2
)]
Φ∂˜2Φ
+
1
Ω2
[
4
27
(
1 + 2gˆ + gˆ2
)
+
4
9
Ωm
(
2− gˆ − 3gˆ2)] ∂˜kΦ∂˜kΦ
+
1
Ω2m
Φ
[
2Ωm
27
(
5 + 8gˆ + 3gˆ2
)− 88
405
(
1 + 2gˆ + gˆ2
)]
∂˜2Φ∂˜2
− 8
27Ω2m
(
1 + 2gˆ + gˆ2
)
∂˜kΦ∂˜2∂kΦ− 4
45Ω2m
(
1 + 2gˆ + gˆ2
)
∂˜k∂˜lΦ∂˜k∂˜lΦ
Q = −1 + 3
2
Ωm − 3(1 + gˆ)(1− Ωm)Φ + 1
Ωm
[
Ωm(1 + 2gˆ)− 4
9
(1 + gˆ)
]
∂˜2Φ (5.175)
− 3
2H
(1 + Ωm)
(
Φ(2)H − Ψ˙(2)
)
+
1
2
(
1 +
3
2
Ωm
)
∂˜kv
(2)k +
1
6
∂˜2Ψ(2)
−(1− Ωm)
(
12gˆ +
9
2
gˆ2
)
Φ2 +
1
Ωm
[
2
(
2 +
7
3
gˆ + gˆ2
)
− 16
9
Ωm
(
1 + 2gˆ + gˆ2
)]
Φ∂˜2Φ
+
1
Ω2
[
−Ω2m
(
3
2
+ 2gˆ
)
+
4
9
Ωm
(
2 + gˆ − gˆ2)+ 4
27
(
1 + 2gˆ + gˆ2
)]
∂˜kΦ∂˜
kΦ
+
1
Ω2m
[
2Ωm
5
(
1 +
44
27
gˆ +
17
27
gˆ2
)
− 104
405
(
1 + 2gˆ + gˆ2
)]
∂˜2Φ∂˜2Φ
+
1
Ω2m
[
−4Ωm
45
(
1 + 2gˆ + gˆ2
)
+
44
135
(
1 + 2gˆ + gˆ2
)]
∂˜k∂˜lΦ∂˜k∂˜lΦ
where gˆ = g˙/gH and ∂˜ = ∂
aH
.
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Chapter 6
The Influence of Structure Growth on
the Area Distance
6.1 Introduction
Area distance, DA(z), or up to a factor of redshift the luminosity distance, DL(z), are the
major tools for all model fitting and parameter estimation in modern cosmology. They
play a crucial role in the determination of the current value of all cosmological parameters.
The level of precision to be achieved through cosmological observations depend on ‘how
well’ we understand these tools in an inhomogeneous spacetimes: for example the peak
in temperature anisotropy correlation of the CMB is very sensitive to the area distance
to the last scattering surface (LSS), apparent magnitude of a typical supernova event is
very sensitive to the luminosity distance. Therefore, any refinement in observational and
data analysis technique, requires that we also improve on our theoretical understanding of
these tools, which invloves the challenges non-linear effects pose to our interpretation of the
background cosmology.
It is obvious that the first theoretical refinement will be to properly calculate these
tools from a physical space-time on which light propagates rather than continue to use
the result from a fictitious FLRW background space-time, especially in the era of precision
cosmology. Other important aspects to understand are: does the monopole of area distance
on a physical space-time corresponds to the FLRW background value at any scale? How
are we going to re-interpret cosmology on scales where the monopole of the area distance on
a physical space-time does not correspond to the FLRW background prediction? It is also
important to point out that some of these issues might be resolved in few years from now
given that significant effort have been directed towards measuring the area distance from
Bayron Acoustic Oscillation, (BAO) [229, 230].
153
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Light propagation in inhomogeneous space-times gives rise to modification of area dis-
tance due to the difference between Ricci focussing (when the rays move through a uniform
medium) and Weyl focussing (due to the tidal effects of nearby matter). It leads to ad-
justments in redshift due to the differences between the true redshift of a source and its
redshift in a smoothed out model, It also leads to distortion of the affine parameter, since
inhomogeneities change the relation λ(z), and it may be observed through displacement the
light beam experiences, i.e shifting sideways of the ray path by inhomogeneities, hence it ex-
periences different Weyl and Ricci terms at the same λ because it is at a different spacetime
point.
The problem of quantifying the effects of light propagation in a universe with an inho-
mogeneous distribution of structures was first addressed, independently by Zel’dovich [171]
and Feynman [172]. Zel’dovich introduced the empty-beam approximation to enable him
study the problem of light rays propagating in vacuum. His approach was later extended to
the case of a partially-filled beam in a series of papers by Dyer and Roeder [175–178, 231]
and others [166, 173] . These results later came to be known as the Dyer–Roeder approxi-
mation. An extension of the approximation to incorporate inhomogeneities experienced by
the Hubble rate and the deceleration parameter was recently suggested in [182] and there
are pieces of evidence that the extended version fits observation much better [232] .
The first perturbative approach (i.e. with light propagating in a perturbed FLRW space-
time) towards calculating the area distance from a perturbed spacetime was initiated by
Sasaki [233], his computation was based on the Sachs equations and was limited to first
order in the Synchronous gauge. Pyne and Birkinshaw [234] derived the area distance in
Poisson gauge at first order in perturbation theory. Bonvin and Durrer [203] focussed on
scalar perturbation in Poisson gauge, including all relativistic effects. First order treatment
is very insufficient towards understanding the propagation of light, recent study has shown
that it underestimates the distortion of images and magnification of some images, because
of gravitational lensing when light rays passes through a void [235]
The first second order attempt was reported in [197], the authors used the technique
developed by Sasaki [233] and they focussed only on dark matter dominated universe. The
most recent attempt at this problem was reported in [236], they focused also on dark matter
dominated universe. Their approach is slight different from [197], they worked in Poisson
gauge transformed into light-cone coordinates through a general coordinate transformation.
One key drawback of this approach is that one will need a reference result to be able to
interpret his/her result.
Here we present the first general and consistent second order calculation of the area
distance in Poisson gauge valid for use in different standard cosmological models. The only
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approximation made in our derivation is that we neglect all tensors and vectors at first order
because they are very small compared to the density contribution at first order. However, we
allow second order vectors and tensors which are sourced by the product of first order density
fluctuations because their amplitude is a percent of the first order density fluctuation [76, 79]
and it is even greater than the contribution from density perturbation in the neighborhood
of the equality scale [78]. Furthermore, we do not use a particular gravitational theory in
the derivation, thereby expanding the range of application of equations we report here.
This chapter is organized as follows: we provide general covariant evolution equations
for null shear, null expansion and the area distance in Section 6.2, we derive and solve the
photon geodesic equations in perturbation theory in Section 6.3 and calculate the physical
redshift in terms of the perturbed metric variables in Section 6.4. The area distance in
perturbation theory is derived and solved order by order in Section 6.5. We provide a general
non-linear framework for expressing the area distance in terms of the physical redshift of the
source in Section 6.6. We summarized all our perturbation theory results in Section 6.7 and
calculate two-point correlation function for various modes that contribute to the area distance
in Section 6.8. We provide various formalisms for performing full sky spherical harmonic
decomposition in Section 6.9. We provide further details on how to boost our result to
frame of the observer with a non-vanishing relative velocity and how to ‘renormalize’ the
background in spherical harmonic space in Section 6.10 and calculate backreaction effect on
key observables in Section 6.12. We conclude in Section 6.11 and provide further technical
details on subtle mathematical tools used in this chapter in Section 6.13
We use hat to denote quantities living on the physical spacetime so that quantities on
the conformal spacetime1 will have no hat. Background quantities will be denoted by an
over-bar and perturbed quantities apart from the metric variables have a delta in front, for
example δDA(z) stands for the first order part of the area distance and δ
2DA(z) stands for
the second piece.
6.2 Covariant Description of Area Distance
First we consider a beam of light characterized by a tangent vector ka ( we also refer to ka
as photon 4-vector) pointing in the past of the light cone. The past null cone has a constant
phase hypersurface, Sˆ and the tangent vector is defined as a covariant derivative of the phase
1The area distance is invariant under conformal transformation with a conformal weight of one, this offers
an additional reduction in complexity of the calculation since one could do most of the computation on the
conformal space-time and multiply by the necessary conformal factor at the end of the calculation.
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kˆa = gab∇bSˆ . ka satisfies the null constraint and it is geodesic:
kˆakˆ
a = 0, kˆb∇ˆbkˆa = 0, (6.1)
The vector kˆa may be decomposed with respect to an observer with 4-velocity ua into parallel
and orthogonal components.
kˆa =
d xˆa
dλ
, kˆa = (−uˆbkˆb) (uˆa ± nˆa) . (6.2)
The plus or minus sign in equation (6.2) determines the direction of propagation of the light
rays and the direction of observation is characterized by vector, nˆa. The positive in equation
(6.2) stands for the future null cone while the negative sign indicates that observation is
taking place on the past null cone. For an observer here on earth has observational access
on the past null cone
kˆa = (−uˆbkˆb) (uˆa − nˆa) = Eˆ (uˆa − nˆa) , (6.3)
where the photon energy is defined as Eˆ = −uˆbkˆb. The screen space projection tensor may
be defined as
Nˆab ≡ gˆab + uˆauˆb − nˆanˆb = hˆab − nˆanˆb (6.4)
and it satisfies the following relations
Nˆaa = 2, NˆacNˆ
c
b = Nˆab, Nˆabkˆ
b = 0 . (6.5)
The metric, Nˆab, projects tensors into a two-dimensional screen space orthogonal to the
null vector kˆa and na. It also projects the space-time covariant derivatives onto angular
derivatives on the screen space:
tˆa..cb...d = Nˆ
a
eNˆ
f
b...Nˆ
e
gNˆ
h
dTˆ
e...g
f...h , (6.6)
∇ˆ⊥atˆb...c = NˆdaNˆ eb...Nˆ f c∇dTˆe...f , (6.7)
tˆ|| = nˆa · · ·nf Tˆa···f , (6.8)
Dˆ||tˆb...f = na∇ˆatˆb...f , (6.9)
where ∇⊥a denotes derivative on the screen space and Dˆ|| is the radial derivative along the
line of sight. Tensors with piped subscripts denote the radial component of that tensor and
those with ‘bot sign’ as subscripts stand for the angular component of the tensor . The
anti-symmetric tensor of the screen space is related to that of the Levi-Civita tensor on the
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hypersurface and also to the Levi-Civita tensor of the full space time according to,
εˆab = εˆabdnˆ
d = ηˆcdabuˆ
cnˆd = ε[ab] . (6.10)
Also the screen space alternating tensor satisfies εabε
cd = 2Nˆ[a
cNˆb]
d and it is invariant under
parallel transport along the direction of ka,
∇ˆ⊥aεˆbc = 0 = d εˆbc
d λˆ
and ∇ˆa⊥Nˆab = 0 . (6.11)
The full irreducible decomposition of the covariant derivative of the photon vector is given
by,
∇ˆbkˆa = 1
2
Nˆabθˆ + Σˆab + Ωˆab , (6.12)
where the newly introduced quantities are defined in terms of the photon vector as,
Σˆ〈ab〉 ≡ Nˆ(acNˆb)d∇ˆckˆd − 1
2
θˆNab , (6.13)
Ωˆab ≡ Nˆ[acNˆb]d∇ˆckˆd ,
θˆ ≡ 1
2
gˆabNˆa
cNˆb
d∇ˆakˆb ,
where θˆ describes the expansion of he null congruence as projected unto the screen space,
Σˆab describes the shear effect on the null congruence, while Ωˆab encodes the information
about the twisting of the photon geodesics, this quantity is zero because ka is a gradient of
the phase. The acceleration is set to zero because ka is geodesic. The covariant derivative
of the observer 4-velocity uˆa in our current notation is decomposed as:
∇ˆbuˆa = −Aˆaub + 1
3
Θˆhˆab + ˆabcωˆ
c + σˆab , (6.14)
where the basic kinematical information about the spacetime is encoded in the volume expan-
sion rate, Θˆ, of the hypersurface orthogonal to ua 2, 4-acceleration Aˆa, vorticity (twisting),
ωˆab and shear σˆab. In terms of these variables, the geodesic equation (i.e equation (6.1))
2the vorticity is required to vanish on this hypersurface[84]
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reduces to the equations for the photon energy and observational direction
d Eˆ
d λˆ
= −Eˆ2
[
1
3
Θˆ− Aˆana + (σˆabnˆanˆb
]
, (6.15)
d nˆ‖
d λˆ
= Eˆ
[
2σˆ‖ − ωˆ‖
]
, (6.16)
d nˆi⊥
dλ
= Eˆ
[−Ai + naσia + naωia] , (6.17)
where d
d λˆ
= kˆa∇ˆa, which stands for derivative with respect to the affine parameter and we
normalize the photon energy at the obersever as Eˆo = −uˆakˆa|o = 1. The change of signal
emitted by a source moving with a 4-velocity uˆas , e.g a galaxy (here denoted as ’s’), and
measured by an observer with 4-velocity uˆao is related through the redshift,
(1 + zˆ) =
λ0
λs
=
(−kˆauˆa)s
(−kˆbuˆb)o
=
Eˆs
Eˆo
. (6.18)
Using equation (6.15), the redshift propagation equation becomes,
d zˆ
dλˆ
= −(1 + zˆ)2
[
1
3
Θˆ− Aˆana + σabnanb
]
. (6.19)
This is a general non-perturbative, coordinate independent representation of the propagation
equation for the observed redshift. The propagation equations for the null shear and the
null expansion are given by,
d θˆ
d λˆ
= −2Σˆ2 − 1
2
θˆ2 − Rˆabkˆakˆb , (6.20)
dΣˆ〈ab〉
d λˆ
= −Σˆabθˆ + Nˆ〈eaNˆf〉cRˆabcdkˆckˆd . (6.21)
(6.22)
where Σˆ2 = Σ〈ab〉Σ〈ab〉/2. The propagation equation for shear is obtained by projecting the
Ricci identity with Nˆ〈eaNˆf〉c and that of the expansion is obtained by contracted the Ricci
identity. At this point one may use the Einstein equations to replace the Ricci tensor in
equation (6.20), however, we did not approach the problem this way. The invariant area
of the screen space, A, is related to the null expansion θˆ and also to the Area distance DˆA
according to
1√
Aˆ
d
√
Aˆ
dλˆ
=
d ln DˆA
dλˆ
=
1
2
θˆ . (6.23)
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Substituting equation (6.23) in equation (6.20), we obtain a second order differential equation
for area distance.
d 2DˆA
dλ2
= −
[
1
2
Rˆabkˆ
akˆb + 2Σˆ2
]
DA. (6.24)
Our job in the subsequent sections is to calculate equations (6.21, 6.20) and (6.24) in pertur-
bation theory. Equation 6.24 may also be written directly in terms of the physical redshift
as shown in chapter 3 and in [182].
6.3 Geodesics Equation in Perturbation theory
The conformal transformation gˆµν → gµν maps the null geodesic equation of the physical
spacetime gˆµν to a null geodesic on a perturbed Minkowski space time gµν with the affine
parameter associated with each metric, transformaing as d λˆ → dλ = a−2d λˆ, so that the
photon 4-vector transforms as kˆb = a2kb . Hence the photon energy transforms as Eˆ =
−uˆbkˆb = −a ubkb = aE. This transformation makes it possible to calculate the redshift and
the area distance from a conformally flat metric. The null geodesic equation is also invariant
under conformal transformation provided that the null constraint condition, kbkb = 0, is
satisfied. The time and space components of the perturbed geodesic equation at first order
are given by:
d δk0
dλ
= −2nkDkΦ , (6.25)
d δki
dλ
= − [2niΦ′ − 2nkniDkΦ + 2DiΦ] , (6.26)
here ′ stands for derivative with respect to conformal time. These equations are separable
and can easily be solved:
δk0s = δk
0
o + 2 (Φs − Φo)− 2
∫ λs
λo
Φ′dλ , (6.27)
δkis = δk
i
o − 2ni (Φs − Φo)− 2
∫ λs
λo
DiΦdλ . (6.28)
The spatial part of δki may further be split into parallel component and the perpendicular
component with respect to ni
δk‖s = δk‖ − 2 (Φs − Φo) , (6.29)
δk⊥s = δk⊥io − 2
∫ λs
λo
∇⊥iΦdλ . (6.30)
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The spatial position may also be calculated from dxa/λ = kˆ = ka + δka,
dxi
dλ
= −nio − 2ni
∫ λ
λo
Φ′dλ− 2
∫ λ
λo
∇i⊥Φdλ . (6.31)
After performing an integration by parts, the final solution becomes
xi(λ) = xio − (λ− λo)nio − 2ni
∫ λ
λo
(λs − λ)Φ′dλ− 2
∫ λ
λo
(λs − λ)∇i⊥Φdλ . (6.32)
At second order, the time component of the geodesic equation becomes
d δ2k0
dλ
= 4
(
δkj (Φ′nj + DjΦ)− δk0
(
Φ′ − niDiΦ
))
(6.33)
+
[
h′ijn
inj − njniDiω(2)j +
(
(2)Φ′ − (2)Ψ′)− 2nkDk(2)Φ + 8ΦnkDkΦ]
+2δk0δk′ − 2δkjDjδk0 .
We simplify the δkj × Φ coupling as follows:
4
(
δkj (Φ′nj + DjΦ)− δk0
(
Φ′ − niDiΦ
))
(6.34)
= −8d Φ
dλ
(Φ− Φo) + 16
(
d Φ
dλ
− Φ′
)∫ λ
λo
Φ′dλ− 8∇⊥iΦ
∫ λ
λo
∇i⊥Φdλ .
For δk0 × δk non-linear terms, it is more helpful to convert the conformal time to affine
parameter so that we can use the first order geodesic equation to simplify further
2δk0δk′ − 2δkiDiδk0 = −4δk0niDiΦ + 2δk0niDiδk0 − 2δkiDiδk0 (6.35)
= 8
(
(Φ′ + Φ′o)− (nkDkΦo +
∫ λ
λo
Φ′′dλ)
)
(Φ− Φo) (6.36)
+8(∇⊥kΦ−∇⊥kΦo)
∫ λ
λo
∇k⊥Φdλ+ 8
(
Φ′ − d Φ
dλ
)∫ λ
λo
Φ′dλ
−8
∫ λ
λo
∇⊥kΦdλ
∫ λ
λo
∇k⊥Φdλ .
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Putting everything back together and re-arranging some of the terms, the solution to equa-
tion (6.33) becomes ,
δ2k0s = δ
2k0o + 2 (Φ
(2)
s − Φ(2)o ) + nb (ωb|s − ωb|o)− 8
(
Φ2s − Φ2o
)
+ 8Φs (Φs − Φo) (6.37)
+
∫ λo
λs
[
h′‖ − ω′‖ −
(
(2)Φ′ + (2)Ψ′
)
+ 8ΦΦ′
]
dλ+ 8
∫ λs
λo
(Φs − Φ)Φ′dλ
−8∇⊥kΦo
∫ λs
λo
(λs − λ)∇kΦdλ+ 8
∫ λs
λo
(
(Φ′ − nkDkΦo) + (Φ′o −
∫ λ
λo
Φ′′(λ1)dλ1
)
×(Φ− Φo)dλ− 8
∫ λs
λo
Φ′
∫ λ
λo
Φ′(λ1)dλ1dλ
−8
∫ λs
λo
∫ λ
λo
∇⊥kΦ(λ1)dλ1
∫ λ
λo
∇k⊥(λ2)dλ2dλ .
6.4 Observed Redshift in Perturbation theory
From the definition of the observed redshift in equation (6.18), we may expand E up to
second order:
(1 + zˆ) =
Eˆ
Eˆ0
=
kaua|S
kbub|o =
(
Es + δEs +
1
2
δ2Es
)(
Eo + δEo +
1
2
δ2Eo
) . (6.38)
For δE/E  1, we expand in power series
(1 + zˆ) =
Es
Eo
+
1
Eo
(
δEs − δEoEs
Eo
)
+
1
Eo
(
(δEo)
2Es
E2o
− 1
2
δ2Eo
Es
Eo
(6.39)
−δEoδEs
Eo
+
1
2
δ2Es
)
.
Expanding the definition of photon energy, Eˆ = kaua in perturbation theory up to second
order we find,
Eˆ = E +
(
E(Φ + D‖v)− δkaua
)
+ E
(
1
2
ω(2)‖ −
1
2
(
Φ2 − Φ(2))− 2ΦD‖v (6.40)
+
1
2
(
v(2)‖ + D‖v
(2)
)
+
1
2
(
D‖vD‖v +∇⊥kv∇k⊥v
))
−1
2
δ2k0 − δk0Φ− δkiDiv .
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The 3-d covariant/partial derivative of the perculair velocity is decomposed into the trans-
verse part and the parallel part with respect to the line of sight Div = D‖vni +∇⊥iv
DivD
iv = D‖vD‖v +∇⊥kv∇k⊥v . (6.41)
We set the perturbed photon vector at the observer to zero [233], so that the energy at the
observer simplifies to
Eˆo = Eo +
(
Eo(Φo + D‖vo)
)
+ E0
(
1
2
ω(2)‖o −
1
2
(
Φ2o − Φ(2)s
)− 2ΦoD‖vo (6.42)
+
1
2
(
v(2)‖o + D‖v
(2)
o
)
+
1
2
(
D‖voD‖vo +∇⊥kvo∇k⊥vo
))
.
At first order, the perturbed redshift is given by
δzs
(1 + z¯)
=
(
D‖vs −D‖vo
)− (Φs − Φo) + 2 ∫ λs
λo
Φ′dλ (6.43)
and at second order we find
δ2zs
(1 + z¯)
= Doppler + SW + Doppler× SW + ISW , (6.44)
where the pure Doppler term consists of pure second-order contributions, and quadratic
first-order peculiar velocity terms, which include the transverse Doppler effect, and a new
coupling between source and observer:
Doppler = v(2)‖s − v(2)‖o + D‖v(2)s −D‖v(2)o + D‖vsD‖vs +∇⊥kvs∇k⊥vs (6.45)
−D‖voD‖vo −∇⊥kvo∇k⊥vo + D‖voD‖vs .
The SW terms also contain pure and mixed contributions, which couple the potential at the
source and observer:
SW = −Φ(2)s + Φ(2)o + 3Φ2s − Φ2o − 2ΦsΦo − 16ΦoΦ′o(λs − λo) . (6.46)
There is a coupling between the Doppler terms at source and observer with the potential:
Doppler× SW = 4(ΦoD‖vo − ΦsD‖vs)− 2(ΦoD‖vs − ΦsD‖vo) . (6.47)
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The ISW effect at second order is much more complicated, and consists of several contribu-
tions:
ISW = ISW(2) + ISW× SW + ISW×Doppler + Integrated ISW , (6.48)
where we have a pure second-order ISW contribution:
ISW(2) =
∫ λs
λo
[
(Φ(2)
′
+ Ψ(2)
′
) + ω′‖ − h′‖ − 8ΦΦ′
]
dλ . (6.49)
We have defined h‖ = ninjhij as the radial part of the tensor mode. Then we have the
first-order ISW effect crossed with SW, ISW and Doppler terms:
ISW× SW =
∫ λs
λo
{
16Φ′oΦ− 12(Φs − Φo)Φ′ + 8(λs − λ)∇⊥iΦo∇i⊥Φ (6.50)
+8(λs − λo)ΦoΦ′′
}
dλ
ISW×Doppler = 4 (D‖vs −D‖vo) ∫ λs
λo
Φ′dλ . (6.51)
We have the double-integrated SW terms:
Integrated ISW = 8
∫ λs
λo
Φ′
∫ λ
λo
Φ′(λ1)dλ1dλ− 8
∫ λs
λo
Φ
∫ λ
λo
Φ′′(λ1)dλ1dλ (6.52)
+8
∫ λs
λo
∫ λ
λo
∇⊥kΦ(λ1)dλ1
∫ λ
λo
∇k⊥(λ2)dλ2dλ .
These new effects contribute to the nonlinear redshift space distortions.
ISW = ISW(2) + ISW× SW + ISW×Doppler + Integrated ISW (6.53)
=
∫ λs
λo
[
(Φ(2)
′
+ Ψ(2)
′
) + ω′‖ − h′‖ − 8ΦΦ′
]
dλ +
∫ λs
λo
{
16Φ′oΦ− 12(Φs − Φo)Φ′
+8(λs − λ)∇⊥iΦo∇i⊥Φ + 8(λs − λo)ΦoΦ′′
}
dλ+ 4
(
D‖vs −D‖vo
)
(6.54)
×
∫ λs
λo
Φ′dλ+ 8
∫ λs
λo
Φ′
∫ λ
λo
Φ′(λ1)dλ1dλ− 8
∫ λs
λo
Φ
∫ λ
λo
Φ′′(λ1)dλ1dλ
+8
∫ λs
λo
∫ λ
λo
∇⊥kΦ(λ1)dλ1
∫ λ
λo
∇k⊥(λ2)dλ2dλ .
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Finally, the observed redshift of a source to second order is
(1 + zˆs) = (1 + z¯)
{
1 + δz +
1
2
δ2z
}
, (6.55)
where z¯ is the redshift in the background.
6.5 Area Distance in Perturbation theory
Under a conformal transformation, the area distance DA transform as DˆA = aDA, hence the
area distance in the physical universe is related to that on a perturbed Minkowski background
through a scale factor. This relationship simplifies most of the calculations that follows.
6.5.1 Background
On the background, peforming the conformal transformation for the area distance DA, DˆA =
aDA equation (6.24), simplifies to
d 2DA
dλ2
= 0, (6.56)
with a solution DA = C1 + λC2. Implementing the standard initial conditions for the area
distance DA(0) = 0 and dDA/dλ = 1 [2], we immediately find that DA = λ = (λ − λo).
If one had solved this on an FLW background spacetime without the transformation of the
photon vector kˆb = a−2kb and the area distance DˆA = aDA, one would wind up with the
same result but multiplied by the scale factor. On the FLRW flat background, the area
distance is
DˆA =
1
(1 + z)
∫ zs
zo
d z
(1 + z)H = a(λ− λo) . (6.57)
6.5.2 First Order Contribution
Using the background equations and the time component of the first order perturbed photon
vector, the area distance at first order in perturbation theory is given by
d 2δDA
dλ2
= −2dDA
dλ
nbDbΦ−DA
[
Φ′′ − 2nbDbΦ′ + DbDbΦ
]
, (6.58)
= 2
(
d Φ
dλ
− Φ′
)
−DA
(
d 2Φ
dλ2
+∇2⊥Φ
)
= g1(λ) . (6.59)
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In the second equality, we have made use of the relations (see Section 6.13 for a discussion
on this)
DbD
bΦ = ∇2⊥Φ + nbncDbDcΦ = ∇2⊥Φ−
d 2Φ
dλ2
+ 2
d Φ′
dλ
− Φ′′ , (6.60)
nbDbΦ = Φ
′ − d Φ
dλ
. (6.61)
We have also set dDA/dλ = 1 following the background result. The homogeneous solution
to equation (6.59) is the same as that of equation (6.56), hence for the particular solution,
after calculating the Wronskian (W=1), is given by
δDA =
∫ λs
λo
∫ λ
λo
g(λ′)dλ′dλ =
∫ λs
λo
(λs − λ)g1(λ)dλ . (6.62)
Then after several integrations by parts and further simplification, we arrive at
δDA
DA(s)
=
[
−Φs − 3Φo + 4
(λs − λo)
∫ λs
λo
Φdλ− 2
∫ λs
λo
(λs − λ)
(λs − λo)Φ
′dλ (6.63)
−
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λ ) ∇
2
⊥Φdλ
]
.
We have also made use of the background solution. It happens that equation (6.63) is also
proportional to the weak lensing convergence, κ, at first order in cosmological perturbation
theory. Our result is in agreement with [237].
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6.5.3 Second Order Contribution
At second order, things become more complicated because we have products of gravitational
potential and the area distance and the shear contributing:
d δ2DA
dλ2
= DiδDA
(
niΦ′ + DiΦ
)− 4 (δki − niδk0)Di [d δDA
dλ
]
(6.64)
−4niDiΦ
(
2njDjδDA +
d δDA
dλ
)
+
dDA
dλ
(
h′ijn
inj
+4δki
(
Φ′ni + DiΦ
)− 4δk0 (Φ′ + nkDkΦ)+ (Φ(2)′ −Ψ(2)′)
+8ΦnkDkΦ− 2nkDkΦ(2) − ninjDiωj
)−DA [1
2
h ′′ijn
inj − a5δΣijδΣij
+2Φ′2 + 8ΦΦ′′ + Ψ(2)
′′ − 2nkΦ′DkΦ− 8nkΦDkΦ′ − 2nkDkΨ(2)′
+4ΦDkD
kΦ +
1
2
(
DkD
kΦ(2) + DkD
kΨ(2)
)− 1
2
ninjDiω
′
j + 2n
injDiΦDjΦ
+4ninjΦDiDjΦ− 1
2
ninj(DiDjΦ
(2) −DiDjΨ(2)) + 1
2
niDkD
kωi
−1
2
ninjDkD
kh ij − 2δk0
(
Φ′′ + 2nkDkΦ′ − 2DkDkΦ
)
+2δki
(
Φ′′ni + 2DiΦ′ − niDkDkΦ
)]
.
When we substitute the first order photon vector and do some re-organization and simplifi-
cations, we find
d 2δ2DA
dλ2
= −2δDA
[
Φ′′ − 2niDiΦ′ + DiDiΦ
]
+ 4DiδDA [DiΦ− 2nincDcΦ] (6.65)
−4d δDA
dλ
niDiΦ + 8Di
[
d δDA
dλ
](
2ni(Φ− Φo) +
∫ λ
λo
DiΦdλ− ni
∫ λ
λo
Φ′dλ
)
−dDA
dλ
[
−h′ijninj + 8niΦ′
∫ λ
λo
DiΦdλ− 8Φ′
∫ λ
λo
Φ′dλ+ 16ΦΦ′ − 16ΦoΦ′
−(Φ(2) + Ψ(2)) + 8DiΦ
∫ λ
λo
DiΦ− 8niDiΦ
∫ λ
λo
Φ′dλ
+8niΦDiΦ− 16ΦoniDiΦ + 2niDiΦ(2) + ninjDiωj
]
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−DA
[
1
2
h′′ijn
inj − a5δΣijδΣij + 2Φ′2 − 4Φ′′
(
ni
∫ λ
λo
DiΦdλ−
∫ λ
λo
Φ′dλ
)
+8ΦoΦ
′′ + Ψ(2)
′′ − 4niΦ′DiΦ− 8DiΦ′
(∫ λ
λo
DiΦdλ− ni
∫ λ
λo
Φ′dλ
)
−24niΦDiΦ′ + 16niΦoDiΦ′ − 2niDi(2)Ψ′ − 4DkDkΦ
(∫ λ
λo
Φ′dλ− ni
∫ λ
λo
DiΦ
)
+12ΦDiD
iΦ− 8ΦoDiDiΦ + 1
2
(
DiD
iΦ(2) + DiD
iΨ(2)
)− 1
2
ninjDiω
′
j
+2ninjDiΦDjΦ + 4n
injΦDiDjΦ− 1
2
ninj (DiDjΦ
(2) −DiDjΨ(2))
+
1
2
niDkD
kωi − 1
2
ninjDkD
khij
]
.
Splitting the covariant derivative on the hyper-surface into the radial component and the
angular component, equation (6.65) simplifies greatly. (The details of the decomposition is
given in Section 6.13)
d 2δ2DA
dλ2
= 4δD′A
d Φ
dλ
+ 8
d δD′
dλ
(Φ− Φo)− 4d δDA
dλ
Φ′ + 8∇⊥b
[
d δDA
dλ
] ∫ λ
λo
∇b⊥Φ (6.66)
+4∇⊥bΦ∇b⊥δDA − 2δDA
(
d 2Φ
dλ2
+∇2⊥Φ
)
−dDA
dλ
[
−dω||
dλ
+ ω′|| − h′|| − 2
d (2)Φ
dλ
+ 16
d Φ
dλ
Φ− 8d Φ
dλ
Φo − 8ΦΦ′ + (2)Φ′
+(2)Ψ′ + 8∇⊥bΦ
∫ λ
λo
∇b⊥Φ
]
−DA
[
1
2
d 2ω||
dλ2
− 1
2
dω′||
dλ
− 1
2
d 2 h||
dλ2
+
d h||
dλ
−a5δΣijδΣij + 2
(
d Φ
dλ
)2
+ 4
d 2Φ
dλ2
Φ− 8Φd Φ
′
dλ
+ 4Φo
d 2Φ
dλ2
+ 8ΦoΦ
′′ +
d 2(2)Ψ
dλ2
−8∇bΦ′
∫ λ
λo
∇⊥bΦ + 1
2
(∇2⊥ω|| −∇2⊥h ||)+ 4Φo∇2⊥Φ + 12 (∇2⊥Φ +∇2⊥Ψ)
]
,
= g2(λ) . (6.67)
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It is more instructive to split up into scalar, vector and tensor perturbations. The contribu-
tion to the area distance at second from scalar perturbation only is given by
d 2δ2DA
dλ2
= −dDA
dλ
[
−2d
(2)Φ
dλ
+ 16
d Φ
dλ
Φ− 8d Φ
dλ
Φo − 8ΦΦ′ + (2)Φ′ + (2)Ψ′ (6.68)
+8∇⊥bΦ
∫ λ
λo
∇b⊥Φ
]
−DA
[
−a5δΣijδΣij + 2
(
d Φ
dλ
)2
+ 4
d 2Φ
dλ2
Φ− 8Φd Φ
′
dλ
+4Φo
d 2Φ
dλ2
+ 8ΦoΦ
′′ +
d 2(2)Ψ
dλ2
− 8∇bΦ′
∫ λ
λo
∇⊥bΦ + 4Φo∇2⊥Φ +
1
2
(∇2⊥Φ +∇2⊥Ψ)]
+4δD′A
d Φ
dλ
+ 8
d δD′
dλ
(Φ− Φo)− 4d δDA
dλ
Φ′ + 8∇⊥b
[
d δDA
dλ
] ∫ λ
λo
∇b⊥Φ
+4∇⊥bΦ∇b⊥δDA − 2δDA
(
d 2Φ
dλ2
+∇2⊥Φ
)
,
= gS2(λ) . (6.69)
The product of the first order area distance and the gravitational potential will be evaluated
in detail in Section 6.13. The contribution from vector perturbations is given by
d 2δ2DA
dλ2
=
dDA
dλ
[
dω||
dλ
− ω′||
]
− DA
2
[
d 2ω||
dλ2
− dω
′
||
dλ
− 1
(λ− λo)2ω‖ +∇
2
⊥ω||
]
, (6.70)
= gV2(λ) . (6.71)
By comparing with the first order result, the last term in equation (6.70), i,e the Laplacian
of the vector perturbation may be interpreted as a contribution to the lensing effect from
induced vector perturbations. For tensor perturbations we find
d 2δ2DA
dλ2
=
dDA
dλ
h′|| +DA
[
1
2
d 2 h||
dλ2
− d h||
dλ
− 3
(λ− λo)2h‖ +
1
2
∇2⊥h ||
]
, (6.72)
= gT2(λ) . (6.73)
Notice also the contribution to the gravitational lensing from induced gravitational waves. At
second order, the shear contribution to the area distance is non-vanishing but it contributes
as a square of contribution from the first order piece. Hence we calculate this from the
equation (6.21),
d δΣˆij
d λˆ
+ 2HδΣˆij = − 2
a2
(
Ni
eNj
f − 1
2
NijN
ef
)
DeDfΦ . (6.74)
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Without loss of generality, we set the shear at the observer δΣˆbco = 0, then shear at first
order becomes
δΣˆbc(s) = − 2
a2
∫ λs
λo
dλ∇〈i∇j〉Φ . (6.75)
The general solution to equation (6.68) is given by
δ2DA =
∫ λs
λo
∫ λs
λo
gS2(λ
′)dλ′dλ =
∫ λs
λo
(λs − λ)gS2(λ)dλ . (6.76)
In the second equality we have performed one of the integrations using an iterated integration
technique for double integrals.
• Scalar Perturbations: We find for scalar perturbations after several integration by
parts and simplifications,
δ2DA
DA
= −(Ψ(2)s + Ψ(2)o )− 2Φ(2)o − 4Φo(Φs + Φo) (6.77)
+
∫ λs
λo
(λs − λ)
(λs − λo)
[
4δD′A
d Φ
dλ
+ 8
d δD′
dλ
(Φ− Φo)− 4d δDA
dλ
Φ′
+8∇⊥b
[
d δDA
dλ
] ∫ λ
λo
∇b⊥Φ(λ1)dλ1 + 4∇⊥iΦ∇i⊥δDA − 2δDA
(
d 2Φ
dλ2
+∇2⊥Φ
)]
dλ
−
∫ λs
λo
(λs − λ)
(λs − λo)
[(
Ψ(2)
′
+ Φ(2)
′
)]
dλ+
1
(λs − λo)
∫ λs
λo
[2 (Φ(2) + Ψ(2))] dλ
−2
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λo)
[(
d Φ
dλ
)2
+ 2Φ
d 2Φ
dλ2
− 4Φd Φ
′
dλ
+ 2 [2ΦoΦ
′′
+Φo∇2⊥Φ
]]
dλ+ 8
∫ λs
λo
(λs − λ)
(λs − λo)ΦΦ
′dλ+
8
(λs − λo)
∫ λs
λo
[
2ΦoΦ− Φ2
]
dλ
+8
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λo) ∇⊥kΦ
′
∫ λ
λo
∇k⊥Φ(λ1)dλ1dλ
−8
∫ λs
λo
(λs − λ)
(λs − λo)∇⊥kΦ
∫ λ
λo
∇k⊥Φ(λ1)dλ1dλ
+4
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λo) a(λ)
[∫ λ
λo
∇〈i∇j〉Φ(λ1)dλ1
∫ λ
λo
∇〈i∇j〉Φ(λ2)dλ2
]
dλ
−1
2
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λo)
[(∇2⊥Φ(2) +∇2⊥Ψ(2))] dλ .
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• Vector Pertubations:
δ2DA
DA
= −1
2
(ω||s + 3ω||o) +
2
(λs − λo)
∫ λs
λo
ω||dλ+
1
2
∫ λs
λo
ω′||dλ− 2
∫ λs
λo
(λs − λ)
(λs − λo)ω
′
||dλ
+
∫ λs
λo
(λs − λ)
(λs − λo)(λ− λo)ω‖ −
1
2
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λo) ∇
2
⊥ω||dλ . (6.78)
• Tensor Perturbations:
δ2DA
DA
=
1
2
(h||s + h||o)− 1
(λs − λo)
∫ λs
λo
h||dλ− 1
2
∫ λs
λo
h′||dλ+ 2
∫ λs
λo
(λs − λ)
(λs − λo)h
′
||dλ
−3
∫ λs
λo
(λs − λ)
(λs − λo)(λ− λo)h‖dλ+
1
2
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λo) ∇
2
⊥h||dλ . (6.79)
We remind the reader that ∇2⊥ is related to angular derivative ∇2Ω through
∇2⊥X =
1
(λ− λo)2∇
2
ΩX +
2
(λ− λo)∂‖X . (6.80)
We chose to use ∇2⊥ because the equations appear more compact in the representation.
For quick understanding of which physical event is coming into play at second order, we
may re-write the entire second order contribution as
δ2DA
D¯A
= Boundary + 2nd-order ISW + 2nd-order lensing + integrated shear (6.81)
+δDA × Φ + (1st-order potential)2 ,
where the boundary terms are the corrections to the distance given by differences between
the metric potentials at the source and observer:
Boundary = −1
2
(ω||s + 3ω||o) +
1
2
(h||s + h||o)− (Ψ(2)s + Ψ(2)o + 2Φ(2)o ) (6.82)
−4Φo(Φs + Φo) .
The integrated pure second-order effects come in two parts. First the ISW terms are integrals
over the metric potentials along the line of sight:
O(2) ISW = 1
(λs − λo)
∫ λs
λo
[
2Φ(2) + 2Ψ(2) + 2ω‖ − h‖ (λ− λs)(Ψ(2)′ + Φ(2)′)
+
1
2
(−3λs − λo + λ)ω′‖ + (2λs + λo − 3λ)h′‖
]
dλ . (6.83)
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Then we have the second-order lensing terms:
O(2) lensing = −1
2
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λo) ∇
2
⊥
[
Φ(2) + Ψ(2) + ω‖ − h‖
]
dλ . (6.84)
The shear of the matter along the line of sight gives an integrated contribution at second-
order:
integrated shear (6.85)
= 4
∫ λs
λo
a(λ)(λs − λ)(λ− λo)
(λs − λo)
[∫ λ
λo
∇〈i∇j〉Φ(λ1)dλ1
∫ λ
λo
∇〈i∇j〉Φ(λ2)dλ2
]
dλ .
we have the terms which are integrals over the first-order potential:
(potential)2 = −2
∫ λs
λo
(λs − λ)(λ− λo)
(λs − λo)
[(
d Φ
dλ
)2
+ 2Φ
d 2Φ
dλ2
− 4Φd Φ
′
dλ
+ 4ΦoΦ
′′
+2Φo∇2⊥Φ
]
dλ− 8
∫ λs
λo
(λs − λ)
(λs − λo) [∇⊥kΦ− (λ− λo)∇⊥kΦ
′]
[∫ λ
λo
∇k⊥Φ(λ1)dλ1
]
dλ
+
8
(λs − λo)
∫ λs
λo
[
(λs − λ)ΦΦ′ − Φ2 − 2ΦoΦ
]
dλ . (6.86)
Next comes a contribution from an integrated coupling between the first-order distance,
coupled to the potential
δDA × Φ =
∫ λs
λo
(λs − λ)
(λs − λo)
[
8
d δD′A
dλ
(Φ− Φo)− 4d δDA
dλ
Φ′ (6.87)
+8∇⊥i
(
d δDA
dλ
)∫ λ
λo
∇i⊥Φ(λ1)dλ1 + 4δD′A
d Φ
dλ
+ 4∇⊥iΦ∇i⊥δDA
−2δDA
(
d 2Φ
dλ2
+∇2⊥Φ
)]
dλ .
This coupling integrates density fluctuations twice along the line of sight and is a key new
effect for nonlinear lensing. Further simplification of equation (6.87) is given in the section
6.13, however, the dominant terms on small scale is given by
δDA × Φ ≈ −2
∫ λs
λo
(λs − λ)
(λs − λo)
[
2∇i⊥Φ
∫ λ
λo
(λs − λ)(λ− λo)∇⊥i∇2⊥Φ(λ1)dλ1 (6.88)
−4
∫ λ
λo
(λ− λo)∇⊥i∇2⊥Φ(λ2)dλ2
∫ λ
λo
∇i⊥Φ(λ1)dλ1
−∇2⊥Φ
∫ λ
(λs − λ)(λ− λo)∇2⊥Φ(λ1)dλ1
]
dλ.
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Finally the area distance in a perturbed FLRW spacetime is given by
DˆA = a(λ)(λs − λo)
[
1 +
δDA
D¯A
+
1
2
δ2DA
D¯A
]
=
(λs − λo)
(1 + z¯)
[
1 +
δDA
D¯A
+
1
2
δ2DA
D¯A
]
, (6.89)
where we have used the background relation between the redshift and the scalar factor
a(λ) = 1/(1 + z¯).
6.6 Observables on the Physical Spacetime
The area distance in a perturbed FLRW space time up to second order in perturbation
theory given by equation (6.89) is not observable because:
1. DˆA depends on the background redshift which not observable.
2. The integration is over background photon paths which photons do not see.
3. The DˆA in equation (6.89) is calculated with respect to the observer with a vanishing
peculiar velocity.
Thus to obtain the correct physical area distance we start by expanding the background
scalar factor as a function of physical affine parameter distance (radial distance) of the source
through a Taylor series expansion:
a(λ) = a(λs)
[
1 +Hsδλ+ 1
2
Hs δ2λ+ 1
2
[
dHs
dλ
+H2s
]
(δλ)2 +O(δ3λ)
]
, (6.90)
where we have performed the Taylor series expansion around the position of the physical
position of the source and we have also made the following replacements
H = 1
as
d as
dλ
,
d 2a
adλ
=
(
dH
dλ
+H2
)
, λˆ = λ+ δλ+
1
2
δ2λ. (6.91)
Inverting equation (6.55) and then expanding in power series, the resulting equation becomes
after using equation (6.90) ,
1
(1 + zs)
=
a(λˆs)
a(λˆo)
[
1 + (Hsδλ− J1) +
(
1
2
Hsδ2λ− 1
2
J2 + J
2
1 −HsJ1δλ (6.92)
+
1
2
(
dH
dλ
+H2
)
(δλ)2
)
+O(δ3λ)
]
,
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Thus from equation (6.92), the background scale factor may now be re-defined in terms of
the physical redshift according to
1
(1 + zs)
=
a(λˆs)
a(λˆo)
. (6.93)
As we shall see in the subsequent section that this re-definition corresponds to performing
the spherical harmonics expansion in a sphere of constant physical redshift. To ensure
consistency of equation (6.92) given the re-definition in equation (6.93), It immediately
requires that the following relations are satisfied order by order
δλ =
J1
Hs , δ
2λ =
1
Hs
[
J2 − J21
(
1 +
H′
H2
)]
. (6.94)
Thus using the scale factor in equation (6.90) and λ = λˆ − δλ − 1
2
δ2λ, we find the area
distance to second order to be
DA = a(λˆs)(λˆs − λˆo)
{
1 +
[
δDA
DA
+
(
1− 1Hs(λˆs − λˆo)
)
J1
]
(6.95)
+
[
1
2
δ2DA
DA
+
(
1
2
J2 +
δDA
DA
J1
)(
1− 1Hs(λˆs − λˆo)
)
+
1
2
J21
(
H′s
H3(λˆ− λˆo)
− 1H(λˆ− λˆo)
)]}
.
Using the distance duality relation, DL = (1 + zs)
2DˆA, the luminosity distance becomes
DˆL = (1 + zs)(λˆs − λˆo)
{
1 +
[
δDA
DA
+
(
1− 1Hs(λˆs − λˆo)
)
J1
]
(6.96)
+
[
1
2
δ2DA
DA
+
(
1
2
J2 +
δDA
DA
J1
)(
1− 1Hs(λˆs − λˆo)
)
+
1
2
J21
(
H′s
H3(λˆ− λˆo)
− 1H(λˆ− λˆo)
)]}
.
The integrals in equations (6.337 )and (6.96) are performed over the background affine
parameter, at first order, it corresponds to the physical affine parameter under Bohm ap-
proximation, however, at non-linear level, the integration measure for the first order terms
will need to change. This requires that we replace the background measure at first order
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with
dλ = d λˆ−
(
J1H′
H2 −
1
H
d J1
d λˆ
)
d λˆ, where,
d J1
d λˆ
=
d D‖v
dλ
− d Φ
dλ
+ 2Φ′ , (6.97)
Now we boost the area distance we have calculated to the frame of the observer with non-
vansihing peculiar velocity. This boosting introduces an additional Doppler term through
the relation between the solid angle in both frames
d Ω
d Ωˆ
=
(
kcu
c
kˆcuˆc
)
=
E
Eˆ
. (6.98)
The area distance depends on the solid angle according to
DA =
√
dAo
d Ω
. (6.99)
From equation (6.99), the area distance in both frames are related
Dˆ =
(
Eˆ
E
)
DA , (6.100)
where Eˆ/E = 1− nava + 12vava. Expanding Eˆ/E in perturbation theory gives
Eˆ
E
= 1− nkDkvs − nk
(
v(2)ks + Dkv
(2)
s
)
+ (Φs − Φo)nkDkvs + 1
2
DivsDivs , (6.101)
where we have substituted for δni using
δni = −ni (Φs − Φo)− 2ni
∫ λs
λo
nkDkΦdλ+ 2
∫ λs
λo
DiΦdλ . (6.102)
For the general non-linear result, we need to re-express the first order contribution so that
the integral could be performed on a physical spacetime instead of the background spacetime.
This is a very complicated task and we have deferred the full details to Section 6.13. At first
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order the area distance is given by
DˆA(zs, λs) = a(λˆs)(λˆs − λˆo)
[
1 +
1
Hs(λˆs − λˆo)
∂‖vs −
(
1− 1Hs(λˆs − λˆo)
)
∂‖vo
−
(
2− 1Hs(λˆs − λˆo)
)
Φs +
(
2− 1Hs(λˆs − λˆo)
)
Φo
+2
(
1− 1Hs(λˆs − λˆo)
)∫ λˆs
λˆo
Φ′dλ+
4
(λs − λo)
∫ λo
λs
Φdλ
−2
∫ λo
λs
(λs − λ)
(λs − λo)Φ
′dλ−
∫ λo
λs
(λs − λ)(λ− λo)
(λs − λo) ∇
2
⊥Φdλ
]
. (6.103)
The luminosity distance may be calculated in the same way using the duality relation.
6.7 Recap of Important Equations
We would like to re-arrange the equations for the observed redshift and area distance we
have calculated into a form which will be most suitable for expansion in spherical harmonics.
First the observed redshift of the source is given by,
(1 + zˆs) =
a(λo)
a(λs)
[
1 +
δz
(1 + z¯)
+
1
2
δ2z
(1 + z¯)
]
= (1 + z¯)
[
1 + J1 +
1
2
J2
]
, (6.104)
where
J1 =
(
∂‖vs − ∂‖vo
)
+ (Φs − Φs) + 2
∫ χs
0
nkDkΦdχ (6.105)
and χ = (λ − λo). We split J2 according to the mode of perturbation. This is same as in
the CMB calculation, where the magnetic quantum number, m characterizes the mode of
perturbation. For example m = 0, 1, 2 denote respectively the Scalar, (S), Vector, (V) and
Tensor, (T), perturbations, hence we split J2 in line with this characterization.
J2 = j
S
2 + j
V
2 + j
T
2 + j
O(1)×O(1)‖
2 + j
O(1)×O(1)⊥
2 , (6.106)
where O(1)×O(1)‖ stands for the product of two first order terms that has its contribution
from structures that lie along the line of sight and O(1) ×O(1)⊥ stands for the product of
two first order terms that has its contribution from structures moving transverse to the line
of sight.
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From the previous section, the J’s are given by
jS2 =
(
v(2)‖s − v(2)‖o
)
+
(
D‖v(2)s −D‖v(2)o
)
+ (Ψ(2)s −Ψ(2)o ) (6.107)
+
∫ χs
0
(
∂‖(2)Φ + ∂‖(2)Ψ
)
dχ ,
jV2 =
(
v(2)‖s − v(2)‖o
)
+
(
D‖v(2)s −D‖v(2)o
)
+
(
ω||s − ω||o
)
) +
∫ χs
0
∂‖ω||dχ , (6.108)
jT2 = −
(
h||s − h||o
)
)−
∫ χs
0
∂‖h||dχ , (6.109)
j
O(1)×O(1)⊥
2 =
(∇⊥kvs∇k⊥vs)− (∇⊥kvo∇k⊥vo)+ 8 ∫ χs
0
(χs − χ)∇⊥kΦo∇kΦdχ (6.110)
+8
∫ χs
0
∫ χ
0
∇⊥kΦ(χ1)dχ1
∫ χ
0
∇k⊥(χ2)dχ2dχ ,
j
O(1)×O(1)‖
2 =
[(
D‖vsD‖vs
)− (D‖voD‖vo)+ D‖voD‖vs + (3Φ2s − Φ2o)− 2ΦsΦo (6.111)
−2Φo
(
D‖vs − 2D‖vo
)
+ 2Φs
(
D‖vo − 2D‖vs
)
+ 4
(
D‖vs −D‖vo
) ∫ χs
0
Φ′dχ
+8
∫ 0
χs
ΦΦ′dχ− 8
∫ χs
0
(Φs − Φ)Φ′dχ− 4
∫ χs
0
(Φs − Φo)Φ′dχ
−8
∫ χs
0
(
(Φ′ − nkDkΦo) + (Φ′o −
∫ χ
0
Φ′′(χ1)dχ1
)
(Φ− Φo)dχ
+8
∫ χs
0
Φ′
∫ χ
0
Φ′(χ1)dχ1dχ
]
.
The area distance at first order in the form most convenient for later use is given by
δDA
DA(s)
=
[
−Φs − Φo + 2
χs
∫ χs
0
Φdχ− 2
∫ χs
0
(χs − χ)
χs
∂‖Φdχ (6.112)
−
∫ χs
0
(χs − χ)χ
χs
∇2⊥Φdχ
]
.
At second order , we also split the area according the type of perturbation with an additional
term coming from the product of the area distance at first order and gravitational potential
at first order,
δ2DA
DA
=
δ2DA
DA
S
+
δ2DA
DA
V
+
δ2DA
DA
T
+
δ2DA
DA
Φ×Φ
(6.113)
+
δ2DA
DA
∇⊥iΦ∇i⊥Φ
+
δ2DA
DA
Shear
+
δ2DA
DA
δDA×Φ
.
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where
δ2DA
DA
S
= −(Ψ(2)s + Φ(2)o ) +
1
χs
∫ χs
0
(Φ(2) + Ψ(2)) dχ−
∫ χs
0
(χs − χ)
χs
(
∂‖Ψ(2)(6.114)
+∂‖Φ(2)
)
dχ− 1
2
∫ χs
0
(χs − χ)χ
χs
(∇2⊥Φ(2) +∇2⊥Ψ(2)) dχ ,
δ2DA
DA
V
=
∫ χs
0
(χs − χ)
χsχ
ω‖dχ+
1
2
∫ χs
0
∂‖ω||dχ− 2
∫ χs
0
(χs − χ)
χs
∂‖ω||dχ
−1
2
∫ χs
0
(χs − χ)χ
χs
∇2⊥ω||dχ , (6.115)
δ2DA
DA
T
= −1
2
h||o − 3
∫ χs
0
(χs − χ)
χsχ
h‖dχ+
1
χs
∫ χs
0
h||dχ− 1
2
∫ χs
0
∂‖h||dχ
+2
∫ χs
0
(χs − χ)
χs
∂‖h||dχ+
1
2
∫ χs
0
(χs − χ)χ
χs
∇2⊥h||dχ , (6.116)
δ2DA
DA
Φ×Φ
= −2
∫ χs
0
(χs − χ)χ
χs
[(
d Φ
dχ
)2
+ 2Φ
d 2Φ
dχ2
− 4Φd Φ
′
dχ
]
dχ
+8
∫ χs
0
(χs − χ)
χs
ΦΦ′dχ− 4
∫ χs
0
(χs − χ)χ
χs
[
2ΦoΦ
′′ + Φo∇2⊥Φ
]
dχ
+
8
χs
∫ χs
0
[
2ΦoΦ− Φ2
]
dχ− 4Φo(Φs + Φo) , (6.117)
δ2DA
DA
∇⊥iΦ∇i⊥Φ
= 8
∫ χs
0
(χs − χ)χ
χs
∇⊥kΦ′
∫ χ
0
∇k⊥Φ(χ1)dχ1dχ
−8
∫ χs
0
(χs − χ)
χs
∇⊥kΦ
∫ χ
0
∇k⊥Φ(χ1)dχ1dχ , (6.118)
δ2DA
DA
Shear
= 4
∫ χs
0
a(χ)(χs − χ)χ
χs
[∫ χ
0
∇〈i∇j〉Φ(χ1)dχ1 (6.119)∫ χ
0
∇〈i∇j〉Φ(χ2)dχ2
]
dχ ,
δ2DA
DA
δDA×Φ
=
∫ χs
0
(χs − χ)
χs
[
4δD′A
d Φ
dχ
+ 8
d δD′
dχ
(Φ− Φo)− 4d δDA
dχ
Φ′
+8∇⊥b
[
d δDA
dχ
] ∫ χ
0
∇b⊥Φ(χ1)dχ1 + 4∇⊥iΦ∇i⊥δDA
−2δDA
(
d 2Φ
dχ2
+∇2⊥Φ
)]
dχ .
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Other terms needed for further simplification of equation (6.120) are given by
δDA = −χ(Φ + Φo) + 2
∫ χs
0
Φdχ− 2
∫ χs
0
(χs − χ)∂‖Φdχ
−
∫ χs
0
(χs − χ)χ∇2⊥Φ , (6.120)
∇⊥iδDA = −χ(∇⊥iΦ +∇⊥iΦo) + 2
∫ χs
0
∇⊥iΦdχ− 2
∫ χs
0
(χs − χ)∇⊥i∂‖Φdχ
−
∫ χs
0
(χs − χ)χ∇⊥i∇2⊥Φ , (6.121)
d δDA
dχ
= (Φ + Φo)− χd Φ
dχ
− 2(χs − χ)∂‖Φ− (χs − χ)χ∇2⊥Φ , (6.122)
∇⊥i
[
d δDA
dχ
]
= (∇⊥iΦ +∇⊥iΦo)− χsd∇⊥iΦ
dχ
− 2(χs − χ)∇⊥i∂‖Φ (6.123)
−(χs − χ)χ∇⊥i∇2⊥Φ .
6.8 Full Sky Spherical Harmonic Expansion
The equations we want to expand in spherical harmonics depend on metric variables that we
have properly decomposed into irreducible forms on the screen space. Having these variables
in this form makes it easier for one to expand them in spherical harmonics without much
further work. For example, the scalars in our equations may easily be expanded in spherical
harmonics as follows:
X(η, χ,n) =
∞∑
`=0
∑`
m=−`
X`m(η, χ)Y`m(n) , (6.124)
where X = {Φ,Φ′,Φ(2),Ψ(2), ω‖, h‖} and η is the conformal time on an FLRW background.
Also FLRW background, η = λ and χ is the radial distance which also corresponds to the
affine parameter distance, χ = (λ− λo). In the literature, some workers use r instead of χ,
here they represent the same thing. The moment of the scalar X(η, χ) may be obtained by
multiplying both sides by Y`m(n) and using the orthogonality relation:
X`m(η, χ) =
∫
d ΩX(η, χ,n)Y ∗`m(n) . (6.125)
The multipoles of each of these fields may be evaluated in terms of the spherical Bessel
functions by first expanding them in Fourier space and using the Rayleigh’s formula. For
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example any scalar field, say Φ may be expanded in Fourier space according to
Φ(x) =
∫
d 3k
(2pi)3
Φ(k)eik·x, Φ(k) =
∫
d 3xΦ(x)e−ik·x . (6.126)
Assuming simple scalar plane wave propagating towards us, its waveform may be expressed
in terms of the spherical Bessel functions using the famous Rayleigh’s formula,
eikix
i
= e−iki·n
i(λ−λo) =
∑
`
(2`+ 1)(−i)`j`(k(λ− λo))Y ∗`m(k)Y`m(n) , (6.127)
where we have made use of equation (6.32). In most places we will not include the summation
sign (
∑
`) in the equation to reduce clutter. The reader is hereby advised to bear in mind
that the summation sign exists where appropriate. The spherical harmonics in different
bases may be added using addition formula for spherical harmonics
P`(k · n) = Y ∗`m(k)Y`m(n) , (6.128)
where P`(kˆ ·n) is the associated Legendre polynomial, which is approximately related to the
spherical harmonics according to
P`(k · n) =
√
4pi
(2`+ 1)
Y`0(n) . (6.129)
Here we have set the magnetic quantum number, m, to zero, this is equivalent to aligning
the angle between k and n with the angle between n and z-axis . For the calculation of the
monopole and the two-point correlation functions that we have in mind, this approximation
is valid since a scalar plane wave propagating along the z-axis is symmetric with respect to
φ rotations due to the axial symmetry. However, the gravitational waves and the induced
vector field are polarized along x- and y-axis. This polarization activates a particular mode
after integration over the entire sky. This polarization will contain a spherical harmonic
expansion as Y`m,±1(n) for vectors and Y`±2(n) for the gravitational waves, indicating the
mode each perturbations activates. The approximation may no longer be appropriate when
calculating the bispectrum or trispectrum because one is required to average over all possible
directions of the azimuthal angles. Substituting equations (6.129) and (6.128) into equation
(6.127), we find
eikµχ =
∑
`
√
4pi(2`+ 1)(−i)`j`(kχ)Y`0(n) , (6.130)
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Figure 6.1: The direction of the line of sight indicating the angle each choice makes with
the z-axis. Credit:[238]
where we have made use of xi = xio−ni(λ−λo), with xio = 0. We also decompose the Fourier
vector ki in a helicity basis and align the radial component with ni
ki = µkni + k
√
1− µ2
2
(
e−iξmi+ + e
iξmi−
)
. (6.131)
Here µ is the cosine of the angle between ki and ni, mi± is the helicity basis and ξ is
the rotation angle in helicity basis. The mathematical properties of mi± are listed at the
appendix. In the sections to come, we will see that it carries spin degrees of freedom,
m(±) · k =
√
1− µ2
2
e±iξ , niki = µk . (6.132)
we also decompose the direction vector in helicity basis e in Fourier space
n = µkˆ +
√
1− µ2
2
(
e−iφ e+ + eiφ e−
)
, (6.133)
so that
e(±) · n =
√
1− µ2
2
e±iφ and mi± · e∓i = (1± µ)e±iξe±iφ , (6.134)
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here φ is the rotation angle in e∓i basis in Fourier space. With all these tools, we are now
in a position to calculate the multipoles of the terms in equation (6.124) and the associated
two-point correlation function.
• Pure Scalar field
For a pure scalar field, the computation is straight forward, we only need to expand in
Fourier space and use the Rayleigh’s formula
Φ`m =
∫
Φ(η, xi)Y ∗`m d Ωn , (6.135)
=
∞∑
`=0
∫
d 3k
(2pi)3
Φ(k)TΦ(η, k)i
`
√
4pi(2`+ 1)j`(kχ)δm,0 , (6.136)
The associated two point correlation function for the first order Φ`m is given by
C` =
1
(2`+ 1)
〈Φ`1m1Φ`2m2〉 , (6.137)
=
2
pi
∫
k2d kTΦ(k, η)T
′
Φ′(k
′, η)PΦ(k)|j`(kχ)|2 , (6.138)
where we have made use of
〈Φ(k, η)Φ∗(k′, η)〉 = (2pi)3δ3(k− k′)TΦ(k, η)T ′Φ′(k′, η)PΦ(k) (6.139)
and set PΦ(k) = |Φ(k)|2.
At second order, we need to use the results of chapter 2 to finish the calculation for
Φ(2), and Ψ(2). For example using equation (6.135) for Φ(2) we find,
C(2)` =
1
(2`+ 1)
〈Φ(2)`1m1Φ(2)`2m2〉 =
∫
d k
k
∫
d Ωk
(2pi)3
P (2)Φ (η, k)|j`(kχ)|2 , (6.140)
where P (2)Φ (η, k) is given in chapter 2 (equation (2.89)). The C(2)` s for Ψ(2) and cross-
correlation function for Φ(2), and Ψ(2) is given by the same formula with an appropriate
change of power spectrum as given in chapter 2.
• A psudo-scalar from a Vector ω‖`m
Vector perturbation is expanded in Fourier space according to
ωi(x, η) =
∫
d3k
(2pi)3
[ω(k, η)ei(k) + ω¯(k, η)e¯i(k)] e
ik·x, (6.141)
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where the two polarization states of the vector field are denoted by two orthonormal
basis vectors e and e¯. They are orthogonal to k. It is better to work in helicity basis,
so we combine the orthonormal basis according to
e± =
1√
2
(e1 ± ie2) . (6.142)
Using equation (6.133), we obtain the angular dependence of ω‖
ω‖`,m =
1
(2pi)3
∫ ∫
d3k
[
ω±(k, η)
√
1− µ2
2
e±iφ
]
eik·xY ∗`,md Ω , (6.143)
=
i`
√
4pi(2`+ 1)
∆1(2pi)3
∫ ∫
d3k∓ ω±(k, η)j`(kχ)Y1±1Y`,0Y ∗`,md Ω . (6.144)
In the second line, we have made use of table 6.1 to convert the angle to spherical
harmonics. The two spherical harmonics were then added using Clebsh-Gordon relation
and the result is given by
1
∆1
Y1±1(n)Y`m(n) =
[
−
√
(`− 1∓m)(`∓m)
2(2`+ 1)(2`− 1) Y(`−1)m±1(n) (6.145)
+
√
(`±m+ 1)(`±m+ 2)
2(2`+ 3)(2`+ 1)
Y(`+1)m+±1(n)
]
.
In the approximation that we are working, we sometimes switch notations Y`m(k · n)→
Y`m(n) → Y`m because they mean the same thing in the limit m → 0. Putting
everything together, we find
ω‖`,m =
∞∑
`=0
√
4pi(2`+ 1)
√
`′(`+ 1)
2
∫
d3k
(2pi)3
∓ ω±(k, η)i`+1 j`(kχ)
kχ
δm,±1 .(6.146)
In the simplification above, we have used one of the recursion relations for the spherical
Bessel functions given in the appendix B . The associated two point correlation function
becomes
C` =
1
(2`+ 1)
〈ω‖`1,m1ω‖`2,m2〉 , (6.147)
=
(`+ 1)!
(`− 1)!
∫
d k
k
∫
d Ωk
(2pi)3
P (2)ω (η, k)
∣∣∣∣j`(kχ)kχ
∣∣∣∣2 . (6.148)
The power spectrum P (2)ω (η, k) is given in chapter 2 (equation (2.101)).
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• Psudo-scalars from a tensor
The Fourier mode of the tensor perturbation, hij is given by :
hij(x, η) =
∫
d 3k
(2pi)3
eik·x
[
q+ij(k)h
+(k, η) + q×ij(k)h
×(η,k)
]
, (6.149)
where the two polarization tensors qij and q¯ij are expressed in orthonormal basis vectors
e and e¯ and they are orthogonal to k,
q+ij(k) =
1√
2
[ei(k)ej(k)− e¯i(k)e¯j(k)] ,
q¯×ij(k) =
1√
2
[ei(k)e¯j(k) + e¯i(k)ej(k)] . (6.150)
where qsij(k), with s = +,×, are transverse traceless polarization tensors, they are
normalized such that qsijq
s′ ij = 2δss
′
. The polarization tensor, qsij(k) may also be
given in helicity basis, q±1i and q
±2
ij and they transform with a phase e
±iφ, and e±2iφ
respectively under rotations around k with angle φ. Assuming that both polarization
states are independent and have equal power spectra, we obtain
〈hs(η,k)hs′(η′,k,′ )〉 = (2pi)3δ3(k− k′)δss′Th(η, k)Th(η′, k)Ph(k) , (6.151)
where Th(η, k) is the tensor transfer function, and the primordial tensor power spectrum
is denoted as Ph(k). Using equation (6.133) we decompose the polarization states into
angles and use Table 6.1, to transform the angles into spherical harmonics
h‖`m =
∫
d 3k
(2pi)3
[
h(±2)(k, η)
(1− µ2)
2
e±2iφ
]
eikµχY ∗`md Ω , (6.152)
=
i`
√
4pi(2`+ 1)
∆2
∫
d 3k
(2pi)3
h(±)(k, η)j`(kχ)Y2±2Y`,0Y ∗`md Ω. (6.153)
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Now we use the Cledsh-Gordon rule to add up
1
∆2
Y2±2(k · n)Y`m(k · n) (6.154)
=
[√
(`∓m− 3)(`− 2∓m)(`− 1∓m)(`∓m)
(2`− 1)2(2`− 3)(2`+ 1) Y(`−2)m±2(k · n)
−
√
4(`±m+ 2)(`±m+ 1)(`∓m+ 1)(`∓m)
(2`+ 3)(2`− 1) Y`m±2(k · n)
+
√
(`+ 1±m)(`+ 2±m)(`+ 3±m)(`+ 4±m)
(2`+ 3)2(2`+ 1)(2`+ 5)
Y(`+2)m±2(k · n)
]
.
using one of the recursion relations for the spherical Bessel functions listed in the
appendix, we find
h‖`m =
∞∑
`=0
i`
√
4pi(2`+ 1)
√
(`′ + 2)!
(`′ − 2)!
∫
d 3k
(2pi)3
h(±)(k, η)
j`(kχ)
(kχ)2
δ±2,m. (6.155)
The two point correlration function for h‖ is given by
C` =
(`′ + 2)!
(`′ − 2)!
∫ ∫
d 3k1
(2pi)3
d 3k2
(2pi)3
〈h(±)(k1, η)h′(±)(k2, η)〉j`1(k1χ)
(k1χ)
2
j`2(k2χ)
(k2χ)
2 δ±2,m1 .(6.156)
In terms of the the primo dial gravitational waves at first order, we find using equation
(6.151)
C` =
1
(2`+ 1)
〈h‖`1m1h′‖`2,m2 〉 , (6.157)
=
2
pi
(`+ 2)!
(`− 2)!
∫
k2d kTh±(η, k)Th′±(η
′, k)Ph±0(k)
j`1(kχ)
(kχ)2
j`2(kχ)
(kχ)2
. (6.158)
At second order, we simply replace the power spectrum in equation (6.156) with the
induced power spectrum for gravitational waves at second order given in chapter 2
(equation (2.124)),
C` =
(`+ 2)!
(`− 2)!
∫
d k
k
∫
d Ωk
(2pi)3
Ph(2)(η, k)
j`(kχ)
(kχ)2
j`(kχ)
(kχ)2
. (6.159)
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Spherical Harmonic In terms of µ Normalized
0Y10(k · n)
√
3
4pi
µ ∆1µ
±1Y10(k · n) ±e±iζ
√
3
4pi
√
(1−µ2)
2
±iN1e±iζ
√
3
4pi
√
(1−µ2)
2
0Y1±1(k · n) ∓e±iφ
√
3
4pi
√
(1−µ2)
2
∓∆1e±iφ
√
(1−µ2)
2
±2Y20(k · n) 12e±2iζ
√
15
8pi
(1− µ2) ∆2e±2iζ 12(1− µ2)
0Y20(k · n) 12
√
5
4pi
(3µ2 − 1) −N2 12(3µ2 − 1)
0Y2±2(k · n)
√
15
8pi
(1−µ2)
2
e±2iφ ∆2
(1−µ2)
2
e±2iφ
Y3±1(k · n) ±12eiφ
√
21
8pi
(1− 5µ2)
√
1−µ2
2
±1
2
∆3e
iφ (1− 5µ2)
√
1−µ2
2
±1Y1±1(k · n) ±12
√
3
4pi
e±i(ζ+φ)(µ∓ 1) ±1
2
∆1e
±i(ζ+φ)(µ∓ 1)
±1Y20(k · n) e±iζ
√
15
8pi
µ
√
1− µ2 1
∆2
e±iζµ
√
1− µ2
±2Y2±2(k · n) 14e±2i(ζ+φ)
√
5
4pi
(µ∓ 1)2 −1
2
N2e
±2i(ζ+φ) (µ∓1)2
2
±2Y2±1(k · n) 12e±i(2ζ+φ)
√
5
2pi
√
1−µ2
2
(µ∓ 1) ∆2e±i(2ζ+φ)
√
1−µ2
2
(µ∓ 1)
±1Y22(k · n) ∓ 1√2e±i(ζ+2φ)
√
5
4pi
√
1−µ2
2
(µ∓ 1) ±1
2
N2e
±i(ζ+2φ)
√
1−µ2
2
(µ∓ 1)
Table 6.1: Spin Weighted Spherical harmonic Transformation table. The normalization
was done using ∆−1` =
4pi`!
(2`+1)!!
, N` = i
`
√
(2`+1)
4pi
.
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6.9 Methods of Spherical Harmonics Expansion
There are two ways a full sky spherical expansion could be implemented:
• The first is called Total Angular Momentum (TAM) approach: it involves using the
Clebsh-Gordon relation to add the spin component to the orbital angular momentum
to obtain the total angular momentum which is measurable. This approach is most
useful when a non-zero spin object is involved, because it leads naturally to a situation
where possible coupling of the fields with different parities could occur.
• The second approach called the ð formalism approach: it involves invoking the ð
formalism to convert all the angular derivatives on the screen space to ð. The resulting
ðs will then act on the spherical harmonic by raising or lowering its spin degrees of
freedom. The major advantage of this approach is that it becomes easier to apply the
Limber approximation to the resulting equations.
The major difference between the two formalisms appears when the expansion in Fourier
space expansion is performed. If the expansion in Fourier space is done first to handle the
spatial derivatives, then we have TAM approach, the contribution from the Fourier space
in this case is called the spin component. However, if we convert the real space angular
derivatives first to ð before expanding the result in Fourier space, the ð formalism results.
Analytically, both the results are differ in some cases but we have not yet verified if the
difference remains after numerical calculation. Due to space constraint, we will give only the
result from ð formalism.
6.9.1 ð formalism approach
With respect to the covariant derivatives on the screen space, it is possible to define respec-
tively, the spin raising and lowering operators ð and ð¯ using the complex basis m±. For
example the conversion of angular derivatives acting on XA|s| to ð is given by
ð±|s|X = −(mc+∇ΩcXA|s|)m
A|s|
± , (6.160)
ð¯±|s|X = −(mc−∇ΩcXA|s|)m
A|s|
± , (6.161)
where the minus signs are conventional. In our notation, we have for example, a typical scalar
field of the form X = X(η,x) has derivative operators of the form ∇⊥i on the screen space
acting on it. So we have to first re-write the derivative operators as follows ∇⊥i = 1χ∇Ωi
and ∇2⊥ = 1χ2∇2Ω + 2χ∂‖, before converting them into raising and lowering operators. For
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instance, the second contribution to the redshift and the area distance contain terms of the
form ∇⊥iΦ∇i⊥Φ, we handle such terms like this
mi+∇⊥iX = −
1
χ
ðX , mi−∇⊥iX = −
1
χ
ð¯X . (6.162)
The laplacian or ∇2⊥ that appear in several places in the expression is converted to ðð¯
mi+m
−
j ∇⊥i∇j⊥X =
1
χ2
∇2ΩX +
2
χ
∂‖X =
1
χ2
ðð¯X +
2
χ
∂‖X . (6.163)
For a scalar field with s = 0, the spin raising and lowering operators commute.
mi−m+j∇Ωi∇jΩX = mi+m−j∇Ωi∇iΩX = ð¯ðX = ðð¯X . (6.164)
For the contribution of from the shear, both indices are symmetric and trace-free. Also
N ijmi+m
j
+ = 0, which leads to
mi+m
j
+∇⊥〈i∇⊥j〉X =
1
χ2
ð2X , mi−m
j
−∇⊥〈i∇⊥j〉X =
1
χ2
ð¯2X . (6.165)
Some terms in δDA×Φ have a three derivatives contribution and they are handled as follows:
mk+∇⊥k
(
mi−m+j∇⊥i∇j⊥X
)
= − 1
χ
ð
(
1
χ2
∇2ΩX +
2
χ
∂‖X
)
, (6.166)
= − 1
χ3
ððð¯X − 2
χ2
∂‖ðX , (6.167)
The terms in the bracket were evaluated before the derivative is taken. After the conversion
of angular derivatives to ðs, we then expand every scalar quantity in spherical harmonics.
The Laplacians appearing in the expression are immediately replaced with
ðð¯X = X`m(η, r)ðð¯Y`m(n) = −`(`+ 1)X`m(η, r)Y`m(n) (6.168)
and at second order, we implement the following;
ðX1ð¯X2 = X1`m(η, r1)X2`m(η, r2)ðY1`mð¯Y2`m , (6.169)
= − [`1(`1 + 1)]
1
2 [`2(`2 + 1)]
1
2 X1`m(η, r1)X2`m(η, r2)+1Y1`m−1Y2`m ,(6.170)
ððX1ð¯ð¯X2 = X1`m(η, r1)ððY1`mX2`m(η, r2)ð¯ð¯Y2`m , (6.171)
=
√
(`1 + 2)!
(`1 − 2)!
√
(`2 + 2)!
(`2 − 2)!X`m(η, r1)X`m(η, r2)+2Y1`m−2Y2`m . (6.172)
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Applying all that we have described above to equation (6.247), we find:
δDA
DA(s)
=
∞∑
`=0
√
4pi(2`+ 1)
∫
d 3k
(2pi)3
Φ(k)i` [−TΦ(η, k)j`(kχs) (6.173)
+
2
χs
∫ χs
0
TΦ(η, k)j`(kχ)dχ− 4
∫ χs
0
(χs − χ)
χs
TΦ(η, k)kj
′
`(kχ)dχ
−`(`+ 1)
∫ χs
0
dχ
(χs − χ)
χsχ
TΦ(η, k)j`(kχ)
]
Y`0(n).
At second order perturbation theory, we split the area distance as follows:
δ2DA
DA
=
δ2DA
DA
S
+
δ2DA
DA
V
+
δ2DA
DA
T
(6.174)
+
δ2DA
DA
Φ×Φ
+
δ2DA
DA
∇⊥iΦ∇i⊥Φ
+
δ2DA
DA
Shear
+
δ2DA
DA
δDA×Φ
.
First we present the relativistic second order terms result
δ2DA
DA
=
δ2DA
DA
S
+
δ2DA
DA
V
+
δ2DA
DA
T
, (6.175)
where
δDA
DA
S
=
∞∑
`=0
√
4pi(2`+ 1)
∫
d 3k
(2pi)3
K [Φ(k1,k2] i` (6.176)
∆(2)S (χs, χ, µk1 ,k1,k2,k))δm,0Y`m ,
δ2DA
DA
V
=
∞∑
`=0
√
4pi(2`+ 1)
√
`′(`+ 1)
2
∫
d3k
(2pi)3
K [Φ(k1,k2] i`+1 (6.177)
∆(2)V (χs, χ, µk1 ,k1,k2,k))δm±1Y`m ,
δ2DA
DA
T
=
∞∑
`=0
i`
√
4pi(2`+ 1)
√
(`′ + 2)!
(`′ − 2)!
∫
d 3k
(2pi)3
K [Φ(k1,k2] (6.178)
∆(2)T (χs, χ, µk1 ,k1,k2,k))δm±2Y`m .
We have made used of the following notations in the simplification
K[Φ(k1,k2)] =
∫
d 3k
(2pi)3
∫
d 3k2
(2pi)3
Φ(k1)Φ(k2)(2pi)
3δ(k1 + k2 − k) . (6.179)
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and
∆(2)S (χs, χ, µk1 ,k1,k2,k)) =
[
− fΨ(2)(η, µk1 ,k1,k2,k)j`(kχs) (6.180)
−2
∫ χs
0
(χs − χ)
χs
(fΦ(2)(η, µk1 ,k1,k2,k)
+fΨ(2)(η, µk1 ,k1,k2,k)) j
′
`(kχ)dχ
+
1
χs
∫ χs
0
(fΦ(2)(η, µk1 ,k1,k2,k) + fΨ(2)(η, µk1 ,k1,k2,k)) j`(kχ)dχ
−(`(`+ 1))
2
∫ χs
0
(χs − χ)
χsχ
(fΦ(2)(η, µk1 ,k1,k2,k)
+fΨ(2)(η, µk1 ,k1,k2,k) j`(kχ)dχ
]
,
∆(2)V (χs, χ, µk1 ,k1,k2,k)) = ∓
[
−3
∫ χs
0
(χs − χ)
χs
fω(2)(η, µk1 ,k1,k2,k)k
(
j`(kχ)
kχ
)′
dχ (6.181)
+
1
2
∫ χs
0
fω(2)(η, µk1 ,k1,k2,k)k
(
j`(kχ)
kχ
)′
dχ
+
∫ χs
0
fω(2)(η, µk1 ,k1,k2,k)
(χs − χ)
χsχ
(
j`(kχ)
kχ
)
dχ
−`(`+ 1)
2
∫ χs
0
fω(2)(η, µk1 ,k1,k2,k)
(χs − χ)
χsχ
(
j`(kχ)
kχ
)
dχ
]
,
∆(2)T (χs, χ, µk1 ,k1,k2,k)) =
[
1
χs
∫ χs
0
fh(2)(η, µk1 ,k1,k2,k)
(
j`(kχ)
(kχ)2
)
dχ (6.182)
+3
∫ χs
0
(χs − χ)
χs
fh(2)(η, µk1 ,k1,k2,k)k
(
j`(kχ)
(kχ)2
)′
dχ
−1
2
∫ χs
0
fh(2)(η, µk1 ,k1,k2,k)k
(
j`(kχ)
(kχ)2
)′
dχ
−3
∫ χs
0
fh(2)(η, µk1 ,k1,k2,k)
(χs − χ)
χsχ
(
j`(kχ)
(kχ)2
)
dχ
−`(`+ 1)
2
∫ χs
0
(χs − χ)
χsχ
fh(2)(η, µk1 ,k1,k2,k)
((
j`(kχ)
(kχ)2
))
dχ
]
.
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For terms quadratic in two first order gravitational potentials, we multiply two spherical
harmonics using the Clebsh-Gordon rule:
s1Y`1,m1s2Y`2,m2 =
√
(2`1 + 1)(2`2 + 1)(2`3 + 1)
4pi
(
`1 `2 `3
m1 m2, −m
)
×
(
`1 `2 `3
−s1 −s2, −s
)
sY`3,m , (6.183)
= (s1,s2,s)G`1`2`3m1m2msY`3m , (6.184)
where the brackets stands for the well-known 3jm-symbol. In this case we are using `3 to
denote j the total angular momentum. This is to avoid a clash with the spherical Bessel
functions. The particular cases of importance are
2Y`1,0−2Y`2,0 =
√
(2`1 + 1)(2`2 + 1)(2`3 + 1)
4pi
(
`1 `2 `3
0 0, 0
)(
`1 `2 `3
2 −2, 0
)
Y`3,0
= (2,−2,0)G`1`2`3000Y`3,0 (6.185)
1Y`1,0−1Y`2,0 = −
√
(2`1 + 1)(2`2 + 1)(2`3 + 1)
4pi
(
`1 `2 `3
0 0, 0
)(
`1 `2 `3
1 −1, 0
)
Y`3,0
= −(1,−1,0)G`1`2`3000Y`3,0 (6.186)
0Y`1,00Y`2,0 =
√
(2`1 + 1)(2`2 + 1)(2`3 + 1)
4pi
(
`1 `2 `3
0 0, 0
)(
`1 `2 `3
0 0, 0
)
Y`3,0
= (0,0,0)G`1`2`3000Y`3,0. (6.187)
where we have replaced the 3j Wigner symbols with equivalent Gaunt integral notation in
the last line.
δ2DA
DA
=
δ2DA
DA
Φ×Φ
+
δ2DA
DA
∇⊥iΦ∇i⊥Φ
+
δ2DA
DA
Shear
+
δ2DA
DA
δDA×Φ
. (6.188)
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δ2DA
DA
Φ×Φ
=
∞∑
`=0
i`1+`2
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)] (6.189)
W∆Φ×Φ(η, χ, k1, k2))δm,0Y`m ,
δ2DA
DA
∇⊥iΦ∇i⊥Φ
=
∞∑
`=0
i`1+`2
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)] (6.190)
W
∇⊥iΦ∇i⊥Φ
∆DA
(η, k1, k2, k)Y`0 ,
δ2DA
DA
Shear
=
∞∑
`=0
i`1+`2
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)] (6.191)
W∆DA
Shear(η, k1, k2, k)δm,0Y`m ,
where
K[Φ(k1)Φ(k2)] =
∫
d 3k
(2pi)3
∫
d 3k2
(2pi)3
Φ(k1)Φ(k2) (6.192)
For δDA × Φ term, it makes more sense to split it into parts with a contribution along the
line of sight and the part orthogonal to the line of sight,
δDA × Φ = δDA × Φ‖ + δDA × Φ⊥ , (6.193)
where
δDA × Φ‖ =
∞∑
`=0
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)]i`1+`2 (6.194)
W∆δDA×Φ‖ (η, k1, k2, k)δm,0Y`m ,
δDA × Φ⊥ =
∞∑
`=0
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)]i`1+`2 (6.195)
WδDA×Φ⊥(η, k1, k2, k)δm,0Y`m.
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with
W∆Φ×Φ(η, χ, k1, k2)) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
(0,0,0)G`1`2`3000W∆Φ×Φ(η, χ, k1, k2)) ,(6.196)
W∆Φ×Φ(η, χ, k1, k2)) =
[
− 2
∫ χs
0
(χs − χ)χ
χs
((
TΦ(η1, k1)j
′
`1
(k1χ)
)
× (TΦ(η1, k2)j′`2(k2χ))+ 2TΦ(η1, k1)j′′`1(k1χ)TΦ(η2, k2)j`2(k2χ2)
−4T ′Φ(η1, k1)j′`1(k1χ)TΦ(η2, k2)j`2(k2χ)
)
dχ
+8
∫ χs
0
(χs − χ)
χs
T ′Φ(η1, k1)TΦ(η2, k2)j`1(k1χ)j`2(k2χ)dχ
− 8
χs
∫ χs
0
TΦ(η1, k1)TΦ(η2, k2)j`1(k1χ)j`2(k2χ)dχ
]
, (6.197)
W
∇⊥iΦ∇i⊥Φ
∆DA
(η, k1, k2, k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
(1,−1,0)G`1`2`3000 (6.198)
×
√
(`1 + 1)!
(`1 − 1)!
(`2 + 1)!
(`2 − 1)!W
∇⊥iΦ∇i⊥Φ
∆DA
(η, k1, k2, k) ,
W∇⊥iΦ∇i⊥Φ∆DA (η, k1, k2, k) = 8
∫ χs
0
(χs − χ)
χsχ
(T ′Φ′(η2, k2)j`2(k2χ2)
×
∫ χ
0
1
χ1
TΦ(χ1, k1)j`1(k1χ1)dχ1dχ− TΦ(η2, k2)j`2(k2χ2)∫ χ
0
1
χ1
TΦ(χ1, k1)j`1(k1χ1)dχ1dχ
)
, (6.199)
W∆DA
Shear(η, k1, k2, k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
(2,−2,0)G`1`2`3000 (6.200)[√
(`1 + 2)!
(`1 − 2)!
(`2 + 2)!
(`2 − 2)! , i
`1+`2W∆DA Shear(η, k1, k2, k)
]
,
W∆DA Shear(η, k1, k2, k) = 4
∫ χs
0
(χs − χ)χ
χs
a(χ)
[∫ χ
0
1
χ21
TΦ(χ1, k1)j`1(k1χ1)dχ1(6.201)
×
∫ χ
0
1
χ2
TΦ(χ2, k2)j`2(k2χ2)dχ2
]
dχ ,
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W∆δDA×Φ‖ (η, k1, k2, k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
(0,0,0)G`1`2`3000
×
[
W∆δDA×Φ‖ (η, k1, k2, k)
]
, (6.202)
W∆δDA×Φ‖ (η, k1, k2, k) = [4F
′
1(χ, k1)G2(χ2, k2) + 8F
′
2(χ, k1)G1(χ2, k2) (6.203)
−4F2(χ, k1)G′1(χ2, k2)− 2F1(χ, k1) (G3(χ2, k2)
+G5(χ2, k2))] ,
WδDA×Φ⊥(η, k1, k2, k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
√
(`1 + 1)!
(`1 − 1)!
(`2 + 1)!
(`2 − 1)!i
`1+`2 (6.204)
(1,−1,0)G`1`2`3000
[
WδDA×Φ⊥(η, k1, k2, k)
]
, (6.205)
WδDA×Φ⊥(η, k1, k2, k) =
[
8F4(χ, k)
∫ χ
0
G4(χ1, k1)dχ1 + 4G4(χ, k1)F3(χ, k2)
]
.(6.206)
We have made the following definitions for clarity.
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G1(χ, k) ≡ TΦ(η, k)j`(kχ) , (6.207)
G2(χ, k) ≡ TΦ(η1, k)j′(kχ) , (6.208)
G3(χ, k) ≡ TΦ(η, k)j′′` (k2χ) , (6.209)
G4(χ, k) ≡
[
TΦ(η, k)
j` (kχ)
χ
]
, (6.210)
G5(χ, k) ≡ TΦ(η, k)
[
`(`+ 1)
χ2
j(kχ) +
2
χ
j′(kχ)
]
, (6.211)
F1(χ, k) ≡
[
−χ(TΦ(η, k)j`(kχ) + 2
∫ χs
0
TΦ(η, k)j`(kχ)dχ− 4
∫ χs
0
(χs − χ) (6.212)
×TΦ(η, k)kj′`(kχ)dχ− `(`+ 1)
∫ χs
0
(χs − χ)
χ
TΦ(η, k)j`(kχ)
]
,
F2(χ, k) ≡ [(TΦ(η, k)j`(kχ)− χTΦ(η1, k)j′(kχ)− 4(χs − χ)kTΦ(η1, k)j′(kχ) (6.213)
−`(`+ 1)(χs − χ)
χ
TΦ(η, k)j`(kχ)
]
,
F3(χ, k) ≡
[
−χ(TΦ(η, k)j`(kχ) + 2
∫ χs
0
TΦ(η, k)j`(kχ)dχ− 4
∫ χs
0
(χs − χ)
×TΦ(η, k)kj′`(kχ)dχ− `(`+ 1)
∫ χs
0
(χs − χ)
χ
TΦ(η, k)j`(kχ)
]
, (6.214)
F4(λ, k) ≡ [(TΦ(η, k)j`(kχ)− χTΦ(η1, k)j′(kχ)− 4(χs − χ)kTΦ(η1, k)j′(kχ) (6.215)
−`(`+ 1)(χs − χ)
χ
TΦ(η, k)j`(kχ)
]
.
It is more instructive to isolate the dominant terms in contribution from δDA × Φ.
δDA × Φ ≈
∞∑
`=0
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)]i`1+`2
[
WδDA×Φ‖(χs, χ, k1, k2) (6.216)
+WδDA×Φ⊥(χs, χ, k1, k2)] δm,0 ,
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where
WδDA×Φ‖(χs, χ, k1, k2) = (`2(`2 + 1)) (`1(`1 + 1))
3
2
∫ χs
0
(χs − χ)
χs
(6.217)
×
[ [
− 1
χ
TΦ(η2, k2)j`2(k2χ2)
∫ λ
0
(χs − χ1)
χ21
TΦ(η1, k1)j`1(k1χ1)dλ1
−4
∫ λ
0
1
χ2
TΦ(λ2, k2)j`2(k2χ2)dλ2
∫ λ
0
1
χ
TΦ(λ1, k1)j`1(k1χ1)dλ1
]
×
(
`1 `2 `3
0 0, 0
)(
`1 `2 `3
1 −1, 0
)]
,
WδDA×Φ⊥(χs, χ, k1, k2) = −
(`1(`1 + 1)) (`2(`2 + 1))
χ2
TΦ(η2, k2)j`2(k2χ2)
∫ λ (χs − χ1)
χ1
(6.218)
×TΦ(λ1, k1)j`1(k1χ1)dλ1
(
`1 `2 `3
0 0, 0
)(
`1 `2 `3
0 0, 0
)
dχ .
The dominant terms are those terms with the highest number of angular derivatives,
because they each contribute 1/χn and
(√
`(`+ 1)
)n
to the overall integral, where n is the
number of screen space derivative.
Multipoles of the observed redshift
At first order, we expand the expression for the redshift in spherical harmonics
J1 =
∞∑
`=0
√
4pi(2`+ 1)i`
∫
d 3k
(2pi)3
Φ(k)WJ1(χ, k)δm,0Y`m , (6.219)
where
WJ1(χ, k) = kTV (ηs, k)j
′
`(kχs) + TΦ(ηs, k)j`(kχs) + 2
∫ χs
0
TΦ(η, k)kj
′
`(kχ)dχ(6.220)
and we have separated the radial velocity into the primordial part and its transfer func-
tion, V‖s(η, k) = TV (η, k)Φ(k). Because we have a non-vanishing tensor and vector con-
tribution at second order, the total contribution to the peculiar velocity comes from more
than two sources: the second order scalars, i.e gravitational potentials at second order ,
which we define by its contribution with an associated transfer function as v(2)‖ (η,k) =
(Φ/Ψ)FV‖(η, µ,k1,k2,k)Φ
(2)(k). The contribution sourced by the vector perturbation is given
by v⊥i = (ω)FV‖(ηs, µkk1,k2,k)ωi. Tensor contributions at second order do not source the pe-
culiar velocity. A third set of contribution comes from the product of gravitational potentials
at first order, which we split into the longitudinal and transverse contributions.
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jS2 =
∞∑
`=0
√
4pi(2`+ 1)i`
∫
d 3k
(2pi)3
K [Φ(k1,k2)] (6.221)
×Wj(2)S(η, µk,k1,k2,k)δm0Y`m ,
jV2 =
∞∑
`=0
√
4pi(2`+ 1)
√
(`+ 1)!
(`− 1)!i
`+1
∫
d3k
(2pi)3
K [Φ(k1,k2)] (6.222)
×Wj(2)V(η, µ,k1,k2,k)δm,±1Y`m ,
jT2 =
∞∑
`=0
√
4pi(2`+ 1)
√
(`′ + 2)!
(`′ − 2)!i
`
∫
d 3k
(2pi)3
K [Φ(k1,k2)] (6.223)
×Wj(2)T(η, µ,k1,k2,k)δm,±2Y`m ,
j
O(1)×O(1)⊥
2⊥ =
∞∑
`=0
√
4pi(2`3 + 1)i
`1+`2K[Φ(k1)Φ(k2)] (6.224)
×W
j
O(1)×O(1)⊥
2⊥
(χs, χ, k1, k2)δm,0Y`3m ,
j
O(1)×O(1)‖
2‖ =
∞∑
`=0
√
4pi(2`3 + 1)i
`1+`2K[Φ(k1)Φ(k2)] (6.225)
×WO(1)×O(1)‖2‖ (χs, χ, k1, k2)δm,0Y`3m ,
where
Wj(2)S(η, µ,k1,k2,k) =
[
Φ/ΨFV‖(η, µ,k1,k2,k)j`(kχs) (6.226)
+fΦ(2)(η, µk1 ,k1,k2,k)j`(kχs)
+
∫ χs
0
(fΦ(2)(η, µk1 ,k1,k2,k) + fΨ(2)(η, µk1 ,k1,k2,k)) j
′
`(kχ)dχ
]
,
W
j
(2)
2 V
(η, µ,k1,k2,k) = ∓
[
(S)FV‖(ηs, µk,k1,k2,k)
j`(kχs)
χs
(6.227)
+
∫ χs
0
kfω(2)(η, µk,k1,k2,k)
(
j`(kχs)
kχs
)′
dχ
]
,
W
j
(2)
2 T
(η, µ,k1,k2,k) =
[
−fh(2)(η, µk1 ,k1,k2,k)
j`(kχs)
(kχs)
2 (6.228)
−
∫ χs
0
kfh(2)(η, µk1 ,k1,k2,k)
(
j`(kχ)
(kχ)2
)′
dχ
]
,
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W
j
O(1)×O(1)⊥
2⊥
(η, µ, k1, k2) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
+1,−1,0G000`1`2`3 (6.229)
×
√(
(`1 + 1)!
(`1 − 1)!
(`2 + 1)!
(`2 − 1)!
)
W
j
O(1)×O(1)⊥
2⊥
(η, µ, k1, k2) ,
W
j
O(1)×O(1)⊥
2⊥
(η, µ, k1, k2) =
{[
Tv‖(ηs, k1)
j`1 (k1χ1)
χ
Tv‖(ηs, k2)
j`2 (k2χ2)
χ2
]
(6.230)
+8
∫ χs
0
∫ χ
0
[
TΦ(η1, k1)
j`1 (k1χ1)
χ
dχ1∫ χ
0
TΦ(η, k2)
j`2 (k2χ2)
χ2
dχ2
]
dχ
}
,
W
O(1)×O(1)‖
j2‖ (η, µ, k1, k2) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
000G000`1`2`3 (6.231)
×WO(1)×O(1)‖2‖ (η, µ, k1, k2) ,
WO(1)×O(1)‖j2‖ (η, µ,k1,k2,k) =
[[
k1Tv‖(ηs, k1)k2Tv‖(ηs, k2)j
′
`1
(k1χs) j
′
`2
(k2χs)
]
(6.232)
+3TΦ(ηs, k1)TΦ(ηs, k2) [j`1(k1χs)j`2(k2χs)]
−4TΦ(ηs, k1)j`1(k1χs)Tv‖(ηs, k2)j′`2 (k2χs)
+4k2Tv‖(ηs, k2)j
′
`2
(k2χs)
∫ χs
0
TΦ(η, k1)j`1(k1χ)dχ
−12
∫ χs
0
TΦs(ηs, k1)T
′
Φ′(η, k2)j`1(k1χs)j`2(k2χ)dχ
+8
∫ χs
0
TΦ(η1, k1)T
′
Φ′(η2, k2)j`1(k1χ)j`2(k2χ)dχ
+8
∫ χs
0
∫ χ
0
TΦ(η, k2)T
′′
Φ′′(η, k1)j`1(k1χ1)j`2(k2χ)dχ1dχ
+8
∫ χs
0
T ′Φ′(η, k2)
∫ χ
0
T ′Φ′(η1, k1)j`1(k1χ1)j`2(k2χ)dχ1dχ
]
.
It is important to recall that equations (6.222-6.226) are simply equation (6.106) expanded
in spherical harmonics using ð formalism.
6.9.2 Total Angular Momentum Approach:Normal modes
This approach was first introduced to the study of cosmic microwave background anisotropy
in [239]. Its importance to the analysis of physics of clustering of large scale structures was
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
6.9. Methods of Spherical Harmonics Expansion 198
recently sketched in [240]. It has a lot of advantages since it deals with the total angular
momentum j = `+ s, rather than the orbital angular angular momentum alone, this makes
a lot difference in cases where non-zero spin object exists. Recall that the orbital angular
momentum and the the spin component are not independently observable, only the total
angular momentum is.
In the CMB study and also in the weak lensing studies, this approach shows how the
B− mode and the E− mode of any polarization tensor couple in a clear and elegant fashion.
Also it is much easier to establish correspondence between STF moment formalism [241–243]
and the spherical harmonic formalism using this approach [244, 245].
The basic tool of this formalism is the Clebsh-Gordon addition rule for shperical har-
monics. It is used to add the spin and orbital angular momentum components, before the
recursion relations for the spherical Bessel functions is used to put the resulting expressions
in a more compact form. In most cases, the spin component is associated with the spatial
derivative operator on the spacetime and it is extract d by first expanding the fields (e.g
gravitational potentials ) in Fourier space as
X (xi)`m =
∫
d 3k
(2pi)3
X`m(k, η)eikixi . (6.233)
The resulting Fourier vector ki associated with a spatial derivative operator is then decom-
posed in a helicity bases with its z− direction aligned to the direction of the line of sight
ni,
ki = µkni + k
√
1− µ2
2
(
e−iζmi+ + e
iζmi−
)
. (6.234)
Using table 6.1, the result of the Fourier space decomposition may now be converted into
the spin weighted spherical harmonics
X(xi,n) =
∑
`=s
∑`
m=−`
±sX (xi)`m±sY`m(n) , (6.235)
The equation (6.235) may be inverted by multiplying both sides by the conjugate of ±sY`m
and integrating over all sky
±sX (xi)`m =
∫
X(xi,n)±sY ∗`md Ω . (6.236)
Putting everything together we recover the general normal mode function introduced in [239]
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
6.9. Methods of Spherical Harmonics Expansion 199
for the spherical harmonic decomposition of CMB polarization and anisotropy.
X (xi, nj) =
∑
`m
∫
d 3k
(2pi)3
±sX`m(k, η)GX`m(k, xi, nj) (6.237)
where X stand for any field to be expanded in spherical harmonics and
GX`m(k, x
i, nj) =
1
N`
eikix
i
±sY `m(n) , (6.238)
with ‘s′ indicating the spin of the fields. The normalization N` ≡ i`
√
(2`+1)
4pi
is chosen to
ensure agreement with the standard Lengendre polynomials or recursion relations for the
spherical Bessel function. It also helps to ensure agreement with the multipole formal-
ism [246]. The correspondence with the multipole formalism could not easily be established
with the ð formalism.
We will now give a general prescription on how we move from from angular derivatives on
the screen space to the spin weighted harmonics. The first thing is to re-express the angular
derivatives that appear in the expression for the area distance into their 3D equivalent after
multiplying by the appropriate helicity bases vectors. Then the field say a typical scalar
field X = X(η, xi) is then expanded in Fourier space and the vector ki as the case may be is
decomposed in helicity bases. Once in helicity bases, it is easier to convert the cosine of the
angle between ki and niinto spherical harmonics using table 6.1. The common derivatives
of X(η, xi) that appear in the expression for the area distance are handled as follows:
mi±m
j
±∇⊥〈i∇⊥j〉X = mi±mj±DiDjX =
∫
d 3k
(2pi)3
i2mi±m
j
±kikjX(k) (6.239)
= −
∫
d 3k
(2pi)3
(k∓)2X(k) = −1
2
∫
d 3k
(2pi)3
(1− µ2)k2X(k)e±2iζ ,
mi−m
j
−∇⊥〈i∇⊥j〉X = mi−mj−DiDjX = i2mi−mj−
∫
d 3k
(2pi)3
kikjX(k) (6.240)
= −
∫
d 3k
(2pi)3
k2−X(k) = −
1
2
∫
d 3k
(2pi)3
(1− µ2)k2X(k)e−2iζ ,
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mi±∇iX = imi±DiX = imi±
∫
d 3k
(2pi)3
kiX(k) (6.241)
= i
∫
d 3k
(2pi)3
k∓X(k) = i
∫
d 3k
(2pi)3
k
√
(1− µ2)
2
e±iζX(k) ,
∇2⊥X = DbDbX − nbncDbDcX =
∫
d 3k
(2pi)3
(−kiki + µ2k2)X(k) (6.242)
= −1
2
∫
d 3k
(2pi)3
k2(3µ2 − 1)X(k) ,
mi±∇⊥i∇2⊥X = imi±Di
(
DbD
bX − nbncDbDcX
)
(6.243)
= i
∫
d 3k
(2pi)3
k3
1
2
√
(1− µ2)
2
((1∓ 5µ)) e±iζX(k) ,
niDiX = i
∫
d 3k
(2pi)3
nikiX(k) = i
∫
d 3k
(2pi)3
µkX(k). (6.244)
In the subsequent sections, we are going to make use these equations without specifying
explicitly the steps involved.
First order Perturbations
Let us now apply this technique to equation (6.63). We will go through the calculation
in steps at first order to familiarize the reader with the formalism and at second order we
present the result with less details. First the expansion of the first area distance in spherical
harmonics is given by
δDA
DA(s)
=
δDA
DA(s)
`mY`m , (6.245)
where the multipole moment may be given by
δDA
DA(s)
`m =
∫
d Ω
δDA
DA(s)
Y ∗`m =
∫
d Ω
∫
d 3k
(2pi)3
eik·x
δDA
DA(s)
(η,k)Y ∗`m (6.246)
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Substituting equation (6.63) for δDA/DA(s) we find
δDA
DA(s)
`m =
∫
d Ω
∫
d 3k
(2pi)3
eik·x
[
−Φs(ηs,k)− Φo(ηo,k) + 2
χs
∫ χs
0
Φ(η, k)dχ
−2
∫ χs
0
(χs + χ)
χs
iµkΦ(η, k)dχ
+
∫ χs
0
(χs + χ)χ
χs
k2(3µ2 − 1)Φ(η, k)
]
Y ∗`m .
We may now replace eik·x with
eik·x =
∑
`m
√
4pi(2`+ 1)i`j`(k(χ)Y`0(n) . (6.247)
Next we convert the cosine of the angle between ki and ni, µ into spherical harmonics using
Table 6.1
δDA
DA(s)
`m =
∫
d Ω
∫
d 3k
(2pi)3
∑
`m
√
4pi(2`+ 1)i`j`
[
− Φ(ηs, k)Y`0(n)− Φ(ηo, k)Y`0(n)
+
2
χs
∫ χs
0
Φ(η, kY`0(n)dχ+ 2
∫ χs
0
(χs + χ)
χs
kΦ(η, k)
1
N1
Y10Y`0(n)dχ
−
∫ χs
0
(χs + χ)χ
χs
k2Φ(η, k)
2
N2
Y20Y`0(n)
]
Y ∗`m . (6.248)
We now use the Clebsh-Gordon addition rule (see appendix B for details) to sum up the
spherical harmonics, for example
− 2
N2
Y20(k)Y`m(n)j` =
[√
((`− 1)2 −m2)(`2 −m2)
(2`− 1)2(2`− 3)(2`+ 1) j(`−2) (6.249)
+
2
√
(`(`+ 1)− 3m2)2
(2`− 1)(2`+ 3) j`
+
√
((`+ 1)2 −m2)((`+ 2)2 −m2)
(2`+ 1)(2`+ 3)2(2`+ 5)
j(`+2)
]
Y`m(n) .
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For scalars with m = 0, equation (6.249) may be simplified further
√
4pi(2`+ 1)i`
2
N2
Y20(k)Y`0(n)j` =
[
`(`− 1)
(2`− 1)(2`+ 1)j(`−2)(x) (6.250)
− 2`(`+ 1)
(2`− 1)(2`+ 3)j`(x)
+
(`+ 1)(`+ 2)
(2`+ 1)(2`+ 3)
j(`+2)m(x)
]
Y`0(n)
=
√
4pi(2`+ 1) [3j′′` (x) + j`(x)]Y`0(n) . (6.251)
In the second line we have used one of the recursion relations given in appendix B to finally
reduced to expression to a more compact form. Putting equation (6.250) back to equation
(6.248), the area distance in terms of the spherical Bessel function at first order becomes
δDA
DA(s)
`m =
√
4pi(2`+ 1)
∫
d 3k
(2pi)3
Φ(k)i` [−TΦ(ηs, k)j`(kχs) (6.252)
+
2
χs
∫ χs
0
TΦ(η, k)j`(kχ)dχ+ 2
∫ χs
0
(χs + χ)
χs
kTΦ(η, k)j
′
`(kχ)dχ
−
∫ χs
0
(χs + χ)χ
χs
k2TΦ(η, k) (3j
′′
` (kχ) + j`(kχ))
]
δm,0 .
The derivative on j(kχ) is with respect to the argument and we have set the multipoles at
the observer position to zero following [203].
For future convenience, the area distance at first order may be written in a more compact
form
δDA
DA(s)
=
√
4pi(2`+ 1)
∫
d 3k
(2pi)3
Φ(k)i`WδDA/DA(χs, χ, k)δm,0Y`m (6.253)
where
WδDA/DA(χs, χ, k) =
[
−TΦ(ηs, k)j`(kχs) + 2
χs
∫ χs
0
TΦ(η, k)j`(kχ)dχ (6.254)
+2
∫ χs
0
(χs + χ)
χs
kTΦ(η, k)j
′
`(kχ)dχ
+
∫ χs
0
(χs + χ)χ
χs
k2TΦ(η, k) (3j
′′
` (kχ) + j`(kχ))
]
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Second Order Perturbations
We split the the area distance at second order into components just as in the case of the ð
formalism
δ2DA
DA
=
δ2DA
DA
S
+
δ2DA
DA
V
+
δ2DA
DA
T
(6.255)
+
δ2DA
DA
Φ×Φ
+
δ2DA
DA
∇⊥iΦ∇i⊥Φ
+
δ2DA
DA
Shear
+
δ2DA
DA
δDA×Φ
.
We follow the same procedure as in the first order case with details on each step omitted.
First we give the expressions for pure second order scalars, vectors a d tensors
δ2DA
DA
S
=
∞∑
`=0
i`
√
4pi(2`+ 1)
∫
d 3k
(2pi)3
K[Φ(k1)Φ(k2)]W∆(2)S(χ,k,k1,k2)δm,0 (6.256)
δ2DA
DA
V
= ∓
∞∑
`=0
i`+1
√
4pi(2`+ 1)
√
`′(`+ 1)
2
∫
d 3k
(2pi)3
K[Φ(k1)Φ(k2)] (6.257)
×W∆(2)V(χ,k,k1,k2)δm,±1
δ2DA
DA
T
=
∞∑
`=0
i`
√
4pi(2`+ 1)
√
(`′ + 2)!
(`′ − 2)!
∫
d 3k
(2pi)3
K[Φ(k1)Φ(k2)] (6.258)
×W∆(2)T(χ,k,k1,k2)δm,±2
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where
W∆(2)S(χ, k) =
[−f(Φ+Ψ)(η, µk1 ,k1,k2,k)j`(kχs) (6.259)
+
1
χs
∫ χs
0
f(Φ+Ψ)(η, µk1 ,k1,k2,k)j`(kχ)dχ
−
∫ χs
0
(χs + χ)
χs
kf(Φ+Ψ)(η, µk1 ,k1,k2,k)j
′
`(kχ)dχ
−1
2
∫ χs
0
(χs + χ)χ
χs
k2f(Φ+Ψ)(η, µk1 ,k1,k2,k) (3j
′′
` (kχ) + j`(kχ)) dχ
]
W∆(2)V(χ, k) =
[
1
2
∫ χs
0
kfω(2)(η, µk1 ,k1,k2,k)
(
j`(kχ)
(kχ)
)′
dχ (6.260)
−2
∫ χs
0
(χs + χ)
χs
kfω(2)(η, µk1 ,k1,k2,k)
(
j`(kχ)
(kχ)
)′
dχ
+
∫ χs
0
(χs + χ)
χsχ
fω(2)(η, µk1 ,k1,k2,k)
j`(kχ)
(kχ)
−1
2
∫ χs
0
(χs + χ)χ
χs
fω(2)(η, µk1 ,k1,k2,k)k
2
(
3
(
j`(kχ)
(kχ)
)′′
+
j`(kχ)
(kχ)
)
dχ
]
W∆(2)T(χ, k) =
[
1
χs
∫ χs
0
fh(2)(η, µk1 ,k1,k2,k)
j`(kχ)
(kχ)2
dχ (6.261)
−
∫ χs
0
kfh(2)(η, µk1 ,k1,k2,k)
(
j`(kχ)
(kχ)2
)′
dχ
+2
∫ χs
0
(χs + χ)
χs
kfh(2)(η, µk1 ,k1,k2,k)
(
j`(kχ)
(kχ)2
)′
dχ
−3
∫ χs
0
(χs + χ)
χsχ
fh(2)(η, µk1 ,k1,k2,k)
j`(kχ)
(kχ)2
+
1
2
∫ χs
0
(χs + χ)χ
χs
k2fh(2)(η, µk1 ,k1,k2,k)
(
3
(
j`(kχ)
(kχ)2
)′′
+
j`(kχ)
(kχ)2
)
h‖`mdχ
]
with
f(Φ+Ψ)(η, µk1 ,k1,k2,k) = fΦ(2)(η, µk1 ,k1,k2,k) + fΨ(2)(η, µk1 ,k1,k2,k) (6.262)
For terms quadratic in the first order gravitational potentials, we Use the Clebash-Gordon
summation technique just as in the case of the ð formalism to add the two spherical har-
monics. We provide only the necessary steps involved in the derivation without commenting
much on each case
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[ΦΦ]`m = 4pi
√
(2`1 + 1)(2`2 + 1)
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
Φ(k1)Φ(k2)i
`1+`2 (6.263)
TΦ(η1, k1)TΦ(η2, k2)× [j`1(k1χ1)j`2(k2χ2)]Y`1,0Y`2,0
=
√
4pi(2`3 + 1)(2`1 + 1)(2`2 + 1)
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
Φ(k1)Φ(k2)i
`1+`2 (6.264)
×TΦ(η1, k1)TΦ(η2, k2) [j`1(k1χ1)j`2(k2χ2)]
(
`1 `2 `3
0 0, 0
)(
`1 `2 `3
0 0, 0
)
= 4pi
√
(2`1 + 1)(2`2 + 1)000G000`1`2`3
∫
d 3k1
(2pi)3
∫
d 3k2
(2pi)3
Φ(k1)Φ(k2)i
`1+`2 (6.265)
×TΦ(η1, k1)TΦ(η2, k2) [j`1(k1χ1)j`2(k2χ2)] .
We now present the final results for terms quadratic in Φ in a more compact form
δ2DA
DA
Φ×Φ
=
∞∑
`=0
i`1+`2
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)] (6.266)
×W∆Φ×Φ(η, χ, k1, k2))δm,0Y`3m ,
δ2DA
DA
∇⊥iΦ∇i⊥Φ
=
∞∑
`=0
i`1+`2
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)] (6.267)
×W∇⊥iΦ∇i⊥Φ∆DA (η, k1, k2)δm,0Y`3m ,
δ2DA
DA
Shear
=
∞∑
`=0
i`1+`2
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)] (6.268)
×W∆DA Shear(η, k1, k2)δm,0Y`3m ,
δDA × Φ‖ =
∞∑
`=0
i`1+`2
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)] (6.269)
×W∆δDA×Φ‖ (η, k1, k2)δm,0Y`3m ,
δDA × Φ⊥ =
∞∑
`=0
i`1+`2
√
4pi(2`3 + 1)K[Φ(k1)Φ(k2)] (6.270)
×WδDA×Φ⊥(η, k1, k2)δm,0Y`3m ,
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where
W∆Φ×Φ(η, χ, k1, k2) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
(0,0,0)G`1`2`3000 (6.271)
W∆Φ×Φ(η, χ, k1, k2)) ,
W
∇⊥iΦ∇i⊥Φ
∆DA
(η, k1, k2, k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
(1,−1,0)G`1`2`3000 (6.272)
×
√
`1(`1 + 1)
2
`2(`2 + 1)
2
W∇⊥iΦ∇i⊥Φ∆DA (η, k1, k2, k) ,
W∆DA
Shear(η, k1, k2, k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
(2,−2,0)G`1`2`3000 (6.273)
×
[√
(`1 + 2)!
(`1 − 2)!
(`2 + 2)!
(`2 − 2)!W∆DA
Shear(η, k1, k2, k)
]
,
W∆δDA×Φ‖ (η, k1, k2) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
(0,0,0)G`1`2`3000 (6.274)
×
[
W∆δDA×Φ‖ (η, k1, k2, k)
]
,
WδDA×Φ⊥(η, k1, k2, k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
√
`1(`1 + 1)
2
`2(`2 + 1)
2
(6.275)
×i`1+`2 (1,−1,0)G`1`2`3000
[
WδDA×Φ⊥(η, k1, k2, k)
]
,
with
W∆Φ×Φ(η, χ, k1, k2)) =
[
− 2
∫ χs
0
(χs − χ)χ
χs
((
TΦ(η1, k1)j
′
`1
(k1χ)
)
(6.276)(
TΦ(η1, k2)j
′
`2
(k2χ)
)
+ 2TΦ(η1, k1)j
′′
`1
(k1χ)TΦ(η2, k2)j`2(k2χ2)
−4T ′Φ(η1, k1)j′`1(k1χ)TΦ(η2, k2)j`2(k2χ)
)
dχ
+8
∫ χs
0
(χs − χ)
χs
T ′Φ(η1, k1)TΦ(η2, k2)j`1(k1χ)j`2(k2χ)dχ
− 8
χs
∫ χs
0
TΦ(η1, k1)TΦ(η2, k2)j`1(k1χ)j`2(k2χ)dχ
]
,
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W∇⊥iΦ∇i⊥Φ∆DA (η, k1, k2, k) = 8
[
−
∫ χs
0
(χs + χ)χ
χs
(
T ′Φ(η1, k1)k1
j`1 (k1χ1)
(k1χ)
(6.277)∫ λ
0
TΦ(η, k2)k2
j`2 (k2χ2)
(k2χ2)
dλ2
)
dλ+
∫ χs
0
(χs + χ)
χs(
TΦ(η1, k1)k1
j`1 (k1χ1)
(k1χ)
∫ λ
0
TΦ(η, k2)k2
j`2 (k2χ2)
(k2χ2)
dλ2
)
dλ
]
,
W∆DA Shear(η, k1, k2, k) = 4
∫ χs
0
(χs + χ)χ
χs
{
a(χ)
∫ χ
0
TΦ(η1, k1)k
2
1
j`1
(k1χ1)
2 dχ1(6.278)∫ χ
0
TΦ(η2, k2)k
2
2
j`2
(k2χ2)
2 dχ2
}
,
W∆δDA×Φ‖ (η, k1, k2, k) = 4M
′
1(λ, k1)G2(λ2, k2) + 8M
′
2(λ, k1)G1(λ2, k2) (6.279)
−4M2(λ, k1)G′1(λ2, k2)− 2M1(λ, k1) (G3(λ2, k2) +G6(λ2, k2)) ,
WδDA×Φ⊥(η, k1, k2, k) = 8M4(λ, k)
∫ λ
0
G4(λ1, k1)dλ1 + 4G4(λ, k1)M3(λ, k2) . (6.280)
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Just as in the case of ð formalism, we have made the following definitions for clarity sake
G6(λ, k) = k
2TΦ(η, k) [3j
′′
` (kχ) + j`(kχ)] , (6.281)
M1(λ, k) =
[
−TΦ(η, k)j`(kχ) + 2
∫ χs
0
TΦ(η, k)j`(kχ)dχ (6.282)
−2
∫ χs
χo
(χs + χ)kTΦ(η, k)j
′
`(kχ)dχ
−
∫ χs
0
(χs + χ)χk
2TΦ(η, k) (3j
′′
` (kχ) + j`(kχ))
]
,
M2(λ, k) = [TΦ(η, k)j`(kχ)− χ (TΦ(η1, k)j′(kχ)) (6.283)
−2(χs + χ)kTΦ(η, k)j′`(kχ)
−(χs + χ)χk2TΦ(η, k) (3j′′` (kχ) + j`(kχ))
]
,
M3(λ, k) =
[
−χTΦ(η, k2)k2 j`2 (k2χ2)
(k2χ2)
(6.284)
+2
∫ χs
0
TΦ(η, k2)k2
j`2 (k2χ2)
(k2χ2)
dλ
−2
∫ χs
0
(χs + χ)TΦ(η, k2)k
2
2
(
j`2 (k2χ2)
(k2χ2)
)′
dχ
−
∫ χs
0
(χs + χ)χTΦ(η, k)k
3
2
(
5
(
j` (k1χ2)
(k1χ2)
)′′
+
j` (k2χ1)
(k2χ2)
)
dλ
]
,
M4(λ, k) =
[
TΦ(η, k2)k2
j`2 (k2χ2)
(k2χ2)
(6.285)
−χ
(
TΦ(η, k2)k2
(
j`2 (k2χ2)
(k2χ2)
)′)
−2(χs + χ)TΦ(η, k2)k22
(
j`2 (k2χ2)
(k2χ2)
)′
−(χs + χ)χTΦ(η, k)k32
(
5
(
j` (k1χ2)
(k1χ2)
)′′
+
j` (k2χ1)
(k2χ2)
)]
.
Multipoles of the redshift
The correction to the background redshift at first order is given by
j1` =
√
4pi(2`+ 1)i`
∫
d 3k
(2pi)3
Φ(k)WJ1 , (6.286)
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where we have used V‖s(η, k) = TV (η, k)Φ(k) and
WJ1(χ, k) =
[
kTV (ηs, k)j
′
`(kχs) + TΦ(ηs, k)j`(kχs) (6.287)
+2
∫ χs
0
TΦ(η, k)kj
′
`(kχ)dχ .
]
At second order, we present first the contribution from pure second order terms
jS2 ` =
∞∑
`=0
√
4pi(2`+ 1)i`
∫
d 3k
(2pi)3
K [Φ(k1,k2)]Wj(2)S(η, µk,k1,k2,k)δm0 , (6.288)
jV2 = ∓
∞∑
`=0
√
4pi(2`+ 1)i`+1
∫
d3k
(2pi)3
K [Φ(k1,k2)]Wj(2)V(η, µ,k1,k2,k)δm,±1 ,(6.289)
jT2 =
∞∑
`=0
√
4pi(2`+ 1)i`
∫
d 3k
(2pi)3
K [Φ(k1,k2)]Wj(2)T(η, µ,k1,k2,k)δm,±2 , (6.290)
where
Wj(2)S(η, µ,k1,k2,k) =
[
kΦ/ΨFV‖(η, µ,k1,k2,k)j`(kχs) + fΦ(2)(η, µk1 ,k1,k2,k)j`(kχs)
+
∫ χs
0
k
(
f(Φ(2)+Ψ(2))(η, µk1 ,k1,k2,k)
)
j′`(kχ)dχ
]
(6.291)
W
j
(2)
2 V
(η, µ,k1,k2,k) =
√
`′(`+ 1)
2
[
k(S)FV‖(ηs, µkk1,k2,k)
j`(kχs)
kχs
(6.292)
+
∫ χs
0
kfω(2)(η, µkk1,k2,k)
(
j`(kχs)
kχs
)′
dχ
]
W
j
(2)
2 T
(η, µ,k1,k2,k) =
√
(`′ + 2)!
(`′ − 2)!
[
−fh(2)(η, µk1 ,k1,k2,k)
j`(kχs)
(kχs)
2 (6.293)
−
∫ χs
0
kfh(2)(η, µk1 ,k1,k2,k)
(
j`(kχ)
(kχ)2
)′
dχ
]
For terms quadratic in first order gravitational potential we find
j
O(1)×O(1)⊥
2⊥ =
√
4pi(2`3 + 1)i
`1+`2K[Φ(k1)Φ(k2)]WjO(1)×O(1)⊥2⊥ (χs, χ, k1, k2)δm,0 ,(6.294)
j
O(1)×O(1)‖
2‖ =
√
4pi(2`3 + 1)i
`1+`2K[Φ(k1)Φ(k2)]WO(1)×O(1)‖2‖ (χs, χ, k1, k2)δm,0 ,(6.295)
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where
W
j
O(1)×O(1)⊥
2⊥
(η, µ,k1,k2,k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
+1,−1,0G000`1`2`3 (6.296)
×
√(
`1(`1 + 1)
2
`2(`2 + 1)
2
)
W
j
O(1)×O(1)⊥
2⊥
(η, µ,k1,k2,k)
W
O(1)×O(1)‖
j2‖ (η, µ,k1,k2,k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
000G000`1`2`3 (6.297)
×WO(1)×O(1)‖2‖ (η, µ,k1,k2,k)
with
W
j
O(1)×O(1)⊥
2⊥
(η, µ,k1,k2,k) =
{[
k1Tv‖(ηs, k1)
j`1 (k1χ1)
(k1χ)
k2Tv‖(ηs, k2)
j`2 (k2χ2)
(k2χ2)
]
(6.298)
+8
∫ χs
0
∫ χ
0
[
k1TΦ(η1, k1)
j`1 (k1χ1)
(k1χ)
dχ1
×
∫ χ
0
k2TΦ(η, k2)
j`2 (k2χ2)
(k2χ2)
dχ2
]
dχ
}
,
WO(1)×O(1)‖j2‖ (η, µ,k1,k2,k) =
[[
k1Tv‖(ηs, k1)k2Tv‖(ηs, k2)j
′
`1
(k1χs) j
′
`2
(k2χs)
]
(6.299)
+3TΦ(ηs, k1)TΦ(ηs, k2) [j`1(k1χs)j`2(k2χs)]
−4TΦ(ηs, k1)j`1(k1χs)Tv‖(ηs, k2)j′`2 (k2χs)
+4k2Tv‖(ηs, k2)j
′
`2
(k2χs)
∫ χs
0
TΦ(η, k1)j`1(k1χ)dχ
−12
∫ χs
0
TΦs(ηs, k1)T
′
Φ′(η, k2)j`1(k1χs)j`2(k2χ)dχ
+8
∫ χs
0
TΦ(η1, k1)T
′
Φ′(η2, k2)j`1(k1χ)j`2(k2χ)dχ
−4
∫ χs
0
Φs(ηs, k1)Φ
′(η2, k2)dχ
+8
∫ χs
0
∫ χ
0
TΦ(η, k2)T
′′
Φ′′(η, k1)j`1(k1χ1)j`2(k2χ)dχ1dχ
+8
∫ χs
0
T ′Φ′(η, k2)
∫ χ
0
T ′Φ′(η1, k1)j`1(k1χ1)j`2(k2χ)dχ1dχ
]
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6.9.3 Summary of both methods
Finally we bring together all the second order corrections to the observed redshift
J2 = J
S
2 + J
V
2 + J
T
2 + J
O(1)×O(1)‖
2 + J
O(1)×O(1)⊥
2 , (6.300)
=
∞∑
`=0
√
4pi(2`+ 1)
∫
d 3k
(2pi)3
K [Φ(k1,k2)]
[
i`Wj(2)S(η, µk,k1,k2,k)δm,0 (6.301)
∓i`+1Wj(2)V(η, µ,k1,k2,k)δm,±1 + i`Wj(2)T(η, µ,k1,k2,k)δm,±2
]
+i`1+`2K[Φ(k1)Φ(k2)]
[
W
j
O(1)×O(1)⊥
2⊥
(η, µ,k1,k2)δm,0
+W
O(1)×O(1)‖
2‖ (η, µ,k1,k2)δm,0
]
,
J2 =
∞∑
`=0
√
4pi(2`+ 1)
∫
d 3k
(2pi)3
K [Φ(k1,k2]K(2)zs (χ, µk, k1, k2, k) . (6.302)
In the last equality, we have used∫
d 3k
(2pi)3
∫
d 3k2
(2pi)3
Φ(k1)Φ(k2) =
∫
d 3k
(2pi)3
K [Φ(k1,k2)] . (6.303)
This is possible since the integral on the LHS does not depend on k, hence we can perform
the k-integral any time. The kernel for all the second order corrections becomes
K(2)zs (χ, µ, k1, k2, k) = i
`Wj(2)S(η, µk, k1, k2, k)δm,0 ∓ i`Wj(2)Vector(η, µ, k1, k2, k)δm,±1 (6.304)
+i`Wj(2)Tensor(η, µ, k1, k2, k)δm,±2 + i
`1+`2 W
j
O(1)×O(1)⊥
2⊥
(η, µ, k1, k2)δm,0
+i`1+`2 W
O(1)×O(1)‖
2‖ (η, µ, k1, k2)δm,0 .
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This is may be written in a form most useful for extracting the monopole
K(2)zs (χ, µ, k1, k2, k) = i
`Wj(2)S(η, µk, k1, k2, k)δm,0 (6.305)
∓ i`+1Wj(2)Vector(η, µ, k1, k2, k)δm,±1 + i`Wj(2)Tensor(η, µ, k1, k2, k)
×δm,±2 +
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
[
i`1+`2 (+1,−1,0)G000`1`2`3
×
√(
`1(`1 + 1)
2
`2(`2 + 1)
2
)
W
j
O(1)×O(1)⊥
2⊥
(η, µ, k1, k2)δm,0
+ i`1+`2 (000)G000`1`2`3W
O(1)×O(1)‖
2‖ (η, µ, k1, k2)δm,0
]
.
6.10 Boosting to the Observer frame: Doppler Effect
The area distance, we have calculated needs to be boosted to the frame of the observer
moving with a 4-velocity with a non-vanishing relative velocity, as we explained in Section
6.6 and it is most convenient to do it at this stage of calculation. The multipoles of the
Doppler term expanded up to second order are given by
Eˆ
E˜
= 1 +
δEˆ
E˜
+
δ2Eˆ
E˜
, (6.306)
where
δEˆ
E˜
= −
∞∑
`=0
√
4pi(2`+ 1)i`
∫
d 3k
(2pi)3
Φ(k)kTv(η, k)j
′
`(kχˆo) , (6.307)
δ2Eˆ
E˜
=
∞∑
`=0
√
4pi(2`+ 1)
[∫
d 3k
(2pi)3
K [Φ(k1,k2)] (6.308)(
i`kΦ/ΨFV‖(η, µ,k1,k2,k)j
′
`(kχo)∓
√
`′(`+ 1)
2
i`+1(S)Fv⊥(η, µK ,k1,k)
j`(kχo)
kχo
)
Y`,0
−
∫
d 3k
(2pi)3
K [Φ(k1,k2)] i`2+`1WDADoppler(χ1, χ2, k1k2)Y`,0
]
,
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where
WDADoppler(χ1, χ2, k1k2) (6.309)
=
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
[
000G000`1`2`3W1DADoppler(χ1o, χ2o, k1k2)
+
√(
`1(`1 + 1)
2
`2(`2 + 1)
2
)
(1,−1,0)G000`1`2`3W2DADoppler(χ1o, χ2o, k1k2)
]
,
W1DADoppler(χ1o, χ2o, k1k2) (6.310)
=
[(
TΦ(ηo, k1)j`1 (k1χo) k2Tv‖(ηo, k2)j
′
`2
(k2χo)
)
+
1
2
(
k1Tv‖(ηo, k1)j
′
`1
(k1χo) k2Tv‖(ηo, k2)j
′
`2
(k2χo)
)]
,
W2DADoppler(χ1o, χ2o, k1k2) (6.311)
=
1
2
[
k1Tv‖(ηo, k1)
j`1 (k1(λ1 − λo))
(k1(λ− λo)) k2Tv‖(ηo, k2)
j`2 (k2(λ2 − λo))
(k2(λ2 − λo))
]
.
6.10.1 Photons do not travel on background spacetime
Cosmological perturbation theory assumes a reference background where the perturbation
variables live, we have calculated the area distance/luminosity distance based on this under-
standing. However, photons we observed today do not travel on the background spacetime,
so they need not be integrat d along the background spacetime but rather in the real space-
time. Also the redshift of large scale structures we see on the night sky is not the background
redshift. For the interpretation of a particular cosmological observable like the area distance,
the background approximation will remain valid at first order perturbation theory because
the Bohm approximation is valid. This is also supported by the Gaussianity assumption.
Bohm approximation breaks down at the order preceding the highest order under consid-
eration, so we need to consistently re-write all our observables to depend on the physical
photon path and redshift of the source. We treat them one after the other in the following:
• First order area distance
Since we are going to calculate observables up to second order, we have to change
our integration measure at first order for DˆA so that we integrate along the physical
photon path rather than on the background spacetime. The part of equation (6.247)
we need to switch χ → χˆ is just WδDA/DA(χs, χ, k) and the result of expanding it in
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Taylor series is given by
WδDA/DA(χs, χ, k) = WδDA/DA(χˆs, χˆ, k) + ∂χWδDA/DA(χs, χ, k)
∣∣∣∣∣
χˆ
J1
Hs . (6.312)
Substituting this in equation (6.247) leads to
δDA
DA(s)
`0(χ→ χˆ) =
√
4pi(2`+ 1)
[
i`
∫
d 3k
(2pi)3
Φ(k)WδDA/DA(χˆs, χˆ, k)δm,0 (6.313)
+i`2+`1
∫
d 3k
(2pi)3
K [Φ(k1,k2)]WδDA/DADistort(χ, k1, k2)δm,0
]
Y`3m ,
where
WδDA/DADistort(χ, k1, k2) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
000G000`1`2`3
WδDA/DADistort(χ, k1, k2) ,
WδDA/DADistort(χ, k1, k2) =
1
Hs∂χWδDA/DA(χ, k2)
∣∣∣∣∣
χˆ
Wj1(χ, k1) . (6.314)
There is also a more complicated first principle approach to this (see Section 6.13).
• First order redshift
We now evaluate the correction to the redshift at first order when we switch the
integration photon path from the background spacetime to the physical spacetime .
The part that contains the background photon path or the background redshift is
WJ1(χ, k) and when expanded in Taylor series we find
WJ1(χ, k) = WJ1(χˆ, k) + ∂χWJ1(χ, k)
∣∣∣∣∣
χˆ
J1
Hs , (6.315)
Implementing this in equation (6.286) we find
j1`(χ→ χˆ) =
√
4pi(2`+ 1)
[
i`
∫
d 3k
(2pi)3
Φ(k)WJ1(χˆ, k)δm,0 (6.316)
+i`2+`1
∫
d 3k
(2pi)3
K [Φ(k1,k2)]Wj1Distort(χ, k1, k2)δm,0
]
Y`3m ,
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where
Wj1Distort(χ, k1, k2) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
000G000`1`2`3Wj1Distort(χ, k1, k2) ,(6.317)
Wj1Distort(χ, k1, k2) =
1
Hs∂χWj1(χ, k2)
∣∣∣∣∣
χˆ
Wj1(χ, k1) . (6.318)
• First order Doppler term
We need to also expand nkDkvs in a Taylor series so the we evaluate all the field along
the perturbed geodesic,
D‖v(χs) = D‖v(χˆs) +
J1s
Hs
(
∂‖v(ηˆ)′|s
)
. (6.319)
We now expand the additional term in spherical harmonics
J1s
Hs
(
∂‖v(ηˆ)′|s
)
=
√
4pi(2`3 + 1)
∫
d 3k
(2pi)3
K [Φ(k1,k2)] i`2+`1 (6.320)
× [WλDS(χˆ, k1k2)]Y`3,0 ,
where
WDSD(χˆ, k1k2) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
000G000`1`2`3WDSD(χˆ, k1k2) , (6.321)
WDSD(χˆ, k1k2) = 1Hsk1∂χ(Tv‖(η, k1)j`(k1χ))|sWJ1(χ2s, k2) . (6.322)
6.11 Backreaction effects on Key Observables
The standard model of cosmology assumes that the FLRW spacetime appears when the
universe with real structures is smoothed on very large scale. This implies that, if we take
the monopole of the area distance or redshift we have calculated, we will recover an FLRW
spacetime because the monopole is the all sky average of the cosmological observable of
interest.
• Observed Redshift
We want to verify this claim for the observed redshift. Observed redshift calculate up
to second order in perturbation theory is given by
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(1 + zˆs) = (1 + z¯s)
[
1 +
∞∑
`=0
√
4pi(2`+ 1)
[
i`
∫
d 3k
(2pi)3
Φ(k)WJ1(χ, k)δm0(6.323)
+
∫
d 3k
(2pi)3
K [Φ(k1,k2]K(2)zs (χ, µk, k1, k2, k)
]
Y`m
]
,
where
WJ1(λ, k) =
[
kTV (ηs, k)j
′
`(kχˆs) + TΦ(ηs, k)j`(kχˆs) (6.324)
+2
∫ χs
0
TΦ(η, k)kj
′
`(kχˆ)d χˆ
]
,
K(2)zs (χ, µ, k1, k2, k) = i
`Wj(2)S(η, µk, k1, k2, k)δm,0 ∓ i`+1Wj(2)V(η, µ, k1, k2, k)δm,±1
+ i`Wj(2)T(η, µ, k1, k2, k)δm,±2 + i
`1+`2
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)[
(+1,−1,0)G000`1`2`3
√(
`1(`1 + 1)
2
`2(`2 + 1)
2
)
W
j
O(1)×O(1)⊥
2⊥
(η, µ, k1, k2, k)δm,0 + (000)G000`1`2`3
WO(1)×O(1)‖2‖ (η, µ, k1, k2, k)δm,0 +Wj1Distort(χ, k1, k2)
]
. (6.325)
Notice that we have included the redshift distortion term in the definition of the second
order redshift kernel in equation (6.325). We quantify the effect of inhomogeneity on
the observed redshift by subtracting off the FLRW background contribution
∆z =
∞∑
`=0
√
4pi(2`+ 1)
[
i`
∫
d 3k
(2pi)3
Φ(k)WJ1(χ, k)δm0 (6.326)
+
∫
d 3k
(2pi)3
K [Φ(k1,k2]K(2)zs (χ, µk, k1, k2, k)
]
Y`m .
Assuming that the primordial gravitational potential is Gaussian, the monopole of the
backreaction effect on the observed redshift is given by
∆z00 =
∞∑
`=0
√
4pi(2`+ 1)
[∫
d 3k
(2pi)3
K [Φ(k1,k2]K(2)zsMono(χ, µk, k1, k2, k)
]
,(6.327)
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where
K(2)zsMono(χ, µk, k1, k2, k) (6.328)
=
[
i`Wj(2)S(η, µk, k1, k2, k)δm,0 ∓ i`+1Wj(2)Vector(η, µ, k1, k2, k)δm,±1
+ i`Wj(2)Tensor(η, µ, k1, k2, k)δm,±2
]
`=0
+(2`1 + 1)
[
i`1+`2
√(
`1(`1 + 1)
2
`2(`2 + 1)
2
)
W
j
O(1)×O(1)⊥
2⊥
(η, µ, k1, k2, k)δm,0
+ i`1+`2WO(1)×O(1)‖2‖ (η, µ, k1, k2, k)δm,0 +Wj1Distort(χ, k1, k2)δm,0
]
×(−1)−m1−s1δ`1,`2δm1,−m2δs1,−s2 .
The ensemble average of equation (6.327) (∆¯z00) should vanish if the correction to the
background redshift is negligible. However, the parallel and the transversal contribu-
tion of the peculiar velocity terms are unlikely to vanish especially on small scales. A
recent paper [235] on anti-lensing claims that the peculiar velocity terms could account
for up to 10% change to the weak lensing convergence on small angular scales. This
claim from weak lensing studies gives us a clue what to expect. Part of this effect has
been dicussed in [182] as the physical redshift distortion effect. It is an important effect
for parameter estimation in precision cosmology since all our observations depend on
physical redshift.
• Radial distance
As shown in equation (6.94) the physical path travelled by the photons that arrive at
our telescope may be expressed in terms of the background photon travel path plus
small deviations up to second order in perturbation theory
λˆ = λ+ δλ+
1
2
δ2λ . (6.329)
We may now substitute for δλ and δ2λ using the appropriate terms in equation (6.94)
λˆ = λ+
J1
Hs +
1
Hs
[
J2 − J21
(
1 +
H′
H2
)]
, (6.330)
where the difference between the background affine parameter and the physical affine
parameter is known as the affine parameter distortion effect [182]. The multipoles of
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the affine parameter distortion effect is defined through a spherical harmonic expansion
∆λ(χ,n) =
λˆ− λ
λ
=
∑
`=0
∑`
m=−`
∆λ`m(χ, r)Y`m(n) , (6.331)
where the multipoles becomes
∆λ`m(χ, r) =
∞∑
`=0
√
4pi(2`+ 1)
1
Hs
[∫
d 3k
(2pi)3
i`Φ(k)WJ1(λ, k) +
∫
d 3k
(2pi)3
K [Φ(k1,k2)]
×i`2+`1
(
K(2)zs (χ, µk, k1, k2, k)−Wj21 (χ, k1, k2, k)
(
1 +
H′
H2
))]
, (6.332)
with
Wj21 (χ, k1, k2, k) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
000G000`1`2`3Wj21 (χ, k1, k2) , (6.333)
Wj21 (χ, k1, k2, k) = WJ1(χ1, k1)WJ1(χ2, k2) . (6.334)
Assuming primordial Gaussainity, the all sky average of ∆λ`m(χ, r) becomes
∆λ00(χ, r) =
1
Hs
∫
d 3k
(2pi)3
K [Φ(k1,k2)] i`2+`1
(
KzsMono
(2)(χ, µk, k1, k2, k)
−(2`1 + 1)Wj21 (Mono(χ, k1, k2, k)
(
1 +
H′
H2
))
(6.335)
×(−1)−m1−s1δ`1,`2δm1,−m2δs1,−s2 .
where
Wj21 Mono(χ, k1, k2, k) = WJ1(χ1, k1)WJ1(χ2, k2)(−1)−m1−s1 (6.336)
δ`1,`2δm1,−m2δs1,−s2
with KzsMono
(2)(χ, µk, k1, k2, k) has already been defined. Equation (6.335) carries the
affine parameter distortion effect discussed in [182].
• Distance-Redshift relation
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The general expression for the area distance up to second order is given by
DˆA = a(λˆs)χˆs
{
1 +
[
δDA
DA
+
(
1− 1Hsχs
)
J1 +
δEˆ
E˜
]
(6.337)
+
[
1
2
δ2DA
DA
+
(
1
2
J2 +
δDA
DA
J1
)(
1− 1Hsχs
)
+
1
2
J21
( H′s
H3χˆ −
1
Hχˆ
)
+
δ2Eˆ
E˜
]}
.
The product of first order area distance-first order redshift and first order redshift-first
order redshift terms may be evaluated at this stage and they are given by
J1
δDA
DA
=
∞∑
`=0
√
4pi(2`3 + 1)
∫
d 3k
(2pi)3
K [Φ(k1,k2)] i`2+`1 (6.338)
×W
j1
δDA
DA
(χ, k1, k2)Y`30 ,
J21 =
∞∑
`=0
√
4pi(2`3 + 1)
∫
d 3k
(2pi)3
K [Φ(k1,k2)] i`2+`1 (6.339)
×Wj21 (χ, k1, k2)Y`30 ,
δ2DA
DA
=
∞∑
`=0
√
4pi(2`+ 1)
∫
d 2k
(2pi)3
K [Φ(k1,k2)] (6.340)
×K(2)(χ1, χ2,k1,k2,k)Y`0 ,
where
W
J1
δDA
DA
(χ, k1, k2)) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
000G000`1`2`3WJ1 δDADA (χ, k1, k2) ,(6.341)
W
J1
δDA
DA
(χ, k1, k2) = WδDA/DA(χs, χ, k1)WJ1(λ, k2) , (6.342)
WJ21 (χ, k1, k2) =
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
000G000`1`2`3WJ21 (χ, k1, k2, k) , (6.343)
WJ21 (χ, k1, k2) = WJ1(χ1, k1)WJ1(χ2, k2) . (6.344)
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K(2)(χ1, χ2, k1, k2, k)
= W∆(2)S(χ,k)δm,0 ∓ iW∆(2)Vector(χ,k)δm,±1 +W∆(2)Tensor(χ,k)δm,±2
+
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
[
(0,0,0)G`1`2`3000i`1+`2W∆Φ×Φ(η, χ, k1, k2))δm,0 (6.345)
+(1,−1,0)G`1`2`3000
√
`1(`1 + 1)
2
`2(`2 + 1)
2
i`1+`2W∇⊥iΦ∇i⊥Φ∆DA (η, k1, k2, k)δm,0
+(2,−2,0)G`1`2`3000
√
(`1 + 2)!
(`1 − 2)!
(`2 + 2)!
(`2 − 2)!i
`1+`2W∆DA Shear(η, k1, k2, k)δm,0
+(0,0,0)G`1`2`3000i`1+`2W∆δDA×Φ‖ (η, k1, k2, k)δm,0
+
√
`1(`1 + 1)
2
`2(`2 + 1)
2
(1,−1,0)G`1`2`3000i`1+`2WδDA×Φ⊥(η, k1, k2, k)δm,0
]
.
Substituting everything in equation (6.337) we find
DˆA = a(χˆ)χˆs
[
1 +
∞∑
`=0
√
4pi(2`+ 1)
(
i`
∫
d 3k
(2pi)3
Φ(k)K∆
D
(1)
A
(χs, k) (6.346)
+
∫
d 2k
(2pi)3
K [Φ(k1,k2)]K∆
D
(2)
A
(χs, k1, k2, k) ,
where we define the following kernels
K∆
D
(1)
A
(χs, k) =
[
WδDA/DA(χˆs, χˆ, k) +
(
1− 1Hsχs
)
WJ1(χˆs, χˆ, k) (6.347)
−kTv(ηs, k)j′`(kχˆs)
]
,
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K∆
D
(2)
A
(χs,k1,k2,k) (6.348)
=
[
1
2
K(2)(χ1, χ2,k1,k2,k) +
1
2
K(2)zs (χs, µk,k1,k2,k)
(
1− 1Hsχs
)
−i`Φ+ΨFV‖(η, µ,k1,k2,k)kj′`(kχs)
±
√
`′(`+ 1)
2
i`+1(S)Fv⊥(η, µK ,k1,k)
j`(kχs)
kχs
+
√
4pi(2`1 + 1)(2`2 + 1)
(2`3 + 1)
[
000G000`1`2`3WδDA/DA(Distort)(χ, k1, k2)
+
(
1− 1Hsχs
)
000G000`1`2`3WJ1λ(Distort)(χˆ, k1k2)
−000G000`1`2`3WDSD(χˆ, k1k2) + 000G000`1`2`3Wj1 δDADA (χ, k1, k2, k)
(
1− 1Hsχs
)
+
1
2
000G000`1`2`3WJ21 (χ, k1, k2, k)
( H′s
H3χˆs −
1
Hχˆs
)
+000G000`1`2`3W1DADoppler(χ1s, χ2s, k1k2)
+
√(
`1(`1 + 1)
2
`2(`2 + 1)
2
)
(1,−1,0)G000`1`2`3W2DADoppler(χ1s, χ2s, k1k2)
]
.
The new curly kernels we have defined may be interpreted as transfer functions for the
observed area distance. for example:
– K∆
D
(1)
A
(χs, k) is the transfer function of the observed area distance at first order
in perturbation theory.
– K∆
D
(2)
A
(χs,k1,k2,k) is an angular dependent transfer function for second order
contribution to the area distance.
The backreaction effect on the area distance, may be quantified, if we define the back-
ground component of the area distance as D¯A = a(χˆ)χˆs, so that we may expand the
difference in spherical harmonics
∆(zs,n) =
DˆA − D¯A
D¯A
=
`′∑
`=0
∆`m(zs)Y`m(n) . (6.349)
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Substituting equation (6.346) into equation (6.349), we find
∆`m(zs,n) =
∞∑
`=0
√
4pi(2`+ 1)
(
i`
∫
d 3k
(2pi)3
Φ(k)K∆
D
(1)
A
(χs, k) (6.350)
+
∫
d 2k
(2pi)3
K [Φ(k1,k2)]K∆
D
(2)
A
(χs, k1, k2, k)
)
.
Assuming primordial Gaussainity, the monopole of the distance-redshift relation be-
comes
∆00(zs,n) =
√
4pi
∫
d 2k
(2pi)3
K [Φ(k1,k2)]KMono∆
D
(2)
A
(χs, k1, k2, k) , (6.351)
where
KMono∆
D
(2)
A
(χs, k1, k2, k)
=
[
1
2
K(2)Mono(χ1, χ2,k1,k2,k) +
1
2
K(2)zsMono(χs, µk,k1,k2,k)
(
1− 1Hsχs
)
(6.352)
−i`Φ+ΨFV‖(η, µ,k1,k2,k)kj′`(kχs)
∣∣∣∣∣
`=0
+ (2`1 + 1)
[
WδDA/DA(Distort)(χ, k1, k2)
+
(
1− 1Hsχs
)
WJ1λ(Distort)(χˆ, k1k2)−WDSD(χˆ, k1k2)
+W
j1
δDA
DA
(χ, k1, k2, k)
(
1− 1Hsχs
)
+
1
2
WJ21 (χ, k1, k2, k)
( H′s
H3χˆs −
1
Hχˆs
)
+W1DADoppler(χ1s, χ2s, k1k2)
+
√(
`1(`1 + 1)
2
`2(`2 + 1)
2
)
W2DADoppler(χ1s, χ2s, k1k2)
]
×(−1)−m1−s1δ`1,`2δm1,−m2δs1,−s2
]
,
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with
K(2)Mono(χ1, χ2, k1, k2, k) (6.353)
=
[
K [Φ(k1,k2]W∆(2)S(χ,k)δm,0 ∓K [Φ(k1,k2]W∆(2)Vector(χ,k)δm,±1
+K [Φ(k1,k2]W∆(2)Tensor(χ,k)δm,±2
]
`=0
+(2`1 + 1)
[
K [Φ(k1,k2] i`1+`2W∆Φ×Φ(η, χ, k1, k2))δm,0
+K [Φ(k1,k2]
√
`1(`1 + 1)
2
`2(`2 + 1)
2
i`1+`2W∇⊥iΦ∇i⊥Φ∆DA (η, k1, k2, k)δm,0
+K [Φ(k1,k2)]
√
(`1 + 2)!
(`1 − 2)!
(`2 + 2)!
(`2 − 2)!i
`1+`2W∆DA Shear(η, k1, k2, k)δm,0
+K [Φ(k1,k2] i`1+`2W∆δDA×Φ‖ (η, k1, k2, k)δm,0
+K [Φ(k1,k2]
√
`1(`1 + 1)
2
`2(`2 + 1)
2
i`1+`2WδDA×Φ⊥(η, k1, k2, k)δm,0
]
×(−1)−m1−s1δ`1,`2δm1,−m2δs1,−s2 .
and the K(2)zsMono(χs, µk,k1,k2,k) term is given in equation (6.328)
6.12 Conclusion
We have presented for the first time the detailed distance-redshift relation to second order.
We have identified key new terms which govern gravitational lensing magnification for large
over-densities – and under-densities where it has recently been shown that the linear lensing
terms do not capture the full relativistic signal [235]. In addition we have presented new
effects which contribute to redshift space distortions. These are:
• Nonlinear Doppler effect
This comes in several forms. The radial parts of the scalar and vector second-order
velocities contribute in the same way as at first order. Then the terms O(v2) reveal
the transverse Doppler contribution in the cosmological context. While small, these
give the potential to measure transverse velocities through redshift space distortions.
• Nonlinear density coupling From (6.216), when the first-order δDA(zs) is substituted,
we have a product of the first-order lensing term and gradients of the gravitational
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potential, which gives the dominant contribution to second-order lensing. By (6.216)
this may be approximated as:
WδDA×Φ‖(χs, χ, k1, k2) (6.354)
= (`2(`2 + 1)) (`1(`1 + 1))
3
2
∫ χs
0
(χs − χ)
χs
×
[ [
− 1
χ
TΦ(η2, k2)j`2(k2χ2)
∫ λ
0
(χs − χ1)
χ21
TΦ(η1, k1)j`1(k1χ1)dλ1
−4
∫ λ
0
1
χ2
TΦ(λ2, k2)j`2(k2χ2)dλ2
∫ λ
0
1
χ
TΦ(λ1, k1)j`1(k1χ1)dλ1
]
×
(
`1 `2 `3
0 0, 0
)(
`1 `2 `3
1 −1, 0
)]
WδDA×Φ⊥(χs, χ, k1, k2) (6.355)
= − (`1(`1 + 1)) (`2(`2 + 1))
∫ χs
0
(χs − χ)
χs
1
χ2
TΦ(η2, k2)j`2(k2χ2)
×
∫ λ (χs − χ1)
χ1
TΦ(λ1, k1)j`1(k1χ1)dλ1 (6.356)
×
(
`1 `2 `3
0 0, 0
)(
`1 `2 `3
0 0, 0
)
dχ
This double-integrated term has some very significant contributions. The first two
terms couple transverse derivatives of the density fluctuations to the transverse veloc-
ity integrated along the line of sight. These offer the potential to measure transverse
velocities as these terms can be very significant. The final term in this integral is a
coupling between all the density fluctuations along the line of sight, and when the
density contrast is O(1) can easily be comparable to the main first-order lensing term.
Note that similar terms appear in the integrated shear term (6.200). We can estimate
the magnitude of these terms as follows. Assuming a density contrast with a top-hat
profile we can evaluate equation (6.355). This forms the second-order lensing conver-
gence κ(2). Comparing to the standard first-order convergence κ we find, provided the
distance to the source is much larger than the width of the inhomogeneity,
κ(2) = C
χs
χ
κ2, (6.357)
where χ is the distance to the lens and C is a constant of order O(1). Thus, for
configurations where κ & 0.1 we can expect changes to the magnification O(10%).
We re-iterate that we have not used the Einstein field equations in our derivation,
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so this estimate should hold into the weakly non-linear regime containing significant
over-densities.
While the other terms in the distance-redshift expansion are generally small, they offer
a rich variety of new physical effects to be understood. In particular, there are many
terms which contribute to an ISW-type of effect, but now it involves integrals over the
scalar, vector and tensor potentials at second-order, as well as the first-order potential
squared, together with its radial and tangential derivatives. Furthermore, we have also
identified several instances of double integrated SW terms in both the redshift space
distortions and in the distance-redshift relation. These may be important in further
refining our understanding of dark energy.
A final important relativistic effect which can be probed with the formalism presented
above relates to the interpretation of the background model itself. Measurements
of distances of supernovae, for example, are fitted to the background model via an
all-sky average of the distance-redshift relation. This includes the monopole of the
second-order corrections presented here, which may include non-trivial corrections to
the background. There has been considerable debate as to the size of these corrections –
see [247] for a review. A closely related monopole contribution was estimated in [248]
and found to be small, although others [60] claim this quantity diverges in the UV. It
is an important open problem to dermine this quantity.
6.13 Appendix:Some Basic Decomposition rules and
Techniques of Integration used
For vectors and tensor that appear in the calculation, we decompose them as follows:
ωa = ω||na + ωa⊥, (6.358)
va = v||na + va⊥, (6.359)
h ab = h ||
(
nanb − 1
2
Nab
)
+ 2h ⊥(anb) + h ⊥ab. (6.360)
Each of the screen space projected term is defined according to
ω|| ≡ ωana , ω⊥a ≡ N baωb , v|| ≡ vana (6.361)
v⊥a ≡ N bavb , h || ≡ nanbh ab, , h ⊥a ≡ N ba nch bc
h ⊥ab ≡ h 〈ab〉 ≡
(
N c(a N
d
b) −
1
2
NabN
cd
)
h cd.
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We decompose the covariant/partial derivatives on the background tangent space accord-
ing to [249, 250]
DaΦ = na∂||Φ +∇⊥aΦ = Φ′na − d Φ
dλ
na +∇⊥aΦ (6.362)
Daω⊥b = na∂||ω⊥b − 1
χ
ωanb +∇⊥aω⊥b (6.363)
= ω′⊥bna −
dω⊥b
dλ
na − 1
χ
ωanb +∇⊥aω⊥b (6.364)
Dav⊥b = na∂||v⊥b − 1
χ
vanb +∇⊥av⊥b (6.365)
= v′⊥bna −
d v⊥b
dλ
na − 1
χ
vanb +∇⊥av⊥b (6.366)
Dah ⊥bc = na∂||h ⊥bc − 2
χ
h a(cnb) +∇⊥ah ⊥bc (6.367)
= h ′⊥bcna −
d h ⊥bc
dλ
na − 2
χ
h a(cnb) +∇⊥ah ⊥bc (6.368)
Also for double spatial derivatives we have
DaDbΦ = Db∂||Φna + Db∇⊥aΦ (6.369)
= nanb∂
2
||Φ + 2n(a∇⊥b)∂||Φ +∇⊥a∇⊥bΦ (6.370)
(6.371)
where we have used the identity
Danb = (hab − nanb) = 1
(λ− λo) (δab − nanb) =
1
(χ)
(δab − nanb) (6.372)
This implies that with respect to the derivative on the 2-sphere we have
∇⊥aΦ = 1
χ
∇aΩΦ (6.373)
∇⊥a∇⊥bΦ = 1
χ
(δab − nanb) ∂‖Φ + 1
χ2
∇Ωa∇ΩbΦ (6.374)
∇2⊥Φ =
1
χ2
∇2ΩΦ +
2
χ
∂‖Φ (6.375)
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we made use of the relation to replace redial derivatives
nkDkΦ = ∂||Φ = Φ′ − d Φ
dλ
(6.376)
nknlDkDlΦ = ∂
2
||Φ =
d 2Φ
dλ2
− 2d Φ
′
dλ
+ Φ′′ (6.377)
The projected trace-free partial derivative of a scalar is defined as
∇⊥〈i∇⊥j〉Φ =
(
Ni
eNj
f − 1
2
NijN
ef
)
DeDfΦ = ∇Ω〈i∇Ωj〉Φ (6.378)
For the integrals we used severally the basic rule for simplifying double iterated integrals∫ λs
λo
∫ λ
λo
A(λ)dλ =
∫ λs
λo
(λs − λ)A(λ)dλ (6.379)
At first order in perturbation theory, we used for example∫ λs
λo
(λs − λ) (λ− λo) d
2Φ
dλ2
dλ = (λs − λo)(Φs + Φo)− 2
∫ λs
λo
Φdλ (6.380)∫ λs
λo
(λs − λ) (λ− λo) d Φ
dλ
dλ =
∫ λs
λo
(λ− λo)Φ−
∫ λs
λo
(λs − λ)Φdλ (6.381)
= (λs − λo)
∫ λs
λo
Φdλ− 2
∫ λs
λo
(λs − λ)Φdλ. (6.382)∫ λ
λo
(λ− λo)d
2Φ
dλ2
dλ = (λ− λo)d Φ
dλ
− (Φ− Φo) (6.383)∫ λ
λo
(λ− λo)d Φ
dλ
Φdλ =
1
2
(λ− λo)Φ2 − 1
2
∫ λ
λo
Φ2dλ. (6.384)
Using the following results which were obtained by performing several integration by parts
∫ λs
λo
(λs − λ) (λ− λo) d
2h‖
dλ2
dλ = (λs − λo)(h‖s + h‖o)− 2
∫ λs
λo
h‖dλ (6.385)∫ λs
λo
(λs − λ) (λ− λo)
dh′‖
dλ
dλ =
∫ λs
λo
(λs − λ)h′‖dλ−
∫ λs
λo
(λ− λo)h′‖dλ (6.386)∫ λ
λo
(λ− λo)dh‖
dλ
dλ = (λ− λo)h‖ −
∫ λ
λo
h‖dλ (6.387)
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The differentiation over a generic integral sign is performed according to
d
d a
∫ ϕ(a)
φ(1)
f(x, a)dx = f(ϕ(a), a)
dϕ(a)
d a
− f(ψ, a)dφ(a)
d a
+
∫ (ϕ(a)
φ(a)
d
d a
f(x, a)dx
and when the independent variable is the upper limit of the integral we use
d
d a
∫ a
b
f(x)dx = f(a) (6.388)
d
d a
∫ a
b
f(x)dx = −f(b) (6.389)
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Chapter 7
Conclusion and Future Work
7.1 Conclusion
Averaging, even though it implicitly defines the FLRW space-time on which standard model
of cosmology is built, it is not properly understood within general relativity. This is mainly
due to non-linearity of the Einstein field equations and other equations that describe physical
events on cosmological scales.
In Chapter 3, we showed how non-linear nature of the field equations leads to extra terms
in the field equations after averaging and these extra terms are of the same size as a typical
non-linear term the equation would have without any form of averaging. In fact in Chapter
5 we showed that these extra terms could lead to a cancellation of terms that diverge in the
region of high over-density in Buchert formalism. This seem to suggest a strong connection
as we shall see later between averaging and renormalization [251] required to make matter
power spectrum which also diverge in high over-density region sensible.
The importance of averaging in cosmology have so far been downplayed because, the
reach of our current cosmological observations especially that of the cosmic microwave back-
ground experiment can easily be explain using linearized equations only [34, 36–39, 191,
194, 252, 253]. It is important to re-iterate that the validity of linear approximation is only
possible because the physics responsible for emission of the radiation and possible imprint
of primordial inhomogeneities it carries took place on sub-horizon scales at early time. If we
fast-forward to the late-time universe, this is no longer valid.
This is clearly evident from the analysis of the SDSS data for Baryon Acoustic Oscillation
(BAO) [229, 230]. The analysis indicates that linear approximation is beginning to fall part
especially when one approaches Hubble scale (kH ∼ H−1). In fact in order to make sense
of the SDSS data for BAO analysis, one is compelled to go beyond linear approximation
to be able to reasonably account for the physics of matter power spectrum or the velocity
229
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distribution of galaxies at late-time [230].
Given the subtle connections we highlighted earlier between the renormalization required
to cure the matter power spectrum today at non-linear level of its UV problem and the role
spatial averaging plays as a renormalization technique, we are compelled to say that now is
the most suitable time to begin talking about averaging problem as a problem that must be
properly understood if we must reap a maximum benefit from planned big experiments of
like EUCLID and SKA.
We discussed in Chapter 5 and 3, the large variety of ways that this problem is being
investigated. Some argue it is simply irrelevant because it is suppressed by many orders of
magnitude below the background model which consequently holds genuine physical signifi-
cance. Others take the opposite view and contend that it holds the key to the whole dark
energy issue. More moderate views prevail between these two extremes, pointing out there
may be significant effects in intermediate scales of cosmological interest. It is also fair to
point to studies where simplified but fully non-linear spacetimes have observational prop-
erties significantly different from their spatially averaged counterparts. And it is not clear
that perturbation theory is genuinely convergent, and that it is a well behaved study tool to
use for the evolution of the late-time universe.
This is important because small density contrast at early time does not guarantee a small
inhomogeneity at late-time. Given the UV behavior of the four gradient term, does the
perturbation theory properly converged at second order, where claims for tiny backreaction
are made? At the very least, these considerations surely tell us that it is important to
understand the averaging,backreaction and fitting problems to see what if any effects there
may have a distinct cosmological signature. The point we make here is that there are some
scales where backreaction may be important: such scale is not the largest scales relevant
to the cosmic acceleration, but others where precision cosmology is significant. It is fair to
argue that the effects we describe here is important at any scale where non-linear matter
power spectrum is important, i.e you can’t use non-linear power spectrum without taking
into account the corresponding effect of backreaction from non-linear structures.
Finally, the results of Chapter 6 is expected to finally settle most of the ‘size of the
backreaction effect’ issues because it is based on observables only and it is central to all
cosmological analysis. A preliminary study by [236, 248] indicates that the k-integrals con-
verge which is in agreement with our results in Chapter 6. They reported a backreaction
effect of the order 10−3 in a ΛCDM universe. This is a much bigger effect when compared to
the prediction of studies based on the effective field approach, who claim that backreaction
effect is small [62, 153] (see also figure 5.1) and it is of the same order as the prediction of
studies based on the Buchert formalism (see figure 5.5 for the deceleration parameter) and
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smaller than the predictions based on the Kristian and Sachs formalism (see figure 5.9 ). It
is also important to note that although the the k-integrals converge, there is a subtle short
distance problem lurking around which was not investigated in [236, 248]. It is likely that
the k-integral problem now manifests as short distance problem.
7.2 Future Works
• The role of (∂2Φ)2 at second-order
How should such terms that appear in equations ?? be dealt with? Do they signify
that something unphysical has been calculated, or do they signify a breakdown in
perturbation theory on scales in which they are extra-ordinarily large? These terms also
appear in the expression for the area distance which do not involve general relativity.
We noticed that when decomposed on a celestial sphere, the k−divergence associated
with this term move to a short distance divergence after Limber approximation have
been used. Does this signify a natural break-down of our perturbation theory. If this
is a break-down, how shall we proceed? Should perturbations be smoothed on a given
scale at each order before calculating the next, which can then go to smaller scales?
Or should we abandon perturbation theory entirely.
• Non-Gaussian perturbations
Many of the key results we discussed here, rely on a Gaussian initial spectrum. What
happens for more general initial conditions? Should a small tilt in the spectral index
lead to a large backreaction effect. How would backreaction effect affect the proposed
measurement of bispectrum from large scale galaxy clustering [254–257]
• Relativistic simulations.
Is a fully general relativistic simulation out of the question? This would have to be
attempted very differently from current N-body simulations, but could be attempted
on the expectation of improving computing power. Rather than work with point parti-
cles, one could start with the ADM equations with different fluids, plus perturbations
laid down early. A simulation could consist of perturbative modes up to a maximum
wavenumber, rather than N particles of a given mass. The resolution would be deter-
mined by the maximum wavenumber, so simulations would start big and get smaller
as computing power improved.
• Averaging observables
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The role of observables and the lightcone is still very unclear in the averaging scenario.
Observable quantities such as distances are usually implicitly sky-averaged quantities.
While it is not clear what an averaged lightcone might mean, sky-averages of observ-
ables such as the redshift-distance relation have a reasonably clear meaning, even in a
very inhomogeneous universe. One way to understand the connection better will be to
compare the results of light-cone averaging given in [236, 248] for the distance-redshift
relation with our sky-averaged result for the same observable given in Chapter 6 .
• Numerical Calculation
The Chapter 6 contains complicated and scary looking formulas for most people and it
makes little or no sense to an average observational cosmologist to whom it is intended
for. Hence the next thing we plan to do is to have the analytical results in Chapter 6
calculated numerically and a possible friendly-looking and easy to use fitting formula
generated.
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Appendix A
Introduction to Cosmological
Perturbation theory
A.1 Gauge Problem at second order
General covariance i.e. the requirement that physics should be independent of a particular
choice of coordinates system characterizing the space time is different from gauge invariance,
the later refers to fixing the degrees of freedom of gauge fields introduced to describe the
dynamics of the spacetime on a different background spacetime. Gauge problem is about
fixing the relevant dynamical degrees of freedom for the irreducible decompositions of the
gauge fields introduced to a physical system.
At first order in cosmological perturbation theory, Bardeen [258] showed that this is
possible, while at seco d order this problem has not been convincingly resolved. In general,
gauge problem in cosmology refers to a mathematical difficulty associated with the redundant
degrees of freedom from gauge fields introduced to describe a perturbed dynamical space-
time which must satisfy general covariance.
One way to deal with this problem is to choose a physically motivated gauge and calculate
physical quantities base on it. For example, one could choose the Newtonian gauge because
it provides a better approximation to the Newtonian limit of a relativistic theory. Although
for density perturbation well inside the well inside the horizon (k  H/a), there are no
gauge ambiguities. The choice of gauge becomes important becomes important when the
distance scale between two points is of the order of the Hubble scale.
The other solution to the gauge problem is due to Nakamura [68], it involves decomposing
every tensor defined on the manifold into gauge invariant and gauge variant parts. However,
this solution is a generalization of the traditional approach in a more rigorous way.
The concept of gauge transformation in cosmological perturbation theory was properly
233
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
A.1. Gauge Problem at second order 234
articulated by [63]. The idea is to consider a 4 + 1 dimensional manifold N =M×R, with
the dimension of the manifold equal to 4 and λ = R. The projection Pλ on the manifold
N defines the sub-manifolds M0 = N|λ=0 and Mλ = N|R=λ This set-up defines a foliation
of N into a collection of four dimensional sub-manifold Mλ with distinct λ. Each of these
elements is diffeomorphic to the physical space-timeM and the background space-timeM0.
Normally a vector field X is defined on N to ensure that perturbations are continuous such
that (M, g¯ab) and (M0, g¯ab) are connected by a continuous curve along the component of the
space-time slicing R . This vector field induces a one parameter family of diffeomorphisms
or an exponential map, φ(λ, .), that maps φ(0, p ∈ P0(N )) = p ∈ P0(N ) along the integral
curves to φ (λ, p ∈ P0(N )) = q ∈ Pλ(N ). Notice that the choice of this gauge vector field
X is arbitrary and then should not have a physical meaning, and this is of course the well
known gauge freedom or gauge choice.
This exponential map induces a transport along the flow for tensors living on the tangent
bundle, which is determined by the push-forward φ?λ and the pull-back φ
?
λ associated with
an element φλ of the group of diffeomorphisms.
The pull-back φ?λ is related to the vector field,X, by Taylor expansion of any tensor T
,[63]
φ?X,λ(T ) =
k=∞∑
k=0
λk
k!
LkXT, (A.1)
The expansion of equation (A.1) on P0(N ) provides a way to compare a tensor field on
Pλ(N ) to the corresponding one on the background space-time P0(N ). The perturbation of
an tensor is defined as:
XTλ ≡ T0 +
k=∞∑
k=1
λk
k!
LkXT
∣∣∣
P0(N )
, (A.2)
where T0 ≡ L0XT |P0(N ) is the background value and the n-th order perturbation of a physical
tensor field is given by XT
(n) ≡ LnXT |P0(N ).
If we consider two different gauge choices X and Y with generators given by Xηa and Yηa
and we also suppose that they have different tangential components to eachMλ. This gauge
transformation from X to Y could be given by an exponential map or by the diffeomorphism
[63], φX→Y,λ = (φX,λ)−1(φY,λ) : M0 →M0,This induces a pull-back that carries the tensor
perturbation, ∆XTλ, of the gauge choice X, to another tensor perturbation ∆Y Tλ, of the
gauge choice Y . This point displacement by φX→Y,λ is carried along a sequence of vector
fields ξn, that generate nth parameter family of metrics. To second order, the so-called
knight-diffeomorphism is given by
φ?Y,λ(T ) = φ
?
X→Y,λφ
?
X,λ(T ) = φ
?
X,λ(T ) + λLξ1φ?X,λ(T ) +
λ2
2!
(Lξ2 + L2ξ1)φ?X,λ(T ) + . . .
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The knight vector fields ξ1, ξ2 are related to the gauge vector fields X and Y by ξ1 =
Y − X and ξ2 = [X, Y ]. Using equation (A.2), and order by order identification in λ, the
transformation rules up to second order perturbation theory is obtained.
YT
(1) − XT (1) = Lξ1T0,
YT
(2) − XT (2) = 2Lξ1 XT (1) + (Lξ2 + L2ξ1)T0 . (A.3)
The transformation rules (equation (A.3)), tells us that a tensor T is gauge-invariant up to
n-th order if it satisfies Lξ XT (r) = 0 for any vector field ξ and any r ≤ n. This implies that
a tensor is gauge-invariant up to order n if and only if T0 and all its perturbations of order
lower than n either vanish, or are constant scalars, or are combinations of Kronecker deltas
with constant coefficients.
A.1.1 Gauge invariant combination at second order
At first order, there are clever ways of selecting gauge invariant terms [69, 258, 259], however
at second order, such methods are not trivial. Here, we will follow the method proposed by
[66] and then relate it to the traditional method later on. The procedure goes like, given
a metric, gab of a physical spacetime Mλ with a pull back on the background M0, we can
expand this metric in any gauge to any other in perturbation theory, for example, to second
order we have,
φ?X,λ(gab) = gab + λXhab +
λ2
2
Xlab +O(λ). (A.4)
Then for tensor hab characterizing the first order perturbation in Eq. (A.4), we will suppose
that there exist a tensor h˜ab and a vector X
a
ξ such that the tensor hab may be decomposed
as
hab ≡ h˜ab + LXgab, (A.5)
we then impose that h˜ab and X
a
ξ satisfy the transformation Yh˜ab−Xh˜ab = 0, YXaξ−XXaξ = ξa(1),
where h˜ab and X
a
ξ can easily be identified as the gauge invariant and gauge variant part
of the parent tensor hab. This can be interpreted as the formalization of the traditional
way of combining gauge invariant variables as we shall see later. For second order metric
perturbation, lab from Eq.A.4, may be decomposed it
lab ≡ l˜ab + 2LXhab + (LY − L2X)gab (A.6)
However, Nakamura [66, 67, 260] showed that by defining a new variable as Lˆab ≡ l˜ab +
2LXhab + L2Xgab that the transformed tensor may be put in the form of the first order
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transformation rule as YLˆab − XLˆab = Lσgab, with σa = ξa(2) +
[
ξ(1), Xξ
]a
, hence may be
decomposed as
Lˆab ≡ l˜ab + LY gab, (A.7)
where Yl˜ab − Xl˜ab = 0, YY aξ − XY aξ = σa = ξa(2) +
[
ξ(1), Xξ
]a
. The ability to put the second
order transformation in the form of the first order, tells us that we can use at second order
the same method used to define gauge invariant variables at first order. For an arbitrary
tensor, the transformation is defined as
(1)T ≡ (1)T − LXT0 (A.8)
(2)T ≡ (2)T − 2L(1)X T −
(LY − L2X)T0 (A.9)
which may be decomposed into gauge invariant and gauge variant part as
(1)T ≡ (1)T˜ + LXT0 (A.10)
(2)T ≡ (2)T˜ + 2L(1)X T +
(LY − L2X)T0 (A.11)
A.1.2 Gauge Invariant variables and Cosmological perturbation
The most general metric for an almost FLRW universe is given by
ds2 = gµνdx
µdxν = −(1 + 2Φ)dt2 + 2aωidxidt+ [a2(1− 2Ψ)δij + hij]dxidxj,(A.12)
where a is the scale factor of the universe and transformation to a conformal metric is achieve
by setting dt = adη with η = conformal time . We may perform a scalar-vector-tensor (SVT)
decomposition as
ωi = ∂iB +Bi, (A.13)
hij = 2Hij + ∂iEj + ∂jEi + 2∂i∂jE, (A.14)
where Bi, Ei and Hij are transverse (∂
iEi = ∂
jBi = ∂
iHij = 0), and Hij is traceless
(H ij = 0). There are four scalar degrees of freedom (Φ, Ψ, B, E), four vector degrees of
freedom (Bi, Ei) and two tensor degrees of freedom (Hij). The indices of the perturbed
variables are lowered and raised by the spatial section of the background metric and its
inverse, i.e δij and δij. To include the effect of non-linearity, we need to expand up to
second-order, W = W (1) + 1
2
W (2) (we have assumed that W (0) vanishes). We will follow the
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notations of [245] and split the vector fields ξµ1 and ξ
µ
2 as follows
ξ1
o = T (1), ξi1 = ∂
iL(1), ξ2
o = T (2), ξi2 = ∂
iL(2) + Li(2) , (A.15)
with ∂iL
i(2) = 0.
The gauge transformation of first-order terms in the metric (A.12) are given in the table
below: Here prime denotes a derivative w.r.t. to conformal time η, and where H ≡ a′/a.
Table A.1: First order gauge transformation of the metric
First order scalar perturbations First order vector perturbations
Φ(1) → Φ(1) + T ′(1) +HT (1) B(1)i → B(1)i − L
′(1)
i
B(1) → B(1) − T (1) + L′(1) E(1)i → E(1)i + L
′(1)
i
Ψ(1) → Ψ(1) −HT (1) First order tensor perturbation
E(1) → E(1) + L(1) H(1)ij → H(1)ij
Note that the first-order tensorial modes are automatically gauge invariant. In cosmology, the
tradition way of constructing gauge invariant variables at first order is to set the redundant
degrees of freedom to zero [258, 259]. It is conventional to neglect the vector mode at first
order.
Following [258], we can define a set of gauge invariant variables at first order by setting
T (1) = B(1) − E ′(1), and L(1) = −E(1), this leads to a gauge invariant combinations.
Φ(1) → Φˆ(1) ≡ Φ(1) +H (B(1) − E ′(1))+ (B(1) − E ′(1))′ (A.16)
Ψ(1) → Ψˆ(1) ≡ Ψ(1) −H (B(1) − E ′(1)) (A.17)
B(1) → 0 (A.18)
E(1) → 0 (A.19)
H
(1)
ij → H(1)ij . (A.20)
When substituted into GR, we immediately see that the redundant modes drop out, we can
also set B(1) and E(1) to zero and obtain the perturbed Einstein equations only as a function
of gauge-invariant variables..
In relation to Nakamura’s terminology of decomposing the perturbed metric into a gauge-
invariant part and a gauge variant part , B(1) and E(1) are the two gauge variant variables
of the metric perturbation while Φˆ(1) and Ψˆ(1) are the gauge-invariant part.
At second order, the perturbations transform as follows:
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Table A.2: Second-order gauge-invariant variables
Second order scalar perturbations Second order vector perturbations
Φ(2) → Φ(2) + T ′(2) +HT (2) + SΦ B(2)i → B(2)i − L
′(2)
i + SBi
B(2) → B(2) − T (2) + L′(2) + SB E(2)i → E(2)i + L(2)i + SEi
Ψ(2) → Ψ(2) −HT (2) + SΨ Second order tensor perturbations
E(2) → E(2) + L(2) + SE H(2)ij → H(2)ij + SHij
The notations SΦ, SB, SΨ, SE, SBi , SEi , SHij represent terms quadratic in first order per-
turbations and decomposed gauge vector field, they are given later in the appendix.
The second order transformation rules are much more complicated than their first-order
counterparts. However, Nakamura suggest we make we make a transformation to put them
in the form of first order transformation by defining Lˆab ≡ l˜ab + 2LXhab + L2Xgab, which
leads YLˆab− XLˆab = Lσgab, with σa = ξa(2) +
[
ξ(1), Xξ
]a
. With this transformation, we will be
dealing with σa instead of ξ(1) as in first order treatment and it also if we we implement our
first order gauge choice1 , in our case the Newtonian gauge Xξ, i.e Xξ → ξ→New. gau.
Table A.3: Transformed Second-order variables
Second order scalar perturbations Second order vector perturbations
ΦLˆ ≡ Φ(2) + SΦ(ξ(1)→New.gau) BLˆi ≡ B
(2)
i + SBi(ξ
(1)
→New.gau)
BLˆ ≡ B(2) + SB(ξ(1)→New.gau) ELˆi ≡ E
(2)
i + SEi(ξ
(1)
→New.gau)
ΨLˆ ≡ Ψ(2) + SΨ(ξ(1)→New.gau) Second order tensor perturbations
ELˆ ≡ E(2) + SE(ξ(1)→New.gau) HLˆij ≡ H
(2)
ij + SHij(ξ
(1)
→New.gau)
With these transformations gauge-invariant combination at second order can easily be
constructed as
Φˆ(2) ≡ ΦLˆ +
(
BLˆ − E ′Lˆ
)′
+H (BLˆ − E ′Lˆ)
Ψˆ(2) ≡ ΨLˆ −H
(
BLˆ − E ′Lˆ
)
Bˆ
(2)
i ≡ BLˆi − E ′Lˆi
Hˆ
(2)
ij ≡ HLˆij . (A.21)
Enforcing the condition Xξ → ξ→New. gau with Nakamura formalism is equivalent to trans-
1The important clause here is that we will construct gauge invariant variables at second order easily if
we choose at second order the same gauge we chose at first order
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forming quantities in the Newtonian gauge all the way to second order, since it basically
transforms B, E and Ei into a null value up to second order. As we can see that performing
the transformation (below) defined by ξ
(2)
→New.gau in Table A.3 will lead to the same result as
in Eq. (A.21).
T
(2)
→New.gau = B
(2) − E ′(2) + SB
(
ξ
(1)
→New.gau
)
− S ′E
(
ξ
(1)
→New.gau
)
L
(2)
→New.gau = −E(2) − SE
(
ξ
(1)
→New.gau
)
L
i(2)
→New.gau = −Ei(2) − SEi
(
ξ
(1)
→New.gau
)
. (A.22)
A.1.3 Source terms in second order transformation
The perturbation variables in the decomposition (A.12) are extracted as follows
Φ(n) = − 1
2a2
g(n)zz , (A.23)
Ψ(n) = − 1
4a2
Pv
ijg
(n)
ij ,
B(n) =
1
a2
Ps
ig
(n)
zi ,
B
(n)
i =
1
a2
Pv
j
ig
(n)
zj ,
E(n) =
1
4a2
(∆∆)−1
(
3∂i∂j −∆δij
)
g
(n)
ij ,
E(n)n =
1
a2
Pv
l
nPs
k
(
δikδ
j
l −
1
3
δklδ
ij
)
g
(n)
ij
H(n)mn =
1
2a2
Pv
k
mPv
l
n
(
δikδ
j
l −
1
3
δklδ
ij
)
g
(n)
ij ,
where n = 1, 2 is the order and where we have used the definitions
Ps
i ≡ ∆−1∂i , Pv ij ≡ δij −∆−1∂i∂j . (A.24)
Using this method we can read the source terms defined in equation (??), which are quadratic
in the gauge change variables T, L and the perturbation variables Φ,Ψ, B,E,Eij
SΦ = T
(
T ′′ + 5HT ′ + (H′ + 2H2)T + 4HΦ + 2Φ′)+ ∂iL′∂i (T − 2B − L′) (A.25)
+T ′ (2T ′ + 4Φ) + ∂iL∂i (T ′ +HT + 2Φ)
SΨ = −T
(HT ′ + (H′ + 2H2)T − 2Ψ′ − 4HΨ)− ∂i (HT − 2Ψ) ∂iL
−1
2
(
δij −∆−1∂i∂j)Xij (A.26)
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SB = Ps
iXi (A.27)
SBi = Pv
j
iXj (A.28)
SE = (∆∆)
−1
(
3
2
∂i∂j − 1
2
∆δij
)
Xij (A.29)
SEn = 2Pv
l
nPs
k
(
δikδ
j
l −
1
3
δklδ
ij
)
Xij (A.30)
, SHmn = Pv
l
nPv
k
m
(
δikδ
j
l −
1
3
δklδ
ij
)
Xij , (A.31)
with
Xi ≡ {T ′∂i(2B + L′ − T ) + 2HT∂i(2B + L′ − T )
+∂jL′ [2∂i∂jL+ 2 (HT − 2Ψ) δij + 4 (Hij + ∂i∂jE)]
+∂j∂iL∂j (2B + L
′ − T ) + ∂jL∂j∂i (2B + L′ − T )
+∂iT (−4Φ− 2T ′ − 2HT ) + T∂i(2B′ + L′′ − T ′)} , (A.32)
Xij ≡ {∂j (2B + L′ − T ) ∂iT + T∂i∂j(L′ + 2HL)
+∂i∂
kL [2∂k∂jL+ 4∂k∂jE + 4Hkj + (2HT − 4Ψ)δkj]
+T
(
2H ′ij + 2∂i∂jE
′ + 4HHij + 4H∂i∂jE
)
+∂k L∂k (∂i∂jL+ 2Hij + 2∂i∂jE)
}
. (A.33)
As for the matter perturbation variables, the source terms in the transformation rules are
Sρ = T (ρ¯
′′T + ρ¯′T ′ + 2δρ′) + ∂iL∂i(2δρ+ ρ¯′T ) (A.34)
SP = T (P¯
′′T + P¯ ′T ′ + 2δP ′) + ∂iL∂i(2δP + P¯ ′T ) (A.35)
SV = Psi
[HT∂i(L′ − 2V ) + T∂i(2V ′ − L′′) + ∂j(L′ − 2V )∂j∂iL
+Lj∂j∂
i(2V − L′) + ∂iL′ (HT + T ′ + 2Φ)] (A.36)
SV˜ k = Pv
k
i
[HT∂i(L′ − 2V ) + T∂i(2V ′ − L′′) + ∂j(L′ − 2V )∂j∂iL
+Lj∂j∂
i(2V − L′) + ∂iL′ (HT + T ′ + 2Φ)] (A.37)
Spiij = 2T
(
piij
)′
+ 2∂k L∂kpi
ij − 2piik∂k∂jL− 2pijk∂k∂iL . (A.38)
A.2 Statistics and Fourier Transform
• Continous Fourier transform
In our chosen convention, the Fourier transform of a real space spin-zero field, f(x) is
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defined as
f(x) ≡
∫
d3k
(2pi)3
eik·xf(k) , (A.39)
and the inverse Fourier transform is defined as
f(k) ≡
∫
d3xe−ik·xf(x) , (A.40)
where f(k) is the Fourier mode function of f(x). The integration extend to entire
space. A Fourier transform followed by an inverse Fourier transform defines a delta
function
f(k) =
∫ ∞
−∞
d 3x
(∫ ∞
−∞
d 3k′
(2pi)3
f(k′)eik
′·x
)
e−ik·x (A.41)
(A.42)
Hence
δD(x− x′) ≡
∫ ∞
−∞
d 3x
(2pi)3
eik·(x−x
′) (A.43)
• Convolution Theorem
The Fourier transformation of product of two functions f(x) and g(x) is defined as
h(k) =
∫
d 3xf(x)g(x)e−ik·x (A.44)
=
∫
d 3k1
(2pi)3
∫
d 3k2f(k1)g(k2)δD (k1 + k2 − k) (A.45)
This process may be extended to any number of fields, f1x, f2x2 . . . fn(x)
h(k) =
∫
d 3k1
(2pi)3
∫
d 3
(2pi)3
· · ·
∫
d 3knf1(k1) · · · fn(kn)δD
(
k−
n∑
i=1
ki
)
(A.46)
The N -point correlation function for f(x) are averages over the ensemble of the prod-
ucts f(x1)f(x2)...f(xn) where x1, x2, ..., xn represent different points in space:
〈f(x1)f(x2)...f(xn)〉 ≡
∫
d3k1
(2pi)3
d3k2
(2pi)3
...
d3kn
(2pi)3
ei(k1·x1+k2·x2+...+kn·xn) (A.47)
〈f(k1)f(k2)...f(kn)〉 .
Thus, the correlation functions in real space may be studied via the correlation func-
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tions in momentum space.
• Statistical homogeneity The probability distribution function associated with f(x) is
statistical homogeneous if the N -point correlation function in real space are invariant
under translations in space, i.e.
〈f(x1 + d)f(x2 + d)...f(xn + d)〉 = 〈f(x1)f(x2)...f(xn)〉 , (A.48)
where d is some vector in real space establishing the amount of spatial translation. In
momentum space, the statistical homogeneity is enforced through Dirac delta function:
〈f(k1)f(k2)...f(kn)〉 ≡ (2pi)3δ3(k12...n)Mf (k1,k2, ...,kn) . (A.49)
where, k12...n means k1 + k2 + ... + kn, and Mf (k1,k2, ...,kn) is called the (N − 1)-
spectrum, For example, N = 2 is called the power spectrum, N = 3 Bispectrum, etc.
Statistical homogeneity assumption in Cosmology is protected by Ergodic theorem.
• Statistical isotropy The field f(x) is statistical isotropic if its probability distribution
function is invariance under spatial rotations, that is the N -point correlation function
satisfies, .
〈f(x˜1)f(x˜2)...f(x˜n)〉 = 〈f(x1)f(x2)...f(xn)〉 , (A.50)
where x˜i = R xi, R is the rotation matrix. The (N − 1)-spectrum must satisfy the
condition
Mf (k˜1, k˜2, ..., k˜n) = Mf (k1,k2, ...,kn) , (A.51)
For the two lowest spectrum, we have
Mf (k1,k2) ≡ Pf (k1,k2) = Pf (k) , (A.52)
Mf (k1,k2,k3) ≡ Bf (k1,k2,k3) = Bf (k1, k2, k3) , (A.53)
where k = |k1| = |k2|.
• Gaussianity
If f(x)is a statistically Gaussian field, the first three lowest Gaussian field, satisfy the
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following
〈f(k1)f(k2)〉 = (2pi)3δ3(k12)Pf (k1) , (A.54)
〈f(k1)f(k2)f(k3)〉 = 0 , (A.55)
〈f(k1)f(k2)f(k3)f(k4)〉 = 〈f(k1)f(k2)〉〈f(k3)f(k4)〉
+〈f(k1)f(k3)〉〈f(k2)f(k4)〉
+〈f(k1)f(k4)〉〈f(k2)f(k3)〉 (A.56)
= (2pi6)δ3(k12)δ
3(k34)Pf (k1)Pf (k3) (A.57)
+two permutations ,
The N -point correlators, with N odd, are zero, while those withN even, may all be
written in terms of 2-point correlators.
• Non-Gaussianity
If f(k) is non-gaussian, the connected terms that appear in higher order N -point
correlators are non-zero
〈f(k1)f(k2)〉 = (2pi)3δ3(k12)Pf (k1) , (A.58)
〈f(k1)f(k2)f(k3)〉 = 〈f(k1)f(k2)f(k3)〉c (A.59)
= (2pi)3δ3(k123)Bf (k1,k2,k3) , (A.60)
〈f(k1)f(k2)f(k3)f(k4)〉 = 〈f(k1)f(k2)f(k3)f(k4)〉c
+〈f(k1)f(k2)〉〈f(k3)f(k4)〉
+〈f(k1)f(k3)〉〈f(k2)f(k4)〉
+〈f(k1)f(k4)〉〈f(k2)f(k3)〉 (A.61)
= (2pi)3δ3(k1234)Tf (k1,k2,k3,k4) +
(2pi6)δ3(k12)δ
3(k34)Pf (k1)Pf (k3)
+two permutations , (A.62)
and so on. In the above, Bf (k1,k2,k3) and Tf (k1,k2,k3,k4) are called the connected
bispectrum and trispectrum of f .
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Appendix B
Symmetric-Trace Tensors and
Spherical Harmonics
B.1 Spherical Harmonics and Symmetric tensors
An observer moving with 4−velocity ua at position xi, in a direction na on the unit sphere
measures the luminosity of a distant supernova or galaxy. The direction vector is space-like
nana = 1 and orthogonal to u
a, naua The vector n
a may be given in terms of an orthnormal
tertrad frame:
na(θ, φ) = (0, sin θ sinφ, sin θ cosφ, cos θ) (B.1)
Any observable measured by the observer may be expanded in the spherical harmonics, for
example, the spherical harmonics expansion of an observable f is given by
f =
∞∑
l=0
fl =
∞∑
l=0
+l∑
m=−l
Aml (x
i)Y ml (θ, φ) (B.2)
where Y ml (θ, φ) are the surface spherical harmonic, it depends only on the angle θ and φ.
There is a 1− 1 correspondence between all symmetric trace-free tensors of rank ` and the
spherical harmonics of order `, [241, 243, 261, 262] This implies that all symmetric-trace-
free tensors of rank ` generates an irreducible representation of the weight ` and dimension
(2` + 1) of the group of rotations SO(3) or the SU(2). The dimension (2` + 1) is due
to summation over all degrees of freedom association with the magnetic quantum number.
Also Y`,m(θ, φ) or a spin weighted spherical harmonic or spin zero is related to the associated
Legendre polynomial, P `m(cos θ)[246, 261]:
244
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Y `m = (−1)m (2`+ 1)(`−m)!
4pi(`+m)!
eimφP `m(cos θ), (B.3)
= (−1)m (2`+ 1)(`−m)!
4pi(`+m)!
(niφ sin θ)m (B.4)
[(`−m)/2]∑
j=0
(−1)j(2`− 2j)!
2`j!(`− j)!(`−m− 2j)!(cos θ)
`−m−2j
∀ m ≥ 0.
The conjugate of Y `m is given by Y `m = (−1)mY `|m|∗ ∀ m ≤ 0. The spherical harmonic,
Y `m is related to the direction vector, nA` according to
Y `m(θ, φ) = Y`mA` nA` , (B.5)
The definition of Y`mA` follows from equation (B.5) by substituting
n1 + in2 = eiφ sin θ n3 = cos θ (B.6)
so that
Y`mA` = (−1)m
(2`+ 1)(`−m)!
4pi(`+m)!
[(`−m)/2]∑
j=0
(−1)j(2`− 2j)!
2`j!(`− j)!(`−m− 2j)! (B.7)
×
m∏
k=0
(
h1(ak + ih
2
(ak
) `−2j∏
p=m+1
h3ap
j∏
q=1
(hba2q−1+`−2jhba2q+`−2j)).
Because of the validity of the mapping between the spherical harmonics, Y`m and the direction
vector, nA, one may also perform a harmonic expansion of f in this form
f =
∞∑
l=0
F`n˜
A` = F + Fan
a + Fabn
anb + Fabcn
anbnc + Fabcdn
anbncnd + · · · (B.8)
where the spherical harmonic coefficients FA` are symmetric, trace-free tensors orthogonal
to ua:
FA` = F(A`) , FA`abh
ab = 0 , τA`au
a (B.9)
Round bracketts “(· · · )” denote the symmetric part of a set of indices, angle bracketts “〈· · ·〉”
the (orthogonally-) Projected Symmetric Trace-Free (PSTF) part of the indices : FA` =
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F〈A`〉. We introduced the shorthand notation using the compound index A` = a1a2 · · · a`.
Given a symmetric tensor Fa···z, one may construct a trace-free tensor out of it by sub-
tracting off the trace of the tensor Fa···z. For a projected symmetric tensor F(a1a2···a`), the
trace T [F(a1a2···a`)] of such a tensor is given by
T [F(a1a2···a`)] =
[ l2 ]∑
k=0
b`,k
(
ha1a2···ha2k−1a2kF
(k)
a2k+1···a` + · · · (p`,kterms)
)
(B.10)
where F
(k)
a2k+1···a` is the kth trace of Fa1...a` ,
b`,k =
(−1)k∏k
m=1 {n+ 2 [`− (k −m)− 2]}
, p`,k =
`!
(`− 2k)!2kk! , (B.11)
and the sum in the brackets extends over all plk different permutations of the indices and n
is the number of dimensions of the projected hypersurface. The trace-free part of any tensor
F(a1a2···a`) is then constructed by subtracting all the traces as [244, 246, 263, 264]:
F〈a1a2···a`〉 = F(a1a2···a`) −
[ l2 ]∑
k=0
b`,k
(
ha1a2···ha2k−1a2kF
(k)
a2k+1···a` + · · · (p`,kterms)
)
,(B.12)
in three dimensions, i.e n = 3, we may then expand as follows
F〈a1a2···a`〉 = F(a1a2...a`) −
1
2`− 1h{a1a2Fa2a2a3a4···a`} (B.13)
+
1
(2`− 3)(2`− 1)h{a1a2a3a4Fa2a2a4a4a5a6···al}
− · · · (−1)
`/2∏ `
2
m=1 [`+ 2m− 1]
ha1a2···alFa2a2···a`a`
the last is replaced by h{a1a2···a2 `2
Fa2a2···a `
2
a `
2
a`} for odd number of indices. We have also
used another shorthand notation F{a1a2···ak} = k!F(a1a2···ak). So for any rank tensor ` or
combination of tensors σabσcd that appear after the covariant derivative decomposition , we
use Eq. (B.13) to extract the trace and the trace-free part of the tensor.
To illustrate how these relations work, let us consider the decomposition of eaebecedσabσcd
into trace and trace-free part. We will be a bit more general by considering eA`+2G(abFA`), at
the end of the process we set ` = 2 to recover the case of interest. First we use Eq. B.12 to
split the rank four tensor into a rank two and a rank zero tensor. This is not the end of the
process because the rank two tensor i.e the second term on RHS of Eq. B.12 still contains
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a trace part, so we use Eq.B.13 on the rank two tensor to extract the trace part as .
Fc(A`−1G
c
a`)
= Fc〈A`−1G
c
a`〉 +
(`− 1)
(2`− 1)Fcd(A`−2G
cdha`−1a`) (B.14)
After some simplification this process leads to
eA`+2F(A`Gab) = e
A`+2
[
F〈A`Gab〉 +
2`
2`+ 3
Fc〈A`−1G
c
a`〉hab +
`(`− 1)
(4`2 − 1)GcdF
cd
(A`−2ha`−1a`hab)
]
(B.15)
Then for the special case of interest (eaebecedσabσcd) we set ` = 2 and replace F and G with
σ to obtain
eaebecedσ(abσcd) = e
aebecedσ〈abσcd〉 +
4
7
eaebσc〈aσb〉c +
2
15
σabσ
ab. (B.16)
B.2 Spin Weighted Harmonics
On a three dimensional Euclidean hypersurface orthogonal to the fundamental observer with
the 4-velocity ua, we may introduce orth rnormal triad (nir, n
i
θ, n
i
φ), such that the direction
na on a unit sphere (nana = 1, n
aua = 0) is given by
na(θ, φ) = (0, sin θ sinφ, sin θ cosφ, cos θ) . (B.17)
In most cases, it is convenient to introduce in place of (niθ, n
i
φ), the complex vector m+ and
its complex conjugate m− in the two-dimensional Euclidean section of the three dimensional
hypersurface with coordinates (θ, φ) . The spin weighted spherical harmonics is related to
the Wigner D matrices according to
D`−ms(θ, φ,−ψ) = (−1)m
√
4pi
(2`+ 1)
sY`m(θ, φ)e
isψ (B.18)
It is possible to define to two complex vector field on a unit sphere by combining two triads,
niθ, n
i
φ):
mi± ≡ 1√2
(
niθ ∓ i niφ
)
= 1√
2
 cos θ cosφ± i sinφcos θ sinφ∓ i cosφ
− sin θ
 . (B.19)
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Using the Pauli basis, it is straight forward to establish the following properties
mi±m±i = 0, m
i
±m∓i = 1 m
i
±ni = 0 N
ijm± j = mi±, (B.20)
where m is defined up to a phase factor ψ
m± ≡ 1√
2
(
niθ ∓ i niφ
)→ eiψm± (B.21)
In general a quantity of spin-weight s defined this manifold as sη is said to be of spin-weight
s if under the transformation in equation (B.21), it transforms as sη → sηeisψ. Just like in
the STF harmonics, the symmetric trace-free part of a tensor with a rank-|s| is given by
ηAs ≡ ηa1...as , where a1 . . . as is a collection of indices. For s ≥ 0, ηAs is decomposed in the
complex basis according to
ηAs ≡ 1
2|s|
(
+sη m
As− + −sη m
As
+
)
, (B.22)
Using equation (B.20), the inverse relation becomes
−sη = ηAsm
As
+ , +sη = ηAsm
As− (B.23)
With respect to the covariant derivatives on the screen space, it is possible to define respec-
tively, the spin raising and lowering operators ð and ð¯ using the complex basis m±. For
example the the covariant derivatives of ηA|s| is given by
ð±|s|η = −(mc+∇⊥cηA|s|)m
A|s|
± , (B.24)
ð¯±|s|η = −(mc−∇⊥cηA|s|)m
A|s|
± , (B.25)
where the minus signs are conventional. In a spherical polar coordinate system, we have
ma±∇amb± = cot θmb± and ma∓∇amb± = − cot θmb± and the spin raising and lowering opera-
tors
ð sη = − sins θ
[
∂
∂θ
+ i
sin θ
∂
∂φ
]
sin−s θ sη (B.26)
ð¯ sη = − sin−s θ
[
∂
∂θ
− i
sin θ
∂
∂φ
]
sins θ sη. (B.27)
The symmetric trace-free tensor of any rank, decomposed in this complex basis may be
expanded in spin weighted spherical harmonics, Y`m(n)
±sA(n) =
∑
lm a
A
`m ±sY`m(n), (B.28)
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where aA`m is the spin weighted spherical harmonic moments. a
A
`m may be calculated from
equation (B.28) by multiplying both sides with the conjugate of Y ∗`m(n) and integrating over
the entire sky
aA`m =
∫
±sA(n) [±sY`m(n)]
∗ dΩ (B.29)
(B.30)
For a non-zero spin object, i.e s 6= 0, aA`m is further decomposed into the electric E-part and
the magnetic B- part
aA`m = a
AE
`m + ia
AB
`m . (B.31)
The E- part and B- part may be extraction using
aAE`m =
1
2
(
aA`m + a
A∗
`m
)
, aAB`m =
1
2i
(
aA`m − aA∗`m
)
. (B.32)
The E- part is invariant under parity transformation and the B- part changes signs under
parity transformation
aA`m → (−1)`+saA∗`−m , aAE`m → (−1)`+saAE`−m , aAB`m → −(−1)`+saAB`−m. (B.33)
The spin-s weighted harmonics is given by
sY`m(θ, φ) =
[
2`+ 1
4pi
(`+m)!(`−m)!
(`+ s)!(`− s)!
]1/2
(sin θ/2)2`
∑
r
(
`− s
r
)(
`+ s
r + s−m
)
×(−1)`−r−seimφ(cot θ/2)2r+s−m. (B.34)
The group theory rotation matrix D`−s,m(φ, θ, ψ), is related to the spin weighted harmonics
according to
D`−s,m(φ, θ, ψ) =
√
4pi/(2`+ 1)sY`m(θ, φ)e
−isψ (B.35)
represents rotations by the Euler angles (φ, θ, ψ). By virtue of their relation to the rotation
matrices, the spin harmonics satisfy: the compatibility relation with spherical harmonics,
0Y
m
` = Y
m
` ; the conjugation relation sY
m∗
` = (−1)m+s−sY −m` ; the orthonormality relation,
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the completeness relation, the parity relation, and the generalized addition relation.∫
dΩ (sY
m∗
` ) (sY
m
` ) = δ`,`′δm,m′ , (B.36)∑
`,m
[sY
m∗
` (θ, φ)] [sY
m
` (θ
′, φ′)] = δ(φ− φ′)δ(cos θ − cos θ′) , (B.37)
sY
m
` → (−1)`−sY m` and (B.38)∑
m
s1Y
m∗
` (θ
′, φ′)s2Y
m
` (θ, φ) =
√
2`+ 1
4pi
s2Y
−s1
` (β, α)e
−is2γ , (B.39)
respectively. These relations follow from the group multiplication property of rotation ma-
trices which relates a rotation from (θ′, φ′) through the origin to (θ, φ) with a direct rotation
in terms of the Euler angles (α, β, γ). The addition of two angular momentum states is
handled using the Clebsch-Gordan relation,
s1Y
m1
`1 s2
Y m2`2 =
√
(2`1 + 1)(2`2 + 1)
4pi(2`+ 1)
∑
`,m,s
〈`1, `2;m1,m2|`1, `2; `,m〉
× 〈`1, `2;−s1,−s2|`1, `2; `,−s〉 sY m` . (B.40)
We may use the spin-raising/lowering operators to define spin-weighted spherical harmonics
through
sY`m =
√
(`− |s|)!
(`+ |s|)!
 ð
s Y`m, s ≥ 0
(−1)sð¯|s| Y`m, s < 0.
(B.41)
The action of raising/lowering operator on Y`m is given by
sY
∗
`m = (−1)m+s−sY`m (B.42)
ðsY`m = [(`− s)(`+ s+ 1)]
1
2
s+1Y`m (B.43)
ð¯sY`m = − [(`+ s)(`− s+ 1)]
1
2
s−1Y`m (B.44)
ð¯ðsY`m = −(`− s)(`+ s+ 1)sY`m (B.45)
for double derivatives
ððsY`m = [(`− s)(`+ s+ 1)] s+2Y`m (B.46)
ð¯ð¯sY`m = [(`+ s)(`− s+ 1)] s−2Y`m (B.47)
(B.48)
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Acting with the spin-lowering operator on +sA and vice versa then yields
ð¯ssA(n) =
∑
`m a
A
`m
√
(`−s)!
(`+s)!
ð¯sðsY`m(n) =
∑
`m a
A
`m(−1)s
√
(`+s)!
(`−s)!Y`m(n) (B.49)
ðs−sA(n) =
∑
lm a
A
lm(−1)s
√
(l−s)!
(l+s)!
ðsð¯sYlm(n) =
∑
lm a
A
lm
√
(l+s)!
(l−s)!Ylm(n). (B.50)
We thus have
aA`m =
∫
±sA(n) [±sY`m(n)]
∗ dΩ (B.51)
=
√
(`− |s|)!
(l + |s|)! (−1)
s
∫ [
ð¯s +sA(n)
]
Y ∗lm(n)dΩ (B.52)
=
√
(`− |s|)!
(`+ |s|)!
∫
[ðs −sA(n)]Y ∗`m(n)dΩ. (B.53)
This ensures that the harmonics moments aA`m act as a scalar on the sky, i.e it is invariant
under a rotation of the coordinate system around n.
The Wigner 3− `m sympbols are related to the standard Clebsch-Gordan coefficient
〈`1,m1, `2,m2|j3,−m3〉 through(
`1 `2 `3
m1 m2, −m
)
=
(−1)`1−`2−m3√
(2`3 + 1)
〈`1,m1, `2,m2|j3,−m3〉 (B.54)
and it may be expanded in terms of orbital angular momentum(
`1 `2 `3
m1 m2, −m
)
= (−1)`1−m1δm1+m2,−m3 (B.55)
×
[
(`1 + `2 − `3)!(`1 + `3 − `2)!(`2 + `3 − `1)!(`3 +m3)!(`3 −m3)!
(`1 + `2 + `3 + 1)!(`1 +m1)!(`1 −m)!(`2 +m2)!(`2 −m2)!
] 1
2
×
∑
k≥0
(−1)k
k!
[
(`2 + `3 +m1 − k)!(`1 −m1 + k)!
(`3 − `1 + `2 − k)!(`3 −m3 − k)!(`1 − `2 +m3 + k)!
]
The sum runs over all values of k for which the arguments inside the factorials are non-
negative.
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One special case of interest is the case of zero total angular momentum(
`1 `2 0
m1 m2, 0
)
= 〈`1,m1, `2,m2|0, 0〉 (B.56)
=
(−1)`1−m1√
2`1 + 1
δ`1,`2δm1,−m2 (B.57)
(B.58)
and for the spin degrees of freedom(
`1 `2 0
−s1 −s2, 0
)
= 〈`1,−s1, `2,−s2|0, 0〉 (B.59)
=
(−1)`1−s1√
2`1 + 1
δ`1,`2δs1,−s2 (B.60)
(B.61)
also (
`1 `2 0
0 0, 0
)
= 〈`1, 0, `2, 0|0, 0〉 (B.62)
=
(−1)`1√
2`1 + 1
δ`1,`2 (B.63)
At some stage in the calculation, we added two angular momentum states using the Wigner
3− `m symbol in the form given below:
s1Y`1,m1s2Y`2,m2 =
√
(2`1 + 1)(2`2 + 1)(2`3 + 1)
4pi
(
`1 `2 `3
m1 m2, −m
)
×
(
`1 `2 `3
−s1 −s2, −s
)
sY`,m . (B.64)
This is how we extract our monopole `3 = 0(
`1 `2 0
m1 m2, 0
)(
`1 `2 0
−s1 −s2, 0
)
(B.65)
= 〈`1,m1, `2,m2|0, 0〉〈`1,−s1, `2,−s2|0, 0〉 ,
=
(−1)2`1−m1−s1
(2`1 + 1)
δ`1,`2δm1,−m2δs1,−s2 (B.66)
(B.67)
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This is how we extract the dipole(
`1 `2 1
m1 m2, 0
)
= (−1)`1−m1δm1+m2,0
[
2m1δ`1,`2√
(2`1 + 2)(2`1 + 1)(2`1)
(B.68)
+δ`1,`2+1
√
(`1 +m1)(`1 −m1)
`1(2`1 + 1)(2`1 − 1) − δ`1+1,`2
√
(`2 −m2)(`2 +m2)
(2`2 + 1)(2`2 − 1)
]
(
`1 `2 1
m1 m2, ±1
)
= (−)`1−m1δm1+m2,∓1
[
±δ`1,`2
√
(`1 ∓m1)(`1 ∓m2)
`1(2`1 + 2)(2`1 + 1)
(B.69)
+δ`1,`2+1
√
(`1 ∓m1)(`1 ±m2)
2`1(2`1 + 1)(2`− 1) + δ`1+1,`2
√
(`2 ∓m2)(`2 ±m1)
2`2(2`2 + 1)(2`2 − 1)
]
B.2.1 Recursion Relations
We made use of some of the following recursion relations at some stage in the derivation.
j`(x)
x
=
1
2`+ 1
[j`−1(x) + j`+1(x)] , (B.70)
j`(x)
x2
=
j`+2(x)
(2`+ 3)(2`+ 1)
+
2j`(x)
(2`+ 3)(2`− 1) +
j`−2(x)
(2`+ 1)(2`− 1) (B.71)
j′`(x) =
1
2`+ 1
[`j`−1(x)− (`+ 1)j`+1(x)] (B.72)
j′′` (x) =
`(`− 1)
(2`+ 1)(2`− 1)j`−2(x)−
2`2 + 2`− 1
(2`− 1)(2`+ 3)j`(x) (B.73)
+
(`+ 1)(`+ 2)
(2`+ 1)(2`+ 3)
j`+2(x)
j′′′` (x) =
`(`− 1)(`− 2)
(2`+ 1)(2`− 1)(2`− 3)j`−3(x)−
3`(`2 − 2)
(2`+ 1)(2`− 3)(2`+ 3)j`−1(x)(B.74)
+
3(`+ 1)(`(`+ 2)− 1)
(2`+ 1)(2`− 1)(2`+ 5)j`+1(x)−
(`+ 1)(`+ 2)(`+ 3)
(2`+ 1)(2`+ 3)(2`+ 5)
j`+3(x)(
j`(x)
x
)′′
=
(`+ 2)(`+ 3)
(2`+ 1)(2`+ 3)
j`+2
x
− 2`
2 + 2`− 3
(2`+ 3)(2`− 1)
j`
x
+
(`− 1)(`− 2)
(2`+ 1)(2`− 1)
j`−2
x
(B.75)(
j`(x)
x
)′′
=
(`+ 2)(`+ 3)
(2`+ 1)(2`+ 3)(2`+ 5)
j`+3 − `
2 + `− 3
(2`+ 5)(2`+ 1)(2`− 1)j`+1 (B.76)
− `
2 + `− 3
(2`+ 3)(2`+ 1)(2`− 3)j`−1 +
(`− 1)(`− 2)
(2`+ 1)(2`− 1)(2`− 3)j`−3
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