Abstract
Introduction
The 3D recovery problem of the real scenes has different application domains and is intensively investigated [1] [8] . Though the high-end toolkit for manual 3D model development is available nowadays it is rather laborious method to get a model of the real object. That is why the automated methods of 3D recovery have a good future prospect.
Two general sorts can be separated out among the great amount of different 3D recovery methods. The algorithms of the first type recover the dense 3D model as for example the standard stereo [1] , [2] does. In contrast the algorithms of the second type recover the 3D model of the scene as a set of feature points [3] , [7] . This is typical for the shape from motion algorithms and the wide-base stereo. The standard stereo supposes that the input images are rectified and the relative shift is small. It also requires the disparities search range to be defined. It is a crucial parameter as the understated range leads to the wrong result and the overstated range appreciably slows down the computation. In contrast the wide-based stereo such as [7] and the shape from motion approaches such as factorization algorithms [3] - [6] require the set of corresponding feature points detected and tracked in the input images. Practically these approaches are more perspective than the standard stereo since the wide base and/or the considerable amount of input images increase the recovery accuracy. Moreover one can use the typical photos and videos as the input images. As the wide base increases the number of occluded points we will track not many features through the whole image sequence. Nevertheless the preliminary recovery can be obtained even if the number of feature points is rather small (~10) though in this case the triangulation mesh is insufficient to model the real scene surface.
Nevertheless the preliminary recovery gives a coarse approximation of the real scene form even if the number of feature points is small. This information can be used for the further refinement. Using these reliable correspondences we can estimate the position of new correspondences and constrain their search range.
The incremental algorithm of the constrained search of correspondences is introduced in [8] . The main idea is to constrain the search range of the corresponding point. If the set of reliable correspondences is given, one can use Delaunay triangulation to part the first image into the set of triangles which extends to the second image. Thus, a set of corresponding triangles on two images is created. The same set of reliable correspondences can be used to compute the epipole geometry. So for every feature point they search for the corresponding one in the piece of epipolar line constrained by the corners of the corresponding triangles.
In this paper we introduce an approach that also uses the triangulation of reliable correspondences to constrain the search range of new correspondences; however we propose the different method of position and search range estimation. In contrast to [8] we suppose the shape from motion problem is solved already. We use the mesh built on the small set of reliable features and the recovered positions and orientations of the cameras to form hypotheses of the corresponding features on the second image. This is more strict constraint than a search range given by the intersection of the mesh triangle and the epipolar line.
In the next section we describe the structure of our approach. Several steps of the system are specified in the following sections. Finally we present the results of the 3D recovery of the real scene.
The approach review
Let F images (
) of the static scene are given. There are no specific requirements for the calibration or the quality of the camera. Also let a small number ( 20 10 … P ) of feature points are detected and tracked through the whole set of digital images. The simplest way is to set the feature points manually. These source data are enough to recover the 3D positions of the feature points
by the factorization algorithms [3] - [6] , as well as to compute all cameras positions
, the focal length g , and to give the estimation of the result accuracy [5] , [6] . For further details about the factorization algorithms and their accuracy see the next section.
We perform the Delaunay triangulation to build the preliminary mesh that models the scene surface by the set of large plane pieces according to the result of triangulation. To refine the model we have to detect more features and to track their correspondence.
Suppose the scene is a piecewise smooth surface. Though the preliminary mesh may not match up the real shape of the scene we consider that the mesh gives a reliable approximation of the scene shape in the neighborhood of the triangle vertices.
We choose an image L from the initial set of digital images and use it to detect features by Harris corner detector [9] . Then for each feature we form one or more hypothesizes of the corresponding point position at the second chosen image R . The final search of the correspondence is performed by Kanade-Lucas tracker [10] .
The tracked correspondences must satisfy the epipole constraints. The epipole geometry is computed from the cameras positions and orientations recovered by the factorization algorithms. We define a constraint for the new correspondence as follows. The distance between the point R x at the second image R and the epipolar line Finally we add new reliable correspondences to the initial set of features and build a new mesh. Using the cameras' positions and orientations recovered by the factorization algorithms we can compute the 3D positions of new features and enrich the 3D model of the scene. Or we can try to add new correspondences using the refined mesh once again. The structure of the described approach is sketched out at the Fig. 1 
Shape from motion via factorization algorithms
Suppose a 3D scene expects no deformation during the shooting. In other words the scene is a solid object or several relatively motionless solid objects.
The 3D coordinates of the p-th point are related to their projections to the image plane (Fig. 2) by the well-known equations of the perspective projection
Here we denote the orthonormal basis vectors specifying the right coordinate system associated with the f -th camera as
; f l is the focal length, e f ũ is the size of the pixel on the optical sensor, N is the image width in pixels. Introducing the notation
and moving the denominator to the left part of (2) we get the following expression.
,
we obtain the following formulas for the scaled orthographic projection (SOP) approximation.
The collection of equations (4) for P points and F images can be represented as a matrix equation.
Here W is a P F × 2 matrix formed by the feature points' coordinates on the images' planes, the matrix M represents cameras' positions and orientations, and the matrix S consists of 3D features' coordinates. The ranks of matrices S and M does not exceed ζ which is equal to 3 for 3D object and camera motion (2 for plane 3D object and camera motion, and 1 for line object and camera motion, respectively) [3] . Matrix ' W can be represented as the product of matrices S and M therefore, the rank of it does not exceed ζ . To solve the problem in the perspective projection we have to work with (3). Considering the focal length to be constant for the whole set of images, i.e. 
We propose to solve (6) iteratively by successively refining the focal length and using the results of previous step of iterations to compute the component 2 W . The detailed description of the iterative algorithm in perspective projection (IPP) is given in [5] .
The 3D recovery algorithms SOP and IPP work under the conditions of the excessive information. In the presence of noise the constraints (2)-(4) may be violated; however these violations are not arbitrary and obey certain statistical laws. This provides the algorithms belonging to the considered group with the unique feature: simultaneously with the shape and motion recovery the errors of the results can be estimated. Moreover, it turns out that the error estimates can be obtained in the framework of the same technique (singular value decomposition). S are the rows of matrix S . We also use a Frobenius norm for matrices [11] . For an arbitrary matrix A it can be defined as follows:
A
The detailed derivation of (7) is given in [6] . The derivation does not use any additional constraints on the shape of the scene or the way of shooting. Therefore the result in [6] is more general than the simple estimates in [5] where the scene considered to have a small depth.
The estimations (7), the model shape S , and the camera motion g , R , t are computed simultaneously, i.e. (7) gives an a posteriori error. Furthermore we succeeded in analyzing the a priori error estimations [6] .
Epipolar geometry
The basic result of the epipolar geometry is the linear relation between the homogeneous coordinates L x and R x of 3D scene point projection on the planes of two images L and R respectively.
Components of the fundamental matrix F (FM) can be represented as follows [12] . 
, those consist of camera orientation vectors. The expression (9) is a mixed product of the translation vector ( ) L R t t − and the rows of the orientation matrices [6] .
We compute the fundamental matrix from the results of factorization algorithms. These algorithms require all features to be visible on the whole set of images, so the vectors L k and R k are pointed to the object centre of mass. Since we work with the set of feature points the centre of mass is an average of their positions. The point of origin is also placed to the object centre of mass. In that case the vectors
Where L z and R z are the distances between cameras and the object centre of mass. Using (10) we can expand the expression for each component of fundamental matrix.
Deriving the differential of the fundamental matrix components (11) and approximating it by the increments [13] we get the estimation for the fundamental matrix error.
Using (12) 
The coefficient in (14) can be evaluated from (8) .
We denoted the columns of fundamental matrix as
. Next we use (15) to evaluate the increments of the coefficients of the epipolar line equation considering only matrix F varies.
As appears from (16) the epipolar line error depends on the feature point position on the image. To eliminate this we derive the root-mean-square error for the whole image under the assumption that the distribution of features is uniform [13] . 
The hypotheses of the corresponding point position
Consider the scene is already recovered by the factorization algorithms and the coarse mesh is built. The Delaunay triangulation parts each image into the set of triangle pieces. Consider a piece with vertices { } Each feature point can be a vertex for several triangles of the mesh. Therefore we can form several hypothesizes in the neighborhood of the feature. The better hypothesis of the point position matches the reality the less expectancy of tracking the false correspondence. Therefore we track by Kanade-Lucas only those features which hypothesizes differ less than the 1/3 of the tracker window size.
Results
The proposed approach was tested on the real scenes. The results are illustrated by the scenes "Cabin" and "Boxes". For "Cabin" we manually detected 14 featured points and tracked them through the 9 images of the sequence. For "Boxes" we manually detected 21 featured points and tracked them through the 19 images of the sequence. At the left part of Fig. 3 the initial sets of the feature points are shown. Both scenes were recovered by the iterative algorithm in perspective projection and the linear algorithm in scaled orthographic projection [5] , [6] . The error estimates of the results are calculated according to (7) and are given in the Table 1 . Since the perspective distortion is significant for both scenes and the accuracy of IPP is better for the following operations we use the results of iterative algorithm. To build a mesh we apply the Delaunay triangulation. We choose an image from the sequence and triangulate the set of its feature points. The results are shown at the left part of Fig. 3 . Though the shape is rather simple the coarse mesh distort the surface of the recovered model (right part of the Fig. 3) .
To refine the mesh we manually choose a pair of images from the initial sequence (Fig. 4) . We use left image to detect new features by Harris corner detector [9] . The results are shown on Fig. 5 .
Then we choose all new feature points those are placed inside one of the mesh triangles. For each of them we determine the closest reliable correspondence Next we track the correspondences by KanadeLucas tracker [10] .
The tracked correspondences are verified by the epipolar constraints. The fundamental matrix error was estimated according to (12) - (13) . The average relative error for the coefficients of fundamental matrix is 0,127 for the scene "Boxes" and 0,164 for the scene "Cabin".
The error of the epipolar line coefficients (14) were estimated according to (17). 6 as well as the result of Delaunay triangulation. Totally we add 22 points for the scene "Cabin" and 134 points for the scene "Boxes". The number of new features for the scene "Boxes" is appreciably higher because this scene is more textured than the "Cabin".
The refined 3D models are shown at right side of the Fig. 6 . One can see that the models match the real scene shape better than the previous ones. However the surfaces of the models are distorted. We can see it at the 3D model of the "Boxes". This occurs because of the false correspondences tracked by Kanade-Lucas tracker. Though we verify the correspondences by epipolar constraints, it does not guarantee that all the false correspondences would be excluded from the final feature set. Right: the 3D models of the scenes "Cabin" and "Boxes" in VRML. One can see that these models match the real scene shapes better than the previous ones. However the accuracy of some correspondences tracked by Kanade-Lucas is not sufficient and it disturbs the surfaces of the 3D models.
Summing up the results of tests one can say that the introduced system demonstrated its efficiency. The results of the iterative factorization algorithm in perspective projection provide a reliable basis for the further result improvement due to the errors estimation.
The following mesh refinement enlarges the set of feature points and makes the 3D model more similar to the real scene surface. Nevertheless the problem of false correspondence still needs to be solved.
Conclusion
This paper is devoted to the problem of automated 3D recovery of the real scenes from the set of digital images. We introduced the approach which lets to recover the preliminary coarse result from a small set of feature points and to refine it by increasing the number of features. But for the constraint the recovered object is solid the approach does not require any specific condition for the way of shooting as well as it does not use any a priori information about the shape of the scene.
For the preliminary recovery we use the factorization algorithms those allow to recover the 3D feature coordinates, cameras' positions, and orientations. Moreover using the excessiveness of information (the number of images 5 > F ) we succeed in getting the errors estimation (7). The expressions (7) are more general than the similar results in [5] . Estimations (7) do not require any specific way of shooting and use no scene shape restrictions in contrast with [5] where the small depth of scene was considered.
We use the factorization results to compute the epipolar geometry and to estimate its errors (13), (17).
To refine the preliminary result we detect the additional features by Harris corner detector and track them by Kanade-Lucas tracker. The essential peculiarity of the approach is that there is no requirement of the small shift between the images that increases the accuracy of the final result. The requirement was obviated due to the small initial set of reliable correspondences. We use the preliminary result as a coarse approximation that allows building hypothesizes about the correspondences positions. The methods of building hypothesizes is proposed.
Our system was tested on the real scene image sequences and demonstrated its efficiency. However the system needs some future improvement and analysis. We plan to eliminate the preliminary manual detecting and tracking, to reduce the number of false correspondences, and to explore new methods of building hypothesizes about the correspondences positions.
The system of automated 3D shape recovery has a good future prospect in the field of virtual reality. It allows to get a 3D model of a real object using a set of digital images. The proposed algorithm gives the reliable result and is aimed to combine existing methods and new ideas to improve the 3D model quality.
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