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1. Introduction
Let R and S be associative rings with identity 1. A ring homomorphism  : R → S is called local
(see Deﬁnition 2.1 in [5]) if every square matrix A with entries in R has the following property:
If (A) is invertible, then A is invertible.
A ring homomorphism  is said to be an augmentation if there is a ring homomorphism j : S → R
such that  j = idS .
If  : R → S is both local and an augmentation we call it a local augmentation.
In [5] D. Sheiham described the Whitehead group of localizations and obtained the following re-
sult:
Theorem. Let  : R → S be a local augmentation, then there is a canonical isomorphism
K1(R) ∼= K1(S) ⊕ −1(1)/C,
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As the corollaries of the theorem above, the K1 of formal power series rings and the augmentation
localizations of group rings were described.
The general quadratic group U2n(R,Λ) and its elementary subgroup EU2n(R,Λ) are analogs in the
theory of the general linear group GLn(R) and its elementary subgroup En(R). Motivated by Sheiham’s
work, we deal with the Cohn localization of form rings and the structure of KU1(R,Λ) of local
augmentations and get the following result:
Theorem 1.1. Let f : (R1,Λ1) → (R2,Λ2) be a local augmentation of form rings which preserves anti-
automorphism and parameters. Then there is a canonical isomorphism:
KU1(R1,Λ1) ∼= KU1(R2,Λ2) ⊕ f −1(1)/V S,
where V = 〈(1 + ab)(1 + ba)−1 | a,b ∈ R1, a or b ∈ Ker f 〉, S = 〈1 + ab ∈ GL1(R1) | a,b∗ ∈ Λ1 ∩ Ker f
or b,a∗ ∈ Λ1 ∩ Ker f 〉.
2. Notations and basic facts
Let R be an associative ring with 1 and assume that an anti-automorphism ∗ : x 
→ x∗ is deﬁned
on R such that x∗∗ = εxε∗ for some unit ε∗ = ε−1 of R and every x in R . It also determines an
anti-automorphism of the ring MnR of all n × n matrices (xij) by (xij)∗ = (x∗ji).
Set Rε = {x − x∗ε | x ∈ R}, Rε = {x ∈ R | x = −x∗ε}. We ﬁx an additive subgroup Λ of R with the
following properties:
(i) r∗Λr ⊂ Λ for all r ∈ R;
(ii) Rε ⊂ Λ ⊂ Rε.
We call Λ a form parameter and (R,∗, ε,Λ) a form ring with parameters (∗, ε,Λ).
Let Λn = {(aij) ∈ MnR | aij = −a∗jiε for i = j and aii ∈ Λ}.
As in [2], we deﬁne
U2n(R,Λ) =
{(
α β
γ δ
)
∈ GL2n(R)
∣∣∣ α∗δ + γ ∗εβ = In, α∗γ ,β∗δ ∈ Λn}
as the quadratic group of rank n.
When Λ = R , U2n(R,Λ) is the symplectic group. When Λ = 0, U2n(R,Λ) is the ordinary orthogo-
nal group. When Λ = Rε , U2n(R,Λ) is the ordinary unitary group.
There is an obvious embedding
U2n(R,Λ) → U2(n+1)(R,Λ),
(
α β
γ δ
)
→
⎛
⎜⎝
α 0 β 0
0 1 0 0
γ 0 δ 0
0 0 0 1
⎞
⎟⎠ . (2.1)
Let ei denote the ith column of the identity matrix and Eij denote the square matrix with 1 in
the (i, j)th position and zeros elsewhere. With n ﬁxed for any 1 k 2n, set σk = k + n if k n and
σk = k−n if k > n. For a ∈ R and 1 i = j  2n we deﬁne the elementary quadratic matrices ρi,σ i(a)
and ρi j(a) with j = σ i as follows: ρi,σ i(a) = I2n + aEi,σ i with a ∈ Λ when n+ 1 i and a∗ ∈ Λ when
i  n. ρi j(a) = ρσ j,σ i(−a′) = I2n + aEij − a′Eσ j,σ i ∈ U2n(R,Λ) with a′ = a∗ when i, j  n; a′ = ε∗a∗
when i  n < j; a′ = a∗ε when j  n < i; and a′ = ε∗ a∗ε when n + 1 i, j.
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stabilization map U2n(R,Λ) → U2(n+1)(R,Λ) above induces a stabilization map EU2n(R,Λ) →
EU2(n+1)(R,Λ).
Deﬁne
U (R,Λ) = lim−→ U2n(R,Λ), EU(R,Λ) = lim−→ EU2n(R,Λ),
and
KU1(R,Λ) = U (R,Λ)/EU(R,Λ).
According to the Hermitian Whitehead lemma [6,7], KU1(R,Λ) is an abelian group.
In this article, we assume that all the ring homomorphisms of form rings preserve anti-
automorphisms and form parameters. In other words, any ring homomorphism f : (R1,∗1, ε1,Λ1) →
(R2,∗2, ε2,Λ2) should satisfy f (x∗1 ) = f (x)∗2 , f (ε1) = ε2 and f (Λ1) ⊂ Λ2.
If R is a ring and Σ is any set of matrices with entries in R , then a ring homomorphism R → S
is said to be Σ-inverting if every matrix in Σ is mapped to an invertible matrix over S . The Cohn
localization iΣ : R → Σ−1R is the ring homomorphism with the universal property that for every Σ-
inverting homomorphism f : R → S there is a unique ring homomorphism φ : Σ−1R → S such that
f = φiΣ [1].
If R is commutative then Σ−1R is D−1R with D = {det(M) | M ∈ Σ}.
For non-commutative ring R (with identity 1), by Cohn’s idea, Σ−1R can be constructed by the
following way. For each n × n matrix A ∈ Σ take a set of n2 symbols arranged as an n × n matrix
A′ = (a′i j) and let Σ−1R be the ring generated by the elements of R as well as all the a′i j and as
deﬁning relations all the relations holding in R , together with the relations, in matrix form,
AA′ = A′A = I for each A ∈ Σ. (2.2)
We call A′ the formal inverse of A and sometimes write directly A′ as A−1.
A set Σ of matrices with entries in R is called upper multiplicative if 1 ∈ Σ , and whenever
A, B ∈ Σ , then ( A C
0 B
) ∈ Σ for any matrix C of appropriate size. Lower multiplicative sets are de-
ﬁned similarly (with C in the lower corner). If Σ is upper multiplicative and any matrix in Σ still
lies in Σ after any permutation of rows and the same permutation of columns, then Σ is said to be
multiplicative; clearly such a set is also lower multiplicative.
Lemma 2.1. (See [1].) Given any homomorphism of rings, f : R → S, the set of all matrices over R whose
image under f is invertible over S is multiplicative.
So, in this article the set Σ of matrices with entries in R is always considered as multiplicative.
When the set Σ is multiplicative, the set Σ−1R of all elements of inverses of matrices in Σ
forms naturally a ring containing R . Here, we describe this by doing little switch over of the proof of
Theorem 7.2 in [1] as follows:
Let xij be a symbol at the (i, j)th place of an n × n matrix M ′ which satisﬁes M ′M = MM ′ = I
for some M ∈ Σ and ykl a symbol at the (k, l)th place of an m ×m matrix N ′ which satisﬁes N ′N =
NN ′ = I for some N ∈ Σ . Since Σ is multiplicative, whenever M,N ∈ Σ , then
L =
(
M C
0 N
)
∈ Σ (2.3)
for any n ×m matrix C with entries in R . Without loss of generality we may assume that 2 nm
and k = j (after some permutations of rows and the same permutations of columns on N). Take
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ith column of M and the rest 0; C2 is an m ×m matrix having for its rth row the lth row of N , for
its jth row eTj and the rest 0. The form inverse of L is
L−1 =
(
M ′ −M ′CN ′
0 N ′
)
(2.4)
and the (i,n+ l)th element of L−1 is xij − y jl . So xij − y jl ∈ Σ−1R . Taking C1 with the jth column −e j
and the rest 0, and C2 with jth row eTj and the rest 0, we have that xij y jl is in the (i,n+ l)th position
of L−1 and xij y jl ∈ Σ−1R . Since 1 ∈ Σ , for any a ∈ R ,
( 1 −a
0 1
) ∈ Σ . Hence a ∈ Σ−1R , i.e., R ⊂ Σ−1R .
Remark 2.2. Even though Σ−1R is a ring containing R , the localization iΣ : R → Σ−1R is not in
general an injection.
3. Localization of form rings
In this section, we assume that R is a form ring with an anti-automorphism ∗ and parameters
(ε,Λ), and that the set Σ of matrices with entries in R is ∗-invariant, i.e., Σ∗ = Σ .
Lemma 3.1. Given any homomorphism of form rings, f : (R1,∗1, ε1,Λ1) → (R2,∗2, ε2,Λ2), the set Σ of all
matrices over R1 whose image under f is invertible over R2 is ∗1-invariant.
Proof. Let A ∈ Σ . f (A) is invertible over R2, then ( f (A))∗2 is also invertible. Since f preserves the
anti-automorphism ∗1, we have f (A∗1) is invertible. So, A∗1 ∈ Σ , that means Σ∗1 = Σ . 
Since no any details on the Cohn localizations of form rings has been found, we shall establish an
extension of the anti-automorphism ∗ on R to Σ−1R such that the anti-automorphism deﬁned on
Σ−1R coincides with ∗ on R .
For any matrix A = (aij)n×n ∈ Σ , denote the formal inverse of A by A−1 = (xij)n×n . The equation
A−1A = AA−1 = In is equivalent to the following systems of linear equations:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x11a11 + · · · + x1,n−1an−1,1 + x1nan1 = 1,
...
...
x11a1n + · · · + x1,n−1an−1,n + x1nann = 0,
· · · · · ·
· · · · · ·
xn1a11 + · · · + xn,n−1an−1,1 + xnnan1 = 0,
...
...
x a + · · · + x a + x a = 1,
(I)n1 1n n,n−1 n−1,n nn nn
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a11x11 + a12x21 + · · · + a1nxn1 = 1,
...
...
a11x1n + a12x2n + · · · + a1nxnn = 0,
· · · · · ·
· · · · · ·
an1x11 + an2x21 + · · · + annxn1 = 0,
...
...
an1x1n + an2x2n + · · · + annxnn = 1.
(II)
The ring generated by the elements of R as well as all the symbols xij consisting of the matrix
A−1 is same to that generated by the elements of R as well as all the symbols xij satisfying the above
systems (I) and (II) of linear equations. Now consider the following systems of linear equations
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a∗11 y11 + · · · + a∗n−1,1 yn−1,1 + a∗n1 yn1 = 1,
...
...
a∗1n y11 + · · · + a∗n−1,n yn−1,1 + a∗nn yn1 = 0,
· · · · · ·
· · · · · ·
a∗11 y1n + · · · + a∗n−1,1 yn−1,n + a∗n1 ynn = 0,
...
...
a∗1n y1n + · · · + a∗n−1,n yn−1,n + a∗nn ynn = 1,
(I′)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y11a∗11 + y12a∗12 + · · · + y1na∗1n = 1,
...
...
yn1a∗11 + yn2a∗12 + · · · + ynna∗1n = 0,
· · · · · ·
· · · · · ·
y11a∗n1 + y12a∗n2 + · · · + y1na∗nn = 0,
...
...
yn1a∗n1 + yn2a∗n2 + · · · + ynna∗nn = 1,
(II′)
where a∗i j is the image of aij under the anti-automorphism ∗ deﬁned on R .
When some symbol xij , for example x1n , is zero, the terms x1nani (i = 1, . . . ,n) in (I) and the terms
ai1x1n (i = 1, . . . ,n) in (II) all are zero. In this case, the terms a∗ni yn1 (i = 1, . . . ,n) in (I′) and the terms
yn1a∗i1 (i = 1, . . . ,n) in (II′) all also are zero, in fact, we can write a∗ni yn1 as a∗ni · 0 (i = 1, . . . ,n) and
yn1a∗i1 as 0 · a∗i1 (i = 1, . . . ,n).
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ear systems (I′) and (II′) just consist of the matrix A′ = (yij)n×n , which is the formal inverse of A∗
(A′ satisﬁes: A∗A′ = A′A∗ = I). In addition, we have that if xij = 0 in A−1, then y ji = 0 in A′ .
Now we deﬁne a map ∗A on the ring Σ−1R generated by the elements of R as well as all the
symbols xij (1 i, j  n) and yij (1 i, j  n) by the following way:
∗A : xij → y ji, yij → εx jiε∗, ∗A : r → r∗, where r ∈ R.
In other words, ∗A maps the symbol xij in A−1 to the symbol y ji in A′ . Hence, we can write A′ =
(x∗Aji )n×n . Note that, if 0 appears in A
−1, i.e., some xij = 0 in A−1, we have y ji = 0 in A′ . So, 0∗A =
0 = 0∗ in any case that 0 appears in A−1 or not.
Lemma 3.2. The map ∗A is well deﬁned on the ring Σ−1R generated by the elements of R together with all
the symbols xi j in A−1 and the symbols yi j in A′ , and coincides with ∗ on R.
Proof. First, we show that if xij = xkl in A−1 then x∗Ai j = x∗Akl . Observe the matrix L in (2.3) (see
Section 2) and replace M and N both by A. Since Σ is multiplicative we may assume that k = j.
Same to (2.4), the (i,n + l)th element of L−1 is xij − xkl = 0 ( j = k). Let L∗ =
( A∗ 0
C∗ A∗
)
, where C is
same to that in L. The formal inverse L′ of L∗ is
( A′ 0
−A′C∗ A′ A′
)
and the (n + l, i)th element of L′ is
y ji − ylk = x∗Ai j − x∗Akl (k = j). Since the (i,n + l)th coeﬃcient of L−1 is 0, the (n + l, i)th coeﬃcient of
L′ should be 0 by the above arguments. So, x∗Ai j − x∗Akl = 0, i.e., x∗Ai j = x∗Akl .
Next we show that if an element xij of R occurs in the (i, j)th position of A−1 then x∗Ai j = x∗i j . Let
B =
(
1 −C
0 A
)
∈ Σ (3.3)
where C = xij(a j1, . . . ,a ji, . . . ,a jn) − eTi and (a j1, . . . ,a ji, . . . ,a jn) is the jth row of A. Then B−1 =( 1 C A−1
0 A−1
)
and the (1, j + 1)th coeﬃcient of B−1 is xij − xij = 0. It is clear that B∗ =
( 1 0
−C∗ A∗
)
and the
formal inverse B ′ of B∗ is
( 1 0
A′C∗ A′
)
. The ( j + 1,1)th coeﬃcient of B ′ is x∗i j − x∗Ai j , which should be 0.
Thus, we have x∗i j = x∗Ai j , and complete the proof. 
Example 3.3. We want to give two simple examples to present two facts:
(i) Same symbols appear in the formal inverse of a matrix A ∈ Σ .
(ii) An element of R may occur in the formal inverse of a matrix A ∈ Σ .
Let R = Z , the ring of integers. Take A = ( 4 2−1 1) ∈ Σ , the formal inverse of A is
(
1
6 − 13
1
6
2
3
)
. The two
symbols in the ﬁrst column of A−1 are same (= 16 ). If A =
( 4 2
1 1
)
, the formal inverse of A is
(
1
2 −1
− 12 2
)
,
and −1,2 are the elements in R .
Theorem 3.4. Let R be a form ring with an anti-automorphism ∗ and parameters (ε,Λ) and letΣ , a set of ma-
trices over R, be ∗-invariant. Then the Cohn localization Σ−1R is also a form ring with an anti-automorphism
∗Σ and parameters (ε,ΛΣ) such that ∗Σ |R = ∗ and ΛΣ |R = Λ.
Proof. It is suﬃcient to show that for any n × n matrix A = (aij) ∈ Σ , the ring Σ−1R generated by
the elements of R together with all the symbols xij , arranged as an n × n matrix A−1 = (xij) which
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satisﬁes A′A∗ = A∗A′ = I (note that A∗ ∈ Σ ), subject to the relations holding in R is a form ring with
an anti-automorphism ∗Σ and parameters (ε,ΛΣ) such that ∗Σ |R = ∗ and ΛΣ |R = Λ.
Deﬁne a map ∗Σ on Σ−1R as follows
∗Σ : xij → y ji, yij → εx jiε∗, r → r∗, where r ∈ R.
By Lemma 3.2, the map ∗Σ is well deﬁned on Σ−1R and coincides with ∗ on R . Since (A∗)∗ = εAε∗ ,
we have indeed that (x∗Σi j )
∗Σ = εxijε∗ and (y∗Σi j )∗Σ = εyijε∗ . That the map ∗Σ is bijective is obvious.
Using (2.3) and (2.4) and handling the process in the same manner as the proof of Lemma 3.2, we can
prove that (a + b)∗Σ = a∗Σ + b∗Σ and (ab)∗Σ = b∗Σa∗Σ for all a,b ∈ Σ−1R . Thus, the map ∗Σ is an
anti-automorphism on Σ−1R . Take ΛΣ to be the additive group generated by {a − a∗Σ ε | a ∈ Σ−1R}
and {aba∗ | b ∈ Λ, a ∈ Σ−1R}. It is clear that ΛΣ |R = Λ. 
Let f : (R1,Λ1) → (R2,Λ2) be a Σ-inverting homomorphism of form rings. We deﬁne a homo-
morphism fΣ : (Σ−1R1,ΛΣ) → (R2,Λ2) by putting fΣ(x) = f (x) for all x ∈ R and for any matrix
A ∈ Σ deﬁning fΣ(A−1) = ( f (A))−1 (that means fΣ(xij) is an element of R2 in the (i, j)th position
of ( f (A))−1) and f A(A′) = ( f (A)∗)−1. By Lemma 3.1 and Theorem 3.4, fΣ is a well-deﬁned homo-
morphism of form rings. By Lemma 3.1 in [4], fΣ is a local homomorphism.
If f : (R1,Λ1) → (R2,Λ2) is an augmentation, that is, there is a homomorphism g : (R2,Λ2) →
(R1,Λ1) such that f g = idR2 , then (R1,Λ1) can be written as a direct sum g((R2,Λ2)) ⊕ Ker f . Note
that Ker f is ∗1-invariant. In fact, if a ∈ Ker f then f (a∗1 ) = ( f (a))∗2 = 0, i.e., a∗1 ∈ Ker f . Moreover, if
f is also a local, then Ker f ⊆ J (R), the Jocobson radical of R .
Lemma 3.5. If f : (R1,Λ1) → (R2,Λ2) is an augmentation and I = Ker f satisﬁes In = 0 for some n ∈ N
then f is a local augmentation.
Proof. Observing the proof of Lemma 2.8 in [5], we need only to point out that the ideal I is ∗1-
invariant and that the square matrix A and A∗ with entries in R1 both satisfy that if f (A) is invertible
then A is invertible. 
By the above statements, any augmentation f : (R1,Λ1) → (R2,Λ2) of form rings can be made a
local augmentation Σ−1R1 → R2 by adjoining formal inverses to every square matrix A and A∗1 with
entries in R1 respectively such that f (A) is invertible. It is not diﬃcult to show the following lemma
which is parallel to Lemma 2.9 in [5].
Lemma 3.6. Suppose f : (R1,Λ1) → (R2,Λ2) is an augmentation of form rings with f g = idR2 .
(i) The universal localization fΣ : Σ−1R1 → R2 is a local augmentation.
(ii) Let I = Ker f and R̂1 = lim←− R1/I
n denote the I-adic completion of R1 . For each n, the induced map
fn : R1/In → R2 is a local augmentation. The inverse limit f̂ : R̂1 → R2 is also a local augmentation.
(iii) There are natural isomorphisms Σ−1(Σ−1R1) ∼= Σ−1R1; Σ−1̂(R1) ∼= R̂1; R̂1 ∼= R̂1;̂Σ−1R1 ∼= R̂1 .
(iv) There is a natural homomorphism γ : Σ−1R1 → R̂1 such that f̂ γ = fΣ .
Examples 3.7. Let G be a group and RG the corresponding group ring with coeﬃcients in an as-
sociative ring R with 1. Suppose RG is equipped with an anti-automorphism. Let f : RG → G be
the augmentation deﬁned by f (g) = 1 for g ∈ G and f (r) = r for r ∈ R . Let Σ denote the set
of matrixes A with entries in RG such that f (A) is invertible; f can be written as the composite
RG → Σ−1RG fΣ−−→ R .
Similar to group rings, let R[x] be the polynomial ring in a central indeterminate x and suppose
R[x] is equipped with an anti-automorphism. Deﬁne f : R[x] → R , x → 0 as augmentation. Let Σ
H. You, S.K. Ye / Journal of Algebra 323 (2010) 2398–2407 2405denote the set of matrices A with entries in R[x] such that f (A) is invertible. Then f is the composite
R[x] → Σ−1R[x] → R.
For the ring R[[x]] of formal power series in a central indeterminate x with coeﬃcients in R , the
homomorphism of form rings f : R[[x]] → R , x → 0 is in fact a local augmentation by Lemma 3.6.
4. Proof of Theorem 1.1
Suppose f : (R1,Λ1) → (R2,Λ2) is a local augmentation of form rings and g : (R2,Λ2) → (R1,Λ1)
satisﬁes f g = idR2 . Since f g = idR2 induces the identity on KU1(R2,Λ2), we have
KU1(R1,Λ1) = KU1(R2,Λ2) ⊕ KU1(R1,Ker f )
where KU1(R1,Ker f ) = Ker(KU1(R1,Λ1) → KU1(R2,Λ2)). We need to show that KU1(R1,Ker f ) is
isomorphic to f −1(1)/V S where V is the subgroup of f −1(1) generated by {(1+ab)(1+ba)−1 | a,b ∈
R1, a or b ∈ Ker f } and S is the subgroup of f −1(1) generated by {1+ab | a,b∗ ∈ Λ1∩Ker f or b,a∗ ∈
Λ1 ∩ Ker f }.
Since V and S both are normal subgroup in GL1(R1) (see [3,5,7,8]) and V contains the commutator
subgroup of f −1(1) (see [5]), V S make sense and f −1(1)/V S is an abelian group.
Remark 4.1. In this article we write the subgroup V of f −1(1) as 〈(1 + ab)(1 + ba)−1 | a,b ∈ R1,
a or b ∈ Ker f 〉 instead of 〈(1+ab)(1+ba)−1 | a,b ∈ R1, f (ab) = f (ba) = 0〉 (see [5]). In fact, [5, Propo-
sition 3.4] has shown that C( f (a) = 0) = C( f (ab) = f (ba) = 0) = C( f (b) = 0) = C(1 + ba ∈ GL1(R1))
where C(S) denotes the intersection of f −1(1) with the group generated by {(1 + ab)(1 + ba)−1 |
(a,b) ∈ S}. Since f is local, Ker f ⊆ J (R1), 1+ ab ∈ f −1(1) when a or b ∈ Ker f . So, the description of
V in this article is same to that in [5].
Referring the results and proofs in [7,8], we may get that KU1(R1,Ker f ) ∼= f −1(1)/V S without
diﬃculty. For integrity of the article we sketch the proof of Theorem 1.1 in the following.
Lemma 4.2. Let A = (aij)2n×2n ∈ U2n(R1,Ker f ) = {A ∈ U2n(R1,Λ1) | f (A) = I} and n 1. Then A can be
written as
A = L diag(d1,d2, . . . ,dn,d∗1−1,d∗2−1, . . . ,d∗n−1) (4.1)
where di ∈ f −1(1), i = 1,2, . . . ,n, is uniquely determined by A; and L ∈ EU−2n(R1,Ker f ) = 〈ρi j(a) | j <
i  n or j  n < i; a ∈ Ker f when i = σ j and a ∈ Ker f ∩ Λ1 when i = σ j〉 and U ∈ EU+2n(R1 , Ker f ) =〈ρi j(a) | i < j  n or i  n < j; a ∈ Ker f when j = σ i and a∗ ∈ Ker f ∩ Λ1 when j = σ i〉.
Proof. Note that the diagonal entries aii (i = 1, . . . ,2n) of A belong to f −1(1), all are invertible; and
the coeﬃcients out of the diagonal are in Ker f . It is easy to show that A can be written as
A = L diag(d1,d2, . . . ,dn,d∗1−1,d∗2−1, . . . ,d∗n−1)U
where di ∈ f −1(1), i = 1,2, . . . ,n, L ∈ EU−2n(R1,Ker f ) and U ∈ EU+2n(R1,Ker f ). If there is other ex-
pression of A, such as A = L′ diag(d′1,d′2, . . . ,d′n,d′∗1 −1,d′∗2 −1, . . . ,d′∗n −1)U ′ where d′i ∈ f −1(1), i =
1,2, . . . ,n, L′ ∈ EU−2n(R1,Ker f ) and U ′ ∈ EU+2n(R1,Ker f ), comparing the two sides of the equation
L−1L′ diag
(
d′1,d′2, . . . ,d′n,d′∗1
−1
,d′∗2
−1
, . . . ,d′∗n
−1)
= diag(d1,d2, . . . ,dn,d∗1−1,d∗2−1, . . . ,d∗n−1)UU ′−1
we can get di = d′i (i = 1,2, . . . ,n). 
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natural map ϕ : f −1(1) → KU1(R1,Ker f ) is surjective.
The ‘uniqueness’ part of Lemma 4.2 leads us to deﬁne a map ψ : U2n(R1,Ker f ) → f −1(1)/V S , by
ψ(A) = d1d2 · · ·dnV S
where A ∈ U2n(R1,Ker f ), d1,d2, . . . ,dn are the coeﬃcients on the diagonal matrix in (4.1) (note that
every representation A of [A] in KU1(R1,Ker f ) is in U2n(R1,Ker f )).
Lemma 4.3.
(i) ψ is well deﬁned;
(ii) ψ is a group homomorphism.
Proof. (i) follows from the unique expression of A ∈ U2n(R1,Ker f ).
(ii) We should show that for any B, A ∈ U2n(R1,Ker f ), ψ(B A) = ψ(B)ψ(A). By Lemma 4.2,
U2n(R1,Ker f ) is generated by EU
−
2n(R1,Ker f ), EU
+
2n(R1,Ker f ) and the subgroup D={diag(d1, . . . ,dn,
d∗−11 , . . . ,d∗−1n )}. Let A = L diag(d1, . . . ,dn,d∗−11 , . . . ,d∗−1n )U where L = (li j)2n×2n ∈ EU−2n(R1,Ker f ),
U ∈ EU+2n(R1,Ker f ). If B = diag(d′1, . . . ,d′n,d′∗−11 , . . . ,d′∗−1n ), we have
ψ(B A) = ψ(L′′ diag(d′1d1, . . . ,d′ndn,d∗−11 d′∗−11 , . . . ,d∗−1n d′∗−1n )U)
= d′1d1 · · ·d′ndnV S
= d′1 · · ·d′nd1 · · ·dnV S
(
note,
[
f −1(1), f −1(1)
] ∈ V )
= ψ(B)ψ(A).
The case that B = L′ ∈ EU−2n(R1,Ker f ) is trivial. Thus, we need only to show that for B ∈
EU+2n(R1,Ker f ). It is enough to do that for B = ρ12(a) where a ∈ Ker f and B = ρ1,n+1(a) where
a ∈ Ker f ∩ Λ1.
When B = ρ12(a),
ρ12(a)A = ρ12(a)L diag
(
d1, . . . ,dn,d
∗
1
−1
, . . . ,d∗n
−1)U
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1+ al21 a · · · 0
l21 1 · · · 0
...
...
. . .
...
ln1 ln2 · · · 1
0
*
1 ln+1,n+2 · · · ln+1,n
−a∗ 1− a∗ln+1,n+2 · · · ∗
0 1
...
...
. . . *
0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
· diag(d1,d2, . . . ,dn,d∗1−1,d∗2−1, . . . ,d∗n−1)U
= L′ diag(1+ al21, (1+ l21a)−1,1, . . . ,1, (1+ l21a)∗−1, (1+ l21a)∗,1, . . . ,1)
· ρ12
(
(1+ al21)−1a
) · diag(d1,d2, . . . ,dn,d∗1−1,d∗2−1, . . . ,d∗n−1)U(
note, (1+ ba)−1 = 1− b(1+ ab)−1a)
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. . . ,d∗n
−1)U ′
for some L′ ∈ EU−2n(R1,Ker f ) and U ′ ∈ EU+2n(R1,Ker f ). Hence
ψ
(
ρ12(a)A
)= (1+ al21)d1(1+ l21a)−1d2 · · ·dnV S = d1d2 · · ·dnV S.
When B = ρ1,n+1(a) with a∗ ∈ Ker f ∩ Λ1,
ρ1,n+1(a)A = ρ1,n+1(a)L diag
(
d1,d2, . . . ,dn,d
∗−1
1 ,d
∗−1
2 , . . . ,d
∗−1
n
)
U
= L′ diag((1+ aln+1,1)d1,d2, . . . ,dn,d∗1−1(1+ aln+1,1)∗−1,d∗2−1, . . . ,d∗n−1)U ′
for some L′ ∈ EU−2n(R1,Ker f ) and U ′ ∈ EU+2n(R1,Ker f ). Thus
ψ
(
ρ1,n+1(a)A
)= (1+ aln+1,1)d1d2 · · ·dnV S = d1d2 · · ·dnV S = ψ(ρ1,n+1(a))ψ(A)
(note that ln+1,1 ∈ Ker f ∩ Λ1 and ψ(ρ1,n+1(a)) = 1). 
It is obvious that the homomorphism ψ is the inverse of the map ϕ : f −1(1)/V S → KU1(R1,Ker f ).
Therefore, we have KU1(R1,Ker f ) ∼= f −1(0)/V S , and complete the proof of Theorem 1.1.
Corollary 4.4. Let R[[x]] be the ring of formal power series in a central indeterminate x with coeﬃcients in R
on which an anti-automorphism is equipped. Then
KU1
(
R[[x]])∼= KU1(R) ⊕ 1+ R[[x]]x
V S
.
Proof. The homomorphism f : R[[x]] → R , x → 0 is a local augmentation of form rings, and f −1(1) =
1+ R[[x]]x. 
Corollary 4.5. Let G be a group and RG the corresponding group ring with coeﬃcients in an associative ring R
with 1. Suppose RG is equipped with an anti-automorphism and Σ is the set of matrices A with entries in RG
such that f (A) is invertible, where f : RG → R, g → 1 for all g ∈ G. Then
KU1
(
Σ−1RG
)∼= KU1(R) ⊕ f −1(1)/V S.
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