In this paper, an external vision based robust pose estimation system for a quadrotor in outdoor environments has been proposed. This system could provide us with approximate ground truth of pose estimation for a quadrotor outdoors, while most of external vision based systems perform indoors. Here, we do not modify the architecture of the quadrotor or put colored blobs, LEDs on it. Only using the own features of the quadrotor, we present a novel robust pose estimation algorithm to get the accurate pose of a quadrotor. With good observed results, we get all the four rotors and calculate the pose. But when fewer than four rotors are observed, all of existing external vision based systems of the quadrotor do not mention this and could not get right pose results.
INTRODUCTION
The quadrotor is a kind of micro aerial vehicle with four rotary wings. For quadrotor applications, it is necessary to set up the external pose estimation system for the quadrotor. The motivation of our work is to present an external vision based robust pose estimation system for a quadrotor in outdoor environments (see Figure 1 ). This system could provide us with approximate ground-truth pose of the quadrotor, which could be used to evaluate experimental results and improve algorithms. It can also be used for autonomous take-off or landing of a quadrotor. Considering occlusion or poor tracking results, most external vision based systems for the quadrotor do not mention this and can not get right pose results. We propose the novel robust pose estimation algorithms to solve this.
Nowadays, most of external vision based systems work indoors. Approaches (Altug et al., 2003; Achtelik et al., 2009; Breitenmoser et al., 2011 ) placed some colored blobs or LED markers on the quadrotor to estimate the pose. Colored blobs or LEDs may not be well detected and tracked in outdoor environments. (How et al., 2008; Ahrens et al., 2009; Abeywardena et al., 2013) used the VICON(a motion capture system) for observing the quadrotor indoors. These sys- tems were complex and expensive. Systems designed for outdoor environments are quite rare. (Ha and Lee, 2013) used an unmanned ground vehicle to track the quadrotor. (Wendel et al., 2011; Lim et al., 2012) used results of offline SFM(structure from motion) as ground truth and could not perform in real-time.
Meanwhile, these methods (Altug et al., 2003; Achtelik et al., 2009; Breitenmoser et al., 2011) need to detect all the blobs or LEDs rightly. When one or more blobs are lost, these approaches could not get right pose estimation results.
In this paper, we detect the rotors of a quadrotor to get our reference points. This refers to the PnP(Perspective-n-Point) problem. There are some work for PnP problems (Gao et al., 2003; Dementhon and Davis, 1995; Hu and Wu, 2002; Hartley and Zisserman, 2004) . The minimal numbers of correspondences to solve PnP problems is three. P4P problem with coplanar points has unique solution.
Approaches (Quan and Lan, 1999; Ansar and Daniilidis, 2003; Lepetit et al., 2008) presented linear non-iterative algorithms for PnP problems. (Lu et al., 2000; Schweighofer and Pinz, 2006) presented excellent iterative algorithms.
Recently, some significant works (Fraundorfer et al., 2010; Kukelova et al., 2010) had been done for PnP problems with IMUs.
The contribution of our work is mainly as follows. We present an external vision based robust pose estimation system for a quadrotor in outdoor environments, while most systems work indoors. Only the own features of the quadrotor are employed, while most systems modify the architecture of the quadrotor or add additional components such as LEDs. We propose the novel robust pose estimation algorithm. This algorithm could get the accurate pose from all of the four reference points with good detection or tracking results. But we may only get two or three reference points when dealing with occlusion or poor tracking results. This moment, all of existing external vision based systems for the quadrotor do not mention this and can not get right pose results. Our algorithm has solved this case and could get accurate pose estimation results by making use of the IMU data.
OUR WORK

The Own Features of the Quadrotor
One main character of our approach is that we only use the own features of the quadrotor. We wish that this method is simple, effective and more general. In real experiments outdoors, it is difficult to observe colored blobs, LED markers or appearance modification. The quadrotor's own features could provide us with enough information for pose estimation and are more reliable than approaches using colored markers.
Preliminary Position
Background difference and mean-shift are used for detection and tracking. A brief illustration could be seen in Figure 2 . The coordinate position of the quadrotor's center is denoted by (x q , y q ) in pixel. The center of CCD sensor is seen as the origin of world coordinate system. The real positions of a quadrotor are:
where f is the focal length and Z q , X q ,Y q are real preliminary position of the quadrotor. Herex q andỹ q are undistorted pixel coordinates. The D is the real wingspan of the quadrotor, and d is undistorted pixel distance of the wingspan in image. From Equation 2, some results can be obtained:
where k is scaling factor. When the intrinsic parameters of the camera are measured accurately, the scaling factor k could achieve a quite high accuracy.
Robust Pose Estimation
A simple illustration of the relative pose relationship between the camera and the quadrotor could be seen in Figure 1 . Here Roll, Pitch and Yaw denote the rotation about X Q , Y Q and Z Q axis.
Different Observed Situations
When occlusion or bad observing results occur, not all of rotors are observed. The pose estimation problems of a quadrotor could be divided into four different situations (see Figure 3 ). For these different situations, the last situation could not be solved currently. We mainly solve the former three situations. Most of current external vision based pose estimation systems of the quadrotor solve the first situation. And for the second and third situations, all of other external vision based pose estimation systems of the quadrotor do not mention this and can not get right pose results. In this paper, accurate pose estimation results could be calculated by making use of the IMU data.
Problem Formulation
The quadrotor could be seen as a fixed landmark when flying at different positions. Here the quadrotor is the object coordinate system. In this object coordinate system, the 3D coordinates of centers of four rotors are
Centers of four rotors could be seen as coplanar points. So we could have 
where R = f (α, β, γ) and T = (t x ,t y ,t z ) ′ are the rotation matrix and the translation vector. The centers of four rotors are expressed in the normalized image coordinate system as
The intrinsic parameters of the camera are known. We have relationship:
EMRPP Algorithm for Four Rotors
When all of four rotors of a quadrotor are observed, the quadrotor could be seen as a landmark. The landmark formed by rotors here is four coplanar points. (Schweighofer and Pinz, 2006) proposed a robust pose estimation algorithm(RPP) for four coplanar points. RPP made use of object-space error function. It considered that the orthogonal projection of M c i on m i should be equal to M c i itself. This fact was shown as follows (Lu et al., 2000) :
where F i is a projection operator, F i = F i ′ and F i = F i 2 . The object-space error function (Lu et al., 2000) was:
Making use of the coplanar properties, RPP transformed the Equations 5 and 8. ThenẼ os only depends on a rotation about the y-axisR y (β) andT :
where symbol ∼ above the variables denotes the transformations of these variables.
Here we give the MRPP(modified RPP) algorithm. In former section, we get the preliminary position of the quadrotor. From Equation 3, we could get:
Then we put Equation 12 into Equations 5 and 8:
wherek is the transformation of k. By using the scaling factor k, there are only two degrees of freedom in T here. ThenẼ os only depends on a rotation about the y-axisR y (β) andt y ,t z . As iterative algorithms, RPP and MRPP both need the initial pose guess which affects the computation time and the accuracy of results. (Lepetit et al., 2008) proposed a non-iterative solution EPnP. It had better accuracy and lower computational complexity than other non-iterative approaches.
In order to get robust and accurate pose estimation results, we present a new algorithm EMRPP combined by EPnP and our MRPP algorithms. We first perform EPnP to get the initial pose estimation. Then we make use of this initial value as the input of MRPP.
Three/Two Rotors Observed
When only three or two rotors of a quadrotor are observed, we will make use of the IMU data to get the accurate results. The IMU on the quadrotor could provide us with Roll and Pitch angles of the quadrotor. The angular accuracy of Roll and Pitch angles is below 0.5 degree. In general, the image data is later from -5ms to 15ms than IMU data. For pose estimation, we use the image data with the IMU data which arrived at the computer 10ms before.
Here we modify the algorithm of (Kukelova et al., 2010) . In our work, the rotation matrix R is:
where R z ,R y and R x are separately the rotation matrix for the Yaw, Pitch and Roll axis. And R y is:
From the data returned by the IMU, we can get the values of R x and R y . So the only one unknown parameter of the rotation matrix R is the rotation angle α around the Yaw axis. Equation 5 would be:
where λ is the scaling factor. m i are normalized image coordinates and M i are homogeneous coordinates. To simplify the former equation, we use the substitution q = tan(α/2). Then we could get:
So the equation 18 could be written as: 
In this case there are only three unknown variables t y ,t z , q. But there is variable q of degree two, the minimal number of point correspondences we need to get unique pose estimation is two.
When three rotors are observed, we have six independent polynomial equations. By using least squares method, the pose estimation could be obtained. This algorithm is named as IMU+3P. If two rotors are observed, there would be just four independent polynomial equations. So we will get unique solution of pose estimation. This algorithm is named as IMU+2P.
EXPERIMENTS AND RESULTS
In real experiments, we compare our algorithms with some state-of-the-art or classics algorithms, such as GAO (Gao et al., 2003) , LHM (Lu et al., 2000) , RPP (Schweighofer and Pinz, 2006) , and EPnP (Lepetit et al., 2008) .
We have performed our algorithms in real outdoor environments. Here we select the Z q of translation results of RPP as true height. Then this true value Z q is used in equation 2 to get the true X q and Y q . The real rotation angles are obtained from IMU data and electronic compass. The translation error is the angle between the estimated translation direction and the ground-truth direction. The rotation error is the smallest angle of rotation to bring the estimated rotation to the ground-truth rotation.
Four Rotors Observed
Results of Real Experiments
When all of the four rotors are observed, the results of real experiments are shows in Figure 4 . The groundtruth is figured in yellow. EMRPP and RPP have better robust pose results in our real experiments. The results of RPP are close to our EMRPP. In general, EMRPP has better performance than RPP. In order to show the details of results clearly, results of 20 sequential frames are showed in Figure 4b. Figure 5a shows the translation error in real experiments. EMRPP, LHM and RPP have better robust translation results. The translation errors of EMRPP are slightly lower than RPP. Figure 5b shows the rotation error of these algorithms in real experiments. The results of EPnP and GAO are bad. EMRPP, LHM and RPP have good rotation accuracy. EMRPP has best rotation accuracy and robust results here. 
Pose Error in Real Experiment
Discussion
Algorithms are written in C/C++ and tested in a notebook which has two i3 CPUs and 4G memory. The computation time of these algorithms can be seen in Table 1 . GAO and EPnP algorithms perform fast, but they have low accuracy. EMRPP and RPP have quite good accuracy of pose estimation. Both computation time of EMRPP and RPP are below 2ms and certainly meet the request of real-time applications. In fact, our EMRPP usually has higher accuracy than RPP and performs 10% faster than RPP. Our EMRPP is combined by EPnP and MRPP. The first step of EMRPP could get accurate initial estimation of pose. A good initial estimation speeds up the following iterative section of EMRPP and get robust and accurate pose results. Because the EPnP is a fast non-iterative algorithm and the good initial estimation would speed up the MRPP algorithm. So EMRPP is faster and has higher accuracy than RPP. 
Three/Two Rotors Observed
Results of Real Experiments
In order to compare IMU+2P, IMU+3P with other algorithms, we also operate LHM, GAO, EPnP and RPP which use all of four point correspondences. Figure  6 shows the results of real experiments. The results of IMU+2P are better than GAO and similar to EPnP. IMU+3P, LHM and RPP have good and similar results. The accuracy of IMU+3P is quite good and meets the requirement of real applications. Figure 7a shows the translation error in real experiments. Here the translation accuracy of IMU+2P is slightly lower than LHM, RPP. IMU+3P has better translation results than IMU+2P. The accuracy of IMU+2P and IMU+3P is enough for real experiments. Figure 7b shows the rotation error in real experiment. IMU+2P and IMU+3P have the best rotation accuracy in these algorithms.
Pose Error in Real Experiment
Discussion
IMU+3P has both good translation and rotation accuracy. IMU+2P has lower translation accuracy and higher rotation accuracy than GAO, LHM, EPnP and RPP. Usually IMU+2P has higher rotation accuracy than IMU+3P. This could be explained. The number of point correspondences is related to translation estimation. When number of points is in a certain range, the more points we use, the higher translation accuracy we will have. IMU+3P has higher translation accuracy than IMU+2P which only applies two correspondences. And the translation error of IMU+2P and IMU+3P is usually higher than EPnP, LHM and RPP. For the rotation error, roll and pitch angles could be obtained from IMU. Usually IMU has a quite high accuracy, so IMU+2P and IMU+3P have higher rotation accuracy than GAO, LHM, EPnP and RPP. When the number of point correspondences is small and not large, the more point correspondences may disturb the accuracy of rotation calculating especially that there are high accuracy IMU data. So IMU+3P has lower rotation accuracy than IMU+2P.
CONCLUSIONS
In this paper, we present an external vision based robust pose estimation system for a quadrotor in outdoor environments. We only use the own features of the quadrotor. When four rotors are observed, we present the EMRPP algorithm which has higher accuracy and less computation time than RPP algorithm. When only three or two rotors are observed, we present IMU+3P or IMU+2P algorithm which could also get right pose estimation results. We have implemented real experiments using our system in outdoor environments. This system could provide us with approximate ground truth of pose for a flying quadrotor. Our pose estimation system could perform accurately and robustly in real time.
