Abstract. Filtering and parameter estimation under partial information for multiscale problems is studied in this paper. After proving mean square convergence of the nonlinear filter to a filter of reduced dimension, we establish that the conditional (on the observations) log-likelihood process has a correction term given by a type of central limit theorem. To achieve this we assume that the operator of the (hidden) fast process has a discrete spectrum and an orthonormal basis of eigenfunctions. Based on these results, we then propose to estimate the unknown parameters of the model based on the limiting log-likelihood, which is an easier function to optimize because it of reduced dimension. We also establish consistency and asymptotic normality of the maximum likelihood estimator based on the reduced log-likelihood. Simulation results illustrate our theoretical findings.
Introduction
In this paper we consider the problem of filtering and parameter estimation for stochastic differential equations (SDEs) of multiscale time scales. The filtering problem involves two SDEs: a hidden ergodic process X δ whose solution is known to be a path from an SDE with a fast rate of mean reversion, and an observation Y δ that depends on X δ but evolves in a slower scale. The parameter 0 < δ 1 separates the slow and fast scales of the system. The parameter estimation problem arises when (Y δ , X δ ) SDE has an unknown parameter θ ∈ Θ where Θ ⊂ R d .
The contribution of this paper is twofold: First we prove that, under the appropriate conditions, the nonlinear filter converges in mean square to a homogenized filter of reduced dimension. Using this result and under the additional assumption that the infinitesimal generator of the fast process has a discrete spectrum with an orthonormal basis of eigenfunctions, we establish a central limit theorem for the conditional log-likelihood. In particular, we prove that the difference of the conditional log-likelihood (in other words, the un-normalized posterior distribution with input function 1) minus the log-likelihood of reduced dimension normalized by √ δ converges in distribution to a centered normal distribution with a variance that is the function of the model parameters. To the best of the authors' knowledge, this correction result is the first of its kind. Second, we prove
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scales was not studied there. Some of our motivation for studying parameter estimation in partially observed multiscale diffusion models comes from financial applications, e.g., high frequency trading (HFT). For example, non-predatory HFTs lead to increased liquidity and faster price discovery.
Hence, a change-point detection algorithm on HFT data can be used to determine when price discovery has occurred. Another application could be the detection of an increased bid-ask spread which may correspond to increased volatility. We refer the reader to [Brogaard et al., 2012 , Zhang, 2010 for related discussions.
The rest of the paper is organized as follows: In Section 2 we present the system of equations that we look at, state our main assumptions, and recall some results from filtering theory that we will use. Section 3 has to do with asymptotic properties of the filter and of the conditional loglikelihood. In particular, in Subsection 3.1 we discuss the L 2 -convergence of the nonlinear filter, a result which is used in Subsection 3.2 to establish the CLT correction for the conditional loglikelihood. These results are then used in Section 4 to justify the claim that parameter estimation can be based on the reduced system, where we prove consistency and asymptotic normality of the MLE of the reduced system. A simulation study supporting the theoretical results is also presented in Section 4. For presentation purposes most of the proofs are deferred to Appendix A and B.
Description of Problem and Other Preliminaries
On a probability space (Ω, (F t ) t≤T , P) with T < ∞, for positive integers n and m we consider the (m + n)-dimensional process (X δ , Y δ ) = {(X δ t , Y δ t ) ∈ R m × R n , 0 ≤ t ≤ T } ∈ C([0, T ]; R m × R n ), which satisfies a system of stochastic differential equations (SDE's)
where W and B are (unobserved) independent Wiener processes in R n and R m , respectively. We assume that θ ∈ Θ with Θ ⊂ R d . Initially, the process takes the value (Y δ 0 , X δ 0 ), and from here forward we take Y 0 = 0. When we want to emphasize the dependence on the parameter θ ∈ Θ we will write P θ for the probability measure P.
Our motivation for this paper is to develop a theoretical framework allowing statistical inference on the unknown parameter θ given an observed path (Y δ s ) s≤t , assuming that 0 < δ 1. In particular, our goal in this paper is twofold:
(i) Obtain the limiting behavior and a central limit theorem (CLT) type correction for the posterior (on the observed path (Y δ s ) s≤t ) likelihood function as δ ↓ 0.
(ii) Using the asymptotic behavior of the conditional likelihood function, develop a framework for statistical inference for the unknown parameter θ given an observed path (Y δ s ) s≤t , assuming that 0 < δ 1.
In Subsection 2.1 we establish notation and our main assumptions. Then, in Subsection 2.2, we mention the assumptions that we make on the spectrum of the operator of the fast process X δ with δ = 1, which allows us then to establish the CLT. In particular, the main structural assumption is that the operator has a discrete spectrum. Then, in Subsection 2.3, we review some known results from filtering theory that will be useful for us.
2.1. Main Assumptions and Notation. We denote by X = R m the state space of the fast component X. For any f ∈ C 2 c (X ), we define the set of operators (L θ ) θ∈Θ such that
where D x is the gradient operator. From (2.1) it follows that 1 δ L θ is the infinitesimal generator of X δ t . We need to make several assumptions on the growth and smoothness of the coefficients in order to guarantee that (2.1) has a well defined strong solution, the fast component X δ t is ergodic, the slow component Y δ t has a well defined homogenization limit as δ ↓ 0 in the appropriate sense and the filtering equations make sense. A set of assumptions that guarantees that is as follows (e.g., see [Pardoux and Veretennikov, 2003 ] for homogenization and Chapter 3 of [Bain and Crisan, 2009 ] for filtering) Condition 2.1.
(i) In order to guarantee the existence of an invariant measure µ θ (dx) for X 1 (i.e., for the process X δ t with δ = 1) we assume that
Under this assumption the Lyapunov-type condition for existence of an invariant measure of Hasminskii [Hasminskii, 1980] is satisfied.
(ii) To guarantee uniqueness of the the invariant measure for X 1 , we assume that σ θ (x)σ T θ (x) is uniformly non-degenerate in θ, i.e., there exists λ(θ) > 0 such that for all
(iv) b θ (x) is locally bounded and globally Lipschitz x ∈ X uniformly in θ ∈ Θ.
(v) h θ ∈ C(X ), is locally bounded and globally Lipschitz x ∈ X uniformly in θ ∈ Θ.
Remark 2.2. A typical example of a process X that satisfies Condition (2.1) is the OrnsteinUhlenbeck process of Example 2.3. Moreover, we conjecture that our results also hold for certain
, a process which, for f ∈ C 2 c (X ) is well-known to be the unique solution (see [Rozovsky, 1991] ) to the following equation:
Equation (2.8) is the Zakai equation for nonlinear filtering. In the literature, the term 'filter' refers to a posterior measure on X δ t given Y δ t , and so φ δ,θ t is also a filter. Furthermore, φ δ,θ t is actually an unnormalized probability measure which yields the normalized posterior expectations via the Kalianpour-Striebel formula,
An important case is f (x) = x because X δ t is often tracked with the posterior mean, X δ,θ t
The posterior mean can be given by the Kalman filter when σ θ does not depend on x and there is linearity in x for both h θ and b θ . Another important case is f (x) = h θ (x) because of the innovations process,
The process ν δ,θ t is a P θ -Brownian motion under the filtration generated from the observed Y δ process, but will only be observable as Brownian motion if θ is equal to the true parameter value.
For a suitable test function f : X → R, the innovation is used in the nonlinear Kushner-Stratonovich equation to describe the evolution of π
The innovations Brownian motion will be used later on when we consider asymptotics of the loglikelihood function. See [Bain and Crisan, 2009 ] for a review of Zakai equation, innovations Brownian motion, and the Kushner-Stratonovich equation.
Asymptotic Results of the Filter and of the Likelihood Function
In this section we establish some necessary results on the filter's convergence. In Subsection 3.1 we prove convergence in probability of the filter and of the likelihood function to a filter of reduced dimension. Then, in Subsection 3.2, these results will be used to derive a Central Limit Theorem (CLT) for the conditional log-likelihood function and speed of convergence of the conditional loglikelihood to the reduced log-likelihood.
3.1. Convergence of the Filter and of the Likelihood Function. Consider the 'averaged'
In fact the solution to the Zakai equation of (2.8) is close in mean square sense to a limiting filter based onZ δ,θ T . For f ∈ C 2 c (X ), we define new posterior measuresφ
It is straightforward to verify with Itô's lemma that the 'average' Zakai equations (3.2) and (3.3) have solutionsφ
We also defineπ [f ] will always correspond to (3.6).
Let η > 0. For notational convenience we define the following class of test functions
At this point we need to impose an additional assumption on h θ (x). In particular, we assume Condition 3.1. For any θ ∈ Θ, we assume that
Condition 3.1(i) is a fairly general Novikov-type condition. We have stated this assumption in the most general way so that the reader may understand the exact requirements of our proofs, and hence may have a sense of the generality of our theorems and lemmas. Some remarks:
Remark 3.2. Condition 3.1 trivially holds if h θ (x) is bounded.
Remark 3.3. Part (i) of Condition 3.1 is stronger than the Novikov condition:
(see [Karatzas and Shreve, 1991] ). Part (i) above is stronger because the factor 1 2 is not present; it is also stronger because there is a supremum over all δ small.
The first result of this section holds irrespective of the properties of the spectral elements, and is stated in the following theorem:
Theorem 3.4. Assume Conditions 2.1 and 3.1. For any α, θ ∈ Θ, the following hold uniformly in
The proof of this theorem is in Appendix A. The main thing to realize from Theorem 3.4 is the following: under the measure parameterized by the true parameter value (i.e. the measure under which the observations are made) the filters will converge for any parameter value. In other words, we will 'observe' the filters converging to the reduced filter. A corollary of this theorem and of Lemma A.2 is the convergence of likelihood functions:
Corollary 3.5. Assume Conditions 2.1 and 3.1. For any α, θ ∈ Θ and each t ≥ 0, we have
in P α -probability as δ → 0 .
Asymptotic Normality of Likelihood Function.
We proceed to the statement and proof of a Central Limit Theorem (CLT) for the log-likelihood function. In particular, we find that the difference in the full log-likelihood minus the limiting log-likelihood, divided by √ δ, yields a quantity that is asymptotically normal. We make extensive use of the discrete spectrum of eigenfunction basis.
The spectral elements introduced in Subsection 2.2 are useful because their Zakai equations simplifies to
Applying Itô's lemma to
we have the Kushner-Stratonovich equation
Equivalently, we can write
Equations (3.8) and (3.10) are the key identities used to prove the CLT of the log-likelihood function.
However, there are some ergodic properties of the filter that are required to do the proof. Appendix B has these results; Section 3.2.1 states and proves the CLT.
In this section we shall also assume Condition 3.6. For any i, j ∈ N and any θ ∈ Θ, we assume that
(ii) L θ has discrete spectrum with orthonormal basis functions (as outlined in Section 2.2),
Remark 3.7. Condition 3.6 is a set of conditions that will be used in proving the CLT for the likelihood function. Relaxation of these conditions is perhaps possible. For instance, it is plausible to expect that the results hold under the assumption that h θ (x) is only locally bounded in x ∈ X , uniformly in θ ∈ Θ. This is also supported by the simulation study of Subsection 4.2.
3.2.1. Statement of CLT and Proof. The result in this section is a theorem that quantifies the estimation error which occurs if the reduced log-likelihood is used in place of the full version. In particular, we establish the fact that if h θ ∈ L 2 (X , µ θ ), the error in the log-likelihood function will be normally distributed with standard deviation of order O( √ δ).
By Lemma 3.9 in [Bain and Crisan, 2009] we have log φ
Let us writeh θ (x) = h θ (x) −h θ and notice that h θ , 1 θ = 0. Then we write
It is easy to see that
Hence, we obtain the representation
11)
The discrete spectrum with orthonormal basis functions, along with equations (3.8) and (3.10) allow us to prove the following CLT for the log-likelihood function:
Theorem 3.8. (Likelihood CLT). Assume Conditions 2.1, 3.1 and 3.6. For all θ ∈ Θ we denote
, where Z is a standard Brownian motion.
An immediate corollary of the central limit theorem is the following convergence in probability.
Corollary 3.9. Let β ∈ (0, 1/2). For any θ ∈ Θ and under the conditions of Theorem 3.8, we have
Proof of Theorem 3.8. The proof of this theorem involves showing that ( * * ) and ( †) from equation (3.11) converge to zero in probability, and then showing that ( * ) converges weakly to the appropriate Gaussian process. Then, the result follows by Slutzky's theorem.
The first step is to show that ( †) in (3.11) converges to zero in P α -probability. Since h θ is bounded, we clearly have thath θ ∈ L 2 (X , µ θ ) and hence, we have the representatioñ
Using equation (3.10), we have
By dominated convergence, the assumption
follows immediately, implying the claimed convergence in P α -probability.
Next, we show that ( * * ) converges to zero in P α -probability. Observe that
ds goes to zero in P α -probability:
The first term can be shown to be zero (Chapter 2 of [Folland, 1999] ) and the second term converges to zero by dominated convergence and part (ii) of Lemma B.2. Then, showing convergence to zero
follows by:
and dominated convergence. Now we turn our attention toward ( * ), and define the integrated process,
We proceed with the identification of the limit of the process I δ t , t ≥ 0 . First we show that the family is relatively compact in C([0, T ]; R). It is enough to show that for every η > 0, (3.14) lim
We notice that
and hence, (3.14) follows by (3.13).
We proceed with the identification of the limit using the martingale problem formulation, e.g. [Ethier and Kurtz, 1986] . We invoke the Skorokhod representation theorem (e.g., see Theorem 1.8
in [Ethier and Kurtz, 1986] ) which allows us to assume that the aforementioned convergence holds with probability P α equal to 1. The Skorokhod representation theorem involves the introduction of another probability space, but this distinction is ignored in the notation.
Let f be smooth, real valued functions with compact support. Let T, t i , ≥ 0, i ≤ q be given such that t i ≤ T ≤ T + τ ≤ 1 and let ζ be a real valued, bounded and continuous function with compact support on (R) q . It is sufficient to prove for any fixed such collection p, q, T, t i , τ, ζ, f that,
By Itô formula in order to prove (3.15), it is sufficient to prove (3.16)
in P α -probability. This follows by (3.13), concluding the proof of the theorem.
On Statistical Inference
In Subsection 3.1, in particular in Corollary 3.5, we proved that the conditional likelihood func-
is close in probability to the reduced likelihoodφ δ,θ T [1] when δ is small. Then, in Subsection 3.2, in particular in Theorem 3.8, we established a central limit theorem for the conditional log-likelihood function, which quantifies the error in distribution in the approximation under the model with the true value for the parameter α. In this section, we use these results to do statistical inference for the unknown parameter α ∈ Θ based on the MLE of the reduced likelihood.
4.1. Consistency of the Reduced MLE. Corollary 3.5, Theorem 3.8 and Corollary 3.9 suggest that for parameter estimation, we can approximate the conditional log-likelihood
Clearly,ρ δ T (θ) is of reduced dimension and easier to work with, as long as one can compute or approximate the invariant measure of the fast dynamics and thus compute or approximateh θ .
Based on the full log-likelihood (4.1), one would need to compute ρ δ T (θ) and thus rely on methods such as particle filters or sequential Monte Carlo (e.g., Chapter 9 of [Bain and Crisan, 2009] ) which can be computational expensive, especially due to the presence of the multiple scales and to possible high-dimensionality issues.
With this mind, we prove that the maximum likelihood estimator based on (4.2) is in fact asymptotically consistent, when the time horizon is large enough, under the appropriate identifiability condition. Let us define Since we have assumed that Θ is bounded, we get thatθ δ T ∈ cl(Θ) with probability 1.
Condition 4.1. There are constants C > 0, p ≥ 1 and q > 1, such that for any θ 1 , θ 2 ∈ Θ,
An example of system of the filtering problem posed in (2.1) that also meets Condition 4.1 will be presented in Section 4.2. Given the condition, we then have the following theorem: is strongly consistent as first δ ↓ 0 and then T → ∞, i.e., for any ε > 0
Then, we have
where we used Condition 4.1. The constant C might change from line to line, but we do not indicate this in the notation. Next, the ergodic theorem guarantees that the finite dimensional distributions ofρ δ T (·, α) converge with probability 1, as δ ↓ 0, to those of
Therefore, by Theorem 12.3 in [Billingsley, 1968] , we have weak convergence of the measureρ δ T (·, α) to that ofρ T (·, α). Hence, we have obtained
Hence, if we now defineρ(θ,
where the last computation used the fact thatρ(θ, α) has a unique maximum at θ = α. With this, we conclude the proof of the theorem.
Solving the equation
∂ ∂θρ δ T (θ) = 0 for θ ∈ Θ, we defineθ δ T to be the solution (if it exists) tō
It is clear that (4.3) and (4.4) are not equivalent; (4.3) contains all local minima and local maxima ofρ δ T (θ) which may be more than one. Also equation (4.4) may not even have a solution in Θ with positive probability. For example, lettingθ δ T be a solution to (4.4) and assuming θ ∈ (θ , θ u ), then
By Theorem 4.2, and based on smoothness ofh θ as a function of θ, asymptotic normality of the MLE corresponding to the reduced log-likelihood holds.
Theorem 4.3. Assume Conditions 2.1, 4.1 and thatḣ θ . = ∂h θ ∂θ is continuous and for every θ ∈ R d the matrixḣ * θḣ θ is positive definite. The maximum likelihood estimator based on (4.2) is asymptotically normal under P α , as δ ↓ 0 and T → ∞, i.e., (4.5)
Proof. The proof is similar to that of Proposition 1.34 of [Kutoyants, 2004] . We recall the main steps here for completeness in the 1-dimensional case, i.e., when n = d = 1 and we refer the reader to [Kutoyants, 2004] for full details. Based on (4.4) for θ =θ δ T we writē
where |α * − α| ≤ |θ δ T − α|. Rearranging the latter expression and using the consistency proven in Theorem 4.2, we get
Then, the result follows. (ii) We conjecture that under the appropriate identifiability conditions the maximum likelihood estimator based on the log-likelihood (4.1) is close in probability to the maximum likelihood estimator based on (4.2). This is certainly supported by Corollary 3.5 and Corollary 3.9, but it is not clear how to prove such a result.
We conclude this section with a simulation example, illustrating the theoretical findings.
4.2. Simulation Example. In this example, we consider the parameter space Θ ⊂ R, and take the true parameter value to be α = 1. We consider the model . If we run the system 2,000 times, and each time computeθ δ t , we get the histogram shown in Figure 1 . For these trials, the MLE estimator has empirical error of .3180, which is close to the
3162 that is the standard-error predicted by equation (4.5).
To show the effect of Theorem 3.8, we compare the full log-likelihood to the reduced loglikelihood. The generator of the Ornstein-Uhlenbeck process in (4.6) has a discrete set of eigenvalues such that λ θ i = i for i = 0, 1, 3, . . . for any θ ∈ R, and admits an orthonormal basis that is given (up to a normalizing constant) by the Hermite polynomials:
where H i is the ith (probabilist) Hermite polynomial (see [Abramowitz and Stegun, 1965] ) and
The eigen-coefficients of the function h θ (x) = max(x, θ) are computed as follows:
2 dx , and so only the zero order term depends on θ (the last computation used (2.5)). The eigencoefficients are given in Table 1 . There is relatively fast decay among these coefficients, and hence, the limiting variance function v 2 (θ) from Theorem 3.8 can be well-approximated by the first 15 to 20 basis elements.
Eigen-Coefficients for h θ (x) = max(x, θ).
. 5 Table 1 . The eigen-coefficients for h θ (x) = max(x, θ) using the (normalized) Hermite polynomials. The limiting variance as predicted by Theorem 3.8 is given the last column, and is well-approximated by the first 15 to 20 basis elements.
The simulations and the analysis that follow demonstrate two things
• On one hand, ρ δ t (θ) needs to be approximated based on methods such as Monte Carlo. As δ gets smaller and smaller one needs more and more samples in order to accurately compute ρ δ t (θ).
• On the other hand, the computation ofρ δ t (θ) is straightforward with no Monte Carlo errors. Theorem 3.8 quantifies the deviation ofρ δ t (θ) from ρ δ t (θ).
To compute ρ δ t (θ) we use Sequential Monte Carlo (SMC). Namely, we take independent samples (X δ, ) N =1 for some N < ∞ where each X δ, = d X δ , and our full log-likelihood is approximated as
Estimation using SMC samples will have error that is of order 1/ √ N , and with an asymptotically normal distribution (see [Del Moral et al., 2001 , Cappé et al., 2005 )
as N → ∞, where Z(Y δ ) is a normal random variable whose variance depends on the data Y δ .
In Figure 2 we see the histograms and fitted normal distributions obtained by looking at
The solid red line is the density suggested by the CLT of Theorem 3.8, namely normal density with mean zero and variance δv 2 (θ), and the dashed green line is a Gaussian density with mean zero and the empirical standard deviation. The Kolmogorov-Smirnoff test does not reject any of the empirical histogram fits to the green line (at the 99.9% confidence level), and the test rejects the histogram fits to the red lines for low confidence values and for different parameters. 
Statistics for Simulations of
= .0224 which is of the same order as the entries in the 4th column, and so we conclude that the green line in Figure 2 has extra variance that is due to the SMC sampling error.
Heuristically, the difference in these standard errors should be
Indeed, from Table 2 we see that the difference between the standard error of the CLT of Theorem 3.8 and the empirical standard error is of order 1/ √ N , which indicates the strong possibility that the aforementioned error due to approximation via SMC is significant when estimating the loglikelihood. Figure 2 indicates the following: not only is the reduced estimate of the log-likelihood close to the full likelihood, but it might be a better estimate than a Monte Carlo approximation of the full log-likelihood. The enlarged Monte Carlo error in the computation of ρ δ t (θ) can be seen in Figure 3 , which is the same experiment, except with δ = .001 (i.e. the same number of particles at N = 2, 000). In Figure 3 it is important to notice how the Monte Carlo error is a significantly greater proportion of the total empirical error. If we want Figure 3 to look similar to Figure 2 , then we would need to increase N by a factor of 10. Such an increase in the number of particles would significantly increase the computation time. Figure 1 . The empirical distribution of the reduced estimatorθ δ t , for which the asymptotics distribution is Gaussian.
Conclusions & Future Work
In this paper, parameter estimation under partial observation for multiscale models is studied.
These problems are ultimately related to filtering. We prove convergence in probability of the filter and of the conditional (on the observations) log-likelihood. Furthermore, we prove a central limit theorem correction for the conditional log-likelihood. These results justify the use of a 'reduced' log-likelihood for the purposes of parameter estimation, which is much simpler to use and compute.
Consistency and asymptotic normality for the MLE of the reduced log-likelihood is also obtained and simulation studies supporting the theoretical findings are presented.
The authors believe that some of the results presented in this paper can be generalized. For instance, it might be possible to reduce the number of moments required to exist for test functions in A θ η , and it is plausible to expect that the CLT can be proven with the removal of the assumption of h θ being bounded. Regarding the generalization of Theorem 3.8, it may be possible to prove a version of the theorem using generalized spectral theory rather than assuming a discrete spectrum with orthonormal eigenfunctions, but modifications to the techniques developed in this paper will be needed Figure 2 . Histograms of the quantity
5, 1, 1.5 with the true parameter being α = 1. The solid red line is the limiting Gaussian distribution of Theorem 3.8, and the dashed green line is a Gaussian fit to the histogram.
The green line has a slightly greater standard deviation because ρ δ t (θ) needs to be approximated with Monte Carlo sampling and a discrete time scheme, and hence, the empirical distribution distribution has some additional error. However, the Kolmogorov-Smirnoff test does not reject the hypothesis that the histogram is a Gaussian distribution.
Appendix A. Proof of Theorem 3.4
The proof of Theorem 3.4 is the result of a several partial results. This Appendix will state and prove the lemmas that will lead to the proof of Theorem 3.4, and proof of the theorem will follow.
Lemma A.1. Let us consider f ∈ C c (X ) and assume Conditions 2.1 and 3.1(ii). For any θ ∈ Θ, Proof. We start with the first part of the lemma. Using the definition ofφ, we have
which is certainly finite iff θ ,h θ < ∞, and hence, the lemma follows by dominated convergence, ergodicity and the strong convergence in (2.4). Then, we treat the second part of the lemma. For this purpose we have
So it is enough to prove that lim δ↓0 E *
due to the assumed uniform boudedness of E α dP * α dPα 2 in δ ∈ (0, 1) by Condition 3.1(ii). Then the required mean square convergence to zero follows by dominated convergence theorem due to the finiteness ofh θ . This concludes the proof of the lemma.
Lemma A.2. Let us consider f ∈ C c (X ) and assume Conditions 2.1 and 3.1. For any θ, α ∈ Θ,
= e t|h θ | 2f 2 θ . Next we turn onto the second term. Let us consider an independent copy of X δ . In particular, by enlarging the space if necessary, we consider X δ , which has the same law as X δ · , but which is independent of (X δ · , W · ).
where the computation for the last line used the fact that under P * , Y δ t is a Brownian motion. So, we obtain
Next, we consider the third term. Following a similar procedure as in the consideration of the second term we have
where the computation for the second to the last line used the fact that under P * θ , Y δ t is a Brownian motion and the computation to the last line used the fact that X δ and X δ have the same distribution law under P θ and P * θ . So, we obtain
This concludes the proof of the first statement of the lemma. For the second statement we have
2 which goes to zero by the first part of the lemma. The last line, i.e., E * α φ
, follows because both φ δ,θ t andφ δ,θ t are functionals of Y δ · (and no other random variable), and Y δ is a Brownian motion under both measures P * α and P * θ . This concludes the proof of the second part of the lemma.
Lemma A.3. Let us consider f ∈ C c (X ) and assume Conditions 2.1 and 3.1. For any θ, α ∈ Θ, we have uniformly in t ∈ [0, T ]
Then let X δ · be an independent copy of (X δ · , W · ) but with the same law as X δ · , and use Young's inequality and the Jensen inequality to bound the following:
where the first equality sign used the fact that is a Brownian motion under both P * α and P * θ , Y δ t (as in Lemma A.2) and the last computation used Condition 3.1. Hence, the ratio of the likelihoods converges in probability, i.e.,
where the last convergence follows by triangular inequality after adding and subtracting the term
Next, we obtain convergence in mean-square by the dominated convergence theorem, which indeed holds because the expectation of the square difference is finite:
. This completes the proof for f ∈ C b (X ). Let us complete the proof of the theorem by assuming that there exists an η > 0 such that f ∈ A θ η . For n ∈ N, define
Since f n is bounded, we already know that lim δ↓0 E α π
Both of these statements follow from the observation
In particular, we have Letting α denote the true parameter value, we first prove E α |π δ,θ t [ψ θ i ]| 2 converges to zero for any θ ∈ Θ and for any i = 0. This result is a direct consequence of Theorem 3.4 if ψ θ i ∈ A θ η . Here, we give an independent proof under the relaxed Condition 3.6(iii).
Lemma B.1. Assume Conditions 2.1, 3.1 and 3.6, and let α denote the true parameter value. For any t ≥ 0, any θ ∈ Θ and any i ∈ N \ {0} we have that
Proof. By Itô formula we can solve (3.10) for π Let us first show that e Et converges to 1 in P α -probability as δ ↓ 0. Notice that Therefore, all terms in (B.3) converge to zero in P α -probability, and we have obtained that (B.4) e Et converges to 1 in P α -probability, as δ ↓ 0.
Let us return now to (B.2). We need to prove that each term on the right hand side of (B.2) converges to zero as δ ↓ 0. The first term converges to 0, via (B.4) and Condition 3.6 with j = i. The second, third and fourth terms are being treated similarly. So, we shall only prove the convergence for the fourth term. In particular, we shall prove that This implies the result, concluding the proof of the lemma.
