Inverse problems for semilinear wave equations on Lorentzian manifolds by Lassas, Matti et al.
ar
X
iv
:1
60
6.
06
26
1v
1 
 [m
ath
.A
P]
  2
0 J
un
 20
16
INVERSE PROBLEMS FOR SEMILINEAR WAVE EQUATIONS ON
LORENTZIAN MANIFOLDS
MATTI LASSAS, GUNTHER UHLMANN, AND YIRAN WANG
Abstract. We consider inverse problems in space-time (M, g), a 4-dimensional Lorentzian man-
ifold. For semilinear wave equations gu + H(x, u) = f , where g denotes the usual Laplace-
Beltrami operator, we prove that the source-to-solution map L : f → u|V , where V is a neigh-
borhood of a time-like geodesic µ, determines the topological, differentiable structure and the
conformal class of the metric of the space-time in the maximal set where waves can propagate
from µ and return back. Moreover, on a given space-time (M, g), the source-to-solution map
determines some coefficients of the Taylor expansion of H in u .
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2 MATTI LASSAS, GUNTHER UHLMANN, AND YIRAN WANG
1. Introduction
1.1. The inverse problem. We study inverse problems for semilinear wave equations on a 4-
dimensional Lorentzian manifold. To set up the problem, we briefly recall the background from
Lorentzian geometry. The details and references can be found in Section 2.
Let (M,g) be an 1 + 3 dimensional time oriented globally hyperbolic Lorentzian manifold. For
p, q ∈M , we denote by p≪ q if p 6= q and p can be joined to q by a future pointing time-like curve.
We denote by p < q if p 6= q and p can be joined to q by a future pointing causal curve. We use
p ≤ q if p = q or p < q. The chronological future of p ∈M is denoted by I+(p) = {q ∈M : p≪ q}.
The causal future of p ∈ M is J+(p) = {q ∈ M : p ≤ q}. The chronological past and causal past
are denoted by I−(p) and J−(p) respectively. For any set A ⊂M , we denote J±(A) = ∪p∈AJ
±(p).
Also, we denote J(p, q) = J+(p)∩J−(q) and I(p, q) = I+(p)∩I−(q). See Fig. 1. When it becomes
necessary, we use subscript to indicate the dependence on g.
For globally hyperbolic Lorentzian manifold, (M,g) can be identified with the product manifold
R×N with metric g = −β(t, y)dt2 + κ(t, y),
where N is a 3-dimensional manifold, β is smooth and κ is a family of Riemannian metrics on
N smoothly depending on t, see [3] . Let µˆ(t) ⊂ M be a time-like geodesic where t ∈ [−1, 1].
Let p± = µˆ(s±),−1 < s− < s+ < 1 be two points on µˆ and V be an open relatively compact
neighborhood of µˆ([s−, s+]). Take M0 = (−∞, T0)×N,T0 > 0 such that V ⊂M0. Let g be the
Laplace-Beltrami operator on (M,g), we consider semilinear wave equations with source terms
(1.1)
gu(x) +H(x, u(x)) = f(x), on M0,
u = 0 in M0\J
+
g (supp (f)),
where x = (t, y) ∈ R × N, supp (f) ⊂ V and H is smooth. The local well-posedness of this
problem has been studied in [21], see also [8, Appendix III], [30, 33]. Roughly speaking, there is
a unique solution u for f small in Cm-norm with suitable m. As Definition 1.4 of [20], we define
the source-to-solution map L = LV ;g,H as
L(f) = u|V ,
where u is the solution to (1.1) with source f . Assume that we are given V as a differentiable
manifold and the map L. The inverse problem (of active measurements) we study in this work
is whether one can determine the metric g and the nonlinear term H on I(p−, p+) from these
information. See Fig. 1.
1.2. Determination of metrics and nonlinearities. When H(x, u) = a(x)u(x)2, the inverse
problem was studied by Kurylev, Lassas and Uhlmann in [20]. The same problem has been
proposed and studied for the Einstein equations with matter sources in [21, 22, 23]. The main
result Theorem 1.5 of [20] states that if H(x, u) = a(x)u(x)2 with a(x) non-vanishing, we can
determine the conformal class of the metric g up to diffeomorphisms. Under some additional
assumptions e.g. the manifolds are Ricci flat, the authors in [20] proved that the metric is uniquely
determined up to diffeomorphisms. Similar results also hold for the Einstein equation with matter
sources, see Theorem 1.1 of [21].
In this work, we consider a general nonlinear term H. Roughly speaking, we prove that the
Lorentzian metric can be determined up to diffeomorphisms if the nonlinearity H(x, z) satisfy
certain assumptions. Also, we show that on a given Lorentzian manifold, the source-to-solution
map determines the nonlinear term H. We now state the precise theorems.
We start with the meaning of nonlinearity used in this work.
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p+ = µˆ(s+)
p− = µˆ(s−)
I(p−, p+)
V
µˆ
Figure 1. µˆ is a time-like geodesic. The set V is an open neighborhood of
µˆ([−1, 1]). The source f is supported in V and we take measurements L(f) in
V . The set I(p−, p+) is the set where the wave can propagate to from µˆ and re-
turn back to µˆ. We study the inverse problem of determining the metric and the
nonlinearity in I(p−, p+) bounded by the dashed curves.
Definition 1.1. Let H(x, z) ∈ C∞(U × I) be real valued, where U is open in M and I is a small
neighborhood of 0 in R. We say H is genuinely nonlinear1 in z on U if H(x, 0) = ∂zH(x, 0) = 0
and for any x ∈ U , there is k ∈ N, k ≥ 2 such that
∂kzH(x, 0) 6= 0.
If there exists k0 ≥ 2 such that ∂
k
zH(x, 0) = 0 for all k > k0 and x ∈ U , we say k0 is the order of
H. If there is no such k0, we say H is nonlinear of infinite order.
Our main result is the following theorem.
Theorem 1.2. Let (M (j), g(j)), j = 1, 2 be two 4-dimensional globally hyperbolic Lorentzian mani-
folds. Let µˆ(j)(t) ⊂M (j) be time-like geodesics where t ∈ [−1, 1] and V (j) ⊂M (j) be open relatively
compact neighborhood of µˆ(j)([s−, s+]) where −1 < s− < s+ < 1. Let M
(j)
0 = (−∞, T0)×N
(j), T0 >
0 such that V (j) ⊂M
(j)
0 . Consider the semilinear wave equations with source terms
g(j)u(x) +H
(j)(x, u(x)) = f(x), on M
(j)
0 ,
u = 0 in M
(j)
0 \J
+
g(j)
(supp (f)),
where supp (f) ⊂ V (j). We assume that H(j)(x, z) are genuinely nonlinear on I(p
(j)
− , p
(j)
+ ) where
p
(j)
± = µˆ
(j)(s±). Suppose that there is a diffeomorphism Φ : V
(1) → V (2) such that Φ(p
(1)
± ) = p
(2)
±
and the source-to-solution maps L(j) satisfy
(Φ−1)∗(L(1)(Φ∗f)) = L(2)(f)
1We thank Peter Hintz for this notion in private communication.
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for all f in a small neighborhood of the zero function in C40 (V
(2)). Then there exists a diffeomor-
phism Ψ : I(p
(1)
− , p
(1)
+ ) → I(p
(2)
− , p
(2)
+ ) and γ ∈ C
∞(I(p
(1)
− , p
(1)
+ )) such that for x ∈ I(p
(1)
− , p
(1)
+ ) we
have
(1.2)
g(1) = e2γΨ∗g(2),
∂kzH
(1)(x, 0) = e(k−3)γ(x)∂kzH
(2)(Ψ(x), 0), ∀k ≥ 4.
Also, for k = 2, 3, we have that for x ∈ I(p
(1)
− , p
(1)
+ )
(1) ∂2zH
(1)(x, 0) · ∂3zH
(1)(x, 0) = e−γ(x)∂2zH
(2)(Ψ(x), 0) · ∂3zH
(2)(Ψ(x), 0);
(2) ∂2zH
(1)(x, 0) = e−γ(x)∂2zH
(2)(Ψ(x), 0) if ∂3zH
(1)(x, 0) = 0.
We remark that in general linear terms in the wave equation do not affect the results and we
give more precise statements including linear terms in Theorem 6.1 and Theorem 6.2. However,
the genuinely nonlinear condition is essential. The theorem implies important consequences on
unique determination of the Lorentzian metric and the nonlinear function H. We first consider
the determination of the metric.
Theorem 1.3. Let M be a 4-dimensional manifold and g(j), j = 1, 2 be two globally hyperbolic
Lorentzian metrics on M . Let µˆ(j)(t) be time-like geodesics on (M,g(j)) where t ∈ [−1, 1] and
V (j) ⊂ M be open relatively compact neighborhood of µˆ(j)([s−, s+]) where −1 < s− < s+ < 1. Let
M
(j)
0 = (−∞, T0) × N
(j), T0 > 0 such that V
(j) ⊂ M
(j)
0 . Consider the semilinear wave equations
with source terms
g(j)u(x) +H
(j)(x, u(x)) = f(x), on M
(j)
0 ,
u = 0 in M
(j)
0 \J
+
g(j)
(supp (f)),
where supp (f) ⊂ V (j). Assume that H(j)(x, z) are genuinely nonlinear on I(p
(j)
− , p
(j)
+ ), where
p
(j)
± = µˆ
(j)(s±). Suppose that there is a diffeomorphism Φ : V
(1) → V (2) such that Φ(p
(1)
± ) = p
(2)
±
and the source-to-solution maps L(j) satisfy
(Φ−1)∗(L(1)(Φ∗f)) = L(2)(f)
for all f in a small neighborhood of the zero function in C40 (V
(2)). Then there exists a diffeo-
morphism Ψ : I(p
(1)
− , p
(1)
+ ) → I(p
(2)
− , p
(2)
+ ) and γ ∈ C
∞(I(p
(1)
− , p
(1)
+ )) such that g
(1) = e2γΨ∗g(2)
in I(p
(1)
− , p
(1)
+ ). Moreover, the diffeomorphism Ψ is an isometry i.e. g
(1) = Ψ∗g(2) on I(p
(1)
− , p
(1)
+ )
under one of the following additional assumptions.
(1) H(i)(x, z), i = 1, 2 are independent of x i.e. H(i)(x, z) = H(i)(z) and H(i)(z) 6= b(i)z3 for
some constants b(i);
(2) The Ricci curvatures of g(i) are zero.
This theorem generalizes and improves the results obtained by Kurylev, Lassas and Uhlmann
for H(x, z) = a(x)z2 (Theorem 1.1 and Corollary 1.3 of [20]). We refer to Theorem 6.1 and 6.2 for
the statements with linear terms. We must point out that the unique determination of the metric
is not true in general even if the nonlinear perturbations are known. We will demonstrate such
examples in Section 1.4, after introducing the gauge transformations. We emphasize that the case
when H is purely cubic needs special treatment. In particular, we can have equations with the
same cubic function H yet the source-to-solution maps are the same for any conformal metrics!
This is related to the gauge invariance of the conformal wave equations in dimension 4.
Next, we state our result on the determination of the nonlinear term H.
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Theorem 1.4. Let (M,g) be a 4-dimensional globally hyperbolic Lorentzian manifold. Let µˆ(t) ⊂
M be a time-like geodesic where t ∈ [−1, 1] and V ⊂M be an open relatively compact neighborhood
of µˆ. Let M0 = (−∞, T0)×N,T0 > 0 such that V ⊂M0. Consider semilinear wave equations with
source terms
gu(x) +H
(j)(x, u(x)) = f(x), on M0,
u = 0 in M0\J
+
g (supp (f)),
where supp (f) ⊂ V . We assume that H(j)(x, z), j = 1, 2 are genuinely nonlinear in z on I(p−, p+)
with p± = µˆ(s±),−1 < s− < s+ < 1. If the source-to-solution maps L
(j) satisfy
L(1)(f) = L(2)(f)
for all f in a small neighborhood of the zero function in C40 (V ), then for x ∈ I(p−, p+) we have
∂kzH
(1)(x, 0) = ∂kzH
(2)(x, 0) for k ≥ 4.
Moreover, if ∂3zH
(1)(x, 0) = ∂3zH
(2)(x, 0), we have
∂2zH
(1)(x, 0) = ∂2zH
(2)(x, 0).
The theorem determines the coefficients of the Taylor expansion of H in z for k ≥ 4 in general.
We leave the determination of the cubic and quadratic terms as well as the linear term to future
publications.
We remark that for all the inverse problems considered in this paper, the linear versions have
not been solved yet. To solve these type of hyperbolic inverse problems, the boundary control (BC
method) developed by Belishev has been used (see for example [19]). The BC method depends
on the unique continuation theorem of Tataru [31, 32] which assumes that the metric depends
analytically on t. However, for globally hyperbolic Lorentzian manifolds, the coefficients of g
are smooth in t in general. Hence Tataru’s theorem does not apply. See also Alinhac’s counter-
examples [1].
1.3. Gauge invariance and non-linear Yamabe-type equations. Now we discuss the gauge
invariance and this is related to the nonlinear Yamabe equations. Let Rg denote the scalar cur-
vature of g. By [2, Def. 3.5.9], the conformal wave operator (or the standard Yamabe operator
multiplied by constant n−14n =
1
6 with n = 3)
Ygu(x) = gu(x) +
1
6
Rg(x)u(x)
is conformally invariant in the following sense: If ϕ(x) is a positive scalar function and g˜jk(x) =
ϕ(x)p−2gjk(x) with p =
2(n+1)
n−1 (p = 4 when n = 3), then
Yg˜u = ϕ
1−pYg(ϕu).
See also Theorem 5.1 of Appendix VI of [8]. Let us consider the equation (1.1) of the form
Ygu(x) +H(x, u(x)) = f(x), on M0,(1.3)
u(x) = 0, for x ∈M0 \ J
+
g (supp (f)).
We call the operator Yg +H(x, ·) the non-linear Yamabe operator. Note that H does not contain
linear terms.
Let us make now a gauge change: We change metric gjk to the conformal metric
g˜jk(x) = ϕ(x)
p−2gjk(x).
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Then
Yg˜(u˜(x)) + H˜(x, u˜(x)) = f˜(x), on M0,(1.4)
u˜(x) = 0, for x ∈M0 \ J
+
g˜ (supp (f˜)),
where
u˜(x) = ϕ(x)−1u(x),(1.5)
H˜(x, z) = ϕ(x)1−pH(x, ϕ(x)z),(1.6)
f˜(x) = ϕ(x)1−pf(x).(1.7)
We consider now Mϕ : u 7→ u˜ = ϕ(x)
−1u as a gauge transformation that changes functions
by the rules (1.3) and (1.5)-(1.7). Let V ⊂ M0 be sets where we do observations. Then the
measurement map LV ;Yg,H : f 7→ u|V changes in the gauge transformation as
MϕLV ;Yg,H(Mϕp−1)
−1 = LV ;Yg˜,H˜ .
Note that the measurement map depends on V , the metric g and the nonlinear function H. We
denote by Ψ∗(Yg +H) the non-linear operator
v 7→ YΨ∗gv +Ψ
∗(H(Ψ( · ), (Ψ−1)∗v)),
that is obtained from Yg +H(x, · ) via a change of coordinates. Also, we denote by
Mϕ(Yg +H) = Yg˜ + H˜
the gauge transformation of the non-linear operator v 7→ Ygv +H( · , v). Let
[Yg +H] = {Mϕ(Yg +H); ϕ|V = 1}
denote the class of operators, defined on the set Ig(p−, p+), that are gauge equivalence to Yg +H.
Then the measurement map does not change in the gauge transformation Mϕ, that is,
LV,Yg,H = LV ;Yg˜,H˜ .
Now we state a theorem of determining the metric and nonlinearity up to a gauge transformation.
Theorem 1.5. Let (M (j), g(j)), j = 1, 2 be two 4-dimensional globally hyperbolic Lorentzian mani-
folds. Let µˆ(j)(t) ⊂M (j) be time-like geodesics where t ∈ [−1, 1] and V (j) ⊂M (j) be open relatively
compact neighborhoods of µˆ(j)([s−, s+]) where −1 < s− < s+ < 1. Let M
(j)
0 = (−∞, T0) ×
N (j), T0 > 0 such that V
(j) ⊂M
(j)
0 . Consider the nonlinear Yamabe equations with source terms
Yg(j)u(x) +H
(j)(x, u(x)) = f(x), on M
(j)
0 ,
u = 0 in M
(j)
0 \J
+
g(j)
(supp (f)),
where supp (f) ⊂ V (j). We assume that H(j)(x, z) are genuinely nonlinear on I(p
(j)
− , p
(j)
+ ) where
p
(j)
± = µˆ
(j)(s±), the functions z 7→ H
(j)(x, z) are real-analytic and H(j)(x, z) = O(z4) as z → 0.
Suppose that there is a diffeomorphism Φ : V (1) → V (2) such that Φ(p
(1)
± ) = p
(2)
± and the source-
to-solution maps L(j) = LV (j);Y
g(j)
,H(j) satisfy
L(2)(f) = (Φ−1)∗(L(1)(Φ∗f))
INVERSE PROBLEMS FOR SEMILINEAR WAVE EQUATIONS ON LORENTZIAN MANIFOLDS 7
for all f ∈ W, where W ⊂ C40(V
(2)) in a neighborhood of zero. Then there is a diffeomorphism
Ψ : I(p
(1)
− , p
(1)
+ )→ I(p
(2)
− , p
(2)
+ ) such that
Ψ∗(Yg(2) +H
(2)) ∈ [Yg(1) +H
(1)],
that is, the non-linear Yamabe operator Yg(2) +H
(2) is equal to Yg(1) +H
(1) up to a combined gauge
and coordinate transformation.
1.4. Examples when the metric cannot be determined. According to Theorem 1.3, we know
that for H genuinely nonlinear, we can determine the conformal class of the metric. But in general
this conformal factor cannot be determined even though the nonlinear functions are known, as
demonstrated by the examples below.
Example 1: Consider the conformal wave operator Yg = g +
1
6Rg. In case when the scalar
curvature vanishes, Yg = g. Consider the following nonlinear equation
(1.8) Ygu(x) +H(x, u) = f(x), H(x, z) = a(x)z
2.
Let Lg,af = u|V be the source-to-solution map. We take a(x) = (−detg(x))
− 1
4 where detg denotes
the determinant of the metric g. After the gauge transformation
(1.9) g˜jk(x) = e
2γ(x)gjk(x), u˜(x) = e
−γ(x)u(x), f˜(x) = e−3γ(x)f(x),
we get detg˜(x) = e8γ(x)detg(x) and the equation (1.8) is transformed to
Yg˜u˜(x) + e
−3γeγ(−detg˜(x))
1
4 (eγ u˜(x))2 = e−3γf(x),
and we get
(1.10) Yg˜u˜(x) + a˜(x)(u˜(x))
2 = f˜(x),
where a˜(x) = (−detg˜(x))−
1
4 . Recall that on set V where we perform the measurements, we have
γ = 0, so that we get
u˜ = u, f˜ = f on V.
Thus we conclude that the two source-to-solution maps Lg,a = Lg˜,a˜ and this means we cannot
determine two conformal metrics from the source-to-solution map in this case.
Example 2: Even in the case when two nonlinear functions are the same i.e. H(1) = H(2) in
Theorem 1.3, we can still construct examples when the metric cannot be determined. Consider
the following equation
(1.11) Ygu(x) +H(x, u) = f(x), H(x, z) = bz
3,
where b can be any function of x. Let Lg,b(f) = u|V be the source-to-solution map. After the
gauge transformation (1.9), the equation (1.11) is transformed to
Yg˜u˜(x) + e
−3γb(eγ u˜(x))3 = e−3γf(x),
and we get
(1.12) Yg˜u˜(x) + b(u˜(x))
3 = f˜(x).
Notice that the nonlinear terms in equations (1.11) and (1.12) are the same. Since γ = 0 on V ,
we get that
u˜ = u, f˜ = f on V.
Thus we conclude that the two source-to-solution maps Lg,b = Lg˜,b. This means that when
H(x, z) = bz3, we cannot determine two conformal metrics from the source-to-solution map.
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1.5. Outline of the paper. As in [20], we do not prove Theorem 1.3 by linearization but by
producing artificial point sources thanks to the nonlinear interaction of linear waves. This is the
reason we requireH to be genuinely nonlinear. However, compared with the analysis of singularities
in [20], we carry out a more thorough microlocal analysis which enable us to characterize the type
of the new singularities as well as to find their orders and principal symbols. The improvements
are obtained from these new informations. We must mention that singularities due to nonlinear
interactions in hyperbolic equations were actively studied in the 80’s and 90’s mainly for 1 + 2
dimension by Bony [7], Melrose-Ritter [24, 25], Rauch-Reed [29], etc. See Beals [5] for an overview.
However, in this work, we follow the idea in [20, 21] to consider solutions of semilinear wave
equations depending on some small parameters, and we analyze the singularities in the asymptotic
expansion terms of the solution (instead of the solution itself). This simplifies our analysis and
relates the singularities to the nonlinear term H.
The paper is organized as following. In Section 2, we collect some preliminaries from Lorentzian
geometry and microlocal analysis. We derive the lower order asymptotic expansion of solutions to
the semilinear wave equation. The main analysis lies in Section 3, where we study the singularities
produced by the nonlinear interaction of two, three and four conormal distributions. Here we
carry out the analysis for a general set-up for the interaction of four linear waves. We start solving
the inverse problem for lower order nonlinearities in Section 4, by making use of the analysis in
Section 3 and following the approach of Kurylev-Lassas-Uhlmann [20]. However, we encountered
a problem that H being cubic does not determine the metric by the analysis in Section 3. To deal
with this as well as higher order nonlinear terms, in Section 5 we analyze in detail the singularities
in higher order asymptotic expansions of the solutions. Finally, we prove the main theorems in
Section 6.
2. Wave equations on Lorentzian manifolds
2.1. Lorentzian geometry. We explain our assumptions on the Lorentzian manifold (M,g) and
introduce some notations. The general references are [6, 28, 20].
Assume that (M,g) is a 1 + 3 dimensional Lorentzian manifold which is time oriented and
globally hyperbolic. We take the signature of the metric as (−,+,+,+). It is proved by Bernal
and Sa´nchez [4] that (M,g) is globally hyperbolic if there is no closed causal paths in M and for
any p, q ∈M and p < q, the set J(p, q) is compact. Also in [3], it is proved that (M,g) is isometric
to the product manifold R×N with g = −β(t, y)dt2+κ(t, y). Here N is a 3-dimensional manifold,
β : R×N → R+ is smooth and κ is a Riemannian metric on N and smooth in t. Without loss of
generality, we identify (M,g) with this isometric image. We shall use x = (t, y) = (x0, x1, x2, x3) as
the local coordinates on M . It is worth mentioning that for each t ∈ R, the submanifold {t}×N is
a Cauchy surface, i.e. every in-extendible causal curve intersects the submanifold only once. See for
example [6, Page 65]. Besides the Lorentzian metric, we will take a complete Riemannian metric
g+ on M , whose existence is guaranteed by [27]. With this metric, we can introduce distances on
M and TM , and Sobolev spaces on M .
For p ∈ M , we denote the collection of light-like vectors at p by LpM = {θ ∈ TpM\{0} :
g(θ, θ) = 0} and the bundle by LM = ∪p∈MLpM . The future (past) light-like vectors are denoted
by L+p M (L
−
p M), and the bundle L
±M = ∪p∈ML
±
p M . Also, the set of light-like covectors at
p ∈M is denoted by L∗pM and the bundles L
∗M,L∗,±(M) are defined similarly. Since the metric
g is non-degenerate, there is a natural isomorphism ip : TpM → T
∗
pM . For any θ ∈ LpM , ξ = ip(θ)
is in L∗pM . With this isomorphism, we sometimes use vectors and co-vectors interchangeably. Let
expp : TpM →M be the exponential map. The geodesic from p with initial direction θ is denoted
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by γp,θ(t) = expp(tθ), t ≥ 0. We denote the forward light-cone at p ∈M by
L+p M = {γp,θ(t) : θ ∈ L
+
p M, t > 0}
Notice that p /∈ L+p M and L
+
p M is a subset of M .
2.2. Lagrangian distributions. We will consider solutions to the wave equation with singulari-
ties on the conormal directions of a submanifold of M . Recall that the cotangent bundle T ∗M is
a symplectic manifold with canonical two form given by ω = dξ ∧ dx in local coordinates (x, ξ). A
submanifold Λ ⊂ T ∗M is called Lagrangian if dimΛ = 4 and the canonical two form vanishes on
Λ. A simple example which we will consider later is the conormal bundle of a submanifold. Let
K ⊂M be a submanifold. Then
N∗K = {(x, ξ) ∈ T ∗M\0 : 〈ξ, θ〉 = 0, θ ∈ TxK},
the conormal bundle of K is a Lagrangian submanifold of T ∗M\0. Here 0 represents the zero
section of T ∗M . We review the basic facts of conormal distributions and paired Lagrangian
distributions. Our main references are [9, 14, 26, 17, 16].
2.2.1. Conormal distributions. Let X be a n-dimensional smooth manifold and Λ be a smooth
conic Lagrangian submanifold of T ∗X\0. Following the standard notation, we denote by Iµ(Λ)
the space of Lagrangian distributions of order µ associated with Λ. In particular, for U open in
X, let φ(x, ξ) : U × RN → R be a smooth non-degenerate phase function (homogeneous of degree
1 in ξ) that locally parametrizes Λ i.e.
{(x, dxφ) ∈ T
∗
UX\0 : x ∈ U, dξφ = 0} ⊂ Λ.
Here 0 denotes the zero-section. Then u ∈ Iµ(Λ) can be locally written as a finite sum of oscillatory
integrals ∫
RN
eiφ(x,ξ)a(x, ξ)dξ, a ∈ Sµ+
n
4
−N
2 (U × RN ),
where S•(•) denotes the standard symbol class, see [14, Section 18.1]. For u ∈ Iµ(Λ), we know
that the wave front set WF(u) ⊂ Λ and u ∈ Hs(X) for any s < −µ− n4 . The distribution u has a
principal symbol σ(u) defined invariantly on Λ, see [15, Section 25.1].
For a submanifold Y ⊂ X of codimension k, the conormal bundle N∗Y is a Lagrangian sub-
manifold. We denote Iµ(Y ) = Iµ(N∗Y ), which are called conormal distributions to Y . We remark
that in our notation, µ is always the order of the distribution (instead of the order of the symbol
which is used in [16] etc). If we take u as a distributional half-density on M , the principal symbol
of u is well-defined in Sµ+
n
4 (Λ;Ω
1
2 )/Sµ+
n
4
−1(Λ;Ω
1
2 ), where Ω
1
2 denotes the half-density bundle on
Λ. Actually, we can find local coordinates x = (x′, x′′), x′ ∈ Rk, x′′ ∈ Rn−k such that Y = {x′ = 0}.
Let ξ = (ξ′, ξ′′) be the dual variable, then N∗Y = {x′ = 0, ξ′′ = 0, ξ′ 6= 0}. We can write u ∈ Iµ(Y )
as
u =
∫
Rk
eix
′ξ′a(x′′, ξ′)dξ′, a ∈ Sµ+
n
4
− k
2 (Rn−kx′′ ;R
k
ξ′).
In this case, the principal symbol is
σ(u) = (2π)
n
4
− k
2 a0(x
′′, ξ′)|dx′′|
1
2 |dξ′|
1
2 ,
where a0 ∈ S
µ+n
4
− k
2 (Rn−kx′′ ;R
k
ξ′) is such that a− a0 ∈ S
µ+n
4
− k
2
−1(Rn−kx′′ ;R
k
ξ′). See for example [14,
Section 18.2]. Later, we also use the notation σN∗Y (u) to emphasize where the symbol is defined.
We remark that for Lorentzian manifold (M,g), there is a natural choice of the density bundle
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dvolg. Thus the half-density bundles can be trivialized and we shall consider the principal symbols
of distribution u as functions on T ∗M .
2.2.2. Paired Lagrangian distributions. For two Lagrangians Λ0,Λ1 ⊂ T
∗X\0 intersecting cleanly
at a codimension k submanifold i.e.
TpΛ0 ∩ TpΛ1 = Tp(Λ0 ∩ Λ1), ∀p ∈ Λ0 ∩ Λ1,
the paired Lagrangian distribution associated with (Λ0,Λ1) is denoted by I
p,l(Λ0,Λ1). For u ∈
Ip,l(Λ0,Λ1), we know that WF(u) ⊂ Λ0∪Λ1. Also, microlocally away from the intersection Λ0∩Λ1,
u ∈ Ip+l(Λ0\Λ1) and u ∈ I
p(Λ1\Λ0) so u has well-defined principal symbols σΛ0(u) and σΛ1(u) on
the corresponding Lagrangians. They also satisfy the compatibility condition on Λ0 ∩ Λ1, see [18]
and [26].
Since all cleanly intersecting pairs of Lagrangians are locally equivalent (see [18, Prop. 2.1]),
we can write down such distributions explicitly as oscillatory integrals in certain model pairs of
Lagrangians. For example (see (5.14) of [9]), we let x = (x′, x′′, x′′′) ∈ Rk ×Rn−k−d×Rd and take
(2.1) Λ˜0 = N
∗{x′ = x′′ = 0}, Λ˜1 = N
∗{x′′ = 0}
as the model pair. For u ∈ Ip,l(Λ˜0, Λ˜1), we can write
(2.2) u =
∫
Rn
ei(x
′·ξ′+x′′·ξ′′)b(x′′′, ξ′, ξ′′)dξ′dξ′′ + u0,
where u0 ∈ I
p(Λ˜1) and b ∈ S
M,M ′(Rdx′′′ ;R
n−k−d
ξ′′ ;R
k
ξ′), M = p−
n
4 +
k
2 +
d
2 ,M
′ = l − k2 is a symbol
of product type i.e. for x′′′ in a compact set K and for multi-indices α, β, γ, there is CK,α,β,γ > 0
such that
|∂αx′′′∂
β
ξ′∂
γ
ξ′′b(x
′′′, ξ′, ξ′′)| ≤ CK,α,β,γ〈ξ
′, ξ′′〉M−|β|〈ξ′′〉M
′−|γ|.
Away from Λ˜0 ∩ Λ˜1, the principal symbol of u on Λ˜1 is given in (5.16) of [9], which is
σΛ˜1(u) = (2π)
3n+2k−2d
4 (F′)−1b|dx′|
1
2 |dξ′′|
1
2 |dx′′′|
1
2
in SM (Rdx′′′ ;R
n−k−d
ξ′′ ; I
l− k
4 (Rkx′ ;N
∗{0})) modulo terms of order M − 1. Here F′ denotes the par-
tial Fourier transform in x′, (F′)−1 denotes the inverse transform in ξ′ variable and the symbol
space SM (·) is the standard symbol space SM (Rdx′′′ ;R
n−k−d
ξ′′ ) but with distributional values in
I l−
k
4 (Rkx′ ;N
∗{0}). We refer to (5.16) of [9] for other equivalent descriptions. On Λ˜0\Λ˜1, u is a
Lagrangian distribution with amplitude b ∈ SM+M
′
(Rdx′′′ ;R
n−d
ξ′,ξ′′) and we find that
σΛ˜0(u) = (2π)
n
4
−n−d
2 b0(x
′′′, ξ′, ξ′′)|dx′′′|
1
2 |dξ′dξ′′|
1
2 ,
where b0 ∈ S
M+M ′(Rdx′′′ ;R
n−d
ξ′,ξ′′) is such that b− b0 ∈ S
M+M ′−1(Rdx′′′ ;R
n−d
ξ′,ξ′′).
2.3. Linear wave equations and causal inverses. Let g be the Laplace-Beltrami operator
on (M,g). In local coordinates, we have
g = (−detg(x))
− 1
2
3∑
i,j=0
∂
∂xi
((−detg(x))
1
2 gij(x)
∂
∂xj
).
We consider the linear wave equation
gv = f on M0,
v = 0 on M0\J
+(supp (f)).
(2.3)
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where f is a source term compactly supported in t ≥ 0 and will be specified later. The Schwartz
kernel of the causal inverse of the wave operator g is a paired Lagrangian distribution we now
review. We remark that later we do not distinguish the notations of operators and their Schwartz
kernels unless it is necessary.
We let P(x, ξ) = |ξ|2g∗ be the principal symbol of g, which is also the dual metric function on
T ∗M . Here g∗ = g−1 denotes the dual Lorentzian metric on T ∗M . Let Σg be the characteristic
set i.e.
Σg = {(x, ξ) ∈ T
∗M : P(x, ξ) = 0}.
Note Σg consists of light-like co-vectors. The Hamilton vector field of P is denoted by HP and in
local coordinates
HP =
3∑
i=0
(
∂P
∂ξi
∂
∂xi
−
∂P
∂xi
∂
∂ξi
).
The integral curves of HP in Σg are called null bicharacteristics and their projections to M are
geodesics.
Consider the product manifold M ×M and the cotangent bundle T ∗M × T ∗M . Let π be the
projection to the left factor. We can regard P,Σg,HP as objects on product manifolds by pulling
them back using π. Let Diag = {(z, z′) ∈M ×M : z = z′} be the diagonal and
N∗Diag = {(z, ζ, z′, ζ ′) ∈ T ∗(M ×M)\0 : z = z′, ζ ′ = −ζ}
be the conormal bundle of Diag (minus the zero section). Then we let Λg be the Lagrangian
submanifold obtained by flowing out N∗Diag∩Σg under HP. It is proved in [26] (see also [9]) that
g has a parametrix Qg ∈ I
− 3
2
,− 1
2 (N∗Diag,Λg). In particular, this means that for any f ∈ D
′(M)
the distribution space on M , we have gQgf = f + f0 where f0 ∈ C
∞(M).
On globally hyperbolic manifolds, the wave operator g (and more generally normally hyperbolic
operators) has a unique causal inverse which we denote by −1g , see for example [2, Theorem
3.3.1] and [12]. Then −1g − Qg is a smoothing operator, and 
−1
g ∈ I
− 3
2
,− 1
2 (N∗Diag,Λg). For
convenience, we take Qg = 
−1
g as the causal inverse.
If the source f is a Lagrangian distribution, we can describe the solution v easily by the following
proposition, which is essentially Prop. 2.1 of [17].
Proposition 2.1. Suppose Λ0 ⊂ T
∗M\0 is a conic Lagrangian intersecting Σg transversally and
such that each bicharacteristics of P intersect Λ0 a finite number of times. Then
Qg : I
µ(Λ0)→ I
− 3
2
+µ,− 1
2 (Λ0,Λ
g
0),
where Λg0 denotes the Lagrangian submanifold obtained from flowing out of Λ0 ∩ Σg under the
Hamiltonian flow. Furthermore, for (x, ξ) ∈ Λg0\Λ0,
σ(Qgu)(x, ξ) =
∑
σ(Qg)(x, ξ; yj , ηj)σ(u)(yj , ηj),
where the summation is over the points (yj , ηj) ∈ Λ0 which lie on the bicharacteristics from (x, ξ).
Recall that we can define Sobolev spaces on M using the Riemannian metric g+. From Prop.
5.6 of [9] or Theorem 3.3 of [16], we also have
Proposition 2.2. For m ∈ R, Qg : H
m
comp(M)→ H
m+1
loc (M) is continuous.
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2.4. Semilinear wave equations and the asymptotic analysis. Consider the semi-linear wave
equation
(2.4)
gu+H(x, u) = f(x) on M0 = (−∞, T0)×N,T0 > 0
u = 0 in M0\J
+(supp (f)),
where H is smooth and f is a source term supported in t ≥ 0 to be specified later. Here we write
x = (x0, x1, x2, x3) where x0 = t. The local well-posedness of (2.4) has been analyzed in [20],
see also Section 3.1.2 and Appendix B of [21]. In particular, let B ⊂ N be compact, T0 > 0 and
f ∈ Cr([0, T0],H
s(B))∩Cr+1([0, T0],H
s−1(B)), r ≥ 0. Recall that the function spaces are defined
using the Riemannian metric g+. If r + s ≥ 4 is even and f is small enough, there is a unique
solution u to (2.4) such that u ∈ Cr0([0, T0],H
s
0(N)) ∩ C
r+1
0 ([0, T0],H
s−1
0 (N)) and
‖u‖Cr0 ([0,T0],Hs0(N))∩C
r+1
0 ([0,T0],H
s−1
0 (N))
≤ C‖f‖Cr([0,T0],Hs(B))∩Cr+1([0,T0],Hs−1(B)),
for some constant C > 0, see equation (27) of [21]. Hereafter, C denotes a generic constant.
It is convenient to use Sobolev spaces on M . Let m = s + r, we know that u ∈ Hm(M0) and
‖u‖Hm(M0) ≤ C‖f‖Hm(M0) for m ≥ 4 even. We remark that the regularity required in the local
well-posedness results may not be optimal but this is not our main concern.
Next, we carry out the asymptotic analysis of u. We are able to compute the first few asymptotic
terms explicitly, which are sufficient for many purposes. So we first consider the case when
(2.5) H(x, z) = a(x)z2 + b(x)z3 + c(x)z4,
for z ∈ R sufficiently small and a, b, c are smooth functions in x. Indeed, higher order nonlinear
terms will not affect the first four terms in the asymptotic expansion. Later in Section 5, we will
return to the general case and use different techniques to analyze the higher order asymptotic
terms.
We assume that fi ∈ C
4
0 (M0) ⊂ H
4
0 (M0), i = 1, 2, 3, 4. Notice that H
4(M0) is an algebra since
dimM = 4, see e.g. [13, Theorem 8.3.1]. Let ǫi > 0, i = 1, 2, 3, 4 be small parameters and
f =
4∑
i=1
ǫifi ∈ C
4
0 (M0) ⊂ H
4
0 (M0)
be the source term in (2.4). Here we used Sobolev embedding. Then the linear equation gv = f
has a solution v =
∑4
i=1 ǫivi ∈ H
5(M0) where gvi = fi. The semilinear equation (2.4) has a
solution u satisfying
‖u‖H4(M0) ≤ C(ǫ1 + ǫ2 + ǫ3 + ǫ4)
4∑
i=1
‖fi‖H4(M0).
Now we derive the asymptotic expansion of u as ǫi → 0. Using that
g(u− v) +H(x, u) = 0,
we have
(2.6) u = v −Qg(H(x, u)) = v −Qg(au
2 + bu3 + cu4).
We substitute u back in the right hand side of (2.6). We first compute
u2 = v2 − 2vQg(au
2)− 2vQg(bu
3) +Qg(au
2)Qg(au
2) + R,
u3 = v3 − 3v2Qg(au
2) + R,
u4 = v4 +R.
(2.7)
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Here R denotes the collection of terms which are o(ǫ1ǫ2ǫ3ǫ4) in H
4(M0). Actually, since H
4(M0) is
an algebra, u5 ∈ H4(M0). Applying Qg, we know that Qg(u
5) ∈ H5(M0). In general, Qg increases
the regularity by 1 thus the terms in R are all in H4(M0). Now we have
(2.8)
u = v −Qg(av
2) + 2Qg(avQg(au
2)) + 2Qg(avQg(bu
3))−Qg(aQg(au
2)Qg(au
2))
−Qg(bv
3) + 3Qg(bv
2Qg(au
2))−Qg(cv
4) + R.
Finally, by substituting (2.7) into (2.8), we obtain
(2.9)
u = v −Qg(av
2) + 2Qg(avQg(av
2))− 4Qg(avQg(avQg(av
2))) −Qg(aQg(av
2)Qg(av
2))
+2Qg(avQg(bv
3))−Qg(bv
3) + 3Qg(bv
2Qg(av
2))−Qg(cv
4) +R.
This is the asymptotic expansion of the solution u. Indeed, we only need to consider the following
terms where i, j, k, l are distinct.
U
(2)
ij = −Qg(avivj);
U
(3)
ijk = 2Qg(aviQg(avjvk))−Qg(bvivjvk);
U
(4)
ijkl = −4Qg(aviQg(avjQg(avkvl))) −Qg(aQg(avivj)Qg(avkvl))
+ 2Qg(aviQg(bvjvkvl)) + 3Qg(bvivjQg(avkvl))−Qg(cvivjvkvl).
(2.10)
Then we can write u as
(2.11) u = v +
4∑
i,j=1,i 6=j
ǫiǫjU
(2)
ij +
4∑
i,j,k=1,i 6=j 6=k
ǫiǫjǫkU
(3)
ijk + ǫ1ǫ2ǫ3ǫ4
4∑
i,j,k,l=1,i 6=j 6=k 6=l
U
(4)
ijkl + R.
For convenience, we shall denote
U(2) =
4∑
i,j=1,i 6=j
U
(2)
ij =
4∑
i,j=1,i 6=j
∂ǫi∂ǫju|{ǫi=ǫj=0},
U(3) =
4∑
i,j,k=1,i 6=j 6=k
U
(3)
ijk =
4∑
i,j,k=1,i 6=j 6=k
∂ǫi∂ǫj∂ǫku|{ǫi=ǫj=ǫk=0},
U(4) =
4∑
i,j,k,l=1,i 6=j 6=k 6=l
U
(4)
ijkl = ∂ǫ1∂ǫ2∂ǫ3∂ǫ4u|{ǫ1=ǫ2=ǫ3=ǫ4=0}.
(2.12)
We remark that U(L), L = 2, 3, 4 are the terms involving the interaction of L conormal waves,
i.e. they involve multiplications of L conormal distributions. From their expressions, it is clear
where the coefficients of the Taylor expansion of H(x, u) contributed to the interactions. This will
be important for the inverse problem.
3. Analysis of the singularities in the nonlinear interactions
In this section, our goal is to understand the singularities coming from the terms in (2.12).
Because these terms also appear in the analysis of other nonlinear equations, for example Einstein
equations studied in [21], and their analyses are similar, we will make some general assumptions
on the conormal distributions vi in Section 3.1. Later in Section 4, we will construct concrete vi
which satisfy the general assumptions.
The key part in the analysis is to understand the multiplications of several conormal distributions
and paired Lagrangian distributions. The multiplication of two such distributions are analyzed
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in Greenleaf and Uhlmann [17]. Our main interest is the new singularities of U(L), L ≥ 3 which
involves the multiplication of more than three such distributions. In particular, we will characterize
the type of these distributions and find their principal symbols. These results are used to solve
the inverse problem in Section 4.
3.1. Assumptions and notations. Recall that two submanifolds X,Y of M intersect transver-
sally if
TqX + TqY = TqM, ∀q ∈ X ∩ Y.
We make the following definition on the intersection of four submanifolds.
Definition 3.1. Assume that Ki, i = 1, 2, 3, 4 are codimension 1 submanifolds of M such that
N∗Ki i.e. the co-vectors normal to Ki are light-like. We say that Ki intersect transversally if the
following are satisfied.
(1) Ki,Kj , i < j intersect transversally at Kij , which is a codimension 2 submanifold of M;
(2) Ki,Kj ,Kk, i < j < k intersect transversally at Kijk, which is a codimension 3 submanifold
of M;
(3) Ki, i = 1, 2, 3, 4 intersect transversally at a point q0.
In particular, the last condition means that the four submanifolds intersect at a point q0 and
the normal co-vectors ζi to Ki at q0 are linearly independent. We remark that for any q ∈M , we
can find Ki intersecting transversally at q. For i = 1, 2, 3, 4, we shall denote
(3.1) Λi = N
∗Ki; Λij = N
∗Kij, i < j; Λijk = N
∗Kijk, i < j < k.
All of these are Lagrangian submanifolds in L∗M . At q0, we let Λq0 = T
∗
q0M\0 which is a conic
Lagrangian submanifold. We will use the following notations
(3.2)
Λ(1) = ∪4i=1Λi; Λ
(2) = ∪4i,j=1,i<jΛij; Λ
(3) = ∪4i,j,k=1,i<j<kΛijk;
K(1) = ∪4i=1Ki; K
(2) = ∪4i,j=1,i<jKij ; K
(3) = ∪4i,j,k=1,i<j<kKijk.
Now we consider the normal form of four transversally intersecting Lagrangians near q0. This
is convenient for local computations. In R4, we take K˜i = {x
i = 0}, i = 1, 2, 3, 4. Let ξ =
(ξ1, ξ2, ξ3, ξ4) be the dual variables to x in T
∗
R
4. Then Λ˜i = N
∗K˜i ⊂ T
∗M\0 can be expressed as
(3.3)
Λ˜1 = {x
1 = 0, ξ2 = ξ3 = ξ4 = 0, ξ1 6= 0}, Λ˜2 = {x
2 = 0, ξ1 = ξ3 = ξ4 = 0, ξ2 6= 0},
Λ˜3 = {x
3 = 0, ξ1 = ξ2 = ξ4 = 0, ξ3 6= 0}, Λ˜4 = {x
4 = 0, ξ1 = ξ2 = ξ3 = 0, ξ4 6= 0}.
Lemma 3.2. Let Ki, i = 1, 2, 3, 4 intersect transversally at q0. Then there exists a neighborhood O
of q0 and diffeomorphism φ : O→ R
4 such that φ(q0) = 0 and φ(Ki) ⊂ K˜i, i = 1, 2, 3, 4. Therefore,
φ induces a symplectomorphism χ : T ∗OM → T
∗
R
4 such that χ(Λi) ⊂ Λ˜i, i = 1, 2, 3, 4.
Proof. Since Ki intersect transversally at q0, we can find (in local coordinate patches) smooth
functions f1, f2, f3, f4 such that Ki = {fi = 0}. See e.g. [14, Appendix C.3]. Moreover, the
differentials dfi are linearly independent at T
∗
qM . By the inverse mapping theorem, we can find
local coordinates x = (x1, x2, x3, x4) in a coordinate patch (O, φ) of q0 such that φ(Ki) ⊂ {x
i =
0}, i = 1, 2, 3, 4. This finishes the proof. 
We introduce some notations used throughout the rest of the paper. With the Riemannian
metric g+, we can define the unit cotangent bundle S∗M . Let ǫ > 0 be a small parameter. For
any set Γ in T ∗M\0, we denote by Γ(ǫ) a conic neighborhood of Γ such that Γ(ǫ) ∩ S∗M is an
ǫ neighborhood of Γ ∩ S∗M . In particular, Γ(ǫ) tends to the closure of Γ as ǫ → 0. Also, for
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any conic set Γ ⊂ T ∗M , we use the standard notation D′(M ; Γ) to denote distributions u with
WF(u) ⊂ Γ.
Recall the Lagrangian submanifold Λg in Section 2.3. For any Γ ⊂ T
∗M , we denote the flow
out of Γ under Λg by
(3.4) Γg = Λ′g ◦ (Γ ∩ Σg).
Here as usual in microlocal analysis, for Λ ⊂ T ∗M × T ∗M ,
Λ′ = {(x, ξ, y, η) ∈ (T ∗M\0)× (T ∗M\0) : (x, ξ, y,−η) ∈ (T ∗M\0) × (T ∗M\0)}.
Assume that Ki, i = 1, 2, 3, 4 are codimension 1 submanifolds of M such that N
∗Ki Finally,
for Ki, i = 1, 2, 3, 4 intersecting transversally, we let vi ∈ I
µ(Ki) be supported in t > 0. Later in
Section 4, we will see how to construct vi from compactly supported conormal distributions fi so
that vi = Qg(fi) and the asymptotic expansion (2.11) in Section 2.4 holds.
3.2. Singularities in two waves interacting. We study the following term in U(2)
U
(2)
12 = −Qg(av1v2).
The analysis works for the other terms U
(2)
ij in U
(2). This term involves the multiplication of two
conormal distributions and the application of a paired Lagrangian distribution Qg. First consider
the multiplication. The following is essentially Lemma 1.1 of [17] (see also [9]). We briefly repeat
the proof to find the symbols.
Lemma 3.3. For Λj defined in (3.1), let u ∈ I
µ(Λ1), v ∈ I
µ′(Λ2). Then we can write w = uv as
w = w1 + w2, w1 ∈ I
µ,µ′+n
4 (Λ12,Λ1), WF(w1) ∩ Λ2 = ∅,
w2 ∈ I
µ′,µ+n
4 (Λ12,Λ2), WF(w2) ∩ Λ1 = ∅.
Moreover, for any (q, ζ) ∈ Λ12\(Λ1 ∪ Λ2), we can write ζ = ζ1 + ζ2 in a unique way such that
ζi ∈ N
∗
qKi, i = 1, 2. Microlocally away from Λ1 ∪ Λ2, uv ∈ I
µ+µ′+n
4 (Λ12) and the principal symbol
of uv satisfies
σΛ12(uv)(q, ζ) = (2π)
−1σΛ1(u)(q, ζ1)·σΛ2(v)(q, ζ2).
We remark that in this lemma (as well as the rest of the paper), we fix a choice of the density
bundle on (M,g) to trivialize the half-density factors in distributions and principal symbols.
Proof of Lemma 3.3. For any q ∈ K12, we can choose local coordinates x such that K1 = {x
1 = 0}
and K2 = {x
2 = 0}. Let ξ be the dual variable to x. We can write u, v as oscillatory integrals.
u =
∫
R
eix
1ξ1A(x2, x3, x4; ξ1)dξ1, v =
∫
R
eix
2ξ2B(x1, x3, x4; ξ2)dξ2,
where A ∈ Sµ+
n
4
− 1
2 (R3;R), B ∈ Sµ
′+n
4
− 1
2 (R3;R). Thus
(3.5) uv =
∫
R2
ei(x
1ξ1+x2ξ2)A(x2, x3, x4; ξ1)B(x
1, x3, x4; ξ2)dξ1dξ2.
By introducing cut-off functions as in the proof of Lemma 1.1 in [17], we obtain the first statement.
Next, we notice that N∗qK12 is spanned by N
∗
qK1 and N
∗
qK2 and the vectors are linearly in-
dependent at q by the transversality assumption. Thus any ζ ∈ Λ12 can be written as a unique
linear sum of ζ1 ∈ N
∗
qK1 and ζ2 ∈ N
∗
qK2. The statement about the principal symbol follows from
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(3.5) by a stationary phase argument. Indeed, away from Λ1 ∪ Λ2, we know that ξ1, ξ2 6= 0. By
stationary phase, we find that
σ(uv)(q, ζ) = (2π)
n
4
−1A(0, x3, x4; ξ1)B(0, x
3, x4; ξ2),
where σ(u) = (2π)
n
4
− 1
2A(0, x3, x4; ξ1), σ(v) = (2π)
n
4
− 1
2B(0, x3, x4; ξ1),
modulo lower order terms. This finishes the proof. 
Next, we consider the action of Qg on paired Lagrangian distributions, see [17, Section 2 ].
Lemma 3.4. Let u ∈ Ip,l(Λ12,Λ1) and WF(u) ∩ Λ2 = ∅. For Qg ∈ I
− 3
2
,− 1
2 (N∗Diag,Λg), we have
Qgu ∈ I
p−1,l−1(Λ12,Λ1).
Moreover, let (q, ζ) ∈ Λ12\(Λ1 ∪ Λ2), the principal symbol σΛ12(Qgu)(q, ζ) = |ζ|
−2
g∗(q)σΛ12(u)(q, ζ),
where g∗ is the dual Lorentzian metric to g.
Proof. Let ζ1 ∈ N
∗
qK1 and ζ2 ∈ N
∗
qK2 where q ∈ K12. Then ζ1, ζ2 are linearly independent light
like co-vectors and they span N∗q (K12). If ζ is a linear combination of ζ1, ζ2 and ζ ∈ Σg i.e.
light-like, then ζ is proportional to ζ1 or ζ2. Therefore, Λ
′
g ◦ ((Λ12\Λ2) ∩Σg) ⊂ Λ1. Now we apply
Proposition 2.2 of [17] to get the first statement.
The principal symbol on Λ12 away from Λ1 can actually be found in the proof of Prop. 2.2 and
Prop. 2.1 of [17]. We give the proof below for completeness. By microlocalizing and conjugating
by an elliptic Fourier integral operator, we can assume that M = Rn, n = 4 with local coordinates
x = (x0, x′), Λ12 = T
∗
0R
n\0 and Σg = {(x, ξ) : ξ0 = 0}. Therefore,
Λ1 = {(x
0, 0; 0, ξ′) : x0 ∈ R, ξ′ ∈ Rn−1, ξ′ 6= 0}.
In this model pair, we can write u as
u(x) =
∫
Rn
eixξA(x; ξ′, ξ0)dξ, A ∈ S
p−n
4
+ 1
2
,l− 1
2 (Rnx;R
n−1
ξ′ ;Rξ0).
Also, we can write Qg as
Qgw(x) =
∫
Rn×Rn
ei(x−y)ηB(x, y; η′, η0)w(y)dydη, B ∈ S
− 3
2
+ 1
2
,− 1
2
− 1
2 (R2n;Rn−1η′ ;Rη0).
Note that Qg on N
∗Diag\Λg is a pseudo-differential operator and the principal symbol is |ζ|
2
g∗(q)
times the half-density factor. Then we have
Qgu(x) =
∫
Rn×Rn×Rn
ei(x−y)ηB(x, y; η′, η0)e
iyξA(y; ξ′, ξ0)dξdydη =
∫
Rn
eixηC(x, η)dη,
where C(x, η) =
∫
Rn×Rn
eiy(ξ−η)B(x, y; η′, η0)A(y; ξ
′, ξ0)dξdy.
On Λ12\Λ1 where x = 0, η0 6= 0, the principal symbol of Qg(u) is C(0; η) and this can be found by
the stationary phase lemma as
C(0; η) = B(0, 0; η)A(0; η),
modulo lower order terms. To finish the proof, we just need to observe that B(0, 0; η) = |η|−2
g∗(0) is
the principal symbol of Qg on Λ12 and σΛ12(u) = A(0; η). 
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Applying the above results, we obtain that
U
(2)
ij ∈ I
µ−1,µ(Λij ,Λi) + I
µ−1,µ(Λij ,Λj).
Hence WF(U
(2)
ij ) ⊂ Λij ∪Λi ∪Λj, and the singular support of U
(2) is contained in K(1). Therefore,
the interaction of two conormal waves does not produce new propagating singularities.
3.3. Singularities in three waves interacting. Next, we analyze the term U(3). This term is
not analyzed carefully in [20]. It suffices to study the following term
(3.6)
U
(3)
321 = 2V1 − V2, where
V1 = Qg(av3Qg(av2v1)), V2 = Qg(bv1v2v3),
because the other terms in U(3) are similar. The key point is to understand the multiplication of
conormal distributions and paired Lagrangian distributions. The result is a new type of distribution
associated with three intersecting Lagrangians. We do not have a convenient theory for such
distributions at hand. However, since our major concern is the new singularities produced in
the interaction, we can avoid the difficulty by cutting off the product distribution away from the
old singularities. The reason we separate the two terms in U
(3)
321 is that we will show the new
singularities in V2 are stronger than those in V1. Heuristically, we expect such result because the
term V2 is due to the stronger nonlinearities in H(x, u) while V1 is obtained by iterating the lower
order nonlinearities. In addition, Qg increases the regularity by 1.
For the three wave interactions, it suffices to assume there are three submanifolds Ki, i = 1, 2, 3
intersecting transversally, meaning
• Ki,Kj , i < j intersect transversally at Kij which is a codimension 2 submanifold of M ;
• K1,K2,K3 intersect transversally at K123 which is a codimension 3 submanifold of M .
We can find the normal form near K123 as in Lemma 3.2.
Lemma 3.5. Let K˜i = {x
i = 0} ⊂ R4, i = 1, 2, 3 and Λ˜i be as defined in (3.3). For any q ∈ K123,
there exists a neighborhood O of q and diffeomorphism φ : O → R4 such that φ(q) = 0 and
φ(Ki) ⊂ K˜i, i = 1, 2, 3. Therefore, φ induces a symplectomorphism χ : T
∗O → T ∗R4 such that
χ(Λi) ⊂ Λ˜i, i = 1, 2, 3.
We consider the multiplication of a conormal distribution and paired Lagrangian distribution.
Lemma 3.6. Assume that u ∈ Iµ(Λ3), v ∈ I
p,l(Λ12,Λ1) are compactly supported near K123. For
ǫ > 0 sufficiently small, we can write w = uv as
(3.7)
w = w0 +w1 + w2, w0 ∈ I
µ+p+l− 1
2 (Λ123), w1 ∈ D
′(M ; Λ(1)(ǫ)),
w2 ∈ I
p,µ+n
4 (Λ13,Λ1) + I
µ,p+n
4 (Λ13,Λ3) + I
p,l(Λ12,Λ1).
Moreover, for q ∈ K123 and ζ ∈ N
∗
qK123\(∪
3
i=1Λi), we can write ζ = ζ1 + ζ2 + ζ3 uniquely for
ζi ∈ N
∗
qKi. The principal symbol of w0 satisfies
σΛ123(w0)(q, ζ) = (2π)
−1σΛ3(u)(q, ζ3)·σΛ12(v)(q, ζ1 + ζ2).
Proof. By choosing local coordinates as in Lemma 3.2, it suffices to consider the distributions on
model Lagrangians Λ˜i. Also, we notice that away from K12, the distribution in I
p,l(Λ12,Λ1) can
be written as a sum of distributions in Ip(Λ1). Its multiplication with v3 gives terms in w2 by
Lemma 3.3. So we will focus on the part near Λ12 ∩ Λ3.
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Λ1
Λ2
Λ3
Λ2(ǫ)
Λ1(ǫ)
Λ3(ǫ)
b
q
K123
Figure 2. Explanation of the cut-off on Λ123. The dotted curve is K123 which is
a codimension 3 submanifold. The picture is the cotangent space over q ∈ K123.
The cut-off functions ψi are supported in Λi(ǫ).
For u ∈ Iµ(Λ˜3), we can write
u =
∫
R
eix
3ξ3A(x1, x2, x4; ξ3)dξ3,
where A ∈ Sm(R3x;Rξ3) with m = µ +
n
4 −
1
2 . Also, for v ∈ I
p,l(Λ12,Λ1), we can write (modulo a
distribution in Ip(Λ˜1)) that
v =
∫
R2
ei(x
1ξ1+x2ξ2)B(x3, x4; ξ1, ξ2)dξ1dξ2,
with B ∈ SM,M
′
(R2
x3,x4
;Rξ2 ,Rξ1) being a symbol of product type where M = p−
n
4 +
1
2 +1,M
′ =
l − 1, see Section 2.2.2 and the references there. Therefore, the product can be written as
w =
∫
R3
ei(x
1ξ1+x2ξ2+x3ξ3)A(x1, x2, x4; ξ3)B(x
3, x4; ξ1, ξ2)dξ1dξ2dξ3.
Let ψˆ : R→ [0,∞) be a smooth cut off function such that ψˆ(t) = 1 for |t| < 12 and ψˆ(t) = 0 for
|t| > 1. For ǫ > 0, we let
ψi(ξ) = ψˆ(
∑4
i=j |ξj | − |ξi|
ǫ
∑4
j=1 |ξj |
), i = 1, 2, 3.
Then we see that each ψi is supported in an ǫ-neighborhood of Λi. See Figure 2. Without loss
of generality, we can assume that this neighborhood is Λi(ǫ). Now we let ψ(x, ξ) =
∏3
i=1 ψi(ξ) be
supported in the union of Λi(ǫ), i = 1, 2, 3, which is contained in Λ
(1)(ǫ) with Λ(1) defined in (3.2).
We consider
w0 =
∫
R3
ei(x
1ξ1+x2ξ2+x3ξ3)(1− ψ)A(x1, x2, x3; ξ3)B(x
3, x4; ξ1, ξ2)dξ1dξ2dξ3.
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By the symbol estimates of A and B, we know that (1 − ψ)AB ∈ SM+M
′+m(R4x;R
3
ξ1,ξ2,ξ3
). Thus
w0 ∈ I
µ+p+l−n
4
+ 3
2 (Λ123\Λ
(1)(ǫ/2)) ⊂ Iµ+p+l−
n
4
+ 3
2 (Λ123) for any ǫ > 0. For the other part,
w1 =
∫
R3
ei(x
1ξ1+x2ξ2+x3ξ3)ψ(ξ)A(x1, x2, x4; ξ3)B(x
3, x4; ξ1, ξ2)dξ1dξ2dξ3.
we can use the standard stationary phase method to conclude that WF(w1) ⊂ Λ
(1)(ǫ).
Finally, we consider the symbols. This is similar to the proof of Lemma 3.3. We obtain using
the stationary phase lemma that
σ(w0) = (2π)
n
4
− 3
2A(0, 0, x4; ξ3)B(0, x
4; ξ1, ξ2),
where σ(u) = (2π)
n
4
− 1
2A(0, 0, x4; ξ3), σ(v) = (2π)
n
4
−1B(0, x4; ξ1, ξ2),
modulo lower order terms. This proves the relation of the symbols. 
We remark that from the proof we actually have that WF(w1) is contained in the union of Λ
(1)
and Λ(1)(ǫ) ∩ Λ123. This means away from the intersection K123, WF(w1) ⊂ Λ
(1), and the wave
front of w1 at K123 is in an ǫ-neighborhood of Λ
(1). For our analysis, we do not need such a precise
statement.
Finally, consider the triple interaction terms.
Proposition 3.7. Let Λg123 be the flow out of Λ123 under Λg, see (3.4). Away from the union
∪3i=1Λi, we have
V1 ∈ I
3µ−3,− 1
2 (Λ123,Λ
g
123), V2 ∈ I
3µ− 3
2
,− 1
2 (Λ123,Λ
g
123).
In particular, away from Λ123, we have V1 ∈ I
3µ−3(Λg123) and V2 ∈ I
3µ− 3
2 (Λg123). Moreover, away
from ∪3i=1Λi and Λ123, we have
(1) If b is non-vanishing on K123, then U
(3)
321 ∈ I
3µ− 3
2 (Λg123).
(2) If b vanishes in a neighborhood of K123 where a is non-vanishing, then U
(3)
321 ∈ I
3µ−3(Λg123).
Here a, b are the coefficients in the nonlinear function H, see (2.5).
Proof. We start with V1. From the previous subsection, we know that
Qg(av2v1) ∈ I
µ−1,µ+n
4
−1(Λ12,Λ1) + I
µ−1,µ+n
4
−1(Λ12,Λ2).
Here n = 4. By Lemma 3.6, for any ǫ > 0, we write w = av3Qg(av2v1) = w0 + w1 + w2
such that w0 ∈ I
3µ− 3
2 (Λ123), WF(w1) ⊂ Λ
(1)(ǫ) and w2 is a sum of paired Lagrangian distri-
bution with WF(w2) ⊂ Λ
(1) ∪ Λ(2). Finally, we apply Prop. 2.1 of [17] to get that Qg(w0) ∈
I3µ−
3
2
− 3
2
,− 1
2 (Λ123,Λ
g
123). For w2, we can apply Lemma 3.4 to see that WF(Qgw2) ⊂ Λ
(1) ∪ Λ(2).
For w1, we apply the standard calculus of wave front sets, e.g. [10, Corollary 1.3.8 ] to get
WF(Qg(w1)) ⊂ Λ
(1)(ǫ) ∪ (Λ′g ◦ (Λ
(1)(ǫ) ∩ Σg)).
The right hand side is a small neighborhood of Λ(1) and tends to Λ(1) as ǫ→ 0. Here we used the
fact that the Hamiltonian flow is a smooth map. Therefore, away from Λ(1), V1 ∈ I
3µ−3(Λg123\Λ123).
Next, for V2, the analysis is the same and the only difference is the order. We know that v2v1 ∈
Iµ,µ+
n
4 (Λ12,Λ1)+I
µ,µ+n
4 (Λ12,Λ2). By Lemma 3.6, we obtain that bv3v2v1 ∈ I
3µ+1(Λ123) modulo a
distribution whose wave front set is contained in Λ(1)(ǫ). So after applying Qg, we know that V2 ∈
I3µ−
3
2 (Λg123\Λ123) modulo a distribution whose wave front set is in Λ
(1)(ǫ) for any ǫ small. Finally,
if b vanishes in a neighborhood of K123, the term V2 is smooth. Then V1 ∈ I
3µ−3,− 1
2 (Λ123,Λ
g
123)
carries the leading singularities. This completes the proof of the Proposition. 
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We remark that since K123 is a one-dimensional submanifold, the terms V1,V2 have conic
singularities along K123 and the singular support is contained in the projection of Λ
g
123 to M .
To see that these singularities are non-trivial and V2 actually has a stronger singularity than V1,
we will compute their principal symbols.
First we use Lemma 3.3, 3.4 and 3.6. For any q ∈ K123 and ζ ∈ N
∗
qK123, we can write
ζ =
∑3
i=1 ζi where ζi ∈ N
∗
qKi. Also, we let Ai be the principal symbols of vi (recall that the
half-densities on Λi are trivialized). Then
σΛ123(V2)(q, ζ) = (2π)
−2b(q)A1(q, ζ1)A2(q, ζ2)A3(q, ζ3).
Here and after, we shall ignore the 2π factors in the symbol computations. Now let σΛg (Qg) be
the principal symbol of Qg on Λg away from N
∗Diag. Since on globally hyperbolic manifolds there
is no closed causal curve, we can apply Prop. 2.1 to get
σΛg123(V2)(y, η) = (2π)
−2σΛg (Qg)(y, η, q, ζ)b(q)A1(q, ζ1)A2(q, ζ2)A3(q, ζ3),
where (y, η) is joined with (q, ζ) by bicharacteristics of g. Similarly, one can show that
σΛg123(V1)(y, η) = (2π)
−2σΛg(Qg)(y, η, q, ζ)a
2(q)A3(q, ζ3)|ζ1 + ζ2|
−2
g∗(q)A1(q, ζ1)A2(q, ζ2).
We remark that since σΛg(Qg) is an invertible matrix, if the symbols Ai are non-vanishing and a
or b is non-vanishing, the principal symbols of V1 or V2 hence U
(3)
321 will be non-vanishing on Λ
g
123.
In other words, by properly choosing vi ∈ I
µ(Ki), the term U
(3)
321 has a non-vanishing conic type
singularity at Λg123. For the inverse problem, it would be interesting to know the set Λ
g
123 because
that is where we can measure the singularities. In this case, we can use only three waves and the
analysis is simpler.
3.4. Singularities in four waves interacting. Among the terms in U(4), we analyze U
(4)
1234 as a
model term which is given by
U
(4)
1234 =− 4Qg(av1Qg(av2Qg(av3v4)))−Qg(aQg(av1v2)Qg(av3v4))
+ 2Qg(av1Qg(bv2v3v4)) + 3Qg(bv1v2Qg(av3v4))−Qg(cv1v2v3v4),
(3.8)
where a, b, c are the coefficients in the nonlinear functionH in (2.5). We observe that all these terms
involve two kind of basic operations. One is the product of two paired Lagrangian distributions such
as I∗,∗(Λ12,Λ1) and I
∗,∗(Λ34,Λ3), and the other one is the multiplication of a conormal distribution
and the three wave interaction term we analyzed in Prop. 3.7. These multiplications result in a
distribution associated with four intersecting Lagrangians. We again use cut-off techniques to
prove that the new singularities are conormal to L+q0 . Also, we show that the term Qg(cv1v2v3v4)
produces the strongest singularity if c(q0) 6= 0. This can be used to simplify the analysis for more
complicated nonlinear equations.
We first consider the multiplication of two paired Lagrangian distributions. This is similar to
Lemma 3.6.
Lemma 3.8. Let u ∈ Ip,l(Λ12,Λ1), v ∈ I
p′,l′(Λ34,Λ3). For ǫ > 0 sufficiently small, we can write
w = uv as
w = w0 + w1 + w2, w0 ∈ I
p+l+p′+l′+1(Λq0), w1 ∈ D
′(M ; Λ(1)(ǫ)),
w2 ∈ I
p+l+p′+ 1
2 (Λ123) + I
p+l′+p′+ 1
2 (Λ134) + I
p,p′+1(Λ13,Λ1) + I
p′,p+1(Λ13,Λ3)
+Ip,l(Λ12,Λ1) + I
p′,l′(Λ34,Λ3).
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Moreover, for ζ ∈ Λq0\Λ
(1), we can write ζ =
∑4
i=1 ζi uniquely for ζi ∈ N
∗
q0Ki. The principal
symbol of w0 satisfies
σΛq0 (w0)(q0, ζ) = (2π)
−1σΛ12(u)(q0, ζ1 + ζ2)·σΛ34(v)(q0, ζ3 + ζ4).
Proof. It suffices to consider the distributions on the model Lagrangians Λ˜i. For u ∈ I
p,l(Λ˜12, Λ˜1),
we can write
u = u0 + u1, u0 =
∫
R2
ei(x
1ξ1+x2ξ2)A(x3, x4; ξ1, ξ2)dξ1dξ2, u1 ∈ I
p(Λ˜1),
with A ∈ SM,M
′
(R2x3,x4 ;Rξ2 ,Rξ1) being a symbol of product type where M = p−
n
4 +
1
2 + 1,M
′ =
l − 1. Also, for v ∈ Ip
′,l′(Λ34,Λ3), we can write
v = v0 + v1, v0 =
∫
R2
ei(x
3ξ3+x4ξ4)B(x1, x2; ξ3, ξ4)dξ3dξ4, v1 ∈ I
p′(Λ˜3),
with B ∈ Sm,m
′
(R2x1,x2 ;Rξ3 ,Rξ4) being a symbol of product type where m = p
′ − n4 +
1
2 + 1,m
′ =
l′ − 1. The product of u0v1 and u1v0 and v1u1 are already studied. Actually,
u0v1 ∈ I
p+l+p′+ 1
2 (Λ123) +D
′(M ; Λ(1)(ǫ)),
u1v0 ∈ I
p+l′+p′+ 1
2 (Λ134) +D
′(M ; Λ(1)(ǫ)),
v1u1 ∈ I
p,p′+1(Λ13,Λ1) + I
p′,p+1(Λ13,Λ3).
Thus their wave front sets are known and we only need to find the product
u0v0 =
∫
R4
ei(x
1ξ1+x2ξ2+x3ξ3+x4ξ4)A(x1, x2; ξ3, ξ4)B(x
3, x4; ξ1, ξ2)dξ.
We take the cut-off function ψˆ in Lemma 3.6. For ǫ > 0, we let
ψ˜i(ξ) = ψˆ(
∑4
j=1 |ξj| − |ξi|
ǫ
∑4
j=1 |ξj |
), i = 1, 2, 3, 4.
Then we see that each ψ˜i is supported in Λi(ǫ), an ǫ-neighborhood of Λi. Now we let ψ˜(x, ξ) =∑4
i=1 ψ˜i(ξ) be supported in Λ
(1)(ǫ). We consider
w0 =
∫
R4
ei(x
1ξ1+x2ξ2+x3ξ3+x4ξ4)(1− ψ˜)A(x1, x2; ξ3, ξ4)B(x
3, x4; ξ1, ξ2)dξ.
Then by the symbol estimates of A and B, we know that (1 − ψ)AB ∈ SM+M
′+m+m′(R4x;R
4
ξ).
Thus w0 ∈ I
p′+l′+p+l+1(Λq0\Λ
(1)(ǫ/2)). For the other part,
w1 =
∫
R4
ei(x
1ξ1+x2ξ2+x3ξ3+x4ξ4)ψ˜(ξ)A(x1, x2; ξ3, ξ4)B(x
3, x4; ξ1, ξ2)dξ.
We conclude that WF(w1) ⊂ Λ(1)(ǫ). The symbols can be found as in the proof of Lemma 3.6. 
Next, we consider the multiplication of I∗(Λ4) and I
∗,∗(Λ123,Λ
g
123). We need a lemma to de-
compose paired Lagrangian distributions.
Lemma 3.9. Let Λ0,Λ1 be two transversally (or more generally, cleanly) intersecting Lagrangians
on T ∗M . For ǫ > 0 sufficiently small, we can write u ∈ Ip,l(Λ0,Λ1) as
u = u0 + u1, u0 ∈ I
p+l(Λ0), u1 ∈ D
′(M ; Λ1(ǫ)).
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Proof. From Section 2.2, we know that Ip,l(Λ0,Λ1) ⊂ I
p+l(Λ0) away from Λ1. 
We remark that in general we can not decompose the paired Lagrangians as the sum of La-
grangian distributions, as explained in [9, Section 5]. Our decomposition involves a Lagrangian
distribution and another distribution with known wave front set.
Using Lemma 3.3, 3.9 or by repeating the proof of Lemma 3.8, we have the following result
whose proof is omitted.
Lemma 3.10. Let u ∈ Iµ(Λ4), v ∈ I
µ′(Λ123). For ǫ > 0 sufficiently small, we can write w = uv
as
w = w0 +w1, w0 ∈ I
µ+µ′+1(Λq0), w1 ∈ D
′(M ; Λ4(ǫ) ∪ Λ123(ǫ)).
Moreover, for ζ ∈ Λq0\Λ
(1), we can write ζ =
∑4
i=1 ζi uniquely for ζi ∈ N
∗
q0Ki. The principal
symbol of w0 satisfies
σΛq0 (w0)(q0, ζ) = (2π)
−1σΛ4(u)(q0, ζ4)·σΛ123(v)(q0, ζ1 + ζ2 + ζ3).
Finally, we use the above lemmas to analyze U
(4)
1234.
Proposition 3.11. Let vi ∈ I
µ(Λi), i = 1, 2, 3, 4 and Λ
g
q0 be the flow out of Λq0 under the Hamil-
tonian flow, see (3.4). Let Ξ
.
= Λ(1) ∪ Λ(3),g ∪ Λq0, we have the following conclusions for U
(4)
1234.
(1) If c(q0) 6= 0, we have U
(4)
1234 ∈ I
4µ+ 3
2 (Λgq0\Ξ);
(2) If c = 0 in a neighborhood of q0, where b, a are non-vanishing, we have U
(4)
1234 ∈ I
4µ− 1
2 (Λgq0\Ξ);
(3) If b = c = 0 in a neighborhood of q0 where a is non-vanishing, we have U
(4)
1234 ∈ I
4µ− 5
2 (Λgq0\Ξ).
Here a, b, c are the coefficients of the nonlinear function H in (2.5). Moreover, the same conclusions
hold for U
(4)
ijkl hence for U
(4).
We remark that part (3) was obtained in [20]. Also, we emphasize that we stay away from Λ(1)
where the wave front set of vi lie, and we are away from the union of Λ
g
ijk which appears due to
the interaction of three waves. In other words, we only look at the new singularities produce by
the four wave interactions.
Proof of Prop. 3.11. (1) We consider the term Qg(cv1v2v3v4). From Lemma 3.3, we know that
v1v2 ∈ I
µ,µ+1(Λ12,Λ1) + I
µ,µ+1(Λ12,Λ2);
v3v4 ∈ I
µ,µ+1(Λ34,Λ3) + I
µ,µ+1(Λ34,Λ4).
Applying Lemma 3.8, we obtain
v1v2v3v4 = w0 + w1 + w2, w0 ∈ I
4µ+3(Λq0), w1 ∈ D
′(M ; Λ(1)(ǫ)),
w2 ∈
∑
i,j,k
I3µ+
3
2 (Λijk) +
∑
i,j
Iµ,µ+1(Λij ,Λi) +
∑
i,j
Iµ,µ+1(Λij ,Λj),
in which the first summation is over i, j, k = 1, 2, 3, 4 with i, j, k distinct and the rest two summa-
tions are over i, j = 1, 2, 3, 4 with i 6= j. Finally, applying Qg and letting ǫ → 0, we obtain that
away from the union of Λi and Λ
g
ijk,
Qg(cv1v2v3v4) ∈ I
4µ+ 3
2
,− 1
2 (Λq0 ,Λ
g
q0).
(2) Consider Qg(bv1v2Qg(av3v4)). First we have
Qg(av3v4) ∈ I
µ− 3
2
,µ+1− 1
2 (Λ34,Λ3) + I
µ− 3
2
,µ+1− 1
2 (Λ34,Λ4).
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The multiplication with v1v2 is similar to part (1) and we get
Qg(bv1v2Qg(av3v4)) ∈ I
4µ− 1
2
,− 1
2 (Λq0 ,Λ
g
q0),
microlocally away from the union of Λ(1),Λ(3),g. Next consider Qg(av1Qg(bv2v3v4)). By the proof
of Prop. 3.7, we know that
Qg(bv2v3v4) = w0 + w1, w0 ∈ I
3µ−3,− 1
2 (Λ234,Λ
g
234),
WF(w1) ⊂ Λ
(1)(ǫ) ∪ (Λ′g ◦ (Λ
(1)(ǫ) ∩ Σg)).
We consider the multiplication with v1. Here we cannot apply Lemma 3.6 because Λ
g
234 is not
a conormal bundle. So we use Lemma 3.9 to write w0 = w
′
0 + w
′′
0 where w
′
0 ∈ I
3µ−3− 1
2 (Λ234)
and WF(w′′0 ) ⊂ Λ
g
234(ǫ) which denotes a small ǫ-neighborhood of Λ
g
234. Then by Lemma 3.10,
w′0v1 ∈ I
4µ−3(Λq0) +D
′(M ; Λ1(ǫ) ∪ Λ234(ǫ)). Finally, by applying Qg, we get
Qg(av1Qg(bv2v3v4)) ∈ I
4µ−3− 3
2
,− 1
2 (Λq0 ,Λ
g
q0) +Qg(w
′′
0v1) +Qg(w1v1)
+Qg(D
′(M ; Λ1(ǫ) ∪ Λ234(ǫ))).
The first term on the right hand side is as desired. We analyze the wave front set of the remaining
terms. For the last term, we know Λ1 is a conic ǫ-neighborhood of the union of Λ1. Under the
flow of Qg i.e. Λg, the wave front set is still a ǫ-neighborhood of Λ1. By taking ǫ small enough, we
see that the wave front set is close to Λ1. Similarly, Λ
′
g ◦ Λ234(ǫ) is a small neighborhood of Λ
g
234
which tends to Λg234 as ǫ→ 0.
Next, consider the wave front set of Qg(w1v1). Away from q0, WF(w1v1) is contained in a
neighborhood Λ(1)(ǫ), the flow out of which is still close to Λ(1). At q0, WF(w1v1) is contained in
the linear span of Λ(1)(ǫ) and Λ1(ǫ) over q0, see Figure 3. The result is a ǫ-neighborhood of the
union of Λ1i, i = 2, 3, 4. For ǫ small enough, this is also close to Λ
(1) ∪Λ(2). So the flow out under
Λg is still close to Λ(1).
Finally, consider the wave front set of Qg(w
′′
0v1). Away from q0, WF(w
′′
0v1) is contained in the
span of Λ1 and Λ
g
234(ǫ) which is empty for ǫ sufficiently small. At q0, WF(w
′′
0v1) is contained
in the span of Λ1 and Λ234(ǫ) ∩ Σg over q0. By the similar argument in Lemma 3.4, the vector
ζ ∈ WF(w′′0v1) is light-like if and only if ζ ∈ Λ1 or ζ ∈ Λ234(ǫ) ∩ Σg. Thus under the flow out of
Λg, the wave front set is contained in Λ1 ∪ Λ
g
234(ǫ).
(3) We analyze the rest two terms in a similar fashion. First of all, we have
Qg(av1v2) ∈ I
µ− 3
2
,µ+1− 1
2 (Λ12,Λ1) + I
µ− 3
2
,µ+1− 1
2 (Λ12,Λ2);
Qg(av3v4) ∈ I
µ− 3
2
,µ+1− 1
2 (Λ34,Λ3) + I
µ− 3
2
,µ+1− 1
2 (Λ34,Λ4).
Thus the analysis of Qg(aQg(av1v2)Qg(av3v4)) is the same as in case (1). Next, from the proof
of Prop. 3.7, we know that Qg(av2Qg(av3v4)) has a similar structure as Qg(bv2v3v4) in case (2).
Thus Qg(av1Qg(av2Qg(av3v4))) can be analyzed as in case (2). 
3.5. Leading singularities and principal symbols. In this subsection, we compute the prin-
cipal symbols of terms in U(4). Our purpose is twofold. First we show that the singularities are
non-vanishing by a proper choice of vi. More importantly, the symbols contains information of the
metric which is further explored later.
Proposition 3.12. Let Ki, i = 1, 2, 3, 4 be submanifolds of M having codimension 1 such that
Λi = N
∗Ki are light-like. Assume that the set
⋂4
i=1Ki contains only one point q0 and that the
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Λ2
Λ3
Λ4
Λ13(ǫ)
Λ12(ǫ)
Λ14(ǫ)
b
Λ1
Figure 3. Explanation of the wavefront set on Λq0 . Each solid circle represents
the ǫ-neighborhood of Λi ∩ S
∗M . The regions bounded by dashed curves are the
linear span of Λ1 and Λi(ǫ).
manifolds Ki intersect transversally at q0, see Definition 3.1. Let ξi ∈ N
∗
q0Ki be some fixed normal
vectors and vi ∈ I
µ(Λi). Let (q, η) ∈ Λ
g
q0\Ξ which is joined to (q0, ζ) ∈ Λq0 by bicharacteristics.
If ζ =
∑4
i=1 ζi with ζi = riξi and Ai(q0, ζi) be the principal symbols of vi at (q0, ζi), we have the
following conclusions.
(1) The principal symbol of U(4) can be written as
(3.9) σ(U(4))(q, η) = P (ζ1, ζ2, ζ3, ζ4)QΛgq0
(q, η, q0, ζ)
4∏
i=1
Ai(q0, ζi),
where P is specified below.
(a) If c(q0) 6= 0, we have
P (ζ1, ζ2, ζ3, ζ4) = −4!(2π)
−3c(q0).
(b) If c = 0 in a neighborhood of q0, where b, a are non-vanishing, we have
P (ζ1, ζ2, ζ3, ζ4) = (2π)
−3a(q0)b(q0)
∑
i,j,k,l
[
3
|ζi + ζj|2g∗(q0)
+
2
|ζj + ζk + ζl|2g∗(q0)
],
where the summation in (i, j, k, l) runs over all permutations of (1, 2, 3, 4).
(c) If b = c = 0 in a neighborhood of q0 where a is non-vanishing, we have
P (ζ1, ζ2, ζ3, ζ4) = −(2π)
−3a(q0)
3·∑
i,j,k,l
[
4
|ζj + ζk + ζl|
2
g∗(q0)
· |ζk + ζl|
2
g∗(q0)
+
1
|ζi + ζj|2g∗(q0) · |ζk + ζl|
2
g∗(q0)
],
where the summation in (i, j, k, l) runs over all permutations of (1, 2, 3, 4).
(2) The coefficients P (ζ1, ζ2, ζ3, ζ4) considered in the above cases (1)-(3) can be regarded as real
analytic functions of (ξ1, ξ2, ξ3, ξ4, ζ) defined on the set
X = {(ξ1, ξ2, ξ3, ξ4, ζ) ∈ (L
∗
q0M)
5 : ξ1, ξ2, ξ3, ξ4 are linearly independent. }
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Then P do not vanish in any open subset of X. This in particular implies that there is
an open, conic, and dense set W ⊂ (L∗q0M)
4 such that for all (ξ1, ξ2, ξ3, ξ4) ∈ W it holds
that if the principal symbols Ai(q0, ζi) of vi, at ζi = riξi, are all non-zero, then σ(U
(4)) is
non-vanishing on any open subset of Λgq0\Ξ.
Roughly speaking, the proposition says that if Ki, i = 1, 2, 3, 4 intersect at q0, we have in a
generic case that the principal symbol of U(4) does not vanish identically on any open subset of
the future light cone at q0. In particular, we observe that for any (q, η) ∈ Λ
g
q0\Ξ which is joined to
(q0, ζ) ∈ Λq0 by bicharacteristics, one can always choose Ki intersecting at q0 such that σ(U
(4)) is
non-vanishing at (q, η). Below, we say that the submanifolds Ki intersect in a generic way when
the co-normal vectors ξj ∈ N
∗Kj are such that (ξ1, ξ2, ξ3, ξ4) ∈W.
Proof of Prop. 3.12. Part (1): We know that
σ(U(4))(q, η) =
∑
i,j,k,l
U
(4)
ijkl(q, η),
where the summation runs over all permutations of (1, 2, 3, 4). The terms U
(4)
ijkl are similar to U
(4)
1234
and we start with the principal symbols of U
(4)
1234. For any ζ ∈ Λq0 , we can write ζ =
∑4
i=1 ζi where
ζi ∈ N
∗
q0Ki. Consider Y1 = Qg(cv1v2v3v4) when c 6= 0. First of all, we have
σΛq0 (cv1v2v3v4)(q0, ζ) = (2π)
−3c(q0)
4∏
i=1
Ai(q0, ζi).
Again, we ignored the 2π factors in symbol computations. By [17, Prop. 2.1], we get
σΛgq0
(Y1)(q, η) = (2π)
−3σΛg (Qg)(q, η, q0, ζ)c(q0)
4∏
i=1
Ai(q0, ζi),
where (q, η) is joined with (q0, ζ) by bicharacteristics. Next consider Y2 = Qg(bv1v2Qg(av3v4)) and
Y3 = Qg(av1Qg(bv2v3v4)). These are the terms with b. By similar arguments, we find that
σΛgq0
(Y2)(q, η) = (2π)
−3σΛg(Qg)(q, η, q0, ζ)b(q0)A1(q0, ζ1)A2(q0, ζ2)|ζ3 + ζ4|
−2
g∗(q0)
·a(q0)A3(q0, ζ3)A4(q0, ζ4),
σΛgq0
(Y3)(q, η) = (2π)
−3σΛg(Qg)(q, η, q0, ζ)a(q0)A1(q0, ζ1)|ζ2 + ζ3 + ζ4|
−2
g∗(q0)
·b(q0)A2(q0, ζ2)A3(q0, ζ3)A4(q0, ζ4).
Finally, we consider the terms in U(4) which only have a. This is the case when b = c = 0 studied
in [20]. Let Y4 = Qg(av1Qg(av2Qg(av3v4))), Y5 = Qg(aQg(av1v2)Qg(av3v4)). Then we find
σΛgq0
(Y4)(q, η) = (2π)
−3σΛg(Qg)(q, η, q0, ζ)a
3(q0)A1(q0, ζ1)|ζ2 + ζ3 + ζ4|
−2
g∗(q0)
A2(q0, ζ2)
·|ζ3 + ζ4|
−2
g∗(q0)
A3(q0, ζ3)A4(q0, ζ4).
σΛgq0
(Y5)(q, η) = (2π)
−3σΛg(Qg)(q, η, q0, ζ)a
3(q0)|ζ3 + ζ4|
−2
g∗(q0)
A4(q0, ζ4)A3(q0, ζ3)
·|ζ1 + ζ2|
−2
g∗(q0)
A1(q0, ζ1)A2(q0, ζ2).
Now we find the principal symbols of U(4) and show that it is non-vanishing on any open subset
of the forward light-cone of q0. It suffices to show that for ζ ∈ L
∗,+
q0 M away from Λ
(1) ∪ Λ(3), the
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principal symbol U(4)(q0, ζ) is non-vanishing. This is because
σ(U(4))(q, η) = QΛgq0
(q, η, q0, ζ)σ(U
(4))(q0, ζ).
First, when c is non-vanishing, we have
σ(U(4))(q0, ζ) = −4!(2π)
−3c(q0)
4∏
i=1
Ai(q0, ζi),
where ζ =
∑4
i=1 ζi with ζi, ζ light-like vectors. Therefore the symbol is obviously non-vanishing if
Ai(q0, ζi) are non zero. This proves part (a).
Next consider part (b). We know that the principal part of U(4) is a sum of terms like Y2,Y3
and we find explicitly that
(3.10) σ(U(4))(q0, ζ) =
∑
i,j,k,l
[
3
|ζi + ζj |2g∗(q0)
+
2
|ζj + ζk + ζl|
2
g∗(q0)
] · (2π)−3a(q0)b(q0)
4∏
i=1
Ai(q0, ζi).
Part (c) is similar. We know that the principal part of U(4) is a sum of terms like Y4,Y5. We
can write the principal symbol as
(3.11)
σ(U(4))(q0, ζ) = −
∑
i,j,k,l
[
4
|ζj + ζk + ζl|
2
g∗(q0)
· |ζk + ζl|
2
g∗(q0)
+
1
|ζi + ζj|2g∗(q0) · |ζk + ζl|
2
g∗(q0)
]
·(2π)−3a(q0)
3
4∏
i=1
Ai(q0, ζi),
where the summation is over permutations of (1, 2, 3, 4).
Part (2): We start with the real analytic structure of X. Let ξ1, ξ2, ξ3, ξ4 ∈ L
∗
q0M be a basis
of the vector space T ∗q0M and consider vectors ζj = rjξj, where rj ∈ R. We can write the future
directed light cone L∗,+q0 M in the coordinates corresponding to the basis vectors ξ1, ξ2, ξ3, ξ4 as
S = {~r = (r1, r2, r3, r4) ∈ R
4 \ {0} ;
4∑
j,k=1
rjrkg(ξj , ξk) = 0,
4∑
j,=1
rjg(ξj , η) < 0},
where η is a future directed time-like vector. The set L∗,+q0 M is connected, so its representation S
in the coordinates corresponding to the basis vectors ξ1, ξ2, ξ3, ξ4 is also connected. For all ~r ∈ S
there is j = j(~r) ∈ {1, 2, 3, 4} such that
∑
k 6=j
rkg(ξj , ξk) = g(ξj ,
4∑
k=1
rkξk) = g(ξj , ~r) 6= 0,
as otherwise ~r would be zero. Thus near any ~r ∈ S we can use the three variables rk, k ∈
{1, 2, 3, 4} \ {j(~r)}, as local coordinates and in these coordinates S is given in a neighborhood of
a point ~r by
rj = −
∑
k,l∈{1,2,3,4}\{j} rkrlg(ξk, ξl)∑
i∈{1,2,3,4}\{j} rig(ξi, ξj)
, where j = j(~r).
Thus S is a connected real analytic manifold. Also, functions P considered above can be written
as
Pj(ζ1, ζ2, ζ3, ζ4) =
Q(r1, r2, r3, r4)
R(r1, r2, r3, r4)
,
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where Q(r1, r2, r3, r4) and P (r1, r2, r3, r4) are polynomials and thus real-analytic functions on S.
As real analytic function on a real analytic manifold vanishes in an open set only if it vanishes
in a topological component of S, it suffices to show that functions P (ζ1, ζ2, ζ3, ζ4) are non-zero at
some points of S. Then they are non-vanishing in an open and dense set.
To do the computation, without loss of generality, we can assume that the metric at q0 is
Minkowski, so g(q0) = diag(−1, 1, 1, 1). In this case, the dual metric g
∗(q0) = g(q0), so we can
identify vectors and covectors. We choose ξi as following
ξ1 = (1, 0, 1, 0), ξ2 = (1, 0, 0, 1),
ξ3 = (−1,−1, 0, 0), ξ4 = (1,−1, 0, 0).
These are light-like vectors and linearly independent. To make the leading term simpler, now we
choose α1 = 1, α3 = ρ, α4 = ρ
10 with ρ a small parameter, and solve for
α2 =
α3 + α4
1− α3 − α4
= ρ+O(ρ10).
such that ζ =
∑4
i=1 αiξi is light-like. We take ζi = αiξi i.e.
(3.12)
ζ1 = (1, 0, 1, 0), ζ2 = (ρ+O(ρ
10))(1, 0, 0, 1),
ζ3 = ρ(−1,−1, 0, 0), ζ4 = ρ
10(1,−1, 0, 0).
Notice that |ζi + ζj|
2
g = 2g(ζi, ζj), and we compute that
g(ζ1, ζ2) = −ρ+O(ρ
10), g(ζ2, ζ3) = ρ
2 +O(ρ11),
g(ζ1, ζ3) = ρ, g(ζ2, ζ4) = −ρ
11 +O(ρ20),
g(ζ1, ζ4) = −ρ
10, g(ζ3, ζ4) = 2ρ
11.
Also, we have that
|ζ1 + ζ2 + ζ3|
2
g = 2g(ζ1, ζ2) + 2g(ζ1, ζ3) + 2g(ζ2, ζ3) = 2ρ
2 +O(ρ10),
|ζ1 + ζ3 + ζ4|
2
g = 2ρ+O(ρ
10),
|ζ2 + ζ3 + ζ4|
2
g = 2ρ
2 +O(ρ10).
In the symbol (3.10), we consider
P2 =
∑
i,j,k,l
[
3
|ζi + ζj|2g∗(q0)
+
2
|ζj + ζk + ζl|
2
g∗(q0)
].
The leading terms can be determined as ρ → 0 because the smallest terms are g(ζ2, ζ4) and
g(ζ3, ζ4). So we find that
P2 = 2(
3
|ζ2 + ζ4|2g∗(q0)
+
3
|ζ3 + ζ4|2g∗(q0)
) +O(ρ−10)
= −
3
2ρ11
+O(ρ−10).
For ρ small, this is non-vanishing.
In the symbol (3.11), we consider the leading term in
P3 = −
∑
i,j,k,l
[
4
|ζj + ζk + ζl|2g∗(q0) · |ζk + ζl|
2
g∗(q0)
+
1
|ζi + ζj|2g∗(q0) · |ζk + ζl|
2
g∗(q0)
].
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We observe that ∑
i,j,k,l
1
|ζi + ζj|2g∗(q0) · |ζk + ζl|
2
g∗(q0)
= O(ρ−12),
but
4
|ζ2 + ζ3 + ζ4|2g∗(q0) · |ζ3 + ζ4|
2
g∗(q0)
= ρ−13(
1
1 +O(ρ8)
) = ρ−13 +O(ρ−12)
and the other terms are all of the order O(ρ−12). Therefore,
P3 = −2ρ
−13 +O(ρ−12).
As ρ→ 0, we see this term is non-zero. This completes the proof of the proposition.

4. Solution to inverse problems for lower order nonlinearities
In this section, we use the singularities analyzed in Section 3 and the method in Kurylev-Lassas-
Uhlmann [20] to prove our main theorems for a special case when H has lower order nonlinearities.
Theorem 4.1. Let (M (j), g(j)), j = 1, 2 be two 4-dimensional globally hyperbolic Lorentzian man-
ifolds. Let µˆ(j)(t) ⊂ M (j) be time-like geodesics where t ∈ [−1, 1] and p
(j)
± = µˆ
(j)(s±),−1 <
s− < s+ < 1. Let V
(j) ⊂ M be open relatively compact neighborhoods of µˆ(j)([s−, s+]) and
M
(j)
0 = (−∞, T0)×N
(j), T0 > 0 be such that V
(j) ⊂M
(j)
0 . Consider the semilinear wave equations
with source terms
(4.1)
g(j)u(x) +H
(j)(x, u(x)) = f(x), on M
(j)
0 ,
u = 0 in M
(j)
0 \J
+
g(j)
(supp (f)),
where supp (f) ⊂ V (j) and
H(j)(x, z) = a(j)(x)z2 + b(j)(x)z3 + c(j)(x)z4, i = 1, 2,
where [a(j)]2 + [c(j)]2 are non-vanishing. Assume that there is a diffeomorphism Φ : V (1) → V (2)
such that Φ(p
(1)
± ) = p
(2)
± and the source-to-solution maps satisfy
(Φ−1)∗(L(1)(Φ∗f)) = L(2)(f)
for all f in a small neighborhood of the zero function in C40(V
(2)). Then we have the following
conclusions.
(1) There exists a diffeomorphism Ψ : I(p
(1)
− , p
(1)
+ )→ I(p
(2)
− , p
(2)
+ ) such that Ψ
∗g(2) = e2γg(1) in
I(p
(1)
− , p
(1)
+ ) for some γ ∈ C
∞(I(p
(1)
− , p
(1)
+ )). Moreover, Ψ = Φ on I(p
(1)
− , p
(1)
+ ) ∩ V
(1).
(2) In addition, if H(j)(x, z), i = 1, 2 are independent of x, i.e. a(j), b(j), c(j) are constants, then
the conformal diffeomorphism is an isometry, meaning Ψ∗g(2) = g(1) in I(p
(1)
− , p
(1)
+ ).
We also prove the analogue of Theorem 1.4 and 1.2 in this section, and we shall return to the
general case in Section 6. We remark that the strategy for solving the inverse problems is the
same for the general case. However, to deal with higher order nonlinear terms, we will need higher
order asymptotic expansions of the solution. The analysis of those singularities involves other
techniques. Also, notice that in Theorem 4.1 we leave out the case when H(x, z) = b(x)z3 i.e. H
is cubic. We treat this case after we determine the higher order nonlinear terms.
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To begin with, we prove the analogue of Theorem 1.5 in [20] for our semilinear equation, which
says that the source-to-solution map determines the conformal class of the metric. Except for the
analysis of singularities, the proof of Theorem 4.1 heavily relies on the work of Kurylev-Lassas-
Uhlmann [20]. We will not repeat their proofs here. Instead, we will point out which arguments
are used below and refer the interested reader to [20] for more details.
4.1. Distorted plane waves. We construct conormal distributions propagating along geodesics
as in [20]. Let (x0, θ0) ∈ L
+M0 and γx0,θ0(t), t ≥ 0 be the geodesic from x0 with direction θ0. For
a small parameter s0 > 0, we let
K(x0, θ0; t0, s0) = {γx′,θ′(t) ∈M0; θ
′ ∈ O(s0), t ∈ (0,∞)},
where (x′, θ′) = (γx0,θ0(t0), γ
′
x0,θ0
(t0)) and O(s0) ⊂ L
+
x′M is a open neighborhood of θ
′ consisting of
ζ ∈ L+x′M such that ‖ζ − θ
′‖g+ < s0. Notice that as s0 → 0, K(x0, θ0; t0, s0) tends to the geodesic
γx0,θ0 . Next, let
Y (x0, θ0; t0, s0) = K(x0, θ0; t0, s0) ∩ {t = 2t0},
be a 2-dimensional surface intersecting the geodesic at γx0,θ0(2t0). We let Λ(x0, θ0; t0, s0) be the
Lagrangian submanifold obtained by flowing out N∗K(x0, θ0; t0, s0)∩N
∗Y (x0, θ0; t0, s0) under the
Hamilton vector field HP in Σg (see Section 2.3).
Assume that µ ≤ −11 and let f0 ∈ I
µ+1(Y ) ⊂ H8(M0) be supported in a neighborhood U of
γx0,θ0 ∩ Y . By Sobolev embedding, we know that f0 ∈ C
4
0 (M0). Assume the principal symbol
of f0 vanishes outside of O(s0) ⊂ T
∗M . According to Lemma 3.1 of [20], v0 = Qgf0 belongs to
Iµ−
1
2 (M0\Y ; Λ) ⊂ H
9(M0). Moreover, the principal symbol of v0 satisfies
(4.2) σ(v0)(x, ξ) = σ(Qg)(x, ξ, y, η)σ(f0)(y, η),
where (x, ξ) and (y, η) lie on the same bicharacteristics. Actually this is a consequence of Prop.
2.1. We emphasis that since we will take s0 small, the conormal distribution v0 indeed should be
regarded as associated with the geodesic γx0,θ0 .
Now we consider the conjugate points along γx0,θ0 . Let t0 = t0(x0, θ0) > 0 be such that
γx0,θ0(t0) is the first conjugate point of x0 along γx0,θ0 . Then the exponential map expx0 is a local
diffeomorphism from a neighborhood of tθ0 ∈ Tx0M to a neighborhood of γx0,θ0(t) for t < t0.
Therefore, K(x0, θ0; t0, s0) is a codimension 1 submanifold near γx0,θ0(t) and
N∗K(x0, θ0; t0, s0) = Λ near γx0,θ0(t) for t < t0.
Therefore, before the first conjugate point of x0 along γx0,θ0 , v0 is a distribution conormal to
K(x0, θ0; t0, s0). It is worth mentioning that in general v0 is a Lagrangian distribution and only
before the first conjugate point, it is a conormal distribution. In [20], a stronger notion of (null)
cut points was used, see [20, Section 2.1]. Recall that on a globally hyperbolic Lorentzian manifold,
the first null cut point xˆ of x0 along the geodesic γx0,θ0 is either the first conjugate point or there
are at least two light-like geodesics joining x0 and xˆ. In particular, the first cut point appears on
or before the first conjugate point.
Now let V ⊂ M0 be a neighborhood of a time-like geodesic µˆ([−1, 1]). Assume xj ∈ V and
(xj , θj) ∈ L
+M, j = 1, 2, 3, 4 such that
γxj ,θj([0, t0]) ⊂ V, xj(t0) /∈ J
+(xk(t0)),
which means that the points are causally independent. We define Kj = K(xj, θj ; t0, s0) and
Λj , j = 1, 2, 3, 4 similar to K and Λ. Also, we let fj ∈ I
µ+1(Yj), µ ≤ −11 be constructed as f0
above and vj = Qg(fj) ∈ I
µ− 1
2 (Λj). Let tj, j = 1, 2, 3, 4 be such that γxj ,θj(tj) is the first conjugate
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Figure 4. The interaction of four distorted plane waves at q0. The waves prop-
agate along the geodesics γxi,θi . The interaction produces new singularities at q0
which are propagated to the forward light-cone L+q0 by Qg.
point of xj along the geodesics and t = minj=1,2,3,4(tj). We see that outside the future of the point
γxj ,θj (t), we have
vj ∈ I
µ− 1
2 (N∗Kj).
The interaction of such conormal waves are analyzed in Section 3. However, beyond the first
conjugate points, the situation is much more complicated. For example, the distributions vj
may interact at conjugate points or interact many times. These interactions may also produce
new singularities which we haven’t analyzed yet, and these singularities may affect the ones we
analyzed. To avoid such complexities, we follow the approach of [20] to consider the interactions
only in the following set
N((~x, ~θ), t0) =M0\ ∪
4
j=1 J
+(γxj ,θj(tj)),
~x = (x1, x2, x3, x4), ~θ = (θ1, θ2, θ3, θ4),
i.e. away from the causal future of points after the conjugate points.
4.2. Determination of the conformal class. Let ǫi, i = 1, 2, 3, 4 be four small parameters and
~ǫ = (ǫ1, ǫ2, ǫ3, ǫ4). We take f~ǫ =
∑4
i=1 ǫifi ∈ C
4
0 (M0) as constructed in Section 4.1 to be the
source term in (6.1). The solution u~ǫ of the equation (6.1) on V is indeed u~ǫ = L(f~ǫ). Here we
use subscript ~ǫ to emphasis the dependence on ~ǫ. However, in the analysis below, we also use
u = u~ǫ, f = f~ǫ to simplify the notations. The asymptotic analysis in Section 2.4 applies and we
denote the fourth order interaction term by
U(4) = ∂ǫ1∂ǫ2∂ǫ3∂ǫ4u|{ǫ1=ǫ2=ǫ3=ǫ4=0} = ∂ǫ1∂ǫ2∂ǫ3∂ǫ4L(f)|{ǫ1=ǫ2=ǫ3=ǫ4=0},
see (2.10) and (2.12). Note that this term is determined by L. Now we can prove the analogue of
Theorem 3.3 and Prop. 3.4 in [20], which says that U(4) has new singularities. From our analysis
in Section 3.4 especially Prop. 3.11, we expect this term to contain singularities due to three wave
interactions. To make things clear, we introduce some notations. Let π : T ∗M → M be the
standard projection and
Λ(3),g = ∪i<j<kΛ
g
ijk, i, j, k = 1, 2, 3, 4.
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Then we let K(3) = π(Λ(3),g) ⊂ M . In particular, K(3) is the set in M carrying the singulari-
ties produced by three wave interactions. We remark that here we do not know if Ki intersect
transversally.
Proposition 4.2. Under the above assumptions and for s0 > 0 sufficiently small, we have
(1) If
⋂4
j=1 γxj ,θj([0, t0(xj , θj))) = ∅, i.e. the four geodesics do not intersect before first conju-
gate points, then U(4) is smooth in N((~x, ~θ), t0) away from K
(3) and K(1);
(2) If
⋂4
j=1 γxj ,θj([0, t0(xj , θj))) = {q0} and the tangent vectors of geodesics γxj ,θj at q0 are
linearly independent, then in N((~x, ~θ), t0) away from K
(3) and K(1), we have U(4) ∈
Iµ0(Λgq0\Λq0). Moreover, µ0 is determined as below
(a) µ0 = 4µ −
1
2 if c(q0) 6= 0;
(b) µ0 = 4µ −
5
2 if c = 0 in a neighborhood of q0 where b, a are non-vanishing;
(c) µ0 = 4µ −
9
2 if b = c = 0 in a neighborhood of q0 where a is non-vanishing.
Proof. (1) Under the assumptions, for s0 sufficiently small, ∩
4
i=1Ki is empty. We will consider the
rest of the cases when Ki may intersect. First, we consider the case where there are three sets
intersecting with each other. Without loss of generality, we assume that K1,K2 and K3 intersect
transversally at K123. Then v4 is smooth near K123 and from the expression of U
(4)
1234 (see (3.8)),
we know the term is reduced to the triple interactions studied in Section 3.3. From the analysis
there, we know that WF(U
(4)
1234) ⊂ Λ
(3),g ∪ Λ(1). Next, assume that K1,K2,K3 intersect at K123
but not transversally. In this case, there are no new singularities produced. Actually, we can
assume K1 ∩K2 transversally and that
N∗qK3 ⊂ N
∗
qK1 +N
∗
qK2, q ∈ K123.
Then we can find the wave front set WF(U
(4)
1234) ⊂ Λ
(1) by the calculus of wave front sets, see for
example [10, Section 1.3]. This finishes the proof when there are three sets Ki intersect.
Finally, if Kijk = ∅ for i < j < k i.e. there is no three Ki intersect, then the analysis of U
(4)
is reduced to two wave interactions analyzed in Section 3.2. In this case, it is easy to see that
WF(U(4)) ⊂ Λ(1). This finishes the proof of (1).
(2) By taking s0 small, we can assume that q0 is the only intersection point. Since the tangent
vectors of γxj ,θj at q0 are linearly independent, we see that Kj intersect transversally. All the
analysis in Section 3 apply here. The conclusion follows from Prop. 3.11. 
The last ingredient we need for the proof of Theorem 4.1 is the important concept of earliest
light observation set, see Def. 1.1 of [20]. This is used to deal with the problems caused by the
conjugate points. Recall that V is a neighborhood of a time-like geodesic µˆ[−1, 1]. The light
observation set of q ∈M in V is defined as PV (q) = L
+
q ∩ V . The earliest light observation set is
EV (q) = {x ∈ PV (q) : there is no y ∈ PV (q) and future-pointing time-like path α : [0, 1] → V
such that α(0) = y and α(1) = x} ⊂ V.
For W ⊂M open, the collection of the earliest light observation sets with source points in W is
EV (W ) = {EV (q) : q ∈W}.
In particular, we observe that if q0 is the interaction point as in Prop. 4.2, then
EV (q0) ⊂ N((~x, ~θ), t0).
32 MATTI LASSAS, GUNTHER UHLMANN, AND YIRAN WANG
This is a consequence of the definition of EV (q0) and the short cut argument in Section 2.1 of [20].
Also, from Section 2.2.1 of [20], we know that EV (q0) contains a 3-dimensional submanifold hence
is not empty.
Now we prove the first part of Theorem 4.1 that the conformal class can be determined. This
is the analogue of Theorem 1.5 of [20].
Proof of Theorem 4.1, Part (1). The proof now follows the argument in [20]. Our Prop. 4.2 and
Prop. 3.12 is almost equivalent to Theorem 3.3 and Proposition 3.4 of [20]. However, we need to
pay attention to the set in I(p−, p+) where the assumptions in Prop. 4.2 do not hold. It suffices to
consider the problem on (M,g) (instead of two manifolds (M (i), g(i)), i = 1, 2 as in the statement
of the theorem). Suppose H(x, z) = a(x)z2 + b(x)z3 + c(x)z4, where a, b, c are smooth functions
in I(p−, p+). Consider the set
S(c) = {q ∈ I(p−, p+) : c(q) 6= 0} ∪ int({q ∈ I(p−, p+) : c(q) = 0}),
where int(•) denotes the interior of the set. We define S(b) similarly. It is easy to see that
S(c), S(b) are both dense and open subsets of I(p−, p+). Prop. 4.2 (a)(b) holds on S(c) and Prop.
4.2 (c) holds on S(b) ∩ int({q ∈ I(p−, p+) : c(q) = 0}) which is a dense and open subset of
int({q ∈ I(p−, p+) : c(q) = 0}). Therefore, for q in a dense subset of I(p−, p+), there exists fi so
that the term U(4) produces non-trivial singularities on L+q .
Consider ~x = (xj)
4
j=1, xj ∈ V and
~θ = (θj)
4
j=1, where θj ∈ TxjM are future directed light-like
vectors. Also, let t0 > 0 be small enough. Similarly to [20, Section 3.5], we say that a point y ∈ V ,
satisfies the singularity detection condition (D) with light-like directions (~x, ~θ), and t0, sˆ > 0 if
(D) For any s, s0 ∈ (0, sˆ) and j = 1, 2, 3, 4 there exists (x
′
j , θ
′
j) in the s-neighborhood of (xj , θj),
open sets Bj ⊂ Bg+(γx′j ,θ′j(t0), s), satisfying Bj ∩ J
+(Bk) = ∅ for j 6= k, such that the following is
valid: There are fj ∈ I
µ+1(Y ((x′j , θ
′
j); t0, s0)) such that supp (fj) ⊂ Bj, the wavefront set of fj is
in s0-neighborhood of (x
′
j , θ
′
j), and for the solution u = u~ǫ of (6.1) with the source f~ǫ =
∑4
j=1 ǫjfj
we have that U(4) = ∂4ǫ1ǫ2ǫ3ǫ4u~ǫ|{ǫ1=ǫ2=ǫ3=ǫ4=0} is not C
∞-smooth at y.
Our above considerations show that if geodesics γxj ,θj (R+) intersect in a point q ∈ N((~x,
~θ), t0),
then the set
S(~x, ~θ, t0) := {y ∈ V : there is sˆ > 0 such that y satisfies (D) with (~x, ~θ) and t0, sˆ}
has the property that
S(~x, ~θ, t0) ∩
(
N((~x, ~θ), t0) \ (K
(3) ∪
4⋃
k=1
Kj)
)
= L+q ∩ V ∩
(
N((~x, ~θ), t0) \ (K
(3) ∪
4⋃
k=1
Kj)
)
.
Roughly speaking, this means that the linearized waves vj = Qgfj interact at the point q and
produce a wave U(4) that in the set N((~x, ~θ), t0) may be singular only on the future light cone L
+
q
emanating from q. Moreover, at any point y ∈ L+q ∩N((~x, ~θ), t0) the wave U
(4) is surely non-smooth
near y if one makes a suitable perturbation to sources fj.
Next, without loss of generality we can assume that the neighborhood V of the time-like geodesic
µˆ is a union of some time-like geodesics µa, a ∈ A.
Define Sreg(~x, ~θ, t0) be the set of the points y ∈ S(~x, ~θ, t0) having a neighborhood W ⊂ Ug
such that the intersection W ∩ S(~x, ~θ, t0) is a non-empty C
∞-smooth 3-dimensional submanifold.
Moreover, let Scl(~x, ~θ, t0) be the closure of the set Sreg(~x, ~θ, t0) in V and define Se(~x, ~θ, t0) to be
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the set of those y ∈ Scl(~x, ~θ, t0) for which any geodesics µa, a ∈ A, containing y does not intersect
Scl(~x, ~θ, t0) in the chronological past of y.
The proof of Lemma 4.4 of [20], combined with the fact that S(b) ∩ S(c) ⊂ I(p−, p+) is an
open and dense subset shows the following: First, in the case when all four geodesics γxj ,θj(R+),
j = 1, 2, 3, 4 intersect in some point q ∈ N((~x, ~θ), t0), the above constructed set Se(~x, ~θ, t0) coincides
with EV (q). Second, in the case when all four geodesics γxj ,θj(R+) do not intersect at any point
of N((~x, ~θ), t0), the above constructed set Se(~x, ~θ, t0) does not intersect N((~x, ~θ), t0). Roughly
speaking, this means that using the operator L we can construct the earliest light observation sets
corresponding to the intersection point q of any four geodesics γxj ,θj(R+), assuming that the four
geodesics intersect at a same point q in the set N((~x, ~θ), t0), that is, when the intersection point q
exists and is before the conjugate points of the geodesics. This is the very same conclusion that
was made in end of Section 3 of of [20].
By the arguments in Section 4 of [20], we see that the source-to-solution map L determines the
earliest light observation sets EV (q) where q runs over the set I(p−, p+), that is, L determines
uniquely the collection {EV (q) : q ∈ I(p−, p+)}. The problem is thus reduced to the inverse
problem with passive measurements. The conclusion now follows from Theorem 1.2 and Remark
2.2 of [20] that the differential structure of I(p−, p+) and the conformal class of the metric can be
uniquely determined up to diffeomorphisms. This finishes the proof of part (1). 
4.3. Determination of the nonlinearity and conformal factor. Next we prove an (simplified)
analogue of Theorem 1.2 when H(x, z) only has lower order nonlinearities. Then we complete the
proof of Theorem 4.1.
Theorem 4.3. Let g(1), g(2) be two globally hyperbolic Lorentzian metrics on a 4-dimensional
manifold M . We assume that g(1) = e2γg(2) where γ ∈ C∞(M) and γ = 0 on an open relatively
compact set V ⊂M0 = (−∞, T0)×N,T0 > 0. In particular, g
(1) and g(2) are isometric on V . Let
µˆ be a time-like geodesics and µˆ([−1, 1]) ⊂ V . Let p± = µˆ(s±) with −1 < s− < s+ < 1. Consider
the semilinear wave equations with source terms
g(i)u(x) +H
(i)(x, u(x)) = f(x), on M0,
u = 0 in M0\J
+
g(i)
(supp (f)),
where supp (f) ⊂ V and
H(i)(x, z) = a(i)(x)z2 + b(i)(x)z3 + c(i)(x)z4, i = 1, 2,
where [a(i)]2+[c(i)]2 are nowhere vanishing. Let L(1), L(2) be the source-to-solution map with respect
to the metrics g(1), g(2) and assume that they satisfy
L(1)(f) = L(2)(f)
for all f in a small neighborhood of the zero function in C40 (V ). We have the following conclusions.
(1) For q0 ∈ I(p−, p+), we have c
(1) = eγc(2) at q0.
(2) If c(1) = 0 in a neighborhood of q0 ∈ I(p−, p+), then a
(1)b(1) = e−γa(2)b(2) at q0.
(3) If c(1) = b(1) = 0 in a neighborhood of q0 ∈ I(p−, p+), then a
(1) = e−γa(2) at q0.
First of all, we derive some information on the nonlinear term using the order and the principal
symbols of U(4). Since the manifold may have caustics, the key point below is to consider U(4)
only on the set EV (q0), q0 ∈ I(p−, p+).
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Proposition 4.4. Under the same assumptions as in Theorem 4.1, there is a (conformal) diffeo-
morphism Ψ : I(p
(1)
− , p
(1)
+ )→ I(p
(2)
− , p
(2)
+ ) such that on I(p
(1)
− , p
(1)
+ ) we have
(1) c(1) 6= 0 if and only if Ψ∗c(2) 6= 0.
(2) If c(1) = Ψ∗c(2) = 0 in a neighborhood O of q ∈ I(p
(1)
− , p
(1)
+ ), then b
(1) 6= 0 in O if and only
if Ψ∗b(2) 6= 0 in O.
Proof. It suffices to consider one manifold (M,g). For each q0 ∈ I(p−, p+), we can find (xj , θj) ∈
T ∗V, j = 1, 2, 3, 4 such that the geodesics γxj ,θj intersect at q0 before their first conjugate points,
that is, γxj ,θj(tj) = q0 with 0 < t0 < t0(xj , θj), and co-vectors ξj = (γ˙xj ,θj(tj))
♭ satisfy (ξ1, ξ2, ξ3, ξ4) ∈
W, where W ⊂ (L∗q0M)
4 is the open and dense set given in Proposition 3.12, see also Section 2.2.3
and Section 4 of [20].
By Prop. 4.2 and 3.12, we can choose the principal symbols of vi so that the principal symbol
of U(4) is non-vanishing on EV (q0) ∩ (Λ
g
q0\(K
(3) ∪ K(1))). Recall that K(3),K(1) depend on the
parameter s0 and for s0 → 0, the sets K
(3) ∪ K(1) tend to a set of Hausdorff dimension 2, while
EV (q0) ∩ Λ
g
q0 is of Hausdorff dimension 3. From (4.2), we know that the principal symbols of vi
and fi can be determined from each other on EV (q0) ∩Λ
g
q0 . Therefore, we can find fi, i = 1, 2, 3, 4
such that the order of U(4) on EV (q0) is given by µ0 in Prop. 4.2. The proposition is finished by
comparing the order of the singularities of U(4) corresponding to two semilinear wave equations. 
By examining further the symbols of U(4), we can determine the conformal factor. Here the only
missing component is the symbol of Qg under conformal transformations. The transformation of
the wave operators under conformal transformations can be found in Theorem 5.1 of Appendix VI
of [8] and Appendix A.3 of [13]. See also Section 4.6 of [12]. Recall that in this paper, we already
trivialized the half-density bundles using the volume form on (M,g).
Proposition 4.5. Let g, g˜ be two Lorentzian metrics on M such that g = e2γ g˜ where γ ∈ C∞(M).
Let Qg, Qg˜ be the causal inverse of g,g˜ respectively. Then the Lagrangians Λg = Λg˜ and the
principal symbols of Qg, Qg˜ ∈ I
−2(N∗Diag\Λg) satisfy
σ(Qg) = e
2γσ(Qg˜).
For their principal symbols in I−
3
2 (Λg\N
∗Diag), we have
σ(Qg)(x, ξ, y, η) = e
−γ(x)σ(Qg˜)(x, ξ, y, η)e
3γ(y) ,
for (x, ξ), (y, η) on the same bicharacteristics on Λg.
Proof. We first show Λg = Λg˜. Let P(x, ξ) = |ξ|
2
g∗ and P˜(x, ξ) = |ξ|
2
g˜∗ be the dual metric function
on T ∗M . Then P = e−2γP˜. Therefore, the characteristic sets Σg = Σg˜ and the Hamilton vector
fields satisfy
HP = e
−2γH
P˜
+ P˜He−2γ .
Notice that on Σg, we have HP = e
−2γH
P˜
. Thus on Σg, the integral curves of HP and HP˜ are the
same but with different parameterizations. Hence we proved Λg = Λg˜.
Now we know that Qg, Qg˜ ∈ I
− 3
2
,− 1
2 (N∗Diag,Λg). We will show that the principal symbols of
Qg and e
−γQg˜e
3γ are the same on N∗Diag and Λg. First of all, because gQg = Id, we know that
σ(g)σ(Qg) = 1 on N
∗Diag. Thus σ(Qg) = P
−1 on N∗Diag. Similarly, σ(Qg˜) = P˜
−1 = e2γP−1.
Thus we proved σ(Qg) = e
2γσ(Qg˜) on N
∗Diag.
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Next, consider the principal symbols on Λg. According to the proof of Prop. 6.6 in [26], we
know that σ(Qg) on Λg satisfies
(4.3) HPσ(Qg) + iσsub,g(x, ξ)σ(Qg) = 0,
where
σsub,g(x, ξ) = −
1
2i
4∑
i,j=1
∂2P(x, ξ)
∂xi∂ξj
is the sub-principal symbol of g on Λg. See also [10, Prop. 4.3.1]. Note here we trivialized the
half-density factors and write the Lie derivative as HP. This is an ordinary differential equation
along the integral curves of HP. The initial condition is determined by σ(Qg) at N
∗Diag, see
[26, Prop. 6.6]. Therefore, to see the principal symbols are the same, we only need to show that
σ(eγQg˜e
γ) satisfies (4.3). This follows from the following computations.
H
P˜
σ(Qg˜) + iσsub,g˜(x, ξ)σ(Qg˜) = e
2γHPσ(Qg˜)−
1
2
4∑
i,j=1
[e2γ
∂2P(x, ξ)
∂xi∂ξj
+
∂e2γ
∂xi
∂P(x, ξ)
∂ξj
]σ(Qg˜)
= e3γ [HP(e
−γσ(Qg˜))−
1
2
4∑
i,j=1
∂2P(x, ξ)
∂xi∂ξj
(e−γσ(Qg˜))]
= e3γ [HP(e
−γσ(Qg˜)) + iσsub,g(e
−γσ(Qg˜))].
This proves that σ(Qg) and σ(e
−γQg˜e
3γ) satisfy the same equation on Λg. Since we proved the
symbols are the same on N∗Diag, by solving the transport equations, we see that the symbols are
the same on Λg. This finishes the proof. 
Now we prove the relation of the conformal factor and the nonlinear terms.
Proof of Theorem 4.3. Although we assumed g(1) and g(2) are isometric on V , this actually follows
by linearizing the source-to-solution map, see Remark 3.1 of [20]. Next, we assume f =
∑4
i=1 ǫifi
constructed as in Section 4.2 and denote
U(4),j = ∂ǫ1∂ǫ2∂ǫ3∂ǫ4L
(j)(f)|{ǫ1=ǫ2=ǫ3=ǫ4=0}, j = 1, 2.
For any q0 ∈ I(p−, p+), we will compare the principal symbols of U
(4),1 and U(4),2 on EV (q0)\(K
(3)∪
K(1)) for s0 → 0 (see the proof of Prop. 4.4) using the computations in Section 3.5. We remark
that since conformal transformations of Lorentzian metrics preserves light-like (pre)geodesics, the
sets EV (q0) are the same for g
(1), g(2).
(1): If c(1)(q0) 6= 0, from Prop. 4.4 we know that c
(2)(q0) 6= 0. For (q, η) ∈ EV (q0) which is joined
with (q0, ξ) ∈ L
∗,+M and q0 ∈ I(p
(1)
− , p
(1)
+ ), we know the principal symbol of U
(4),1(q, η) from Prop.
3.12. In particular, we can write
σ(U(4),1)(q, η) = −4!(2π)−3σ(Qg(1))(q, η, q0, ξ)c
(1)(q0)
4∏
i=1
Ai(q0, ξi),
where Ai are the principal symbols of vi, which satisfies
Ai(q0, ξi) = σ(Qg(1))(q0, ξi, xi, ζi)Bi(xi, ζi), i = 1, 2, 3, 4,
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where xi ∈ V , (q0, ξi) and (xi, ζi) are joined by bicharacteristics and Bi are the principal symbols
of fi. Also, σ(U
(4),2) has a similar expression by changing c(1) to c(2) and Qg(1) to Qg(2) . By Prop.
4.5, we have
(4.4)
σ(Qg(1))(q, η, q0, ξ) = σ(Qg(2))(q, η, q0, ξ)e
3γ(q0),
σ(Qg(1))(q0, ξi, xi, ζi) = e
−γ(q0)σ(Qg(2))(q0, ξi, xi, ζi).
Therefore, we obtain the following relation
σ(U(4),1)(q, η)c(2)(q0)e
γ(q0) = c(1)(q0)σ(U
(4),2)(q, η).
By the discussion in Section 3.5, we know that σ(U(4),i), i = 1, 2 satisfy the same relation. But
from L(1)(f) = L(2)(f), we know the principal symbols of U(4),i should be the same hence we
proved (1).
(2): From Prop. 3.12, we can find the principal symbol of U(4),i, i = 1, 2 and by (4.4), they
should satisfy
σ(U(4),1)(q, η)b(2)(q0)a
(2)(q0) = b
(1)(q0)a
(1)(q0)e
(3−4)γ(q0)e2γ(q0)σ(U(4),2)(q, η).
As the source-to-solution maps are the same, the symbols are the same and we proved part (2).
(3): By Prop. 3.12 and the relations (4.4), we obtain the following relation
σ(U(4),1)(q, η)[a(2)(q0)]
3 = [a(1)(q0)]
3e(3−4)γ(q0)e4γ(q0)σ(U(4),2)(q, η).
As the source-to-solution maps are the same, the symbols are the same. So we proved (3) and
completed the proof of the theorem. 
Finally, we finish the proof of Theorem 4.1.
Proof of Theorem 4.1, Part (2). Using the result in part (1) and Remark 3.1 of [20], we know
that g(1) = Ψ∗g(2) on V (1) ∩ I(p
(1)
− , p
(1)
+ ) i.e. γ = 0 there. This is because the derivative of the
source-to-solution map f → L(f) of semilinear wave equations determines the source-to-solution
map of the linearized wave equation which determines the metric. From Theorem 4.3, we know
that the coefficients a(1) = a(2), b(1) = b(2) and c(1) = c(2) because eγ = 1 on V (1) ∩ I(p
(1)
− , p
(1)
+ ). It
follows from Theorem 4.3 again that eγ = 1 on a dense subset of I(p
(1)
− , p
(1)
+ ) (see the proof of part
(1) of Theorem 4.1). By the continuity of γ, we see that eγ = 1 in I(p−, p+). This completes the
proof. 
5. Singularities in higher order asymptotic expansions
Now we return to the full generality of the nonlinear term H, i.e. we assume H(x, z) is genuinely
nonlinear. As in the lower order nonlinearity case, we will make use of the singularities generated
by nonlinear interactions, but in higher order terms of the asymptotic expansion. The analysis
bears some similarities with the classical treatment of interaction of conormal singularities, see for
example [5, Theorem 4.1]. However, we emphasis the difference is that we analyze singularities of
every term of the asymptotic expansion of u rather than u itself.
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5.1. The asymptotic expansion. Consider the semilinear wave equation
gu(x) +H(x, u(x)) = f(x), in M0
u = 0 in M0\J
+(supp (f)),
where M0 = (−∞, T0) × N,T0 > 0 and H is genuinely nonlinear. We continue with the same
notations and assumptions as in Section 2.4. For k ≥ 4, we need the following terms in the
asymptotic expansion of the solution u as ǫi → 0, i = 1, 2, 3, 4,
(5.1) U(k) = ∂k−3ǫ1 ∂ǫ2∂ǫ3∂ǫ4u|{ǫ1=ǫ2=ǫ3=ǫ4=0}.
For k = 4, this term was computed explicitly in Section 2.4. Here we focus on the cases when
k ≥ 5. We start from the equation
u = v −Qg(H(x, u)).
We expand H into Taylor series in z
H(x, z) =
k∑
j=2
hj(x)z
j +O(zk+1) for z small.
Then we have
(5.2) u = v −Qg(hk(x)u
k)−Qg(
k−1∑
j=2
hj(x)u
j) + R,
where R denotes terms which are in H4(M) but not of the order ǫk−31 ǫ2ǫ3ǫ4. We shall ignore such
terms later. By iterating (5.2), we obtain
u = v −Qg(hk(x)v
k)−Qg(
k−1∑
α1=2
hα1(x)(v −Qg(
k−1∑
α2=2
hα2(x)u
α2))α1) + R
= v −Qg(hk(x)v
k)−Qg(
k−1∑
α1=2
hα1(x)(v −Qg(
k−1∑
α2=2
hα2(x)(v −Qg(
k−1∑
α3=2
hα3(x)u
α3))α2))α1) +R.
Continuing the iteration, we get that
(5.3)
u = v −Qg(hk(x)v
k)− U+ R, where
U = Qg(
k−1∑
α1=2
hα1(x)(v −Qg(
k−1∑
α2=2
hα2(x)(v − · · · (v −Qg(
k−1∑
αk−1=2
hαk−1(x)v
αk−1))αk−2 · · · )α2))α1).
We observe that in general, U(k) defined in (5.1) consists of many terms which are hard to write
down. Instead of analyzing each term as we did in Section 3, we write
(5.4)
U(k) = U
(k)
0 + U
(k)
1 ,
where U
(k)
0 = −
(
k
2
)
Qg(hk(x)v
k−3
1 v2v3v4),
and we will show that the terms in U
(k)
1 which come from U are smoother than U
(k)
0 near Λ
g
q0 . Thus,
we can identify the leading singularities in U(k), k ≥ 4. This idea is the same as in Theorem 4.1
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of [5]. For this purpose, we will need some microlocal function spaces to describe the regularities
conveniently.
5.2. Leading singularities and principal symbols. The leading term U
(k)
0 in (5.4) contains
powers of conormal distributions. We deal with this first. Recall that the bundle of light-like co-
vectors L∗M is the (disjoint) union of L∗,+M and L∗,−M . Thus, if K ⊂M and N∗K ⊂ L∗M , the
Lagrangian submanifold N∗K is the union of two disjoint Lagrangian submanifolds N∗K∩L∗,+M
andN∗K∩L∗,−M . In this subsection, we shall assume that the distorted plane wave v1 ∈ I
µ− 1
2 (K1)
and WF(v1) ⊂ N
∗K1 ∩ L
∗,+M .
Lemma 5.1. Let K ⊂ M be a codimension one submanifold. Let u ∈ Iµ(K), v ∈ Iµ(K) and
WF(u),WF(v) ⊂ N∗K ∩ L∗,+M . Then for µ < −32 , uv is a well-defined distribution in I
µ(K).
Moreover, the principal symbols satisfy
σ(uv) = (2π)−
1
2σ(u) ∗ σ(v).
Here the convolution is over the fiber variable of N∗K i.e.
σ(u) ∗ σ(v)(x, ξ) =
∫
R
σ(u)(x, ξ − η)σ(v)(x, η)dη, (x, ξ), (x, η) ∈ N∗K.
Proof. Since the wave front set of u and v are future-pointing light like vectors, the multiplication
uv is well-defined. Next, choose local coordinates x = (x1, x2, x3, x4) such that K = {x1 = 0}. Let
ξ be the dual variable to x. We can write
u(x) =
∫
R
eix
1ξ1A(x2, x3, x4; ξ1)dξ1, v(x) =
∫
R
eix
1η1B(x2, x3, x4; η1)dη1,
where A,B ∈ Sµ+
n
4
− 1
2 (R3;R). Therefore,
u(x)v(x) =
∫
R2
eix
1(ξ1+η1)A(x2, x3, x4; ξ1)B(x
2, x3, x4; η1)dξ1dη1 =
∫
R
eix
1ζ1C(x2, x3, x4; ζ1)dζ1,
where ζ1 = ξ1 + η1 and
C(x2, x3, x4; ζ1) =
∫
R
A(x2, x3, x4; ξ1)B(x
2, x3, x4; ζ1 − ξ1)dξ1 = A ∗B,
where the convolution is in the bundle variables. We will show that C ∈ Sµ+
n
4
− 1
2 (R3;R) if µ < −32 .
Actually, for |ζ1 − ξ1| < |ξ1|, we get |ζ1| < 2|ξ1|. Then we get
|〈ζ1〉
−µ−n
4
+ 1
2C(x2, x3, x4, ζ1)| .
∫
R
〈ζ1 − ξ1〉
µ+n
4
− 1
2dξ1 < C0,
where C0 denotes a generic constant. On the other hand, if |ζ1− ξ1| > |ξ1|, we get |ζ1| < 2|ζ1− ξ1|
and
|〈ζ1〉
−µ−n
4
+ 1
2C(x2, x3, x4, ζ1)| .
∫
R
〈ξ1〉
µ+n
4
− 1
2dξ1 < C0.
Therefore, uv ∈ Iµ(K). The principal symboles is C modulo lower order terms in Sµ+
n
4
− 1
2
−1(R3;R)

Now we introduce a function space specially designed to describe the singularities in the inter-
action of four conormal waves vi ∈ I
µ(Ki), i = 1, 2, 3, 4 where Ki intersect transversally at q0, see
Def. 3.1. For convenience, we define
Θ = ∪3i=1Λ
(i) ∪ Λq0 .
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We have seen in Section 3 that the wave front set of the multiplication of vi is contained in Θ(ǫ)
for any ǫ small and after the action of Qg, the wave front set is contained in Θ(ǫ) ∪ Θ
g(ǫ). Also,
we stayed away from the singularities on
K
.
= K(1) ∪K(3),
which are possibly stronger than the singularities on Λgq0 . We shall consider the space of distribu-
tions with these properties.
Definition 5.2. For s > 2, we define a microlocal function space Hs
ml
(M) consisting of distribu-
tions u such that WF(u) ⊂ Θ(ǫ) ∪Θg(ǫ) for ǫ > 0 sufficiently small and u ∈ Hsloc(M\K).
In particular, for vi ∈ I
µ(Ki), we have vi ∈ H
−∞
ml (M). We prove some properties for H
s
ml(M).
Lemma 5.3. For s > n+12 = 2, H
s
ml
(M) is an algebra.
Proof. Let u, v ∈ Hsml(M). Away from K, u, v ∈ H
s
loc(M) which is an algebra for s > 2. By the
calculus of wave front set (see e.g. [10, Section 1.3]), we know that WF(uv) ⊂ Θ(ǫ) ∪ Θg(ǫ) for
some ǫ > 0 sufficiently small. Thus uv ∈ Hsml(M). 
To understand the action of Qg on H
s
ml(M), we recall the classical propagation of singularities
for operators of real principal type due to Ho¨rmander, see e.g. Theorem 26.1.4 of [15]. We restate
the theorem for g which is all we need and we use the H
s wave front set WFs(u) of u. By
definition, WFs(u) is the complement of the set consisting of (x0, ζ0) ∈ T
∗M\0 such that there
exists a conic neighborhood Γ of (x0, ζ0) such that χΓu ∈ H
s(M) for any cut-off function χ which
is supported in Γ.
Theorem 5.4. Let g be the Laplace-Beltrami operator on (M,g) and P be the principal symbol of
g, see Section 2.3. Let (x0, ζ0) ∈ T
∗M\0 such that P(x0, ζ0) = 0 and γ be the null bicharacteristic
through (x0, ζ0). If gu = f , γ ∩WF
s−1(f) = ∅ and (x0, ζ0) /∈WF
s(u), then γ ∩WFs(u) = ∅.
Lemma 5.5. Let Qg be the causal inverse of g. We have
Qg : H
s
ml(M)→ H
s+1
ml
(M).
Proof. Suppose f ∈ Hsml(M). The wave front set of Qg(f) is in Θ(ǫ)∪Θ
g(ǫ). Let χ be a microlocal
smooth cut-off function supported away from Λ1(ǫ) ∪ Λ(3)(ǫ) ∪ Λ(3),g(ǫ) for ǫ > 0 small. Let
Op(χ) be a pseudo-differential operator with principal symbol χ. Then Op(χ)f ∈ Hsloc(M) and
Qg ◦ Op(χ)f ∈ H
s+1
loc (M) by Prop. 2.2. However, by the propagation of singularities (Theorem
5.4), Qg ◦ (Id−Op(χ))(f) ∈ H
s+1(M\K). This finishes the proof. 
Now we analyze the singularities in U(k).
Proposition 5.6. For any k ≥ 4, consider the term
U(k) = ∂k−3ǫ1 ∂ǫ2∂ǫ3∂ǫ4u|{ǫ1=ǫ2=ǫ3=ǫ4=0}.
We can write
U(k) = U
(k)
0 + U
(k)
1 , where U
(k)
0 = −
(
k
2
)
Qg(hk(x)v
k−3
1 v2v3v4)
such that away from K
U
(k)
0 ∈ I
4µ+ 3
2 (Λgq0\Λq0), U
(k)
1 ∈ H
−4µ−2
loc (M).
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Proof. We start with U
(k)
0 . By Lemma 5.1, we know that v
k−3
1 ∈ I
µ(K1). Therefore, by Prop.
3.11, we know that U
(k)
0 ∈ I
4µ+ 3
2 (Λgq0\Λq0) away from K. It remains to show the regularity of U
(k)
1 .
Since U
(k)
1 is contained in U in (5.3), it suffices to understand the regularity of U given by
U = Qg(
k−1∑
α1=2
hα1(x)(v −Qg(
k−1∑
α2=2
hα2(x)(v − · · · (v −Qg(
k−1∑
αk−1=2
hαk−1(x)v
αk−1))αk−2 · · · )α2))α1).
Recall that v =
∑4
i=1 ǫivi, vi ∈ I
µ(Ki). Therefore, with s = −µ− 1, we know from Lemma 5.1,
5.3, 5.5 that
vl ∈ H4sml(M), Qg(v
l) ∈ H4s+1ml (M), ∀l ≥ 0.
By the algebraic properties of the spaces, we know that
U = Qg(
k−1∑
α1=2
hα1(x)(v − v˜)
α1), v˜ ∈ H4s+1ml (M).
Finally, we use Lemma 5.3 and Lemma 5.5 again to conclude that U ∈ H4s+2ml (M). This finishes
the proof. 
The point of this lemma is that if the leading singularities of U
(k)
0 is non-vanishing on Λ
g
q0\(Λ
(3),g∪
Λ(1),g) (see (3.2) and (3.4)), then U
(k)
0 /∈ H
−4µ−2
loc (M) and we get
U
(k)
0 = U
(k) mod H−4µ−2loc (M\K).
In particular, we can separate the leading singularities.
Finally, we compute the principal symbols of U
(k)
0 and we will see that this involves the Taylor
coefficients hk(x). We first express the principal symbols of v
k−3
1 . By Lemma 5.3, this is
σ(vk−31 ) = (2π)
− 1
2
(k−4)σ(v1) ∗
(k−4) σ(v1) = (2π)
− 1
2
(k−4) σ(v1) ∗ σ(v1) ∗ · · · ∗ σ(v1)︸ ︷︷ ︸
k−4 convolutions
.
Here as in Lemma 5.3, all the convolutions are over the fiber variables. Before we continue, we
make an observation when this is non-vanishing at a given point (q0, ζ1). Suppose σ(v1)(q0, ζ1) > 0
and σ(v1) ≥ 0 on its support. Then the convolution σ(v1) ∗ σ(v1) is positive at (q0, ζ1). This
argument can be continued so that σ(vk−31 ) is non-vanishing at (q0, ζ1).
For any ζ ∈ Λq0\(Λ
(3) ∪ Λ(1)), we can write ζ =
∑4
i=1 ζi where ζi ∈ N
∗
q0Ki. Also, we let Ai be
the principal symbols of vi, i = 2, 3, 4. We let A
(k−3)
1 = σ(v
k−3
1 ). Then we have
σΛq0 (hk(x)v
k−3
1 v2v3v4)(q0, ζ) = (2π)
− 1
2
(k−4)−3hk(q0)A
(k−3)
1 (q0, ζ1)
4∏
i=2
Ai(q0, ζi).
By Prop. 2.1 of [17], we get that
σΛgq0
(U
(k)
0 )(q, η) = (2π)
− 1
2
(k−4)−3σΛg (Qg)(q, η, q0, ζ)hk(q0)A
(k−3)
1 (q0, ζ1)
4∏
i=2
Ai(q0, ζi),
where (q, η) is joined with (q0, ζ) by bicharacteristics. The symbols satisfy
Ai(q0, ξi) = σ(Qg)(q0, ξi, xi, ζi)Bi(xi, ζi), i = 1, 2, 3, 4,
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where xi ∈ V , (q0, ξi) and (xi, ζi) are joined by bicharacteristics and Bi are the principal symbols
of fi = gvi, i = 1, 2, 3, 4. Therefore, we can choose fi such that the leading singularities in U
(k)
is non-vanishing at q0.
5.3. Multiplication of distributions. In the previous subsection, we analyzed the leading sin-
gularities in U
(k)
0 , k ≥ 4. In principal, we can analyze every term in U
(k) by the same method in
Section 3. For example, we will use the singularities of U(5) in Section 6. These terms involve
multiplication of Lagrangian distributions whose wave front sets intersects at Λ1. We analyze them
in this subsection. All the proofs below follow the same ideas as in Section 3. We continue using
the notations in Section 3, especially Λ• and K• in (3.1).
Lemma 5.7. Let u ∈ Iµ(Λ1), v ∈ I
µ′(Λq0) and µ, µ
′ < −32 . For any ǫ > 0, we can write
w = uv = w0+w1 such that w0 ∈ I
µ′(Λq0) and w1 ∈ D
′(M ; Λ1(ǫ)). Moreover, the principal symbol
of w satisfies
σΛq0 (w0) = (2π)
− 1
2σΛ1(u) ∗1 σΛq0 (v),
where ∗1 denotes the partial convolution in the fiber variable of N
∗K1 i.e.
σΛ1(u) ∗1 σΛq0 (v)(x, ξ) =
∫
R
σΛ1(u)(x, ξ − η)·σΛq0 (v)(x, η)dη, (x, ξ), (x, η) ∈ N
∗K1.
Proof. Thanks to Lemma 3.2, it suffices to work with the model Lagrangians Λ˜i. We can write
u =
∫
R
eix
1ξ1A(x2, x3, x4; ξ1)dξ1,
with A ∈ SM (R3x2,x3,x4 ;Rξ1) being standard symbol and where M = µ−
n
4 +
1
2 . Also, we can write
v =
∫
R
eix·ξB(x; ξ)dξ,
with B ∈ Sm(R4;R4) being a standard symbol and m = µ′ − n4 + 2. Their product is
uv =
∫
R2
ei(x
1η1+x·ξ)A(x2, x3, x4, η1)B(x, ξ)dξdη1 =
∫
R
eix·ζC(x, ζ)dζ,
where C(x, ζ) =
∫
R
A(x2, x3, x4, η1)B(x, ζ1 − η1, ζ2, ζ3, ζ4)dη1 = A ∗1 B.
Here we use ∗1 to denote the partial convolution in the η1 variable. In a coordinate invariant way,
this is the partial convolution in the bundle variable of N∗K1. Similar to the proof of Lemma 3.6
and 3.8, we introduce a cut-off function to stay away from Λ˜1. This proves the lemma. 
Lemma 5.8. Let u ∈ Ip,l(Λ12,Λ2), v ∈ I
p,l(Λ13,Λ3) with p+ l < −
3
2 . For ǫ > 0 sufficiently small,
we can write w = uv as
w = w0 + w1 + w2, w0 ∈ I
p+l− 1
2 (Λ123), w1 ∈ D
′(M ; Λ(1)(ǫ))
w2 ∈ I
p,p+1(Λ23,Λ2) + I
p,p+1(Λ23,Λ3).
Moreover, the principal symbol of w0 satisfies
σΛ123(w0) = (2π)
− 1
2σΛ12(u) ∗1 σΛ13(v).
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Proof. It suffices to consider the distributions on model Lagrangians Λ˜i, see Lemma 3.2. We write
u = u0 + u1, u0 =
∫
R2
ei(x
1ξ1+x2ξ2)A(x3, x4; ξ1, ξ2)dξ1dξ2, u1 ∈ I
p(Λ˜2),
with A ∈ SM,M
′
(R2x3,x4 ;Rξ2 ,Rξ1) being a symbol of product type whereM = p−
n
4+1+1,M
′ = l−1.
Also, u1 is supported away from K123. Next we write
v = v0 + v1, v0 =
∫
R2
ei(x
1ξ1+x3ξ3)B(x2, x4; ξ1, ξ3)dξ1dξ3, v1 ∈ I
p′(Λ˜3),
with B ∈ Sm,m
′
(R2
x2,x4
;Rξ1 ,Rξ3) being a symbol of product type wherem = p−
n
4+1+1,m
′ = l−1.
Also, v1 is supported away from K123. The product of u0v1 and u1v0 are smooth if we arrange the
supports. We have
v1u1 ∈ I
p,p+1(Λ23,Λ2) + I
p,p+1(Λ23,Λ3).
It remains to find the product
u0v0 =
∫
R4
ei(x
1(ξ1+η1)+x2ξ2+x3ξ3)A(x3, x4; η1, ξ2)B(x
2, x4; ξ1, ξ3)dη1dξ1dξ2dξ3.
Similar to the proof of Lemma 3.6 and 3.8, we introduce a cut-off function to stay away from
Λ˜2, Λ˜3. The rest is similar to the proof of Lemma 5.7. 
Lemma 5.9. Let u ∈ Ip,l(Λ12,Λ2), v ∈ I
µ′(Λ134) with p, µ
′ < −32 , l < 0. For ǫ > 0 sufficiently
small, we can write w = uv as
w = w0 + w1, w0 ∈ I
p+µ′+1(Λq0), w1 ∈ D
′(M ; Λ2(ǫ)).
Moreover, the principal symbol of w0 satisfies
σΛq0 (w0) = (2π)
− 1
2σΛ12(u) ∗1 σΛ134(v).
Proof. It suffices to consider the distributions on model Lagrangians Λ˜i, see Lemma 3.2. We write
u = u0 + u1, u0 =
∫
R2
ei(x
1ξ1+x2ξ2)A(x3, x4; ξ1, ξ2)dξ1dξ2, u1 ∈ I
p(Λ˜2),
with A ∈ SM,M
′
(R2
x3,x4
;Rξ2 ,Rξ1) being a symbol of product type where M = p−
n
4 +
1
2 + 1,M
′ =
l − 1. Also, u1 is supported away from K134. Next, we write
v =
∫
R3
ei(x
1ξ1+x3ξ3+x4ξ4)B(x2; ξ1, ξ3, ξ4)dξ1dξ3dξ4,
with B ∈ Sm(Rx2 ;R
3
ξ1,ξ3,ξ4
) being a standard symbol where m = µ′ − n4 +
3
2 . The product of u1v
is smooth because of the disjoint support. We only need to find the product
u0v =
∫
R5
ei(x
1(ξ1+η1)+x2ξ2+x3ξ3+x4ξ4)A(x3, x4; η1, ξ2)B(x
2; ξ1, ξ3, ξ4)dη1dξ1dξ2dξ3dξ4.
Again we introduce cut-off functions to separate the singularities. The rest is similar to the proof
of Lemma 5.7 as well. 
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6. Proof of the main results
We continue from Section 4.1 to finish the proof of our main theorems in the introduction. As
we already mentioned, the arguments are very similar and the difference is that we make use of
singularities in higher order asymptotic expansions analyzed in Section 5. We first show that the
conformal class can be determined, which is part of Theorem 1.2. Moreover, we prove a more
general result including linear terms in the wave operators.
Theorem 6.1. Let (M (j), g(j)), j = 1, 2 be two 4-dimensional globally hyperbolic Lorentzian mani-
folds. Let µˆ(j)(t) ⊂M (j) be time-like geodesics where t ∈ [−1, 1] and V (j) ⊂M (j) be open relatively
compact neighborhood of µˆ(j)([s−, s+]) where −1 < s− < s+ < 1. Let M
(j)
0 = (−∞, T0)×N
(j), T0 >
0 such that V (j) ⊂M
(j)
0 . Consider the semilinear wave equations with source terms
(6.1)
g(j)u(x) +Q
(j)(x)u(x) +H(j)(x, u(x)) = f(x), on M
(j)
0 ,
u = 0 in M0\J
+
g(j)
(supp (f)),
where supp (f) ⊂ V (j) and Q(j)(x) are smooth functions. We assume that H(j)(x, z) are genuinely
nonlinear on I(p
(j)
− , p
(j)
+ ) respectively, where p
(j)
± = µˆ
(j)(s±). Suppose that there is a diffeomorphism
Φ : V (1) → V (2) such that Φ(p
(1)
± ) = p
(2)
± and the source-to-solution maps L
(i) satisfy
(Φ−1)∗(L(1)(Φ∗f)) = L(2)(f)
for all f in a small neighborhood of the zero function in C40 (V
(2)). Then there exists a diffeomor-
phism Ψ : I(p
(1)
− , p
(1)
+ )→ I(p
(2)
− , p
(2)
+ ) such that the metric Ψ
∗g(2) is conformal to g(1) in I(p
(1)
− , p
(1)
+ ).
Moreover, Ψ = Φ on V (1) ∩ I(p
(1)
− , p
(1)
+ ).
Proof. As in the proof of Theorem 4.1, it suffices to consider one manifold (M,g). We let Q˜g be
the causal inverse of g + Q where Q is a smooth function. Notice that the principal symbol of
Q˜g is the same as that of Qg = 
−1
g . Therefore, all of our analysis for Qg so far works for Q˜g, and
we shall abuse the notation below by taking Q˜g = Qg. We divide the proof into three steps.
Step 1: If there are k ≥ 4 such that hk(x) is non-vanishing at q0 ∈ I(p−, p+), we know from
Section 5.2 that there are sources fi such that U
(k) has non-vanishing singularities at Λgq0\(Λ
(3),g ∪
Λ(1),g). It follows from the same argument as in Theorem 4.1 (consider the set when s0 → 0) that
we can determine EV (q0) for such q0.
Step 2: If hk(x) vanishes in a neighborhood of q0 for all k ≥ 4, we can assume that H(x, z) =
az2 + bz3. Actually, the case when a is non-vanishing was considered already in Theorem 4.1. So
we focus on the case when a vanishes but b is non-vanishing i.e. H(x, z) = b(x)z3. We’ve seen that
in this case U(4) does not produce new singularities. Although U(3) contains conic singularities, it
is not clear if they can propagate back to V . The idea below is to consider singularities in U(5) as
defined in (5.4), which are produced due to non-vanishing b.
We compute the asymptotic term U(5) for H(x, u(x)) = b(x)u(x)3 following the same approach
as in Section 2.4. We have
u = v −Qg(bu
3).
Below we use R to denote terms in H4(M) and not of the order ǫ21ǫ2ǫ3ǫ4. We compute
u3 = v3 − 3v2Qg(bu
3) + R = v3 − 3v2Qg(bv
3) + R.
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Therefore, we obtain
u = v −Qg(bv
3) + 3Qg(bv
2Qg(bv
3)) + R.
Our U(5) consists of terms in 3Qg(bv
2Qg(bv
3)). In particular, we get
U(5) =
∑
i,j,k,l,m
3Qg(bvivjQg(bvkvlvm)),
where the summation in (i, j, k, l,m) is over permutations of (1, 1, 2, 3, 4). These terms involve
multiplication of I∗(Λ1i,Λi) and I
∗(Λ1jk) where (i, j, k) are permutations of (2, 3, 4). These are
analyzed in Lemma 5.8. The principal symbols of these terms can be calculated as in Section 3.5,
using the results in Section 5.3. It suffices to consider three model cases:
(a) i, j = 1 and (k, l,m) = (2, 3, 4);
(b) i = 1, j = 2 and (k, l,m) = (1, 3, 4);
(c) i = 2, j = 3 and (k, l,m) = (1, 1, 4).
We first find the principal symbols of Oijklm = bvivjQg(bvkvlvm) in each case. Then we find and
show that the principal symbol of U(5) is non-vanishing. As the order of the distributions is not
important for the analysis below, we shall use ∗ to replace the orders.
In case (a), consider O11234 = bv
2
1Qg(bv2v3v4). We know from Prop. 3.7 that Qg(bv2v3v4) ∈
I∗,∗(Λ234,Λ
g
234) and the principal symbol is a product of σ(v2), σ(v3), σ(v4) with positive coefficient.
Also, we know from Lemma 5.7 that v21 ∈ I
∗(Λ1) and the principal symbol is a partial convolution
of σ(v1). By Lemma 3.10, we know that Qg(O11234) ∈ I
∗(Λq0\Ξ) with Ξ defined in Prop. 3.11. Now
as in Section 5.2, we take ζ ∈ L∗,+q0 M and ζ =
∑4
i=1 ζi with ζi ∈ N
∗
q0Ki. Let Ai(q0, ζi), i = 2, 3, 4
be the principal symbols of v2, v3, v4. Following notations in Section 5.2, we let A
(1)
1 (q0, ζ1) be the
principal symbol of v21 , so A
(1)
1 = σ(v) ∗ σ(v) is the convolution in the fiber variable of Λ1. Then
the principal symbol can be written as
σ(O11234)(q0, ζ) = (2π)
− 7
2 b(q0)
2|ζ2 + ζ3 + ζ4|
−2
g∗(q0)
·A
(1)
1 (q0, ζ1)
4∏
i=2
Ai(q0, ζi),
see the principal symbol of term Y3 in the proof of Prop. 3.12.
In case (b), consider O12134 = bv1v2Qg(bv1v3v4)we know from Lemma 3.3 that v1v2 ∈ I
∗,∗(Λ12,Λ1)+
I∗,∗(Λ12,Λ2) with principal symbol the product of σ(v1), σ(v2). Also, Prop. 3.7 tells thatQg(bv1v3v4) ∈
I∗,∗(Λ134,Λ
g
134) microlocally away from Λ
(1) with principal the product of σ(v1), σ(v3), σ(v4). Now
we use Lemma 5.9 to conclude that Qg(O12134) ∈ I
∗(Λq0\Ξ). The principal symbol is a partial
convolution over the fiber variable of Λ1. In particular, we find that
(6.2) σ(O12134)(q0, ζ) = (2π)
− 7
2 b(q0)
2
∫
σ(v1)(q0, ζ1 − η)σ(v1)(q0, η)
|η + ζ3 + ζ4|2g∗(q0)
dη ·
4∏
i=2
Ai(q0, ζi),
where the integration is over the fiber of Λ1 at q0.
In case (c), consider O23114 = bv2v3Qg(bv
2
1v4). We first use Lemma 3.3 to conclude that v2v3 ∈
I∗,∗(Λ23,Λ2)+I
∗,∗(Λ23,Λ3). Using Lemma 5.7 and Lemma 3.3, we know that v
2
1v4 ∈ I
∗,∗(Λ14,Λ1)+
I∗,∗(Λ14,Λ4). Now we apply Lemma 5.8 to conclude that Qg(O23114) ∈ I
∗(Λq0\Ξ). The principal
symbol can be found as for term Y2 in the proof of Prop. 3.12
σ(O23114)(q0, ζ) = (2π)
− 7
2 b(q0)
2|ζ1 + ζ4|
−2
g∗(q0)
·A
(1)
1 (q0, ζ1)
4∏
i=2
Ai(q0, ζi).
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Finally, we can write down the symbol of U(5) at (q0, ζ) as
σ(U(5))(q0, ζ) =
∑
i,j,k,l,m
σ(U
(5)
ijklm)(q0, ζ)
=3 · 6 · σ(O11234)(q0, ζ) + 3
∑
i,j,k
σ(O1i1jk)(q0, ζ) + 3
∑
i,j,k
σ(Oij11k)(q0, ζ)
=(2π)−
7
2 b(q0)
2[18|ζ2 + ζ3 + ζ4|
−2
g∗(q0)
+ 6
4∑
k=2
|ζ1 + ζk|
−2
g∗(q0)
]
·A
(1)
1 (q0, ζ1)
4∏
n=2
An(q0, ζn) + 2
∑
i,j,k
σ(O1i1jk)(q0, ζ),
(6.3)
where the summation in (i, j, k) is over the permutations of (2, 3, 4). The symbols of O1i1jk have
a similar express as (6.2), which involves the partial convolutions. Now we show that when the
submanifolds Ki intersect in a generic way, the symbol is non-vanishing on any open set of Λq0\Ξ.
We basically follow the same argument as in Prop. 3.12. In particular, we prove that for the
light-like vectors ζi constructed in (3.12), the term with |ζ1 + ζ4|
−2
g∗ dominates as ρ→ 0 hence the
symbol is non-vanishing.
We’ll estimate the symbols of O1i1jk because they involve the convolution. First we choose
the symbol of v1 such that σ(v1)(q0, η), η ∈ N
∗
q0K1 ⊂ L
∗,+M is supported in |η|g+ > ǫ for some
ǫ > 0 small and σ(v1) ≥ 0. In particular, by changing ǫ, we can assume σ(v1) is supported on
η ∈ {αζ1 : α > ǫ}. Now consider the symbol of O1i1jk, which has a similar expression as (6.2). We
can estimate the convolution kernel as
|
1
|η + ζ2 + ζ3|2g∗(q0)
| ≤ Cρ−2, |
1
|η + ζ2 + ζ4|2g∗(q0)
| ≤ Cρ−1,
|
1
|η + ζ3 + ζ4|2g∗(q0)
| ≤ Cρ−1,
using the computations in the proof of Prop. 3.12. Thus we conclude that
|σ(O1i1jk)(q0, ζ)| ≤ Cρ
−2b(q0)
2 ·A
(1)
1 (q0, ζ1)
4∏
i=2
Ai(q0, ζi),
for some constant C > 0. Notice that now the convolution is in A
(1)
1 (q0, ζ1). By comparing
the growth orders of each terms in (6.3) as ρ → 0, we find that the leading term is given by
|ζ1 + ζ4|
−2
g∗(q0)
= −ρ−10. Hence we obtain that
σ(U(5))(q0, ζ) = (−3ρ
−10 + o(ρ−10))(2π)−
7
2 b(q0)
2 · A
(1)
1 (q0, ζ1)
4∏
i=2
Ai(q0, ζi),
which is non-vanishing if Ai, i = 2, 3, 4 are non-vanishing and ρ sufficiently small. Since the symbol
is an analytic function of ζ, we showed that when the submanifolds Ki intersect in a generic way,
the symbol σ(U(5))(q0, ζ) is non-vanishing on any open set of Λ
g
q0\Ξ with Ξ defined in Prop. 3.11.
Therefore, we can determine EV (q0) as in Theorem 4.1.
Step 3: Part (1) and (2) determines the earliest light observation set for a dense subset of
I(p−, p+) i.e. ∪k≥4{q : hk(q) 6= 0} ∪ int({q : hk(q) = 0, k ≥ 4}). We can finish the proof now as in
Theorem 4.1. 
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Now we prove the key relation of the conformal factor and the nonlinear terms. The proof
follows the same idea in Theorem 4.3.
Theorem 6.2. Let g(1), g(2) be two globally hyperbolic Lorentzian metrics on a 4-dimensional
smooth manifold M such that g(1) = e2γg(2) where γ ∈ C∞(M) and γ = 0 on an open relatively
compact set V ⊂M0 = (−∞, T0)×N,T0 > 0. In particular, g
(1) and g(2) are isometric on V . Let
µˆ([−1, 1]) ⊂ V be a time-like geodesic, and p± = µˆ(s±) where −1 < s− < s+ < 1. Consider the
semilinear wave equations with source terms
g(i)u(x) +Q
(i)(x)u(x) +H(i)(x, u(x)) = f(x), on M0,
u = 0 in M0\J
+
g(i)
(supp (f)),
where supp (f) ⊂ V and Q(i) are smooth functions. Assume that H(i)(x, z), i = 1, 2 are genuinely
nonlinear and have Taylor expansions
H(i)(x, z) =
N∑
k=2
h
(i)
k (x)z
k +O(zN+1).
Let L(1), L(2) be the source-to-solution map with respect to the metrics g(1), g(2) and they satisfy
L(1)f = L(2)f for all f in a small neighborhood of the zero function in C40 (V ). Then for x ∈
I(p−, p+), we have
h
(1)
k (x) = e
(k−3)γ(x)h
(2)
k (x), ∀k ≥ 4.
Furthermore, if Q(j) = 0, j = 1, 2, we have
(1) h
(1)
2 (x)h
(1)
3 (x) = e
−γ(x)h
(2)
2 (x)h
(2)
3 (x);
(2) h
(1)
2 (x) = e
−γ(x)h
(2)
2 (x) if h
(1)
3 = 0.
Proof. We divide the proof into two steps.
Step 1: Consider the determination of hk, k ≥ 4. We assume f =
∑4
i=1 ǫifi constructed as in
Section 4.2 and denote
U(k),i = ∂k−3ǫ1 ∂ǫ2∂ǫ3∂ǫ4L
(i)(f)|{ǫ1=ǫ2=ǫ3=ǫ4=0}, i = 1, 2.
We consider when h
(1)
k 6= 0. For any q0 ∈ I(p−, p+), we will compare the principal symbols of
U
(k),1
0 and U
(k),2
0 , k ≥ 5 on EV (q0)\(K
(3) ∪K(1)) for s0 → 0 using the computations in Section 5.2.
By abuse notations, we let
Qg(j) = (g(j) +Q
(j))−1, j = 1, 2.
Notice that the principal symbols of Qg(j) are the same as the principal symbols of 
−1
g(j)
and in
particular, we can still apply Prop. 4.5 for Qg(j) . For two conformal metrics g
(1) = e2γg(2) and
γ = 0 on V ⊂M0, we have
σ(Qg(1))(q, η, q0, ξ) = σ(Qg(2))(q, η, q0, ξ)e
3γ(q0),
σ(Qg(1))(q0, ξi, xi, ζi) = e
−γ(q0)σ(Qg(2))(q0, ξi, xi, ζi),
where (xi, ζi) ∈ T
∗
VM . With the calculation in Section 5.2, we obtain
A
(1)
i (q0, ξi) = e
−γ(q0)A
(2)
i (q0, ξi), i = 1, 2, 3, 4,
A
(k−3),(1)
1 (q0, ξ1) = e
−(k−3)γ(q0)A
(k−3),(2)
1 (q0, ξ1).
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Notice that when computing the principal symbol σ(vk−31 ), the partial convolution does not affect
the conformal factor eγ . Therefore, we obtain the following relation
σ(U
(k),1
0 )(q, η)h
(2)
k (q0) = h
(1)
k (q0)e
(−k+3)γ(q0)σ(U
(k),2
0 )(q, η).
From L(1)f = L(2)f , we know the principal symbols of U
(k),i
0 should be the same. Hence we get
the relation of h
(i)
k . This finishes the proof of Step 1.
Step 2: It remains to determine h2, h3. For convenience, we change notations by setting
h2(x) = a(x), h3(x) = b(x). Recall that in Prop. 4.2, we found the leading singularities of U
(4).
Below, we make use of the leading singularity of
U
(4)
1
.
= U(4) − 4Qg(h4v1v2v3v4) ∈ I
µ0(Λgq0\Λq0).
Here, observe that since we determined h4 from Step 1 and we know the manifold (M,g), if there
is no potential term, the term 4Qg(h4v1v2v3v4) is already determined. Notice that this is not just
the leading singularity but the whole term. Therefore, if follows from Prop. 4.2 the conclusions
below
(i) if µ0 = 4µ−
5
2 , then a 6= 0, b 6= 0 at q0;
(ii) if µ0 = 4µ−
9
2 , then a 6= 0, b = 0 at q0;
Here we assume that Prop. 4.2 is valid near q0. In the end, we will use the density argument (as
in the proof of Theorem 4.1) to complete the proof.
We start with case (ii). As seen in Section 3, when b vanishes near q0, we have
U
(4)
1 = −
∑
(i,j,k,l)
[4Qg(aviQg(avjQg(avkvl))) +Qg(aQg(avivj)Qg(avkvl))],
where the summation is over the permutations of (1, 2, 3, 4). This is part (3) of Theorem 4.3, so
we have a(1) = e−γa(2) at q0. This finishes the proof for part (3).
Now we consider case (i) which is part (2). In this case, we need the singularities in U
(4)
1
U
(4)
1 =
∑
(i,j,k,l)
[2Qg(aviQg(bvjvkvl)) + 3Qg(bvivjQg(avkvl))]
with summation over permutations of (1, 2, 3, 4). This is indeed part (2) of Theorem 4.3, so we
have
a(1)b(1) = e−γa(2)b(2).
Notice that this is also true for b(1) = 0 (or b(2) = 0). This finishes the proof. 
Finally, we finish the proof of all the main results stated in the introduction.
Proof of Theorem 1.2. Using Theorem 6.1 and Remark 3.1 of [20], we know that eγ = 1 on V (1) ∩
I(p
(1)
− , p
(1)
+ ), see also the proof of Theorem 4.1, part (2). Now we can apply Theorem 6.2 to complete
the proof. 
Proof of Theorem 1.4. This is a direct consequence of Theorem 1.2. 
Proof of Theorem 1.5. When the measurement domain V and the map LV ;g,H are given, we can
use Theorem 1.2 (or Theorem 6.1) to construct the conformal type of g. After that, let us choose
some metric g0 that is conformal to g. After fixing g0, we can consider equation
Yg0u(x) +H0(x, u(x)) = f(x),
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that is a gauge transformation of the original equation. Since the zeroth order term − n−44(n−2)Rg0 in
the operator Yg0 does not change the principal symbol of the parametrix Y
−1
g0 = (g−
n−4
4(n−2)Rg0)
−1
of the Yamabe operator Yg0 and we know the metric g0, it follows from Theorem 1.4 that we can
construct the non-linear term H0 as
H0(x, z) =
∞∑
k=4
∂kzH0(x, 0)z
k
under the assumption of the theorem i.e. H0(x, z) is real analytic in z and H0(x, z) = O(z
4) as
z → 0. Thus we can construct the representative Yg0 +H0(x, · ) of the gauge-equivalence class of
the original operator Yg +H(x, · ). 
Proof of Theorem 1.3. We proved the determination of the conformal class in Theorem 6.1. To
determine the conformal factor, the case when the Ricci curvatures are zero follows from the same
geometric argument in Corollary 1.3 of [20]. For the other case when H(i)(x, z) are independent of
x, we claim that ∂kzH
(1)(0) = ∂kzH
(2)(0), k ≥ 2. Then by applying Theorem 1.2, we can determine
the conformal factor in any case except when the nonlinear terms are purely cubic.
Actually, we prove a little bit more general statement than what we claimed. We’ll show that
when H = H(x, z) depends also on x, the measurements in the set V determine the derivatives
∂kzH(x, z)|z=0 for all x ∈ V and k ≥ 2.
Assume that we are given the open set V and the operator f 7→ LV,g,H(f) in a neighborhood
W ⊂ C20 (V ) of the zero-function. As seen in the proof of Theorem 4.3 (also Remark 3.1 of [20]),
the derivative of the non-linear map f 7→ LV,g,H(f) determines the source-to-field map of the
linearized wave equation and it determines the metric g|V in V . Let
W0 = {f ∈W ; support of LV,g,H(f) is compact subset of V }.
Then the solutions uf corresponding to sources f ∈W0 vanish in a neighborhood of ∂V and thus
those vanish also outside V . Choosing all sources f ∈ W such that L(f) = uf |V is C
4-smooth in
V and compactly supported in V , we can determine the set
{uf |V ∈ C
4(V ); f ∈W0} = {v ∈ C
4
0 (V ); gv ∈ C
2
0 (V ) ∩W}
Now, there is δ0 > 0 such that
S(δ0) = {v ∈ C
4
0 (V ); ‖v‖C4(V ) < δ0} ⊂ {u
f |V ∈ C
4(M0); f ∈W0} = {L(f) ∈ C
4
0 (V ); f ∈W0}.
Using the fact that the set V and the operator f 7→ LV,g,H(f) are given we can first determine
δ0 > 0 such that the above is valid and then determine the inverse of the map L|W0 : f → L(f),
defined in the set S(δ0). That is, we can find the map (L|W0)
−1 : S(δ0) → W0. Then, using the
equation gv +H(x, v) = f we see that
{(v, f −gv); v ∈ S(δ0), f = (L|W0)
−1v} = {(v,H( · , v)); v ∈ S(δ0)}.
In other words, we can find the pairs (v,H( · , v)) ∈ C40 (V ) × C
2
0(V ) for all sufficiently small
v ∈ C40 (V ), i.e. we find the graph of the map v 7→ H( · , v) close to zero function. Hence we can
determine the derivatives of the function z 7→ H(x, z) for x ∈ V . 
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