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Reasonably simple expressions are given for some hypergeometric functions 
when the sire of the argument matrix or matrices is two. Applications of these 
expressions in connection with the distributions of the latent roots of a 2 x 2 
Wishart matrix are also given. 
1. EXPRESSIONS FOR SOME HYPERGEO~RIC FUNCTIONS 
Many distributions occurring in multivariate analysis can be expressed in a 
form involving hypergeometric functions with one or two matrices as arguments. 
The hypergeometric function gq , with m x m symmetric matrices R and S 
as arguments, has the power series representation [4, 81: 
,F,(a, ,..., a, ; b, ,..., b, ; R, S) = f 1 @lh *.- (ap)K CK(R) ‘,(‘) 
k-0 K WK .-* WK W) k! 
(1.1) 
where u1 ,..., a, , b, ,..., b, are real or complex constants, 
(4 = fi (a - Hi - lNk* 3 (a), = a(a + 1) a.* (a + 12 - 1) 
i=l 
and C,(R) is the zonal polynomial of the matrix R corresponding to the partition 
K = (A,, k, ,**-, km), kl a k, > a** > k, , of the integer k into not more than m 
parts. When S = I, these functions reduce to the hypergeometric functions 
with one argument matrix [denoted by $‘&a, ,..., up ; 4 ,..., b, ; R)] defined 
first by Herz [7] by means of multidimensional Laplace and inverse Laplace 
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transforms. Hypergeometric functions with two argument matrices then follow 
via the fundamental relation [8]: 
= J ,F,(a, ,..., a, ; b, ,..., b, ; RHSH’)(dH) (1-2) oh) 
where (dH) is the invariant measure on the orthogonal group O(m) normalized 
so that the volume of O(m) is unity. 
Although mathematically very elegant, series (1.1) is generally very difficult 
to work with from a computational viewpoint. For example Sugiyama [14], 
evaluating a IFl function with one argument matrix in connection with the 
distribution of the largest latent root of a Wishart matrix, reports that for 
m = 2 and 3 about 100 terms in the series (1.1) were required to obtain rea- 
sonable convergence. The number of terms required almost certainly increases 
as m increases, as do the difficulties involved in computing the zonal polynomials. 
In the case m = 2 there exist reasonably simple expressions for some hyper- 
geometric functions of matrix argument in terms of the classical hypergeometric 
functions. It is the purpose of this section to present some of these relations. 
Definitions, etc., of the classical hypergeometric functions can be found in 
[5, 131; it will be clear from the context which type of hypergeometric function 
is involved. Since the functions of matrix argument are functions only of the 
latent roots of the matrices involved, we will assume without loss of generality 
that these matrices are diagonal. Our starting point is a relation for the confluent 
function ,F,(a; c; R). 
LEMMA 1.1. 
,F,(Q + k c + 2k Q + r2) (WC) > l/2) (1.3) 
Proof. It is shown in [l I] that the function ,F,(a; c; p ,,I) is the unique 
solution of each of the partial differential equations (pde) 





1 1 r2 aF 1 7, aF C-2-r”+Z- -----= aF 
r2 - rl ) ar, 2r,-Yr,aT, ’ 
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subject to the conditions that (a) F is a symmetric function of r, and ra , and 
(b) F is analytic about R = 0 and F(0) = 1. These conditions are both satisfied 
by the right-hand side of (1.3) and it can be verified readily that the right-hand 
side also satisfies both of the above pde’s. (To show this it is simpler to transform 
them into pde’s in terms of the two elementary symmetric functions a, = 
Tr R = rr + ra and a, = det R = rlr, , as in [l 11.) Relation (1.3) was first 
derived using another method by Hem [A; however, his stated result is in error 
CL713 J%. (7.6)). 
COROLLARY. 
Proof. This follows easily from (1.3) via the confluence 
l&,F,(o; c; a-1 [” ,,I) = ,F,(c; I” ,,I). 
Alternatively, the pde’s for OF, given in [ 1 l] can be used. Eq. (1.4) arises in 
connection with the noncentral Wishart distribution and is implicit in [3]. 
It would be interesting to know how relations (1.3) and (1.4) generalize when 
the matrix involved is of size greater than two. Almost certainly they become 
very much more complex. 
We now turn to the corresponding hypergeometric functions with two 2 x 2 




case - I 
TT<O<T 
in (1.2) and using (1.3) and the integral identity 
$1 - x cos e)k de = 2F, ( 
+, ++;; l;S), (l-5) 
we obtain the expression for the function $‘,(a; c; [rl r,], [‘I ,,I) given in 
LEMMA 1.2. 
X ,F,( - kj, - ij + i; 1; X2) (Re(c) > k) (l-6) 
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where 
x = (Y, - Y2)(% - S2MYl + YZ)(Sl + s2)* (1.7) 
Note that the zFl function in (1.6) is a polynomial of degree [dzl’J in the argument 
X2. There are, of course, many equivalent ways of writing (1.6); for example, 
it can be expressed in terms of Legendre polynomials I’,(*) using the relation 
[12, p. 1671: 
(1.8) 
Considerable simplification of (1.6) is obtained when one or both of r2 , S, 
equals zero. 
COROLLARY 1. 





&(a; c; [” o], p o]) = 2F2(a, $ c, 1; 11~~). (1.11) 
Proof. Putting s2 = 0 in (1.6) g ives (1.9). Using (1.8) then gives (1.10). To 
obtain (l.ll), put r2 = 0 in (1.9) and use [13, p. 491: 
2Fl(-&j, -ii+ ii; 1; 1) = 2i(1/2)d(l)j. 
COROLLARY 2. 
OF+; [” ,,I? [“’ ,,I) 
(W) > ;) (1.12) 
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where X is given by (1.7), 
oqc; [” o]’ [“’ o]) = ,F,(i; c, 1; m). (1.14) 
Proof. We can obtain (1.12) by confluence from (1.6); then (1.13) and (1.14) 
follow easily from (1.12) or by confluence from (1.10) and (1.11). 
COROLLARY 3. 
where 
= (1 - S(rr + r&r + G) + r1r2s&” P&a, $a + $; 1; Y”) (1.15) 
and 
Y = (r1 - I2)(% - s2)/(2 - (r1 + r2)h + s2> + v2w2) 
= expMrl + r2)(s1 + s~))~JW ; h (yl - y2)2(s1 - s2j2) (l-16) 
= exp(rls2 + r24 J%(Q; 1 (c - y2Xs1 - s2)). (1.17) 
Proof. By confluence from (1.6) we have, expressing the result in terms of 
Legendre polynomials using (1.8), 
lFo(a; [” ,,I, [“’ .]) = i. (a~k(-~~~1s2)” f+ if.+--% Zi 
kl + ~Z)(Sl + s2) 
x P’[ 22 1 
where 
2 = (YlY2(S12 + s22) + S1S2(Y12 + Y22))l/2. 
Now, using the generating function relation [13, p. 1641: 
(1.18) 
in (1.18) and simplifying, using [5, Eqs. (4), p. 111 and (9), p. 841, gives (1.15). 
The result (1.16) has been given previously by Anderson [2] and James [9], 
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who derived it from first principles; it also follows by confluence from (1.12), 
using the generating function relation [13, p. 1651: 
Co Pj(X) tj 
exp(xt) ,F, 1; d t2(x2 - 1)) = c 7. 
( j=o J! 
The equivalence of (1.16) and (1.17) follows from the relation [13, p. 1261: 
exp(--x) ,F,(a; 2~; 2x) = oF,(a + 4; &x2). 
Expressions similar to (1.15) and (1.17) clearly hold when one or both of 
rs , s2 equals zero; for example, 
Jo (a; I” o], [“’ o]) = 2F&, 4; 1; ~14, 
which follows by putting y2 = s2 = 0 in (1.15) and using [5, Eq. (4), p. 1111, and 
OF, ([” o], I”’ o]) =14(-k l;y,d, 
which follows immediately from (1.17). 
2. LATENT ROOTS OF A 2 x 2 WISHART MATRIX 
As applications of some of the relations given in the previous section, we 
now derive reasonably simple expressions for the marginal distributions of the 
latent roots Zr , 1, (Zr > 1, > 0) of a 2 x 2 matrix A having the Wishart distribu- 
tion ws(f.2, z). Let 01 , % (0 < CX~ < a2) be the latent roots of z-l; then the 
joint density function of Zr and I, is (see [8,9]): 
where 
kl(zlz2)(~--3)qzl -~2)o+;p I,]‘[“’ ,]) (2-l) 
kl = 7r~qcxpp/2~ r(*n)r(*(n - 1)). 
Now, by (1.16) we have 
oFo(-fr” [,l>[n, ,,I) =~xP(--(I,+l,)(q+%)) 




I I  
s ( TO 
exp t (a, - c+)(Zr - I,) cos 6) fZ0 (2.3) 
(see Ki 2, 91). 
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We first consider the largest root II . Substituting (2.3) in (2.1) and integrating 
with respect to Za using [5, Eq. (l), p. 2551 shows that the marginal density 
function of II can be written as 
x ; 1; lFl (2; ; (ff + 3); a Z1(al + cx2) - ; Z,(a, - Q2) cos 8) de 
where 
k, = 7rl~a(~~Q~“/2” T&a) r(g(n + 3)). (2.4) 
Expanding the 1Fl function in an infinite series and integrating term by term 
using (1.5), we obtain: 
LEMMA 2.1. The marginal density function of Zl can be expressed in the form 
k Z”-l exp 
( 
@)k 
21 - ; Z&3 + a2)) k$o (+ (n + 3))k 
(t u% + ~2))" 
k! 
x2Fl(-;k,-;k++;1;( ;;+;:)2) (2.5) 
where k, is given by (2.4). 
Using (1.8) this can also be written in terms of Legendre polynomials. Note 
that from (1.9) we can express the density function (2.5) as 
k2T1 exd- 8 4h + a2>) Pl (2; Hn + 3); [111 ,J, fzl J. 
Another form for the density function of Zr can be obtained using the fact 
that, from (1.17): 
Substituting this in (2.1), expanding the 1Fl function in an infinite series, and 
integrating term by term with respect to I2 using [S, Eq. (l), p. 2551 gives an 
expression for the density function of Zr . An expression for the density function 
of Z2 is obtained similarly by integrating with respect to ZI using [5, Eq. (2), 
p. 2551. To summarize, we have 
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LEMMA 2.2. The marginal density function of l1 can be expressed as 
(&)k(2)k 
’ k$ (l)k(i+ + 3))k 
tiNa2 - 4 4)” 
‘ !  
& (2 + k; !j (n + 3) + k i ~4) (2.6) 
and the marginal density function of I, can be expressed as 
k&-l exp (- tj 4(a, + 4) 
g $g (; (a2 - 4 I,)k y (2 + k, ; (* + 3) + k; ; a&) (2.7) 
where k1 and k, are given by (2.2) and (2.4). 
In (2.7), Y is the second classical confluent hypergeometric function (see 
[5, Chap. 61). Putting 01~ = 01~ = 1 in (2.6) and (2.7) we obtain 
COROLLARY. When Z = I, the marginal density functions of II and 1, are, 
respectively 
and 
k2T1 exp(-4) r&(2; &(n + 3); &> 
WF’ exp(--12) y(2,9(n + 3); $1,). 
Another approach to the distribution of Zr (for arbitrary 01~) G+) is via the 
distribution function which can be expressed in the form (see Sugiyama [14]): 
P(4 < 4 = W exp(- Qxh + a2)> A (9; 4(n + 3); 4% [“’ aJ) (2.8) 
where 
k3 = ,,‘12(~l~2)~lz/2~+1r(~(~ + 3)) I-& + 1). (2.9) 
Using (1.3) and the contiguous relation [5, Eq. (4), p. 2541 in (2.8) we obtain 
P(h < x) = k,xn exp( -$x(al + as)) [B - A] 
where 
(3/2>k (d2)k 
A = i. ((l/2)@ + %((1/2) n + Ilk 
(--(l/4) ~~01~0~~)~ (l/2) n + k 
k!  (l/2) + k 
X $1 (!j + k; !j (n + 3) + 2k k X(OLI + c+)) 
HYPERGEOMETRIC FUNCTIONS 291 
and 
(3/2), (n/2), 
B = ii ((1/2)(n + 3)),,((1/2) n + 11~ 
(-(l/4) X2%a2)k (W)(n + 1) + 2k 
k! Q/2) + k 
x A(; + k; ; (n + 1) + 2k; ; x(al + a-J). 
By some tedious but fairly straightforward rearrangement and manipulation of 
these series we find that A and B can be expressed more simply as 
A=nf (Hk 
k=rJ (!z(n + 3))k 
(M%k; a2))" 
* 
$1 (- ; k, - ; k + ;; ; - k; (,;7i2,.) 
(2.10) 
and 
B = (n + 1) k$O (&($l)) 
k 
x 2’2 -;k,-;k+;,;n;;-k,;n+l; 
4~2 
(9 + ,32J2 
Hence we have 
LEMMA 2.3. The distribution function of l1 can 
P(Z, < x) = k+rn exp(-&c(ol, + 
(2.11) 
be expressed as 
4) LB - AI 
where k, , A, and B are given by (2.9), (2.10), and (2.11). 
Note that both the 2F, and the $F2 functions in (2.10) and (2.11) are poly- 
nomials of degree [k/2] in their argument. 
Suppose now that ar, = 01~ = 1; then the sum of the 2FI function in (2.10) 
is k!/(&)k2k while the $F, function in (2.11) is Saalschiitzian [5, pp. 66, 1881 and 
its sum is 
(+(n + 1) + [Hk + l)lhk/21 (~h/2l/(!P + lhzl (!Z + kitk + 1)1hk/21* 
Substituting in A and B and simplifying we then obtain 
7~“~ exp(-x)(x/2)n ,F,(l ; .& + 3); ix). 
- a4 we + 3)) 
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Using the fact that [l, p. 9411: 
P(xr” < y) = (d2P2 exp(--y/2) &(l . 4 r + 1. $.y) 
q(lp)r + 1) ’ ’ 
(2.12) 
we thus obtain 
COROLLARY. When 22 = I, the distribution function of l1 can be written as 
P(1, < x) = P@, < 2x) - 
7A2 exp( -x/2)(x/2)oI2)(+1) P(XE+l < %) 
Tin> 
This result has been given by John [lo] and is much more easily obtained by 
direct integration of the joint density function of lI and l2 when Z = I, . 
Finally, note that a simple upper bound for one particular confluent 
hypergeometric function, i.e., 
2-1 (ii ; (n + 3); [” ,,I) 
< 2Wn + 3)) 
’ 7rll2Q n + 1) (2.13) 
follows from (2.8), (2.12), and the inequality [12] 
P(2, < x) < P(xn2 < ap) P&,2 < 4. (2.14) 
The inequality (2.14) [and hence (2.13)] g eneralizes in an obvious manner for 
arbitrary m x m matrices .Z. 
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