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Abstract
Based upon what is known about the phase transition(s) of an SU(3)
gauge theory, we argue that in a SU(Nc) gauge theory without quarks,
at nonzero temperature the deconfining phase transition is of second
order when Nc ≥ 4.
From ’t Hooft, Witten, and others, it is known that at zero temperature,
many properties of QCD can be understood by assuming that for a SU(Nc)
gauge theory, Nc = 3 is reasonably well described by the limit of Nc =∞ [1].
This includes such features as the OZI rule, the approximate mass degeneracy
between the ρ and ω vector mesons, etc. [2].
In this note we suggest that the large Nc expansion can also provide a
way of understanding the phase diagram of a SU(3) gauge theory at nonzero
temperature if the phase transition in a “pure” SU(Nc) gauge theory (without
dynamical quark fields) is of second order whenever Nc ≥ 4, including Nc =∞.
Simply counting the number of degrees of freedom allows one to make
extremely strong statements about the thermodynamics of an SU(Nc) gauge
theory [3]-[6]. The basic point is simply that because gluons are in the adjoint
representation, and quarks in the fundamental, at large Nc what happens to
the ∼ N2c gluons totally dominates the ∼ Nc quarks. In the confined phase,
confinement implies that all states are bound into colorless hadrons, so that
the free energy is of necessity ∼ 1. At high temperature, the free energy is
expected to be ∼ N2c . Thus, as pointed out first by Thorn [3, 4], one can use
the free energy itself to define the deconfining phase transition,
F (T ) ∼ 1 , T ≤ Td ; F (T ) ∼ N2c , T ≥ Td . (1)
(See, however, [6].) In general, the deconfining phase transition is rigorously
related to the global Z(Nc) symmetry of a SU(Nc) gauge theory, where the
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order parameter is the Wilson line [7, 8],
L(~x) = tr
(
Pexp
(
ig
∫
1/T
0
A0(~x, τ)dτ
))
. (2)
We assume that the Z(Nc) symmetry is broken above Td, 〈L〉 = 0 for T ≤ Td,
〈L〉 6= 0 for T ≥ Td, which is most reasonable.
For nf flavors of massless quarks, the analysis of the chiral phase transition
proceeds as usual [9]. The only difference is that since the effects of the axial
anomaly are ∼ g2nf ∼ (g2Nc)nf/Nc, if nf and g2Nc are held fixed as Nc →∞,
then the effects of the anomaly vanish, and the global chiral symmetry is
S(U(nf )×U(nf )). We assume this is broken to SU(nf ) at zero temperature [1],
and restored at a temperature Tχ. Whatever the order of the chiral transition,
however, since that part of the free energy is again ∼ Nc, it cannot affect
Td. Thus at infinite Nc we can precisely characterize both the chiral and
deconfining phase transitions. For the purposes of argument we take Tχ = Td.
Suppose now that the deconfining phase transition is of first order. What-
ever the nature of the chiral transition, if we hold nf finite as Nc → ∞, the
gluons dominate, and for any number of quark flavors, the first order decon-
fining transition always wins. Near Td, the effective three dimensional theory
for L(~x) is
L = 1
2
|∂αL|2 + 1
2
m2|L|2 + g4(|L|2)2 + g6(|L|2)3 . (3)
A first order transition implies that the quartic coupling is negative, g4 <
0. This is possible because the most general renormalizable theory in three
dimensions includes a six-point coupling, which for stability must be positive,
g6 > 0.
At present, numerical simulations of an SU(3) gauge theory demonstrate
the following [10]. In the pure gauge theory, if ǫ is the energy density, the
latent heat is relatively weak [11],
∆ǫ
ǫ
∣∣∣∣
Td
≤ 1
3
. (4)
If dynamical fermions are added, the deconfining transition can be washed out
entirely; in the “Columbia” phase diagram, as a function of mu = md and ms,
there is a clean gap seperating the regions of a first order deconfining phase
transition, for large quark masses, and a first order chiral phase transition, for
small quark masses [10].
These features of the Nc = 3 phase diagram are difficult to understand
if the large Nc expansion is a reasonable guide, and if the deconfining phase
transition for Nc = ∞ is strongly first order. One would expect that the
deconfining phase transition would be strongly first order at Nc = 3, and that
the deconfining transition would dominate for all quark masses. Thus there
would be no need to draw the Columbia phase diagram — the transition would
always be first order.
On the other hand, if the deconfining phase transition is of second order,
then at least in a handwaving sense, everything seems to fit. Without dy-
namical fermions, at Nc = 3 the latent heat is small, down by ∼ 1/Nc ∼ 1/3.
Further, since the deconfining phase transition is relatively weak to begin with,
it is easily washed out by dynamical quarks. The chiral transition is of first
order for three massless flavors, and about that point, but that is special to
the chiral transition.
Moreover, the large Nc expansion does provide an understanding of one
very familiar feature of the phase transition in an SU(3) gauge theory: the
large increase in entropy. This is due, naturally, to the vast increase in the
number of degrees of freedom between the hadronic and deconfined phases.
But this terminology only makes sense if we can speak of a deconfined phase.
Why there is such a large increase in entropy for small quark masses, when
the transition is manifestly dominated by the chiral properties? No effective
model of the chiral transition will produce such a large jump in entropy, simply
because there is no great change in the number of (light) degrees of freedom.
If we think of a second order transition for Nc =∞, though, we automatically
get a large increase in entropy. Not a jump, just an smooth but sharp increase.
We acknowledge that our suggestion contradicts known results from lat-
tice gauge theory. Using the Eguchi-Kawai approximation to large Nc [12],
under the assumption that the coupling between spacelike plaquettes can be
neglected, Gocksch and Neri proved that the deconfining phase transition is of
first order [13, 14]. (See, however, [15].) We note that a different approach to
large Nc by Yaffe et al. [16] appears to indicate that the deconfining transition
is of second order at Nc =∞ [17].
Numerical simulations of a SU(4) lattice gauge theory have been done
[18], and indicate a first order deconfining phase transition. Here we can only
suggest that perhaps what was observed is a bulk transition, seperate from the
true deconfining phase transition at nonzero temperature.
In that regards, we would also like to make a technical aside about the
deconfining phase transition for Nc = 4. For arbitrary Nc, the general effective
lagrangian includes (3), which posseses a global O(2) symmetry, and the term
LZ = gZ
(
LNc + (L∗)Nc
)
. (5)
which is only invariant under global Z(Nc) transformations. For Nc = 2 this
changes the symmetry from O(2) to Z(2). When Nc = 3 this is a cubic
coupling, and drives the deconfining phase transition first order [7].
For Nc = 4, the coupling gZ in LZ is as important as g4 in L, and one must
be more careful. In particular, there is the possibility that having both gZ
and g4 6= 0 produces a fluctuation induced first order transition. For Nc = 4,
the theory with the lagrangian L + LZ is equivalent to what is known as the
n = 2 model of cubic anisotropy. In 4 − ǫ dimensions, the O(2) fixed point
is infrared stable [19]. This is supported by recent Monte Carlo simulations
directly in three dimensions [20]. Hence, for Nc = 4, it does not appear as if
the transition is fluctuation induced first order, and is of second order when
g4 and gZ are positive. Of course the deconfining phase transition for SU(4)
could still be first order because the couplings g4 and/or gZ are negative to
begin with.
For Nc = 5, one expects that the pentic coupling can be neglected relative
to the quartic. This must be qualified: precisely at the tricritical point, where
m2 = g4 = 0, there is only a pentic and a hexic coupling. If gZ 6= 0, the pentic
coupling wins, and because it is odd in φ, drives the transition first order. This
remains true in a region around the tricritical point, such as for m2 = 0 and
small g4 > 0, when the dimensionless quantity gZ/
√
g4 ≫ 1. If gZ/√g4 ≪ 1,
however, then the pentic coupling is negligible relative to the quartic, and the
transition is of second order. This is in contrast to Nc = 3, where the cubic
coupling gZ 6= 0 drives the transition first order regardless of the magnitude of
gZ/|g4|3/2: it is weakly first order for gZ/|g4|3/2 ≪ 1, but strongly first order
when gZ/|g4|3/2 ≫ 1. The difference is because the quartic coupling is less
relevant than a cubic, but more relevant than a pentic.
For Nc ≥ 6, we can certainly neglect the Z(Nc) coupling. Thus we see
that with some technical qualifications, that the conclusions of [7] remain: for
g4 ≥ 0, when Nc ≥ 4 the SU(Nc) transition is second order, in the universality
class of an O(2) model.
We conclude with two suggestions.
The first is to measure the coupling g4 for SU(3) and see if it is positive.
For a pure SU(2) gauge theory, it appears as if the deconfining phase transition
is of second order [21] (see, however, [22]), which implies that the coupling g4
is positive. Thus it would be interesting to know if g4 > 0 for SU(3); if so,
it would be reasonable to assume that g4 > 0 for all Nc; this implies that the
deconfining phase transition is of second order whenever Nc ≥ 4.
A second suggestion is simply to carefully measure again the deconfining
phase transition for SU(4). Certainly Nc = 4 is closer to Nc =∞ than Nc = 3.
Of course our arguments are most indirect, with many obvious loopholes:
large Nc may not describe thermodynamics for Nc = 3; the Nc =∞ transition
might be weakly first order (but then - why?); and so on. Still, a second order
phase transition at Nc =∞ helps one understand understand many qualitative
features of the phase diagram at Nc = 3.
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supported by a DOE grant at Brookhaven National Laboratory, DE-AC02-
76CH00016.
References
[1] G. ’t Hooft, Nucl. Phys. B72 (1974) 461; ibid. B75 (1974) 461; E. Witten,
ibid. B156 (1979) 269; ibid. B160 (1979) 57; S. Coleman and E. Witten,
Phys. Rev. Lett. 45 (1980) 100.
[2] M. Teper, hep-lat/9701003, hep-lat/9701004.
[3] C. B. Thorn, Phys. Lett. B99 (1981) 458.
[4] R. D. Pisarski, Phys. Rev. D29 (1984) 1222.
[5] J. J. Atick and E. Witten, Nucl. Phys. B310 (1988) 291; J. Polchinski,
Phys. Rev. Lett. 68 (1992) 1267; T. H. Hansson and I. Zahed, Phys. Lett.
B309 (1993) 385.
[6] L. D. McLerran and A. Sen, Phys. Rev. D32 (1985) 2794.
[7] B. Svetitsky and L. G. Yaffe, Nucl. Phys. B210 [FS6] (1982) 423.
[8] H. Meyer-Ortmanns, Rev. Mod. Phys. 68 (1996) 473; A. Smilga, hep-
ph/9612347.
[9] R. D. Pisarski and F. Wilczek, Phys. Rev. D29 (1984) 338; K. Rajagopal
and F. Wilczek, Nucl. Phys. B399 (1993) 395; ibid., B404 (1993) 577; S.
Gavin, A. Gocksch, and R. D. Pisarski, Phys. Rev. D49 (1994) R3079;
K. Rajagopal, in Quark-Gluon Plasma 2, ed. R. Hwa (World Scientific,
Singapore, 1995).
[10] F. R. Brown, F. P. Butler, H. Chen, N. H. Christ, Z. Dong, W. Schaffer, L.
I. Unger, A. Vaccarino, Phys. Rev. Lett. 65 (1990) 2491; F. Karsch, Nucl.
Phys. A590 (1995) 367c; E. Laermann, proceedings of Quark Matter ’96;
A. Ukawa, hep-lat/9612011.
[11] F. Karsch, B. Beinlich, J. Engels, R. Joswig, E. Laermann, A. Peikert, B.
Petersson, hep-lat/9608047; F. Karsch, proceedings in this volume.
[12] T. Eguchi and H. Kawai, Phys. Rev. Lett. 48 (1982) 1063; A. A. Migdal,
Phys. Rep. 102 (1983) 199.
[13] A. Gocksch and F. Neri, Phys. Rev. Lett. 50 (1983) 1099.
[14] F. Neri and A. Gocksch, Phys. Rev. D28 (1983) 3147; S. R. Das and J.
B. Kogut, Phys. Lett. 145B (1984) 375; Nucl. Phys. B257 [FS14] (1985)
141; A. Gocksch and M. Ogilvie, Phys. Rev. Lett. 54 (1985) 1772; S.
R. Das, Rev. Mod. Phys. 59 (1987) 235; M. Caselle, A. D’Adda, and S.
Panzeri, Phys. Lett. B293 (1992) 161; ibid. B302 (1993) 80; M. Billo´,
M. Caselle, A. D’Adda, L. Magnea, and S. Panzeri, Nucl. Phys. B435
(1995) 172; M. Billo´, M. Caselle, A. D’Adda, S. Panzeri, hep-th/9610144;
M. Billo´, M. Caselle, A. D’Adda, hep-th/9701145.
[15] F. R. Klinkhamer, Phys. Rev. D29 (1984) 1795.
[16] F. R. Brown, L. G. Yaffe, Nucl. Phys. B271 (1986) 267; T. A. Dickens,
U. J. Lindqwister, W. R. Somsky, L. G. Yaffe, ibid. B309 (1988) 1.
[17] W. R. Somsky, Princeton Univ. Thesis, 1988; L. G. Yaffe, private com-
munication.
[18] G. G. Batrouni and B. Svetitsky, Phys. Rev. Lett. 52 (1984) 2205; A.
Gocksch and M. Okawa, ibid. 52 (1984) 1751; F. Green, Phys. Rev. D29
(1984) 2986; J. F. Wheater and M. Gross, Phys. Lett. B144 (1984) 409;
Nucl. Phys. B240 (1984) 253.
[19] J. Rudnick, Phys. Rev. B11 (1975) 3397; D. J. Amit, Field Theory, the
Renormalization Group, and Critical Phenomena, (World Scientific, Sin-
gapore, 1984), Part II, sec. 4.2; S. Midorikawa, H. So, and S. Yoshimoto,
Z. Phys. C34 (1987) 307.
[20] P. Arnold and L. G. Yaffe, hep-ph/9610447; P. Arnold and Y. Zhang,
hep-ph/9610448; P. Arnold, S. R. Sharpe, L. G. Yaffe, Y. Zhang, hep-
ph/9611201.
[21] J. Engels, J. Fingberg, and D. E. Miller, Nucl. Phys. B387 (1992) 501;
J. Fingberg, U. Heller, and F. Karsch, Nucl. Phys. ibid. (1993) 493; G.
Cella, G. Curci, R. Tripiccione, A. Vicere, Phys. Rev. D49 (1994) 511; J.
Engels and T. Scheideler, hep-lat/9610019.
[22] R. V. Gavai, M. Grady, M. Mathur, Nucl. Phys. B423 (1994) 123;
M. Mathur and R. V. Gavai, ibid. B448 (1995) 399; R. V. Gavai and
M.Mathur, hep-lat/9512015.
