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Abstract
We consider the two-dimensional Ginzburg–Landau functional with constant applied magnetic field. For
applied magnetic fields close to the second critical field HC2 and large Ginzburg–Landau parameter, we
provide leading order estimates on the energy of minimizing configurations. We obtain a fine threshold
value of the applied magnetic field for which bulk superconductivity contributes to the leading order of the
energy. Furthermore, the energy of the bulk is related to that of the Abrikosov problem in a periodic lattice.
A key ingredient of the proof is a novel L∞-bound which is of independent interest.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Let us consider a two-dimensional, simply connected, open domain Ω ⊂ R2 with smooth
boundary. The energy of a cylindrical superconducting sample of cross section Ω , placed in
a constant applied magnetic field parallel to the cylinder axis, is given by the following Ginzburg–
Landau functional:
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∫
Ω
eκ,H (ψ,A) dx
=
∫
Ω
(∣∣(∇ − iκHA)ψ∣∣2 − κ2|ψ |2 + κ2
2
|ψ |4 + (κH)2∣∣curl(A − F)∣∣2)dx. (1.1)
Here ψ is a complex-valued wave function, A : Ω → R2 a vector potential, κ the Ginzburg–
Landau parameter (a material parameter which is temperature independent), and H is the strength
of the applied magnetic field. The potential F : Ω → R2 is the unique vector field satisfying
curl F = 1, div F = 0 in Ω, ν · F = 0 on ∂Ω, (1.2)
where ν is the unit inward normal vector of ∂Ω .
In the last two decades, many authors have studied the minimization of the Ginzburg–Landau
functional E in (1.1) over all admissible configurations (ψ,A) ∈ H 1(Ω;C)×H 1(Ω;R2). In the
asymptotic limit κ → ∞ (corresponding to type II superconductors), it is recognized that the
behavior of the minimizers and their energy strongly depends on the applied magnetic field H .
One distinguishes three different critical values HC1 , HC2 and HC3 of the applied magnetic field
that can be described roughly in the following way:
(1) If the applied magnetic field H < HC1 , then |ψ | does not vanish anywhere in Ω , for any
minimizer (ψ,A) of the Ginzburg–Landau energy in (1.1).
(2) If HC1 <H <HC2 , |ψ | has isolated zeros in Ω , called vortices.
(3) If HC2 < H < HC3 , |ψ | is small (in the bulk) except in a narrow region near the boundary
of Ω . This is the phenomenon called boundary superconductivity.
(4) If H >HC3 , |ψ | vanishes everywhere in Ω .
Precise mathematical definitions exist for the critical fields HC1 and HC3 which are precisely
estimated in the limit κ → ∞. We do not aim at giving an exhaustive list of references but we
invite the reader to see the monographs [8,14]. A mathematical definition of the critical field HC2
is still not available, but current mathematical results (cf. [8,12,14,13]) suggest that it behaves as
follows in the large κ regime,
HC2 = κ + o(κ) as κ → ∞.
The present paper is devoted to a detailed analysis of the minimizers of the Ginzburg–Landau
functional in the asymptotic regime κ → ∞ and H = κ + o(κ), which corresponds to type II su-
perconductors subject to an applied magnetic field H close to the critical field HC2 . The obtained
results are complementary to those in [4,6,12,13].
1.1. Earlier results
The regime of applied magnetic fields close to the critical field HC3 is treated by Lu and
Pan [11] (who, in particular, introduced a precise definition of this critical field), Helffer and
Pan [10] and then by Fournais and Helffer [6]. This regime corresponds to applied magnetic
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Θ0
+ ρ(κ) where ρ(κ) satisfies limκ→∞ ρ(κ)κ = 0. The constant Θ0 appearing above
is universal and satisfies Θ0 ∈ (0,1).
Among other things, the above mentioned papers give leading order estimates on the ground
state energy,
C0(κ,H) = inf
(ψ,A)∈H 1(Ω;C)×H 1(Ω;R2)
E(ψ,A). (1.3)
Pan [12] and Almog and Helffer [4] give leading order estimates on the ground state energy,
C0(κ,H), when κ → ∞ and the applied magnetic field satisfies
H = bκ + o(κ) as κ → ∞.
The constant b is assumed in the interval [1,Θ−10 ) (with an extra condition when b = 1, see
Theorem 1.1 below). This regime corresponds to applied magnetic fields varying between the
critical fields HC2 and HC3 . Roughly speaking, the above mentioned papers show that the ground
state energy satisfies
C0(κ,H) = −C(b)|∂Ω|κ + o(κ) as κ → ∞,
where [1,Θ−10 )  b 	→ C(b) ∈ (0,∞). The case b = 1 corresponds to applied fields H close
to the critical field HC2 . In strong connection with our results, we state the following theorem
proved by Pan in [12], devoted to the case b = 1. We use here the convention that a set D ⊂ Ω is
smooth if there exists a smooth set D˜ ⊂ R2 such that D = D˜ ∩Ω .
Theorem 1.1. There exists a positive universal constant E1 such that, for any magnetic field
H = H(κ) satisfying
H
κ
→ 1, H − κ → +∞ as κ → ∞, (1.4)
any minimizer (ψ,A) of the energy E in (1.1) and any open, smooth domain D ⊂ Ω , the follow-
ing expansion holds
E(ψ,A;D) = −E1|D ∩ ∂Ω|κ + o(κ), as κ → ∞. (1.5)
Furthermore, Pan proves in [12] that ψ decays away from the boundary ∂Ω in the L2-sense
(and this is actually one key ingredient to prove (1.5)) showing thus that the superconducting
sample exhibits only surface superconductivity. A result by Almog [2] on the decay of ψ per-
mits one to extend the validity of Theorem 1.1 down to magnetic fields H satisfying H −κ  lnκ
κ
as κ → ∞. Here we remind the reader that for two positive functions a(κ) and b(κ), the nota-
tion a(κ)  b(κ) as κ → ∞ means that limκ→∞ a(κ)b(κ) = 0.
The constant E1 appearing in Theorem 1.1 is a universal constant defined via a reduced
Ginzburg–Landau energy in a cylindrical domain. We will recall its definition in (2.10) below.
Complementary to the results of Pan [12], Sandier and Serfaty [13] consider the regime of
magnetic fields
H = bκ + o(κ) as κ → ∞,
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creasing function [0,1]  b 	→ f (b) ∈ [− 12 ,0], with f (1) = 0, such that the ground state energy
satisfies
C0(κ,H) = f (b)|Ω|κ2 + o
(
κ2
)
as κ → ∞.
More precisely, they prove a uniform energy density in |Ω| compatible with this global ground
state energy. In the regime of interest to us, which corresponds to b = 1, the ground state energy
therefore satisfies
C0(κ,H) = o
(
κ2
)
as κ → ∞. (1.6)
We observe from the aforementioned results that a transition happens from bulk to boundary
behavior when the applied field is close to κ , or in other words, when the applied field is close to
the second critical field HC2 . At the same time when the transition occurs, the magnitude of the
leading order term of the energy changes from κ2 to κ .
The results of the present paper (Theorem 1.2 below) determine the leading order term in
the energy expansion (1.6), and indicate the optimal regime for the magnetic field H such that
Theorem 1.1 is valid. We obtain that the leading order behavior of the energy is determined
according to variations of H − κ on the critical scale √κ . Our results close the gap between the
results of [12] and [13] and—taken together with the results of these papers—yield an overall
understanding of the ground state energy of type II superconductors in strong magnetic fields.
1.2. Main results
In addition to the constant E1 appearing in Theorem 1.1, the asymptotic behavior of the
ground state energy C0(κ,H) involves another universal constant E2 > 0. The definition of
E2 is related to the Abrikosov energy, see (2.12) and (2.24) below. We will use the func-
tion R  x 	→ [x]+ := max(0, x).
Theorem 1.2. Let the positive constants E1 and E2 be defined by (2.10) and (2.12) respectively.
Assume that the magnetic field satisfies
H = κ −μ(κ)√κ such that lim
κ→∞
μ(κ)√
κ
= 0.
Then, for any minimizer (ψ,A) of the energy E in (1.1), and any open, smooth domain D ⊂ Ω ,
the following asymptotic expansion holds:
E(ψ,A;D) = −E1|D ∩ ∂Ω|κ −E2|D|
[
μ(κ)
]2
+κ
+ o(max(1, [μ(κ)]2+)κ), as κ → ∞. (1.7)
Theorem 1.2 generalizes Theorem 1.1 and shows, in an energy sense, that the sample is in a
surface superconducting state as long as the magnetic field satisfies |H − κ|  √κ (see Corol-
lary 1.3 for a qualitative statement on the behavior of order parameters ψ ). In this specific regime,
one difference between the proofs of Theorems 1.1 and 1.2 is that the order parameter ψ is not
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contribution of the bulk, which we show to be negligible compared with that of the boundary.
However, as Theorem 1.2 shows, when the magnetic field strength H becomes of the order
κ−μ√κ with μ a positive constant, the energy contribution of the bulk can no more be neglected.
Therefore, Theorem 1.1 gives a sharp description of how bulk superconductivity starts to appear,
and thus establishes a fine characterization of the critical field HC2 , which seems to be absent
even in the Physics literature.
When the difference κ −H becomes large compared with the critical scale √κ , Theorem 1.2
shows that the energy of the bulk becomes dominant to leading order.
As a corollary of Theorem 1.2, we get the following properties of the minimizing order pa-
rameter.
Corollary 1.3. Assume that the magnetic field satisfies
H = κ −μ(κ)√κ, such that lim
κ→∞
μ(κ)√
κ
= 0.
Then for any minimizer (ψ,A) of the energy E in (1.1), and any open, smooth domain D ⊂ Ω ,
we have
κ
∫
D
|ψ |4 dx = 2(E1|D ∩ ∂Ω| + [μ(κ)]2+E2|D|)+ o(max(1, [μ(κ)]2+)). (1.8)
We conclude by stating a sharp L∞-bound in the following theorem. The motivation for this
is twofold. Taken together with [9, Theorem 2.1], it is an affirmative answer to a precise version
of a conjecture by Sandier and Serfaty [13] and Aftalion and Serfaty [1]. It also plays a key-role
in the proof of Theorem 1.2 announced above.
Theorem 1.4. Let δ ∈ (0,1) and g : R+ → R+ be a function such that g(κ)/κ → 0 as κ → ∞.
Then there exists a constant C > 0 such that if |H − κ| g(κ), then
‖ψ‖L∞(ωκ )  Cλ(κ), (1.9)
for all critical points (ψ,A) of the energy in (1.1).
Here
ωκ :=
{
x ∈ Ω ∣∣ dist(x, ∂Ω) κ−1+δ}, (1.10)
and
λ(κ) := max
{∣∣∣∣ κH − 1
∣∣∣∣1/2, κ−1+δ}. (1.11)
In the regime of applied fields H = κ −μ(κ)√κ with limκ→∞ μ(κ)√κ = 0 and limκ→∞ μ(κ) =
μ0 ∈ (0,+∞], the estimate of Theorem 1.4 is optimal. In this regime, the constant λ(κ) above is
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H
− 1|1/2. It follows from Corollary 1.3 that there exists a constant c > 0 such that, for
any minimizer (ψ,A), we have
c
∣∣∣∣ κH − 1
∣∣∣∣1/2  ‖ψ‖L∞(ωκ ).
The paper is organized as follows. Section 2 is devoted to some preliminaries, in particular, we
recall some a priori estimates together with the definitions of the universal constants E1 and E2.
The proof of Theorem 1.4 is given in Section 3. In Sections 4 and 5, matching upper and lower
bounds for the functional in (1.1) are obtained. Finally, Section 6 concludes with the proof of
Theorem 1.2.
Remark on notation. The letter C denotes a positive constant that is independent from the
parameters κ and H , and depends solely on the domain Ω . The value of C may change from line
to line.
2. Preliminaries
2.1. A priori estimates
In this subsection, we collect some useful estimates for critical points of the Ginzburg–Landau
functional E introduced in (1.1). The set of estimates in Lemma 2.2 appeared first in [11] (for
a more particular regime) and were then proved for a wider regime in [8,7]. The estimate of
Lemma 2.3 was proved recently in [9].
Notice that a critical point (ψ,A) of the functional E is a solution of the Ginzburg–Landau
equations: ⎧⎪⎨⎪⎩
−(∇ − iκHA)2ψ =κ2(1 − |ψ |2)ψ,
−∇⊥ curl A= (κH)−1 Im(ψ(∇ − iκHA)ψ), in Ω,
ν · (∇ − iκHA)ψ =0, curl A = 1, on ∂Ω.
(2.1)
Here ν is the unit inward normal vector of ∂Ω .
We start with the following direct consequence of the maximum principle. A proof can be
found in e.g. [14, Chapter 3].
Lemma 2.1. Let (ψ,A) be a solution of (2.1). Then |ψ | 1 in Ω .
We also have elliptic estimates on the magnetic field and the energy density.
Lemma 2.2. (See Fournais and Helffer [7].) There exist positive constants κ0 and C such that,
if the magnetic field satisfies H  κ2 and if (ψ,A) is a critical point of (1.1), then for all κ  κ0,
the following estimates hold:∥∥curl(A − F)∥∥
C1(Ω) + κ−1
∥∥curl(A − F)∥∥
C2(Ω)  Cκ
−1, (2.2)∥∥(∇ − iκHA)ψ∥∥
L∞(Ω)  Cκ, eκ,H (ψ,A) Cκ
2. (2.3)
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Lemma 2.3. (See Fournais and Helffer [9].) Assume that the magnetic field H = H(κ) satisfies
H
κ
→ 1 as κ → ∞. Then, given any function g1 : R+ → (0,1] satisfying
lim
κ→∞g1(κ) = 0, limκ→∞κg1(κ) = ∞,
there exists a function g2 : R+ → (0,1] such that
lim
κ→∞g2(κ) = 0
and
‖ψ‖L∞({x∈Ω: dist(x,∂Ω)g1(κ)})  g2(κ). (2.4)
2.2. The limiting boundary problem
We recall in this subsection the definition of the universal constant E1 (appearing in Theo-
rem 1.2 as given in [12]).
Let us consider the following magnetic potential (we keep the notation of [12]),
E(x) = (−x2,0), ∀x = (x1, x2) ∈ R × R+, (2.5)
together with the reduced Ginzburg–Landau energy,
E(φ) =
∫
U
(∣∣(∇ − iE)φ∣∣2 − |φ|2 + 1
2
|φ|4
)
dx, (2.6)
where U is the domain,
U = (−, )× (0,∞),  > 0. (2.7)
Let us introduce the space
V(U) =
{
u ∈ L2(U): (∇ − iE)u ∈ L2(U), u(±, ·) = 0
}
. (2.8)
We are interested in minimizing the energy (2.6) over the space V(U). So we introduce further
d() = inf{E(φ): φ ∈ V(U)}. (2.9)
The following theorem is proved in [12, Theorems 4.4 & 5.3].
Theorem 2.4. There exist positive constants 0, M and E1 such that:
(1) For all  0, (2.6) has a minimizer φ in V(U), and φ ≡ 0.
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∫
U∩{x23}
x22
lnx2
(∣∣(∇ − iE)φ∣∣2 + |φ|2 + x22 |φ|4)dx M.
(3) For all  0, the following estimate holds∣∣∣∣d()2 +E1
∣∣∣∣ M .
In light of Theorem 2.4, the universal constant E1 > 0 is actually given as the limit,
E1 = lim
→∞
(
−d()
2
)
. (2.10)
2.3. The limiting bulk problem
We turn now to the limiting problem in the bulk, thereby defining the constant E2 appearing
in (1.7). Actually, E2 can be defined in two different ways. The simpler definition is through a
“thermodynamic limit” of the Ginzburg–Landau energy (see (2.12)). A more complicated defi-
nition is via a limiting Abrikosov energy in a periodic lattice (see (2.24)). The latter approach in
defining E2 has more advantages, since on the one hand it shows rigorously how the Abrikosov
energy links to the Ginzburg–Landau model, and on the other hand it provides an essential key
for proving the main theorem of the present paper.
2.3.1. The universal constant E2
Let us consider a constant b ∈ (0,1). For any domain D ⊂ R2, we define the following
Ginzburg–Landau energy,
GD(u) =
∫
D
b
∣∣(∇ − iA0)u∣∣2 − |u|2 + 12 |u|4 dx.
Here A0 is the canonical magnetic potential (we keep the notation from [1]),
A0(x1, x2) = 12 (−x2, x1), ∀x = (x1, x2) ∈ R
2. (2.11)
It is proved by Sandier and Serfaty [13] (see also Aftalion and Serfaty [1, Lemma 2.4]) that
there exists a continuous increasing function g : (0,1] → (− 12 ,0] such that the following identity
holds:
g(b) = lim
infu∈H 10 (KR;C) GKR(u,A) ,R→∞ |KR|
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a constant α ∈ (0, 12 ) such that
α(b − 1)2  ∣∣g(b)∣∣ 1
2
(b − 1)2, ∀b ∈ (0,1).
The universal constant E2 is then defined by
E2 = lim
b→1−
|g(b)|
(b − 1)2 . (2.12)
The existence of the limit above is proved in [1, Theorem 2] and clearly satisfies
0 < α E2 
1
2
.
Remark 2.5. For the sake of simplicity we considered only a square lattice above. This is because
the lattice geometry is not important for the energy at this level. In [1], the results above are shown
to be true for any parallelogram lattice and with the same constant E2. This remark also applies
to the remainder of the paper: We work with a square lattice as the basis for our constructions
out of simplicity, and since this is known not to affect the energy to the precision considered.
Remark 2.6. Notice that the functional GD can be rewritten, using the simple change of func-
tion u = √1 − bv, as follows,
GD(u) = (1 − b)2
{
b
1 − b
∫
D
∣∣(∇ − iA0)v∣∣2 − |v|2 dx + ∫
D
1
2
|v|4 − |v|2 dx
}
.
This simple manipulation provides a link between the Ginzburg–Landau energy GD and the
Abrikosov energy of Theorem 2.9 below.
2.3.2. The periodic Schrödinger operator with constant magnetic field
Let R > 0 and denote by KR the unit parallelogram of the lattice LR = R(Z⊕ iZ). We assume
the quantization condition that |KR|/(2π) is an integer, i.e. there exists N ∈ N such that
R2 = 2πN. (2.13)
Let us introduce the following space,
ER =
{
u ∈ H 1(KR;C): u(z1 +R,z2) = ei
πNz2
R u(z1, z2)
u(z1, z2 +R) = e−i
πNz1
R u(z1, z2)
}
. (2.14)
Recall the magnetic potential A0 introduced in (2.11) above. Notice that the periodicity condi-
tions in (2.14) are constructed in such a manner that, for any function u ∈ ER , the functions |u|,
|∇A u| and the vector field u∇A u are periodic with respect to the lattice KR .0 0
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PR = −(∇ − iA0)2 in L2(KR), (2.15)
with form domain the space ER introduced in (2.14). More precisely, PR is the self-adjoint
realization associated with the closed quadratic form
ER  f 	→ QR(f ) =
∥∥(∇ − iA0)f ∥∥2L2(KR). (2.16)
The operator PR being with compact resolvent, let us denote by {μj (PR)}j1 the increasing
sequence of its distinct eigenvalues (i.e. without counting multiplicity).
The following proposition may be classical in the spectral theory of Schrödinger operators,
but we refer to [1] or [3] for a simple proof.
Proposition 2.7. Assume R is such that |KR| ∈ 2πN, then the operator PR enjoys the following
spectral properties:
(1) μ1(PR) = 1 and μ2(PR) 3.
(2) The space LR = Ker(PR − 1) is finite dimensional and dimLR = |KR|/(2π).
Consequently, denoting by Π1 the orthogonal projection on the space LR (in L2(KR)), and by
Π2 = Id −Π1, for all f ∈ D(PR), we have
〈PRΠ2f,Π2f 〉L2(KR)  3‖f ‖2L2(KR).
The next lemma is a consequence of the existence of a spectral gap between the first two
eigenvalues of PR .
Lemma 2.8. Given p  2, there exists a constant Cp > 0 such that, for any γ ∈ (0, 12 ), R  1
with |KR| ∈ 2πN, and f ∈ D(PR) satisfying
QR(f )− (1 + γ )‖f ‖2L2(KR)  0, (2.17)
the following estimate holds:
‖f −Π1f ‖Lp(KR)  Cp
√
γ ‖f ‖L2(KR). (2.18)
Here Π1 is the projection on the space LR .
Proof. Let us write f1 = Π1f and f2 = f − Π1f , then since f1 and f2 are orthogonal we get
(‖ · ‖ denotes the L2 norm unless otherwise stated)
QR(f ) = QR(f1)+QR(f2), ‖f ‖2 = ‖f1‖2 + ‖f2‖2.
Furthermore, from (2.17) we deduce
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Invoking Proposition 2.7 and the min–max variational principle, we infer QR(f2) 3‖f2‖2 and
then the following lower bound,
γ ‖f ‖2  1
2
QR(f2)+ 12‖f2‖
2. (2.19)
Now, we claim that the following Sobolev inequality holds:
‖f2‖Lp(KR)  Cp
(∥∥∇|f2|∥∥L2(KR) + ‖f2‖L2(KR)), (2.20)
where Cp > 0 is a constant independent of R ∈ [1,∞).
Using the diamagnetic inequality, we get further
‖f2‖Lp(KR)  Cp
(√
QR(f2)+ ‖f2‖L2(KR)
)
.
By implementing (2.19) in the above estimate, we get the estimate announced in the lemma.
Thus, to finish the proof, we need only to establish the estimate (2.20). Let χ be a cut-off
function such that 0 χ  1 in R2, χ = 1 in B(0,1) and suppχ ⊂ B(0,2). Let further C be a
positive constant such that B(0,C) contains K1.
The function
g(x) = χ
(
x
CR
)∣∣f2(x)∣∣, x ∈ R2,
belongs now to H 1(R2). Using the Sobolev embedding of H 1(R2) in Lp(R2), p  2, we get a
constant cp > 0 such that
‖g‖Lp(R2)  cp
(‖∇g‖L2(R2) + ‖g‖L2(R2)).
Since the function |f2| is periodic with respect to the lattice KR , and since
‖∇g‖2
L2(R2)  2
∥∥∇|f2|∥∥L2(B(0,CR)) + 2C2R2 ‖f2‖2L2(B(0,CR)),
we get the estimate in (2.20). 
2.3.3. The Abrikosov energy
Let us now introduce the following energy functional (the Abrikosov energy),
FR(v) = 1|KR|
∫
KR
(
1
2
|v|4 − |v|2
)
dx. (2.21)
The energy FR will be minimized on the space LR , the eigenspace of the first eigenvalue of the
periodic operator PR ,
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=
{
u ∈ ER:
(
∂x1 + i∂x2 +
1
2
(x1 + ix2)
)
u = 0
}
. (2.22)
The following theorem is proved in [1, Theorems 1 & 2].
Theorem 2.9. Set
c(R) = min{FR(u): u ∈ LR}, (2.23)
then the limit
lim
R→∞|KR |/(2π)∈N
c(R)
exists and is expressed by the universal constant E2 introduced in (2.12) as follows,
E2 = lim
R→∞|KR |/(2π)∈N
[−c(R)]. (2.24)
We conclude by showing that (2.21) admits minimizers in (2.22).
Proposition 2.10. Let FR be the energy introduced in (2.21). The infimum of FR over the (eigen-)
space LR is achieved by a function fR ∈ LR .
Furthermore, there exist positive constants R0 and C such that, for all τ ∈ C \R and R R0,
we have the estimate,
1
|KR|
∫
KR
|fR|2 dx + 1|KR|
∫
KR
|fR|4 dx  C. (2.25)
Proof. The functional FR is clearly continuous on the finite dimensional space LR . By applying
the Cauchy–Schwarz inequality twice, we notice that
FR(v)
1
|KR|
(
1
2
∫
KR
|v|4 dx −√|KR|( ∫
KR
|v|4 dx
)1/2)
 1|KR|
(
1
4
∫
KR
|v|4 dx − 10|KR|
)
, ∀v ∈ LR.
Hence, FR is positive outside a compact set and therefore the (negative) minimum exists in the
finite dimensional space LR .
Noticing that FR(fR)  0, we get the estimate (2.25) from the aforementioned Cauchy–
Schwarz inequality. 
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This section is devoted to the proof of Theorem 1.4. Before we give the proof, we state the
following corollary to Theorem 1.4, which will be a key ingredient in proving Theorem 1.2.
Corollary 3.1. Assume that the magnetic field satisfies H = κ + ν with |ν|  κ as κ → ∞. Then
there exist constants C > 0 and κ0 > 0 such that
‖ψ‖L2(Ω)  Cζ(κ), ∀κ  κ0,
for all critical points (ψ,A) of the energy E in (1.1). Here
ζ(κ) = max
{∣∣∣∣1 − κH
∣∣∣∣1/2, κ−1/4}.
Proof. Let δ = 12 . We write∫
Ω
|ψ |2 dx =
∫
{dist(x,∂Ω)κ−1+δ}
|ψ |2 dx +
∫
{dist(x,∂Ω)κ−1+δ}
|ψ |2 dx
 cκ−1+δ‖ψ‖L∞(Ω) +C‖ψ‖L∞(ωκ ).
Here C is a positive constant and ωκ = {x ∈ Ω: dist(x, ∂Ω)  κ−1+δ}. Invoking the bound
|ψ | 1 together with the estimate in Theorem 1.4 and our choice of δ = 12 , we get for some new
constant C, ∫
Ω
|ψ |2 dx  C
(
κ−1/2 + max
{∣∣∣∣1 − κH
∣∣∣∣, κ−1}),
which is the bound we wanted to prove. 
Now we proceed in proving Theorem 1.4.
Proposition 3.2. Let δ ∈ (0,1). There exist positive constants κ0 and C such that if H  κ/2,
κ  κ0, then
‖curl A − 1‖L∞(Ω)  CH−1
(
κ−1+δ + ‖ψ‖L∞(ωκ )
)
. (3.1)
Proof. Since curl A = 1 on ∂Ω , we get by integrating from the boundary and using the second
Ginzburg–Landau equation in (2.1),∣∣curl A(x)− 1∣∣ (κH)−1{κ−1+δ + dist(x, ∂Ω)‖ψ‖L∞(ωκ )}‖∇ − iκHAψ‖L∞(Ω)
 C
H
{
κ−1+δ + ‖ψ‖L∞(ωκ )
}
, (3.2)
where we used (2.3) to get the second inequality. 
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and a sequence of critical points {(ψn,An)} such that
κn → ∞, Hn = κn + νn, where |νn| g(κn),
and
λ−1n ‖ψn‖L∞(ωn) → ∞ as n → ∞. (3.3)
Here we have simplified notation by defining
ωn := ωκn, λn := λ(κn). (3.4)
Since λn  κ−1+δn , we have
0 < λ−1n 2−κ
δ/2
n 
(
κ
δ/2
n
)2( 1
δ
−1)2−κ
δ/2
n → 0 as n → ∞. (3.5)
Let us pick N0 ∈ N sufficiently large such that, for all nN0 we have
λ−1n ‖ψn‖L∞(ωn)  2 and λ−1n 2−κ
δ/2
n  1. (3.6)
For M > 0 and n ∈ N, we define
ωM,n =
{
x ∈ Ω: dist(x,ωn) Mκ
δ/2
n
2κn
}
.
We claim that for each nN0, there exists Mn ∈ [0, κδ/2n ] ∩ N such that
‖ψn‖L∞(ωMn,n) 
1
2
‖ψn‖L∞(ωMn+1,n). (3.7)
Otherwise, there exists nN0 such that for all M ∈ [0, κδ/2n ] we have
‖ψn‖L∞(ωM,n) <
1
2
‖ψn‖L∞(ωM+1,n). (3.8)
Then, using the a priori bound ‖ψn‖∞  1, we get
‖ψn‖L∞(ωn) 
(
1
2
)κδ/2n
. (3.9)
But, since n  N0, the above bound is impossible in light of (3.6). Therefore, (3.7) holds for
some Mn ∈ [0, κδ/2n ] ∩ N.
We choose now Pn ∈ ωMn,n such that∣∣ψn(Pn)∣∣= ‖ψn‖L∞(ω ), (3.10)Mn,n
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Λn :=
∣∣ψn(Pn)∣∣. (3.11)
Then, by assumption,
• λ−1n Λn → ∞ as n → ∞.
• dist(Pn, ∂Ω) 12κ−1+δn .
• Λn  12‖ψn‖L∞(B(Pn, 12 κ−1+δ/2n )).
Moreover, from Lemma 2.3 we know that Λn → 0 as n → ∞.
Define now the following re-scaled functions, on |x| 14κδ/2n :
ϕ˜n(x) = Λ−1n e−i
√
κnHnAn(Pn)ψn
(
Pn + x√
κnHn
)
, (3.12)
a˜n(x) =
√
κnHn
(
An
(
Pn + x√
κnHn
)
− An(Pn)
)
. (3.13)
We need the gauge transform given in the next lemma, whose proof is postponed to the end
of the section.
Lemma 3.3. There exist a positive constant C and a gauge function gn such that an := a˜n −∇gn
satisfies div an = 0 and
∣∣an(x)− A0(x)∣∣ CΛn
κ
1− δ2
n
(
1 + |x|2), (3.14)
on {|x| 14κδ/2n }.
We define
ϕn := e−ign ϕ˜n. (3.15)
Using (3.14) we get
∣∣an(x)− A0(x)∣∣ CΛn
κ
−1+ δ2
n
(
1 + |x|2), ∣∣an(x)+ A0(x)∣∣ (1 + |x|2). (3.16)
Furthermore, by (2.3), we get |(∇ − ian)ϕn| C, so combined with (3.16) we get∣∣∇ϕn(x)∣∣ C(1 + |x|2), (3.17)∣∣ϕn(0)∣∣= 1, ∣∣ϕn(x)∣∣ 2, (3.18)
for all |x| 1κδ/2n .4
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equation for the function ϕn,
−ϕn − 2ian · ∇ϕn + |an|2ϕn = κn
Hn
(
1 −Λ2n|ϕn|2
)
ϕn, (3.19)
on |x| 14κδ/2n . We reformulate this as[
(−i∇ + A0)2 − 1
]
ϕn = 2i(an − A0)∇ϕn − (an − A0)(an + A0)ϕn
+
(
κn
Hn
− 1
)
ϕn −Λ2n
κn
Hn
|ϕn|2ϕn. (3.20)
By elliptic estimates we get, exactly as in [9, (2.16)–(2.20)], that there exists a function ϕ∞ ∈
L∞(R2) such that, up to the extraction of a subsequence,
ϕn
n→∞−→ ϕ∞
holds in C1(K) on any compact subset K ⊂ R2. The function ϕ∞ satisfies |ϕ∞(0)| = 1. More-
over, since κn/Hn → 1 and Λn → 0 as n → +∞, we get the following equation for ϕ∞,[
(−i∇ + A0)2 − 1
]
ϕ∞ = 0 in R2. (3.21)
Consider now a localization function χ ∈ C∞(R) with χ(t) = 1 for t  1/2, χ(t) = 0 for
t  1, and define χn(x) = χ(κ−ηn |x|) for some η ∈ (0, δ2 ). We have the following equation
for χnϕn:[
(−i∇ + A0)2 − 1
]
(χnϕn)
= χn
[
(−i∇ + A0)2 − 1
]
ϕn − 2i(∇χn) · (−i∇ + A0)ϕn − (χn)ϕn
= 2i(an − A0)χn∇ϕn − (an − A0)(an + A0)χnϕn
+
(
κn
Hn
− 1
)
χnϕn −Λ2n
κn
Hn
|ϕn|2χnϕn − 2i(∇χn) · (−i∇ + A0)ϕn − (χn)ϕn. (3.22)
We introduce the projector Π0 on the lowest Landau level. This projector is given explicitly
by the integral kernel,
Π0(x, y) = 12π e
i
2 (x1y2−x2y1)e−
1
4 |x−y|2 ,
and is continuous on Lp(R2) for all p ∈ [2,∞].
Fix a function f ∈ C∞0 (R2). We will prove that∫
R2
(
Π0f (x)
)∣∣ϕ∞(x)∣∣2ϕ∞(x) dx = 0. (3.23)
Since f is arbitrary, this implies that
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(|ϕ∞|2ϕ∞)= 0 in R2. (3.24)
But a result from [9] says that (3.24) combined with (3.21) implies that ϕ∞ ≡ 0. This is in
contradiction to the fact that |ϕ∞(0)| = 1. Therefore we have reached a contradiction.
Thus, it only remains to prove (3.23).
By definition of Π0 we have∫
R2
(
Π0f (x)
)[
(−i∇ + A0)2 − 1
]
(χnϕn) dx = 0. (3.25)
By consequence,
lim
n→∞Λ
−2
n
∫
R2
(
Π0f (x)
)[
(−i∇ + A0)2 − 1
]
(χnϕn) dx = 0. (3.26)
We insert (3.22) in (3.26). Consider first the term with ( κn
Hn
− 1)χnϕn − Λ2n κnHn |ϕn|2χnϕn. By
assumption
Λ−2n
∣∣∣∣ κnHn − 1
∣∣∣∣Λ−2n λ2n → 0 as n → ∞.
So one readily gets the convergence,
Λ−2n
∫
R2
(
Π0f (x)
)[( κn
Hn
− 1
)
χnϕn −Λ2n
κn
Hn
|ϕn|2χnϕn
]
dx
n→∞−→ −
∫
R2
(
Π0f (x)
)|ϕ∞|2ϕ∞ dx.
(3.27)
So in order to obtain (3.23) we only have to prove that the other terms from (3.22) vanish in the
limit.
By (3.16) and (3.17)∣∣∣∣Λ−2n ∫
R2
(
Π0f (x)
)(
2i(an − A0)χn∇ϕn − (an − A0)(an + A0)χnϕn
)
dx
∣∣∣∣
Λ−2n
∫
R2
∣∣Π0f (x)∣∣C (1 + |x|4)Λn
κ
1− δ2
n
dx
→ 0 as n → ∞, (3.28)
where we used the assumption that Λn  κ−1+δn as n → ∞.
The functions ∇χn and χn have supports in the set {|x| 12κη}. Using the compact support
of f and the off-diagonal decay of Π0, we observe that Π0f (x) is exponentially small on {|x|
1κη}. Therefore, it is easy to see that also (a similar estimate is given [8, Lemma 3.5])2
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∫
R2
(
Π0f (x)
){
2i(∇χn) · (−i∇ + A0)ϕn + (χn)ϕn
}
dx → 0 as n → ∞. (3.29)
This finishes the proof of (3.23) and therefore the proof of Theorem 1.4. 
Proof of Lemma 3.3. We may select a gauge that gives us the estimate ‖An − A0‖C1,α(Ω) 
C‖ψn‖L2(Ω), for all α ∈ (0,1). Here A0 is the magnetic potential introduced in (2.11) corre-
sponding to unit constant magnetic field. This estimate is actually given in [7, Eq. (3.10)]. Also,
with this choice of gauge the vector potential An satisfies div An = 0. Using the assumption
on Λn we infer the estimate,
‖An − A0‖C1,α(Ω)  C
(
κ−1+δn + ‖ψn‖L∞(ωn)
)
 2CΛn. (3.30)
Using Proposition 3.2 and the assumption on Λn, we know that
|curl An − 1| C
κn
(
κ−1+δn + ‖ψn‖L∞(ωn)
)
 C
κn
(
κ−1+δn +Λn
)
 2C
κn
Λn. (3.31)
Therefore, with a new constant C,
|curl a˜n − 1| =
∣∣∣∣(curl An)(Pn + x√κnHn
)
− 1
∣∣∣∣ CκnΛn. (3.32)
We let αn be the vector field defined by αn(x) = {(DAn)(Pn)}x. Since div An = 0, it is easy
to check that divαn = 0. Also, it is easy to check that curlαn = (curl An)(Pn) and is constant.
Furthermore, we infer from (3.32) that
|curlαn − 1| C
κn
Λn.
Therefore, we may find a quadratic real-valued function gn such that
α − ∇gn = (curlαn)A0,
where A0 is the magnetic potential introduced in (2.11). In particular, α˜n = αn − ∇gn satisfies
|˜αn − A0| C
κn
Λn|x|.
Thanks to the estimate in (3.30), we may write
a˜n = αn + βn, (3.33)
where the vector potential βn satisfies |βn(x)| C|x|1+α/(√κnHn)α . Since div a˜n = divαn = 0,
we get that divβn = 0.
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an = a˜n − ∇gn
= (αn − ∇gn)+ βn,
we get that div an = 0 and an satisfies the estimate
|an − A0| C|x|2
(
1
κn
+ 1√
κnHn
α
)
Λn.
Selecting α = 1 − δ2 ∈ (0,1) and remembering that Hn = κn + o(κn), we get the estimate of
Lemma 3.3. 
4. Upper bound of the energy
In this section we construct test configurations and compute their energies, obtaining thus up-
per bounds for the functional E in (1.1). Recall the definition of the ground state energy C0(κ,H)
in (1.3). We will prove the following theorem.
Theorem 4.1. Assume that the magnetic field satisfies
H = κ −μ(κ)√κ,
with μ : R+ 	→ R a function such that
lim
κ→∞
μ(κ)√
κ
= 0.
Then, as κ → ∞, the following upper bound holds for the ground state energy introduced
in (1.3),
C0(κ,H)−E1|∂Ω|κ −E2|Ω|
[
μ(κ)
]2
+κ + o
(
max
(
1,
[
μ(κ)
]2
+
)
κ
)
. (4.1)
Here E1 > 0 and E2 > 0 are the constants introduced in (2.10) and (2.24) respectively.
4.1. Boundary configuration
4.1.1. Boundary coordinates
In order to treat the surface (boundary) energy contribution, we shall frequently pass to a
coordinate system valid in a tubular neighborhood of ∂Ω . For more details on these coordinates,
see for instance [8, Appendix F].
For a sufficiently small t0 > 0, we introduce the open set
Ω(t0) =
{
x ∈ R2: dist(x, ∂Ω) < t0
}
.
Let s 	→ γ (s) be the parametrization of ∂Ω by arc-length and ν(s) the unit inward normal of ∂Ω
at γ (s).
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Φ :
[
−|∂Ω|
2
,
|∂Ω|
2
[
× ]−t0, t0[  (s, t) 	→ γ (s)+ tν(s) ∈ Ω(t0) (4.2)
and extend it to R × ]−t0, t0[ by periodicity with respect to s. The resulting transformation
becomes a local diffeomorphism whose Jacobian is |DΦ| = 1 − tk(s), where k denotes the
curvature of ∂Ω . For x ∈ Ω(t0), we put
Φ−1(x) = (s(x), t (x))
and we get in particular that
t (x) = dist(x, ∂Ω). (4.3)
Using the coordinate transformation Φ , we associate to any function u ∈ L2(Ω), a function u˜
defined in [− |∂Ω|2 , |∂Ω|2 [ × [0, t0] by
u˜(s, t) = u(Φ(s, t)), (4.4)
and we will use the symbol UΦ for the operator that maps u to u˜. Notice also that the function u˜
extends naturally to a |∂Ω|-periodic function in s ∈ R.
We get then the following change of variable formulae.
Proposition 4.2. Let u ∈ H 1(Ω(t0)) and A ∈ H 1(Ω;R2). We write u˜(s, t) = u(Φ(s, t)),
A˜1 = A1 ◦Φ, A˜2 = A2 ◦Φ, g(s, t) = 1 − tk(s).
Then we have
∫
Ω(t0)
∣∣(∇ − iA)u∣∣2 dx =
|∂Ω|
2∫
− |∂Ω|2
t0∫
0
[[
g(s, t)
]−2∣∣(∂s − iA˜1)˜u∣∣2 + ∣∣(∂t − iA˜2)˜u∣∣2]g(s, t) dt ds,
(4.5)
and
∫
Ω(t0)
∣∣u(x)∣∣2 dx =
|∂Ω|
2∫
− |∂Ω|2
t0∫
0
∣∣˜u(s, t)∣∣2g(s, t) dt ds. (4.6)
Recall the vector field F introduced in (1.2). Another feature of the coordinate system (s, t) is
that it permits us to express F in a more explicit form (up to a gauge transformation).
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U1 = Φ
([
−|∂Ω|
2
,0
)
× [0, t0)
)
, U2 = Φ
([
0,
|∂Ω|
2
)
× [0, t0)
)
. (4.7)
Lemma 4.3. There exist two functions χ1 ∈ C2(U1;R) and χ2 ∈ C2(U2;R) such that upon set-
ting
F1 = F + ∇χ1 in U1, F2 = F + ∇χ2 in U2,
we have in the (s, t) coordinates,
(
UΦFj
)
(s, t) =
(
−t + k(s) t
2
2
,0
)
in Φ−1(Uj ), j = 1,2.
The gauge transformation in Lemma 4.3 cannot be applied globally in Ω(t0), or otherwise one
has to add a geometric constant γ0 in the expression of the obtained field, see [8, Lemma F.1.1].
In order to avoid the presence of such a geometric constant, we partition the domain into two
different subsets and work separately in each of them.
4.1.2. The test configuration
Let us introduce, for reasons of convenience that will become clear, the following small pa-
rameter,
ε = 1√
κH
. (4.8)
Let, for  > 0, φ be a minimizer of the reduced Ginzburg–Landau energy E from (2.6), see
Theorem 2.4. We make the following choice of ,
 = |∂Ω|
4ε
. (4.9)
Define, for (s, t) ∈ [−|∂Ω|2 , |∂Ω|2 ),
ϕρ,ε(s, t) =
{
χ( t
ερ
)φ(
s
ε
+ , t
ε
) if −|∂Ω|2  s < 0,
χ( t
ερ
)φ(
s
ε
− , t
ε
) if 0 s < |∂Ω|2 .
(4.10)
The parameter ρ ∈ (0,1) is to be chosen later, and χ ∈ C∞0 (R) is a standard cut-off function
satisfying
0 χ  1 in R, χ = 1 in
(
−1
2
,
1
2
)
, and suppχ ⊂ [−1,1].
The function ϕρ,ε is clearly in H 1, since φ vanishes for s = ±. Using the coordinate transfor-
mation (4.2), we get from ϕρ,ε a test function in Ω ,
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(
1U1(x)e
−iκHχ1(x) + 1U2(x)e−iκHχ2(x)
)
ϕρ,ε
(
Φ−1(x)
)
, ∀x ∈ Ω(t0), (4.11)
and which is extended by 0 on Ω \Ω(t0). Here the gauges χ1 and χ2 are introduced in Lemma 4.3
above.
Lemma 4.4. Given two positive constants m and M with m<M , there exist positive constants ε0
and C such that if the magnetic field satisfies mκ H Mκ , then for all ε ∈ (0, ε0], ρ ∈ (0,1)
and δ ∈ (0,1), the following estimate holds:
E(ψbndρ,ε ,F;Ω) 2d()+C(ε4−5ρ + ερ/2 + ε1−ρ + ∣∣∣∣ κH − 1
∣∣∣∣).
Here  = |∂Ω|/(4ε), d() is introduced in (2.9), E , F and ψbndρ,ε are the energy functional, the
vector field and the test configuration introduced in (1.1), (1.2) and (4.11) respectively.
Proof. Let us introduce the vector field
A(s, t) = (A1(s, t),A2(s, t))= (−t + k(s) t22 ,0
)
, ∀(s, t) ∈ R2,
together with the two energies,
Aε =
0∫
− |∂Ω|2
t0∫
0
([
g(s, t)
]−2∣∣(∂s − iε−2A1)φρ,ε∣∣2
+ |∂tφρ,ε|2 − κ2|φρ,ε|2 + κ
2
2
|φρ,ε|4
)
g(s, t) dt ds,
and
Bε =
−|∂Ω|2∫
0
t0∫
0
([
g(s, t)
]−2∣∣(∂s − iε−2A1)φρ,ε∣∣2
+ |∂tφρ,ε|2 − κ2|φρ,ε|2 + κ
2
2
|φρ,ε|4
)
g(s, t) dt ds.
Here g(s, t) = 1 − tk(s) and t0 is a sufficiently small constant as previously. Proposition 4.2,
Lemma 4.3 and the definition of the function ψbndρ,ε all together give
E(ψbndρ,ε ,F;Ω)= Aε +Bε.
We claim that
Aε  d()+C
(
ε4−5ρ + ερ/2 + ε1−ρ +
∣∣∣∣ κ − 1∣∣∣∣),H
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Bε  d()+C
(
ε4−5ρ + ερ/2 + ε1−ρ +
∣∣∣∣ κH − 1
∣∣∣∣).
Let us prove the upper bound for Aε . The upper bound for Bε follows in the same way as for Aε .
Define the rescaled variables σ = s
ε
+ , τ = t
ε
and the rescaled function
u(σ, τ ) = φρ,ε(s, t), ∀(σ, τ ) ∈ (−, )×
(
0, ερ−1
)
,
which is extended by zero for (σ, τ ) ∈ (−, )× [ερ−1,∞).
In the new scale, the expression for Aε becomes,
Aε =
∫
−
ερ−1∫
0
([
gε(σ, τ )
]−2∣∣(∂σ + iτ − iεaε)u∣∣2 + |∂τ u|2 − κ
H
|u|2 + κ
2H
|u|4
)
gε(σ, τ ) dτ dσ.
(4.12)
Here
gε(σ, τ ) = 1 − εkε(σ )τ, kε(σ ) = k
(
ε(σ − )), aε(σ, τ ) = kε(σ )τ 22 .
There exists a positive constant C such that, for ε sufficiently small, the following estimate holds:
1
2
< 1 −Cερ  gε(σ, τ ) 1 +Cερ, ∀(σ, τ ) ∈ (−, )×
(
0, ερ−1
)
. (4.13)
Replacing C by a larger constant, it holds for δ ∈ (0,1),
∫
−
ερ−1∫
0
|∂τ u|2 dτ dσ =
∫
−
ερ−1∫
0
∣∣χε(τ )∂τ φ + φ∂τχε(τ )∣∣2 dτ dσ
 (1 + δ)
∫
−
∞∫
0
|∂τφ|2 dτ dσ +Cδ−1ε2−2ρ
∫
−
ερ−1∫
1
2 ε
ρ−1
|φ|2 dτ dσ.
Here χε(τ ) = χ(ετερ ) and φ is a minimizer of the functional E in (2.6).
Using the decay of φ in Theorem 2.4, we get
∫ ερ−1∫
|∂τ u|2 dτ dσ  (1 + δ)
∫ ∞∫
|∂τφ|2 dτ dσ +Cδ−1ε4−4ρ |ln ε|. (4.14)− 0 − 0
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∫
−
ερ−1∫
0
∣∣(∂σ + iτ − iεaε)u∣∣2 dτ dσ

∫
−
ερ−1∫
0
(
(1 + δ)∣∣(∂σ + iτ )φ∣∣2 +Cδ−1ε2|aεu|2)dτ dσ
 (1 + δ)
∫
−
ερ−1∫
0
∣∣(∂σ + iτ )φ∣∣2 dτ dσ +Cδ−1ε2ρ |ln ε|. (4.15)
Writing
κ
H
∫
−
ερ−1∫
0
|u|2 dτ dσ =
∫
−
∞∫
0
|φ|2 dτ dσ +
∫
−
∞∫
1
2 ε
ρ−1
(|χε|2 − 1)|φ|2 dτ dσ
+
(
κ
H
− 1
) ∫
−
ερ−1∫
0
|u|2 dτ dσ,
we get by the decay of φ,
κ
H
∫
−
ερ−1∫
0
|u|2 dτ dσ 
∫
−
∞∫
0
|φ|2 dτ dσ −Cε1−ρ−C
∣∣∣∣ κH − 1
∣∣∣∣. (4.16)
Similarly, we have the upper bound,
κ
H
∫
−
ερ−1∫
0
|u|4 dτ dσ 
∫
−
∞∫
0
|φ|2 dτ dσ +C
∣∣∣∣ κH − 1
∣∣∣∣. (4.17)
Inserting the estimates (4.13)–(4.17) into (4.12) we get
Aε  E(φ)+C
(
δ−1|ln ε|(ε2ρ + ε4−4ρ)+ δ + ερ + ε1−ρ + ∣∣∣∣ κH − 1
∣∣∣∣).
Here E is the functional in (2.6). Remembering that φ is a minimizer of E, the definition
of d(), and choosing δ = ερ/2, we get the desired upper bound on Aε . 
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In this subsection we construct a test configuration (ψ int,A) using the limiting problem (2.21).
Let us take R > 1 (that will be chosen as a function of ε such that εR → 0 as ε → 0). Then,
thanks to Proposition 2.10, the functional FR in (2.21) admits a minimizer fR in LR , and we
denote
c(R) = FR(fR).
Recall the magnetic potential A0 introduced in (2.11). The configuration (fR,A0), defined ini-
tially on the unit lattice KR , can be defined by periodicity in all R2.
Let us define now the following test configuration in Ω ,
ψ intρ,R,ε(x) = κ−1/4h
(
Rρ
dist(x, ∂Ω)
2
)
fR
(
x
ε
)
, ∀x ∈ Ω. (4.18)
Here ρ > 0 is to be fixed later, and h ∈ C∞(R) is a cut-off function such that
0 h 1 in R, h = 1 in [1,∞), supph ⊂ (0,∞).
Notice that we can cover Ω by Nε squares of the lattice εR(Z ⊕ iZ), where Nε satisfies
lim
ε→0
[
Nε ×
(
ε2R2
)]= |Ω|. (4.19)
The next lemma gives an estimate of the energy of the test configuration (4.18).
Lemma 4.5. Let ρ ∈ (0,1) be a given constant. Assume that R = R(ε) is a function satisfying
|KR| ∈ 2πN and 1  R  ε−
1
1+ρ as ε → 0. There exist positive constants ε0, C, and a function
R+  t 	→ δ(t) ∈ R+, lim
t→∞ δ(t) = 0,
such that, for all ε ∈ (0, ε0], μ> 0, and if the magnetic field satisfies
H = κ −μ√κ,
then we have the following estimate,
E(μ1/2ψ intρ,R,ε,A0) μ2κ|Ω|c(R)+Cμ(κ−1/2Rρ + κ3/2R−ρ)+μ2κδ(κ).
Here c(R) is introduced in (2.23).
Proof. Let us denote f˜R(x) = fR(x/ε) and hR(x) = h(Rρ dist(x,∂Ω)2 ). Notice that we have the
following localization formula,
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Ω
∣∣(∇ − iε−2A0)ψ intρ,R,ε∣∣2 dx = κ−1/2〈−h2R(∇ − iε−2A0)2f˜R, f˜R 〉L2(Ω)
+ κ−1/2
∫
Ω
∣∣|∇hR|2f˜R∣∣2 dx. (4.20)
From the definition of f˜R and A0, and a simple scaling, we may check that
−(∇ − iε−2A0)2f˜R = ε−2f˜R = κHf˜R.
Therefore, (4.20) becomes
κ1/2
∫
Ω
∣∣(∇ − iε−2A0)ψ intρ,R,ε∣∣2 dx
= κH
∫
Ω
|hRf˜R|2 dx +
∫
Ω
|∇hR|2|f˜R|2 dx
 κH
∫
Ω
|f˜R|2 dx + 2
∥∥h′∥∥2
L∞(R)R
2ρ
∫
{2R−ρdist(x,∂Ω)4R−ρ }
|f˜R|2 dx. (4.21)
Let us estimate the last term in (4.21), which is in fact a remainder term. Recall that f˜R is peri-
odic with respect to the lattice εR(Z ⊕ iZ). Using the condition R  ε− 11+ρ , we cover {x ∈ Ω:
2R−ρ  dist(x, ∂Ω) 4R−ρ} by N ′ε squares of the lattice εR(Z⊕ iZ), with N ′ε  C R
−ρ
ε2R2
. There-
fore, ∫
{2R−ρdist(x,∂Ω)4R−ρ}
|f˜R|2 dx  C R
−ρ
ε2R2
∫
KεR
∣∣f˜R(x)∣∣2 dx = CR−2−ρ ∫
KR
∣∣fR(x)∣∣2 dx.
Invoking the estimate of Proposition 2.10, we get∫
{2R−ρdist(x,∂Ω)4R−ρ }
|f˜R|2 dx  CR−ρ. (4.22)
Next we estimate ‖hRf˜R‖L2(Ω) from below. Notice that, since 0  hR  1 and 1 − hR is sup-
ported in a thin neighborhood near the boundary, we have∫
Ω
∣∣hR(x)f˜R(x)∣∣2 dx = ∫
Ω
∣∣f˜R(x)∣∣2 dx − ∫
Ω
(
1 − h2R(x)
)∣∣f˜R(x)∣∣2 dx

∫ ∣∣f˜R(x)∣∣2 dx − ∫
−ρ
∣∣f˜R(x)∣∣2 dx.
Ω {x∈Ω: dist(x,∂Ω)2R }
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{x∈Ω: dist(x,∂Ω)2R−ρ}
∣∣f˜R(x)∣∣2 dx  CR−ρ,
and therefore, ∫
Ω
∣∣hR(x)f˜R(x)∣∣2 dx  ∫
Ω
∣∣f˜R(x)∣∣2 dx −CR−ρ. (4.23)
Collecting (4.21), (4.22) and (4.23), and remembering that curl A0 = 1 by construction, we get
finally
E(μ1/2ψ intρ,R,ε,A0)

√
κ(H − κ)μ
∫
Ω
|f˜R|2 dx + κμ
2
2
∫
Ω
|f˜R|4 dx +Cμ
(
κ−1/2Rρ + κ3/2R−ρ)
= μ2κ
∫
Ω
(
1
2
|f˜R|4 − |f˜R|2
)
dx +Cμ(κ−1/2Rρ + κ3/2R−ρ). (4.24)
We have to estimate the integral in (4.24). Toward that end, we define two sets I and I as follows.
A square K of the lattice εR(Z⊕ iZ) belongs to I if K ⊂ Ω ; if K ∩Ω = ∅ then K belongs to I .
Let us introduce the two integers,
Nε = Card(I), Nε = Card(I).
The formula in (4.19) still holds for both Nε and Nε . Furthermore, by periodicity of |f˜R|, we get
∫
Ω
1
2
|f˜R|4 − |f˜R|2 Nε 12
∫
KεR
|f˜R|4 −Nε
∫
KεR
|f˜R|2
= |Ω||KR|
(
1 + o(1)
2
∫
KR
|fR|4 −
(
1 + o(1)) ∫
KR
|fR|2
)
= |Ω|c(R)+ o(1) as ε → 0.
In the last step above we used the definition of fR and Proposition 2.10.
Upon substitution in (4.24), we get
E(μ1/2ψ intρ,R,ε,A0) μ2κ(|Ω|c(R)1 + o(1))+Cμ(κ−1/2Rρ + κ3/2R−ρ) as ε → 0,
which is what we wanted to prove. 
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Let μ = μ(κ) be given by H = κ −μ(κ)√κ . Let us define the following test function,
ψ(x) = ψbndρ,ε (x)+ [μ]1/2+ e−iκHϕ0ψ intρ,R,ε(x),
and evaluate the energy E(ψ,F;Ω). Here ψbndρ,ε is introduced in (4.11), ψ intρ,R,ε in (4.18), F the
vector field introduced in (1.2), and the function ϕ0 is to be specified later. Since 1  R  ε−
1
1+ρ ,
we see that ψbndρ,ε and ψ intρ,R,ε have disjoint supports, hence
E(ψ,F;Ω) = E(ψbndρ,ε ,F;Ω)+ E([μ]1/2+ e−iκHϕ0ψ intρ,R,ε,F;Ω).
We impose the condition ρ ∈ (0, 12 ). Then, thanks to Lemma 4.4, we get the following upper
bound,
E(ψbndρ,ε ,F;Ω)−E1|∂Ω|κ + o(κ).
So we need to estimate the term E([μ]1/2+ e−iκHϕ0ψ intρ,R,ε,F;Ω).
Recall the vector potential A0 introduced in (2.11). Notice that curl F = curl A0 = 1. So, defin-
ing the function ϕ0 by
−ϕ0 = div A0 = 0 in Ω, ν · ∇ϕ0 = ν · A0 on ∂Ω, (4.25)
we get F = A0 − ∇ϕ0. Therefore,
E([μ]1/2+ e−iϕ0ψ intρ,R,ε,F;Ω)= E([μ]1/2+ ψ intρ,R,ε,A0;Ω).
Thanks to Lemma 4.5 and the definition of E2 in (2.24), we get
E([μ]1/2+ ψ intρ,R,ε,A0)−[μ]2+E2|Ω|κ +C[μ]+(κ−1/2Rρ + κ3/2R−ρ)+ o([μ]2+κ).
Remembering the condition ρ ∈ (0, 12 ) and taking R = 2π
√[κρ] + 1, we get
E([μ]1/2+ ψ intρ,R,ε,A0)−E2|Ω|[μ]2+κ + o(max(1, [μ]2+)κ).
This finishes the proof of Theorem 4.1.
5. Lower bound of the energy
Let us pick a minimizer (ψ,A) of the Ginzburg–Landau energy (1.1). Our aim in this section
is to give a lower bound of the energy E(ψ,A;Ω). We recall the convention that an open subset
D ⊂ Ω is smooth if there exists an open and smooth set D˜ ⊂ R2 such that D = D˜ ∩ Ω . For all
a > 0, we associate with a subset D ⊂ Ω the following subset of Ω ,
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{
x ∈ Ω: dist(x,D) a}. (5.1)
We will prove the following theorem.
Theorem 5.1. Assume the magnetic field satisfies H = κ −μ(κ)√κ with limκ→∞ μ(κ)√κ = 0 and
lim infκ→∞ μ(κ) > −∞. Let D ⊂ Ω be smooth, open, and R+  κ 	→ a(κ) ∈ R+ a function
satisfying limκ→∞ a(κ) = 0.
Then, for any minimizer (ψ,A) of the energy E in (1.1) and any continuous function h ∈ C(Ω)
satisfying ‖h‖L∞(Ω)  1 and supph ⊂ Da , the following asymptotic lower bound holds:
E(hψ,A;Ω)−E1|D ∩ ∂Ω|κ −E2|D|
[
μ(κ)
]2
+κ
+ o(max(1, [μ(κ)]2+)κ), as κ → ∞. (5.2)
Here E1 and E2 are the constants introduced in (2.10) and (2.24) respectively.
Recall the ground state energy C0(κ,H) introduced in (1.3). As corollary from Theorem 5.1,
we get an asymptotic lower bound for C0(κ,H).
Corollary 5.2. Assume H = κ −μ(κ)√κ and μ(κ)√
κ
→ 0 as κ → ∞. The following lower bound
holds for the ground state energy in (1.3),
C0(κ,H)−E1|∂Ω|κ −E2|Ω|
[
μ(κ)
]2
+κ + o
(
max
(
1,
[
μ(κ)
]2
+
)
κ
)
, as κ → ∞. (5.3)
Here E1 > 0 and E2 > 0 are the constants introduced in (2.10) and (2.24) respectively.
Proof. Assume the conclusion of the corollary is false and let {κn} be a sequence such that
κn → ∞ and μ(κn) → μ0 as n → ∞, with μ0 ∈ R ∪ {±∞}.
If μ0 = −∞, we apply Theorem 1.1 (which is proved by Pan in [12]), with κ = κn and
D = Ω . Otherwise, if μ0 ∈ R ∪ {∞}, we apply Theorem 5.1 with D = Ω , h ≡ 1 and κ = κn.
In both cases we get a contradiction to the assumption that the conclusion of the corollary is
false. 
The general strategy for proving Theorem 5.1 is the following. Using a partition of unity we
may split the energy into a boundary component and a bulk component. To control the boundary
component of the energy we follow essentially the argument of Pan [12]. However, the control of
the bulk component of the energy is novel. Finally, we make use of the a priori estimates recalled
in Lemma 2.2 and the improved estimate in Corollary 3.1 in order to control the errors resulting
from the approximations (this is one additional key point that replaces the implementation of the
exponential decay of ψ in Pan’s argument [12]).
In what follows, we consider a domain D = D˜∩Ω , with D˜ a smooth and open domain in R2.
We assume for simplicity the following condition on D,
D is connected, D ∩ ∂Ω = ∂Ω, |D| = |Ω|. (5.4)
In general, D consists of a finite number of connected components. By working with each
component separately and adding up the corresponding lower bounds, one can reduce to the
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zero length). A simple modification of the argument below will handle this case as well, so we
therefore only treat domains D satisfying the condition in (5.4).
5.1. Splitting of the energy
Let us consider a parameter η = η(κ) > 0 such that η → 0 as κ → ∞. We will take η in the
following form
η = κ−ρ, ρ ∈
(
1
4
,1
)
, (5.5)
and we will fix a choice of ρ at the end of the proof.
Let us also consider a partition of unity
χ21 + χ22 = 1 in R, suppχ1 ⊂ (−∞,2], suppχ2 ⊂ [1,∞).
We define
χ1,η(x) = χ1
(
dist(x, ∂Ω)
η
)
, χ2,η(x) = χ2
(
dist(x, ∂Ω)
η
)
, ∀x ∈ Ω. (5.6)
Then we get a new partition of unity χ21,η + χ22,η = 1 in Ω . Notice that differentiation on both
sides of this last equation gives χ1,η∇χ1,η + χ2,η∇χ2,η = 0 in Ω . This allows us to write the
following standard localization formula, called also IMS formula (see [5, Theorem 3.2]),
∫
Ω
∣∣(∇ − iκHA)hψ∣∣2 dx = 2∑
j=1
∫
Ω
(∣∣(∇ − iκHA)χj,ηhψ∣∣2 − ∣∣|∇χj,η|hψ∣∣2)dx. (5.7)
Defining the reduced energy,
E0(ψ,A;Ω) =
∫
Ω
(∣∣(∇ − iκHA)ψ∣∣2 − κ2|ψ |2 + κ2
2
|ψ |4
)
dx, (5.8)
we then get in light of (5.7),
E(hψ,A;Ω)
2∑
j=1
E0(χj,ηhψ,A;Ω)− R(hψ,A), (5.9)
where
R(hψ,A) =
2∑
j=1
∫ ∣∣|∇χj,η|hψ∣∣2 dx. (5.10)
Ω
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the assumption that |h| 1 in Ω . In this way we get
R(hψ,A) ‖∇χj,η‖2L∞(Ω)‖ψ‖2L∞(ωκ )
∫
{ηdist(x,∂Ω)2η}
dx  C.
Here ωκ = {x ∈ Ω: dist(x, ∂Ω) κ−ρ} and
ζ = ζ(κ) = max
{∣∣∣∣1 − κH
∣∣∣∣1/2, κ−1/4}.
Upon substitution into (5.9) we get
E(hψ,A;Ω)
2∑
j=1
E0(χj,ηhψ,A;Ω)− C
η
ζ 2. (5.11)
We proceed to estimate separately the terms E0(χ1,ηhψ,A;Ω) and E0(χ2,ηhψ,A;Ω).
5.2. Estimating the boundary energy
Let us now introduce a further partition of unity,
h21 + h22 = 1 in R, supph1 ⊂ (−∞,1), supph2 ⊂ (−1,∞),
and such that
h1 = 1 in (−∞,−1], h2 = 1 in [1,∞).
Let s0 = |∂Ω|/4. Recall the coordinate transformation Φ in (4.2) valid in the neighborhood
Ω(t0) of ∂Ω . By defining
h1,η(x) = h1
( |s(x)| − s0
η
)
, h2,η(x) = h2
( |s(x)| − s0
η
)
, ∀x ∈ Ω(η),
we get a partition of unity in Ω(η). Using the localization formula, the energy splits one more
time as follows,
E0(χj,ηhψ,A;Ω) =
2∑
j=1
(
E0(ψj,η,A;Ω)−
∫
Ω
∣∣|∇hj,η|χ1,ηhψ∣∣2 dx), (5.12)
where
ψj,η(x) = hj,η(x)χ1,η(x)h(x)ψ(x), ∀x ∈ Ω(η). (5.13)
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dist(x, ∂Ω) 2η, 0 ||s(x)| − s0| η}, we obtain for a possibly new constant C,
2∑
j=1
∫
Ω
∣∣|∇hj,η|χ1,ηhψ∣∣2 dx  Cη.
Substituting this into (5.12), we obtain
E0(χj,ηhψ,A;Ω)
2∑
j=1
E0(ψj,η,A;Ω)−C. (5.14)
Let us now bound the term E0(ψ1,η,A;Ω) from below. Since curl A = 1 on ∂Ω , Lemma F.1.1
of [8] yields that up to a gauge transformation, we may write in (s, t)-coordinates,
A˜(s, t) =
(
−t + t
2
2
k(s)+ t2b(s, t),0
)
in supph1,η,
where the function b satisfies∣∣b(s, t)∣∣ ‖curl A − 1‖C1(Ω)  Cκ−1, ∀(s, t) ∈ supph1,η,
and where we used Lemma 2.2 in the last step. We also remind the reader that A˜ = UΦA is the
vector field associated to A by the coordinate transformation Φ .
It is more convenient in this part to introduce the parameters,
ε = 1√
κH
, γ = κ
H
− 1 = μ(κ)
√
κ
H
= O(μ√ε).
Then, applying the change of variables formula in Proposition 4.2, we get
E0(ψ1,η,A;Ω) = Jε(ψ˜1,η), (5.15)
where
Jε(ψ˜1,η) =
|∂Ω|
2∫
− |∂Ω|2
t0∫
0
[(
1 − tk(s))−2∣∣∣∣(∂s + iε2 (t + b˜(s, t))
)
ψ˜1,η
∣∣∣∣2
+ |∂t ψ˜1,η|2 − 1 + γ
ε2
|ψ˜1,η|2 + 1 + γ2ε2 |ψ˜1,η|
4
](
1 − tk(s))ds dt, (5.16)
and
b˜(s, t) = −t2
(
k(s) + b(s, t)
)
= O(t2). (5.17)2
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Schwarz inequality, we get∣∣∣∣(∂s + iε2 (t + b˜(s, t))
)
ψ˜1,η
∣∣∣∣2  (1 − δ)∣∣∣∣(∂s + iε2 t
)
ψ˜1,η
∣∣∣∣2 − δ−1 1ε4 ∣∣∣∣˜b(s, t)∣∣2ψ˜1,η∣∣2.
Substituting the above estimate into (5.16), we get
Jε(ψ˜1,η) (1 − δ)Qε(ψ˜1,η)−CRbnd(ψ˜1,η), (5.18)
where
Qε(ψ˜1,η) =
|∂Ω|
2∫
− |∂Ω|2
t0∫
0
(∣∣∣∣(∂s + iε2 t
)
ψ˜1,η
∣∣∣∣2 + |∂t ψ˜1,η|2 − 1ε2 |ψ˜1,η|2 + 12ε2 |ψ˜1,η|4
)
ds dt,
and
Rbnd(ψ˜1,η) = 1
ε2
∫ [
|γ | + t + δ
−1
ε2
t4
]
|ψ˜1,η|2 ds dt
+
∫
t
(∣∣∣∣(∂s + iε2 (t + b˜(s, t))
)
ψ˜1,η
∣∣∣∣2 + |∂t ψ˜1,η|2)ds dt.
From the definition of ψ1,η, we know that
suppψ1,η ⊂
{
x ∈ Ω: dist(x, ∂Ω) η, ∣∣s(x)∣∣ |∂Ω|
4
+ η
}
,
∣∣ψ1,η(x)∣∣ ∣∣ψ(x)∣∣ 1.
With this point on the one hand, and (2.3) on the other hand, we deduce that
Rbnd(ψ˜1,η) C
ε2
(
η|γ | + η2 + δ
−1
ε2
η5
)
. (5.19)
Let us define the re-scaled function,
gη(σ, τ ) =
{
ψ˜1,η(εσ, ετ) if (σ, τ ) ∈ (−, )× (0, ηε−1),
0 otherwise,
where
 = |∂Ω|
4ε
+ η
ε
.
In the new scale, we may write
Qε(ψ˜1,η) = E(gη),
1246 S. Fournais, A. Kachmar / Advances in Mathematics 226 (2011) 1213–1258where E is the functional introduced in (2.6). Invoking Theorem 2.4, we get a new constant
M > 0 such that
Qε(ψ˜1,η) d()−E1
( |∂Ω|
2ε
+ 2η
ε
)
−M. (5.20)
Summing up the estimates in (5.15), (5.18), (5.19) and (5.20), we get finally
E0(ψ1,η,A;Ω)−
(
E1
|∂Ω|
2ε
+Cη
ε
+M
)
(1 − δ)− C
ε2
(
η2 + η|γ | + δ
−1
ε2
η5
)
.
In a similar fashion, we establish that
E0(ψ2,η,A;Ω)−
(
E1
|∂Ω|
2ε
+Cη
ε
+M
)
(1 − δ)− C
ε2
(
η2 + ηγ + δ
−1
ε2
η5
)
.
Invoking (5.14), and recalling the definition of γ and ε = κ−1(1 + o(1)), we get
E0(χ1,ηhψ,A;Ω)−E1|∂Ω|κ −Cκ2
(
η2 + η|μ(κ)|√
κ
+ δ−1κ2η5
)
−C(δ + η)κ. (5.21)
5.3. Estimating the bulk energy
We recall that, for a given R > 0, we denote by KR the unit square of the lattice R(Z ⊕ iZ).
For x ∈ R2 and R > 0, we denote by KR(x) a square of center x and side length R,
KR(x) =
(
x1 − R2 , x1 +
R
2
)
×
(
x2 − R2 , x2 +
R
2
)
, ∀x = (x1, x2) ∈ R2, R > 0. (5.22)
Let us consider a fixed number α ∈ (0, 12 ), and cover R2 by the squares (K1(xj,α))j∈Z⊕Z where
xj,α = (1 − α)j, ∀j = (j1, j2) ∈ Z × Z. (5.23)
Let us take a partition of unity in R2 associated with the squares K1(xj,α),∑
j
u2j = 1, suppuj ⊂ K1(xj,α).
Recall the parameter ε = 1/√κH . Let us consider a further parameter R = R(ε) > 1 such that
R(ε) → ∞, εR(ε) → 0 as ε → 0, and R2 ∈ 2πN.
Then, defining
uj,R(x) = uj
(
x
)
, ∀x ∈ Ω,εR
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xεj,α = εRxj,α = (1 − α)εRj, j ∈ Z × Z, (5.24)
such that
suppuj,R ⊂ KεR
(
xεj,α
)
.
In order to simplify notation, we will skip the dependence on ε and α from the squares and write
K
j
εR instead of KεR(x
ε
j,α), j ∈ Z2.
Let us introduce further
J = Jε,Da = {j : Da ∩ suppuj,R = ∅}, Nε = CardJ . (5.25)
Here a = a(κ) → 0 as κ → ∞ and Da is the neighborhood of D introduced in (5.1).
We notice that
lim
ε→0
(
Nε × ε2R2
)= (1 + v(α))|D|, (5.26)
where v(α) is positive and verifies (actually v(α) = α(1 − α))
lim
α→0v(α) = 0. (5.27)
Implementing the partition of unity uj,R , we get a splitting of the interior energy,
E0(χ2,ηhψ,A;Ω)

∑
j∈J
E0(uj,Rχ2,ηhψ,A;Ω)− C
(εR)2
‖ψ‖2
L∞({x∈Ω: dist(x,∂Ω)κ−ρ}). (5.28)
Setting
ϕj,R(x) = uj,R(x)χ2,η(x)h(x)ψ(x), ∀x ∈ Ω,
and invoking again Theorem 1.4, we infer from (5.28),
E0(χ2,ηhψ,A;Ω)
∑
j∈J
E0(ϕj,R,A;Ω)− C
(εR)2
ζ 2, (5.29)
and we point out that the constant C depends on the parameter α, but we will not need to make
this dependence explicit in the notation as α remains fixed in the limit ε → 0. We also remind
the reader that ζ = max{|1 − κ
H
|1/2, κ−1/4}.
Let us proceed to estimate E0(ϕj,R,A;Ω). We apply first a gauge transformation that allows
us to approximate the vector field A locally. Set
B(x) = curl A(x),
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A(x)− ∇φ0 =
1∫
0
sB(sx)(−x2, x1) ds, ∀x = (x1, x2) ∈ Ω.
Notice that ϕj,R is supported in a ball B(xj ,CεR) with C sufficiently large. We may write
A0(x)− ∇φ0 = B(xj )2 (−x2, x1)+ a(x), in B(xj ,CεR),
where the vector field a(x) satisfies the uniform estimate,∣∣a(x)∣∣ C‖∇B‖L∞(Ω)|x − xj |, in B(xj ,CεR).
Therefore, we can find a real-valued function φj,R,ε such that
A0(x)− ∇φj,R,ε = B(xj )2 (x − xj )
⊥ + a(x), in B(xj ,CεR),
where x⊥ = (−x2, x1) for all x = (x1, x2) ∈ R2.
By Lemma 2.2, the magnetic field B is almost equal to 1, hence we get∣∣A(x)− ∇φj,R,ε(x)− A0(x)∣∣ Cκ−1|x − xj |, in B(xj ,CεR). (5.30)
Here A0 is the vector field introduced in (2.11). Therefore, setting
Aj,R(x) = A(x)− ∇φj,R,ε(x),
we infer from (5.30), ∣∣Aj,R(x)− A0(x)∣∣ Cε|x − xj |, in suppϕj,R. (5.31)
Furthermore, we notice that
E0(ϕj,R,A;Ω) = E0
(
eiφj,R,εϕj,R,Aj,R;Ω
)
. (5.32)
Using a Cauchy–Schwarz inequality, we get for any β ∈ (0,1),
E0
(
eiφj,R,εϕj,R,Aj,R;Ω
)
 (1 − β)E0
(
eiφj,R,εϕj,R,A0;Ω
)
−Cβ−1ε−4
∫
Ω
∣∣Aj,R(x)− A0(x)∣∣2|ϕj,R|2 dx.
We implement (5.31) in the above estimate and we use the bound |ϕj,η(x)| ζ . That way we get
E0
(
eiφj,R,εϕj,R,Aj,R;Ω
)
 (1 − β)E0
(
eiφj,R,εϕj,R,A0;Ω
)−Cβ−1ε2R4ζ 2. (5.33)
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assume that suppϕj,R is contained in the unit square KεR of the lattice εR(Z⊕ iZ). We therefore
define the re-scaled function,
fj (˜x) =
(
eiφj,R,εϕj,R
)
(εx˜), ∀x˜ ∈ KR. (5.34)
That way the energy becomes (after omitting the tildes from the notation)
E0
(
eiφj,R,εϕj,R,A0;Ω
)= ∫
KR
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2 + κ2H |fj |
4
)
dx.
Invoking (5.32) and (5.33), we deduce that
E0(ϕj,R,A;Ω)= (1 − β)
∫
KR
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2 + κ2H |fj |
4
)
dx
−Cβ−1ε2R4ζ 2. (5.35)
At this point, we have to handle two different regimes according to the value of μ0 =
lim supκ→∞ μ(κ)  0. The case corresponding to μ0 ∈ [−∞,0] is treated in the next lemma,
whose proof is actually a simple application of the Cauchy–Schwarz inequality. The other case
corresponding to μ0 > 0 is more delicate and is handled later in the rest of the proof.
Lemma 5.3. Assume that H = κ − μ(κ)√κ with lim supκ→∞ μ(κ) = μ0 and μ0 ∈ [−∞,0].
Then, as κ → ∞,
E0(χ2,ηhψ,A;Ω)−C
(
β−1R2 + 1
(εR)2
)
ζ 2 + o(κ).
Proof. Notice that, for any j , fj can be considered as a function in the domain of the periodic
operator PR , see (2.15). Using Proposition 2.7 and the variational min–max principle, we write∫
KR
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2 + κ2H |fj |
4
)
dx 
(
1 − κ
H
) ∫
KR
|fj |2 dx + κ2H
∫
KR
|fj |4 dx.
(5.36)
If μ(κ) 0, i.e. H  κ , we have nothing to prove since the right-hand side of (5.36) is positive,
and we only need to collect the estimates (5.29) and (5.32)–(5.35).
Now we assume that μ(κ) → 0 as κ → ∞. Using the following Cauchy–Schwarz inequality
∣∣μ(κ)∣∣√κ ∫ |fj |2 dx  14κ
∫
|fj |4 + 4R2μ2(κ),
KR KR
1250 S. Fournais, A. Kachmar / Advances in Mathematics 226 (2011) 1213–1258we obtain from (5.36),∫
KR
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2 + κ2H |fj |
4
)
dx  κ
4H
∫
KR
|fj |4 dx − 4R
2μ2(κ)
H
−5R
2μ2(κ)
H
.
Summing over j (recall that the number of indices j is proportional to ε−2R−2 ∼ κ2R−2), we
get
∑
j
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2 + κ2H |fj |
4
)
dx −Cμ2(κ)κ.
To finish the proof of the lemma, it suffices to collect the estimates (5.29) and (5.32)–(5.35). 
We assume from now on that H = κ −μ(κ)√κ with
μ(κ) > 0.
Let us introduce
J+ =
{
j ∈ J :
∫
K
j
R
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2
)
dx  0
}
,
and set
nε = CardJ+. (5.37)
We shall obtain a lower bound of E0(χ2,ηhψ,A;Ω) in terms of the ‘local energies’ associated
with the indices j that are not in J+.
Let us pick an arbitrary j /∈ J+. Then∫
KR
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2
)
dx < 0.
Notice that the function fj belongs to the domain of the periodic operator PR , whose first eigen-
value equals to 1. Let us recall that we introduced the following parameter
γ = κ
H
− 1.
With this in hand we may write
QR(fj )− (1 + γ )
∫
|fj |2 dx < 0.
KR
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‖fj −Π1fj‖L4(KR)  C
√
γ ‖fj‖L2(KR). (5.38)
Here, recall the space LR introduced in (2.22) and Π1 the orthogonal projector on LR .
It results from the triangle inequality and (5.38) that
‖Π1fj‖L4(KR)  ‖fj‖L4(KR) +C
√
γ ‖fj‖L2(KR). (5.39)
Using the remarkable inequality 2ab  αa2 + α−1b2 valid for all a, b,α > 0, we infer from
(5.39) that for any σ ∈ (0,1), we have the following estimate,
‖Π1fj‖4L4(KR)  (1 + σ)‖fj‖
4
L4(KR)
+Cσ−3γ 2‖fj‖4L2(KR). (5.40)
Using the definition of fj and Theorem 1.4, we get that |fj | ζ . Hence, we infer from (5.40),
‖Π1fj‖4L4(KR)  (1 + σ)‖fj‖
4
L4(KR)
+Cσ−3γ 2R4ζ 4. (5.41)
Using the min–max principle and (5.41), we get∫
KR
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2 + κ2H |fj |
4
)
dx

∫
KR
[(
1 − κ
H
)
|Π1fj |2 + κ2H (1 − σ)|Π1fj |
4
]
dx −Cσ−3γ 2R4ζ 2.
We choose σ as function of ε and we impose on it the following condition,
σ → 0 as ε → 0. (5.42)
Therefore, defining
e = eκ,H =
√
κ
H
(1 − σ)
κ
H
− 1 , g(x) = eΠ1fj ,
we get ∫
KR
(∣∣(∇ − iA0)fj ∣∣2 − κ
H
|fj |2 + κ2H |fj |
4
)
dx
 |KR|
e2
(
κ
H
− 1
)
FR(g)−Cσ−3γ 2R4ζ 2
 |KR| |μ(κ)|
2
κ
(
1 + o(1))c(R)−Cσ−3γ 2R4ζ 2 as κ → ∞. (5.43)
Here recall the energy FR and the constant c(R) introduced in (2.21) and (2.23) respectively.
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E0(χ2,ηhψ,A;Ω) (1 − β)
[
(Nε − nε) |KR|
κ
∣∣μ(κ)∣∣2c(R)(1 + o(1))+ ∑
j∈J+
κ
2H
∫
|fj |4 dx
]
−C
[(
β−1R2 + 1
(εR)2
)
ζ 2 + σ−3ε−2γ 2R2ζ 4
]
. (5.44)
Notice that, as a result of (5.26), we have
Nε|KR|
κ
= κcα|D| + o(κ) as κ → ∞, and c(R) = −E2 + o(1) as R → ∞,
where cα = 1+α(1−α) and the constant α ∈ (0,1) is introduced in connection with the partition
of unity uj,R . Since E2 > 0, we deduce the following lower bound from (5.44),
E0(χ2,ηhψ,A;Ω) (1 − β)
(−cα|D|E2[μ(κ)]2+κ + o(∣∣μ(κ)∣∣2κ))
−C
[(
β−1R2 + 1
(εR)2
)
ζ 2 + σ−3ε−2γ 2R2ζ 4
]
. (5.45)
5.4. Proof of Theorem 5.1
We recall that we only treat the case when the domain D satisfies the condition in (5.4). We
also recall the condition lim infκ→∞ μ(κ) > −∞.
Assume that the conclusion of Theorem 5.1 is false. Then there exist sequences {κn}, {Hn},
μ0 ∈ R ∪ {+∞}, c > 0 and a sequence of minimizers {(ψn,An)} of the energy E such that
κn → ∞, κn
Hn
→ 1, μ(κn) → μ0 as n → ∞,
and
E(hψn,An;Ω)−E1|Ω|κn −E2|D|
[
μ(κn)
]2
+κn − cmax
(
1,
[
μ(κn)
]2
+
)
κn. (5.46)
We treat separately the two cases μ0 ∈ (−∞,0] and μ0 ∈ (0,∞]. Assume that μ0 ∈ (−∞,0].
Then ζ = max{|1 − κn
Hn
|1/2, κ−1/4n } = κ−1/4n . Combining (5.11), (5.21) and Lemma 5.3, we get
E0(hψn,An;Ω)−E1|∂Ω|κn −C
[
κ2n
(
η2 + η |μ(κn)|√
κn
+ δ−1κ2nη5
)
+ (δ + η)κn + 1
η
κ
−1/2
n
]
−C
(
β−1R2 + 1
(εnR)2
)
ε
1/2
n + o(κn).
Here εn = 1√ . We chooseκnHn
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√
κ3nη
5,
3
5
< ρ < 1,
β = κ−1/4n ,
and R = 2π[κ3/4n ], with [x] denoting the integer part of x. In this way we get
E0(hψn,An;Ω)−E1|∂Ω|κn + o(κn)
thereby contradicting (5.46).
We now treat the case μ0 ∈ (0,∞]. In this case ζ ≈ √μ(κn)κ−1/4n and γ = κnHn − 1 ≈ ζ 2.
We make the following choice of the parameters:
η = μ2/5(κn)κ−ρn , δ =
√
κ3nη
5
μ(κn)
,
3
5
< ρ < 1,
β = (μ2nεn)3/8, σ = (μ2nεn)1/16,
and R = 2π[(μ2nεn)−3/8]. Here μn = μ(κn). With this choice of parameters, we have
1
(εnR)2
ζ 2 + β−1R2ζ 2 + σ−3ε−2n γ 2R2ζ 4 = o
(
μ2ε−1n
)
as εn → 0.
Therefore, we get by combining (5.11), (5.21) and (5.45),
E0(hψn,An;Ω)−E1|∂Ω|κn − cαE2|D|
[
μ(κn)
]2
κn + o
(
μ2nκn
)
.
Actually, we have proved the following lower bound,
lim inf
n→∞
E0(hψn,An;Ω)
μ2(κn)κn

{−E2|D|cα if μ0 = +∞,
−E1|∂Ω|μ−20 −E2|D|cα if μ0 ∈ (0,∞).
(5.47)
Since the term on the left side in (5.47) is independent from α, we get by taking α → 0+ on both
sides (recall that cα = 1 + α(1 − α)),
lim inf
n→∞
E0(hψn,An;Ω)
μ2(κn)κn

{−E2|D| if μ0 = ∞,
−E1|∂Ω|μ−20 −E2|D| if μ0 ∈ (0,∞),
(5.48)
which contradicts the upper bound in (5.46). Therefore, the conclusion of Theorem 5.2 holds
true. 
Recalling that E(ψ,A;Ω) = E0(ψ,A;Ω)+ (κH)2
∫
Ω
|curl A − 1|2 dx, we get as an immedi-
ate corollary of Theorem 4.1 and the proof of Theorem 5.1:
Corollary 5.4. Assume that H = κ − μ(κ)√κ with limκ→∞ μ(κ)√κ = 0. Then, for any minimizer
(ψ,A) of (1.1), the following asymptotic estimate holds:
κ2H 2
∫
Ω
|curl A − 1|2 dx = o(max([μ(κ)]2+,1)κ) as κ → ∞.
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We proceed in this section to complete the proofs of Theorem 1.2 and Corollary 1.3.
We start by a localization estimate.
Lemma 6.1. Assume H = κ −μ(κ)√κ such that
lim
κ→∞
μ(κ)√
κ
= 0.
Then, for any minimizer (ψ,A) of (1.1) and any open, smooth domain D ⊂ Ω , we have as
κ → ∞:
E(ψ,A;D)− E(fψ,A;D)−
∫
D
|∇f |2|ψ |2 dx + κ
2
2
∫
D
(
1 − f 2)2|ψ |4 dx
= −Re
∫
∂Ω
|ψ |2f ν · ∇f dσ + o(κ). (6.1)
Here ν is the unit inward normal vector of ∂Ω and f is any function such that
∇f ∈ L∞(R2), suppf ⊂ D.
Proof. Integrating by parts, we get the following localization formula,∫
Ω
∣∣(∇ − iκH)fψ∣∣2 dx = Re∫
Ω
−(∇ − iκHA)2ψf 2ψ dx
− Re
∫
∂Ω
|ψ |2f ν · ∇f dσ +
∫
Ω
|∇f |2|ψ |2 dx. (6.2)
Using the equation for ψ in (2.1) and the assumption suppf ⊂ D, we get further
E(fψ,A;D) = κ2
∫
Ω
(
1
2
f 2 − 1
)
f 2|ψ |4 dx +
∫
Ω
|∇f |2|ψ |2 dx − Re
∫
∂Ω
|ψ |2f ν · ∇f dσ
+ (κH)2
∫
D
|curl A − 1|2 dx. (6.3)
Similarly, we get
E(ψ,A;D)= −κ
2
2
∫
D
|ψ |4 dx + (κH)2
∫
D
|curl A − 1|2 dx
+
∫
ψν · (∇ − iκHA)ψ dσ +
∫
ψν · (∇ − iκHA)ψ dσ. (6.4)
D∩∂Ω Ω∩∂D
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D∩∂Ω
ψν · (∇ − iκHA)ψ dσ +
∫
Ω∩∂D
ψν · (∇ − iκHA)ψ dσ = o(κ),
as κ → ∞.
Thanks to the boundary condition in (2.1), the integral over D ∩ ∂Ω vanishes. So we only
consider the integral over Ω ∩ ∂D. To that end we write∫
Ω∩∂D
ψν · (∇ − iκHA)ψ dσ =
∫
{x∈Ω∩∂D: dist(x,∂Ω)g1(κ)}
ψν · (∇ − iκHA)ψ dσ
+
∫
{x∈Ω∩∂D: dist(x,∂Ω)g1(κ)}
ψν · (∇ − iκHA)ψ dσ.
Here g1(κ) is any positive function such that g1(κ) → 0 and κg1(κ) → ∞ as κ → ∞. Invoking
the results of Lemmas 2.2 and 2.3, we deduce that∫
Ω∩∂D
ψν · (∇ − iκHA)ψ dσ = o(κ) as κ → ∞.  (6.5)
Proof of Theorem 1.2. Thanks to Theorem 1.1, we may assume the condition
lim infκ→∞ μ(κ) > −∞.
Let us consider a partition of unity on R,
h21 + h22 = 1 in R, supph1 ⊂ (−1,∞), supph2 ⊂
(
−∞,−1
2
)
.
Let m = m(κ) ∈ (0,1) be a parameter that will be specified later. Define the ‘signed’ distance to
the boundary between D and Ω \D,
tD(x) =
{−dist(x,Γ ) if x ∈ D,
dist(x,Γ ) if x /∈ D, with Γ := ∂D \ ∂Ω.
For any x ∈ Ω , we define
ϕ1,m(x) = h1
(
tD(x)
m
)
ψ(x), ϕ2,m(x) = h2
(
tD(x)
m
)
ψ(x).
The partition of unity h21(
tD(x)
m
)+h22( tD(x)m ) = 1 gives us a decomposition formula for the energy(similar to the one stated in (5.7)). It results from this decomposition formula that
E(ψ,A;Ω) E(ϕ1,m,A;Ω)+ E(ϕ2,m,A;Ω)− C
m2
∫
|ψ |2 dx. (6.6)Ω
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m  1 and m−1 +m−2ζ 2  max(1, [μ(κ)]2+)κ as κ → ∞. (6.7)
Here ζ(κ) = max{|1 − κ
H
|1/2, κ−1/4} as previously. The choice m = 1√
κ
fulfills the condition
in (6.7).
Invoking Corollary 3.1 and the upper bound of Theorem 4.1, we get under the condition (6.7),
E(ϕ1,m,A;Ω)+ E(ϕ2,m,A;Ω)−A
(
μ(κ);Ω)+ o(max(1, [μ(κ)]2+)κ), (6.8)
where, for a subdomain V ⊂ Ω , we define
A(μ(κ);V )= (E1|V ∩ ∂Ω| + [μ(κ)]2+E2|V |)κ. (6.9)
Notice that ϕ1,m has support in Um, where
Um =
{
x ∈ Ω: dist(x,U) <m}, U = Ω \D.
Applying Theorem 5.1, we get the following lower bound,
E(ϕ1,m,A;Ω)−A
(
μ(κ);Ω \D)+ o(max(1, [μ(κ)]2+)κ) as κ → ∞. (6.10)
Substituting (6.10) in (6.8), we also get the following upper bound
E(ϕ2,m,A;Ω)−A
(
μ(κ);D)+ o(max(1, [μ(κ)]2+)κ). (6.11)
In order to finish the proof of Theorem 1.2, it is sufficient to show for an arbitrary smooth
domain D ⊂ Ω ,
E(ψ,A;D)−A(μ(κ),D)+ o(max(1, [μ(κ)]2+)κ) as κ → ∞, (6.12)
and
E(ψ,A;Ω \D)−A(μ(κ),Ω \D)+ o(max(1, [μ(κ)]2+)κ) as κ → ∞. (6.13)
Let us prove (6.12). Notice that ϕ2,m has support in D. Invoking Lemma 6.1 (applied to f =
h1(
tD(x)
m
)) together with Corollary 3.1, we get (thanks in particular to the condition (6.7) on m)
E(ψ,A;D) E(ϕ2,m,A;D)+ o
(
max
(
1,
[
μ(κ)
]2
+
)
κ
)
.
Using (6.11), we see that (6.12) actually holds.
Let us prove now (6.13). We have the natural decomposition of the energy,
E(ψ,A;Ω) = E(ψ,A;D)+ E(ψ,A;Ω \D).
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E(ψ,A;D)+ E(ψ,A;Ω \D)−A(μ(κ),Ω)+ o(max(1, [μ(κ)]2+)κ).
Inserting the established upper bound (6.12) in the left side above, we get the lower bound
in (6.13). 
Proof of Corollary 1.3. Consider any open domain D ⊂ Ω . Let us multiply the G–L equa-
tion (2.1) for ψ by ψ and integrate over Ω . Integrating by parts and using Corollary 5.4, we
obtain
E(ψ,A;D) = −κ
2
2
∫
D
|ψ |4 dx +
∫
Ω∩∂D
ψνD · (∇ − iκHA)ψ dσ
+ o(max(1, [μ(κ)]2+)κ), as κ → ∞.
Using Lemmas 2.2 and 2.3, we get (see the proof of (6.5))∫
Ω∩∂D
ψνD · (∇ − iκHA)ψ dσ = o(κ), as κ → ∞.
In particular we have
E(ψ,A;D) = −κ
2
2
∫
D
|ψ |4 dx + o(max(1, [μ(κ)]2+)κ), as κ → ∞.
Implementing the asymptotic expansion of Theorem 1.2, we obtain
κ2
2
∫
D
|ψ |4 dx = A(μ(κ),D)+ o(max(1, [μ(κ)]2+)κ), as κ → ∞.
Coming back to the definition of A(μ(κ),D) in (6.9), we get the result of Corollary 1.3. 
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