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HARDY-SOBOLEV INEQUALITY WITH HIGHER DIMENSIONAL
SINGULARITY
EL HADJI ABDOULAYE THIAM
Abstract. For N ≥ 4, we let Ω to be a smooth bounded domain of RN , Γ a smooth
closed submanifold of Ω of dimension k with 1 ≤ k ≤ N − 2 and h a continuous
function defined on Ω. We denote by ρΓ (·) := distg (·,Γ) the distance function
to Γ. For σ ∈ (0, 2), we study existence of positive solutions u ∈ H10 (Ω) to the
nonlinear equation
−∆u+ hu = ρ−σΓ u
2∗(σ)−1 in Ω,
where 2∗(σ) := 2(N−σ)N−2 is the critical Hardy-Sobolev exponent. In particular, we
provide existence of solution under the influence of the local geometry of Γ and the
potential h.
1. Introduction
We consider the following Hardy-Sobolev inequality with cylindrical weight: for N ≥ 3,
0 ≤ k ≤ N − 1 and 0 ≤ σ ≤ 2, we have
(1.1)
∫
RN
|∇v|2dx ≥ C
(∫
RN
|z|−σ |v|2∗σdx
)2/2∗σ
for all v ∈ D1,2(RN ),
where x = (t, z) ∈ Rk × RN−k, C is a positive constant depending only on N , k and σ,
2∗σ :=
2(N−σ)
N−2 is the critical Hardy-Sobolev exponent and D1,2(RN) is the completion of
C∞c (R
N) with respect to the norm
v 7−→
(∫
RN
|∇v|2dx
)1/2
.
For σ = 0, inequality (1.1) corresponds to the following classical Sobolev inequality:
(1.2)
∫
RN
|∇v|2dx ≥ C
(∫
RN
|v|2∗0dx
)2/2∗0
for all v ∈ D1,2(RN).
In this case, the best constant (denoted SN,0) is achieved by the function w(x) = c
(
1 + |x|2) 2−N2
and hence the value SN,0 = N (N − 2) [Γ (N/2) /Γ (N)] explicitly (see Aubin [1], Lieb [28]
and Talenti [32]). Here Γ is the classical Euler function.
For σ = 2 and k 6= N − 2, inequality (1.1) corresponds to the following classical Hardy
inequality:
(1.3)
∫
RN
|∇v|2dx ≥
(
N − k − 2
2
)2 ∫
RN
|z|−2|v|2dx for all v ∈ D1,2(RN ).
The constant
(
N−k−2
2
)2
is optimal but it is never achieved. This fact suggests that
it is possible to improve this inequality, see Brezis-Vasquez [5] and references therein.
For improved Hardy inequality on compact Riemannian manifolds, see the paper of the
author [33].
1
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For σ ∈ (0, 2), the best constant in (1.1) is given by
(1.4) SN,σ := inf
{∫
RN
|∇u|2dx, u ∈ D1,2
(
RN
)
and
∫
RN
|z|−σ|u|2∗σdx = 1
}
and it is attained, see Badiale-Tarantello [2]. Moreover extremal functions are cylindrical
symmetric, see Fabbri-Mancini-Sandeep [12]. However few of them are known explicitly.
Indeed, when k = 0, they are given up to scaling by w(x) = [(N − σ) (N − 2)]
N−2
2(2−σ)
(
1 + |x|2−σ) 2−N2−σ .
Thus the best constant is
SN,σ := (N − 2)(N − σ)
[
wN−1
2− σ
Γ2(N − σ
2−σ )
Γ( 2(N−σ)
2−σ )
] 2−σ
N−σ
,
see Lieb [28]. When σ = 1, the authors in [12] showed that the minimizers are given by
w(x) = {(N − k)(k − 1)}N−22 ((1 + |z|)2 + |t|2) 2−N2
up to scaling in the full variable and translations in the t−direction.
In this paper, we consider a Hardy-Sobolev inequality in a bounded domain of the
Euclidean space with singularity a closed submanifold of higher dimensional singularity.
In particular, we let Ω be a bounded domain of RN , N ≥ 3, and h a continuous function
defined on Ω. Let Γ ⊂ Ω be a smooth closed submanifold in Ω of dimension k, with
1 ≤ k ≤ N − 2. We are concerned with the existence of minimizers for the following
Hardy-Sobolev best constant:
(1.5) µh,σ(Ω,Γ) := inf
u∈H10(Ω)\{0}
∫
Ω
|∇u|2dx+
∫
Ω
hu2dx(∫
Ω
ρ−σΓ |u|2
∗
σdx
) 2
2∗σ
,
where σ ∈ (0, 2), 2∗σ := 2(N − σ)N − 2 and ρΓ(x) := dist(x,Γ) is the distance function to Γ.
Here and in the following, we assume that −∆ + h defines a coercive bilinear form on
H10 (Ω). We are interested with the effect of the local geometry of the submanifold Γ on
the existence of minimizer for µh,σ(Ω,Γ).
When k = 1 (i.e. Γ is a curve), we have the following result due to the author and
Fall [14].
Theorem 1.1. Let N ≥ 3, σ ∈ (0, 2) and Ω be a bounded domain of RN . Consider Γ a
smooth closed curve contained in Ω. Let h be a continuous function such that the linear
operator −∆+ h is coercive. Then there exists a positive constant CN,σ, only depending
on N and σ with the property that if there exists y0 ∈ Γ such that
(1.6)

h(y0) + CN,σ|κ(y0)|2 < 0 for N ≥ 4
m(y0) > 0 for N = 3
then µh,σ (Ω,Γ) < SN,σ, and µh,σ (Ω,Γ) is achieved by a positive function. Here κ : Γ →
RN is the curvature vector of Γ and m : Ω → R is the mass-the trace of the regular part
of the Green function of the operator −∆+ h with zero Dirichlet data.
This result shows the dichotomy between the case N ≥ 4 and the case N = 3 as in
Brezis-Nirenberg [4], Druet [8], Jaber [25] et references therein.
Our main result deals with the case 2 ≤ k ≤ N − 2 and N ≥ 4. Then we have
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Theorem 1.2. Let N ≥ 4, σ ∈ (0, 2) and Ω be a bounded domain of RN . Consider Γ a
smooth closed submanifold contained in Ω of dimension k with 2 ≤ k ≤ N − 2. Let h be
a continuous function such that the linear operator −∆+ h is coercive. Then there exists
positive constants C1N,σ and C
2
N,σ, only depending on N and σ with the property that if
there exists y0 ∈ Γ such that
(1.7) C1N,σH
2(y0) + C
2
N,σRg(y0) + h(y0) < 0
then µh,σ (Ω,Γ) < SN,σ, and µh,σ (Ω,Γ) is achieved by a positive function. Here H
2 and
Rg are respectively the norms of the mean curvature and the scalar curvature of Γ.
The explicit values of C1N,σ and C
2
N,σ appearing in (1.7) are given by weighted integrals
involving partial derivatives of w, a minimizer for SN,σ, see Proposition 4.3 below. When
k = 1 then Rg(x0) = 0. Hence H = κ, so that we recover Theorem 1.1.
In the litterature several authors studied Hardy-Sobolev inequalites in domains of
the Euclidean space and in Riemannian manifolds, see [6, 7, 15–21, 25–27] and references
therein. For instance, we let Ω to be a smooth bounded domain of RN with 0 ∈ Ω and
consider the following Hardy-Sobolev constant
(1.8) µσ (Ω) := inf
{∫
Ω
|∇u|2dx, u ∈ H10 (Ω) and
∫
Ω
|x|−σ|u|2∗σdx = 1
}
,
with σ ∈ [0, 2). It is well known that the value of µσ (Ω) is independent of Ω thanks
to scaling invariant. Moreover µσ (Ω) = SN,σ given by (1.4) and it is not attained for
all bounded domains, see Ghoussoub-Yuan [21] and Struwe [30]. However the situation
changes when we add a little perturbation. For example, let h be a continuous function
on Ω. Consider the following Hardy-Sobolev best constant
(1.9)
µh,σ (Ω) := inf
{∫
Ω
|∇u|2dx+
∫
Ω
hu2dx, u ∈ H10 (Ω) and
∫
Ω
|x|−σ|u|2∗σdx = 1
}
.
When σ = 0, (1.9) corresponds to the famous Brezis-Nirenberg problem (see [4]) and when
σ = 2, this kind of problem was study by the author on compact Riemannian manifolds,
see [33]. In the non-singular case (σ = 0), authors in [4] showed that, for N ≥ 4 it is
enough that h(y0) < 0 to get minimizer for some y0 ∈ Ω. While for N = 3, the problem
is no more local and existence of minimizers is guaranted by the positiveness of a certain
mass-the trace of the regular part of the Green function of the operator −∆+h with zero
Dirichlet data, see [8, 10]. Related references for this Brezis-Nirenberg type problem are
Druet [9], Hebey-Vaugon [23,24], Egnell [11] and references therein.
When σ = 2 and h ≡ λ is a real parameter and Ω is replaced by a compact Riemannian
manifold, then the author in [33] proved the existence of a threshold λ∗ (Ω) such that the
best constant in (1.9) has a solution if and only if λ < λ∗. See also [34].
A very interesting case in the litterature is when 0 ∈ ∂Ω. The result of the attainability
for the Hardy-Sobolev best constant µσ (Ω) defined in (1.8) is quite different from that
in the situation where 0 ∈ Ω. The fact that things may be different when 0 ∈ ∂Ω
first emerged in the paper of Egnell [11] where he considers open cones of the form
C = {x ∈ RN ;x = rθ, θ ∈ D and r > 0} where the base D is a connected domain of
the unit sphere SN−1 of RN . Egnell showed that µσ (C) is then attained for 0 < s < 2
even when C¯ 6= RN . Later Ghoussoub and Kang in [20] showed that if all the principal
curvatures of ∂Ω at 0 are negative then µσ (Ω) < µσ
(
RN+
)
and it is achieved. Demyanov
and Nazarov in [7] proved that the extremals for µσ (Ω) exist when Ω is average concave
in a neighborhood of the origin. Later Ghoussoub and Robert in [18] proved the existence
of extremals when the boundary is smooth and the mean curvatu
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more results in this direction and generalizations, we refer to Ghoussoub-Robert [15–17],
Chern-Lin [6], Lin-Li [27], Lin-Walade [29,31], the Fall, Minlend and the author [13] and
references therein.
The proof of Theorem 1.2 rely on test function methods. Namely to build appropri-
ate test functions allowing to compare µh,σ(Ω,Γ) and SN,σ. While it always holds that
µh,σ(Ω,Γ) ≤ SN,σ, our main task is to find a function for which µh,σ(Ω,Γ) < SN,σ. This
then allows to recover compactness and thus every minimizing sequence for µh,σ(Ω,Γ)
has a subsequence which converges to a minimizer. Building these approximates solutions
requires to have sharp decay estimates of a minimizer w for SN,σ, see Lemma 2.3 below. In
Section 3, we prove existence result when µh,σ (Ω,Γ) < SN,σ. In Section 2, we give some
preliminaries results. In Section 4, we build continuous familly of test functions (uε)ε>0
concentrating at a point y0 ∈ Γ which yields µh,σ(Ω,Γ) < SN,σ, as ε → 0, provided (1.7)
holds.
2. Preliminaries
Let Γ ⊂ RN be a smooth closed submanifold of dimension k with 2 ≤ k ≤ N − 2.
For y0 ∈ Γ, we let (E1; . . . ;Ek) be an orthonormal basis of Ty0Γ, the tangent space of Γ
at y0. For r > 0 small, a neighborhood of y0 ∈ Γ can be parametrized by the mapping
f : BRk (0, r)→ Γ defined by
f (t) := expΓy0
(
k∑
a=1
taEa
)
,
where expΓy0 is the exponential map of Γ at y0 and BRk(0, r) is the ball of R
k centered at
0 and of radius r. We choose a smooth orthonormal frame field (Ek+1(f(t)); ...;EN(f(t)))
on the normal bundle of Γ such that (E1 (f(t)) ; ...;EN(f(t))) is an oriented basis of R
N
for every t ∈ Bkr , with Ei(f(0)) = Ei. We fix the following notation, that will be used a
lot in the paper,
Qr := BRk (0, r)×BRN−k(0, r),
where BRm(0, r) denotes the ball in R
m with radius r centered at the origin. Provided
r > 0 small, the map Fy0 : Qr → Ω, given by
(2.1) (t, z) 7→ Fy0(t, z) := f(t) +
N∑
i=2
ziEi(f(t)),
is smooth and parameterizes a neighborhood of y0 = Fy0(0, 0). We consider ρΓ : Ω → R
the distance function to the submanifold given by
ρΓ(t) = min
t∈Γ
|t− t|.
In the above coordinates, we have
(2.2) ρΓ (Fy0(x)) = |z| for every x = (t, z) ∈ Qr.
Since the basis {Ei}i is orthonormal, then for every t ∈ BRk (0, r); a, b = 1, · · · , k and
i, j = k + 1, . . . N , there exists real numbers Γiab (f(t)) and β
i
ja(f(t)) such that we can
write
(2.3) dEi ◦ ∂f
∂ta
= −
k∑
b=1
Γiab
∂f
∂tb
+
∑
j=k+1
i6=j
βijaEj .
The quantity Γiab (f(t)) and β
i
ja(f(t)) are the second fundamental form and the ”torsion”
of Γ. The norms of the second fundamental form and the mean curvature are then given
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respectively by
Γ :=
(
k∑
ab=1
N∑
i=k+1
(
Γiab
)2)1/2
and H :=
 N∑
i=k+1
(
k∑
a=1
Γiaa
)21/2 .
We note that provided r > 0 small, Γiab and β
i
ja are smooth functions. Moreover, it is
easy to see that
(2.4) βija(f(t)) = −βjia(f(t)) for i, j = 2, . . . , N and a = 1, · · · , k .
Next, we derive the expansion of the metric induced by the parameterization Fy0 defined
above. For x = (t, z) ∈ Qr, we define
gab(x) := ∂taFy0(x) · ∂tbFy0(x), gai(x) := ∂taFy0(x) · ∂ziFy0(x)
and
gij(x) := ∂zjFy0(x) · ∂ziFy0(x).
Then we have the following
Lemma 2.1. For any a, b = 1, · · · , k and for any i, j = k + 1, · · · , N , we have
gab(x) = δab − 2
N∑
i=k+1
ziΓ
i
ab +
N∑
ij=k+1
k∑
c=1
zizjΓ
i
acΓ
j
bc
+
N∑
ij=k+1
N∑
l=k+1
l 6=i
l 6=j
zizjβ
i
laβ
j
lb −
1
3
k∑
cd=1
Racbd(x0)tctd +O
(
|x|3
)
gai(x) =
N∑
j=k+1
j 6=i
zjβ
j
ia and gij(x) = δij ,
where the curvature terms Γiab and β
j
ia are computed at the point f(t).
Proof. We use the expression in (2.1) to get
(2.5)
∂F
∂ta
=
∂f
∂ta
+
N∑
i=k+1
zidEi ◦ ∂f
∂ta
and
∂F
∂zi
= Ei.
Then using (2.5) and the fact that
∂f
∂ta
∈ Tf(t)Γ, we easily get
gai(x) =
N∑
j=k+1
j 6=i
zjβ
j
ia and gij(x) = δij .
We have also that
(2.6)
gab(x) = 〈 ∂f
∂ta
,
∂f
∂tb
〉 +
N∑
i=k+1
zi〈dEi ◦ ∂f
∂ta
,
∂f
∂tb
〉
+
N∑
i=k+1
zi〈dEi ◦ ∂f
∂tb
,
∂f
∂ta
〉+
N∑
ij=k+1
zizj〈dEi ◦ ∂f
∂ta
, dEj ◦ ∂f
∂tb
〉.
The expansion of the induced metric g˜ab = 〈 ∂f∂ta ,
∂f
∂tb
〉 in the local chart of the exponential
map is given by
(2.7) g˜ab(x) = δab − 1
3
k∑
cd=1
Racbd(x0)tctd +O
(|t|3) ,
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where the Racbd are the components of the tensor curvature of Γ, see [22]. We then plug
(2.7) in (2.6) to get
gab(x) = δab − 2
N∑
i=k+1
ziΓ
i
ab +
N∑
ij=k+1
k∑
c=1
zizjΓ
i
acΓ
j
bc
+
N∑
ij=k+1
N∑
l=k+1
l 6=i
l 6=j
zizjβ
i
laβ
j
lb −
1
3
k∑
cd=1
Racbd(x0)tctd +O
(|x|3) .
This ends the proof. 
We will need the following result deduced from Lemma 2.1.
Lemma 2.2. In a small neighborhood of the point y0 ∈ Ω the expansion of the square root
of the determinant of the metric is given by
(2.8)
√
|g|(x) = 1−
N∑
i=k+1
ziH
i −1
2
N∑
ij=k+1
k∑
ab=1
zizjΓ
i
abΓ
j
ab +
N∑
ij=k+1
zizjH
iHj
−1
6
k∑
cd=1
Riccd(x0)tctd +O
(|x|3) .
Moreover the components of the inverse of the metric are
(2.9)
gab(x) = δab + 2
N∑
i=k+1
ziΓ
i
ab + 3
N∑
ij=k+1
k∑
c=1
zizjΓ
i
acΓ
j
bc +
1
3
k∑
cd=1
Racbd(x0)tctd +O
(|x|3)
gai(x) = −
N∑
j=k+1
zjβ
j
ia − 2
k∑
c=1
N∑
lm=k+1
zlzmΓ
l
acΓ
m
ac +O
(|x|3)
gij(x) = δij +
k∑
c=1
N∑
lm=k+1
zlzmβ
l
icβ
m
jc +O
(|x|3) .
Proof. We can write g(x) = I + A. Then we have the classical expansion
(2.10)
√
det (I + A)(x) = 1 +
tr A
2
+
( tr A)2
4
− tr
(
A2
)
4
+O
(|A|3) ,
where we have
(2.11)
trA
2
= −
N∑
i=k+1
ziH
i+
1
2
N∑
ij=k+1
k∑
ab=1
zizjΓ
i
abΓ
j
ab+
1
2
N∑
ijl=k+1
l 6=i
l 6=j
zizjβ
i
laβ
j
la−
1
6
k∑
cd=1
Riccd(x0)tctd+O
(|x|3)
and
(2.12)
(trA)2
4
=
N∑
ij=k+1
zizjH
iHj +O
(|x|3) ,
where for i = k + 1, · · · , N we have
Hi =
k∑
a=1
Γiaa
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are the components of the mean curvature of Γ. Moreover using the fact that the matrix
A is symmetric, we get
trA2 =
N∑
α=1
(
A2
)
αα
=
N∑
α=1
 N∑
β=1
Aαβ(x)Aαβ(x)
 .
Then
− trA
2
4
= −1
4
 k∑
ab=1
A2ab(x) + 2
k∑
a=1
N∑
i=k+1
A2ai(x) +
N∑
ij=k+1
A2ij(x)
 .
Therefore
(2.13) − trA
2
4
= −
N∑
ij=k+1
k∑
ab=1
zizjΓ
i
abΓ
j
ab −
1
2
k∑
a=1
N∑
ijl=k+1
i6=l
j 6=l
zizjβ
i
laβ
j
la.
By (2.10), (2.11), (2.12) and (2.13), we finally obtain√
|g|(x) = 1−
N∑
i=k+1
ziH
i − 1
2
N∑
ij=k+1
k∑
ab=1
zizjΓ
i
abΓ
j
ab
+
N∑
ij=k+1
zizjH
iHj − 1
6
k∑
cd=1
Riccd(x0)tctd +O
(|x|3) .
We write
g(x) = I + A(x) +B(x) +O
(|x|3) ,
where A and B are symmetric matrix given by
Aab(x) = −2
N∑
i=k+1
ziΓ
i
ab; Aai(x) =
N∑
j=k+1
zjβ
j
ia and Aij(x) = 0
and
Bab(x) =
N∑
ij=k+1
k∑
c=1
zizjΓ
i
acΓ
j
bc +
N∑
ij=k+1
N∑
l=k+1
l 6=i
l 6=j
zizjβ
i
laβ
j
lb −
1
3
k∑
cd=1
Racbd(x0)tctd
and
Bai(x) = Bij(x) = 0.
It’s clear that the inverse of the metric g−1 is given by
g−1(x) = I − A(x)−B(x) + A2(x) +O (|x|3) .
This yields
gab(x) = δab − Aab(x)−Bab(x) +
k∑
c=1
Aac(x)Abc(x) +
N∑
i=k+1
Aai(x)Abi(x) +O
(|x|3)
gai(x) = −Aai(x)−Bai(x) +
k∑
c=1
Aac(x)Aic(x) +
N∑
j=k+1
Aaj(x)Aij(x) +O
(|x|3)
gij(x) = δij − Aij(x)−Bij(x) +
k∑
c=1
Aic(x)Ajc(x) +
N∑
l=k+1
Ail(x)Ajl(x) +O
(|x|3) .
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Hence we obtain that
(2.14)
gab(x) = δab + 2
N∑
i=k+1
ziΓ
i
ab + 3
N∑
ij=k+1
k∑
c=1
zizjΓ
i
acΓ
j
bc +
1
3
k∑
cd=1
Racbd(x0)tctd +O
(|x|3)
gai(x) = −
N∑
j=k+1
zjβ
j
ia − 2
k∑
c=1
N∑
lm=k+1
zlzmΓ
l
acΓ
m
ac +O
(|x|3)
gij(x) = δij +
k∑
c=1
N∑
lm=k+1
zlzmβ
l
icβ
m
jc +O
(|x|3) .
This ends the proof of the lemma. 
We consider the best constant for the cylindrical Hardy-Sobolev inequality
SN,σ = min
{∫
RN
|∇w|2dx : w ∈ D1,2(RN ),
∫
RN
|z|−σ|w|2∗σdx = 1
}
.
As mentioned in the first section, it is attained by a positive function w ∈ D1,2(RN),
satisfying
(2.15) −∆w = SN,σ|z|−σw2
∗
σ−1 in RN ,
see e.g. [2]. Moreover from [12], we have
(2.16) w(x) = w(t, z) = θ (|t|, |z|) for a function θ : R+ × R+ → R+.
We will need the following preliminary result in the sequel.
Lemma 2.3. Let w be a ground state for SN,σ then there exist positive constants C1, C2,
only depending on N and σ, such that
(i) For every x ∈ RN
(2.17)
C1
1 + |x|N−2 ≤ w(x) ≤
C2
1 + |x|N−2 .
(ii) For |x| = |(t, z)| ≤ 1
|∇w(x)|+ |x||D2w(x)| ≤ C2|z|1−σ
(iii) For |x| = |(t, z)| ≥ 1
|∇w(x)|+ |x||D2w(x)| ≤ C2max(1, |z|−σ)|x|1−N .
Fabbri, Mancini and Sandeep proved (i) in [12]. The proof of (ii) and (iii) are done by
the Fall and the author in [14].
3. Existence Result
Let Ω be a bounded domain of RN , N ≥ 3, and h a continuous function on Ω. Let Γ
be a smooth closed submanifold contained in Ω. We consider
(3.1) µh,σ(Ω,Γ) := inf
u∈H10(Ω)
∫
Ω
|∇u|2dx+
∫
Ω
hu2dy(∫
Ω
ρ−σΓ |u|2
∗
σdy
) 2
2∗σ
.
We also recall that
(3.2) SN,σ = inf
v∈D1,2(RN )
∫
RN
|∇v|2dx(∫
RN
|z|−σ|v|2∗σdx
) 2
2∗σ
,
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with x = (t, z) ∈ R × RN−1. Our aim in this section is to show that if µh,σ (Ω,Γ) <
SN,σ then the best constant µh,σ (Ω,Γ) is achieved. The argument of proof is standard.
However, for sake of completeness, we add the proof. We start with the following
Lemma 3.1. Let Ω be an open subset of RN , with N ≥ 3, and let Γ ⊂ Ω be a smooth
closed submanifold. Then for every r > 0, there exist positive constants cr > 0, only
depending on Ω,Γ, N, σ and r, such that for every u ∈ H10 (Ω)
SN,σ
(∫
Ω
ρ−σΓ |u|2
∗
σdy
)2/2∗σ
≤ (1 + r)
∫
Ω
|∇u|2dy + cr
[∫
Ω
u2dy +
(∫
Ω
|u|2∗σdy
)2/2∗σ]
,
where 2∗σ =
2(N−σ)
N−2 and σ ∈ (0, 2).
Proof. We let r > 0 small. We can cover a tubular neighborhood of Γ by a finite number
of sets (T yir )1≤i≤m given by
T yir := Fyi (Qr) , with yi ∈ Γ.
We refer to Section 2 for the parameterization Fyi : Qr → Ω. See e.g. [1, Section 2.27],
there exists (ϕi)1≤i≤m a partition of unity subordinated to this covering such that
(3.3)
m∑
i
ϕi = 1 and |∇ϕ
1
2∗σ
i | ≤ K in U := ∪mi=1T yir ,
for some constant K > 0. We define
(3.4) ψi(y) := ϕ
1
2∗σ
i (y)u(y) and ψ˜i(x) = ψi(Fyi(x)).
Recall that ρΓ ≥ C > 0 on Ω \ U , for some positive constant C > 0. Therefore, since
2
2∗σ
< 1, by (3.4) we get
(∫
Ω
ρ−σΓ |u|2
∗
σdy+
)2/2∗σ
≤
(∫
U
ρ−σΓ |u|2
∗
σ dy
)2/2∗σ
+
(∫
Ω\U
ρ−σΓ |u|2
∗
σdy
)2/2∗σ
≤
(
m∑
i
∫
T
yi
r
ρ−σΓ |ψi|2
∗
σdy
)2/2∗σ
+ cr
(∫
Ω
|u|2∗σdy
)2/2∗σ
≤
m∑
i
(∫
T
yi
r
ρ−σΓ |ψi|2
∗
σdy
)2/2∗σ
+ cr
(∫
Ω
|u|2∗σdy
)2/2∗σ
.(3.5)
By change of variables and Lemma 2.2, we have(∫
T
yi
r
ρ−σΓ |ψi|2
∗
σdy
)2/2∗σ
=
(∫
Qr
|z|−σ|ψ˜i|2
∗
σ
√
|g|(x)dx
)2/2∗σ
≤ (1 + cr)
(∫
Qr
|z|−σ|ψ˜i|2
∗
σdx
)2/2∗σ
.
In addition by the Hardy-Sobolev best constant (3.2), we have
SN,σ
(∫
Qr
|z|−σ|ψ˜i|2
∗
σdx
)2/2∗σ
≤
(∫
Qr
|∇ψ˜i|2dx
)2/2
.
Therefore by change of variables and Lemma 2.2, we get
SN,σ
(∫
T
yi
r
ρ−σΓ |ψi|2
∗
σdy
)2/2∗σ
≤ (1 + cr)
∫
Qr
|∇ψ˜i|2dx
≤ (1 + c′r) ∫
T
yi
r
|∇(ϕ
1
2∗σ
i u)|2dy =
(
1 + c′r
) ∫
T
yi
r
|ϕ
1
2∗σ
i ∇u+ u∇ϕ
1
2∗σ
i |2dy + cr
∫
Ω
|u|2dy.
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Applying Young’s inequality using (3.3) and (3.4), we find that
SN,σ
(∫
T
yi
r
ρ−σΓ |ψi|2
∗
σdy
)2/2∗σ
≤ (1 + c′r) (1 + ε)∫
T
yi
r
ϕ
2
2∗σ
i |∇u|2dy + cr(ε)
∫
Ω
|u|2dy
≤ (1 + c′r) (1 + ε)∫
T
yi
r
|∇u|2dy + cr(ε)
∫
Ω
|u|2dy.
Summing for i equal 1 to m, we get
SN,σ
m∑
i=1
(∫
T
yi
r
ρ−σΓ |ψi|2
∗
σdy
)2/2∗σ
≤ (1 + c′r) (1 + ε)(∫
Ω
|∇u|2dy
)1/2
+ cr(ε)
(∫
Ω
|u|2dy
)1/2
.
This together with (3.5) give
SN,σ
(∫
Ω
ρ−σΓ |u|2
∗
σdy
)2/2∗σ
≤ (1 + c′r) (1+ε)∫
Ω
|∇u|2dy+cr(ε)
∫
Ω
|u|2dy+cr
( ∫
Ω
|u|2∗σdy
)2/2∗σ
.
Since ε and r can be chosen arbitrarily small, we get the desired result. 
We can now prove the following existence result.
Proposition 3.2. Consider µh,σ(Ω,Γ) and SN,σ given by (3.1) and (3.2) respectively.
Suppose that
(3.6) µh,σ (Ω,Γ) < SN,σ.
Then µh,σ (Ω,Γ) is achieved by a positive function.
Proof. Let (un)n∈N be a minimizing sequence for µh,σ (Ω,Γ) normalized so that
(3.7)
∫
Ω
ρ−σΓ |u|2
∗
σdx = 1 and µh,σ (Ω,Γ) =
∫
Ω
|∇un|2dx+
∫
Ω
hu2ndx+ o(1).
By coercivity of −∆ + h, the sequence (un)n∈N is bounded in H10 (Ω) and thus , up to a
subsequence,
un ⇀ u weakly in H
1
0 (Ω),
and
(3.8) un → u strongly in Lp(Ω) for 1 ≤ p < 2∗0 := 2N
N − 2 .
The weak convergence in H10 (Ω) implies that
(3.9)
∫
Ω
|∇un|2dx =
∫
Ω
|∇(un − u)|2dx+
∫
Ω
|∇u|2dx+ o(1).
By Brezis-Lieb lemma [3] and the strong convergence in the Lebesgue spaces Lp(Ω), we
have
(3.10) 1 =
∫
Ω
ρ−σΓ |un|2
∗
σdx =
∫
Ω
ρ−σΓ |u− un|2
∗
σdx+
∫
Ω
ρ−σΓ |u|2
∗
σdx+ o(1).
By Lemma 3.1, (3.8) —note that 2∗σ < 2
∗
0 , we then deduce that
(3.11) SN,σ
(∫
Ω
ρ−σΓ |u− un|2
∗
σdx
)2/2∗σ
≤ (1 + r)
∫
Ω
|∇(u− un)|2dx+ o(1).
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Using (3.9), (3.10) and (3.11), we have
SN,σ
(
1−
∫
Ω
ρ−σΓ |u|2
∗
σdx
)2/2∗σ
≤ (1 + r)
(∫
Ω
|∇un|2dx−
∫
Ω
|∇u|2dx
)
+ o(1)
= (1 + r)
(
µh,σ (Ω,Γ)−
∫
Ω
hu2ndx−
∫
Ω
|∇u|2dx
)
+ o(1)
= (1 + r)
(
µh,σ (Ω,Γ)−
∫
Ω
hu2dx−
∫
Ω
|∇u|2dx
)
+ o(1)
≤ (1 + r)µh,σ (Ω,Γ)
(
1−
(∫
Ω
ρ−σΓ |u|2
∗
σdx
)2/2∗σ)
+ o(1).(3.12)
By the concavity of the map t 7→ t2/2∗σ on [0, 1], we have
1 ≤
(
1−
∫
Ω
ρ−σΓ |u|2
∗
σdx
)2/2∗σ
+
(∫
Ω
ρ−σΓ |u|2
∗
σdx
)2/2∗σ
.
From this, then taking the limits respectively as n→ +∞ and as r → 0 in (3.12), we find
that
[SN,σ − µh,σ(Ω,Γ)]
(
1−
(∫
Ω
ρ−σΓ |u|2
∗
σdx
)2/2∗σ)
≤ 0.
Thanks to (3.6), we then get
1 ≤
∫
Ω
ρ−σΓ |u|2
∗
σdx.
Since by (3.7) and Fatou’s lemma,
1 =
∫
Ω
ρ−σΓ |un|2
∗
σdx ≥
∫
Ω
ρ−σΓ |u|2
∗
σdx,
we conclude that ∫
Ω
ρ−σΓ |u|2
∗
σdx = 1.
It then follows from (3.7) that un → u in L2∗σ (Ω; ρ−σΓ ) and thus un → u in H10 (Ω).
Therefore u is a minimizer for µh,σ(Ω,Γ). Since |u| is also a minimizer for µh,σ(Ω,Γ), we
may assume that u 	 0. Therefore u > 0 by the maximum principle. 
4. Comparing SN,σ and µh,σ (Ω,Γ)
Lemma 4.1. Let v ∈ D1,2(RN ), N ≥ 3, satisfy v(t, z) = Θ(|t|, |z|), for some some
function Θ : R+ × R+ → R. Then for 0 < r < R, we have∫
QR\Qr
|∇v|2g
√
|g|dx =
∫
QR\Qr
|∇v|2dx+ 3Γ
2 − 2H2
k(N − k)
∫
QR\Qr
|z|2|∇tv|2dx
+
Rg(x0)
3k2
∫
QR\Qr
|t|2|∇tv|2dx+ H
2 − Γ2/2
N − k
∫
QR\Qr
|z|2|∇v|2dx
− Rg(x0)
6k
∫
QR\Qr
|t|2|∇v|2dx+O
(∫
QR\Qr
|x|3|∇v|2dx
)
.
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Proof. It is easy to see that∫
QR\Qr
|∇v|2g
√
|g|dx =
∫
QR\Qr
|∇v|2dx+
∫
QR\Qr
(|∇v|2g − |∇v|2)
√
|g|dx(4.1)
(4.2)
+
∫
QR\Qr
|∇v|2(
√
|g| − 1)dx.(4.3)
We recall that
|∇v|2g(x)− |∇v|2(x) =
N∑
αβ=1
[
gαβ(x)− δαβ
]
∂zαv(x)∂zβv(x).
It then follows that∫
QR\Qr
[|∇v|2g − |∇v|2]√|g|dx = N∑
ij=k+1
∫
QR\Qr
[
gij − δij
]
∂ziv∂zjv
√
|g|dx
+ 2
k∑
a=1
N∑
i=2
∫
QR\Qr
gia (∂tav∂ziv)
√
|g|dx(4.4)
+
k∑
ab=1
∫
QR\Qr
[gab − δab] (∂tav∂tbv)
√
|g|dx.
We first use Lemma 2.1, Lemma 2.2 and (2.4), to get
N∑
ij=k+1
∫
QR\Qr
[
gij − δij
]
∂ziv∂zjv
√
|g| dx
=
N∑
ij=k+1
∫
QR\Qr
( k∑
c=1
N∑
lm=k+1
βlicβ
m
jczlzm +O
(|x|3))zizj|z|2 |∇zv|2dx
=
k∑
c=1
N∑
ij=k+1
∫
QR\Qr
βjicβ
j
ic
z2i z
2
j
|z|2 |∇zv|
2dx
+
k∑
c=1
N∑
ij=k+1
i6=j
∫
QR\Qr
βiicβ
j
jc
z2i z
2
j
|z|2 |∇zv|
2dx
+
k∑
c=1
N∑
ij=k+1
i6=j
∫
QR\Qr
βjicβ
i
jc
z2i z
2
j
|z|2 |∇zv|
2dx+O
(∫
QR\Qr
|x|3|∇zv|2dx
)
.
= O
(∫
QR\Qr
|x|3|∇zv|2dx
)
.(4.5)
Using again Lemma 2.1 and Lemma 2.2, it easy follows that
k∑
a=1
N∑
i=2
∫
QR\Qr
gia (∂tav∂ziv)
√
|g|dx =
k∑
a=1
N∑
i=2
∫
QR\Qr
gia (∇tv · ∇zv) zita
√
|g|dx
= O
(∫
QR\Qr
|x|3|∇v|2dx
)
(4.6)
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By Lemma 2.1 and Lemma 2.2, we then have
k∑
ab=1
∫
QR\Qr
[gab − δab] (∂tav∂tbv)
√
|g|dx =
k∑
ab=1
∫
QR\Qr
[
−2
N∑
ij=k+1
zizjH
iΓjab
+ 3
N∑
ij=k+1
k∑
c=1
zizjΓ
i
acΓ
j
bc
+
1
3
k∑
cd=1
Racbd(x0)tctd +O
(|x|3) ] tatb|t|2 |∇tv|2dx.
Therefore
k∑
ab=1
∫
QR\Qr
[gab − δab] (∂tav∂tbv)
√
|g|dx = 3Γ
2 − 2H2
k(N − k)
∫
QR\Qr
|z|2|∇tv|2dx
+
Rg(x0)
3k2
∫
QR\Qr
|t|2|∇tv|2dx+O
(∫
QR\Qr
|x|3|∇tv|2dx
)
(4.7)
By Lemma 2.2, we have
∫
QR\Qr
|∇v|2(
√
|g| − 1)dx = H
2 − Γ2/2
N − k
∫
QR\Qr
|z|2|∇v|2dx
(4.8)
− Rg(x0)
6k
∫
QR\Qr
|t|2|∇v|2dx+O
(∫
QR\Qr
|x|3|∇v|2dx
)
(4.9)
The result follows from (4.1), (4.4), (4.5), (4.6), (4.7) and (4.8). This then ends the
proof. 
We consider Ω a bounded domain of RN , N ≥ 3, and Γ ⊂ Ω be a smooth closed
submanifold of dimension k with 2 ≤ k ≤ N − 2. For u ∈ H10 (Ω) \ {0}, we define the ratio
(4.10) J (u) :=
∫
Ω
|∇u|2dy +
∫
Ω
hu2dy(∫
Ω
ρ−σΓ |u|2
∗
σdy
)2/2∗σ .
We let η ∈ C∞c (Q2r) be such that
0 ≤ η ≤ 1 and η ≡ 1 in Qr.
For ε > 0, we consider uε : Ω→ R given by
(4.11) uε(y) := ε
2−N
2 η(F−1y0 (y))w
(
ε−1F−1y0 (y)
)
.
In particular, for every x = (t, z) ∈ Rk × RN−k, we have
(4.12) uε (Fy0(x)) := ε
2−N
2 η (x) θ (|t|/ε, |z|/ε) .
It is clear that uε ∈ H10 (Ω). Then we have the following expansion.
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Lemma 4.2. For J given by (4.10) and uε given by (4.11), as ε→ 0, we have
J(uε) = SN,σ + ε
2H
2 − 3Rg(x0)
k(N − k)
∫
Qr/ε
|z|2|∇tw|2dx+ ε2Rg(x0)
3k2
∫
Qr/ε
|t|2|∇tw|2dx
(4.13)
+ ε2
H2 +Rg(x0)
2(N − k)
∫
Qr/ε
|z|2|∇w|2dx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|∇w|2dx
(4.14)
+ ε2
H2 +Rg(x0)
2∗σ(N − k)
SN,σ
∫
Qr/ε
|z|2−σw2∗σdx− ε2Rg(x0)
2∗σ(3k)
SN,σ
∫
Qr/ε
|t|2|z|−σw2∗σdx
(4.15)
+ ε2h(y0)
∫
Qr/ε
w2dx+O
(
ε2
∫
Qr/ε
|h(Fy0(εx)− h(y0)|w2dx
)
+O
(
εN−2
)
.
Proof. To simplify the notations, we will write F in the place of Fy0 . Recalling (4.11), we
write
uε(y) = ε
2−N
2 η(F−1(y))Wε(y),
whereWε(y) = w
(
F−1(y)
ε
)
. Then |∇uε|2 = ε2−N
(
η2|∇Wε|2 + η2|∇Wε|2 + 12∇W 2ε · ∇η2
)
.
Integrating by parts, we have∫
Ω
|∇uε|2dy = ε2−N
∫
F (Q2r)
η2|∇Wε|2dy + ε2−N
∫
F (Q2r)\F (Qr)
W 2ε
(
|∇η|2 − 1
2
∆η2
)
dy
= ε2−N
∫
F (Q2r)
η2|∇Wε|2dy − ε2−N
∫
F (Q2r)\F (Qr)
W 2ε η∆ηdy
= ε2−N
∫
F (Q2r)
η2|∇Wε|2dy +O
(
ε2−N
∫
F (Q2r)\F (Qr)
W 2ε dy
)
.(4.16)
By the change of variable y = F (x)
ε
and (4.12), we can apply Lemma 4.1, to get∫
Ω
|∇uε|2dy =
∫
Qr/ε
|∇w|2gε
√
|gε|dx+O
(
ε2
∫
Q2r/ε\Qr/ε
w2dx+
∫
Q2r/ε\Qr/ε
|∇w|2dx
)
=
∫
RN
|∇w|2dx+ ε2 3Γ
2 − 2H2
k(N − k)
∫
Qr/ε
|z|2|∇tw|2dx+ ε2Rg(x0)
3k2
∫
Qr/ε
|t|2|∇tw|2dx
+ ε2
H2 − Γ2/2
N − k
∫
Qr/ε
|z|2|∇w|2dx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|∇w|2dx+O (ρ(ε))
= SN,σ + ε
2 3Γ
2 − 2H2
k(N − k)
∫
Qr/ε
|z|2|∇tw|2dx+ ε2Rg(x0)
3k2
∫
Qr/ε
|t|2|∇tw|2dx
+ ε2
H2 − Γ2/2
N − k
∫
Qr/ε
|z|2|∇w|2dx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|∇w|2dx+O (ρ(ε)) ,
where
ρ(ε) = ε3
∫
Qr/ε
|x|3|∇w|2dx+ε2
∫
Q2r/ε\Qr/ε
|w|2dx+
∫
RN\Qr/ε
|∇w|2dx+ε2
∫
Q2r/ε\Qr/ε
|z|2|∇w|2dx.
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Using Lemma 2.3, we find that ρ(ε) = O
(
εN−2
)
. Therefore∫
Ω
|∇uε|2dy = SN,σ + ε2 3Γ
2 − 2H2
k(N − k)
∫
Qr/ε
|z|2|∇tw|2dx+ ε2Rg(x0)
3k2
∫
Qr/ε
|t|2|∇tw|2dx
(4.17)
+ ε2
H2 − Γ2/2
N − k
∫
Qr/ε
|z|2|∇w|2dx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|∇w|2dx+O
(
εN−2
)
.(4.18)
By the change of variable y = F (x)
ε
, (2.8), (2.16) and using the fact that ρ (F (x)) = |z|,
we get∫
Ω
ρ−σΓ |uε|2
∗
σdy =
∫
Qr/ε
|z|−sw2∗σ
√
|gε|dx+O
(∫
Q2r/ε\Qr/ε
|z|−σ(η(εx)w)2∗σdx
)
=
∫
Qr/ε
|z|−σw2∗σdx+ ε2H
2 − Γ2/2
N − k
∫
Qr/ε
|z|2−σw2∗σdx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|z|−σw2∗σdx
+O
(
ε3
∫
Qr/ε
|x|3|z|−σw2∗σdx+
∫
Q2r/ε\Qr/ε
|z|−σw2∗σdx
)
= 1 + ε2
H2 − Γ2/2
N − k
∫
Qr/ε
|z|2−σw2∗σdx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|z|−σw2∗σdx
+O
(
ε3
∫
Qr/ε
|x|3|z|−σw2∗σdx+
∫
RN\Qr/ε
|z|−σw2∗σdx+
∫
Q2r/ε\Qr/ε
|z|−σw2∗σdx
)
.
Using (2.17), we have
ε3
∫
Qr/ε
|x|3|z|−σw2∗σdx+
∫
RN\Qr/ε
|z|−σw2∗σdx+
∫
Q2r/ε\Qr/ε
|z|−σw2∗σdx = O
(
εN−σ
)
.
Hence by Taylor expanding, we get(∫
Ω
ρ−σΓ |uε|2
∗
σdx
)2/2∗σ
= 1+ε2
2H2 − Γ2
2∗σ(N − k)
∫
Qr/ε
|z|2−σw2∗σdx−ε2Rg(x0)
2∗σ(3k)
∫
Qr/ε
|t|2|z|−σw2∗σdx+O
(
εN−σ
)
.
Finally, by (4.16), we conclude that
J(uε) = SN,σ + ε
2 3Γ
2 − 2H2
k(N − k)
∫
Qr/ε
|z|2|∇tw|2dx+ ε2Rg(x0)
3k2
∫
Qr/ε
|t|2|∇tw|2dx
+ ε2
H2 − Γ2/2
N − k
∫
Qr/ε
|z|2|∇w|2dx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|∇w|2dx
+ ε2
2H2 − Γ2
2∗σ(N − k)
SN,σ
∫
Qr/ε
|z|2−σw2∗σdx− ε2Rg(x0)
2∗σ(3k)
SN,σ
∫
Qr/ε
|t|2|z|−σw2∗σdx
+ ε2h(y0)
∫
Qr/ε
w2dx+O
(
ε2
∫
Qr/ε
|h(Fy0(εx)− h(y0)|w2dx
)
+O
(
εN−2
)
.
We thus get the desired result by using the Gauss equation Γ2 = H2 −Rg(x0), see [ [22],
Chapter 4]. 
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Proposition 4.3. For N ≥ 5, we define
AN,σ =
1
k(N − k)
∫
Qr/ε
|z|2|∇tw|2dx+ 1
2(N − k)
∫
Qr/ε
|z|2|∇w|2dx+ 1
2∗σ(N − k)
SN,σ
∫
Qr/ε
|z|2−σw2∗σdx,
BN,σ =− 3
k(N − k)
∫
Qr/ε
|z|2|∇tw|2dx+ 1
3k2
∫
Qr/ε
|t|2|∇tw|2dx+ 1
2(N − k)
∫
Qr/ε
|z|2|∇w|2dx
− 1
6k
∫
Qr/ε
|t|2|∇w|2dx+ SN,σ
2∗σ(N − k)
∫
Qr/ε
|z|2−σw2∗σdx− SN,σ
2∗σ(3k)
∫
Qr/ε
|t|2|z|−σw2∗σdx
and
CN,σ =
∫
RN
|∇w|2dx.
Assume that, for some y0 ∈ Γ, we have
AN,σH
2 +BN,σRg(y0)
CN,σ
+ h(y0) < 0 for N ≥ 5
AkH
2(y0) +BkRg(y0) + h(y0) < 0 for N = 4,
Then
µh,σ (Ω,Γ) < SN,σ.
Proof. We claim that
SN,σ
∫
Qr/ε
|z|2−σw2∗σdx =
∫
Qr/ε
|z|2|∇w|2dx− (N − k)
∫
Qr/ε
w2dx+O(εN−2)(4.19)
SN,σ
∫
Qr/ε
|t|2|z|−σw2∗σdx =
∫
Qr/ε
|t|2|∇w|2dx− k
∫
Qr/ε
w2dx+O(εN−2)(4.20)
To prove this claim, we let ηε(x) = η(εx). We multiply (2.15) by |z|2ηεw and integrate by
parts to get
SN,σ
∫
Q2r/ε
ηε|z|2−σw2
∗
σdx =
∫
Q2r/ε
∇w · ∇ (ηε|z|2w) dx
=
∫
Q2r/ε
ηε|z|2|∇w|2dx+ 1
2
∫
Q2r/ε
∇w2 · ∇ (|z|2ηε) dx∫
Q2r/ε
ηε|z|2|∇w|2dx− 1
2
∫
Q2r/ε
w2∆
(|z|2ηε) dx
=
∫
Q2r/ε
ηε|z|2|∇w|2dx− (N − 1)
∫
Q2r/ε
w2ηεdx = −1
2
∫
Q2r/ε\Qr/ε
w2(|z|2∆ηε + 4∇ηε · z)dx.
We then deduce that
SN,σ
∫
Qr/ε
|z|2−σw2∗σdx =
∫
Qr/ε
|z|2|∇w|2dx− (N − 1)
∫
Qr/ε
w2dx
+O
(∫
Q2r/ε\Qr/ε
|z|2−σw2∗σdx+
∫
Q2r/ε\Qr/ε
|z|2|∇w|2dx+
∫
Q2r/ε\Qr/ε
w2dx
)
+O
(
ε
∫
Q2r/ε\Qr/ε
|z||∇w|dx+ ε2
∫
Q2r/ε\Qr/ε
|z|2w2dx
)
.
Thanks to Lemma 2.3, we get the first equation of (4.19) as claimed. For the second one
we multiply (2.15) by |t|2ηεw and integrate by parts as in the first one.
Next, by the continuity of h, for δ > 0, we can find rδ > 0 such that
(4.21) |h(y)− h(y0)| < δ for ever y ∈ F (Qrδ) .
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Case N ≥ 5.
Using (4.19) and (4.21) in (4.22), we obtain, for every r ∈ (0, rδ)
J(uε) = SN,σ + ε
2H
2 − 3Rg(x0)
k(N − k)
∫
RN
|z|2|∇tw|2dx+ ε2Rg(x0)
3k2
∫
RN
|t|2|∇tw|2dx
(4.22)
+ ε2
H2 +Rg(x0)
2(N − k)
∫
RN
|z|2|∇w|2dx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|∇w|2dx
(4.23)
+ ε2
H2 +Rg(x0)
2∗σ(N − k)
SN,σ
∫
RN
|z|2−σw2∗σdx− ε2Rg(x0)
2∗σ(3k)
SN,σ
∫
RN
|t|2|z|−σw2∗σdx
(4.24)
+ ε2h(y0)
∫
RN
w2dx+O
(
ε2δ2
∫
RN
w2dx
)
+O
(
εN−2
)
,(4.25)
where we have used Lemma 2.3 to get the estimates∫
RN\Qr/ε
|z|2|∇w|2dx+
∫
RN\Qr/ε
w2dx = O(ε).
It follows that, for every r ∈ (0, rδ),
J (uε) = SN,σ + ε
2
{
AN,σH
2(y0) +BN,σRg(y0) + CN,σh(y0)
}
+O(δε2BN,σ) +O
(
ε3
)
.
Suppose now that
AN,σH
2(y0) +BN,σRg(y0) +CN,σh(y0) < 0
We can thus choose respectively δ > 0 small and ε > 0 small so that J(uε) < SN,σ. Hence
we get
µh,σ (Ω,Γ) < SN,σ.
Case N = 4.
From (4.22) and (4.21), we estimate, for every r ∈ (0, rδ)
J(uε) ≤ SN,σ + ε2 |H
2 − 3Rg(x0)|
k(N − k)
∫
Qr/ε
|z|2|∇w|2dx+ ε2 |Rg(x0)|
3k2
∫
Qr/ε
|t|2|∇w|2dx
+ ε2
H2 +Rg(x0)
2(N − k)
∫
Qr/ε
|z|2|∇w|2dx− ε2Rg(x0)
6k
∫
Qr/ε
|t|2|∇w|2dx
+ ε2
H2 +Rg(x0)
2∗σ(N − k)
SN,σ
∫
Qr/ε
|z|2−σw2∗σdx− ε2Rg(x0)
2∗σ(3k)
SN,σ
∫
Qr/ε
|t|2|z|−σw2∗σdx
+ ε2h(y0)
∫
Qr/ε
w2dx+O
(
ε2δ
∫
Qr/ε
w2dx
)
+O
(
εN−2
)
.
Further since, by (2.17), ∫
Qr/ε
|z|2−σw2∗σdx = O(1),
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then by (4.19), we get
J(uε) ≤ SN,σ + ε2 |H
2 − 3Rg(x0)|
k
∫
Qr/ε
w2dx+ ε2
|Rg(x0)|
3k
∫
Qr/ε
w2dx
+ ε2
H2 +Rg(x0)
2
∫
Qr/ε
w2dx− ε2Rg(x0)
6
∫
Qr/ε
w2dx
+ ε2h(y0)
∫
Qr/ε
w2dx+O
(
ε2δ
∫
Qr/ε
w2dx
)
+O
(
εN−2
)
.
Therefore
J(uε) ≤ SN,σ + ε2
[ |H2(y0)− 3Rg(y0)|
k
+
|Rg(y0)|
3k
+
H2(y0)
2
+
Rg(y0)
3
+ h(y0)
] ∫
Qr/ε
w2dx
+O
(
ε2δ
∫
Qr/ε
w2dx
)
+O
(
εN−2
)
.
Thus
J(uε) ≤ SN,σ + ε2
[ |H2(y0)− 3Rg(y0)|
k
+
|Rg(y0)|
3k
+
H2(y0)
2
+
Rg(y0)
3
+ h(y0)
] ∫
Qr/ε
w2dx
+O
(
ε2δ
∫
Qr/ε
w2dx
)
+ Cε2,
for some positive constant C independent on ε. By (2.17), we have that∫
Qr/ε
C21
1 + |x|2 dx ≤
∫
Qr/ε
w2dx ≤
∫
Qr/ε
C22
1 + |x|2 dx,
so that
(4.26)
∫
B
R4
(0,r/ε)
C21
(1 + |x|2)2 dx ≤
∫
Qr/ε
w2dx ≤
∫
B
R4
(0,2r/ε)
C22
(1 + |x|2)2 dx.
Using polar coordinates and a change of variable, for R > 0, we have∫
B
R4
(0,R)
dx
(1 + |x|2)2 dx = |S
3|
∫ R
0
t3
(1 + t2)2
dt
= |S3|
∫ √R
0
s
2 (1 + s)2
ds
=
|S3|
2
(
log
(
1 +
√
R
)
−
√
R
1 +
√
R
)
.
Therefore, there exist numerical constants c, c > 0 such that for every ε > 0 small, we
have
(4.27) c| log ε| ≤
∫
Qr/ε
w2dx ≤ c| log ε|.
Now we assume that
|H2(y0)− 3Rg(y0)|
k
+
|Rg(y0)|
3k
+
H2(y0)
2
+
Rg(y0)
3
+ h(y0) < 0.
Therefore by Lemma 4.2 and (4.27), we get
J(uε) ≤ SN,σ+c
[ |H2(y0)− 3Rg(y0)|
k
+
|Rg(y0)|
3k
+
H2(y0)
2
+
Rg(y0)
3
+ h(y0)
]
ε2| log ε|+cδε2| log ε|+Cε2.
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Then choosing δ > 0 small and ε small, respectively, we deduce that µh,σ (Ω,Γ) ≤ J(uε) <
S4,σ. This ends the proof of the proposition. 
Proof of Theorem 1.2 (completed). We know that when µh,σ (Ω,Γ) < SN,σ then µh,σ (Ω,Γ)
is achieved by a positive function u, see Proposition 3.2 above. Therefore by Proposition
4.3, we get the result with C1N,σ =
AN,σ
CN,σ
and C2N,σ =
BN,σ
CN,σ
for N ≥ 5. When N = 4, we
get C14,σ and C
2
4,σ depending on the signs of H
2(y0)−3Rg(y0) and Rg(y0). They are given
by
C14,σ = 0 and C
2
4,σ =
1
3
− 10
3k
when H2 ≤ Rg(y0) ≤ 0.
C14,σ =
1
2
+
1
k
and C24,σ =
1
2
− 8
3k
when H2 ≥ 3Rg(y0) ≥ 0.
C14,σ =
1
2
+
1
k
and C24,σ =
1
2
− 10
3k
when Rg(y0) ≤ 0.
(4.28)
C14,σ =
1
2
− 1
k
and C24,σ =
1
2
− 10
3k
when H2 − 3Rg(y0) ≤ 0 and Rg(y0) ≥ 0.

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