In this paper, the advanced Adomian decomposition method is applied to solve linear and nonlinear boundary value problems with Neumann boundary conditions. The numerical results obtained with a small amount of computation are compared with the exact solutions to show the efficiency of the method. The results show that the Advanced Adomian Decomposition Method is of high accuracy, more convenient and efficient for solving boundary value problems with Neumann boundary conditions.
Introduction
In the beginning of the 1980's, Adomian [1] [2] [3] [4] proposed a new and fruitful method (hereafter called the Adomian Decomposition Method or ADM) for solving linear and nonlinear (algebraic, differential, partial differential, integral, etc.) equations. It has been shown that this method yields a rapid convergence of the solutions series to linear and nonlinear deterministic and stochastic equations.
The numerical analysis literature contains little work on the solution of second order two-point boundary value problems with Neumann boundary conditions. Ramadan, Lashien and Zahra [6] solved linear second order two-point boundary
Analysis of the ADM and AADM
Let us consider the general of second-order two-point BVP:
′′ ( ) + ( , ) = ( ), ≤ ≤ (1)
with Neumann boundary conditions
where = ( ), ( , ) is a linear or nonlinear function of , and ( ) are continuous functions defined in the interval ∈ [ , ] and , are finite real constants.
Applying the decomposition method as in [1-4], Eq. (1) can be rewritten as
is the linear operator and = ( , ) is the nonlinear operator.
The Adomian's technique consists of approximating the solution of (1) as an infinite series
and decomposing the nonlinear operator as 
ADM
Operating on both sides of Eq. (3) with the inverse operator of (namely
) yields
where 1 , 2 are constants of integration evaluated from the given conditions (2). Substituting (4) and (5) into (6) yields
From (7), the iterations are then determined in the following recursive way:
Thus all components of can be calculated once the are given. We then define the n-term approximant to the solution by 
AADM
Operating on both sides of Eq. (3) with the inverse operator given as [5] 
we obtain,
Substituting (4) and (5) into (8) yields
From (9), the iterations are then determined in the following recursive way:
Thus all components of can be calculated once the are given. We then define the n-term approximant to the solution by ( ; Ω) = ∑ ( ; Ω)
with lim →∞ ( ) = ( ) as Ω → 0.
Applications and numerical results
In this section, the AADM for solving linear and nonlinear two-order boundary value problems is illustrated in the following examples. To show the high accuracy of the solution results compared with the exact solution, we give the maximum absolute error. The computations associated with the examples were performed using a Maple 13 package with a precision of 40 digits.
Example 1
Consider the following linear second-order two-point BVP [6, 7] :
The exact solution of (10) is
Applying the decomposition method, Eq. (10) can be rewritten as In Table 1 , we list the maximum absolute errors obtained by ADM and AADM.
Comparing them with the Quadratic polynomial spline method [6] , Cubic polynomial spline method [6] , Non-polynomial spline method [6] and Polynomial spline approach [7] results, we notice that the result obtained by the present method (AADM) is very superior (lower error combined with less number of iterations) to that obtained by the previous mentioned methods. 3.686E-13
Example 2
The exact solution of (13) is ( ) = ( 2 − 1) sin( ). Applying the decomposition method, Eq. (13) can be rewritten as
where = which is the exact solution of the problem (13).
In Table 2 , we list the maximum absolute errors obtained by ADM and AADM.
Comparing them with the Quadratic polynomial spline method [6] , Cubic polynomial spline method [6] , Non-polynomial spline method [6] and Polynomial spline approach [7] results, we notice that the result obtained by the present method (AADM) is very superior (lower error combined with less number of iterations) to that obtained by the rest of the previous mentioned methods. Methods Maximum absolute errors Quadratic polynomial spline method [6] , n = 128 4.799E-05 Cubic polynomial spline method [6] , n = 128 4.504E-05 Non-polynomial spline method [6] , = 128 6.155E-07 Polynomial spline approach [7] , = 128
1.892E-10 ADM, = 6 6.333E-11 AADM, = 6
1.573E-12
Example 3
Consider the following nonlinear second-order two-point BVP [7] :
The exact solution of (16) is the linear operator and = 2 is the nonlinear operator.
Applying the AADM and substituting (4) and (5) which is the exact solution of the problem (16). In Figure 1 , we represent the exact solution ( ) with continuous line and our approximation 3 ( ) using AADM by the symbol ⋄. Both solutions are undistinguishable, giving a maximum absolute error is 9.851 − 04. 
Example 4
Finally, we consider the following nonlinear second-order two-point BVP [7] :
The exact solution of (19) is ( ) = ln(1 + ).
Applying the decomposition method, Eq. (19) can be rewritten as
where = 2 2 is the linear operator and = −2 is the nonlinear operator.
Applying the AADM and substituting (4) and (5) which is the exact solution of the problem (19) . In Figure 2 , we represent the exact solution ( ) with continuous line and our approximation 3 ( ) using AADM by the symbol ⋄. Both solutions are undistinguishable, giving a maximum absolute error is 2.946 − 03. 
Conclusions
The AADM has been applied for solving linear and nonlinear second order two-point boundary problem with Neumann boundary conditions. Comparison of the results obtained by the present method (AADM) with those obtained by the Quadratic polynomial spline method, Cubic polynomial spline method, Nonpolynomial spline method, Polynomial spline approach and ADM has revealed that the present method is superior because of the lower error and fewer required iterations. It has been shown that error is monotonically reduced with the increment of the integer .
