Heat source layout optimization for two-dimensional heat conduction using iterative reweighted L1-norm convex minimization
Introduction
During operation of all electronic devices and circuits, certain amount of excess heat is generated. The maximum temperature of the electronics and the temperature uniformity of the domain are important criteria that affect the operation consistency and life of the devices. In order to improve reliability of device operation, unify electronic circuit aging processes and reduce electronics failure probability, thermal management of the overall system is required to be studied. Thermal management deals with dissipating the generated heat efficiently and reducing the maximum temperature of the electronics while approaching a uniform temperature distribution in the domain. The need for thermal management is even more crucial with the fast development of today's electronic production and component integration technology in which the size of the electronics has become smaller and the power density has increased noticeably.
One effective way to enhance the heat conduction performance of the system and reduce the maximum temperature of the domain is to insert highly thermal conductive materials such as diamond or carbon fiber [1, 2] that are able to reduce the local thermal resistance. In this case, the distribution of such materials is to be optimized with the aim of minimizing the maximum temperature. A variety of approaches have been discussed in the literature including the constructal theory [3] [4] [5] , entransy theory [6] [7] [8] , bionic optimization [9, 10] and combinatorial algorithms [11, 12] . The results of these algorithms have shown that the optimized conduction path formed by the inserted materials has a shape similar to a tree with several branches varying in number and size.
Although conduction cooling employing high thermal conductivity materials has been shown to be an effective method, the optimal distribution of such materials are difficult to realize in practice and the design costs may increase. An alternative approach is to provide passive cooling via surface heat emission or convection and by optimizing only the positions of the electronics (or the heat sources).
For layout optimization problems with large numbers of degrees of freedom, combinatorial algorithms such as genetic algorithm with artificial neural network [13] [14] [15] [16] and particle swarm optimization [17] have been used in the literature. In their recent studies, Chen et al. applied bionic optimization [18, 19] and simulated annealing [20] methods to find out the optimal source distribution for varying number (up to several tens) of heat sources, which provided significant reduction in the maximum temperahttps://doi.org/10.1016/j.ijheatmasstransfer.2018.02.001 0017-9310/Ó 2018 Elsevier Ltd. All rights reserved.
ture of the domain when compared to the randomly or uniformly distributed heat sources.
In this paper, the layout optimization is addressed using a new method that has not been investigated in the literature. The solution algorithm is based on the sequential reweighted l 1 -norm minimization technique. This technique was first introduced by Candes et al. [21] with the aim of minimizing a convex measure of the l 0 -norm which is equal to the cardinality of the sources. Recently, the sequential convex optimization method has been effectively used in the domain of sparse antenna array synthesis [22] [23] [24] in order to optimize the positions and excitations of the antenna elements. Considering the amplifiers powering the antennas as heat sources, a direct analogy can be made with the heat conduction problem.
Motivated by this analogy, the mathematical modeling of the two-dimensional heat conduction problem is performed and the positions of the heat sources are optimized using the convex optimization algorithm iteratively. The performance is tested using three typical cases with various boundary conditions that were previously applied by Chen et al. [18] [19] [20] and an additional case which takes into account the heat emission from the domain surface by convection or radiation while solving the conduction problem.
The remaining parts of the paper are organized as follows. Section 2 presents the mathematical modeling of the two-dimensional heat conduction problem. Section 3 explains the formulation of the layout optimization problem via sequential convex optimizations. Section 4 shows and discusses the results of the four test cases. Section 5 presents the conclusions.
Mathematical modeling of the problem
In this section, the mathematical model for the heat conduction optimization problem in a two-dimensional rectangular domain is revised. As previously stated by Chen et al. [18] [19] [20] , the temperature field (T) satisfies the following equation at steady state
where k is the thermal conductivity of the domain, / is the heat source distribution function and T 0 is the temperature value at the isothermal boundary or the fluid temperature at the convective boundary. h represents the convective heat transfer coefficient. In fact, Eq. (1) represents a Poisson problem with Dirichlet (isothermal), Neumann (adiabatic) or Robin (convective) boundary conditions that can be solved with a MATLAB-based finite-difference solver [25] . The heat sources in this study are modeled similar to [18] 
When the ith source is added into the domain, the temperature rise T i is given by N g ) in the jth iteration of the optimization Eq. (4) shows that the temperature rise field (T i ) for the source i is independent of T b ; / b and T 0 . Thus, the combinatorial optimization problem of the heat source distribution can be expressed as follows minimize ðmaxðTÞÞ s:t:
where w j is the (binary) selection weight of the source at the jth grid cell, T j is the respective temperature rise and N g is the number of grid cells suitable for the heat sources. Normalization of the variables was also performed by Chen et al. [18] in order to investigate the effect of / 0 and k on the optimized layout. For a square computational domain with side lengths L, the normalized variables are given by
Using Eq. (6), Eqs. (1) and (2) are represented as
/ðx; yÞ ¼ 1; ðx; yÞ 2 CðlÞ 0; ðx; yÞ R CðlÞ
The performance is evaluated considering two normalized metrics: normalized maximum temperature rise (R m ) and normalized standard deviation (r m ) which are defined as
where N T is the total number of temperature field samples in the domain and T avg is the average temperature value.
Problem solution via sequential convex optimizations
The combinatorial problem in Eq. (5) is an NP-hard problem. The main challenge here is the nonconvexity of the objective function resulting from the binary selection weights (i.e. w j 2 f0; 1g). Motivated by this challenge, an alternative method is proposed in this study which is based on convex relaxation of the binary selection weights (i.e. w j 2 ½0; 1) and an approximation of the objective function in Eq. (5) through sequential convex minimization of the weighted l 1 -norm of a function given by
where T ref is a vector (of length N g ) showing the temperature distribution obtained from a uniform heat generation in the whole domain, or when the domain is densely filled with equal-intensity heat sources. As previously stated, the vector w contains the relaxed selection weights that could be equal to any value between 0 and 1. The dot product (''.") is obtained via element-wise multiplication of the two vectors, which is simply multiplying the temperature value at any grid point by its selection weight. The logic behind the selection of such an objective function can be demonstrated through solving Eq. (4), which basically shows that the maximum temperature rise takes place at the area of the added heat source. Therefore, T ref in Eq. (9) shows which regions inside the domain are 'easy-to-cool' and which are potentially inefficient in terms of heat conduction. The idea is to select the sources in 'easy-to-cool' regions with larger weights while assigning smaller weights for the areas with high reference temperature.
Having selected the objective function, the challenge now is to decide on the constraints. Note that in the convex optimization algorithm, the domain is discretized with N g cells and there is a heat source placed at each cell on the grid. The difference is in the selection weights of the sources. For the ideal case in which the number of sources (N s ) is identified, N s sources are selected with weight 1 and the remaining (N g À N s ) sources are selected with weight 0. Therefore, the convex algorithm should yield a sparse solution in terms of the selection weights (w) to remove N g À N s heat sources. Besides, the heat sources should not overlap in the final layout, which requires a certain minimum spacing between two selected grid cells depending on the source dimensions.
In this study, in order to obtain a sparse solution, reweighted l 1 -norm minimization technique [21] is applied with a defined car- 
where ''." represents the dot product of two vectors and '' ⁄ " represents the matrix product. Z is a diagonal weighting matrix whose nonzero elements are given by the reciprocal of the sum of the corresponding weights from the previous iteration and . To have good convergence and stability, should be set slightly smaller than the expected non-zero values of the entries of w [21] . It also ensures that a zero value in w j does not prevent a nonzero estimate in the next iteration. S is an N g x N g matrix defined as the ''separation" matrix. For square-shaped heat sources, S centers a square of side lengths equal to the guaranteed minimum inter-source spacing (d g ) whose inside is filled with ones and outside with zeros. The minimum spacing of the sources in the final layout (d min ) may be larger than the guaranteed spacing that is given as an input parameter.
The optimization problem in Eq. (10) is a nonlinear convex problem, namely a second-order cone programming (SOCP) problem [26] . Thus, it can be efficiently solved by many commercially available solvers (such as CVX [27] ) using interior point methods. The solution time of such a process is approximately the same with a linear problem of equivalent size.
Results and discussion

Parameters of the cases
In this section, the parameters for the layout optimization problem are provided. Since the convex optimization algorithm is proposed as an alternative to the existing methods, the scenarios and design parameters applied by Chen et al. [18] [19] [20] are taken as a reference in the first three cases. In the last case, a Volume-to-Volume (VV) problem is introduced, which has not been investigated before in the existing layout optimization techniques. The fourth case is described as follows.
Case 4: Volume-to-Volume (VV) problem. Similar to Case 1, the cooling is via a 0.001 m wide heat sink located in the middle of the south boundary with uniform temperature at 298 K. East, west and north boundaries are adiabatic. The difference now is that the domain surface has an emissivity coefficient equal to 0.1.
In the fourth case, a 3D model is constructed and simulated in CST Mphysics Studio (CST MPS) using the thermal stationary solver. The idea is to obtain the reference temperature distribution (T ref ) All simulations are carried out on an Intel(R) Core(TM) i7-4710HQ 2.5 GHz CPU, 16 GB RAM computer using CVX and MATLAB. In Case 4, CST MPS is also used for 3D simulations.
To have sufficient resolution within a reasonable time, the number of samples for the temperature field calculations is taken as 1000 Â 1000 (N T ¼ 10 6 ). Note that for the convex optimization algorithm, the temperature field is calculated only once using a uniform heat generation in order to obtain the reference temperature distribution (T ref ) at the algorithm input. For the selected N T , the reference temperature field calculation time (t ref ) is about 9-10 s for all the three cases. After the optimization of 20 heat sources, the resulting temperature field is computed in t T , which Table 1 shows the input parameters (N g and d g ) and convex
Discussion of the results
optimization results (R m ; T max ; r m ; d min and t opt ) in Case 1 for a coarse and a fine grid for the heat source placement. The guaranteed minimum inter-spacing, d g is equal to the side length of a single heat source.
It is seen that T max and r m are both lower in the coarse grid (N g = 37 2 = 1369) compared to the fine grid (N g = 91 2 = 8281). This implies that the result for the coarse grid is more favorable. However, it is also observed that the resulting minimum inter-source spacing, d min is larger than 0.01 m (i.e. the smallest value allowable) for the fine grid. This shows the input parameter d g can be varied in the fine grid to seek for a better result. Table 2 provides the results of this analysis. Note that ''-" sign in Table 2 indicates that there is no feasible solution due to the overlapping heat sources in the final layout.
When the results in Tables 1 and 2 are compared, it can be inferred that the best layout among them is obtained when the fine grid is used with d g ¼ 0:009 m. Although T max is lower for the coarse grid, this selection lowers the standard deviation significantly while yielding a comparable maximum temperature value.
Next, a similar study is performed for Case 2 applying the same coarse and fine source placement grids as in Case 1 and using several different d g values as inputs. The results are summarized in Tables 3 and 4 for the coarse and fine grid, respectively. According to Table 3 , taking d g ¼ 0:015 m yields the best solution for the coarse grid. However, using a finer grid gives the opportunity to define a finer step for d g (through the solution of the inter-element spacing constraint in Eq. (10)), which could provide a better solution. This is indeed the case since an improved optimization result is observed in Table 4 for the fine grid with
Having seen the usefulness of applying a fine grid for the heat source placement in Case 1 and Case 2, only the fine grid results with varying d g values are given for Case 3 in Table 5 . As previously stated, the ''-" sign means overlapping in the final layout, which is not allowed.
According to Table 5 , the best solution among the tested scenarios in Case 3 is obtained when d g is equal to 0.009 m.
The optimized heat source layouts for the first three cases with 20 sources and their respective temperature field distributions are provided in Fig. 1 together with the results of uniformly distributed heat sources. The uniform distribution is described as in [18] where the domain is covered by 5 equi-spaced source repetitions in the horizontal and 4 equi-spaced source repetitions in the vertical direction.
The comparison of the convex optimization and uniform distribution results is given in Table 6 for completeness. It is seen that via convex optimization, the normalized maximum temperature rises (R m ) in Case 1, Case 2 and Case 3 are reduced by 18.65%, 73.91% and 71.03%, respectively, when compared to the uniform distribution. Besides, the values of the normalized standard deviations (r m ) are reduced by 58.37%, 78.21% and 83.08% in Case 1, Case 2 and Case 3, respectively. Fig. 2 shows the results of CST MPS simulations for the 'imitated' version of Case 1 with a heat sink in the middle of the south boundary for the uniform source layout and the effect of considering the surface emission in such a scenario, which represents Case 4. If the heat emission is absent (Fig. 2a) , the CST simulation results in the same temperature distribution as shown in Fig. 1a , and thus verifies the CST simulation model. After defining the surface emissivity e ¼ 0:1, the maximum temperature of the domain is reduced to 303.02 K (see Fig. 2b ). Using the temperature distribution in Fig. 2b as T vided in Table 7 which show that the lowest maximum temperature and standard deviation in Case 4 is obtained when d g is equal to 0.018 m.
In order to have a comparative study, the built-in genetic algorithm (GA) of CST is also used for the layout optimization in Case 4 with the aim of minimizing the maximum temperature. In GA, 120 iterations are used to obtain the final result where each iteration takes about 25 s. Fig. 3 gives the source locations and temperature distributions for the uniform distribution (UD), convex optimization (CO) and genetic algorithm (GA). The comparison results of these three approaches are summarized in Table 8 . It is seen that CO and GA can provide a slight reduction in the maximum temperature, but the change is not noticeable for the selected parameters. On the other hand, optimized solutions possess much more uniform temperature distributions (with temperature standard deviation reduction by 41.78% and 26.46% for CO and GA, respectively).
Next, the results of the first three cases are compared with the results of the existing layout optimization methods, namely bionic optimization (BO) [18] and simulated annealing (SA) [20] . In  Figs. 4-6 , the source location and temperature field distribution comparisons between these methods and the convex optimization (CO) are provided for Case 1, Case 2 and Case 3, respectively. The comparison results of these three methods are summarized in Table 9 .
In Case 1, the performance of CO is worse than BO and SA. In CO, R m is increased by 6.56% and 4.85% and r m is increased by 8.92% and 1.17% when compared to BO and SA, respectively. In Case 2, CO achieves the same results with BO and it performs better than SA. Compared to SA, R m and r m are reduced by 9.09% and 6.85%, respectively. In Case 3, CO outperforms BO by decreasing R m and r m by 12.82% and 13.59%, respectively. When compared to SA, although R m increases by 9.24%, r m is reduced by 6.62% leading to a more uniform temperature distribution. The computational costs for BO and SA are given in [20] in terms of the total number of temperature field calculations. It is stated that for 20 heat sources, the total number of temperature field calculations, which is proportional to the number of sources, is 420 and 1760 for BO and SA, respectively. On the other hand, in CO, the temperature field is calculated only once in order to obtain the reference temperature field with uniform heat generation in the domain. Besides, the optimization time does not depend on the number of sources. In fact, in CO, the main factors affecting the optimization time are the number of grid cells for placing the heat sources (N g ) and the required number of iterations.
Lastly, the convergence of the convex optimization algorithm is shown in Fig. 7 for the case that requires the most number of iterations among all the cases studied in the paper (Case 3 for N g = 91 2 and d g = 0.01 m with 4 iterations, as seen in Table 5 ). In Fig. 7a , the histogram plot of the heat source selection weights (that are larger than 0.1) is given up to the fourth iteration. Assuming that a source with a selection weight larger than 0.1 is 'active' (or 'selected'), the number of selected sources at each iteration is plotted in Fig. 7b . It is seen that as iteration number increases, less sources are selected. Besides, larger weights are assigned to satisfy the cardinality constraint, which provides the increased sparsity. At the fourth iteration, the number of active sources converges to 20 when 20 sources are selected with weight 1 and the result does not change afterwards.
Conclusions
In this paper, cooling enhancement via heat source distribution optimization for two dimensional heat conduction problem was studied. Using the convex algorithm, a new approach to decrease the maximum temperature and temperature non-uniformity was proposed. This solution is based on obtaining a sparse solution from a fully-populated heat source array while keeping the predefined number of sources at potentially easy-to-cool regions of the domain. On top of being easy to implement, the proposed convex optimization algorithm was seen to provide comparable or better results than the existing methods in terms of the maximum temperature and temperature uniformity. Moreover, convex optimization requires only a single temperature field calculation to be used as a reference, while for the existing methods, the number of temperature field calculations are proportional to the number of sources.
Three test cases with different boundary conditions were revised to evaluate the performance of the proposed layout optimization algorithm, and the results were compared with the uniform distribution of 20 heat sources. In all cases, it was seen that using iterative reweighted l 1 -norm convex minimization, the maximum temperature of the domain can be effectively reduced.
The fourth case, representing a more realistic 3D situation, took the heat emission from the domain surface into account. Convex optimization (CO) and genetic algorithm (GA) were used to optimize the positions of the heat sources and the results were compared with the uniformly distributed (UD) layout. The results indicated that for the selected surface emissivity coefficient, heat emission from the surface becomes the dominant cooling mechanism which is further enhanced by the conduction cooling. That is why the highest temperature value is almost the same (slightly improved) for CO and GA when compared to UD, but much better temperature uniformity can be achieved via layout optimization.
The sequential reweighted l 1 -norm convex minimization technique can be applied in a straightforward way to deal with larger number of heat sources or with different boundary conditions. In general, it is an efficient and effective method to optimize the heat source layout and enhance the cooling performance in two dimensional heat conduction problems.
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