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ABSTRACT 
In this thesis, numerical and statistical time series analysis techniques have been 
applied for the purpose of objective quantitative analysis of fetal heart rate (FHR) 
recording from the antepartum period (period of pregnancy before labour). 
Currently FHR is routinely analyzed visually and the form of medical interpretations 
that medics make, are simply binary. Medical literature on fetal monitoring based on 
FHR, have been extensively searched and the current status of FHR and its com-
ponents of interest to the medics for screening purposes have been presented 
coherently. Ambiguities and false expectations have been clarified. All the FHR com-
ponents of interest used by the medics during the antepartum period have been 
addressed and analyzed numerically. 
Prior to any successful analysis of non-stationary FHR, its baseline or trend (an 
important screening variable by itself) had to be estimated and removed from the ori-
ginal data in a statistically unbiased manner. This has been achieved via a first order 
bi-directional autoregressive filtering technique. Non-stationarities in both first and 
second moments had to be taken into account. 
The detrimental effects of the baseline when analyzing FHR variability through one-
dimensional scalar statistic namely the standard deviation have been studied and the 
need to use detrended data for this purpose has been emphasized. A new non-
parametric approach to analyze the development of the FHR variability based on rela-
tive frequency histogram analysis has also been proposed. 
A rule based routine has been devised which makes use of the rate of change of the 
unbiased estimated baseline and the original antepartum recorded FHR to numerically 
detect FHR accelerations. The accelerations are a very important screening com-
ponent of FHR which are usually scanned for visually. This visual scanning technique 
is inefficient and inaccurate. 
Stochastic time series analysis has been used to study the underlying random mechan-
ism which gives rise to long term variability, the main component of FHR variability. 
The Box and Jenkins method of model identification and diagnostic checking was 
used on detrended FHR time series. Maximum likelihood estimation (MLE) in con-
junction with Kalman filtering formed the parametric estimator. 
Diagnostics performed on the identified model indicated the adequacy of a second 
order autoregressive model to parsimoniously represent the main dynamics observed in 
short, locally stationary blocks of the detrended FHR data. Hence, the current main 
obstacle, in the clinical routines for objective quantification of long term FHR variabil-
ity patterns is eliminated, and quantities not available for the researcher and clinician 
so far, are made available. The scheme may be viewed also as a means of data reduc-
tion of a highly redundant information source. 
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CHAPTER 1 
INTRODUCTION AND THESIS LAYOUT 
1.1 General Introduction 
Fetal Heart Rate (FHR) is one of the important components of fetal biophysical pro-
file and is used in long term monitoring for the assessment of fetal well being during 
the antepartum period (period of pregnancy before labour). However, no successful 
method has been proposed to quantitatively represent and analyze the variety of ran-
dom, non-white patterns seen in FHR. The general aim of this project is to address 
this issue and to bring new, meaningful and hopefully applicable ideas and statistics to 
provide objective numerical analysis of FHR time series. 
Currently FHR is generally still analyzed visually and on a subjective basis. This is an 
imprecise approach and has been the main reason behind conflicting opinions and 
interpretations amongst different groups of experts when given the same FHR record-
ings (as has been demonstrated so many times). Even if their interpretations match, 
they are generally binary, i.e. they are looking for presence of certain patterns, with 
virtually no attempt being made to numerically measure and analyze the patterns and 
components of interest. 
During the course of the study a good insight was gained regarding the FHR variable 
and its limits and capabilities as a monitoring tool. One important point which 
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emerged was that FHR should not be used as a single parameter on its own for mak-
ing decisions on fetal well being. This insight was gained, from an extensive, medi-
cally oriented literature search on "fetal heart rate monitoring techniques". This 
search has resulted in a useful and relevant set of information, at the beginning of this 
thesis, on FI-IR and its main features (or components) of interest, its limits and capa-
bilities. 
Biomedical time series such as Fl-fR, exhibit varying patterns in time. FHR is a nons-
tationary time series, exhibiting both nonstationarity in first and second moments. 
For example, the data may exhibit slow underlying rhythms or trends (time varying 
first moment), and continuously statistically significant changes in variability (time 
varying second moment; in another words the variability, itself, has a time-varying 
mean value) over the changing trend. Proper, unbiased estimation of FHR trend (or 
baseline) is of paramount importance before any successful numerical analysis can be 
made concerning FHR main patterns of interest. This problem is being addressed for 
the first time in this thesis. The estimated baseline itself is also an important medical 
screening tool. 
Both classical, one-dimensional statistical analysis and model-based, stochastic time 
series analysis have been applied to numerically extract useful information about FHR 
variability (correlated fluctuations superimposed on the baseline) from short, locally 
stationary segments of detrended FHR time series. 
From the classical, scalar routine the amount of variability (which is what the medical 
experts currently estimate on a visual basis) is correctly analyzed, due to the use of 
unbiased detrended data. However such one-dimensional statistical analysis fails to 
represent patterns observed in the quasi-stationary windows of observation. 
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Ideally a more complex and realistic approach must be taken, which recognizes that 
the fluctuations of the normal FHR, while apparently random (stochastic), are not 
patternless. The FHR time series presents a variety of patterns for which a one-
parameter description is inadequate, and a model of higher complexity is required to 
adequately describe the data. 
In short a multiparameter model is necessary to describe the FHR time series. In this 
study, univariate stochastic time series analysis has been applied to address this issue. 
This approach has led to a parsimonious representation of the stochastic mechanism 
responsible for generation of patterns observed in short locally stationary segments of 
detrended FHR time series in terms of the parameters of the chosen model. 
The Box-Jenkins method of time series model identification was used to identify the 
parsimonious stochastic structure required to represent numerically (through its 
parameters) the long term FHR variability patterns. 
Exact maximum likelihood estimation (MLE) implemented via a linear Kalman filter-
ing structure formed the parametric estimator (the ultimate approach). The theory 
behind these routines and their application have been thoroughly and coherently 
presented in this thesis. 
Finally, one of the benefits of applying time series analysis to model detrended FHR 
data, was the successful classification of long term FHR variability patterns via its 
spectral property. As a result, numerical detection of pseudo —periodic behaviour in 
detrended FHR time series was also made possible. This pseudo-periodic behaviour 
takes the form of random correlated cyclical patterns which have often been clinically 
observed and reported[1, 2]. 
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1.2 Thesis Layout 
Chapter two introduces the reader to the concept of FHR monitoring, explaining how 
FHR is used by doctors, what features in the FHR data are of interest to them and 
how FHR is captured. The following questions were considered. What are FHR lim-
its as a monitoring variable? What are its statistical characteristics? Has it got any 
predictive powers in regards to fetal condition? Are there any other important physio-
logical fetal parameters? Has there been any attempt made to attach medical signifi-
cance, in regards to fetal condition, to variability patterns observed over the baseline? 
These were amongst many other questions which had to be answered in order to clear 
up misunderstandings, to find a sense of direction, and be able to set feasible and 
realistic objectives for the duration of this study. 
In chapter three the problem of nonstationarity in the mean (baseline) was addressed, 
and the time varying mean was estimated efficiently using a linear bi-directional digi-
tal filtering technique which avoids phase shifts. Also the signal acquisition and pro-
cessing which produced the averaged FHR time series was briefly explained in this 
chapter. Finally, the effect of baseline wander (slowly time varying mean) on the stan-
dard deviation statistic which is used to estimate the amount of statistical dispersion in 
long term variability, was investigated and discussed in this chapter. 
In chapter four, a classical, scalar statistical approach was used to analyze long term 
FHR variability (using detrended data). This led to an original practical approach 
being devised and proposed which summarizes and shows accurately the statistical 
behaviour of FHR variability in antepartum recordings lasting several hours. A rule 
based routine is also introduced in this chapter which makes use of the rate of change 
of the unbiased estimated baseline and the original FHR time series to detect accelera-
tions. These are a very important screening component of FHR which are normally 
assessed visually by doctors. 
BEIM 
In chapter five, univariate time series analysis (Box-Jenkins identification strategy) has 
been applied for specification of a parsimonious structure to model long term FHR 
variability patterns observed in short, locally stationary segments of detrended FHR 
time series. The theory behind the identification strategy and its application has been 
presented coherently and comprehensively in this chaptr. 
Maximum likelihood Estimation in conjunction with Kalman filtering formed the 
parametric estimator used in this study and is the main topic of discussion in chapter 
six. Also Model diagnostics are presented in this chapter. This the third stage in time 
series analysis is where the adequacy of data fit (thus the identified model) is checked. 
The chapter ends with the presentation of a new method for classifying long term 
FHR variability in terms of the spectral properties of the FHR time series using the 
stability triangle of a second order difference structure. 
Finally chapter seven presents a general summary and conclusions, and after some 
further discussion, ends with proposals for future work. 
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CHAPTER 2 
FETAL HEART RATE MONITORING 
2.1 Introduction 
Before fetal heart rate (FHR) time series can be analyzed numerically, one must know 
how it is interpreted by the medics for the assessment of fetal condition. What pat-
terns or features do they seek for their interpretation? Why is FHR a valuable screen-
ing tool and is FHR the only measured parameter of value for the purpose of moni-
toring fetal condition? These are some of the many questions which are considered 
here. 
This chapter begins with a brief historical survey, followed by a general explanation of 
fetal physiological measurements and their relation to fetal heart rate (FHR). In order 
to understand the characteristics of the FHR time series, the methodologies used for 
capturing it, are discussed in detail. Finally, the vital FHR components of interest 
used for monitoring the condition of the fetus are introduced and explained in detail. 
The benefits, and limitations of FHR as a monitoring tool have also been discussed 
and its position fully clarified. It is hoped through introducing all this relevant back-
ground information, a link will be made with the overall objectives of this project, 
which are, in summary, numerical representation of the important FHR patterns, for 
the purpose of objective quantitative numerical analysis of fetal heart rate time series. 
2.2 Historical Review 
Monitoring the human fetus during its development in the uterus and its eventual time 
of delivery has provided the bioengineer and obstetricians with many challenges. Not 
only is the baby relatively inaccessible until a few hours before delivery but the few 
fetal signals which can be detected on the maternal body surface are extremely small 
and contaminated by maternally generated interference. 
The presence of fetal heart sounds was officially reported first by Francois Mayor a 
Swiss surgeon in 1818[1]. The detection was made by simply placing his ear on the 
maternal abdomen, while attempting to hear the fetus splash about in its liquor. 
Three years later Lejumeau Kergaradec, a French nobleman[1], apparently unaware 
of Mayor's report, again described the fetal heart tones. He suggested auscultation to 
be of value in the diagnosis of pregnancy, diagnosis of twins, and determining fetal lie 
and presentation. 
As with many discoveries, the obstetricians of the time were slow to respond to 
Kergaradec's discoveries and recommendations. In 1833, Evory Kennedy of Dublin 
published an extensive book entitled Observations on Obstetric Auscultation [3]. 
At the turn of this century, the famous head or Pinard stethoscope; an ear trumpet 
like horn, became the first standard piece of equipment for use by general practition-
ers, midwives, and obstetricians for simple auditory phonocardiography. 
Until the mid 1960's, the detection of fetal distress during labour relied solely on 
using the head stethoscope to detect gross changes in fetal heart rate and on the obser- 
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vation of fetal bowel movements in the amniotic fluid. Antenatal monitoring of the 
fetus was mainly consisted of listening for the fetal heart sounds; if present the fetus 
was still alive. 
During the 1960's a revolution took place in the clinical management of labour. New 
electronic monitoring techniques enabled changes in fetal heart rate (FHR) to be 
observed in real time and correlated with maternal contractions during labour. This 
led to a reduction in fetal morbidity, but also introduced problems of its own, for 
example, an increased incidence of caesarian section deliveries. 
Thus additional methods of monitoring such as fetal blood sampling and PH estima-
tion were introduced to reduce the degree of unnecessary intervention. 
During labour transducers can be attached to the fetus, simplifying the collection and 
analysis of biological signals. However antenatal monitoring, that is monitoring the 
fetus from conception to term 38 weeks later, relies on non-invasive measurements, 
and is a potential growth area for further research and introduction of new technolo-
gies. 
Before discussing FHR measurement techniques it is useful to look in more detail at 
the fetus in its uterine environment and to assess its main medical problems. 
2.3 Fetal Physiological Measurement 
The various factors which influence the fetus and fetal heart rate (FHR) are shown 
diagrammatically in figure 2.1[4]. The figure clearly shows the complex nature of the 
interrelationships. 














FLOW HEART METABOLISM I 














Figure 2.1: Simplified diagrammatical representation of the numerous factors 
which can interact to influence the condition of the fetus[4]. 
secreted from the placenta, but from approximately 24 weeks uterine contractility gra-
dually reasserts itself. Contractions become coordinated and increase in intensity and 
frequency until labour is established[4]. 
As the intra-uterine pressure (JUP) increases during a contraction the maternal blood 
flow through the placenta decreases or stops completely, leading to a decrease in the 
transport of gases across the placenta and a resultant fall in fetal oxygen saturation. 
The available oxygen can also be influenced by a reduction in the functional capacity 
of the placenta caused by various chronic medical factors. 
The cardiovascular status of the fetal heart, circulating hormones, the anatomy and 
position of the umbilical cord all have a role to play in determining the effectiveness 
of fetal blood flow and transfer of oxygen and waste materials to and from the fetus. 
The response of the fetus to stress depends substantially upon its current PH, P02, 
pCO 2 , and lactic acid status. Lack of oxygen before, during or shortly after birth is 
the cause of at least 30% of the incidence of cerebral palsy and 10% of severe mental 
retardation [7]. 
Fetal asphyxia is a combination of hypoxia, hypercarbia and metabolic acidosis. 
Hypoxic metabolic acidosis is far more dangerous in the development of brain damage 
than respiratory acidosis[4]. 
Respiratory acidosis can be caused by prolonged or excessively frequent uterine con-
tractions. In such a case exchange of CO 2 from the fetus is impaired leading to an 
increased pCO 2 and respiratory acidosis. 
P02 and pCO 2 stand for partial pressure of oxygen and carbon dioxide respeclively[5,6]. Partial pressure of 
either of these gases is a measure of their ooncentration in blood or tissue. The unit used for measurement is the 
Torr(lTorr= l mm HgatOoC) . 
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Anaerobic metabolism and lactic acid production is the result of a fall of P02  below 
normal levels. The production of lactic acid results in formation of additional carbon 
dioxide (Hypercarbia) and a fall in the blood PH. To differentiate between respira-
tory and metabolic acidosis requires both PH and pCO 2 to be measured, which is only 
possible with safety during the active labour phase. 
The brain is a highly sensitive organ and has a very limited capacity to withstand pro-
longed hypoxic conditions. The brain-stem is more vulnerable than the cerebrum and 
when oxygen concentration levels fall below a safe level, disturbance in the control of 
respiration and temperature as well as disorders of muscle tone and reflexes may 
The fetus also responds to external stimulii such as movements, sounds and pressure 
variations with different types of changes in FHR. For example, external pressure on 
the fetal head usually produces a transient bradycardia (FHR below 120 beats per 
minute (BPM)) while compression of the thorax or abdomen results in a transient 
tachycardia (FHR above 160 BPM). 
The medical status of the mother may also have an effect on the condition of the fetus 
and results in changes in FHR. The flow of blood to the intervillous area not only 
depends on the characteristics of the uterine contractions but also on other cardiovas-
cular phenomena such as maternal blood pressure, haematocrit, oxygen saturation and 
maternal position. The use of drugs or medication by the mother also influences fetal 
condition. Even the mother smoking a cigarette causes a change in fetal behaviour. 
2.4 Monitoring the Fetus 
The main purpose of fetal monitoring is to separate the normal fetus from the 
compromised fetus so that appropriate medical intervention can be instigated. Thus 
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the problem is to find that variable or combination of variables providing the highest 
predictive values. Antenatal monitoring of the fetus provides information on fetal 
development, and may also be predictive of the fetus's ability to undergo stresses 
involved in birth. 
Much work has been carried out to define a single parameter which can be used to 
identify the distressed fetus. However, most of the time the available systems require 
additional tests to be carried out to confirm the diagnosis. 
For example, the most commonly used method to assess the fetal status, the FHR, can 
be affected by 02 and CO 2 saturation, transport and exchange of blood gases in the 
intervillous space, maternal uterine contractions, fetal and maternal medical status and 
a host of other factors. Therefore, to confirm whether an event such as a rapid fall in 
the FHR is a normal transient response to uterine contractions or an indication that 
the fetus is hypoxic, one requires the fetal blood to be measured for PH, P02  and 
pCO 2 . 
Therefore it must be stressed that the use of FHR on its own should be regarded only 
as an important screening tool rather than a complete independent diagnostic tool. 
FHR is only one of a number of vital parameters used for monitoring the fetus[3, 4, 8] 
(see Fig. 2.1 and 2.2). 
One conclusion with which most observers agree is that a normal FHR pattern, corre-
lates well with normal cardiovascular function[9], with a very low false negative rate. 
It should be emphasized that this does not guarantee a normal fetus at delivery as the 
fetus may be anatomically abnormal while having normal cardiovascular function. 
Although certain criteria for normality of FHR patterns have been established [2], 
there is a high percentage of false positive results (a baby in good condition at birth 
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following a suspicious or abnormal FHR pattern). 
The signal sources, parameters measured and the information derived from the fetus 
and mother are shown in figure 2.2. It can be seen that the same basic information 
can be obtained by different methods. For example, the FHR can be derived from 
(1):- the signal obtained from the Doppler shift in an ultrasound beam, (2):- the fetal 
electrocardiogram obtained directly from the fetus (FECG) or indirectly from the 
maternal abdomen (AbdECG) and (3):- the fetal heart sounds (phonocardiography). 
Each of the methods has advantages and disadvantages which are dealt with in detail 
in the next section. 
2.5 Detection of Fetal Heart Rate 
There are two modes of FHR monitoring, direct and indirect. 
The indirect or external mode utilizes Doppler ultrasound, phonocardiograms, or 
abdominal wall electrocardiograms to monitor the FHR. The direct or internal mode 
utilizes a fetal scalp electrode to monitor FHR through fetal electrocardiograms 
(FECG), and an intra-uterine catheter to monitor intra-uterine cavity pressure (mater -
nal contractions). 
The direct mode is restricted to the phase of active labor and delivery (intrapartum 
period) and the indirect modes are applied to the period of pregnancy before labour 
(anteparrum period). 
FHR monitoring with the direct FECG pickup at present is the method producing 
the best results in respect to instantaneous FHR recording. Instantaneous FHR is 
based on the interval between successive fetal heart beats (Fig. 2.3) and is a continu- 
ous 3- plot where I is the interval[1, 3, 101. 




















Umbifical Blood How 
Placental Function 
Abdominal 
Compliance 	 Uterine Contractions 
Figure 2.2: The signal sources, parameters measured and the information derived from the 
fetus and mother[4}. 
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In the case of external modes, the signals used to derive FHR are invariably contam-
inated with noise, so to make the trace show a reasonable visual pattern, each FHR 
estimate is based on a one to two second block of measured data (i.e. it is averaged 
over several beats)[3]. 
Thus the term averaged FHR is more of an appropriate name to describe FHR calcu-
lated from external or indirect methods. As yet no indirect technique is presently 
available to compute FHR beat-to-beat variability, accurately and reliably for long 
term monitoring. 
2.5.1 Electrocardiographic Derived Fetal Heart Rate 
The electrical activity of the fetal heart can be detected at a number of different sites. 
The most common of these is the signal obtained by direct application of an electrode 
to the fetal scalp by piercing the fetal skin. The stainless steel electrode is either in the 
form of a double spiral or a hook with a reference electrode about 1 cm from the fetal 
electrode making contact with the cervix or vagina. 
The FECG derived from this electrode pair has a QRS (see Fig. 2.3) amplitude of up 
to several hundred microvolts (100-200 #.iV). The electrode can only be applied once 
the membrane that fetus is contained in, has ruptured and the cervix had dilated by 
1-2 cm. Once the FECG complex has been captured, the R-R interval can be meas-
ured. The interval is then converted to instantaneous FHR rate. 
The obvious disadvantages of scalp FECG measurement are (1); its restriction to the 
phase of active labour, and (2); its invasive nature. Direct FECG pick up creates 
potential hazards such as infection and injury and due to its invasive nature, this 
method may also be rejected by patients for psychological reasons. 
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I (R-R interval) 
R 	 R 
Figure 2.3: General structure of QRS complex which Scalp FECG will exhibit. 
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The FECG can also be detected indirectly from the surface of the maternal abdomen 
(AbdECG). The signal from this source is difficult to process, because it is contam-
inated by the maternal ECG and electromyogram (EMG). However, this is the only 
method of recording the FECG non-invasively during pregnancy. 
A major disadvantage of AbdECG is when the small amplitude fetal signal is 
obscured when a maternal QRS complex is coincident with it. As a result, sophisti-
cated signal processing is required to suppress the maternal complex as demonstrated 
by Frank et al and Callaerts et al[1 1, 12]. The methodologies used by both of these 
groups are not easy to apply and require expertise for their implementation. Also it 
seems their work is still at a preliminary stage and requires further tests and trials on 
patients, to verify its success rate as a reliable long-term external recording technique. 
Finally, referring to earlier works, the accuracy of the indirect method of deriving 
ECG was investigated by Wheeler et al, Kariniemi et al and Carter et al. [13-15]. 
They all found that its success rate decreases significantly between 28 and 34 weeks, 
thereby limiting the value of the technique during this period. 
2.5.2 Ultrasonic Detection of Fetal Heart Rate 
The most common modality presently used for external FHR monitoring, both 
antepartum and intrapartum, is Doppler ultrasound[1, 16]. In this approach a trans-
ducer coupled to the maternal abdomen through a water based gel transmits at a fre-
quency of between 2 and 5 MHz. A power level of less than 10 mW/cm 2 is used. 
The transducer consists of one or more transmitting and receiving piezo-electric cry-
stals producing a narrow or wide beam of pulsed or continuous wave ultrasound. 
Reflection of ultrasound occurs from discontinuities in refractive index within the 
beam. Moving discontinuities (such as heart walls and valves) cause Doppler shifted 
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reflections (backscatter) which are accepted through high-pass filters in the receiver to 
remove backscatter from stationary or slow moving discontinuities (e.g. the fetal chest 
wall). 
The complexity and non-stationarity of this signal make it difficult to obtain beat-to-
beat measurements of FHR, so averaging techniques are used by the fetal monitors to 
calculate the FHR from more than one pulse interval. Thus true beat-to-beat variabil-
ity cannot be determined from ultrasound-derived signals. 
The main advantage of ultrasonic monitoring is the ability to monitor throughout 
pregnancy from early in gestation. Also, with correct transducer positioning a high 
signal to noise ratio (SNR) signal can be obtained. However, with fetal movements, 
the heart can stray outside the beam resulting in total signal loss. 
One of the main disadvantages of using Doppler ultrasound is that it is not passive, 
i.e., it transmits energy into the patient in a concentrated and directional 
manner[1, 21. Thus it poses a risk when used for long-term antepartum FHR monitor -
ing. Medics have long questioned the safetiness of subjecting the mother and the fetus 
to long-term dosages of concentrated ultrasonic waves. 
In summary it can be said that although ultrasonic techniques is an indirect monitor-
ing method, it is not strictly non-invasive. 
One way to obviate the fear of any risk from Doppler Ultrasound, is to use the 
abdominal fetal ECG. But, as has been mentioned earlier, it is not a reliable monitor-
ing method for the whole antepartum period. As a result, this has led to renewed 
interest in the indirect Phonocardiographic methodology, which will be discussed next. 
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2.5.3 Phonocardiographic Derived Fetal Heart Rate 
As the fetal heart beats, the closure of the heart valves produces sound that may be 
detected through mother's abdominal wall by listening with a stethoscope. This 
mechanical energy may be sensed by a specially designed microphone and amplified, 
producing an electrical signal that may then be reconverted to sound or used to pro-
duce an oscillographic tracing of the heart sounds known as a phonocardiogram. The 
amplified electrical signal can also be use as a counting source for an FHR monitor. 
Phonocardiography was indeed the first method used to record FHR electronically 
from the mother's abdominal wall[1]. 
There are two major components to the signal. With ventricular systole (period of 
contraction of the heart muscle), the atrioventricular valves close, producing the first 
heart sound. With the onset of diastole (period of dilation of the heart cavities as they 
fill with blood), the aortic and pulmonary valves close, producing the second heart 
sound (see Fig. 2.4 showing the general heart structure). Given good positioning of 
the phono transducer on the abdomen of a suitable patient, the derived phonocar-
diograhic signal can result in less artefactual jitter than the Doppler ultrasound signal. 
This is due to the greater stationarity of the phono signal compared with the 
ultrasound signal which suffers from scintillation effects[1]. 
The main drawback to phonocardiographic FHR systems was that they were extremely 
sensitive to ambient noise such as maternal bowel sounds, movement of clothing, 
voices in the room, certain air conditioning systems, and especially noise produced by 
any motion of the microphone. 
Recently however considerable improvements have been made in the development of 
a suitable acoustic transducer[17, 18], with a better signal to noise ratio. By maximiz- 
ing the mechanical compliance of the transducer, attenuation of fetal heart sounds and 
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Figure 2.4: The Heart: (a): Internal structure; (b): Conduction system[5]. 
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infrasounds are minimized. These new transducers are made using polyvinylidene 
fluoride membrane (PVDF)[19], or are inductive[20]. 
Because of the new transducers have a flat frequency response down to about 0.5 Hz, 
new information such as fetal movement, fetal breathing, changes in the systolic and 
diastolic time intervals, fetal maturity and function and strength of heart muscle[4] 
have been reported. The characteristics and patterns of fetal breathing movements 
detected by these new transducers may prove to be better as an indicator of fetal 
health than the presence or absence of movements as seen by real time ultrasound or 
detected by the mother. 
In summary phonocardiography has the advantage of being non-invasive to both the 
mother and fetus. The procedure is also simple, so that it does not require the pres-
ence of an obstetrician. As a result, currently it makes the best candidate for long-
term antepartum FHR monitoring. Indeed the antepartum FHR time series used in 
this project for conventional (classical) statistical analysis and parametric time series 
analysis, are derived from a phonocardiographic transducer. 
2.6 The Evaluation of Fetal Heart Rate Patterns 
The first important point to make is that FHR monitoring during the antepartum and 
intrapartum periods have to be considered independently, because the nature of the 
information is certainly different, and the informative parameters are probably dif-
ferent[8]. 
During the intrapartum period FHR information is observed along with the intra-
uterine pressure measurements, whereas during the antepartum period, the FHR trace 
is often the only source of information. It is important to mention here that, in the 
context of this thesis, we are only concerned with the antepartum period. 
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2.6.1 Antepartum Period 
During the antepartum period which is the main period of pregnancy in terms of 
time, as part of a regular non-stress test (NST), obstetricians and midwifes visually 
scan the FHR recordings to detect normal variability in FHR, normal 
steady state FHR baseline (see figure 3.2) level, and a normal acceleration (for defin-
ition see section 2.7) count per hour. 
The normal antepartum FHR characteristics [1-3] which also apply for the intrapar-
turn period are: 
A stealy state baseline rate between 120-160 BPM (some prefer 155 BPM as upper 
limit[211 ). 
A peak to peak variability of greater than 5 BPM and less than 25 BPM. 
An acceleration count of more than five in one hour of recording. 
During pregnancy, steady state FHR baseline is normally in the range 120-160 BPM. 
Higher rates (tachycardia) can be caused by fetal hypoxia, by maternal fever, or by 
the effect of drugs. A rate lower than normal (bradycardia) along with decreased peak 
to peak variability (<5BPM) may indicate a dying fetus[2]. 
2.7 Accelerations 
Accelerations of the fetal heart rate seem to occur most commonly in the antepartum 
period and in early labour[1, 3,22]. It is important to mention that, the medical 
definition of FHR accelerations do not exactly correspond to the mathematical defini-
tion of the word acceleration. In general an FHR acceleration is defined to be a rise 
of FHR of at least 15 BPM above the steady state FHR baseline (where the baseline 
exhibits close to zero gradient activity) and maintenance of this rise for longer than 15 
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seconds, before falling back to a lower point where the baseline gradient will be zero 
[22]. After this completion point, the FHR might either follow a steady state trajec-
tory, or rise up again for another FHR acceleration. Also refer to figure 3.2 for a 
pictorial representation of this phenomenon. 
There are probably at least two physiologic mechanisms responsible for accelerations. 
Those seen in response to fetal movement or uterine contractions seem to have the 
same significance as fetal heart rate variability, i.e., their presence represents fetal 
alertness or arousal states. The other cause of accelerations seems to be partial umbili-
cal cord occlusion. 
The presence of fetal heart rate accelerations in the intrapartum period, as in the 
antepartum period, is reassuring. These accelerations may occur with contractions, 
fetal movement, or without apparent stimulus. The absence of FHR accelerations in 
the intrapartum period is not of itself alarming as long as variability is normal. 
2.8 Fetal Heart Rate Variability 
Present interest in FHR is based upon the idea that a given FHR pattern represents 
the output of a physiologic control system, which is the net result of the interaction of 
a number of opposing mechanisms[1, 3,9, 101. In the antepartum period and in the 
interval between uterine contractions in the intrapartum period, the interplay of these 
mechanisms results in unique correlated patterns, which are termed as fetal heart rate 
variability (FHRV). 
These fluctuations are also held within close limits as the result of the interaction of 
cardio-accelerator and cardio-decelerator (or inhibitor) reflexes. These reflexes are 
usually in relative balance, so that there is a continuous superimposed irregularity 
which reflects the continuous hunting of the control mechanism. If, for some reason, 
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there is a transitory imbalance between these two opposing control mechanisms, it is 
reflected in a corresponding transitory FHR rise and fall (or vice versa) from a steady 
state FHR baseline. 
In general there are two forms of variation, which are a combination of beat-to-beat 
changes and cyclic changes. 
The beat-to-beat changes are commonly referred to as short term variability, and can 
only be detected accurately and consistently from scalp FECG, which is restricted to 
the intrapartum period (labour phase). Therefore short term variability can best be 
analyzed during the phase of active labour only and currently is subject to research to 
extent its availability to the antepartum period as well. 
The random cyclic changes which are often referred to as long term variability, have 
been observed to exhibit periodicities of 8-30 seconds[1, 21. Long term variability can 
be successfully detected and analyzed from proper indirect methods during the 
antepartum period. 
As true beat-to-beat variation encompass only the components of highest frequency, 
which amount to less than one-tenth of the total FHR variation, Dawes et al [23] 
have questioned the value of beat-to-beat variation as an indicator of fetal well-being, 
because it is influenced by so many physiological variables. 
They have come to the point of view that the medically most useful measures of FHR 
analysis are long-term variations and accelerations[23-25]. 
Furthermore, when obstetricians and midwifes visually analyze FHR variability, they 
base their judgement mainly on long term variations[3]. 
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2.8.1 Factors Affecting Fetal Heart Rate Variability 
One of the reasons why fetal heart rate monitoring has not fulfilled the expectations 
held at its introduction, may be the fact that many factors influence the firing fre-
quency of the sinoatrial node (pace maker) and so complicate the reading and 
interpretation of the FHR patterns[26]. 
Among the factors which have influence on FHR and FHRV are maternal medica-
tion, fever, infection, body position, convulsions and shocks, and fetal age, 
behavioural states, brain damage and hypoxia. In this section the effect of fetal 
behavioural state, age, and hypoxia will be looked at in greater detail as these are the 
main contributory factors to FHR. 
2.8.1.1 Fetal Behavioural State 
The fetus, like the newborn infant, spends 95% of the time either in quiet sleep 
(30%) or active sleep (65%)[27]. Quiet sleep is characterized by a relatively stable 
baseline, presence of low variability (i.e. a peak to peak fluctuations of less than 5 
BPM) and only occasionally short-lasting increases in heart rate during quick fetal 
movements (startles). According to Nijhuis et al[9, 28], a decrease in heart rate and a 
reduction in FHR variability (long-term variability) occiir during quiet sleep. 
During active sleep the fetus has a higher FHR baseline level and higher long term 
variability than the previous state, and accelerations occur periodically with fetal body 
movements (see Fig. 2.5 and 2.6). 







0.69 	0.834 	0.978 	1.12 	1.27 
30 10e3 
1.41 
Discrete time samples (sampling period of 2 seconds) 
Figure 2.5: Part of an FHR tracing derived from an indirect phonocardiographic rou-
tine, showing a fetus which is probably mostly in active sleep state (this segment of 
recording represent a length of 24 minutes). 
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2.8.1.2 Fetal Age and Hypoxia 
With increasing fetal age the following changes have been described in the fetal heart 
rate[26, 291 
1. Baseline heart rate decreases. 
The incidence, duration and amplitude of accelerations increase. 
Long-term variability increases in fetal heart rate. 
The most ominous FHR pattern due to a hypoxic condition of the fetus is character-
ized by absence of accelerations, decreased long-term and short term variability. Ear-
lier signs of fetal compromise have also been atributed to a significantly low blood PH 
and a transient increase in FHR variability. 
2.8.2 Visual Measurement Methods of Fetal Heart Rate Variability 
The visual appearance of FHRV was first described by Caldeyro-Barcia et al[30] in 
terms of irregularities of the basal rate. Hon[10] described a template, calculated for 
different heart rates, to place over the heart rate trace to measure the amplitude of 
these fluctuations as a percentage of the baseline rate. 
Hammacher et al[31] described a value of less than five beats per minute amplitude of 
fluctuation (silent pattern) as abnormal, and values of between 5 and 10 beats per 
minute were regarded as the lower limit of normal. Variability above 25 beats per 
minute was also considered abnormal, and between 10 and 25 beats per minute ampli-
tude, the variability was described as normal. 
These values have been further acknowledged by subsequent studies[1, 32, 331 and are 
still considered the normal limits of visually discernible long-term variability. 
Finally in a top international pilot study directed in Europe by van Geijn et al[34], 
they came to the conclusion that it seems trained obstetricians they have consulted 
evaluate heart rate variability by sight only and do not seem to attempt any form of 
calculations. This was detected by the fact that there were widely diverging opinion 
among the referees on the degree of heart rate variability. 
2.8.3 Quantitative measurement of Fetal Heart Rate Variability 
In general standard indices that have been used, reduce to some more or less intuitive 
estimation of standard deviation or variance. But these one-dimensional types of infor-
mation extraction are not efficient and a more complicated, realistic approach needs 
to be devised. This approach should recognize that, FHR variability, while apparently 
random, is not patternless (see figure 2:5, and 3.5 to 3.10). 
The FHR time series is a nonstationary time series, i.e, its statistical characteristics 
vary in time. This is a critical factor which must be considered, in order to have a 
meaningful quantitative analysis of FHR time series. 
Non-parametric statistical estimation such as the standard deviation which might be 
reasonable in estimating the spread of FHR variability over the baseline, is not capa-
ble of quantitatively representing the non-white random cyclical patterns that long 
term FHR variability exhibits. Even when the standard deviation statistic is used, 
often it fails to represent the genuine dispersion of FHR over the baseline, because it 
has not been applied to the data properly (see the next chapter). 
Therefore, there is the need to look at this problem and see if a parsimonious 
dynamic model can be found where, through the use of its parameters, one will be 
able to characterize different random cyclical patterns observed in long-term FHR 
variability. 
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2.9 The Biophysical Profile 
Another very important antepartum test procedure which is valuable to be discussed 
here, is the fetal biophysical profile test, or simply the BPP test introduced in 1980 by 
Manning et al[35]. This approach is a commonly used and highly praised assessment 
routine which brings to attention the importance of other valuable variables which are 
used for checking fetal condition. 
The profile consists of a combination of dynamic variables, (of which a test for 
reactive - FHR is one) combined, to produce a total BBP scoring. A fetal heart-rate 
pattern is considered reactive whenever there are two or more fetal heart-rate 
accelerations (refer to section 2.7 for definition) in every 30 minutes[3, 36]. 
The other variables which are always looked for first include, ultrasonic (or alterna-
tive) detection of fetal breathing movements, gross body movement, fetal tone, and 
amniotic fluid volume (AFV) (refer to Table 2.1[37] ). 
The BPP test starts with ultrasonic checking of body and breathing movements, and 
AFV score. If they show normal scorings, all is well. However, if any abnormality is 
detected, then an NST is carried out. This consists of passive FHR screening, looking 
for reactive FHR. Table 2.1 shows clearly the biophysical variables involved in a BPP 
scoring along with the technique and their interpretation. 
In this procedure (as in other approaches), the observations made by experts on each 
variable seemed to be binary, that is it is present or not present, without any reference 
to duration or characteristics of the variable under observation. 
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Biophysical variable 	Normal (score =2) 	 Abnormal (score = 0) 
Fetal breathing 	 At least one episode of FBM 	Absent FBM or no episode 
movements of at least 30 sec duration in of> 30 sec in 30 mm 
30 min observation 
Gross body 	 At least three discrete body/ 	Two or fewer episodes of 
movement limb movements in 30 min body/limb movements in 
(episodes of active continuous 	30 mill 
movement considered as single 
movement.) 
Fetal tone 	 At least one episode of active Either slow extension, with 
extension with return to flexion return to partial flexion, 
of fetal limb(s) or trunk. or movement of limb in full 
Opening and closing of hand extension. Fetal movement 
considered normal tone. absent 
Reactive FHR 	 At least two episodes of FHR Less than two episodes of 
acceleration of >15 BPM and acceleration of FHR or 
of at least 15 sec duration in acceleration of> 15 BPM 
30 min(associated with fetal in 30 mm 
movement) 
Qualitative AFV 	At least one pocket of AF that 	Either no AF pockets or a 
measures at least 1 cm in two pocket < 1 cm in two 
perpendicular planes 	 perpendicular planes 
Key: FBM,fetal breathing movemement; AFV,aniniotic fluid volume; AF,amniotic fluid. 
Table 2.1. Biophysical profile Scoring: technique and interpretation[37]. 
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2.10 Conclusions and Discussion 
Fetal heart rate variability (FHRV) derives from intrinsic beat-by-beat changes in 
stroke volume (short-term variability) as well as from longer-term fluctuations (long-
term variability) resulting from the influence of the autonomic nervous system. 
Short-term variability can only be detected accurately from FECG signals obtained 
from a scalp electrode (direct monitoring), which is restricted to the intrapartum 
period. Many attempts have been made without any success to compute short-term 
variation during the antepartum period accurately and reliably from indirect methods 
applied over a long period. Also, the value of short term variability itself as an indica-
tor of fetal condition has been questioned, and its true medical significance is yet to 
be determined by medical researchers. 
Medically during antepartum period most useful measures of FHR analysis are long-
term variations, status of FHR baseline, and accelerations. Long term variability and 
accelerations are still assessed visually from graphic records of FHR. 
Long-term FHR variability lends itself to numerical analysis because a major degree 
of data reduction is possible. Indeed in this project one of the main objectives has 
been to deal with this previously unexplored issue. 
Some correlation exists between changes in long-term FHR variability and fetal condi-
tion. Normal variability has greater predictive value for fetal well-being than does 
reduced variability for fetal compromise. 
The other very important FHR variable is accelerations. The presence of accelerations 
is used as a positive indication of fetal well-being. Again its detection is generally 
visual, which is an inaccurate way of scanning FHR data, for such an important vari-
able. The presence of 5 accelerations or more in an hour of antepartum FHR trace is 
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a good indicator of fetal well-being. Again this was an important issue that this pro-
ject addressed, i.e. detection of accelerations numerically via a computer. 
It is important to state that fetal heart rate monitoring is only one of many monitoring 
tools. It is dangerous and misleading to claim that this technique can be used on its 
own for full evaluation of fetal well-being. It is more appropriate to refer to FHR as 
an important screening tool, and as an important component of the fetal biophysical 
profile. 
In summary, fetal heart rate monitoring is certainly a useful screening tool for long-
term monitoring of fetal well-being during the antepartum period. Its success as a con-
tinuous long term computerized screening tool is very much dependent on proper 
quantitative representation of FHR characteristics and patterns. 
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CHAPTER 3 
BASELINE ESTIMATION OF FETAL HEART RATE 
3.1 Introduction 
During the antepartum period, as part of a non-stress test (NST), obstetricians visually 
screen the FHR data for normal patterns. There are, in general, three components in 
the trace which interest them; these are the position of the FHR baseline (or trend), 
occurrence of accelerations and the status of the variability. 
Since FHR assessment is mostly visually based, their interpretation is unreliable as has 
been demonstrated by many prominent research groups such as Trimbos et al, Lotger-
ing et al and van Geijn et a! [34, 38,39]. 
In comparison with simple visual assessment, objective numerical analysis of FHR, 
offers a better basis for understanding the physiology of FHR, and its changes under 
pathological conditions. 
In this chapter, Fl-JR time series obtained using an indirect phonocardiographic tech-
nique will be analyzed numerically to estimate baseline (or trend), and to study the 
effect of the latter on the standard deviation statistic which is the main statistical 
parameter for quantitative analysis of variability. 
MWE 
For successful detection of accelerations and for statistical and stochastic time series 
analysis of FHR variability, proper estimation of the baseline of the FHR time series 
is of paramount importance. Figure 3.1 shows the important position baseline estima-
tion occupies in the overall structure, for the purpose of the objective numerical 
analysis of FHR. Figure 3.2 attempts to visually clarify what is meant by the FHR 
baseline, accelerations and long term variability. 
But before starting our discussion on the above topics it is important to introduce the 
indirect monitoring technique which provided the FHR time series for our numerical 
analysis. 
3.2 Indirect FHR Computation Methodology 
As discussed in the previous chapter, indirect FHR computation using phonocardio-
graphic signals is currently the best candidate for long-term antepartum FHR monitor-
ing. Renewed interest in the phonocardiographic approach, is due to its non-invasive 
characteristics towards the mother and the fetus. 
The FHR used for numerical analysis in this project has been provided from a phono-
cardiographic technique devised by Bassil[40]. Figure 3.3 shows the extent of signal 
processing involved in this technique, in order to successfully extract FHR information 
from noise corrupted fetal heart sound signals. Briefly these signal processing stages 
will be explained. The work reported in sections 3.2.1 to 3.2.3 inclusive was done by 
Bassil as part of his Ph.D. work. 
3.2.1 Measurement Method 
The heart sound signals are recorded using the Talbert and Southall TAPHO trans-
ducer[17, 18]. Typically, fetal heart beat signals had an amplitude of 10 mV while 
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other interfering noises were about two orders of magnitude larger. Since phono trans-
ducers are susceptible to corruption by pressure waves from maternal and fetal move-
ments, the patients are monitored during their resting period. The signal is recorded 
first on a standard Racal frequency modulation tape recorder without any analogue 
conditioning. This was essential, especially during the period of algorithm develop-
ment, where replay of the same data was necessary and analogue pre-processing tech-
niques were being optimized. 
3.2.2 Analogue Pre-Processing 
The phono transducer output signal was conditioned by being passed through a series 
of analogue circuits (Fig. 3.3). In order to enhance the signal to noise ratio of the 
fetal heart sound, it is first filtered by a 45 to 65 Hz band-pass filter. 
The output of the band pass filter is then passed through a full wave rectifier, fol-
lowed by a 20 Hz low-pass filter thus reconstructing the heart beat pulses. The filtered 
signal is then sampled at 50 Hz and divided into 2 second blocks (100 samples) for 
discrete conventional spectrum analysis. 
3.2.3 Digital Signal Processing 
The 2 second (100 samples) blocks are then zero padded to 256 points and their fast 
Fourier transform (FFT) is taken. Unfortunately, the global peak in the power spec-
trum of the 2 second block will not necessarily lie at the fundamental fourier com-
ponent position (the heart rate). In order to avoid the real possibility of sub-harmonic 
errors being made by the FHR estimator, a further transform is performed on the 
linear power spectrum which leads to a global peak at a frequency corresponding to 
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the FHR [40]. Finally, an iterative interpolation technique based on successive inter- 
val bisection type search for the global peak is performed. Interpolation to the 
equivalent of a 4096 point zero padded FFT requires access to a normalised 4096 
point !!- (or sinc) function[40]. The above technique gives identical results to those 
obtained from a 4096 point zero-padded FF1' but is much more computationally effi-
cient. 
The objective is to estimate as close as possible the position of the fundamental har-
monic and hence the FHR. However, determining the FHR from a single peak can 
lead to a biased estimate in the presence of coloured noise. Also the global peak 
might not be the fundamental harmonic (it is often at the second harmonic position). 
Therefore a routine was used which estimated the position of the fundamental har-
monic from a span of harmonics. This has been achieved using a comb filter [40,41]. 
The global peak of the comb filter output is then expected to give a good estimate of 
FHR in the 2 second sampled block under observation. However, in some cases, close 
multiple peaks were observed due to asynchronous periodic interference and an artifi-
cial intelligence (Al) peak selection routine was devised to detect the most likely FHR 
peak [40] 
Finally, the randomly distributed outliers which are still present at the output of the 
Al algorithm are removed using a least mean square (LMS) prediction-error filter. 
The performance of the technique has been assessed by application to the ultrasound 
returns from a patient during the intrapartum period, allowing comparison to be made 
with instantaneous FHR (chapter 2) extracted from a fetal scalp ECG. A resulting 
error rate of approximately 3% was observed[40]. 
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In summary, this external approach can reliably extract averaged FHR from long-term 
phonocardiographic recordings during the antepartum period (see part (a) of figures 
3.5 to 3.10 as examples). The resultant averaged FHR time series has a sampling 
interval of 2 seconds and an averaging window of 2 seconds. 
Due to the relative short size of averaging window, long term variability which is the 
main component of FHR variability (see chapter two) is fully captured. This is, in 
general, the main component used for both visual and numerical analysis of variability 
in FHR. 
3.3 Baseline Estimation of Fetal Heart Rate 
The estimation of baseline or trend is of fundamental importance in both visual and 
numerical analysis of FHR recordings. The baseline is an imaginary line representing 
a form of running average of heart rate and its proper unbiased estimation is an essen-
tial prerequisite for objective numerical analysis of fetal heart rate recordings. 
This time variation in the trend of FHR constitutes a nonstationarity of the FHR pro-
cess in the first moment or mean. Estimation and removal of mean nonstationarity 
from a time series such as FHR can be approached in two ways. 
The first approach is to fit a deterministic model structure[42], such as a linear or 
non-linear polynomial structure, to short segments of data using standard regression 
analysis techniques. The other alternative is to apply some form of low-pass discrete 
filtering to separate low frequency components of the time series related to the trend 
from higher frequency components. 
In regard to the first approach, a major problem arises in the case of long duration, 
mean-nonstationary time series such as FHR since the trend continuously changes in 
shape (evolves) from block to block. Thus different deterministic model structures 
may be required from block to block in order to detrend the segmented data. 
Clearly this first approach would be a very inefficient method of estimating the trend, 
especially when one is dealing with long monitoring sessions as in antepartum FHR 
monitoring, if applied to FHR, the curve fitting technique will result in unpredictable, 
and non-quantifiable statistical bias both in the estimated trend and in the detrended 
correlated series (original - trend) which represents the important, long term variabil-
ity component of FHR. 
The other alternative would be to estimate and remove the trend from the time series 
by passing the latter through a suitable linear discrete filtering structure. This is the 
approach which was taken in order to avoid the possibility of changing the statistical, 
frequency and phase properties of the estimated trend, and of the detrended data. 
The latter is used for FHR variability analysis. 
The filtering technique used for baseline estimation/removal is based on a bi-
directional first order autoregressive filtering structure, which was successfully applied 
by Orr and Hoffman in 1974[43] to detrend adult human heart rate. In 1983, this 
technique was also successfully applied by Dalton and Dawson [44] to averaged ultra-
sonically detected FHR. Historically, this trend removal filtering algorithm was intro-
duced by Tukey[45] in a set of his published lecture notes in 1963. 
3.3.1 Linear Estimation Method 
In many filtering problems, one would ideally like the phase characteristics to be zero 
or linear. For causal filters it is impossible to have zero phase. However, for many 
digital filtering applications, it is not necessary that the unit sample response of the 
filter to be zero for k < 0, if the processing is not to be carried out in real time. One 
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technique used in digital filtering when the data to be filtered are of finite duration 
(N samples) and stored, is to process the data forward and then backward through the 
same stable filter. Such bi-directional processing effectively eliminates phase shift[43-
46]. 
In regard to the problem here, the trend (or baseline) in fetal heart rate was calcu-
lated by a first order purely autoregressive low pass filter structure applied to FHR 
data first in the forward direction and then in the reverse direction. Equations (3.1) 
to (3.4), illustrate the general processing strategy: 
y(k) = py(k-1) + (1—p)x(k), fork = 0,...,N, 	 (3.1) 
yr (k) = y (N —k), for k = 0,... ,N, 	 (3.2) 
zr(k) = pzr(k —l) + (l—p)yr(k), fork = O,...,N, 	 (3.3) 
z (k) = zr (N —k), for k = 0,... ,N. 	 (3.4) 
Also an additional final equation, (3.5) was added to make the overall real valued 
filter transfer function, (3.6) simpler[43], 
u(k) = z(k) —(1—b)x(k), fork = O,...,N, 	 (3.5) 
where 
b = 	and 0.70 < p < 0.95. 
(1+p 2) 
Equation (3.1) represents the time forward first order autoregression on the input 
FHR time series x(k), which yields the output series y(k). The output y(k) is then 
reversed in discrete time order using equation (3.2), allowing the data to be processed 
effectively backward via equation (3.3). This equation represents the same stable first 
order autoregressive structure, which has defined equation (3.1). Finally equation 
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(3.4) corrects the time order of final filtered output, to be in direct one to one 
correspondence with the original raw FHR data. 
Both z(k) (equation (3.4)) and u(k) (equation (3.5)) can represent the underlying 
nonstationary trend of the original time series. u(k) is usually preferred over z(k), due 
to the fact that it makes the overall transfer function simpler. 
It can be shown that the general overall impulse response resulting from the filtering 
steps of equations (3.1) to (3.4) (shown in figure 3.4(a)), is non-causal and has even 
symmetry. This is the reason behind the zero phase characteristics of this type of 
filtering. An alternative high order non-recursive FIR filter can also be used to imple-
ment the same filtering for trend estimation. This is achieved by using the truncated 
impulse response (for a pole at z = 0.9, inclusion of all h(k) with magnitude greater 
than or equal to 0.1 % of h(0) will be sufficient) shown in figure 3.4(a) to define the 
taps of this FIR filter. 
Taking the bilateral (or two —sided) z —transform [46] of this symmetric impulse 
response, and setting z to will result in a purely real valued open form infinite 
series transfer function, proving there is no overall phase shift. Alternatively through 
applications of z-transform theorems and their properties, to the discrete equations 
(3.1) to (3.5), a simpler real valued closed form transfer function can also be derived 
for this overall bi-directional filtering procedure, which is 
H,(w) = 	 where(0 ~-= w 	rr). 	 (3.6) 
1—bcos(w) 
The value of p in equations (3.1) and (3.3) determines the 3 dB cut-off point of this 
bi-directional autoregressive filter, as shown in the frequency magnitude plot of figure 
3.4(b). Notice as p decreases in value the 3 dB cut-off point increases, effectively 
increasing the bandwidth of the bi-directional filter. 
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Figure 3.4: Part(a): Overall Symmetric, non-causal impulse response of the bi-
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Figure 3.4: Part(b): Transfer function magnitude (in dB) against Normalized fre-
quency of the first order autoregressive bi-directional filter, exhibiting different tra-
jectories corresponding to different p values (0.75 <p< 0.95). 
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A value for p must be chosen such that the detrended FHR series will not exhibit any 
non-stationarity in the form of a pronounced trend which results in constant variation 
of the overall mean of the filtered series. Through numerous trials on phonocardio-
graphic derived, averaged FHR, a value of 0.9 was found appropriate for p. Using 
this value resulted in a good estimate of the overall baseline of the FHR data which 
also included the long-lasting accelerations as part of the estimated trend. This pro-
perty is exploited in the next chapter for the detection of accelerations. 
The detrended FHR series is obtained as coloured residuals by subtracting the smooth 
trend, u(k), from the original time series x(k). This detrended series can then be 
used to analyze, quantitatively, the FHR variability (FHRV; see previous chapter). 
This may be done by applying either conventional scalar statistical analysis techniques 
or by applying much more numerically complex stochastic time series analysis. Figures 
3.5 to 3.10 show how six 24 minute blocks of FHR (each corresponding to 720 sam-
ples) have been detrended, acquiring stationarity in the first moment. 
Finally, parts (d) of figures 3.5 to 3.7 show FFT based power spectra taken from the 
original FHR data and from their corresponding detrended versions shown in figures 
3.5 to 3.7 (parts (a) and (c)). These show how much the power in the low frequencies 
has been reduced by the trend removal operation. 
All the power spectra shown in parts (d) of figures 3.5 to 3.7 were based on the FFT 
of 720 samples of real data zero-padded to 1024 points. A Hamming tapered window 
was used to reduce leakage[42, 47,48]. 
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Figure 3.5: Part (a): Presents 24 minutes of averaged phonocardiographic FHR data, 
along with its estimated baseline. 
Part (b): Shows the estimated baseline on its own. 
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Figure 3.5: Part (d): FFT based power spectrum taken from the original 24 minutes 
FHR data segment (part (a)). and from its corresponding detrended version (part (c)), 
showing the effect of the trend removal operation on the spectral content of the FHR 
data (Magnitude (in dB) against normalized frequency). 
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Figure 3.6: Part (a): Presents 24 minutes of averaged phonocardiographic FHR data, 
along with its estimated baseline. 
Part (b): Shows the estimated baseline on its own. 
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Figure 3.6: (d): FFF based power spectrum taken from the original 24 minutes FHR 
data segment (part (a)) and from its corresponding detrended version (part (c)), 
showing the effect of the trend removal operation on the spectral content of the FHR 
data (Magnitude (in dB) against normalized frequency). 
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Figure 3.7: Part (a): Presents 24 minutes of averaged phonocardiographic FHR data, 
along with its estimated baseline. 
Part (b): Shows the estimated baseline on its own. 
Part (C): Shows detrended, mean stationary, averaged FHR data. 
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Figure 3.7: (d): FFT based power spectrum taken from the original 24 minutes FHR 
data segment (part (a)) and from its corresponding detrended version (part (c)), 
showing the effect of the trend removal operation on the spectral content of the FHR 
data (Magnitude (in dB) against normalized frequency). 
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Figure 3.8: Part (a): Presents 24 minutes of averaged phonocardiographic FHR data, 
along with its estimated baseline. 
Part (b): Shows the estimated baseline on its own. 
Part (c): Shows detrended, mean stationary, averaged FHR data. 
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Figure 3.9: Part (a): Presents 24 minutes of averaged phonocardiographic FI-IR data, 
along with its estimated baseline. 
Part (b): Shows the estimated baseline on its own. 
Part (c): Shows detrended, mean stationary, averaged FHR data. 
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Figure 3.10: Part (a): Presents 24 minutes of averaged phonocardiographic FHR data, 
along with its estimated baseline. 
Part (b): Shows the estimated baseline on its own. 
Part (c): Shows detrended, mean stationary, averaged FHR data. 
. 
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3.4 Statistical Comparison of the Original Series and its Detrended Version 
As was mentioned in the previous chapter, analysis of variability through scalar type 
statistics (which all seem to be related to the standard deviation statistic), has not been 
very consistent or reliable in characterizing true FHR variability or FHR spread over 
the baseline. 
The one-dimensional standard deviation statistic or related scalar statistical measures 
that have been applied in the past tend to base their computation on the original 
mean nonstationary FHR series, and this has been the main reason for their lack of 
success. 
Trend has an enormous influence on the value of the standard deviation FHR varia-
bility. This renders the standard deviation statistic a useless quantity for representing 
true variability around the baseline, particularly when a pronounced first moment 
non-stationarity is present. 
In the FHR recording shown in figure 3.5a, there was a series of long duration 
accelerations. The trend removal technique has included these long duration accelera-
tions as part of the baseline. The variance of the original averaged FHR block (Fig. 
3.5a) was 113.944 BPM 2 , corresponding to a standard deviation of 10.674 BPM. 
However the variance of the corresponding detrended series (Fig. 3.5c) was only 
17.507 BPM 2 corresponding to a standard deviation of 4.184 BPM. 
Similarly the FHR recording shown in figure 3.6a, exhibited three long duration 
accelerations, which were included as part of the trend by the linear bi-directional 
filtering technique. Again the original FHR data had a high variance of 107.633 
BPM 2 (standard deviation of 10.375 BPM), whereas its corresponding detrended ver-
sion (Fig. 3.6c) had much lower variance of 17.182 BPM 2 (in standard deviation of 
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4.145 BPM). Similar large discrepancies existed in all other blocks of recordings 
analyzed, where they all exhibited a pronounced underlying trend or slow rhythm as 
seen in figures 3.5a to 3.8a. 
In cases where there were no obvious strong underlying trends like the one shown in 
figure 3.9a and 3.10a, there was not much difference in the values of variance (or 
standard deviation) of the original and its corresponding detrended version (see table 
3.1). 
Table 3.1 presents the first and second moment statistical values of the original FHR 
time series, for the original and for the detrended versions shown in figures 3.5 to 
3.10, making the above arguments clearer. 
It can also be seen from table 3.1 that the estimated mean heart rate of the original 
(trended) time series is almost identical in value to the estimated mean of the 
corresponding trend or baseline time series. 
3.5 Summary and Conclusion 
The methodology which provided the indirect FHR time series, namely the phonocar -
diographic method was explained in detail. The nature of the FHR data that it pro-
vided was highlighted. The averaged FHR time series nature of the captured FHR 
data was stressed. 
In this chapter the importance of baseline estimation and the need for the efficient 
removal of the baseline in a statistically unbiased manner as a pre-requisite for the 
objective numerical analysis of FHR time series has been made clear. 
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Mean(BPM) Variance (BPW) Standard Deviation 
(BPM)______ 
Recording Averaged Estimated Averaged Detrended Averaged Detrended 
FHR Trend FHR FHR FHR FHR 
Fig. 3.5 132.483 132.173 113.944 17.507 10.674 4.184 
Fig. 3.6 126.442 126.228 107.633 17.181 10.375 4.145 
Fig. 3.7 130.211 129.874 83.339 19.515 9.129 4.147 
Fig. 3.8 128.838 128680 91.366 12.614 9.558 3.552 
Fig. 3.9 120.007 119.967 15.188 6.258 3.897 2.502 
Fig. 3.10 119.989 119.892 21.612 6.432 4.649 2.536 
Table 3.1: Mean, Variance and Standard Deviation of FHR for original (trended) 
and corresponding detrended versions. All six recordings were of 24 minutes 
duration. 
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A successful trend estimation and removal technique has been introduced, which can 
also be applied to any other biomedical time series. The technique used was based on 
a linear bi-directional autoregressive low-pass discrete digital filter. 
The effect of mean nonstationarity (FHR trend) on the standard deviation statistic, 
which is the general scalar statistic used for variability analysis, has been investigated. 
As a result it was concluded that in order to represent the genuine spread of the varia-
bility over the baseline, through the use of the scalar standard deviation statistic (or 
indeed any related statistic), it is vitally important to use detrended FHR data instead 
of the original, raw data. 
In the next chapter, detrended data will be used for variability analysis, using conven-
tional scalar statistical analysis techniques, and the estimated trend with its 
corresponding rate of change along with the original data will be used for the detec-
tion of accelerations. 
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CHAPTER 4 
STATISTICAL ANALYSIS OF FETAL HEART RATE VARIABILITY 
AND NUMERICAL DETECTION OF ACCELERATIONS 
4.1 Introduction 
In the previous chapter an important component of FHR, namely its baseline or trend 
was efficiently estimated. This trend must be removed prior to objective numerical 
analysis of the other two important diagnostic screening components of FHR, namely 
the FHR variability and accelerations. The detrimental effect of the FHR trend on the 
estimates of the values of the standard deviation statistic was investigated and demon-
strated. 
It was shown that, in order to analyze numerically the genuine variability, the slow 
underlying rhythm must be extracted. In other words, to properly compute the 
genuine fluctuations around the baseline or trend of the time series, detrended data 
must be used. 
In this chapter a conventional scalar statistical analysis technique is applied to the 
detrended FHR data for the analysis of the variability component of the FHR. A 
new approach is presented, based on the use of a relative frequency histogram for 
displaying the general status of FHR variability in long term antepartum recordings. 
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Then a combination of different orders of moment based statistics are used to sum-
marize effectively the histogram distribution shapes. 
The other vital component of FHR which is used for determining the fetal medical 
status is the presence of accelerations. The presence of accelerations is always looked 
upon as a positive sign. However, there is little mention of successful numerical detec-
tion of accelerations in the published literature. 
In this chapter a ruled based routine will be presented which makes use of the baseline 
information for detecting genuine accelerations. The technique scans two data sets 
simultaneously; the original FHR time series and its rate of change of the trend and is 
particularly useful when long term antepartum FHR recordings, need to be scanned 
for detection of accelerations. 
4.2 Statistical Analysis of Variability 
The detrended FHR series represents the true long term FHR variability, which is 
basically the main component of variability. As can be observed, the detrended series 
exhibits nonstationarity in the second moment (see part (c) of figures 3.5 to 3.10). Its 
variance continuously changes with time. In order to correctly analyze the time depen-
dent behaviour of variability, the shortest possible observation epoch should be taken. 
Statistically speaking, for an unbiased second order moment estimation, the number of 
samples in an observation window must be at least 30[49]. Any block of 30 or more 
samples is considered statistically as being a large sampling block. Ideally, however, 
the higher the number of samples in an observational segment, closer will be the sta-
tistical properties of the sample estimate to the "true population" statistics (i.e the esti-
mator becomes more efficient). 
EM 
Therefore the shortest observational epoch which could be used for standard deviation 
estimation was limited to one minute, exactly equivalent to a sampling block size of 
30. This size of window was also short enough to have local statistical stationarity in 
the second moment. 
Effectively one can look upon the one minute block by block standard deviation esti-
mate of detrended data, as a one-dimensional way of data reduction, being able to 
represent quantitatively progressive changes in the long term variability. 
The question that arises is, what is the best way of analyzing and representing these 
scalar statistical estimates. The key to the answer lies in the way in which the level of 
variation in long term variability has been grouped and used by the medics[50]. Con-
sidering the latter, a relative frequency histogram presentation has been adopted for 
display of the one minute epoch standard deviation statistics estimated from the 
detrended FHR data [49, 511. 
4.3 The Classification of Variability 
The general requirement for normal variability is a peak-to-peak fluctuation of more 
than 5 BPM. This is equivalent to having a time domain standard deviation of more 
than 3 milliseconds or a frequency domain standard deviation of more than 0.83 
BPM. 
Once the trends have been removed, the variability may be classified by subdivision 
into five groups[1, 10, 50, 52, 53], these are: 
1. Silent pattern (Peak-to-peak fluctuations of less than 2 BPM, corresponding to a 
standard deviation of less than 1 ms in the time domain or 0.28 BPM in the frequency 
domain). 
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Minimal oscillations (Peak to peak fluctuations of 3 to 5 BPM, corresponding to a 
1 to 3 ms standard deviation in the time domain or 0.28 to 0.83 BPM in the fre-
quency domain). 
Small oscillations (Peak to peak fluctuations of 5 to 10 BPM, corresponding to a 3 
to 7 ms standard deviation in the time domain or 0.83 to 1.94 BPM in the frequency 
domain). 
Moderate oscillations (Peak to peak fluctuations of 10 to 25 BPM, corresponding to 
a 7 to 10 ms standard deviation in the time domain or 1.94 to 2.77 BPM in the fre-
quency domain). 
Large oscillations (Peak to peak fluctuations of more than 25 BPM, corresponding 
to a standard deviation of more than 10 ms in the time domain or 2.77 BPM in the 
frequency domain). 
In the following example a recording of phonocardiographic derived FHR of approxi-
mately 8 hours duration has been detrended and converted into time domain (ms) in 
order to use the FHR variability analysis groupings explained above (see figure 4.1). 
The recording has been segmented into 1 minute intervals, and their corresponding 
standard deviation estimates taken. Altogether 472 standard deviation statistical values 
were derived from this recording. 
4.4 Histogram Display of The Computed Standard Deviation Values 
To obtain an accurate representation and a good picture of the distribution of varia-
bility in a long term antepartum recording, in terms of the FHR Variability group-
ings introduced above, a relative frequency histogram of the one minute epoch stan- 
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Figure 4.1: Part (a): Showing an eight hour long averaged Fetal Heart Period phono-
cardiographic recording. The FHP values shown in this plot are all in ms (time 
domain periodic rate) against time. 
Part (b): Shows the detrended version of the eight hour long recording shown in part 
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dard deviation values computed was configured. 
The maximum standard deviation estimate that has been observed in this data was 34 
ms, so the range chosen for the histogram analysis was from 0 to 36 ms. This range 
was then subdivided into 36 equally spaced intervals of 1 ms duration. 
The number of occurrences of standard deviation values falling in any of these bins 
was then scanned for, and finally the relative frequency values for the individual bins 
was computed[49, 51]. 
Figure 4.2a and 4.2b show the relative frequency histograms of one minute block 
standard deviation statistics derived from the original FHR time series and from its 
corresponding detrended version respectively. The effect of detrending is very much 
apparent in these two histogram plots. In the case of figure 4.2(b) (detrended data), a 
much bigger percentage of estimated standard deviation values occupy the lower bin 
intervals than in figure 4.2(a) (raw data). 
The standard deviations computed from one minute epochs of the detrended data con-
stitutes a good estimate of the variability over the baseline over that short interval of 
time. When presented using a relative frequency histogram these statistics should con-
stitute, a useful tool for objective numerical analysis of FHR variability in long term 
antepartum FHR recordings. 
Some medical conditions may have characteristic histogram parameters which would 
permit early detection of the condition. The histogram parameters should be regarded 
as constituting a vector. Then clustering techniques based on statistical measurements 
such as Mahalanobis distances can be applied[54]. This is suggested as further work. 
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Figure 4.2: Part (a): Relative frequency histogram of the standard deviations com-
puted from one minute blocks of the original FHP time series shown in part (a) of 
figure 4.1. The shape of the histogram is summarized via the following moment based 
scalar statistics: 
= 16.7804, where its standard error S1 = 	= 0.3211, 
s = 6.9771, where its siandard error S, = siV7 = 0.2271, 
s = 0.4521, where its standard error Sc = 	= 0.1127, 
K = —0.0277, where its standard error 5 K = = 0.2255. 
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Figure 4.2: Part (b): Relative frequency histogram of the standard deviations com-
puted from one minute blocks of the detrended FHP time seriesshown in part (b) of 
figure 4.1. The shape of the histogram is summarized via the following moment based 
scalar statistics: 
I = 13.4624, where its standard error S,, = s/Vi = 0.2413, 
s = 5.2413, where its standard error S = si\5JFI = 0.1706, 
s = 0.4426, where its standard error S = = 0.1127, 
K = —0.1377, where its standard error S. 	= 0.2255. 
4.4.1 Numerical Representation of Histogram Shapes 
It would be useful if the histogram shapes derived previously for the variability 
analysis could be represented by a set of numerical values. This data compression will 
be of particular value when one is dealing with large numbers of derived distribution 
and for classification purposes as discussed in the above section. The histogram 
shown in figure 4.2a, may be modeled as an asymmetric unimodal distribution. The 
peak of the distribution is biased towards the left hand side, and its upper tail is 
longer than the lower tail. This is referred to as being skewed to the right, or posi-
tively skewed. 
There are two statistical quantities based respectively on the third and fourth moments 
of the sample estimates, which can numerically represent the general shape of relative 
frequency histograms. These are referred to as the coefficient of skewness (c) and 
coefficient of kurtosis (K) respectively [49, 51, 55, 56]. 
Both of these statistics, will be equal to zero if the distribution exhibited by the rela-
tive frequency histogram is Gaussian. It should also be added that these higher 
moment based (above second) statistics can best be used if and only if the sample size 
is very large (larger than 150 samples for s and larger than 1000 samples for 
K)[57, 58]. 
Skewness is the degree of asymmetry, or departure from symmetry of a distribution. If 
the frequency curve (the histogram) of a distribution has a longer tail to the right of 
the central maximum than to the left, then the distribution is said to be skewed to the 
right or to have positive skewness. If the reverse is true, it is said to be skewed to the 
left or to have negative skewness. In the case of the histograms shown in figures 4.2a 
and 4.2b, the distribution can be said to have positive skewness. 
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There are a number of ways of measuring skewness, but the simplest and most impor-
tant way is to use the third moment about the mean of the sample estimate and to 





, with a standard error Sc = V -, 	 (4.1) 
where X* denotes the k-th of the N values assumed by a variable x, s denotes the sam-
ple standard deviation, and i denotes the sample mean, calculated from the N values 
that are assumed by x. In this application, Xk represents the k-th of the N standard 
deviation values estimated from one minute segments of detrended FHR time series. 
Kurtosis is the degree of peakedness of a distribution, usually taken relative to a nor -
mal distribution. A distribution having a relatively high peak is called leptokurtic, 
while the one which is flat-topped is called platykurtic. The normal distribution 
(which is not very peaked or very flat-topped) is called mesokurtic. 
To measure the kurtosis, the fourth moment about the mean is used and is given by: 
(Xk —x1 4/N 
K = k=1 
	
(4.2) 
For a normal distribution, K = 3. For this reason the kurtosis is usually defined by:- 
24 
K = K - 3, with a standard error S. = V -h-, (4.3) 
which is positive for a leptokurtic distribution, negative fora platykurtic distribution, 
and zero for the normal (mesokurtic) distribution. In figure 4.2b, on visual inspec-
tion, the distribution exhibits positive skewness and is neither peaked nor flat-topped, 
and this is reflected in the computed positive value for c and close to zero value for K 
shown below figure 4.2b. 
son 
Although it must be said, that less significance can be placed on the estimated value 
for K shown in figures 4a and 4b, because of its relatively large standard error. This is 
especially critical in the examples shown, where the estimated value for K were close 
to zero. The only way to increase the significance of these (close to zero) estimates of 
K, would be to increase, as far as possible, the sample size used in the estimate. This 
results in smaller standard error and therefore a more efficient statistical estimate. 
However, when the distribution of the available data is pronouncedly peaked or pro-
nouncedly flat, even for a relatively small sample size (as in the case of the examples 
shown in figure 4.2 (N=472)) the computed K value will be large enough in com-
parison to its standard error to support the hypothesis of a peaked or flat distribution 
respectively. 
In summary using c and K together with the sample mean (1) and standard deviation 
(s) statistics, the relative frequency histogram can be represented numerically. In this 
way the previously described FHR variability information can be numerically 
represented by just four moment based statistical values. 
This compact numerical representation is of value when hundreds of such data sets 
need to be analyzed and classified. 
4.5 Numerical Detection of Accelerations 
As mentioned in the previous chapter, in the nonstress monitoring of patients, detec-
tion of accelerations in the FHR-trace is seen as a positive indicator of fetal health. 
Obstetricians interpret as a sign of normality the detection of five or more genuine 
accelerations per hour from FHR recordings made during the antepartum period[21]. 
These accelerations are associated with spontaneous fetal movements. 
IM 
In current routine clinical practice accelerations are looked for visually during the 
antepartum monitoring of FHR. This tends to be an unreliable and inaccurate way of 
analyzing accelerations, especially when one is dealing with long durations of record-
ings. Much more consistent results could be obtained by computer analysis. 
One certainly would not be able to pin point visually the exact start, peak and end of 
an acceleration with their corresponding values. So the numerical detection and 
quantification of FHR accelerations was an important issue which had to be 
addressed. 
The objective of this part of the work was rapid, accurate and consistent detection and 
quantification of accelerations in long FHR traces by the application of appropriate 
numerical techniques. 
With the use of the estimated baseline discussed previously and the application of a 
rule based routine, this objective has been achieved. 
The routine bases its detection of accelerations on the general rule that an acceleration 
is genuine if and only if there has been a rise of FHR of at least 15 BPM above the 
steady state FHR baseline (see figure 3.2), and maintenance of this rise for longer 
than 15 seconds, before falling back to a lower point where the baseline gradient will 
be zero[3, 22, 36]. 
In fact this is the general rule used to scan one hour of data for accelerations during 
an antepartum non-stress test (NST). The FHR is termed reactive if five or more of 
these accelerations are detected in one hour. Following such a strict rule, makes the 
task of visually detecting accelerations even more difficult. 
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4.5.1 Methodology Behind the Detection of Accelerations 
The rule-based routine devised makes use of the baseline information, its correspond-
ing computed rate of change and the original recorded averaged FHR time series to 
achieve its objective. 
The rate of change of the baseline is approximated by the following first order finite 
difference equation:- 
ROAD[k] = BAS[k+1]—BAS[k] 
T 
(4.4) 
where ROAD[k] represents the rate of accelerations (rises) away from and decelera-
tions (falls) towards the steady state FHR baseline at the k-th sample, and BAS[k] the 
estimated baseline (or trend) at k-th sample and T the sampling period. 
Figures 4.3 to 4.8 are examples showing the original FHR with superimposed 
estimated baseline and the rate of change of the baseline (estimated trend). It is 
clearly observable that for each FHR acceleration there is a distinct common pattern. 
Firstly for every FHR rise from the steady state FHR baseline (where the approximate 
rate of change of the baseline is zero) there is always an FHR fall towards the steady 
state FHR baseline. 
Also, where the FHR rise related to an FHR acceleration reaches a steady state peak 
value, the rate of change of the baseline during this period will also have an approxi-
mate zero value as well. These rules together with the rule of what constitutes a 
genuine FHR acceleration generally make up the structure of the devised routine 
which detects FHR accelerations. 
For each FHR acceleration, in figures 4.3 to 4.8, the corresponding rate of change 
pattern starts from a value of zero; passes a heuristically found positive threshold 
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Figure 4.3: Part (a): Represents the rate of change of the baseline, shown in part (b) 
of the averaged FHR. The corresponding vertical lines drawn in (a) and (b) mark the 
points associated to starting (SP), peak (PP) and ending (EP) point of accelerations 
detected by the rule based routine. For example, in the case of this FHR data window 
shown, the routine will provide the following numerical information on each detected 
acceleration: 
SPy: FHR value at SP; PPv: FHR value at PP; EPv: 	FuR value at EP; Length: duration of accelerations 
presented in terms of number of samples. 
All 	the SP, 	PP, and EP values quoted here are presented in terms of sampling point position in the 
FHR data File being analyzed. 
No. SP. SPv.(BPM) PP. PPv.(BPM) EP. EPv.(BPM) Length. 
1 2118 129.702 2261 155.394 2299 119.606 181 
2 2299 119.606 2361 152.925 2389 125.875 90 
3 2389 125.875 2420 153.230 2481 116.354 92 
4 2481 116.354 2548 150.853 2572 124.265 91 
5 2572 124.265 2596 142.845 2608 116.566 36 
6 2640 120.474 2722 147.227 2776 113.612 136 
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Figure 4.4: Part (a): Represents the rate of change of the baseline, shown in part (b) 
of the averaged FJ-IR. The corresponding vertical lines drawn in (a) and (b) mark the 
points associated to starting (SP), peak (PP) and ending (EP) point of accelerations 
detected by the rule based routine. For example, in the case of this FHR data window 
shown, the routine will provide the following numerical information on each detected 
acceleration: 
SPy: 	FHR value at SP; PPv: FHR value at PP; EPv: FHR value at EP; Length: duration of accelerations 
presented in terms of number of samples. 
All 	the SP, 	PP, and EP values quoted here are presented in terms of sampling point position in the 
FUR data File being analyzed. 
No. SP. SPv.(BPM) PP. PPv.(BPM) EP. EPv.(BPM) Length. 
1 2919 120.052 2970 155.486 3025 123.596 106 
2 3025 123.596 3068 142.809 3124 112.843 99 
3 3159 120.133 3257 145.368 3332 114.605 173 
4 3332 114.605 3384 142.190 3446 116.573 114 
5 3522 104.720 3556 137.691 3569 116.007 47 
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Figure 4.5: Part (a): Represents the rate of change of the baseline, shown in part (b) 
of the averaged FHR. The corresponding vertical lines drawn in (a) and (b) mark the 
points associated to starting (SP), peak (PP) and ending (EP) point of accelerations 
detected by the rule based routine. For example, in the case of this FHR data window 
shown, the routine will provide the following numerical information on each detected 
acceleration: 
SPy: FHR value at SP; PPv: FHR value at PP; EPv: FHR value at EP; Length: duration of accelerations 
presented in terms of number of samples. 
All the SP, 	PP, and EP values quoted here are presented in terms of sampling point position in the 
FHR data File being analyzed. 
No. SP. SPv.(BPM) PP. PPv.(BPM) EP. EPv.(BPM) Length. 
1 3659 120.602 3712 144.423 3758 123.724 99 
2 3758 123.724 3803 158.080 3840 126.146 82 
3 3855 123.536 3893 152.800 3946 131.462 91 
4 4018 125.777 4093 150.073 4137 121.611 119 
5 4164 115.674 4195 139.453 4234 117.197 70 
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Figure 4.6: Part (a): Represents the rate of change of the baseline, shown in part (b) 
of the averaged FHR. The corresponding vertical lines drawn in (a) and (b) mark the 
points associated to starting (SP), peak (PP) and ending (EP) point of accelerations 
detected by the rule based routine. For example, in the case of this FHR data window 
shown, the routine will provide the following numerical information on each detected 
acceleration: 
SPy: FHR value at SP; PPv: FHR value at PP; EPv: FHR value at EP; Length: duration of accelerations 
presented in terms of number of samples. 
ALL the SP, PP. and EP values quoted here are presented in terms of sampLing point position in the 
FHR data File being analyzed. 
No. 	SP. 	SPv.(BPM) 	PP. 	PPv.(BPM) 	EP. 	EPv.(BPM) 	Length. 
1 	661 	123.226 	782 	159.940 	818 	128.333 	157 
2 818 128.333 844 152.428 870 127.188 52 
3 	884 	131.164 	925 	156.203 	971 	129.645 	87 
4 1097 127.638 1136 151.914 1167 120.885 70 
5 	1167 	120.885 	1240 	158.816 	1286 	134.052 	119 
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Figure 4.7: Part (a): Represents the rate of change of the baseline, shown in part (b) 
of the averaged FHR. The corresponding vertical lines drawn in (a) and (b) mark the 
points associated to starting (SP), peak (PP) and ending(EP) point of accelerations 
detected by the rule based routine. For example, in the case of this FHR data window 
shown, the routine will provide the following numerical information on each detected 
acceleration: 
SPy: FHR value at SP; PPv: FHR vaLue at PP; EPv: FHR vaLue at EP; Length: duration of accelerations 
presented in terms of number of samples. 
ALL the SP, PP, and EP values quoted here are presented in terms of sampling point position in the 
FHR data FiLe being analyzed. 
No. SP. SPv.(BPM) PP. PPv.(BPM) EP. EPv.(BPM) Length. 
1 5027 119.717 5044 138.225 5060 121.323 33 
2 5060 121.323 5106 150.256 5122 121.075 62 
3 5261 116.685 5333 142.018 5362 111.691 101 
4 5362 111.691 5398 141.300 5439 124.825 77 
5 5542 122.951 5577 149.614 5590 124.444 48 
6 5618 126.453 5640 148.909 5667 123.793 49 
7 5709 125.659 5754 157.842 5769 129.527 60 
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Figure 4.8: Part (a): Represents the rate of change of the baseline, shown in part (b) 
of the averaged FHR. The corresponding vertical lines drawn in (a) and (b) mark the 
points associated to starting (SP), peak (PP). and ending (EP) point of accelerations 
detected by the rule based routine. For example, in the case of this FHR data window 
shown, the routine will provide the following numerical information on each detected 
acceleration: 
SPy: FHR vaLue at SP; PPv: FHR value at PP; EPv: FHR value at EP; Length: duration of accelerations 
presented in terms of number of samples. 
ALL 	the SP, 	PP, and EP values quoted here are presented in terms of sampLing point position in the 
FHR data FiLe being anaLyzed. 
No. SP. SPv.(BPM) PP. PPv.(BPM) EP. EPv.(BPM) Length. 
1 5812 133.656 5827 154.918 5842 118.219 30 
2 5842 118.219 5871 151.061 5911 124.065 69 
3 5911 124.065 5934 143.592 5960 119.685 49 
4 5960 119.685 5984 152.666 6003 118.688 43 
5 6003 118.688 6031 154.547 6050 123.320 47 
6 6101 113.097 6138 138.124 6159 103.626 58 
7 6159 103.626 6179 136.139 6207 113.576 48 
8 6207 113.576 6286 145.350 6301 120.026 94 
9 6344 117.686 6359 144.883 6371 121.561 27 
10 6384 122.275 6452 150.309 6475 119.400 91 
11 6475 119.400 6503 153.128 6535 120.156 60 
12 6535 120.156 6569 149.295 6584 121.666 49 
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value, peaks, returns to zero and goes negative. It then passes a heuristically found 
negative threshold value, peaks in the negative direction and returns back to zero 
again. The latter point is associated with completion of a possible FHR acceleration, 
where the FHR baseline (estimated trend) has returned to the steady state FHR base-
line. 
Finally if it also satisfies the genuine FHR acceleration condition mentioned earlier, 
then an acceleration has been found, and its numerical representation is recorded in 
the form shown in figures 4.3 to 4.8. 
In summary The routine numerically scans forward in time through two data sets (the 
original FHR data, and the rate of change of the trend). It looks for a possible FHR 
acceleration, and then checks to see if it is a genuine FHR acceleration. If it is a 
genuine FHR acceleration, it proceeds by scanning back and forth in the vicinity of 
the detected 
FHR acceleration in order to extract the relevant numerical information concerning 
the acceleration. The whole routine is written in the high level C-programming 
language and the rules used were based on the familiar IF - THEN format. 
4.6 Conclusions and Discussion 
In this chapter FHR variability has been analyzed by applying classical scalar statisti-
cal analysis of the detrended FHR time series. The latter was segmented into contigu-
ous data blocks of one minute duration and their standard deviation was taken. The 
length of the window was short enough to have local statistical stationarity and long 
enough for it to be considered as a large sample, for the purpose of having unbiased 
standard deviation estimation. 
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The approach is successful in tracking the changes in FHR variability, because it bases 
its numerical quantification of the FHR variability on short blocks of detrended FHR 
data. The computed statistical values represent a time record on the true FHR fluctua-
tions over the baseline. 
The presentation of these computed standard deviation statistics, using relative fre-
quency histogram representation allows the general status of the FHR variability in 
long term antepartum FHR recordings to be observed efficiently and accurately. 
The information concerning the shape of these histograms can then be summarized in 
four moment based statistical quantities. These are, respectively, the arithmetic mean, 
the sample standard deviation, the coefficient of skewness and the coefficient of kur-
tosis of the distribution. These four parameters will be of particular value when large 
quantities of data are being analyzed and numerical comparative analysis between 
their distributions is required. 
The other vital component of FHR, the FHR accelerations which are visually detected 
by the medics, can now be accurately detected through a ruled based structure that 
has been devised. The routine is consistent non-exhaustive (unlike the human expert) 
and can accurately scan hours of antepartum recorded FHR data for accelerations. 
The detection routine not only counts the number of the FHR accelerations that have 
occurred but also provides detailed numerical information describing each detected 
FHR acceleration. This is something that the human operator can not provide through 
mere visual analysis of long term FHR recordings. For each detected FHR accelera-
tion, the routine provides estimates of the starting point, the peak point, and the end-
ing point along with their respective FHR values in BPM. 
Going back to - the analysis of variability, a very useful approach based on conven- 
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tional statistical analysis has been presented, but one thing that this type of one-
dimensional statistical analysis routines lacks is the ability to actually represent the 
variety of random non-white variability patterns which are observed in FHR 
(detrended) time series. This subject will be addressed in the next chapters, where a 
new method of representing non-white FHR variability patterns parametrically 
through use of model based statistical time series analysis techniques is presented. 
The need for such an analysis arises due to the incapability of the one-dimensional 
standard deviation statistic to discriminate between different types of non-white varia-
bility patterns. Due to the random nature (stochastic trend) of the data, the models 
that will be able to represent such patterns will be stochastic probabilistic based. In 
the next chapter the time series analysis theorem will be introduced. This is an area 
which specifically deals with stochastic processes and stochastic based models. 
11 
CHAPTER 5 
TIME SERIES ANALYSIS OF FETAL HEART RATE VARIABILITY 
5.1 Introduction 
In this chapter the objective is to study the underlying stochastic (random) mechanism 
which gives rise to long term FHR variability, one of the important components of 
FHR time series. The variability with respect to the FHR baseline is not statistically 
white and it exhibits a variety of random (statistically dependent) patterns. As yet no 
successful method has been proposed to quantitatively represent these patterns. Sim-
ple one-dimensional statistical measures are not capable of sufficiently representing 
these patterns and are, in fact, completely inadequate. 
A much more efficient statistical routine has to be applied to characterize variability 
patterns in FHR data. This has lead to the adoption of a time series analysis 
approach, for finding a suitable stochastic model which can represent FHR variability 
patterns. The assumption is that patterns observed in short, locally stationary FHR 
blocks can be represented numerically by the parameters of a suitable stochastic 
model. The main difficulty lies in finding the right (parsimonious) model. 
The complete time series analysis process can be divided into three stages: (1): 
Model Identification (or Specification), (2):- Model Parametric Estimation (or 
Model Fitting), (3):- Model Diagnostics (or Adequacy Checking). The most impor-
tant stage is the model identjfication or specfication stage. This chapter has been 
dedicated to providing a general understanding of time series analysis and of the steps 
involved in identifying an adequate model for FHR time series. The aim of this 
modeling is to numerically represent the non-white dynamic variability patterns on a 
short block by block basis in terms of the parameters of the chosen model. When the 
medical significance of the observed variability patterns is understood, then it may be 
possible to associate the numerical values of the extracted parameters with particular 
medical conditions. 
Once a tentative model has been identified, its parameters need to be estimated, and 
then, to check if the right model has been chosen, diagnostic checking for the ade-
quacy of the chosen model has to be performed. Thus, Model parameter estimation 
(or model fitting) and model diagnostics are important subjects which will be dis-
cussed in the next chapter. 
As discussed in chapter 2, FHR estimates produced by indirect (external) monitoring 
techniques are averaged over the duration of the observation block (2 seconds in this 
case) and consequently do not contain, short term beat-to-beat variability information. 
In this case the irregular fluctuations observed around the baseline are referred to as 
long term variability components of FHR. They are represented completely by the 
detrended FHR time series. 
The fundamental concepts of time series analysis are introduced in the next section. 
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5.2 Time Series Analysis 
A time series is an ordered sequence of observations. It is a record of the values of 
any fluctuating quantity measured at different points of time. Time series occur in a 
variety of fields, such as agriculture, weather, business and economy, engineering and 
medicine. In the case of this project, FHR is a discrete time series which is under 
analysis. 
In the development of the theory of stochastic processes, an important role has been 
played by the study of economic time series [59-64]. The analysis of economic time 
series has been a problem of great interest to economic theorists desiring to explain 
the dynamics of economic systems and to speculators desiring to forecast prices. 
There are various objectives for studying time series. These include the understanding 
and description of the stochastic mechanism (model) which gives rise to an observed 
series, the forecasting of future values, and optimal control of a system. In the case of 
this project, the objective falls in the first category. 
The intrinsic nature of a time series is that its observations are dependent or corre-
lated, and the order of the observations is, therefore, important. The time series z (k) 
(where k represents a discrete time index), is said to be deterministic if future values 
of the series can be exactly described by some mathematical function. On the other 
hand, z (k) is said to be a statistical time series if future values of the series can be 
described only in terms of a probability distribution. A statistical time series represents 
one particular realization of a stochastic process, that is, a statistical phenomenon 
that evolves in time according to probabilistic laws. 
In order to analyze a time series z (k), one must first assume a model for z (k), which 
is completely specified except for the values of certain parameters which one proceeds 
to estimate on the basis of an observed sample. To identify such a model, in time 
series analysis, the statistics of the time series itself must be examined, in effect allow-
ing the data to decide the structure of the time series representation. This is the reason 
why the moment based statistics namely the "autocorrelation functions" and "partial 
autocorrelation functions', which will be discussed in the following sections are the 
fundamental tools in time series analysis. But first the meaning of stochastic processes 
and the meaning and importance of stationarity in time series analysis are discussed 
from a theoretical viewpoint. 
5.2.1 Stochastic Processes and Stationarity 
A stochastic process is a family of time indexed random variables z (w ,k), where w 
belongs to a sample space and k belongs to an index set. For a fixed k, z (w ,k) is a 
random variable. For a given w, z (w ,k), as a function of k, is called a sample func-
tion or realization. The population that consists of all possible realizations is called the 
ensemble in stochastic processes and time series analysis[42, 65, 66]. 
Thus, a time series such as an FHR time series can be looked upon as a realization or 
a sample function from certain stochastic process. With understanding that a stochastic 
process, z (w ,k), is a set of time indexed random variables defined on a sample space, 
one usually suppresses the variable w and simply writes z (w ,k) as z (k). The process 
is referred to as a real valued process if it assumes only real values. 
In general a real valued process is considered to be stationary if and only if the proba-
bility laws governing the process do not change with time; that is, the process is in sta-
tistical equilibrium. Specifically a random process z (k) is said to be strictly stationary 
if the joint probability distribution of z(k 1 ),z(k 2) .... z(k) is the same as the joint dis-
tribution of z(k 1 —T),z(k 2 --T) .... z(k -T) for all choices of time points k 1 ,k 2 ,...k and 
all choices of time lag T. For such a process the mean function is defined as 
P-k = E[z(k)], 	 (5.1) 
the variance function of the process is 
= [E(z(k) - P-k)], 	 (5.2) 
the covariance function between z (k i)  and z (k 2) is 
y(k 1 ,k 2) = E [(z (k i)— p. 1 )(z (k 2)—Iik)J, 	 (5.3) 
and the correlation coefficient between z (k 1 ) and z (k 2 ) is 
p(k 1 ,k 2 ) = 	
y(k1,k2) 
(5.4) 
Now for a strictly stationary process, since the distribution function is the same for all 
k, the mean function p.k = p. is a constant. Likewise Uk 2 = if2 for all k and hence is 
also a constant. Moreover, since the bivariate distribution of (z (k 1 ),z (k 2)) is same as 
that of (z(k 1 +r),z(k 2 +T)) for any integer k 1 ,k 2 and T, it will result in 
y(k 1 ,k 2) = y(k 1 +T,k 2+T), 	 (5.5) 
and 
p(k 1 ,k 2) = p(k 1 +T,k 2 +T). 	 (5.6) 
Letting k 1 = k -T, and k 2 = k will result in 
'y(k 1 ,k 2) = 'y(k—T,k) = y(k,k+T) = 	 (5.7) 
and 
p(k 1 ,k 2) = p(k—T,k) = p(k,k+T) = P, (5.8) 
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Thus, for a strictly stationary process with the first two moment finite, the covariance 
and the correlation between z (k) and z (k + T) depends only on the time difference T. 
In practice it is often useful to define stationarity in a less restricted way than that 
described above. It is very difficult or impossible actually to verify a distribution func-
tion, particularly a joint distribution function from an observed time series. Thus, in 
time series analysis, the term second order stationary or weakly stationary, is used in 
terms of the moments of the process. 
Generally as a requirement for weak stationarity, the mean is constant and its autoco-
variance only depends on the lag T. No assumptions are made about higher moments 
than those of the second order. Note that having this, implies that the variance, as 
well as the mean is constant and also both of them must be finite. Finally for a Nor-
mal or Gaussian processes, second order stationarity implies strict stationarity and for 
processes which are very non —Gaussian, p. and -y  may not adequately describe the 
process. 
In the case of FI-IR time series, there exists both non-stationarity in the first moment 
and the second moment. The first moment nonstationarity was removed through 
linear discrete filtering, but the detrended data still is nonstationary in the second 
moment. However, to analyze the variability pattern in the detrended data short con-
tiguous epochs or windows of data must be considered one at a time, and under these 
circumstances, local weak (quasi) stationarity can be assumed[42, 60, 67-71] in the 
short span of the observation, for the purpose of applying the time series analysis tech-
nique. 
It is clear that weak stationarity is a much weaker form of stationarity than "strictly 
stationary" or "stationary distribution". However, in linear time series analysis, second 
order stationarity is assumed to be a sufficient condition for it to be successfully 
applied, and it 'is also an assumption which can be checked in a much more 
comprehensive manner. Also in this analysis, the underlying process is assumed to be 
Gaussian. This assumption holds totally for both strictly stationary and weakly station-
ary processes. Thus the type of stochastic model which has to be identified will be 
linear (Gaussian), and is known as autoregressive moving average (ARMA) struc-
tures. This structure will be introduced later on. 
Finally, as discussed earlier, the statistics of the time series under observation dictates 
the form of the stochastic model (ARMA) which best describes the process. Indeed 
this is the essence of the time series analysis technique, which bases its identification 
of a tentative model on correlation information extracted from the data. In general 
two moment based statistics are used; autocorrelation and partial autocorrelation. 
These vital statistics will be thoroughly explained in the following two sections. Then 
the ARMA models that they are used to identify and the approach to model identifi-
cation based on their sample estimates will be presented. 
5.3 The Autocovariance and Autocorrelation Functions 
For a stationary process z (k), The covariance between z (k) and z ( k + T) is defined as: 
= Cov(z(k),z(k+T)) = E[(z(k)—)(z(k+T)—p), 	 (5.9) 
and the correlation between z (k) and z ( k + T) as: 
pT = Corr (z (k ),z (k + T)) 
= 	Cov (z (k),z (k + T)) 	= 
'IVar (z (k ))VVar  (z (k + T)) 	yo' 	
(5.10) 
where 
Var(z(k)) = E[(z(k)—p.)2] = a2, and p. = E[z(k)]. 
As a function of T, 	is called the autocovariance function (ACVF) and p  is called 
the autocorrelation function (ACF) in time series analysis since they represent the 
covariance and correlation between z (k) and z (k + T) from the same process, 
separated only by T time lags. 
Intuitively, one may interpret the ACVF(y T) or ACF(p T) as a measure of the similar-
ity between a realization of z (k) and the same realization shifted to the left by 'r 
units. 
Assuming the process is stationary; as T increases one would expect the correlation 
between z (k) and z ( k + T) to decrease. If T is large then the process will, loosely 
speaking, have forgotten at time (k +T) the value it assumed at time (k). Conse-
quently, one would expect both y and PT  to decay to zero as JT I -. . In general the 
rate at which ACVF or ACF decay to zero can be interpreted as a measure of the 
memory of the process. 
The size of the ACVF coefficient (yT)  depends on the units in which z (k) is meas-
ured. In time series analysis, it is more appropriate to use its standardized version; 
namely the ACF (PT).  Generally for a stationary process the following properties 
stand: 
= Var(z(k)); Po = 1. 
IYT IS Yo; IP1I 	1; 
-y = y,and p = p, for all T, i.e., -y1  and p are even functions and hence sym-
metric about the time origin, T = 0. This follows from the fact that the time differ-
ence between z (k) and z ( k + T) and z ( k) and z ( k -7) are the same. Therefore, the 
ACF (or ACVF) is usually plotted only for the nonnegative lags such as the ones 
shown in part (b) of figures 5.1 to 5.15. Usually such plots are known as 
correlograms. 
Finally, in order to calculate exactly the ACF or ACVF values of a process, the 
ensemble of all possible realizations must be known. Alternatively, they can be 
estimated if multiple independent realizations are available. But, in most situations, 
such as with FHR time series, it is virtually impossible to obtain multiple realizations. 
In most cases time series (like FHR) constitute only a single realization. This makes it 
impossible to calculate any ensemble statistical average values. However, since sta-
tionarity in the process is a pre-condition for such types of correlation analysis, there 
is a natural alternative of replacing ensemble averages by time averages. In the follow-
ing sections the sample estimation technique for ACVF and ACF will be presented 
5.3.1 Sample Estimation of Correlation Statistics 
In general the ACF coefficients are computed by first calculating the series of ACVF 
coefficients (y) first. The sample autocovariance formula is defined as: 
N  z(k) 
N_ = 	.(z(k)z)(z(k+T)i), where i= 
k=1 	 k=1 N 
(5.11) 
There is also a slightly modified version of above equation, which results in slightly 
less biased estimation; this being: 
1 N-r = 	(z (k ) — zl (z (k + T) —z), 
-T k=1 
(5.12) 
For the purpose of computing the standardized sample autocorrelation function 
	




, T = 0,1,2,3,... 	 (5.13) 
k=1 
WIM 
Now for a stationary Gaussian process, Bartlett[42, 62,72-74] has shown that for 
7> 0, and T+> 0, 
Coy (4+) 	- 	(P P ++ Pi +1+P —2PP P 	—2p~p1  P1 
+ 2pp + pj  2X5 14) j 
For large N, IT  is approximately normally distributed with mean p  and variance: 
Var (i5) 	
1 	 m = Tl. 	 (5.15) 
i=-o 
For processes in which p = 0 for T > m, Bartlett's approximation shown in the 
above equation becomes: 
Var() 	-(1+2p 1 2 +2p22 + ...+2pm 2 ); m = 7-1. 	 (5.16) 
In a practical situation, p.(i = 1,2,... ,m) are unknown and are replaced by their sam-
ple estimates i5;  which results in the following large-lag standard error for ; 
s, = V -L(1+20 12+...  + 2p. 2) . 	 (5.17) 
Now if the process z (k) represents an independent and identically distributed random 
variables with a constant mean (white noise process), then the above equation will be 
further simplified and the standard error of this process becomes simply: 
S = V~i 	 (5.18) 
Finding the standard error (or standard deviation) of the SAC statistics will allow us 
to check if statistically the lag of interest is zero or not, and in general equations 
(5.17) and (5.18) are used regularly for this purpose. 
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5.4 The Partial Autocorrelation Function 
Another important characteristic of interest which is used extensively in time series 
analysis for model identification, is the correlation between z (k) and z (k —r) after 
their mutual linear dependency on the intervening random variables 
z (k — 1),z (k —2),..., and z (k —'r+ 1) has been removed[60, 62, 63,73-75]. For station-
ary time series, this correlation coefficient is called "partial autocorrelation" at lag r 
and here will be denoted by /. As a function of r, 0 , is usually known as the par-
tial autocorrelation function(PACF). 
In general the PACF lags(,) can be defined in a closed form solution in terms of the 
ACF lags(p)[60, 62,74-76]. The clearest way to explain this relation is through use of 
the following regression model: 
z(k+T) = 	 (5.19) 
where çb., denotes the i-th regression parameter and e (k + 'r) is a normal error term 
uncorrelated with z (k + T-j) for j ~ 1. Multiplying z (k + T -j) on both sides of equa-
tion (5.19) and taking the expectation and dividing by Yo  results in the following 
expression: 
Pj = 	iP-i 	2Pj_2+ ... + 	j = 1,2,... ,T 	 (5.20) 
This is the well known structure of Yule-Walker equations. More explicitly for 
j = 1,2,...T following system of equations are derived: 
Pi = 	1PO+2P1 rrP_i 
	 (5.21) 
P2 - 	 lp1+52pO7F...+P,_2 
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P.1 = riP1_1+ ,2P1_2+ . . . + 1'Po 
Assuming the P1,P2.....p1  values are already known, the above system of equations 
can then be solved for the unknowns ..... çb and afterwards all but çt coef-
ficients may be discarded. 
To solve the equation (5.20) involves extensive matrix determinant analysis. It can be 
shown through the use of Cramer's rule [77], that 0, can be represented successively 
for increasing r in terms of following determinant based structures: 
ii = Pi 
	 (5.22) 
1 Pi 








IN 1 Pi1 
P2 Pi 1 
1 Pi P2 P1-2 	Pi 
I 	Pi 1 Pi 	.... P1-3 	P21 
P1-i P1-2 P1-3 	.... P1 	P1 
1 p 1 P2 	.... P1-2 	P1-1 
Pi 1 Pi 	.... P1-3 	P1-2 
P1-2 13 	•... P1 	1 
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Thus the partial autocorrelation between z (k) and z (k + T) can also be obtained as the 
regression coefficient with z (k) when regressing z (k + T) on its 'r lagged variables 
z (k + T —1) ,z (k + T —2),..., and z (k) as in equation (5.19). 
5.4.1 The Sample Partial Autocorrelation Function 
For an observed time series, one needs to be able to estimate the PACF. Given the 
system of equations in (5.21), an obvious method is to estimate the PT'S  by 's and 
then solve the resulting linear set of equations for r = 1,2,... to get sample estimates 
of çt. This estimated function can then be called the sample PACF or SPAC for 
short and be denoted by . 
The main problem encountered in solving equation (5.21) is in calculating compli-
cated matrix determinants for large T, as was shown in equations (5.22). However, 
this problem is remedied by an efficient recursive solution given by Levinson in 
(1947) and later on by Durbin in (1960)[78, 79]. Since then this recursive technique 
have come to be known as the Levinson-Durbin algorithm, and is used for solution of 
the Yule-Walker equations. They showed independently; starting with 9ii =p,the 





1 - 	 T1,j Pi 
j= 1 
where 
= 	 - 	r-I 	forj = 
Thus using equation (5.23), it is possible to numerically calculate as many values for 
0, as desired. As stated these equations give only the theoretical PACF, but by 
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replacing the p1 by 0,, in equation (5.23), the SPAC 3 can be obtained. 
Finally, in the case of white noise process, the theoretical PACF lag values will all be 
zero, but this is not so in the case of SPAC lags, since they are sample estimates. The 
SPAC lags for a Gaussian white noise process will be quantities very close to zero. It 
will be of much value to know the standard error or standard deviation of statis-
tics. In general, under the hypothesis that the underlying process is a white noise 
sequence, the standard error of can be approximated[42, 59, 62, 63,73,75, 80-82] 
by 
S = N/T 
	
(5.24) 
Hence, if the underlying process is truly white Gaussian noise, the computed SPAC 
lags should be distributed approximately normally about zero, and they should lie 
within plus or minus two standard errors of 21V, N being the number of samples in 
the observation. In general the standard error is computed using this equation and can 
be used to test the statistical significance of estimated partial autocorrelation coeffi-
dents. 
Finally, the standard error introduced earlier for SAC (S e,) is the same as the one for 
SPAC when the respective spikes are suppose to be insignificant and showing lack of 
correlation. In the next section the general type of stochastic models used in time 
series analysis will be introduced and their relation with ACF and PACF will be clari-
fied as a prelude to the specification or identification routine which makes use of SAC 
and SPAC. 
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5.5 Stochastic Time Series Models 
Given that we are always limited by a finite number of available observations in time 
series analysis problems, it is intuitively logical also to have a finite order parametric 
model to describe a time series process. In this section moving average (MA), autore-
gressive (AR) and autoregressive moving average (ARMA) time series models will be 
introduced. After describing the characteristics of each process in terms of ACF and 
PACF, the model identification strategy which is based on SAC and SPAC will be 
introduced and afterwards it will be applied to real FHR data. 
5.5.1 Moving Average Models 
The moving average structure coincides exactly with the general infinite order linear 
stochastic process[62], represented as a weighted linear combination of the present and 
past terms of a white noise process e (k): 
z(k) = e(k)+i.i 1e(k —1)±ii 2e (k —2)+ii 3e(k-3)+... 	 (5.25) 
However, in terms of moving average, if only a finite number of ip terms are nonzero, 
i.e., kJ1 = 0, tP2 = °2,", 1q = 0q and k = 0 for k>q, then the resulting 
structure is called a moving average process of order q, usually represented as MA(q) 
and given by 
z(k) = e(k)+Oie(k-1)+02e(k-2)+...+Oq e(kq) 	 (5.26) 
It can be proven through mathematical analysis of Corr (z (k),z (k —q)) for a MA(q) 
process[60, 62,73-75,81,82]; that the theoretical ACF lag will have significant spike 
values up to the q-th lag and abruptly fall exactly to zero for lags beyond q. Simul-
taneously its corresponding theoretical PACF will tail off as a mixture of exponential 
decays and/or damped sine waves depending on the nature of the roots of the MA(q) 
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characteristic equation. 
This phenomenon can be manipulated to identify MA(q) type structures. Given that 
there are enough samples available from an observation (window), if the process is 
genuinely an MA(q); then the SAC and SPAC will behave in a similar manner to the 
theoretical ACF and PACF. Of course, since the SAC and SPAC are sample esti-
mates; tests of significance of the computed correlation spikes are necessary. These 
will be introduced in the next section. Finally, for general interest, Slutzky in 1927 
and later on Wold in 1938 [62,741 were the first people to consider moving average 
models. 
5.5.2 Autoregressive Models 
Autoregressive processes are, as their name implies, regressions on themselves. Specifi-
cally a p-th order autoregressive process z (k) satisfies the following equation: 
z(k) = 4 1z(k —1)+ 2z(k-2)+...+z(k —p)+e(k) 	 (5.27) 
The current value of such a series is a linear combination of the p most recent past 
values of itself plus an innovation term e (k), which incorporates everything new in 
the series at time k that is not explained by the past values. Thus e (k) is independent 
of the z(k —1),z(k —2),... past values. Essentially, e(k) is a zero mean white noise 
process. 
AR processes are useful in describing situations in which the present value of a time 
series depends on its preceding values plus a random shock. From a historical point of 
view, it would be of value to mention that Yule (1927)[42, 62] carried out the original 
work on AR processes. He used an AR process to describe the phenomena of sunspot 
numbers and the behaviour of a simple pendulum. 
Is 
Similarly as for the MA(q) structure, there is a similar pattern of behaviour in regards 
to the theoretical ACF and PACF for AR(p), but in an opposite manner. It can be 
proven mathematically that the ACF for an AR(p) structure behaves in the same 
manner as a PACF for an MA(q) structure in that it tails off to zero as a mixture of 
exponential and/or damped sine waves. Similarly, the PACF for an AR(p) process 
behaves in the same manner as the ACF for an MA(q) process in that, PACF for an 
AR(p) process will cut off to absolute zero at lags beyond p and not including p itself. 
The theoretical analysis could begin by multiplying the equation for an AR(p) struc-
ture by z (k —pr) and taking its expectation. This will result in a recursive solution for 
the theoretical ACF of an AR(p) structure, which turns out to be the Yule-Walker 
equations introduced earlier (equation (5.20)). Notice that the p-th coefficient of an 
AR(p) model, OP , is equivalent to the pth-lag PACF value 0,. 
Now, by using the fact that for an AR(p) process the ACF 
= forT>0, one can easily see that when r>p, the last 
column of the determinant in the numerator of 0 in equation (5.22) can be written 
as a linear combination of previous columns of the same matrix. Hence, the PACF q 
will vanish after lag p. This is a very useful property in identification of AR(p) based 
processes. 
Finally, in practical situations the analysis will be based on sample estimates and the 
SAC and SPAC will behave in a similar manner as ACF and PACF for an AR(p) 
process, given there is enough samples. Again to pick out the significant lag estimates 
of SAC and SPAC, a statistical test of significance is vitally important. This will be 
discussed in detail later on. 
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5.5.3 Autoregressive Moving Average Processes 
In some time series, the process may have both AR and MA characteristics. This 
requires an autoregressive moving average model of order p and q (ARMA(p,q)) to 
be used in order to be able to adhere with the principle of parsimony [60,62, 63]. In 
general an ARMA(p,q) process is represented by the following equation 
z(k) = q 1z(k —1)+ 2z(k —2)+ ...+ cbz(k —p)+...+e(k) 	 (5.28) 
—0 1e (k —1)-0 2e(k —2)—...---O q e (k —q). 
Since both AR and MA characteristics are present in a process, neither its ACF nor 
its PACF will show any sharp cutoff to zero after q or p lag respectively. In fact, in 
ARMA type processes, these two statistics will both gradually decay to zero as a mix-
ture of exponential or damped sine waves. In general the ACF tails off after lag (q-p) 
and the PACF tails off after lag (p-q). Again, given enough sample points from such 
a process, the SAC and SPAC will behave in a similar manner. 
5.6 Model Identification or Specification Criteria 
In the previous section the relationships between the ACF and the PACF with 
AR,MA and ARMA structures were introduced. In this section these behaviours will 
be used to produce a set of rules for identification or specification of an adequate 
model for the underlying process which governs the behaviour of a time series. 
In practice, the theoretical ACF and PACF are unknown and, for a given observed 
time series of N samples, they must be estimated by the SAC (), and SPAC (ir) 
discussed earlier. Thus the goal is to match patterns in the SAC and SPAC with 
known patterns of ACF and PACF for the ARMA models. In order to be able to 
achieve this objective more effectively, statistical tests of significance of the computed 
correlation spikes are also necessary, in order to discriminate between significant and 
insignificant (theoretically zero) spikes. 
Ideally a minimum of N = 50 observations is required, to identify and build a reason-
able MA, AR or ARMA model. The number of SAC and SPAC lags to be calculated 
should be about N/4[60, 62,74,81-83], although occasionally for data of good quality 
one may be able to identify an adequate model with a smaller sample size, N. 
In general, given there are enough samples available, the set of rules for tentatively 
identifying the correct stochastic models are: 
For an MA(q) structure, the SAC will cut-off after lag q and the SPAC will die 
down in a damped exponential fashion with or without oscillation. 
For an AR(p) model, the SAC dies down in the same way as the SPAC for 
MA(q). The SPAC will have significant spikes at lags 1,2,.. .,p, and will cut off after 
lag p to insignificant values (theoretically zero). 
For a mixed ARMA(p,q) model, both the SAC and the SPAC will die down in a 
damped exponential fashion with or without oscillation. The SAC will tail off after lag 
(q-p) and the SPAC will after lag (p-q). 
When the SAC decays very slowly (and usually linearly), is an indication of nonsta-
tionarity in the series (mainly due to trend). The nonstationary trend needs to be 
removed before any successful time series analysis can be applied. 
The rate of exponential (sinusoidal) decay towards zero for the SAC and the SPAC 
should be rapid. In practice they will be considered to have decayed rapidly if and 
only if their absolute t-values (explained earlier) fall below roughly 1.6 by about lag 5 
or 6[83]. This is especially important in the case of the SAC, in order to detect the 
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possibility of mean nonstationarity in the data. 
It is useful and interesting to note that a strong duality exists between the AR and 
MA models in terms of their ACFs and PACFs. This identification strategy of the 
ARMA models is also known as Univariate Box —Jenkins model identification 
method, since the first comprehensive book that was ever written on this topic was by 
these authors [60]. 
In cases where the time series is noisy, i.e. the original process has been contaminated 
by external noise, if the underlying process were pure AR, the SAC and the SPAC 
will behave as if they were looking at an ARMA process. This is due to the presence 
of noise in the series. Therefore it is imperative for first time identification of a time 
series, to collect very good data, which is not unduly corrupted by noise. 
Finally, It would be of value to introduce in this section before going for model specif-
ication for long term FHR variability, the concepts of parsimony and identfiabi1ity. 
These are important terms which are used to answer the main question of what consti-
tutes a good model in statistical time series analysis. 
5.6.1 Parsimony and Identifiability 
The mechanisms by which the FHR time series is generated are complex. When a 
model is constructed, the objective is not to produce an accurate description of these 
real world mechanisms. On the contrary, the aim is to simplify the underlying process 
in such a way that only the essential features are retained. 
Because the process is unknown, one would never know if one has selected a model 
that is essentially the same as the true generating process. All one can do is to select a 
model that seems adequate in light of the available data. 
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Essentially the model used should require the smallest possible number of parameters 
that will adequately represent the data. This approach, advocating simplicity as far as 
possible has come to be known as the principle of parsimony in time series 
analysis[60, 62,63,71,81-83]. Albert Einstein was quoted in Cryer[62] as remarking 
that everything should be made as simple as possible but not simpler. 
A parsimonious model fits the available data adequately without using any unneces-
sary coefficients. One is happy to find a model which can approximate the true pro-
cess, as long as the model explains the behaviour of the available realization in a par-
simonious and statistically adequate manner. The importance of the principle of parsi-
mony cannot be overemphasized. 
The other important factor is the principle of identifiability. This concept is funda-
mental to any statistical model. The main point to note is that if a model is not iden-
tifiable, the estimates, cannot, in general, be interpreted in any meaningful way. In 
such a situation more than one set of parameter values is consistent with the data. 
Although identifiability is a precisely defined statistical concept, it is related to parsi-
mony. As a general rule, the more parsimonious a model, the less likely it is to suffer 
from problems of identifiability. 
5.6.2 Statistical Tests of Significance 
In classical scalar statistics one of the main aims is to know as much as possible about 
the population characteristics of a process. However, obtaining all relevant informa-
tion is usually impossible or too costly. In practice, the information concerning the 
population is derived using a sample (realization), together with some probability con-
cepts, formulas and theories from mathematical statistics. The sample is used to esti-
mate a characteristic of the population or to test a hypothesis about the population. 
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This kind of inductive reasoning is known as statistical inference. 
In time series analysis statistical inference is employed at all of its three stages. At the 
specification stage the estimated SAC and SPAC from a realization are used to help 
tentatively select a parsimonious model to represent the unknown process that gen-
erated the realization. 
The equations (5.17) and (5.25) introduced earlier, for standard error of the SAC 
(S) and SPAC (Si) respectively are the main equations used by the time series 
analyst to test the estimated correlation spikes for significance. In general, SAC lag 
values will be considered as insignificant if and only if they lie within the ± 2S inter- 
val. Similarly for SPAC lag values they will be considered as being statistically insig-
nificant if they lie within the ± 2S interval. 
In order to make the detection more comprehensive, the t —statistics [62, 63, 83] of the 
estimated correlation spikes are used to test the null hypothesis [49], H 0 : p, = 0 for r 
= 1,2,3.....This null hypothesis is tested by finding out how far away the sample 
statistics and q  are from the hypothesized value p = 0 and ç = 0 respectively. 
Now "how far" in this case is a t-statistic equal to a certain number of estimated stan-
dard errors. Therefore for P,, an approximate t-statistic is defined in this way: 
= ______= _-; since H0 : p, = 0 	 (5.29) 
Equivalently for i, there is the following t-statistic approximation: 
= 	= 	
since H 0 : 	 = 0. 	 (5.30) 
	
In general for a sample correlation spike (0 or 	) to be considered as statistically 
significant, its corresponding t-statistic must have an absolute value greater than 2, 
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otherwise its significance can be rejected[63, 83]. 
5.6.3 Other Identification Approaches 
There are a number of other identification methods. One of the most studied is 
Akaike's (1973) information criteria (AIC)[84]. Using this approach involves select-
ing a few probable model structures, fitting them to the data available and seeing 
which one of them minimizes: 
AIC (k) = —2 In (maximum likelihood) + 2k. 
	 (5.31) 
where k is the total number of AR and MA parameters in the model. Maximum 
likelihood estimation will be discussed in chapter 6. The addition of the term 2k 
serves as a "penalty function" to avoid consideration of models with too many parame-
ters and to help ensure the selection of parsimonious models. 
The AIC technique may be of value when the underlying mechanism is found to 
have correlation characteristics equivalent to mixed ARMA type structures, or in 
situations where there may be several adequate models that can be used to represent a 
given data set, and there might be the need to know which is the best one. 
However, Shibata (1976) has shown that the AIC criterion tends to overestimate the 
order of models which are exclusively autoregressive[85]. A similar observation was 
also made by Sneek (1984), where he suggested that there is a tendency for the AIC 
to choose a model which is overparameterized[86]. 
Parzen (1974) introduced his "criterion autoregressive transfer function" (CAT), to be 
optimized[87]. Cleveland (1972) defined the concept of inverse autocorrelations [88]. 
These are just a few of the many approaches for identification. 
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Generally speaking, model identification is always tentative. All these identification 
routines should be looked upon only as guides. Having chosen a model, then the 
parameters of the model must be estimated as efficiently as possible and then the 
implications of that model need to be considered. If the model is inappropriate for 
some reason, this must be detected at this parametric estimation stage, allowing a 
new, better model to be specified. 
5.7 Model Identification of Actual Time Series 
In this section the theory will be put into practice and the procedure that was 
explained in detail for model identification will be applied to actual short locally sta-
tionary blocks of detrended FHR data. The blocks were each of two minutes dura-
tion, corresponding to 60 data samples and the number of lags computed was 15, 
equivalent to a quarter of the number of samples being observed. 
The type of model that could have arisen, might have been pure AR, pure MA, or a 
mixture of the two. All of these possible eventualities were taken into consideration. 
However, when the identification procedure was applied to short (locally stationary) 
data windows, it was clearly observed that the underlying generating mechanism for 
long term FHR variability exhibited exclusively pure AR type statistical correlation 
characteristics, as will be shown in the following identification examples. 
Self explanatory figures 5.1 to 5.15 show the representative SAC and SPAC type of 
patterns two minute observation windows obtained from a detrended long term phon-
cardiographic FHR recording. In these graphical examples the two minute windows of 
the data under observation are boxed by a vertical line (0 to 60 samples). Each two 
minute realization is shown together with the corresponding SAC and SPAC func-
tions. The plus and minus 2 standard error limits are also shown - dot/dashed lines - 
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and - as are the computed tSAC and tSPAC values. 
Inspection of figures 5.1 to 5.15 will reveal that, the computed SAC values, for all the 
data windows shown, either decayed exponentially towards zero or showed damped 
sine waves pattern, and the computed SPAC values showed significant correlation 
spikes either at lag one on its own, or at lags one and two. The values for the SAC 
and SPAC lags at higher lag values were all insignificant, since they all fell within 
their ± 2 standard deviation 95% confidence limits set for zero correlation value 
(insignificant correlation spikes). 
Such correlation signature patterns undoubtedly confirms the pure autoregressive 
characteristics of the underlying mechanism responsible for the long term variability 
patterns. They have also tentatively identified both AR(1) and AR(2) as suitable 
modeling candidates to represent short locally stationary windows of detrended data. 
However, in this study the primary objective is to find and make use of a single 
model, which can statistically adequately fit to all the short locally stationary seg-
ments. On an intuitive basis, one can see that the second order autoregressive struc-
ture is the one which can satisfy this condition. In summary, the AR(2) model is the 
tentative identified structure for parsimonious parametric representation of long term 
FHR variability patterns. Its statistical adequacy, in terms of being the right parsi-
monious model, will be investigated further in the next chapter. 
5.8 Summary and Discussion 
In time series analysis, the most crucial steps are to identify and build a model based 
on the available data. This requires a good understanding of the processes discussed in 
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Figure 5.1: Part (a): Detrended avçraged FHR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
part (a); indicating an AR(2) process. The dot-dashed lines are confidence limits 
±2S and ±2S3 for SAC and SPAC respectively. 
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Figure 5.2: Part (a): Detrended averaged FRR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
part (a); indicating an AR(1) process. The dot-dashed lines are confidence limits 
± 25 and it 2S for SAC and SPAC respectively. 
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Figure 5.3: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
part (a); indicating an AR(2) process. The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 5.4: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
part (a); indicating an AR(2) process. The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 5.5: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
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part (a); indicating an AR(1) process. The dot-dashed lines are confidence limits 
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Figure 5.6: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
part (a); indicating an AR(2) process. The dot-dashed lines are confidence limits 
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Figure 5.7: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
part (a); indicating an AR(1) process. The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 5.8: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
part (a); indicating an AR(2) process. The dot-dashed lines are confidence limits 
±2S and ±2S 3 for SAC and SPAC respectively. 
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Figure 5.9: Part (a): Detrended averaged FI-IR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
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±2S and ±2S for SAC and SPAC respectively. 
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Figure 5.10: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
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part (a); indicating an AR(2) process. The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 






a) ..47 5 
—100 
0 300 60 	 120 	180 	240 
Discrete time samples (sampling period of 2 seconds) 
I 
	i-art wi: 	5AU 	 I 








-o is ---------. . 	
V 
—0 is 
—II 	 I 
	
—I 





Part (h) 	tSAC 
	
Part (b): 	tSP.0 
A 
4. 















44 24 	 —3  
0 	3 	6 	9 	12 15 	0 	3 	6 	9 	12 15 
Lag (T) 	 Lag (T) 
Figure 5.11: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
Part (b): SAC, SPAC, and t-statistics of SAC and SPAC of boxed segment shown in 
part (a); indicating an AR(2) process. The dot-dashed lines are confidence limits 
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Figure 5.13: Part (a): Detrended averaged FHR (indirect phonocardiographic). 
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this chapter, particularly the characteristics of these processes in terms of their ACF 
and PACF (q). In practice, these ACF and PACF are unknown, and for a 
given observation, they have to be estimated by SAC () and SPAC () discussed 
in sections 5.3.1 and 5.4.1. 
With regard to identification strategy, the approach introduced in detail in this 
chapter is the one which time series analysts apply in order to identify models which 
can parsimoniously and statistically adequately represent their data. To the naked eye, 
random irregular fluctuations comming from many different types of stochastic 
processes usually look visually similar. One cannot just guess a right parsimonious 
stochastic model by looking at these fluctuations. 
The technique used here reveals the type of model that can represent the underlying 
mechanisms. Alternative identification routines do not provide clear guidance towards 
the type of stochastic model structure which could represent this data. They often 
operate via trial and error, looking blindly at a list of possible model structures 
(AR,MA or ARMA) and orders. For the detrended FHR data that were used in this 
analysis, and applying the identification criteria introduced in this chapter, the SAC 
and SPAC patterns that were observed unanimously supported pure AR type models. 
In choosing a model, one must attempt to adhere to the principle of parsimony; that 
is, the model used should require the smallest possible number of parameters that will 
adequately represent the data. The objective of this type of time series analysis is not 
to exactly reconstruct the time series itself as in analytical methods (high resolution 
spectral analysis)[48, 811, but to extract just the general features which will help us to 
discriminate quantitatively between different patterns observed in the time series. This 
is the general objective of this project with regard to long term FHR variability. 
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A tentative model had to be identified which represented parsimoniously the correla-
lion signature (SAC and SPAC patterns) of the majority of short, locally stationary, 
blocks observed. Without any doubt, the tentative model which could parsimoniously 
represent the underlying process was found to be a second order autoregressive struc-
ture (AR(2)). The adequacy of which was further tested at the model fitting and 
diagnostic stage of the time series analysis which will be introduced in the next 
chapter. 
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CHAPTER 6 
MODEL FITtING, DIAGNOSTICS RESULTS AND DISCUSSION 
6.1 Introduction 
After a model has been tentatively specified, the next step is to estimate the parame-
ters in the model. This stage is known as model fitting in time domain time series 
analysis. Model fitting consists of finding the best possible estimates of those unknown 
parameters within a given model. In this chapter a section has been allocated to intro-
duction of the model fitting methodology that was used. 
Once parameters have been estimated, diagnostic checks must be applied to the model 
to determine its adequacy. Model diagnostics is concerned with analyzing the quality 
of the model that has been identified and estimated. How well does the model fit the 
data? Are the assumptions of the model reasonably satisfied? If no inadequacies are 
found, the modeling may be assumed to be complete. The model can be used to fore-
cast future values, or in the case of this project, the estimated model parameters can 
be used as numerical features representing non-white patterns exhibited by the long 
term vtriability component of FHR. Model diagnostics is another topic which will be 
covered in this chapter. 
For the model fitting and diagnostics stages, examples will be provided to further 
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prove the adequacy of the tentatively identified AR(2) structure for the purpose of 
parsimonious parametric representation of long term FHR variability patterns. Finally 
the concepts of stability and pseudo —periodicity will be introduced towards the end of 
the chapter. 
6.2 Model Fitting 
There are many ways of estimating the model parameters. In time series analysis, by 
far the most general and powerful method of estimation is that known as 
maximum likelihood (ML)[42, 58,60, 62, 64, 82,83,89-91]. This method produces 
almost all the well known estimates, and more importantly, may be applied (in princi-
ple) to any type of estimation problem provided only that the joint probability distri-
bution of the observations is known. 
The method of ML attempts to incorporate all the information in a model by working 
with the complete distribution of the observations, unlike the other inferior estimators 
(like method-of-moments estimators and least-squares estimators) which base their 
estimation on just the first two moments of the observations. 
One of the main drawbacks in using ML estimation approach is its much higher level 
of complexity due to the involvement of joint probability density functions. This leads 
to criterion functions which can only be solved iteratively using nonlinear optimization 
techniques which in itself is a vast and complex topic. 
Nevertheless, the fact that the best estimator of a parameter is non-linear should not 
be regarded as a deterrent to employing that estimator. Indeed, when faced with a 
new situation, there is a strong argument for basing estimation of the parameters of a 
tentatively specified model on ML, rather than attempting to derive simpler tech-
niques which must then be shown to be asymptotically equivalent to the ML 
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estimators. In the next section the likelihood concept will be explained in greater 
detail as a prelude to the implementation of full ML estimation which will make use 
of the Kalman filtering technique as part of its structure. 
6.3 Understanding the Likelihood Concept 
The likelihood concept was first proposed by R.A. Fisher[42], for the purpose of 
estimating deterministic parameters that represent the distribution of statistically 
independent, identically distributed, random variables. 
For better understanding, first consider a vector of unknown parameters 0 that 
describes a collection of N independent, identically distributed, observations z ( k), 
k = 1,2,... ,N. First Collecting N of these measurements into a N x 1 vector z, 
z = col [z (1),z (2),...,z (N )]. 	 (6.1) 
The likelihood of 0, given the independent observations z, is defined to be propor -
tional to the value of the probability density function of the observations given the 
parameters: 
l[OIz] oz p(zIO), 
	 (6.2) 
Where I is the likelihood function representing the likelihood of 0 given the observa-
tion z, and p is the conditional joint probability density function. On the condition 
that z ( k) are independent and identically distributed, I can be defined as, 
l[0jz]c'p(z(1)I0)p(z(2)I0) ... p(z(N)I€)). 	 (6.3) 
It is important to mention here that, although the formula for the conditional joint 
probability density function of a realization is exactly equivalent to the formula for 
likelihood function, the way that the formula is interpreted is different. In the case of 
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the conditional joint probability density function, the parameters 0 are considered as 
fixed and the z (k )'s (representing the realization) as variable. In the case of the likeli-
hood function, the values of the parameters can vary but the z (k )'s are fixed numbers 
as observed in a particular sample. This is the best way to visualize the structure of 
likelihood function. 
In many situations p(z 0) is exponential (e.g., Gaussian). It is easier then to work 
with the natural logarithm of l[OIz]  than with l[OIz].  Thus let 
L[OIz] = lnl[OIzJ. 
	 (6.4) 
The quantity L is referred to as the log —likelihood function. The logarithm of I is a 
monotonic transformation of I (i.e., whenever I is decreasing or increasing, In I is also 
decreasing or increasing); therefore, the point corresponding to the maximum or 
minimum of I is also the point corresponding to the maximum or minimum of L. 
In summary the maximum likelihood estimate (MLE) O is the value of 0 that optim-
izes the log-likelihood, L, for a particular set of observations z. Practically, there are 
two main problems in obtaining MLE's of parameters in models of dynamical systems 
(ARMA,AR,..etc): (1) obtaining an expression for L(OIz) and (2) maximizing (or 
minimizing depending on how L is defined) L (01 z) with respect to 0. Initially the 
first problem will be addressed, and afterwards the optimization approach will be con-
sidered. 
6.3.1 Derivation of the Log-Likelihood Function 
In a time series model, the observations are by definition dependent. Hence equation 
(6.3) is not applicable. The ML theorems, as presented, are based on the assumption 
that the observations are independently and identically distributed. This section is con- 
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cerned with the practical question of constructing the likelihood function for a set of 
dependent observations. This situation of having dependent observations is the nor-
mal case in time series analysis. 
This problem of statistical dependency of a time series in the observed windows has 
been remedied via the use of the innovations process (or prediction errors) generated 
by a Kalman filter. As a prelude to this final goal, the dynamic time series model 
must first, be represented in a state space format (or Markovian representation), since 
the matrices that appear in the state space representation are used to construct the 
Kalman filter[47, 62,92]. 
The standard state space representation of a dynamic model[42, 47, 62,92], is as 
follows:- 
x (k + 1) = cTx(k) + Fe(k), 	 (6.5) 
which is the system or message model, and 
z(k+1) = Hx(k+1) + a(k+1), 	 (6.6) 
is the observation equation or model. The initial state vector x(0) is Gaussian, and 
has an (n X 1) dimension, e is the input noise vector (p x 1), z is the observation vec-
tor (m x 1), a is the observation noise vector (m X 1), 1 is the system matrix (n X n), 
F is the input noise matrix (n X p), H is the observation matrix (m x n) and the vec-
tor terms in e (k) and a (k) are mutually stationary Gaussian white noise sequences, 
for which E[e(k)e'(k)] = Q and E[a(k)a'(k)] = R,where k = 0,1,...,N-1, and 
0= [CF,F,H,Q,R]', 
z=[z(1),z(2) ...... z(N)]'. 
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We must obtain the joint density function p(zIO)=p(z(1),z(2) .... z(N)I0). Refer-
ring to equations (6.5) and (6.6), it is clear that the N measurement (or observation) 
vectors [z (i),z (2) .... z(N)] are not statistically independent; hence, 
p(z(1),z(2) .... z(N)I0) * p(z(1)I0)p(z(2)I0) ... p(z(N)I0 
This problem of statistical dependency can be solved via the innovations process, 
v(klk —1) of a linear Kalman filter (refer to table 6.1)[92, 93]. Innovations sequence 
also known as residuals or prediction error terms are in general equivalent to the 
difference between an original observed measurements z ( k) and its corresponding 
predictions z ( k 1k—i), which are computed optimally in a least mean square sense via 
a linear Kalman filter. The word innovation denotes "newness", and this quality is 
represented by the fact that, the optimally estimated process v(k 1k —1), will be white 
and statistically independent in characteristics, and any redundant information in the 
form of correlation in the measurements z ( k) has been removed. Hence only new 
information is retained in the innovations process. 
In general the innovations process v(k 1k —1) and measurements z (k) are probabilisti-
cally equivalent, and as a result are said to be causally invertible[90, 94,95], that is 
v(klk —1) is computable from z(k), and z(k) is computable from v(klk —1); thus, the 
conditional probability density function, p (v(i I0),v(2 Ii),... ,v(N IN —1) 0),  contains 
the same data information as p (z (i) ,z (2),... ,z (N) I®) does. As a result L (01 z) can 
be represented as: 
L(OIz) = L(OIv) = lnp(v(iIO),v(21i), ... ,v(NIN-1)I0). 
Now for an optimal filter, the innovations is a zero-mean Gaussian white noise 
sequence, so that the log-likelihood can be represented[58, 62, 90, 92] as, 
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N 	1N 
L (0 Iz)= - -ln (2ir)— 	[v(k 1k —1)V'(k 1k —1)v(k 1k —1) 	 (6.7) 
L 
+lnlV(klk—l)I], 
where V(k 1k —1) is the innovations process covariance. The constant term 
—(N/2)ln (2ii) can be omitted, because it does not depend on 0. 
As previously stated, the innovations sequence and its covariance can be generated by 
a Kalman filter which can be implemented from the dynamics and statistics that 
represent our model. Table 6.1 shows implementation of a linear Kalman filter struc-
ture, for an AR(2) + observation noise (.2)  time series model. Because the state 
space representation also usually allows for measurement error or observation noise, 
we do not observe x (k) but only observe z (k) through the observational equation 
(6.6), where H = [1 0] for an AR(2) model and a (k) is another zero mean, white 
noise process which is independent of e (k). 
In the case of time series analysis sometimes there is no observational noise in the time 
series. In this case there is no need to model observational noise. This applies to the 
AR(2) structure identified in the previous chapter for long term FHR variability. 
Hence, the observation noise term a (k) is set to zero. 
This is reflected in the linear Kalman filtering equations by setting the variance, U, 2, 
of the observation noise or (measurement error) to zero[58, 62,96]. This linear struc-
ture is then used to provide information needed for implementation of the log-
likelihood criterion function shown in equation (6.7). 
In our situation the true 0, is not known, but needs to be estimated from the maximi-
zation of L(OIz). At the start, the Kalman filter will behave suboptimally, since 
wrong values of 0 are being used by it, but as better estimates O are given to the Kal-
man filter, the estimates of state vector x (k), improve. In fact, if O-.ø. as N -.c,  then 
- 129 - 
Prediction:- 
State Prediction 	 x(k 1k —1) = 4' (k -ilk —1) 
Prediction error covariance 	V (k 1k —1) = ct V  (k 1k) 4'T  + F Q F 
where 4' is the Signal Process Matrix, F is Input Matrix and Q is Input Noise vari-
ance Matrix as shown below. 
- 	0 	- [111 2 	F - [01 O 
	
00 - 10 0] 
Update:- 
Kalman Gain 	 K(k) = V;(klk-1)HT V 1 (kIk — l) 
Innovation Covariance 	V(k 1k —1) = HV (k 1k _1)HT  + R 
Estimation error covariance 	V; (klk) = V; (klk —1) - K(k)HV; (klk —1) 
Estimation or Correction 	(kIk) = (klk —1) + K(k)v(klk —1) 
Innovation or Prediction error v(klk —1) = z(k) - z(klk —1) = z(k) - Hx(klk —1) 
where H = [1 0 1 is the observation matrix. 
The Kalman Filter is completely specified by four parameters: 
ØT 
= [I4210 e 2 ,a 2] 
The initial values, for (0 0) and V (010) in this algorithm are also necessary. For a 
stationary realization, the theoretical mean value and the covariance matrix of the 
state vector are used. These are computed from the identified model[62, 96]. 
Table 6.1 Kalman Filtering Equations 
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vè(klk —1)-.v(kIk —1) as N-.00, Then the sub-optimal Kalman filter will approach 
the optimal Kalman filter. 
Finally, this form of ML parametric estimation is adaptable to situations where noisy 
data might arise. This is achieved by allowing an observation noise term to be used as 
part of the time series model for the purpose of parsimonious representation. Also the 
use of a Kalman filter as part of the parametric estimator allows the algorithm to cope 
with measured time series which have missing data [62,96,97]. Missing data occa-
sionally occurs in FHR time series, particularly on rapid FHR decelerations as the 
correlation based FHR estimator produces a gross error (outlier) which is recognized 
as such by post processing circuitry and suppressed by the machine producing no out-
put. In terms of hard copy (plotter) output this is achieved by lifting the plotting pen. 
6.4 Optimization Method 
There is no closed-form solution for 0 that maximizes L (01 z). The maximum likeli-
hood estimate (MLE) O is a non-linear optimization problem. 
The objective is to change 0 iteratively, so as to optimize L (01 z) subject to the con-
straints of a Kalman filter. This optimization is achieved via the Kalman filter, which 
generates V(k 1k —1) and v(k 1k —1), both being dependent on 0, and enabling calcu-
lation of L(OIz). 
The algorithm applied to optimize the likelihood function, was a non —gradient tech-
nique. The method used was Powell's direction set method in multidimensions. This 
is the most widely accepted direct search method. It is a powerful method and has 
been proven to be superior to some of the descent methods[55, 98]. Only function 
values are used, and minimization is achieved along an artfully chosen set of favorable 
directions. Basically for each direction found, the algorithm moves along that direc- 
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tion to its minimum. Then from there along the second direction to its minimum, and 
so on, until the function stop decreasing. 
There are two different approaches in updating the search directions, both of which 
have been tackled by Powell. The first is based on the concept, of non —interfering 
directions, more conventionally called conjugate directions [55,98-100]. Theoreti-
cally if one performs successive line minimizations of a function along a conjugate set 
of directions, then one doesn't need to redo any of those directions. The other way is 
more heuristic [55,98, 100,1011. It tries to find a few good directions far along nar-
row valleys. This later scheme has been used to optimise the log-likelihood function, 
since it tries to avoid building up a set of directions which fold up on each other and 
become linearly dependent, resulting in failure to find the global minimum, and will 
be explained in the next section. 
6.4.1 Powell's Direction Search Routine Applied 
In this section the actual algorithm that was applied will be explained in greater detail. 
The procedure is a direction search method, and does not require any derivative com-
putations. The Powell's algorithm that defined the applied minimization subroutine 
proceeds as follows: 
1). A starting point, t%(°) is selected. The starting point that was used and given to 
the minimization routine is based upon the moment based estimates, derived from the 
Levinson-Durbin recursion introduced earlier. This considerably reduces the minimi-
zation iteration number required for the algorithm to converge. This form of moment 
based setting of the starting point of the minimization is especially valuable and signi-
ficant when the AR model order is high. The initial search directions from this start-
ing point, i = 1,2,... ,P, are parallel to the original coordinate axes (where P is 
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number of parameters that must be estimated). 
A sequence of single variable searches are made in the P initial directions. This 
has been achieved by bracketing the minimum in each of these directions, and using 
inverse parabolic interpolation to zoom in on the minimum[55, 1001. 
The following points are then located:-
(Ic) = The last point from the sequence of single variable searches, 
= The point of greatest function improvement between successive single van-
able searches, 
= 2®(k) - ®0(k) = Expanded point, 
= Starting point for the iteration, 
where k is the iteration stage index which is incremented for each new set of search 
directions. 
A check is made to see if the value of the log-likelihood objective function at the 
expanded point, ®E (k), is better than that at the starting point, 00(k)•  If there is no 
improvement, the last point, 	(k),  becomes the new starting point and a new 
sequence of single variable searches are made in the same directions as before, 
= 
Si 	
Si(k+1) = 	(Ic) , 	 = 1,2,3 ...... P 
If the loglikelihood objective function, L5 (Ic),  at the expanded point is an improvement 
over the starting point function, L0(k),  then the following test is performed, 
[L 0(k)_2L (k)+LE(k)][L 0(k)_L (k)_8]2 ~ 
(Lo(k)_LE(Fo))2 
2 
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where 8 = ILM - L M _j(k)I. 
The test determines whether the function in this region is a valley, i.e, LE W is an 
improvement but the surface is rising. If the test is satisfied, the old search directions 
are retained and a new sequence of single variable searches starts as above. If the test 
is not satisfied, a single variable search is performed in the direction, 
= 	- 
until the best value ® ') is found. New search directions are then chosen as follows: 
Si (k+1) = Si  (k)' 	for i = 1,2,3,...,M —1, 
Si (k+1) = fori = M,...,N-1, 
(k) 
A new sequence of single variable searches is then started. What steps explained so far 
are repeated until convergence. 
5). Convergence is assumed and the routine is terminated, when the objective function 
based relative error is less than a very small scalar positive tolerance e, 
2*IL 0(lo ) 	LI 
ILo (k, I + IL () I 
< E. 
On a machine with an S decimal digit mantissa, an appropriate value of the func-
tional tolerance € would be approximately 10/2,  and 10 otherwise[55, 1021. On 
this basis the functional tolerance (€) was set at 10-8.  With this tolerance setting, after 
each successful termination (between 2 to 5 iterations), resulted in the final computed 
objective function value to have an accuracy in significant digits of approximately 
10, which is more than adequate. A flow chart illustrating the above explained pro-
cedure is shown in table 6.2. 
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Pick Starting Point 
and Initial Search 
Directions 
Perform Sequence 





Locate Expanded Point 
In Direction Fixed By 
Final Point and Starting 
Point 
Set New Starting Point I 
Equal to Last Point In No 	#' Point Better 
Single Variable Searches 
. 	 Starting 
and Retain Previous %.. Point? .1 
Yes 
Yes _< Expanded 
Accross 
A Valley ?d 
No 
Perform Single 
Variable Search In 
The Direction of 
Expanded Point 
Set New Starting Point 
Equal To Final Point Of 
Search and Detennine 
New Search Directions 
Table 6.2. General Flow Chart for the Powell's Optimization Routine. 
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6.4.2 Reparameterizing for Stability 
One problem that was observed in optimizing the log-likelihood criterion for an 
autoregressive structure, was occasional parametric estimates associated with the 
unstable regions of the parametric space. In this situation the model will behave in an 
explosive manner (i.e. gives diverging mean nonstationary simulation). In order to 
prevent such eventualities, one has to seek some form of reparameterization of the 
dynamic structure so that it will prevent the nonlinear optimization algorithm from 
searching in regions of the parametric space associated to unstable nonstationary 
behaviour, resulting in meaningless parametric values. 
One general condition for the stability of a pure AR structure is for the modulus of its 
p-th parameter, I çb,, I , not to exceed 1. This follows from the fact that the p-th param-
eter of the AR structure is equivalent to the partial autocorrelation of a realization at 
the p-th lag, a quantity which never goes less than -1 or higher than +1. This is a key 
point, which is utilized as a step towards full reparametrization of all of the dynamic 
parameters of the AR structure. 
In the maximum likelihood estimation of the parameters of the AR time series 
models, with or without observational error, the stability criterion of the equation 
defining the AR models can be guaranteed. This is achieved by reparameterizing in 
terms of the partial autocorrelation coefficients, 0,, where the i's are constrained to 
be in the open interval (-1,1) by the transformation[96]: 
[1 -e"1 
= 	-u 	where - < u.1 < , 	 (6.8) 
[1 + e 
for T = 1,.. .,p. The 's of the AR model can then be reparameterized or 
transformed by the well-known Levinson-Durbin recursion for T > 1, 
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= 	- 	 for j = 1,25 ...,T-1. 	 (6.9) 
The statistical parameters, such as input noise variance cr,2' should be optimized in 
terms of their standard deviations (cr e ), in order to make sure the final estimated van-
ance values are positive. 
Finally, non-linear, unconstrained optimization can then be carried out with respect to 
u. for T = 1,... ,p and or, for an AR(p) model. After the optimization is complete the 
AR(p) estimated parameters can be calculated by (6.8) and (6.9). 
6.5 Diagnostic Checking 
Once a precise estimation of the coefficients of the identified model has been made, 
diagnostic checks must be applied to the model to determine its adequacy. A statisti-
cally adequate model is one whose random shocks are independent (not correlated). 
In practice random shocks (e (k)) cannot be observed, but estimates of the random 
shocks are available in the form of the residuals of the estimation process (or its inno-
vations). At the diagnostic checking stage these residuals (v(kjk —1)) are used to test 
hypotheses about the independence of the random shocks. 
It is important that the independence of the estimated residuals be satisfied for a very 
practical reason. The residuals are estimates of random shocks (new independent 
information). These constitute the stochastic component of z, the realization that is 
being modeled. Thus, if they are serially correlated, then there is a correlation pat-
tern in z that has not been accounted for by the tentatively identified model. Yet the 
whole idea in stochastic time series analysis is to find the right model which would 
avoid this eventuality. 
In order to check the prediction errors (or residuals) for significant correlation, the 
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residuals SAC (RSAC) and the residuals SPAC (RSPAC) must be calculated together 
with their corresponding t-values. This is achieved using the equations 
(5.13),(5.23),(5.29) and (5.30) introduced in the previous chapter where they were 
used for model identification. 
If the model is correct, then there should not be any significant correlation spikes 
from the RSAC and RSPAC. The computed spikes should be distributed, approxi-
mately normally about zero. They should lie within their ±2 standard deviations 
(±2S and ±2S respectively; refer to (5.17) and (5.24)). Also their computed t- 
statistic values should all be less than two[60, 62, 821. 
A more formal test, which is the main diagnostic tool used by the time series analyst 
is the Portmanteau lack of fit test. This is also known as Box —Pierce Q —test. The 
test is based upon the computation of a 0-statistic which takes into consideration the 
K computed RSAC lag values as a group. 
The significance and accuracy of the test was further improved by Ljung and 
Box[58, 62, 63, 103, 1041, thus the statistic is now known as Ljung —Box statistic and 





where K = N14 and 0, is RSAC at the lag T. Under the null hypothesis that the 
model is correctly specified, Q is asymptotically distributed as a chi-square (x2)  ran-
dom variable with (K —p —q) degrees of freedom. 
Fitting an erroneous model causes the residuals to be more related, thus Q inflates. In 
general a model can be rejected if its Q statistic is greater than the 
chi —square critical value x 2005[K  —p —q]. 
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6.6 Applications to Real Data 
In this section a series of 15 examples have been presented (self-explanatory figures 
6.1 to 6.15). These are related one-to-one with the examples presented in the previous 
chapter. For each two minute data block fitted to the identified second order struc-
ture, the type of simulation that the AR(2) can generate from the estimated parame-
ters has also been presented. This may be used as further visual verification of the 
adequacy of AR(2) structure as the simulated sequences represent the general salient 
features observed in the windows of observation on the real data. Along with each 
simulation, the residuals left after each fit with their RSAC, RSPAC, t-statistics of 
RSAC and RSPAC, and 0-statistics have also been provided. 
Following inspection of the examples shown in figures 6.1 to 6.15, the adequacy of a 
second order autoregressive structure (AR(2)) for modeling long term variability can-
not be rejected. Part (b) of these figures show synthetic data generated from an 
AR(2) model. These are produced from the estimated parameters (quoted in each of 
the figures) extracted from the boxed segments of detrended averaged FHR (phono-
cardiographic) shown in part (a) of each of the figures. The visual resemblance 
between the variability in the real data and its corresponding synthetic version is 
apparent. 
Furthermore part (e) of each of the figures show the SAC, tSAC, SPAC and tSPAC 
of the model residuals (part (d)). All showed no significant correlation spikes, indicat-
ing the white characteristics of the estimated residuals, thus showing adequate fit of 
the model to data. Also the overall Portmanteau lack of fit test (or Ljung-Box test) 
showed positive results for all of these examples, by having their 0-statistics (as 
presented in part (e)) well below the chi-square critical value for 13 degrees of free-
dom (x2o.05E13] = 22.3621) which is an indicator of the adequacy of fit and thus the 
model. 
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Figure 6.1: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: 0 = 1.0891, 
02 = —0.3900, d• e = 3.4518, &P  = 6.0331, bose1ine = 126.6921; Pseudo —periodicity 
was detected (t 0 = 51.60 sec). 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 6.1: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 10.1165 20.05  further proof of 
the adequacy of the model fitted to the data. 
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Figure 6.2: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: 	= 0.8914, 
02 = —0.1630, 6, = 3.3573, d = 5.2978, j1basejjne = 126.3513; Pseudo —periodicity 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), mdi-
cating AR(1) correlation characteristics; The dot-dashed lines are confidence limits 
± 2S and ± 2S for SAC and SPAC respectively. 
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Figure 6.2: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 5.4246 <x 2o[13]= 22 . 362121 , further proof of 
the adequacy of the model fitted to the data. 
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Figure 6.3: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: gS = 0.9679, 
02 = 0.3850, d e = 3.1450, 6,P  = 4.7640, I5baseIine = 123.3177; Pseudo —periodicüy 
was detected (t 0 = 24.4188). 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
±25 and ± 2S for SAC and SPAC respectively. 
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Figure 6.3: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 10.2924 <x20[13]= 22 . 362121 , further proof of 
the adequacy of the model fitted to the data. 
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Figure 6.4: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: c5 j = 1.1823, 
02 = —0.4970; & = 2.9830, & = 5.6042, base!jne = 125.7053; Pseudo —periodicity 
was detected (r0 = 26.5820). 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), mdi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
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Figure 6.4: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 6.4981 <x2005[13]22.3621,  further proof of the 
adequacy of the model fitted to the data. 
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Figure 6.5: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic Fl-JR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: c5 j = 1.0453, 
02 = 0.2249, 6, = 3.1510, âp = 6.2023, 1baseje = 131.2902; Pseudo—periodicity 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(1) correlation characteristics; The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 6.5: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 9.5311 <x2[13]=22.3621, further proof of the 
adequacy of the model fitted to the data. 
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Figure 6.6: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: 	= 1.1007, 
02 = 0.3361, 6 e = 2.4839, & = 4.6521, ba:eljne = 133.8820; Pseudo —periodicity 
was not detected. 
Part (C): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
± 2S and ± 25 for SAC and SPAC respectively. 
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Figure 6.6: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 10.4951 <x 2005[ 13 ]= 22 . 3621 , further proof of 
the adequacy of the model fitted to the data. 
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Figure 6.7: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: ç5 j = 0.7803, 
02 = 0.1243, 6, = 2.8797, &,, = 4.0311, 1bo,ee = 132.0989; Pseudo —periodicity 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), mdi-
cating AR(1) correlation characteristics; The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 6.7: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q -statistic = 14.8523 <x2.[13]=22.3621,  further proof of 
the adequacy of the model fitted to the data. 
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Figure 6.8: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: gS 1 = 1.1364, 
02 = 0.3317, 8e = 2.9936, drp  = 6.0868, I1bajeline = 134.6735; Pseudo —periodicity 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 6.8: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 11.9666 X20.  further proof of 
the adequacy of the model fitted to the data. 
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Figure 6.9: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: gS j = 1.0293, 
= 0.3411, 6 = 3.4330, &p = 5.6965, I1baseIu,e = 133.2532; Pseudo —periodicity 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
± 25 and ± 2S for SAC and SPAC respectively. 
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Figure 6.9: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 7.7820 <X 2005[ 13]= 22 . 3621 , further proof of the 
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Figure 6.10: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: 	= 1.1733, 
02 = 0.3938, 6 , = 2.8519, d,, = 5.7476, 'base!ine = 132.2469; Pseudo —periodicity 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
±2S and ±2S, for SAC and SPAC respectively. 
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Figure 6.10: Part (d): Residuals (or Prediction errors or innovations) left after fining 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 4.5172 <x2005[13]=22.3621, further proof of the 
adequacy of the model fitted to the data. 
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Figure 6.11: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: 	= 1.3072, 
02 = 0.5155, â = 2.0834, 6,, = 4.8052, boseline = 117.4582; Pseudo —periodicily 
was detected (t 0 = 44.7029). 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 6.11: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 10.9099 <x20.05[13122.3621,  further proof of 
the adequacy of the model fitted to the data. 
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Figure 6.12: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: 	= 0.6755, 
02 = —0.2837, er , = 1.9854, c5 = 2.4348, I'baseline = 116.8660; Pseudo —periodicity 
was detected (t 0 = 17.9270).. 
Part (C): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
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Figure 6.12: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 10.0651 <x2[l3]=22.3621,  further proof of 
the adequacy of the model fitted to the data. 
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Figure 6.13: Part (a): Detrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: 	= 0.9367, 
0.2195, 6 e = 2.1856, &p 	3.4984, l baseline = 121.0168; Pseudo —periodicity 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), mdi-
cating AR(1) correlation characteristics; The dot-dashed lines are confidence limits 
± 25 and ± 25 for SAC and SPAC respectively. 
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Figure 6.13: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (c): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 14.0317 <x2[13]22.3621,  further proof of 
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Figure 6.14: Part (a): IDetrended averaged FHR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: 	= 1.1606, 
02 = 0.3941, & e = 2.7943, &,, = 5.4883, 1baejjn = 126.6974; Pseudo —periodicity 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(2) correlation characteristics; The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 6.14: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 7.2773 <X2005[131=22.3621,  further proof of the 
adequacy of the model fitted to the data. 
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Figure 6.15: Part (a): Detrended averaged Fl-JR (indirect phonocardiographic); 
Part (b): Synthetic FHR data, generated from the parameters extracted from the 
boxed segment shown in part (a); the estimated parameter values were: çb = 0.8679, 
02 = 0.2448, &e  = 2.7160, &,, = 3.9078, Pboseline = 122.7360; Pseudo —periodicizy 
was not detected. 
Part (c): SAC and SPAC of the first 60 synthetic data samples shown in part (b), indi-
cating AR(1) correlation characteristics; The dot-dashed lines are confidence limits 
±2S and ±2S for SAC and SPAC respectively. 
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Figure 6.15: Part (d): Residuals (or Prediction errors or innovations) left after fitting 
an AR(2) model to the boxed segment shown in part (a). 
Part (e): SAC, SPAC, t-statistics of SAC and SPAC of residuals shown above, indicat-
ing a white sequence; Q —statistic = 14.6872 <X 2005[ 13]= 22 . 3621 ' further proof of 
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Finally, as a test example, a two hour long, detrended, phonocardiographic FHR 
recording was segmented on a contiguous block basis, to 60 two-minute data blocks. 
These blocks were fitted to the AR(2) structure. All 60 fits had Q-statistics less than 
the critical value X20.05[13] = 22.3621, further indicating the adequacy of AR(2) 
structure in terms of being able to parsimoniously model the underlying stochastic 
mechanism responsible for generation of long term FHR variability. The estimated 
parameters, together with the estimated standard deviation of each two minute data 
segment, and their corresponding 0-statistics are shown in table 6.3. 
In summary, it has been shown in these examples that short data windows (detrended 
averaged FHR) of two minute duration (60 samples) are adequately represented in 
terms of five parameters. The first three are the ML estimated parameters , , and 
of the AR(2) model. These reflect the dynamic behaviour of long term FHR vari-
ability patterns. The other two are scalar quantities, F1baeIj and &,,. The former 
represents the medically valuable information on FHR baseline level (mean estimated 
from the estimated FHR trend data) and the latter represents the genuine statistical 
spread of FHR variability over the estimated trend or baseline. 
6.7 Stability and Detection of Pseudo-Periodicity 
For an AR(2) or ARMA(2,q) process, the stationarity or stability requirement 
derived from the solution of the AR characteristic polynomial is a set of three condi-
tions[59, 60, 621: 
1021 <1, 
	 (6.11) 
2 + 0 1 < 1, 
 01 02 -	< 1. 
These can be used to define a triangular stability region, as shown in figure 6.16. All 
vLI 
- 	 P-baseline Q -statistics 
1.0186 -0.4903 2.9846 4.6911 133.6858 9.0502 
0.7955 -0.1769 2.6148 3.6048 129.9779 7.2018 
0.8322 0.0324 2.5324 4.9662 136.5317 8.3812 
1.1357 -0.3075 2.1540 4.5679 135.6231 6.2943 
0.8388 -0.1720 2.6789 3.8941 137.1176 9.7468 
0.8688 -0.1230 3.2299 5.1370 132.9440 9.8650 
0.6640 -0.1455 2.8450 3.5291 129.8169 17.2637 
1.2199 -0.3999 2.4207 5.3833 . 	 130.5223 16.0009 
1.1596 -0.3807 2.3967 4.7749 126.4642 20.5814 
0.8256 -0.2309 2.1329 2.9556 119.9582 12.2222 
0.5923 -0.0780 2.5936 3.1137 117.7860 13.0775 
0.9631 -0.1739 2.7523 4.8886 	- 122.3603 14.1535 
0.8590 -0.2245 2.5605 3.6871 117.7232 11.5534 
1.3072 -0.5155 2.0834 4.8052 117.4582 10.9099 
0.6755 -0.2837 1.9854 2.4348 116.8661 10.0651 
0.9367 -0.2195 2.1856 3.4984 121.0168 14.0317 
0.8120 -0.4181 1.8825 2.5277 122.9476 14.5637 
1.1086 -0.3484 2.1012 3.9376 129.5325 14.7504 
1.0009 -0.3544 2.5135 3.9897 136.1456 13.6528 
0.8721 0.0006 1.9303 3.9521 138.5399 8.3700 
1.2298 -0.3362 2.2821 6.1968 136.2210 5.8234 
0.8524 -0.2420 1.6166 2.2908 126.9182 10.7955 
1.1830 -0.4663 2.3284 4.4544 124.7288 7.5430 
1.0193 -0.2369 2.3329 4.2391 127.8784 15.7133 
1.1606 -0.3941 2.7943 5.4883 126.6974 7.2773 
0.8679 -0.2448 2.7160 3.9078 122.7358 14.6872 
1.0923 -0.2689 2.4869 5.0739 124.7542 12.5177 
1.0445 -0.3761 2.7697 4.5912 128.1476 19.1942 
1.0650 -0.2557 2.3957 4.6782 124.9714 9.0032 
1.0647 -0.3514 1.3889 2.4088 128.4835 8.8580 
1.2651 -0.4832 2.2447 4.9113 125.7790 9.5262 
1.3375 -0.5223 2.8164 6.9168 127.1922 13.7011 
0.9463 -0.3284 3.0263 4.5654 131.7461 17.6315 
0.9107 -0.3858 3.5282 5.0734 133.6470 15.3197 
0.9811 -0.2935 3.5791 5.7449 137.5846 5.7342 
1.1116 -0.3459 3.4397 6.5023 139.5032 9.2903 
1.1182 -0.2886 3.1966 6.7173 134.2713 16.7853 
0.8347 -0.1583 3.2136 4.6946 133.3120 17.4048 
1.1213 -0.2863 3.1581 6.7272 129.5476 14.8602 
1.4536 -0.6520 3.0531 8.4748 132.7756 8.6779 
0.6199 0.1093 2.5930 3.6326 121.0873 12.3534 
1.1237 -0.2981 3.1267 6.5431 120.5403 22.2503 
0.7596 -0.0993 3.2626' 4.5360 122.4470 15.3521 
1.1956 -0.4357 2.9385 5.8973 127.3905 15.9541 
0.9564 -0.3267 4.3334 6.6158 127.9991 12.2209 
0.9498 -0.1678 3.5100 6.1193 129.2430 13.5209 
1.1218 -0.3592 3.2648 6.1951 134.4466 4.7922 
0.8405 -0.0507 3.5279 5.8869 132.0457 17.4723 
1.1969 -0.3821 3.1441 6.8044 128.2267 12.2167 
1.0844 -0.3470 3.0192 5.4267 121.9501 15.6057 
1.0891 -0.3900 3.4518 6.0331 126.6921 10.1166 
0.8914 -0.1630 3.3573 5.2978 126.3513 5.4247 
0.9679 -0.3850 3.1450 4.7640 123.3177 10.2924 
1.1823 -0.4970 2.9830 5.6042 125.7053 6.4981 
1.0453 -0.2249 3.1510 6.2023 131.2902 9.5311 
1.1007 -0.3361 2.4839 4.6521 133.8820 10.4951 
0.7803 -0.1243 2.8797 4.0311 132.0989 14.8523 
1.1364 -0.3317 2.9936 6.0868 134.6735 11.9666 
1.0293 -0.3411 3.4330 5.6965 133.2533 7.7820 
1.1733 -0.3938 2.8519 5.7476 132.2469 4.5172 
Table 6.3: A test example, showing the parameters that are estimated from two 
minutes data blocks from a 2 hours long average FHR file. These include the ML 
estimated parameters , d' reflecting the dynamic of the FHR variability pat-• 
terns and the scalar statistics j1 baseline  and d, reflecting the general FHR baseline level 
and the genuine FHR statistical spread over the baseline in each data window under 
analysis. Also the computed Q -statistics for each set of estimated parameters are 
quoted, to test and observe the adequacy of the data fit and thus the model. 
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three conditions must be satisfied for an AR(2) or ARMA(2,q) model to be station- 
In practice the conditions in equations (6.11) are applied to the estimates of 0 1 and 
2(I and 2)  obtained at the parametric estimation stage. If the point associated 
with q5 I and 02,  falls within the stability triangle, the model will be stable. Otherwise 
this would be a sign that the data window fitted to the model is mean non-stationary. 
This stability check is also a useful test for the nonlinear optimization routine, making 
sure that it operates and converges to a stable parametric point. 
The stationarity conditions become complicated when p > 2. Fortunately ARMA 
models with p > 2, do not occur often in practice. When p exceeds 2, we can at least 
check the following necessary (but not sufficient) stationarity condition: 
(6.12) 
A further valuable partitioning of the stability triangle can also be seen in figure 6.16. 
This partitioning divides the stability region into four sections, and has been achieved 
by analyzing the spectral behaviour of second order AR processes. In general, a 
discrete second order AR noise driven structure namely: 
z(k) = 1z(k-1) + 02Z(k-1)  + e(k), 	 (6.13) 
has the frequency response function: 
H(f) = __________ 1 	
f < -, 	(6.14) 1 - 01exp(—j21rfT) 
- 
0exp(—j4irfT) 2T - 
and hence the power spectrum 
2 IH(f)1 2  = ---- 	 (6.15) 
1 + q 1 2 + 22 	
T a 
- 2ç1(1-2)cos(21TJT) - 2 2cos(4iijT)' 
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where cr,2  is the variance of AR input white driving noise, and T is the sampling 
period. For certain values of the parameters 0 1 and 02, (6.15) can give rise to a low-
frequency or high-frequency spectrum, like the first order AR process. In addition to 
these spectra, it is possible to obtain spectra with a peak or a trough at an intermedi-
ate frequency 10.  This occurs when the following essential condition has been 
met[42, 1051 
I(' - 2)I < I 40 
	
(6.16) 
This condition actually has also defined the spectral partitioning lines drawn within 
the stability triangle shown in figure 6.16. The frequency 10  at which the peak or 
trough occurs is given by: 
10 = 1 cos'( 
—0 - 02) ) 
2irT 	402 
(6.17) 
The detection of a peak, for a second order stochastic AR structure, is associated with 
the detection of pseudo —periodicity in the time series under observation[42]. This 
type of periodic behaviour is observed in detrended FHR time series which exhibit 
distorted oscillatory patterns. 
The random process e (k) which drives the model, causes random phase —shifts in the 
process which accounts for the disturbed periodic behaviour observed in time series 
such as detrended FHR. In some of the previous fifteen examples; when the condi-
tion (6.16) was met, pseudo-periodic behaviour was detected in the block under 
observation. In this case the estimated period, t0 (= 11f e), was also quoted along with 
each example. 
This random periodicity, which for a long time was visually detected and has been a 
subject of discussion amongst the clinicians, can now be detected via this numerical 
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procedure. Using this routine has shown that the period of the cycles which was 
detected from detrended averaged phonocardiographic data, stretched from 10 
seconds right up to 60 seconds. 
Figure 6.17 shows 236 MLE estimates from 236 two minute data segments represented 
as points (1,2),  all falling within the stability triangle. They occupy the area of the 
stability triangle associated with low-frequency spectra, and peak frequency spectra. In 
a way this can be looked upon as a form of classifying or grouping the dynamic 
behavioural patterns observed in long term FHR variability which is represented by 
the detrended averaged FHR time series. 
Although it was not the objective of this analysis to reconstruct exactly the detrended 
FUR time series, from the 236 abrupt block by block parametric estimates of the 
AR(2) parameters, the corresponding synthetic versions, were simulated and joined 
together to form the 8 hour long simulated data file shown in figure 6.18. Visually the 
AR(2) model based on contiguous blocks, has managed to track the general level of 
the variability observed in the real detrended 8 hour FHR file. Of the 236 data fits 
based on 2 minute contiguous blocks of the (approximately) 8 hour detrended FUR 
file (Fig. 6.18), 97 % were successful in terms of passing the Ljung —Box Portmanreau 
diagnostic lack of fit test, which further indicates the second order autoregressive 
structure as being an adequate model and a parsimonious representative of the sto-
chastic mechanism responsible for the generation of the observed long term FHR vari-
ability patterns. Finally, it is also interesting to observe that the overall standard devi-
ation statistic computed from the simulation very closely matches the one computed 
from the original detrended data (see Fig. 6.18 for these computed values). 
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Figure 6.16: Stability Triangle (region) and Classification of Spectra for Discrete 
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Figure 6.17: Speckle Pattern in the stability triangle derived from 236 points 
estimated from roughly 236 two minute different segments derived from an eight hour 
detrended averaged FHR recording. 
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Figure 6.18: Part (a): Showing a complete eight hour detrended averaged FHR file. 
The estimated standard deviation (r)  for whole of this detrended FHR file was: 
"4.1991". 
Part (b): Showing the corresponding (to Part a) simulated version produced from 
estimated parameters extracted from 2 minute quasi-stationary data windows on a 
contiguous basis. The estimated standard deviation (a) for whole of this simulated file 
shown in part (b) was: "4.2381". 
11 
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6.8 Conclusions and Discussion 
The connection between the maximum likelihood estimation theory and Kalman 
filtering in defining the full log-likelihood function for a dynamic system was 
explained. 
The non-linear log-likelihood criterion function was successfully optimized, through a 
proper reparameterization approach introduced in this chapter for constraining the 
area of search in the parametric space, and the use of a multidimensional non-
gradient technique, namely the direction set Powell's method. The optimization rou-
tine never diverged and was stable, producing parameter estimates which fell within 
the stable boundaries of AR(2) parametric space. 
Overall, the long term FHR variability represented by the detrended, two second 
averaged, phonocardiographic, FHR estimates, is stochastically well-fitted to a 
univariate stochastic AR(2) process. This is a second order difference structure, which 
as part of its inherent features, can exhibit pseudo-periodic oscillatory behaviour 
under suitable conditions. This type of random periodic oscillation can be easily seen 
when visually analyzing the detrended Fl-JR time series. The periodicity, that was 
detected in the random variability patterns, stretched roughly from 10 to 60 seconds. 
The parameters estimated are a good representation of the dynamics of long term 
FHR variability (detrended data). The synthetic data generated from the estimated 
parameters, bear a close visual resemblance to the original, detrended, FHR data, 
providing additional confirmation that the long term variability data are adequately 
represented. 
By contrast, other scalar one-dimensional measures of long term variability cannot dis- 
tinguish among the variety of statistically correlated patterns which are seen clinically. 
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Thus the AR-parameters could be used to discriminate between variability patterns 
observed in different short locally stationary windows of observations. The technique 
can also be looked upon as means of data reduction. This could be of value when 
dealing with a highly redundant information source, such as long term recordings of 
FHR. 
By using the partitioned stability triangle introduced for an AR(2) process, it was 
clearly observed from ML parameters estimated from an eight hour detrended FHR 
recording (averaged phoncardiographic), that the series mostly either exhibits low-
frequency type spectra or peak-frequency type spectra. By observations of the values 
of the estimated AR(2) parameters, and the relative position that they occupy in the 
stability triangle, we can conclusively detect if there has been any pseudo-periodic 
behaviour during the period of observation. 
The type of speckle patterns observed (like the one in Fig. 6.17), can be looked upon 
as a way of summarizing the dynamics of random (correlated) variability patterns 
observed in detrended FHR recordings of long duration. This could have considerable 
medical potential for the early detection of problems. Perhaps, the AR(2) stability tri-
angle speckle pattern could be correlated to medical conditions. 
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CHAPTER 7 
CONCLUSIONS AND PROPOSALS FOR FURTHER WORK 
7.1 General Summary, Discussion and Conclusions 
The general aim of this project was to find suitable, comprehensive and meaningful 
numerical techniques for the purpose of objective quantitative analysis of patterns 
observed in FHR time series obtained from the period of pregnancy before labour 
(the antepartum period). In order to best approach this problem however, the FHR 
components of interest to the obstetricians and midwifes had to be understood; infor -
mation that was not coherently and readily available. 
Essentially the FHR components of interest during the antepartum period are the 
FHR baseline level, FHR accelerations, and finally the long term FHR variability 
(FHRV) which generally represents correlated fluctuations over the baseline. In 
current routine clinical practice, these components are still assessed visually from 
graphical records of FHR. In this project all of these components have been analyzed 
numerically in a comprehensive manner. 
An important observation has been made concerning medical experts evaluating FHR 
patterns. Their assessment seems to be binary and qualitative, that is what they are 
looking for is, either present or not present, and results are very much dependent on 
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how good have they become in visually interpreting FHR time series. 
In regards to long term FHR variability, no meaningful, conclusive, medical interpre-
tation has been made concerning the variety of random correlated periodic patterns 
observed. Generally, what the medical experts want to see (as a positive sign on fetal 
condition), is a good level of FHR random variation over the baseline, preferably 
above 5 BPM (peak to peak) and less than 25 BPM. 
In this study we were not in a position to make medical interpretations of the long 
term FHR variability patterns. However, we attempted to find an efficient numerical 
representation of these variety of correlated random periodic variability patterns. 
Hopefully, this will be of use to the medical community. 
Prior to the analysis of long term variability (variation over the baseline) or the detec-
tion of accelerations, proper estimation and removal of the FHR baseline (to give 
detrended data) was an essential. 
In general there were two methods of estimating and removing the slow underlying 
rhythms (baseline or trends) observed in FHR time series. One way was to fit to the 
data, on a contiguous block basis, different deterministic models such as the simple 
linear trend model or nonlinear polynomial models. However, when dealing with 
long hours of measurements, this approach for over-all estimation of and removal of 
the trend will result in unquantifiable statistical bias in the estimated baseline and in 
the detrended data which is used for long term variability analysis. This problem was 
remedied by use of some form of digital filtering technique, namely the first order 
linear bi-directional autoregressive filter. Because of its bi-directional structure, phase 
shift was completely eliminated. 
As result of being able to obtain an unbiased estimate of the FHR baseline, the detri- 
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mental effect of baseline (mean nonstationarity) on the scalar standard deviation 
statistic which is the general statistic used by the medics for their quantitative analysis 
of FHR variability was shown. It was concluded that in order to represent the genuine 
spread of the variability over the baseline, through the use of the scalar standard devi-
ation statistic (or indeed any related statistic), it is vitally important to use detrended 
FHR data instead of the original. 
The detrended FHR was still nonstationary in the second moment (variance), i.e. its 
variance continuously changed with time. Therefore in order to capture correctly the 
development with time of long term FHR variability, the shortest possible observa-
tional epoch should be used for classical scalar statistical analysis. 
In our analysis the detrended FHR was segmented into equally sized one minute dura-
tion data blocks and their standard deviation taken. The length of the windows were 
short enough to have local statistical stationarity and long enough to be considered as 
containing a large sample, for the purpose of having unbiased standard deviation esti-
mation. This approach can be regarded upon as a one-dimensional statistical way of 
representing quantitatively, evolutionary variance (spread) of long term FHR variabil-
ity. 
The next step taken, was to compute the relative frequency histogram of these stan-
dard deviation statistics. This resulted in a useful tool to show the general status of the 
FHR variability over a long term antepartum FHR recording in an efficient and 
highly informative manner. These histogram shapes can be further summarized using 
moment based statistics, namely the mean, variance, the coefficient of skewness and 
the coefficients of kurtosis. This form of histogram analysis will be a valuable tool, 
when hundreds of long duration recordings are being analyzed. 
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The other important component of interest, namely FHR accelerations also benefited 
from the unbiased estimation of FHR baseline. A rule based accelerations detection 
routine was devised, based on the rate of change of the estimated baseline, the origi-
nal FHR time series, and the rule of what constitutes a genuine acceleration. The pro-
cedure scanned two data sets (the original FHR, and its estimated rate of change of 
baseline), for a possible acceleration; checked to see if it was genuine, and if so, then 
proceeded to scan back and forth in the vicinity of the detected acceleration, in order 
to extract relevant numerical information. The routine is non-exhaustive unlike the 
human expert and can accurately scan hours of antepartum recorded FHR data for 
detection of accelerations. 
Although the classical statistical technique properly analyzed the evolutionary variance 
of variability over the baseline, it lacked the ability to actually represent the variety of 
correlated (sometimes pseudo-periodic) patterns observed in long term FHR variabil-
ity. Such scalar statistics were useless if numerical discrimination between different 
types of non-white variability patterns was required. Clearly this was another very 
important problem which needed addressing. 
To tackle this problem there were two important objectives which had to be adhered 
to. These were simplicity and ease of understandability of the procedure that would be 
used to quantitatively represent long term FHR variability patterns. This was essential 
if the statistics were to find application by the medical community. Also this might 
allow physiological significance to be attached to them once extensively applied to 
large volumes of data. 
The available data (i.e. the detrended averaged phonocardiographic FHR) was 
discrete and stochastic in nature. Thus the model that could represent the correlated 
dynamic patterns observed in long term variability had to be a stochastic model. As a 
result this led to application of stochastic univariate time series analysis. Hopefully 
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the relevant theorems along with the results that have been presented in the previous 
chapters are coherent and understandable. 
Extensive application was made of time series analysis steps, namely identification (or 
specification), model fitting (or parametric estimation) and diagnostics; which was 
explained thoroughly in the previous two chapters. By this means, the adequacy of an 
AR(2) model for modeling short, locally stationary, segments of long term FHR vari-
ability was proven, and its adequacy as a parsimonious model for long term variability 
could not be rejected. 
The synthetic data generated from the parameter estimates, had a close visual resem-
blance to the original detrended data (representing long term variability). By contrast 
other scalar measures like standard deviation could not distinguish among the variety 
of observed variability patterns. However, the parameters of the selected model could 
be used to discriminate between the variety of correlated variability patterns observed. 
The technique could also be looked upon as a means of data reduction. This is of 
value, since long duration FHR recordings are required during the antepartum period. 
Although long term FHR variability patterns have, in general, not yet been classified 
medically, and the medical meaning behind these patterns is not yet understood, the 
work of this project has led to the provision of meaningful numerical features which 
can be used to train and run a long term FHR variability pattern classification system. 
This could, for example, be based on a Neural Network approach (see figure 7.2). 
Although this original objective was not possible, the long term variability was classi-
fied in terms of its general spectral behaviour, via the use of a spectrally partitioned 
stability triangle defined for a second order difference structure introduced in the pre-
vious chapter. 
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The speckle pattern observed (see Fig. 6.17) from a normal eight hour recording, 
clearly fell into two spectral groups; low frequency and peak frequency. The ones 
which fell into the peak frequency section of the triangle represented data which exhi-
bited pseudo-periodic behaviour. 
The speckle pattern observed in the stability triangle, may be regarded as a way of 
summarizing the information about the dynamics of long term Fl-JR Variability pat-
terns. The general shape of speckle pattern may also change for different patients 
with different medical conditions. If this is the case, then such plots may prove to be a 
valuable tool for assessment of fetal condition from long term antepartum FHR 
recordings. 
Figure 7.1 summarizes what valuable information the numerical analysis routines 
introduced in this thesis may provide to medical researchers, obstetricians and mid-
wifes. This could lead, the first time, to accurate objective numerical screening of 
FHR, which should result in a more consistent and reliable interpretation of indirect 
FHR information during the antepartum period. 
7.2 Proposals for Further Work 
As was explained in the previous section, an FHR monitoring system based on long 
term variability patterns, will only be of use if these patterns have predictive or diag-
nostic value. On the assumption that they have, a medical long term variability pat-
tern classification system such as the one shown graphically in figure 7.2 would be 
feasible. This would be an important area of work for the future, using numerical 
parametric features related to the patterns derived from the time series analysis 
approach that has been introduced in this thesis. 
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Figure 7.1: General Summary, showing the roots taken to provide detailed 
relevant numerical information on all of the antenatal F1{R components of interest 
to doctors, facilitating the genuine objective numerical analysis of FHR time series. 
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Another topic for research would be analysis of the variability histogram shapes 
(chapter 4) from different patients with different medical conditions. The same applies 
for the speckle plots in the stability triangle introduced in the previous chapter. What 
would the shape of speckle distributions from recordings made from different patients 
with different symptoms reveal? These would be valuable findings, and are very much 
dependent on availability of a large volume of antepartum FHR data from large 
numbers of patients exhibiting a variety of known medical conditions. 
Finally, the analysis and processing reported in this thesis, was performed offline, and 
the numerical analysis routines operated disjointly. For on-line use, e.g., a bedside 
monitor these routines should be adapted to operate in real time and they should be 
integrated to provide an objective numerical analyzer of the main FHR components of 
interest, as a prelude towards the final goal of developing a comprehensive fetal 
screening expert system (decision support tool), which will take into account other 
fetal parameters and medical information, such as fetal breathing rate, fetal move-
ments, systolic time interval, and information such as medical condition of mother, 
fetal age, etc. 
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ABSTRACT 
Fetal Heart Rate(FHR) is one of the important features of fetal biophysical activity and its long term monitoring is used for the 
antepartum(period of pregnancy before labour) assessment of fetal well being. But as yet no successful method has been proposed 
to quantitatively represent variety of random, non-white patterns seen in FHR. Objective of this paper is to address this issue. In 
this study, the Box-Jenkins method of model identification and diagnostic checking was used on phonocardiographic derived 
FHR(averaged) time series. Models remained exclusively autoregressive(AR). Kalman filtering in conjunction with maximum 
likelihood estimation technique forms the parametric estimator. Diagnosties performed on the residuals indicated that a second 
order model may be adequate in capturing type of variability observed in 1 up.. to 2 min data windows of FHR. The scheme may 
be viewed as a means of data reduction of a highly redundant information source. This allows, a much more efficient transmission 
of FHR information from remote locations to places with facilities and expertise for closer analysis. The extracted parameters are 
aimed to reflect numerically the important FHR features. These are normally picked up visually by experts for their assessments. 
As a result long term FHR recorded during antepartum period, could then be screened quantitatively for detection of patterns 
considered normal or abnormal. 
1. INTRODUCTION 
(langes in FHR variability during antepartum period, can be used as an indicator of the well-being of the fetus. Normally FHR 
varies continually and the magnitude and frequency of these changes is referred to as the variability. The state of variability, base-
line level, and presence of accelerations(detection of 5 per hour is considered a normal sign' ), are the general type of information 
that are usually used as part of antepartum assessment 2 of fetal condition. 
Normal tracings exhibit a baseline level 3  in the range 120 to 160 beats per minute(bpm) and an overall variability of 6-25 bpm. 
Variability less than 5 bpm is regarded as minimal or larger than 25 bpm as increased variability4 . Detection of low 
variability(flattened pattern) 2  can be warning of fetal demise, although it has other associated meaning such as fetal prematurity, 
fetal sleep, or it can arise from the effect of drugs. Increased variability occasionally may indicate cardiac compensation following 
a reduction in blood flow. 
In general there are two forms of variation: beat-to-beat changes(referred to as short term variability), and cyclic changes, with 
approximate periodicities of 10-20 seconds(referred to as long term variability). Short term variability can only be detected accu-
rately from fetal electrocardiogram(FECG) obtained from a scalp electrode(diyect monitoring), which is restricted to the phase of 
active labour and delivery5 
During antepartum period of monitoring only external modes of measurements of fetal heart signals are possible. In all of these 
modes, signals picked up to compute FHR are usually mixed up with noise, so to make the trace show a reasonable visual pattern, 
the FHR calculated, is of averaged form 5  . Thus the term averaged FHR is more of an appropriate name to describe FHR calcu-
lated from external or indirect methods. 
FHR data used in our analysis was obtained from the external phonocardiographic method. In this approach fetal heart sounds is 
picked up from a sensitive microphone6  placed on the maternal abdomen. The recorded heart sounds are then further processed to 
extract FI-IR 7 . Main advantage of this method is firstly its ease of application, and secondly it is non-invasive to both the 
mother and fetus, allowing long term recording of fetal heart data possible. The approach 7 produces an averaged FHR time-
series, at a sampling rate of 0.5 Hz(averaging window of 2 sec duration). Due to relative short size of averaging window, long 
term variability is fully captured. Furthermore it is necessary to mention that obstetricians and midwifes when visually analyse 
FHR variability, base their judgement mainly on long term variations5 . 
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Because of its relevance as an important screening too1 6  , many attempts has been made to quantify FHR variability, and almost 
all of them reduce to some form of estimation of standard deviation(or variance) 1 . 8  . This simple one-dimensional type of 
representation is inadequate, and a more complex approach is required for representing variety of random non-white patterns 
observed in averaged FHR time series. 
We have focused our analysis to random long term variability, as shown in Fig. la and lb. Objective is to quantify different pat-
terns that variability exhibits, along with its respective baseline value. Together they offer valuable medical informations suitable 
for long term nonstress(NST') 5  monitoring of a fetus during the antepartum period. In our approach we are attempting to 
represent averaged FHR segments(l min up to 2 mm) in terms of five parameters. The first three are parameters of a stochastic 
process, a second order autoregresuve(AR(2)) 9  structure. These parameters are used to represent FHR variability. The other two 
are basic statistical quantities, mean(p,) and standard deviation(a) of the segment under observations, used to represent the 
FHR baseline level and its relative statistical spread. The AR(2) model is defined by the equation 
z(k) = a,z(k—l) + a2z(k-2) + a(k) 	 (1) 
The parameters that we are interested in are the weights a1 and a2 and standard deviation a,, of the white noise input a (k) which 
drives the model. In the next section time-series analysis(time domain) will be discussed in detail. 
2. TIME SERIES ANALYSIS METhODOLOGY 
Data that are obtained from observations of a phenomenon over time are extremely common. The list of areas in which time 
series are observed and analyzed is endless. The purposes of time series analysis are generally two-fold: to understand or model 
the stochastic mechanism that gives rise to an observed series and to predict or forecast future values of a series based on the his-
tory of that series. Finding appropriate models for time series is not an easy task. There are three main steps in the model-building 
procedure, each of which may be used several times. These steps will be discussed next. 
2.1 Model identification 
To identify a stochastic model based on Box-Jenkins methodology 9  , the statistics of the time series itself must be examined, in 
effect allowing the data decide the structure of the time series representation. The models that arise could be pure autoregressive 
processes of order p(AR(p)) 9  , or pure moving average processes of order q(MA(q)), or mixed autoregressive moving 
average(ARMA(p,q)). In general an AR model describes an all-pole filter driven by a white noise input(see eq. 1 for AR(2)), 
and a MA model describes an all-zero filter. Mixed ARMA models contain both AR and MA parts. 
It can be mathematically proven that each of these has its own unique theoretical behaviour for autocorrelation(ACF) and partial 
autocorrelation(PACF) functions 9"0  , which results in several guidelines for model identification. Briefly the main ones are as fol-
lows: 
For a MA(q) model, ACF has spikes at lags 1,2,. .,q, and cuts off after lag q, and PACF dies down(damped exponential 
fashion with or without oscillation, or damped sine-wave fashion). 
For an AR(p) model, ACF dies down(as PACF for MA(q)) and PACF has spikes at lags 1,2,..,p, and cuts off after lag p. 
For a mixed model, both ACF and PACF die down. 
ACF5 which remain high for large lags indicate nonstationarity in the time series, which is usually removed by differencing the 
series. 
The ACF and PACF can only be estimated from real data, so to be exact they should be addressed as sample partial autocorrela-
tion function(SPAq and sample autocorrelation function(SAC). In order to test the significance of the estimated correlation 
spikes, statistical tests of significance are necessary' 0 ' 11 . Fig. 3 and 4 show SAC and SPAC of two different boxed windows of 
averaged FHR shown in Fig. la and lb respectively. Following the above criteria, an AR(2) model is appropriate for the given 
observed series. In choosing a model, one must attempt to adhere to the principle of parsimony; that is, the model used should 
require the smallest possible number of parameters that will adequately represent the data. The objective of this form of time 
series analysis is not to exactly reconstruct the time series itself as in analytical methods(high resolution spectral analysis) 12 , but to 
extract just the general features, which will help us to discriminate quantitatively between different patterns observed in the series. 
2.2 Model fitting 
Once a model has been(tentatively) specified, the parameters of the structure must be estimated. There are many ways in estimat-
ing the model parameters. But to come up with the right choice, the nature of the data must be considered. In case of averaged 
FHR, after the removal of its low order trends, it is still a time varying process, exhibiting nonstationarity(secortd moment). 
Maximum likelihood estimation technique in conjunction with Kalman filtering 11, 13 has the capacity to deal(to a certain degree) 
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with the nonstationary time series. Although it is a relatively difficult approach to the pmblem it offeis consistency, stability and 
unbiased estimation 13 ' 14  , especially for pure AR models. 
Furthermore the advantage of the method of maximum likelihood is that all of the information available in the data is used(rather 
than just the first and second moments). As a result it is more efficient and less dependable on large samples. In addition the use 
of Kalman filtering allows the estimator to be readily adapted to series observed with noise, or missing data 11 ' 16 . 
Briefly, the maximum likelihood estimate(MLE) 6 is the value of 8 that maximises log-likelihood L for a particular set of obser-
vations z. L is defined as, 
L =L{OIz}=lnl(OIz)lnp(zIO), 	 (2) 
where I is likelihood of 8, given the observation z, and p is the conditional joint probability density function. The likelihood is 
defined to be proportional to the value of probability density function of the observations given the parameters. The logarithm of 
I is a monotonic transformation of I. Now obtaining an expression for L (01 z) is not a trivial matter, since the observations are 
not statistically independent. The residuals(innovations) generated from a Kalman filter(based on the identified model) 13 can be 
used to solve the problem of statistical dependency in the time series. Basically they are used to provide the information needed, 
to define the above log-likelihood function. The expression derived is then maximised with respect to the model parameters. 
When the optimisation routine is over, the residuals should resemble a white sequence(that is if the model is adequate). For 
further detail please refer to references [13] , and[11]. 
2.3 Model diagnostics 
Once a model has been identified and the parameters estimated, diagnostic checks must be applied to the model to determine its 
adequacy. These checks are normally applied to the residuals(prediction errors) of an estimation process. Residuals are basically 
error terms representing the difference between raw data(z (k),k is discrete time index) and their corresponding model 
estimates(i(k)). The model will only be adequate, when its corresponding residuals are white. A first step in this checking process 
is a visual inspection of a plot of the residuals. For adequacy they should exhibit random white characteristics. Qiecks are then 
applied to the SAC and SPAC of the residuals time series. If the model is correct, then their should not be any significant correla-
tion spikes from the two functions. The spi)ces should be distributed, approximately normally about zero. They should He within 
plus or minus two standard deviation of 2JVN, N being the number of residuals 17 
A more formal test, known as the porrinanleau lack of fir test, considers the sample autocorrelations of the residuals as a whole, 
rather than individually, when used to indicate the adequacy of a model. The test calculates a value Q according to the formula' 8 
Q = N(N+2)_Fk 2 	 (3) 
where N is the number of residuals and K is the number of lags and jPk is sample autocorrelation estimate at lag k (common values 
for K are 9 or 17). If the model is correct, Q has a chi-square distribution with (K-p-q) degree of freedom. Fitting an erroncous 
model causes the residuals to be more related, thus Q inflates. In general a model can be rejected if its Q statistics is greater than 
the chi —square critical value X10.0.5 [K —p —q]. 
3. RESULTS 
Before the variability could be modeled, mean and low order trends must first be removed. The low order trends can be easily 
removed by a quadratic regression fit" . The deviations from the regression line can then be used as input for the variability 
analysis. A model order must be chosen which will generally produce a reasonably well-fitted model. Through applications of all 
the steps described previously, the adequacy of an AR(2) model for modeling long term variability couldn't be rejected. Fig. 2a 
and 2b show synthetic data generated from an AR(2) model. These are produced from the estimated parameters extracted from 
the boxed segments of FHR shown in Fig. la and lb. The visual resemblance between the variability in the real data and its 
corresponding synthetic version is apparent. The SAC and SPAC of these boxed segments are shown in Fig 3 and 4, clearly identi-
fying an AR(2) process. Furthermore Fig. 6 and 7 show the SAC and SPAC of the model residuals(Fig. 5), both showing ade-
quate fit of the model. The Q statistics were also low in value, well below the chi-square critical value. 
In these two example a data window of 2 min(60 samples) is represented in terms of five parameters. The first three a 1 , a2 and a 
of the AR(2) model reflects the dynamics of long term heart rate variability. The other two, are scalar quantities, p, and o, 
representing the baseline level and the statistical spread(over the baseline) in the segment under observation. 
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4. CONCLUSION AND DISCUSSION 
The variability(long term) observed in externally monitored FHR(averaged) is stochastically well-fit to a univariate stochastic 
proccss(AR(2)). The parameters estimated represents fairly the dynamics of FHR vaiiability(long term). The synthetic data gen-
erated from the parameter estimates, bear a close visual resemblance to the original data, providing additional confirmation that 
the data are adequately represented. By contrast, other scalar measures of long term variability cannot distinguish among the 
variety of patterns which are seen clinically. Thus the AR-parameters could be used to discriminate between variability patterns. 
The technique can be looked upon as means of data reduction. This is of value, when we are dealing with a highly redundant 
information source, such as long term recordings of FHR. 
The future objective is to use this type of time series analysis approach as part of a complete user friendly FHR screening system. 
Such a system could be installed in any remote location. The features extracted could then be send over a telephone link(or any 
other form of transmission) to places with facilities and expertise, for careful analysis and screening. 
Finally this technique can be emily adapted to other important biomedical time series, such as adult heart rate dynamics, breath-
ing rhythm, gait analysis and electroencephalography. 
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Fig. la. Averaged FHR(indirect phonocardiography). 	 Fig. lb. Averaged FHR(indirect phonocardiography). 
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Fig. 3. SAC and SPAC of boxed segment in fig. Ia; indicating Fig. 4. SAC and SPAC of boxed segment in hg. Ib; indicatiig 
an AR(2) process. 	 an AR(2) process. 





1 	20.1 	40.3 	bU 	1 	20.7 	40.3 	60 
	
data pOints data points 
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Fig. 6. SAC and SPAC of residuals shown in fig. 5a, indicating Fig. 7. SAC and SPAC of residuals shown in fig. 5h, indicating 
a white sequence. The dot-dashed lines are confidence lim- a white sequence. 
its(±2ir) for the insignificant spikes. 
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Abstract-Biomedical time series such as fetal heart 
rate(FHR), exhibit varying shapes and patterns. Almost 
all will in some way or another exhibit non-stationarity in 
their first(mean) and second moments(variance). In this 
paper a first order bi-directional digital autoregressive 
filtering technique will be introduced for unbiased estima-
tion of averaged FHR slow underlying rhythm(baseine 
or trend), a technique which also would be most useful 
and applicable to other biomedical data. Successful 
derivation of baseline information, paved the way 
towards a correct statistical analysis approach of long 
• term FHR variability, and derivation of a successful rule 
• based numerical detection strategy for FHR accelerations 
which is an important medical screening component for 
assessment of fetal condition. 
1. INTRODUCTION 
Biomedical data often are non-stationary. They usually,  
have slow underlying rhythms(e. g. adult or fetal heart 
rate data) also known as baseline or trend(time varying 
first moment), and continuously changing level of fluc-
tuations over a changing trend(time varying second 
moment). 
Proper unbiased estimation of baseline is of paramount 
importance and value. In the case of FHR, the estima-
tion of its baseline, is an essential prerequisite for proper 
quantitative analysis of its characteristics and patterns. 
In general there are two methods of estimating and 
removing the baseline. One way is to fit to the data, on 
a contiguous block basis, different deterministic models, 
such as the simplest linear trend model, or nonlinear 
polynomial models. However when dealing with long 
hours of measurements, this approach for over-all estima-
tion of and removal of the baseline will result in unquan-
tifiable statistical bias in the estimated trend and in the 
detrended data. 
This problem can be remedied, if some form of linear 
digital filtering is used to estimate and remove the base-
line. The approach reported here is based on first order 
linear bi-directional autoregressive filtering. The theory 
behind the approach was introduced by J.W. Tukey in 
1963[l]. It was successfully applied to estimate adult 
human heart rate by On [2], and later on to estimate 
baseline of ultrasonically derived averaged FHR by Dal-
ton[3]. Because of the bi-directional structure of this 
filtering techiique, phase shift is completely eliminated. 
In the ease of FFIR data, the estimated baseline can then 
be subtracted from the original data to give the mean 
stationary(detrended FHR) data, which can then be used 
for quantitative statistical analysis of long term FHR 
variability. - 
In summary the bi-directional filtering technique wilL be 
introduced first. The detrimental effect of the baseline on 
the standard deviation statistic, which is usually used as a 
coefficient to measure the spread of irregularities of 
biomedical time series will be clearly shown. Finally the 
computed rate of change of the baseline made it possible 
to numerically detect accelerations. The theory behind 
this detection method will also be described in detail. 
2. ESTIMATION OF BASELINE 
Baseline or trend of a time series can be calculated by a 
first order purely recursive autoregressive filter applied to 
each time series twice: first in the forward direction and 
then in the reverse direction. 
Equations (1) and (2) represent the two autoregressions, 
plus a final equation (3) that utilizes the output from the 
two stage autoregressive filter z(k), and the original time 
series x(k): 
y(k) = py(k-1) + (1—p)x(k) 	 (1) 
z(k) = pz(k+1) + (1—p)y(k) (2) 





Equation (1) represents the time forward first order 
autoregression on the input FHR time series x(k), which 
yields the output series y(k). Equation (2) represents the 
second autoregression, which is applied to the output 
series y(k) from (1). The time index increments in the 
opposite direction in (2). The final output series from 
this autoregressive scheme is u(k). 
The transfer function for this overall procedure for deter-
mining the trend is reduced to: 
H(w) = (1—b) bcos(w) , where(O<_ w S-it) 	(4) 
l —bcos(w) 
Since the transfer function is real valued, there has been 
no overall phase shift introduced by the bidirectional 
autoregressive filtering scheme. Hence, the phase shift 
introduced by (1) is exactly compensated by the equal 
but opposite-in-sign phase shift resulting from (2). 
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The value of p in equations (1) and (2) determines the 3 
dB cut-off point of this bi-directional autoregressive 
filter. In general as p decreases, the bandwidth of the 
filter increases. 
A value for p must be chosen such that the detrended 
FF[R time series will not exhibit any non-stationanty in 
the form of a pronounced trend which will result in con-
stant variation of the overall mean of the series. 
Through numerous trials on phonocardiographic derived 
averaged FHR41 a value of 0.9 was found appropriate 
for p. Using this value resulted in a good estimate of the 
overall baseline of the FHR data which also includes the 
long-lasting accelerations and decelerations as part of the 
estimated trend. This property is exploited later on for 
the purpose of detecting accelerations. - 
The coloured residuals or the detrended FHR series is 
obtained by subtracting the smooth trend u(k) from the 
original time series x(k). Figures 1 to 3 show how three 
24 minute blocks of averaged FHR(corresponding to 720 
samples) have been detrended, acquiring stationarity in 
the first moment. 
STATISTICAL ANALYSIS OF FHR VARIABILITY 
:Trend has an enormous thfluence on the value of the 
standard deviation statistic, effectively overshadowing 
the contribution that FHR variability makes, rendering it 
as a useless quantity for representing true variability over.  
• the baseline, when pronounced first moment non-
stationarity is present. This is clearly demonstrated by the 
computed statistics(shown in table 1.) from the data seg-
ments shown in figures 1 to 3. The much higher standard 
deviations computed from the original data, is due to the 
• presence of strong mean non-stationarity in those seg-
ments. Whereas the computed standard deviation from 
the detrended data, reflects the true level of FHR varia-
bility. 
However the detrended FHR data still is nonstationarity 
in the second moment, i.e its variance continuously 
changes with time. Therefore in order to capture 
correctly the development with time of long term FHR 
variability, shortest possible observational epoch should 
be taken. 
Statistically speaking for an unbiased second order 
moment estimation, the number of samples in an obser-
vation window must be at least 30 or higher if possi-
ble[5]. Any sampling block equal to 30 or above is con-
sidered statistically as being a large sampling block. 
Therefore the shortest observational epoch which could 
be used for standard deviation estimation were limited to 
one minute only, exactly equivalent to a sampling block 
size of 30. This size of the window,also was short enough 
to have local statistical stationarity in the second 
moment. 
Effectively one can look upon the one minute block by 
block standard deviation estimate of detrended data, as a 
one-dimensional non-parametric way of representing 
quantitatively evolutionary variance of long term FHR 
variability. 
NUMERICAL DETECTION OF ACCELERATIONS 
Detection of accelerations in the Fl-JR-trace is seen as a 
positive sign- in regard to fetal health. Obstetricians are 
satisfied as a sign of normality to detect four or more 
genuine accelerations per hour(associated to fetal move-
ment) from FHR recordings made during the antepartum 
period. [6, 7]. 
In general accelerations are picked up visually. With the 
use of the unbiased estimated baseline discussed previ-
ously and a rule based routine that have been devised, 
they can now be detected by a computer numerically. 
The routine mainly bases its detection of accelerations on 
the general rule that an acceleration is genuine if and only 
if there has been a rise of at least 15 beats per minute, 
lasting a minimum of 15 seconds from the time the FHR 
leaves the baseline until it returns to a lower steady state 
baseline during a 10 minute moving window [7,81. 
The rule-based routine devised makes use of the rate of 
change of the baseline and the original recorded averaged 
FHR time series to achieve its objective. 
The rate of change of the baseline is approximately com-
puted via the following equation:- 
ROAD Iki = BAS[k+11—BASIk1 	 (5 
Li 	 r 
where ROAD[k] represents the rate of accelerations and 
decelerations at k-th sample and BAS[k] the estimated 
baseline at k-th sample and T the sampling period. 
Figure 4 is an example showing the original FHR and its 
estimated baseline and the rate of change of the baseline. 
It is clear for each acceleration, there is a distinct com-
mon rate of change of the baseline pattern. 
First of all for an acceleration from the steady state base-
line where there is no trend and the approximate rate of 
change is zero, there is always a deceleration where the 
rate falls back to a steady state baseline level, and the 
rate of change is approximately equal to zero again. 
At the same time when the accelerations reach a steady 
state top average value, the rate of change of the baseline 
during this period will also be approximately zero. These 
rules along with the rule of what makes a genuine 
acceleration generally make up the structure of the dev -
ised rule based acceleration detector. 
Referring back to figure 4, for each acceleration, its 
corresponding rate of change pattern, start from a value 
of zero, passes a heuristically found positive threshold 
level(+TL), peaks, returns to zero and goes negative. It 
then passes a heuristically found negative threshold 
level(—TL), peaks in the negative direction and returns 
back to zero again, to a point associated to completion of 
a possible acceleration, where the FFIR baseline is in 
steady state form again. 
Finally if it also satisfies the genuine acceleration condi-
tion mentioned earlier, then an acceleration is found, and 
its vital numerical representation(which includes starting. 
peak and ending point along with their FHR values) is 
recorded, as shown diagrammatically by the vertical lines 
drawn in figure 4. 
In summary The Routine numerically scans forward two 
data sets(1. the original FHR data, 2. the rate of change 
of the baseline), looks for a possible acceleration, checks 
if it is a genuine acceleration, if it is, it proceeds in scan-
ning back and forth the vicinity of the detected accelera-
tion, to extract the relevant numerical information. 
CONCLUSION 
A successful trend estimation and removal technique has 
been introduced, which can also be applied to any other 
biomedical time series. - 
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Fig. 1: Part (a) represents 24 minutes 
of averaged FHR data, along with its 
estimated baseline, and part (b) shows 
its detrended mean stationary version. 




Fig. 2: Part (a) represents 24 minutes 
of averaged FHR data, along with its 
estimated baseline, and part (b) shows 
its detrended mean stationary version. 












Fig. 2b: BPIM against time. 
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Fig. 3: Part (a) represents' 24 minutes 
of averaged FHR data, along with its 
estimated baseline, and part (b) shows 
its detrended mean stationary version. 
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.1 
Mean(BPM) Variance (BPM2 ) Standard Deviation 
(BPM)______ 
Recording Averaged Estimated Averaged Detrended Averaged Detrended 
FHR Trend FHR FHR _FHR FHR 
Fig. 1. 132.483 132.173 113.944 17.507 10.674 4.184 
Fig. 2. 126.442 126.228 107.633 17.181 10.375 4.145 
Fig. 3. 128.838 1 	128.680 1 	91.366 1 	12.614 9.558 3.552 
Table 1. Showing Mean of averaged 
FHR(lndirect Phonocardiographic) 
and its corresponding Trend. Also 
showing the Vaiiance and Standard 
deviation of FI-IR and its corl'espon-
ing detrended version. The duration' 
of the three recordings shown were 
all 24 minutes. 
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Fig. 4: Part (a) represents the rate 
of change of the baseline, shown 
in part (b) of the averaged FHR. 
The corresponding vertical lines 
drawn in (a) and (b) mark the po-
ints associated to starting(SP), 
peak(PP) and end ing(EP) of acc-
elerations detected, by the rule 
based routine devised. 
2.88 	3.06 	3.24 	3.42 
The effect of mean nonstationarity or the FHR trend on 
the standard deviation statistic, which is the general 
scalar statistic used for the variability analysis, has been 
investigated. As a result it was concluded that in order 
to represent the genuine spread of the variability over the 
baseline, through the use of the scalar standard deviation 
statistic(or indeed any related statistic), it is vitally 
important to use detrended FHR data instead of the ori-
ginal. 
Finally the other vital component of FHR, the accelera-
tions, which are scanned for, visually by the medics, can 
now be accurately detected through the ruled based struc-
ture that have been devised. The routine is non-
exhaustive, unlike the human expert and can accurately 
scan hours of anteparturn recorded FHR data for detec-
tion of accelerations. 
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