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The nonlocal correlation mechanism between excitonic pairs is considered for a two dimensional
exciton system. On the base of the unitary decomposition of the usual electron operator, we include
the electron phase degrees of freedom into the problem of interacting excitons. Applying the path
integral formalism, we treat the excitonic insulator state (EI) and the Bose-Einstein condensation
(BEC) of preformed excitonic pairs as two independent problems. For the BEC of excitons the
phase field variables play a crucial role. We derive the expression of the local EI order parameter
by integrating out the phase variables. Then, considering the zero temperature limit, we obtain
the excitonic BEC transition probability function, by integrating out the fermions. We calculate
the normal excitonic Green functions for the conduction and valence band electrons and we derive
the excitonic spectral functions, both analytically and numerically. Different values of the Coulomb
interaction parameter are considered.
PACS numbers: 71.10.Fd, 71.28.+d, 71.35.-y, 71.10.Hf
I. INTRODUCTION
The Coulomb interaction between the electrons and holes gives rise to a very rich physics related to the excitonic
systems. The excitons, as composite objects1 with a total zero spin, have a tendency to condense at the very low
temperatures, and this is shown for the first time in the sixties of the past millennium.2–4 In general, the Bose-
Einstein condensation (BEC) of excitons and the formation of the excitonic insulator (EI) state are considered as
the same in the existing literature.5–13 The EI state is a new phase, which develops in the scenario of semimetal
(SM)-semiconductor (SC) phase transition, when approaching the transition from the SC side.4,14 As it is shown in
Refs.5–7, the EI order parameter is non null for a given interval of the Coulomb interaction parameter and for a given
value of the valence band hopping amplitude. From the interpretation of the results given there, it follows that in
the small interaction region, the system is in the Bardeen-Cooper-Schrieffer (BCS) state15 with a very weak binding
energies of electron-hole pairs, contrary, when approaching from the SC side of the EI state, the system shows BEC
behavior with tightly bound excitons,8,16 thus exhibiting a BCS-BEC type crossover.5–7,17 As we mentioned above,
in all cited works here, the exciton condensation occurs at the same temperature, as the EI phase transition. It is
worth to indicate that the coherence is discussed there in the sense of the direct binding between electrons and holes,
without dealing with the phase variables of the quasiparticles.
However, a series of recent theoretical works suggest the importance of the phase correlations on the phase transition
scenario in the excitonic systems.18–23 Particularly, in Refs.18,19, it is shown theoretically that the EI state and the
excitonic BEC are not exactly the same. The importance of the phase coherence in the excitonic pair plasma is
discussed there, with a classification of two distinct phase transitions in the excitonic plasma and the discussion about
the exciton BEC is provided. It is shown18–20,22,23 that in the low density limit of the excitonic pairs, the critical
temperature of excitonic BEC should be much smaller than the temperature of the pair formation.
In the high e-h density limit we have the convergence of theories, since in this case the transition lines of excitonic
condensation and of that of the pair formation are coinciding. Indeed, where the mean distance between the particles
is shorter than the excitonic Bohr radius, the weakly bound e-h pairs behave like the Cooper pairs in the conventional
superconductors at sufficiently low temperatures.3,4,24 In this case, the condensation is of the BCS type. In Ref.
20, the authors employ the two-band Hubbard model within the self-consistent t-matrix approximation to show that
in the low density limit the gas of free excitons undergoes the BEC phase transition at the very low temperatures,
and the BEC temperature transition line is not coinciding with that of the pair formation. In fact, the BEC of the
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2excitonic pairs is possible only when the macroscopic phase coherence is present in the system.18 The EI state is an
excitonium state, where the incoherent e-h bound pairs are formed and furthermore, at the lower temperatures, the
BEC of excitons appears in consequence of reconfiguration and coherent condensation of preformed excitonic pairs.
In the weak-coupling limit, the transition to e-h condensed phase is related to the relative motion between electrons
and holes,20 which implies the BCS-like regime and is in contrast to the case of strong-coupling, when the BEC
state is related to the motion of the center of mass of excitons. The e-h mass difference in the BCS-BEC transition
scenario leads to a large suppression of the BEC transition temperature, which is proved to not be the same as the
excitonic pair formation temperature.20,22,23 This is in contrast with the previous treatments,5–13 where the EI state
is associated with the BEC state of excitons, as to be identical. We treat the e-h system in the frames of (spinless)
two-dimensional (2D) extended Falicov-Kimball model (EFKM), as a purposeful model, to include the f -f hopping
mechanism that could be also responsible for the exciton formation.9 Using the electron operator representation, we
address the role of the phase factor in the context of the interacting excitons. As a first step of the theory, we obtain
the EI order parameter by employing the functional integration technique and we discuss the stability region (in the
T -U plan) of the exciton pair formation. Furthermore, at the zero temperature limit, we integrate out the fermions
and we discuss the obtained phase action and the phase stiffness. We show that the phase stiffness in the system is
directly related to the exciton condensation in the 2D excitonic system at zero temperature. We calculate the phase
stiffness parameter for different values of the f -band hopping amplitude.
Then, turning to the phase sector, we employ the Bogoliubov mean field displacement approximation, for the
bosonic charge variables and, hence, we separate the excitonic condensate part in the e-h paired plasma (excitonium).
Furthermore, we calculate the exciton BEC transition probability, as a function of the attractive Coulomb interaction
parameter U/t, which is normalized to the hopping integral of the conduction band electrons. By using the Fourier
space representation, we give the expressions of the total normal Green functions for the f and c-band electrons and
we emphasize on the phase dependence of those functions. As the consequence, we obtain the frequency dependent
normal spectral functions, at the zero temperature case and, furthermore, the phase-coherent density of states (DOS).
The numerical evaluations of normal DOS functions, for the f and c band electrons, show a gapless character of
the spectrum of excitations, in contrast to the traditionally admitted incoherent DOS behavior. We show that the
hybridization-gap is totally absent for all frequency modes and for all values of the Coulomb interaction parameter.
We argue that the gapless behavior in the DOS spectra is a result of competition of two independent excitations in the
system: the phase fluctuations and strong quantum coherence effects at zero temperature limit. Note, that a similar
gapless character in the DOS spectrum of cold excitons is observed recently in Ref.25, where this effect is associated
with metallic charge-density-wave phase and it is driven by the strong electron correlations.
The paper is organized as follows. In Sec. II, we introduce the model Hamiltonian. The electron factorization and
resulting phase action are presented in the Section III. In the Sec. IV, we get the effective fermionic action for the EI
state in the system. The numerical results are presented there. In the Sec. V we integrate out the fermions and we
obtain the phase stiffness parameter, both analytically and numerically. In the Sec. VI we discuss the 2D excitonic
BEC at T = 0 and we calculate the ecxitonic BEC transition probability function. The Sec. VII is devoted to the
calculation of the single particle spectral functions and density of states. At the end of the Sec. VII we give the
numerical evaluations for DOS functions and we discuss the obtained results. Meanwhile, an experimental technique
is proposed to prove directly the DOS behavior. Finally, in the Sec. VIII we give a conclusion of our results. The
theoretical calculation of the phase action is given in the Appendix.
II. THE METHOD
A. EFKM Hamiltonian
The Hamiltonian of the spinless EFKM model is given by
H = −
∑
x=f,c


∑
〈r,r′〉
tx [x¯(r)x(r
′) + h.c.] + (µx − ǫx)
∑
r
nx(r)−
U
2
∑
r
nx(r)nx˜(r)

 . (1)
Here, the operator x¯(r) (x(r)) creates (annihilates) an f or c electron at the lattice position r, the notation x˜ in the
last term in Eq.(1) means the orbital opposite to x, the summation 〈r, r′〉 runs over pairs of nearest neighbor (n.n.)
sites on the 2D square lattice. The spin degrees of freedom have been ignored for simplicity. Next, tx is the hopping
amplitude for x-electrons and ǫx is the corresponding on-site energy level. The sign of the product txtx˜ determines
the type of semiconductor, for txtx˜ < 0 (txtx˜ > 0) we have the direct (indirect) band gap semiconductor. The case
tf ≡ 0 corresponds to that of the dispersionless f band and usual Falicov-Kimball model
26 (FKM) could be derived
(in this case, the local f -electron number is conserved).
3The on-site (local) interaction parameter U , in the last term of the Hamiltonian in Eq.(1), is the Coulomb repulsion
parameter (interorbital) between the electrons in the f and c orbitals. As we will see later on, the strength of the
local Coulomb interaction will tune the SM-SC transition in the system and the formation of the local EI state in
the excitonic system. In the case of the degenerated f and c bands, i.e. when ǫx = ǫx˜ and tx = tx˜, the EFKM
model reduces to the standard Hubbard model.27 Furthermore, we adjust the chemical potentials µx and µx˜ in order
to maintain separate the number of electrons in f and c orbitals. Then, the equilibrium value of chemical potential
µ ≡ µx = µx˜ in Eq.(1) will be determined from the half-filling condition, i.e. we suppose that 〈nx(r)〉 + 〈nx˜(r)〉 = 1.
In what follows, we assume a band structure with a direct band gap, i.e. txtx˜ < 0 and without the loss of generality
the c electrons are considered to be “ light”, while the f electrons are “heavy”, i.e. tf < 1, and the hopping integral
for c electrons is taken to be the unit of the energy scale tc = 1. Throughout the paper, we set kB = 1 and ~ = 1,
and, the lattice constant, d = 1. For frequency notations, we keep the symbol ν for fermions and ω - for bosons. We
set also ǫc = 0.
The genuine feature of the EFKM Hamiltonian in Eq.(1) is that it is equivalent to the asymmetric Hubbard model,
if we associate for orbitals c and f the spin variables, thus replacing the fermionic Hilbert space with the pseudo-
fermionic one, and then by linearizing the interaction term via the bosonic states (see in Ref. 6).
B. Hubbard-Stratanovich linearisation
It is more convenient to write the EFKM Hamiltonian given in Eq.(1) in more symmetric form, suitable for the
mean-field decoupling.
H = −
∑
〈r,r′〉
x=f,c
tx [x¯(r)x(r
′) + h.c.]− µ¯
∑
r
n(r) +
ǫc − ǫf
2
∑
r
n˜(r) +
U
4
∑
r
[
n2(r)− n˜2(r)
]
. (2)
The chemical potential µ¯ is µ¯ = µ − ǫ¯, where ǫ¯ = (ǫc + ǫf ) /2. The short hand notations were introduced in Eq.(2):
n(r) = nc(r) + nf (r) and n˜(r) = nc(r) − nf (r) in order to simplify the calculations.
The dealing with fermions within the path integral method, requires introduction of the Grassmann variables c(rτ)
and f(rτ) at each site r and at each imaginary time τ . The latest varies in the interval 0 ≤ τ ≤ β, where β = 1/T
(with T being the thermodynamic temperature). The variables c(rτ) and f(rτ) satisfy the anti-periodic boundary
conditions x(rτ) = −x(rτ + β). The partition function of the system of the fermions, written as a functional integral
over the Grassmann field, is
Z =
∫ [
Df¯Df
] ∫
[Dc¯Dc] e−S[c¯,c,f¯,f ], (3)
where the action in the expression of the exponent is given as
S[c¯, c, f¯ , f ] =
∑
x=f,c
SB[x¯, x] +
∫ β
0
dτH(τ). (4)
Here SB [x¯, x] is the fermionic Berry term for the f and c -band electrons. It is defined as
SB[x¯, x] =
∑
r
∫ β
0
dτ x¯(rτ)
∂
∂τ
x(rτ). (5)
Next, we decouple quadratic density terms in Eq.(2) using the Hubbard-Stratonovich (HS) transformation.28 We do
not present here the calculation details,22,23 but just the final result for the total action. It reads as
S[c¯, c, f¯ , f, ϕ] = Seff [ϕ] +
∑
x=f,c
SB [x¯, x]−
∑
〈r,r′〉
x=f,c
∫ β
0
dτtx [x¯(rτ)x(r
′τ) + h.c.] +
∑
r
∫ β
0
dτ [µnn(rτ) + µn˜n˜(rτ)] .(6)
After the HS linearisation, we got the total action of the system that is linear in terms of fermion density operators
n(rτ) and n˜(rτ). Here, we see that the additional phase variables ϕ, and the phase action Seff [ϕ] are present.
21–23
This is due to the fact that the time derivative of the phase variables is equal to the periodic part of decoupling field
4z
FIG. 1: (Color online) The functional integration procedure.
coupled to the total density function n(r, τ) (for the details see in Refs.21–23). The effective chemical potentials µn
and µn˜, appearing after the HS decoupling procedure and saddle-point analysis, are
µn =
Un
2
− µ¯, (7)
µn˜ =
ǫc − ǫf
2
−
Un˜
2
. (8)
The phase action Seff [ϕ] is given by
22,23
Seff [ϕ] =
∑
r
∫ β
0
dτ
[
ϕ˙2(rτ)
U
−
2µ¯
iU
ϕ˙(rτ) − iϕ˙(rτ)n(rτ)
]
. (9)
Thus, the introduction of phase variables into the problem divides the system into two separate parts. One, related
to the bosonic phase sector with the phase variables ϕ and another one, the typical fermionic part. The partition
function of the system is
Z =
∫ [
Df¯Df
] ∫
[Dc¯Dc]
∫
[Dϕ] e−S[c¯,c,f¯,f,ϕ]. (10)
The action, in the form given in Eq.(6), is now suitable for derivation of the effective phase action, and of the fermionic
action (see in Fig. 1, for the general integration procedure). By performing the integration over the phase field in
Eq.(10), we should take into account, that the bosonic phase field configurations satisfy the boundary conditions
ϕ(rβ) − ϕ(r0) = 2πm(r), (11)
where the winding numbers m (r) characterize all paths in the configuration space. Hence, any two paths, which have
different winding numbers, cannot be continuously transformed from one into another, and in order to include all the
possible phase path contributions, we have to sum over all topologically inequivalent phase configurations, described
by their winding numbers
∫
[Dϕ] ... ≡
∑
{m(r)}
∏
r
∫ 2π
0
dϕ0(r)
∏
r
∫ ϕ(rβ)=ϕ0(r)+2πm(r)
ϕ(r0)=ϕ0(r)
dϕ(rτ)... . (12)
Thus, the integration over the phase field amounts the integration over the β-periodic field ϕ(rτ) and the summation
over a set of U(1) winding numbers m(r).
5III. THE U(1) TRANSFORMATION
Next, we perform the local gauge transformation of the fermionic Grassmann variables f(rτ) and c(rτ) in order to
separate the different gauge degrees of freedom. This procedure will automatically eliminate also the last imaginary
term appearing in the expression of phase action in Eq.(9). For the electrons of the f band, the U(1) transformation
is given by [
f(rτ)
f¯(rτ)
]
=
[
eiϕ(rτ) 0
0 e−iϕ(rτ)
]
·
[
b(rτ)
b¯(rτ)
]
. (13)
Here, we used the bosonic phase variables ϕ(rτ), introduced in Eq.(6). For the c-orbital electrons the similar trans-
formation is [
c(rτ)
c¯(rτ)
]
=
[
eiϕ(rτ) 0
0 e−iϕ(rτ)
]
·
[
a(rτ)
a¯(rτ)
]
. (14)
As a result the electron appears in the theory like a composite object, in the form of the fermion particle with the
attached U(1) phase “flux-tube” (we presented it schematically in Figs. 2a and 2b like the bosonic clouds (in blue),
surrounding fermionic particles). The flows of phase flux (see dashed arrows in Figs. 2a and 2b), are independent
of spin of the fermions, but depend on the particle type. For the electrons and holes, the superflow has the opposite
direction, thus, no supercurrent could traverse across a system (see in Fig. 2a, no Meissner effect15 happens in this
case). This is in contrast to the usual BCS picture15 (presented in Fig. 2b), where the pairing is between electrons
and the superflow of the phase flux tubes has the same direction, leading to the appearance of supercurrent in the
system.
(a) The gauge representation of exciton. The dashed arrows represent the direction of bosonic phase-flux around fermionic particles. The
solid arrows represent the spin of the electron or hole.
(b) The gauge representation of the Cooper pair. The dashed arrows represent the direction of the bosonic phase-flux around fermionic
particles. The solid arrows represent the spins of the electrons.
FIG. 2: The gauge representation of the exciton and Cooper pair.
In fact, the electron factorization in terms of two variables has an unprecedented impact on the whole theory. As
it is shown in Refs.21–23, this procedure could explain the excitonic Berezinskii-Kosterlitz-Thouless phase transition
in the 2D excitonic system21 and, also, describes the excitonic BEC transition for a three-dimensional system of
excitons.22
6FIG. 3: (Color online) The local correlations, mediated by the Coulomb attraction U in the excitonic system,
forming the EI state at the temperature TEI .
After the transformation procedure, the action in Eq.(6) takes the following form
S[a¯, a, b¯, b, ϕ] = S0[ϕ] +
∑
x=b,a
SB [x¯, x]−
∑
〈r,r′〉
x=b,a
∫ β
0
dτtx
[
x¯(rτ)x(r′τ)e−i[ϕ(rτ)−ϕ(r
′τ)] + h.c.
]
+
∑
r
∫ β
0
dτ [µnn(rτ) + µn˜n˜(rτ)] , (15)
with the new phase action S0[ϕ], which doesn’t contains the fluctuating imaginary term (see the last term in the
action in Eq.(9))
S0[ϕ] =
∑
r
∫ β
0
dτ
[
ϕ˙2(rτ)
U
−
2µ¯
iU
ϕ˙(rτ)
]
. (16)
For the next, we will put tb ≡ t˜ and tc ≡ t. Then, the partition function of the system in new variables is
Z =
∫ [
Db¯Db
] ∫
[Da¯Da]
∫
[Dϕ] e−S[a¯,a,b¯,b,ϕ]. (17)
This form of the partition function will be the starting point for deriving the effective actions for the fermions and
for the phase sector (see in Fig. 1).
IV. LOCAL CORRELATIONS AND EXCITONIC GAP
A. EI state
In this section, we will show how the local correlations between the electrons and holes lead to the insulator phase
in the system called the “excitonic insulator”.1 The EI low-temperature phase is characterized by a local excitonic
order parameter (excitonic gap). The non-vanishing of the expectation value
∆ = U 〈a¯(rτ)b(rτ)〉 (18)
signals the appearance of the electron-hole bound pairs, which manifests as a gap in the excitation spectrum and
signals the presence of the EI state. The EI state develops from the local, on-site electron-hole correlations (see in
Fig. 3). Furthermore, by applying the standard Hartree-Fock approximation to the interaction term in the initial
Hamiltonian in Eq.(1), we will decouple it. The procedure is described in details in Refs.5,13,21–23. Then, following
7the picture presented in Fig. 1, we integrate out the phase variables in the partition function given in Eq.(17) to
obtain the effective fermionic action of the model
Z =
∫ [
Db¯Db
]
[Da¯Da] e−SF [a¯,a,b¯,b],
(19)
where the effective action, in the expression of the exponent, is given by the relation
SF
[
a¯, a, b¯, b
]
= − ln
∫
[Dϕ] e−S[a¯,a,b¯,b,ϕ].
(20)
The Fourier transformations of fermionic variables b(rτ) and a(rτ) are given by
x(rτ) =
1
βN
∑
kνn
xk(νn)e
ik·r−iνnτ (21)
with x = b, a. The number N , in Eq.(21), is the number of total lattice sites for an orbital, and νn = π(2n+ 1)/β are
the Fermi-Matsubara frequencies29 with n = 0,±1,±2, ....
The effective fermionic action SF
[
a¯, a, b¯, b
]
, obtained after phase integration, is (see in Fig. 1, in the Section III)
SF
[
a¯, a, b¯, b
]
=
1
βN
∑
k,νn
a¯k(νn) (ǫ¯a − iνn − tk) ak(νn) +
1
βN
∑
k,νn
b¯k(νn)
(
ǫ¯b − iνn − t˜k
)
f˜k(νn)
−
∆¯
βN
∑
k,νn
a¯k(νn)bk(νn)−
∆
βN
∑
k,νn
b¯k(νn)ak(νn). (22)
We have obtained in Eq.(22) the Hartree quasiparticle-energies ǫ¯b and ǫ¯a as
ǫ¯b = ǫf − µ+ Una + i 〈ϕ˙(rτ)〉 , (23)
ǫ¯a = ǫc − µ+ Unb + i 〈ϕ˙(rτ)〉 . (24)
Note, that we kept naturally the same notations for quasiparticle band energy parameters ǫc and ǫf . Furthermore,
nb and na in Eqs.(23) and (24) are b and a-fermion average densities nx = 〈nx(rτ)〉 = 〈x¯(rτ)x(rτ)〉. In addition, the
usual Hartree shifts are given by the terms Unx in Eqs.(23) and (24). The last imaginary terms in Eqs.(23) and (24) in
the form i 〈ϕ˙(rτ)〉 are completely unimportant for the case of the homogeneous phase distributions in different bands,
which we consider here. These terms are related to the phase fluctuation decay in the case of the inhomogeneous
phase distribution, when an external electric of magnetic field (in the quantum Hall regime) are applied to the system,
causing the finite lifetime of the quasiparticles on different energy band levels.
Next, tk and t˜k in Eq.(22) are band-renormalized hopping amplitudes tk = 2tgBǫ (k) and t˜k = 2t˜gBǫ (k), where gB
is the bandwidth renormalization factor
gB =
〈
e−i[ϕ(rτ)−ϕ(r
′τ)]
〉∣∣∣
|r−r′|=d
(25)
and ǫ (k) is the 2D lattice dispersion
ǫ (k) = cos(kxdx) + cos(kydy), (26)
with dα (α = x, y), being the components of the lattice spacing vector d = r− r
′ with r and r′ n.n. site positions. For
the simple square-plane, we have dα ≡ d. The calculation of gB within the self-consistent harmonic approximation
30–34
is discussed in the Ref.21. The evaluation of the factor gB (r− r
′) shows that, at T = 0, it is equal identically to 1.
Next, we define the inverse Green function matrix
Gˆ−1(kνn) =
[
Eak(νn) −∆¯
−∆ Ebk(νn)
]
, (27)
and we rewrite the effective fermionic action in Eq.(22) in more compact Nambu form
SF
[
a¯, a, b¯, b
]
=
1
βN
∑
k,νn
[
a¯k(νn), b¯k(νn)
]
Gˆ−1(kνn)
[
ak(νn)
bk(νn)
]
, (28)
8FIG. 4: (Color online) The schematic diagram of the self-consistent solution procedure for the local EI order
parameter ∆.
where the single-particle Bogoliubov quasienergies Ebk(νn) and E
a
k(νn) are given after Eqs.(23) and (24) as
Ebk(νn) = ǫ¯b − iνn − t˜k, (29)
Eak(νn) = ǫ¯a − iνn − tk. (30)
In the next section we will derive the self-consistent equations for the excitonic order parameter ∆ and chemical
potential using the form of the partition function given in Eq.(19) and the form of the action of the system obtained
in Eq.(28).
B. Self-consistent equations
As we mentioned at the beginning of the Section IV, the EI state is a sum of local on-site electron-hole correlations
(see in Fig. 3). The expectation value, given in the expression of the local EI order parameter in Eq.(18), could be
calculated in the frame of the path integral method28 as well as, the fermion density averages nx = 〈x¯(rτ)x(rτ)〉.
We get a set of self-consistent equations for the EI order parameter ∆, single-particle fermion densities nb, na and
the EI chemical potential µ
1
N
∑
k
[
f(E+k ) + f(E
−
k )
]
= 1, (31)
n˜ =
1
N
∑
k
ξk
f(E+k )− f(E
−
k )√
ξ2k + 4∆
2
, (32)
∆ = −
U∆
N
∑
k
f(E+k )− f(E
−
k )√
ξ2k + 4∆
2
. (33)
Here, ξk = −tk + ǫ¯a + t˜k − ǫ¯b is the quasiparticle dispersion, and the energy parameters E
+
k and E
−
k are
E±k =
1
2
(
−tk + ǫ¯a − t˜k + ǫ¯b ±
√
ξ2k + 4∆
2
)
. (34)
Next, f(ǫ) denotes the Fermi-Dirac distribution function f(ǫ) = 1/
(
eβǫ + 1
)
.
The system of equations obtained in Eqs.(31)-(33) is very analogue to the system of coupled equations obtained
in Ref. 5, where the authors employ the variational cluster approach (VCA) for the study of the EI state. In Fig. 4
we have presented schematically the self-consistent cycle-procedure for calculating numerically the excitonic order
parameter ∆.
C. Numerical results
The numerical solution of the system of self-consistent equations (31)-(33) is performed for a fixed value of the
total particle density n = nf˜ + nc˜ = 1 and k-summations were performed with the (100×100) k-points in the
First Brillouin Zone (FBZ). The finite-difference approximation method is used, within the HYBRJ algorithm,35
which retains the fast convergence of the Newton’s method.36 The accuracy of convergence for numerical solutions is
achieved with a relative error of order of 10−7 and a relatively small number of iterations was needed to get demanded
convergence. The panel-1 in Fig. 5 shows the numerical results for the local excitonic order parameter ∆ for the EI
state at zero temperature case. Two different values of t˜ are considered. The obtained values for the lower and upper
bounds of the Coulomb interaction parameter U/t are about (Uc1/t, Uc2/t) = (0.0, 6.97) for the case t˜ = −0.3t and
(Uc1/t, Uc2/t) = (0.0, 5.026) for the case tf = −0.1t. They agree relatively well with the VCA results obtained in
Ref.5.
9FIG. 5:
(Color online) The numerical results for the excitonic order parameter ∆ (top-panel-1), EI chemical potential
(middle-panel-2) and critical temperature of the EI transition TEI (bottom-panel-3).
The exact numerical solutions for the chemical potential at T = 0 (thus, in the deep EI phase of the system) are
plotted in the panel-2 in Fig. 5. Notably, for the intermediate and strong interaction limits (0.78 ≤ U/t ≤ 6.97 for the
case t˜ = −0.3t) the chemical potential forms a well defined band (see the leaf-like structures in the panel-2 in Fig. 5)
and a single particle excitation gap ∆H ∼ µmax − µmin is opening, indicating the SM-SC transition in the system of
excitons.5 Here, µmax and µmin are the upper and lower bounds of the chemical potential.
We observe, that by moving from weak (0.0 ≤ U/t ≤ 0.78 for t˜ = −0.3t) into an intermediate coupling regime
(0.78 < U/t ≤ 5.0), the single-particle gap ∆H , and the pairing gap parameter ∆, both are increasing, while in the
strong coupling limit (5.0 < U/t ≤ 6.97 for t˜ = −0.3t), ∆ decreases rapidly with increasing the interaction parameter,
and ∆H remains open (the Hartree-like gap structure). Contrary, at very small values of the Coulomb interaction
parameter, the chemical potential is coinciding with the values of the chemical potential at the EI transition line
(see the discussion in Ref.22) (when ∆ = 0 and T ∼ TEI), thus, collapsing into the single valued case µ → µEI . In
this case the single particle gap ∆H also collapses: ∆H → 0. It is also remarkable to note that, at the very small
interaction region (SM side) the chemical is always negative µ < 0. Remember, that the binding energy of a molecule
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in the BEC limit is Ebind ≈ |2µ¯|.
37–39
The panel-3 in the bottom in Fig. 5, shows the exciton pair formation critical temperature dependence on the
Coulomb interaction parameter U/t. The lines plotted there represent the beginning of the EI phase transition, i.e.
when ∆(TEI , U) = 0. We observe a very good agreement with the previously done mean-field, VCA and slave-boson
(SB) results.5,7,10
To evaluate the energy scales in the model we considering a 5-nm GaAs coupled quantum well (QW), separated by
a 4-nm Al0.33Ga0.67As barrier
40 with the effective electron mass me = 50.061m0 (here m0 is the free-electron mass)
and in-plane effective hole-mass of around 0.1m0 (according with the Luttinger parameters
40), we use the exciton
binding energy value 6.7 meV, which corresponds to the c electron hopping t = 4.96 meV.40,41 For the energy scales
corresponding to ∆, we find for the quasi-2D GaAs/AlGaAs QW structure geometry ∆ ≈ 6.96 meV (corresponding
to U = 5.2|t| = 25.7 meV), for the Hartree-gap ∆H we should consider different interaction limits. In the BCS regime
(U = 0.78|t| = 0.156 meV) we find ∆H = 0.019 meV, in intermediate interaction regime (U = 3.84|t| = 19 meV) we
have ∆H = 8.06 meV and for the very strong coupling regime (U = 6.96|t| = 34.5 meV) we find ∆H = 13.84 meV.
For the energy scale of the excitonic pair formation critical temperature TEI , we get TEI = 3.1 meV at U = 26.3
meV, or, in temperature, units TEI = 35.97 K.
V. PHASE STIFFNESS AT T = 0
A. Fermion integration
In this Section we will integrate out the fermions in the partition function given in Eq.(17). This procedure is also
described in the general diagram presented in Fig. 1 and enables to obtain the total bosonic phase action of the system
responsible for the phase stiffness mechanism. Especially, we would like to derive the phase stiffness parameter by
showing how the nonlocal correlations between the preformed n.n. excitonic pairs are responsible for this. Then, we
write the partition function in Eq.(17) in the following form
Z =
∫
[Dϕ] e−Seff [ϕ], (35)
where the effective phase action is
Seff [ϕ] = − ln
∫ [
Db¯Db
]
[Da¯Da] e−S[a¯,a,b¯,b,ϕ]. (36)
We expand the logarithm up to second order in the cumulant series expansion and we find for the effective phase
action
Seff [ϕ] = S˜0 + 〈S〉a,b −
1
2
[〈
S2
〉
a,b
− 〈S〉2a,b
]
, (37)
where S˜0 is an unimportant constant. Here, the statistical averages of the type 〈...〉a,b are defined as usual
29
〈...〉a,b =
∫ [
Db¯Db
]
[Da¯Da] ...e−S[a¯,a,b¯,b,ϕ]∫ [
Db¯Db
]
[Da¯Da] e−S[a¯,a,b¯,b,ϕ]
. (38)
The fermion averaging in Eq.(38) can be considered as the quantum statistical averaging with the effective fermionic
field action SF
[
a¯, a, b¯, b
]
obtained in Eq.(28). This consideration is sometimes called like the Bogoliubov-mean-field
self-consistency condition. Thus, we replace
〈...〉a,b → 〈...〉SF , (39)
then, for the effective phase action we find
Seff [ϕ] = S˜0 + 〈S〉SF −
1
2
[〈
S2
〉
SF
− 〈S〉2SF
]
. (40)
After the self-consistency assumption in Eq.(39), the average in Eq.(38) could be rewritten as
〈...〉SF =
∫ [
Db¯Db
]
[Da¯Da] ...e−SF [a¯,a,b¯,b]∫ [
Db¯Db
]
[Da¯Da] e−SF [a¯,a,b¯,b]
. (41)
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FIG. 6:
(Color online) The nonlocal, exchange correlations, mediated by the fermion averaged exchange interactions between local
(on-site) and nonlocal n.n. excitonic pairs, giving contributions to the total phase coherent state at T = 0 (with the total
phase stiffness parameter J).
The relations in Eqs.(39) and (41) are principal for theory. Using them together, we resolve the problem of interacting
fermions as a self-consistently coupled problem of the noninteracting fermions and the gauge-bosonic phase field. The
bosonic sector plays the role of a suitable background (the glue), on which the collective excitations and correlations
appear in the fermionic sector. We will examine the four-fermionic terms in Eq.(40), the relevant part of nonlocal
fermionic correlations. The important part of the effective phase action given in Eq.(40) is
Seff [ϕ] = S0[ϕ] + SJ [ϕ], (42)
where the action S0[ϕ] appears after considering the first order average term 〈S〉SF : S0[ϕ] = 〈S〉SF and is given in
Eq.(16). The second term in Eq.(42) is four-fermionic term
SJ [ϕ] = −
1
2
〈
S2
〉
SF
. (43)
We present here the evaluation of the second term given in Eq.(43) and proportional to the product t(r1, r
′
1)t˜(r2, r
′
2)
(we kept formally the lattice site notations in the hopping integrals for the b and a bands). Derivation of the term
proportional to t˜(r1, r
′
1)t(r2, r
′
2) is very similar. We have
1
2
〈
S2
〉
SF
=
1
2
∑
〈r1,r′1〉
∑
〈r2,r′2〉
∫ β
0
dτdτ ′
[
t(r1, r
′
1)t˜(r2, r
′
2)
〈
a¯(r1τ)a(r
′
1τ)b¯(r2τ
′)b(r′2τ
′)
〉
×
×e−i[ϕ(r1τ)−ϕ(r
′
1τ)]e−i[ϕ(r2τ
′)−ϕ(r′2τ
′)] + t(r1, r
′
1)t˜(r
′
2, r2)
〈
a¯(r1τ)a(r
′
1τ)b¯(r
′
2τ
′)b(r2τ
′)
〉
×
×e−i[ϕ(r1τ)−ϕ(r
′
1τ)]ei[ϕ(r2τ
′)−ϕ(r′2τ
′)] + t(r′1, r1)t˜(r2, r
′
2)
〈
a¯(r′1τ)a(r1τ)b¯(r2τ
′)b(r′2τ
′)
〉
×
×ei[ϕ(r1τ)−ϕ(r
′
1τ)]e−i[ϕ(r2τ
′)−ϕ(r′2τ
′)] + t(r′1, r1)t˜(r
′
2, r2)
〈
a¯(r′1τ)a(r1τ)b¯(r
′
2τ
′)b(r2τ
′)
〉
×
×ei[ϕ(r1τ)−ϕ(r
′
1τ)]ei[ϕ(r2τ
′)−ϕ(r′2τ
′)]
]
. (44)
The action, in the form given in Eq.(44), is the source for the nonlocal excitonic correlations in the considered system.
B. The phase action
By dealing with the path integral formalism, we have the fermionic variables, which depend on the imaginary-time
τ . Thus, we use the many-body Wick averaging root for that case.29 After calculating all averages in the right hand
side in Eq.(44), and after the not complicated evaluations, we rewrite the action SJ [ϕ] in the form
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SJ [ϕ] = −4tt˜
∫ β
0
dτ
∫ β
0
dτ ′
∑
rr′
{
Fab(r− r
′, τ − τ ′)Fba(r− r
′, τ ′ − τ) cos [ϕ(rτ) + ϕ(rτ ′)− ϕ(r′τ)− ϕ(r′τ ′)]
+Fab(0, τ − τ
′)Fba(0, τ
′ − τ) cos [ϕ(rτ) − ϕ(rτ ′)− ϕ(r′τ) + ϕ(r′τ ′)]
}
, (45)
where Fab(r− r
′, τ − τ ′) and Fba(r− r
′, τ ′ − τ) are anomalous Green functions for the excitons. They are defined as
Fab(rτ, r
′τ ′) = 〈a¯(rτ)b(r′τ ′)〉. (46)
It is not difficult to find the product of the anomalous Green functions
Fab(τ − τ
′)Fba(τ
′ − τ) =
4∆2U2
z2(βN)2
∑
k,νn
∑
k′,ν′n
ǫ (k) ǫ (k′) e−i(ν
′
n−νn)δ[
Eak(νn)E
b
k(νn)− |∆|
2
]
·
[
Eak′(ν
′
n)E
b
k′(ν
′
n)− |∆|
2
] , (47)
where z is the number of n.n. sites (z = 4 for the simple quadratic lattice). The phase action SJ [ϕ] in Eq.(45) will
take the form
SJ [ϕ] = −
1
2
∫ β
0
dτ
∑
〈r,r′〉
J(rτ, r′τ ′) cos 2 [ϕ(rτ) − ϕ(r′τ)]. (48)
Here, J(rτ, r′τ ′) is the phase stiffness parameter and it is given by the relation
J =
∆2tt˜
N2
∑
k,k′
ǫ (k) ǫ (k′)√
ξ2k + 4∆
2
[
Λ1(k,k
′) tanh
(
βE+k
2
)
− Λ2(k,k
′) tanh
(
βE−k
2
)]
, (49)
where we have already integrated over the imaginary time τ ′ in Eq.(45) and we have performed the Matsubara
frequency summations in Eq.(47). The parameters Λ1(k,k
′) and Λ2(k,k
′) in Eq.(49) are given by
Λ1(k,k
′) =
1
E+k − E
+
k′
·
1
E+k − E
−
k′
, (50)
Λ2(k,k
′) =
1
E−k − E
−
k′
·
1
E−k − E
+
k′
. (51)
In the numerical evaluation of the phase coupling parameter J , given in Eq.(49), it is pivotal to transform the k-
summations into energy integrals by introducing the tight-binding density of states (DOS) for the simple 2D quadratic
lattice.42 The reason for this is encoded in the expression of denominators in Eqs.(50) and (51). In fact, the energy
parameters E+k and E
+
k′ (and E
−
k , E
−
k′) in denominators in Eqs.(50) and (51), are very close when k varies continuously,
thus leading to a very strong divergent character of the parameters Λi(k,k
′) (i = 1, 2). The use of density of states and
the subsequent integration lead to the smoothing of those singularities, assuring the effective, finite solution for the
excitonic phase stiffness parameter J . Thus, we introduce 2D elliptic DOS function ρ2D(x) for the simple quadratic
lattice in the case of noninteracting regime
ρ2D(x) =
1
N
∑
k
δ [x− ǫ (k)] = K
(
1− x2/4
)
/π2, (52)
where K(x) stands for the complete elliptic integral of the first kind.43 Then, we rewrite Eq.(49) in the integral form
J = ∆2tt˜
∫ ∫
dxdy
ρ2D(x)ρ2D(y)ǫ (x) ǫ (y)√
ξ2(x) + 4∆2
[
Λ1(x, y) tanh
(
βE+(x)
2
)
− Λ2(x, y) tanh
(
βE−(x)
2
)]
(53)
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FIG. 7:
(Color online) Numerical results for the excitonic phase stiffness parameter J for 2D system and at T = 0.
with the parameters Λ1(x, y) and Λ2(x, y) in Eq.(53), being the continuous versions of the same parameters given in
Eqs.(50) and (51).
As we see, Eq.(53) relates phase stiffness parameter J with the local pairing order parameter ∆. Thereby, the
exciton pair formation (not the condensation) is a necessary prerequisite for the phase coupling between the n.n.
excitonic pairs. We will see, that at low-temperatures, the macroscopic phase coherence of preformed excitonic pairs
leads to the excitonic BEC transition in the system. The numerical evaluations of J for the case T = 0 K are shown
in Fig. 7.
At the end of this Section we would like to emphasize on the analytical form of the phase coupling parameter J .
Especially, it follows from Eq.(53) that the macroscopic phase coherence in the system is characterized by an energy
scale J ∼ (∆teth)/(te + th) for all values of the Coulomb interaction parameter U , which is related to the motion
of the center of mass of e-h composed quasiparticle,20,22 because (teth)/(te + th) ≈ (me + mh)
−1. For the strong
interaction limit, we converge with the hard core Boson model, with the kinetic energy proportional to ∆teth/U
(∆ being the local excitonic order parameter). Thereby, we have shown that nonlocal correlations between the
electrons and holes of different n.n. excitonic pairs, are relevant for the excitonic condensation. As it is discussed
in Ref.(44), the luminescence line-shapes in the excitonic systems can be analyzed in terms of the spectral density
function of the excitonic gas in interaction, which also determines the excitonic center-of-mass distribution, related
to the condensation in the low temperature limit.
For the energy scale corresponding to J , in the case of quasi-2D GaAs/AlGaAs QW structure geometry (see the
Section IVB for structural details) we find: J ≈ 0.001796 meV (corresponding to U = 0.0188 eV) or, in temperature
units J ≈ 20 mK.
VI. 2D EXCITONIC BEC AT T=0
A. Phase-phase propagator
In the discussion above, we have derived the effective phase-only action Seff [ϕ] = S0 [ϕ] + SJ [ϕ]. In the following,
we cast the Seff [ϕ] into the quantum rotor representation. To proceed, we replace the phase degrees of freedom
with complex, unimodular field z(rτ) = eiϕ(rτ) which satisfies the periodic boundary condition z(rβ) = z(r0). We
introduce the new variables z(rτ) into the partition function in Eq.(35) using the following identity
∫
[Dz¯Dz] δ
( ∑
r
|z(rτ)|2 −N
)
δ
(
z − eiϕ(rτ)
)
δ
(
z¯ − e−iϕ(rτ)
)
= 1. (54)
14
The inherent unimodular constraint on the complex variables z(rτ) (|z(rτ)|2 = 1) implies that on average the following
condition holds
1
N
∑
r
|z(rτ)|2 = 1, (55)
which forms a spherical constraint on a set of unimodular variables z(rτ). This can be resolved by introducing the
Lagrange multiplier λ resulting from the Laplace transform45 of the functional delta representation
δ
( ∑
r
|z(rτ)|2 −N
)
=
∫ +i∞
−i∞
[
Dλ
2πi
]
e−i
∫
β
0
dτ
∑
r
λ( |z(rτ)|2−1 ). (56)
This adds a quadratic term (in the z-field) to the phase action Seff [ϕ].
Next, we rewrite the action in Eq.(48) in a more convenient form, using the half-angle trigonometric transformation
rule
cos 2 [ϕ(rτ) − ϕ(r′τ)] = 2 cos2 [ϕ(rτ) − ϕ(r′τ)] − 1. (57)
Then, in terms of the complex variables z(rτ), the transformation in Eq.(57) leads to a biquadratic form of the phase
action in Eq.(48). We have
SJ [ϕ]→ SJ [z¯, z] = −
J
4
∫ β
0
dτ
∑
〈r,r′〉
[z¯(rτ)z(r′τ) + c.c.]
2
. (58)
After all, we can rewrite now the partition function in the form
Z =
∫
[Dλ] [Dz¯Dz] [Dϕ] e−S0[ϕ]e
J
4
∫
β
0
dτ
∑
〈r,r′〉[z¯(rτ)z(r
′τ)+c.c.]
2
ei
∫
β
0
dτ
∑
r
λ(|z(rτ)|2−1)
×δ
(
z − eiϕ(rτ)
)
· δ
(
z¯ − e−iϕ(rτ)
)
. (59)
Furthermore, we linearize the action in Eq.(58) and then we integrate out the phase variables in Eq.(59) (for details
of calculations see in Appendix A). We obtain
SJ [ϕ] = −2JgB
∫ β
0
dτ
∑
〈r,r′〉
cos [ϕ(rτ) − ϕ(r′τ)], (60)
where gB stands for the bandwidth-renormalization factor, given explicitly in Eq.(25). The partition function of the
system takes the form
Z =
∫
[Dλ] [Dz¯Dz] e−Sλ[z¯,z], (61)
where the action Sλ[z¯, z] is
Sλ[z¯, z] =
1
βN
∑
kωn
z¯(kωn)G
−1
z (kωn)z(kωn). (62)
Here, we employed the Fourier transformation of z-variables z(rτ) = 1
βN
∑
k,ωn
z(kωn)e
ik·r−iωnτ with ωn, being the
Bose-Matsubara frequencies29 ωn =
2πn
β
, with (n = 0,±1,±2, ...). Furthermore, G−1z (kωn) is the Fourier transformed
form of the inverse bosonic Green function and is given as
G−1z (kωn) = γ
−1(ωn)− 4gBJǫ(k)− λ. (63)
The function γ−1(ωn) in Eq.(63) is the inverse of the Fourier transformation of two-point phase correlation function
γ(rτ, r′τ ′)
γ(rτ, r′τ ′) =
1
Z0
∫
[Dϕ] e−S0[ϕ]ei[ϕ(rτ)−ϕ(r
′τ ′)], (64)
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where Z0 is the statistical sum of the noninteracting set of quantum rotators
Z0 =
∫
[Dϕ] e−S0[ϕ]. (65)
The function ǫ(k) is given in Eq.(26) in the Section IVA. The calculation of the Fourier transform γ(ωn) of the
function in Eq.(64) is straightforward
γ(ωn) =
8
UZ0
+∞∑
m=−∞
e−
Uβ
4 (m−
2µ¯
U )
2
1− 16
[
iωn
U
− 12
(
m− 2µ¯
U
)]2 ,
(66)
where
Z0 =
+∞∑
m=−∞
e−
Uβ
4 (m−
2µ¯
U )
2
. (67)
The summations in Eqs.(66) and (67) are over the winding numbers m of the U(1) group.
Next, the phase-phase propagator Gz(rτ, r
′τ ′) will be written as
Gz(rτ, r
′τ ′) = 〈z(rτ)z¯(r′τ ′)〉 ,
(68)
where the average is defined with the help of the action in Eq.(62)
〈...〉 ≡
∫
[Dz¯Dz] [Dλ]...e−Sλ[z¯,z]∫
[Dz¯Dz] [Dλ]e−Sλ[z¯,z]
. (69)
In the thermodynamic limit, when N → ∞, the integration over λ-field in Eq.(61) can be performed exactly using
the saddle-point method28 δSλ[z¯,z]
δλ
∣∣∣
λ=λ0
= 0. Hence, the average in Eq.(69) becomes
〈...〉 ≡
∫
[Dz¯Dz] ...e−Sλ0 [z¯,z]∫
[Dz¯Dz] e−Sλ0 [z¯,z]
. (70)
In the general case, the local expression of the phase-phase correlation function, in Eq.(68) is equal to unity, but, at
T = 0, this low breaks down, because we have to consider the symmetry breaking related to the phase transition in
the bosonic sector. Thus, critically, we have the fluctuation form z(rτ) =
〈
eiϕ(rτ)
〉
+ z˜(rτ), and the unimodularity
constraint is broken. In the very low temperature limit, considering the BEC of excitons, we have the spontaneous
breaking of local U(1) gauge-symmetry related to the phase field, leading to the non-vanishing expectation value of
the
〈
eiϕ(rτ)
〉
. In order to demonstrate this, we separate the single-particle states k = 0 by using the Bogoliubov
displacement operation (see for details in Refs. 1 and 30). We write for the complex variables z(k, ωn)
z(k, ωn) = βNψ0δk,0δωn,0 + z˜(k, ωn)(1 − δk,0)(1 − δωn,0), (71)
where ψ0 is the condensate transition amplitude ψ0 = 〈z(k, ωn)〉 of the bosonic field.
22,23,46 Next, z˜(k, ωn) is the
on-condensate, or the excitation part of the effective Bose-field.46 The Fourier transformation of the phase-phase
propagator Gz(rτ, r
′τ ′) in Eq.(68) is
Gz(rτ, r
′τ ′) =
1
βN
∑
k,ωn
〈z(k, ωn)z¯(k, ωn)〉 e
−ik·d+iωnδ. (72)
We consider the expectation value 〈z(k, ωn)z¯(k, ωn)〉 in the one-exciton local limit, i.e. when d = r
′ − r = 0 and
δ = τ ′ − τ = 0 and we should draw the condensate part by applying the transformation given in Eq.(71). Hence, we
have the Fourier transform of the phase-phase propagator in the form
Gz(k, ωn) =
1
βN
〈z(k, ωn)z¯(k, ωn)〉 = βN |ψ0|
2 · δk,0δωn,0 + G˜z(k, ωn). (73)
Thereby, in Eq.(73) we separate the coherent macroscopic state for the bosonic part of the interacting excitonic
system, and the excitonic BEC is expected in the next. We will see in the Section VIIA how the excitonic propagator
will be decomposed after applying the displacement operation given in Eq.(71).
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FIG. 8: (Color online) Exciton BEC transition probability, as a function of the Coulomb interaction parameter U/t.
B. Exciton condensate at T = 0
We consider here the expectation value 〈z(k, ωn)z¯(k, ωn)〉 again in the one-exciton local limit, i.e., when d = r−r
′ =
0 and τ − τ ′ = 0. In this case, it follows from Eq.(68) that Gz(rτ, rτ) = 1. Substituting Gz(k, ωn) from Eq.(73) into
the Eq.(72), we get
1− |ψ0|
2 =
1
βN
∑
k 6=0
ωn 6=0
G˜z(k, ωn). (74)
Here, G˜z(k, ωn) is related to the on-condensate exctitation part of the bosonic sector
46
G˜z(k, ωn) =
1
βN
〈z˜(k, ωn)¯˜z(k, ωn)〉 . (75)
At T = 0, Eq.(74) defines the excitonic BEC transition probability function |ψ0|
2. At the temperatures different from
zero, we have ψ0 = 0, and the uniform static order parameter susceptibility diverges (see the Thouless criterion,
47
discussed in the Section II in Ref. 20), thus G−1z (k = 0, ωn = 0) = 0, from which, we can derive the critical value of
the Lagrange multiplier λ = λ0
γ−1(ωn = 0)− 4gBJǫ(0)− λ0 = 0. (76)
Furthermore, we find
λ0 =
U
8
−
2µ¯2
U
− 4gBJǫ(0). (77)
Then, Eq.(74) could be rewritten as
1− |ψ0|
2 =
1
βN
∑
k 6=0
ωn 6=0
1
γ−1(ωn)− 4gBJǫ(k)− λ0
. (78)
Furthermore, after Bose-Matsubara frequency summations in Eq.(78), and in the limit, when T → 0, we obtain the
following equation for the BEC transition probability function
|ψ0|
2 = 1−
U
4N
∑
k
1√
µ¯2 + 2gBUJ [ǫ(0)− ǫ(k)]
. (79)
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The values of |ψ0|
2 are calculated and the results are plotted in Fig. 8, for the case t˜ = −0.3t. We see that in the weak
coupling regime, the transition probability function is negligibly small, i.e. in this case we have the BCS limit of the
transition and this is consistent with the previous discussion. Contrary, for the intermediate values of the interaction
parameter, the BEC transition probability function increases and remains practically constant for higher values of
U/t (for U/t & 3.0 we have |ψ0|
2 ≈ 0.49). In this case, we have the BEC limit of the phase transition. At the very
strong limit of the coulomb interaction it starts to decrease drastically and disappears nearly for the same values
that the gap parameter ∆, critical temperature TEI and the phase stiffness parameter J . For a large domain of the
Coulomb interaction parameter, the behavior of the function |ψ0|
2 is very similar with the behavior of the Hartree gap
∆H presented in the middle panel in Fig. 5, but the BEC amplitude disappears for the high values of the Coulomb
interaction, while ∆H does not.
VII. 2D CONDENSATE DOS
A. Exciton spectral functions
The coherent hybridization between the valence band and conduction bands could be evidenced experimentally by
examining the ARPES spectra, which measures the spectral intensities just above and below the temperature TEI of
excitonic pair formation. In ARPES experiments, one observes the imaginary part of the real-time retarded Green
function, therefore the calculation of it represents a remarkable importance. Our theoretical approach permits to
access a variety of correlation functions in the system, which will give us the information about the energy spectrum
of the system. We have already defined the anomalous excitonic propagator Fab (rτ, r; τ
′) in Eq.(46), and the bosonic
phase-phase propagator Gz (rτ, r; τ
′) in Eq.(68). Here, we will also define the normal single-particle electronic Green
functions for the f and c bands
Gxx(rτ, r
′τ ′) = −〈x(rτ)x¯(r′τ ′)〉. (80)
After applying the U(1) gauge transformation to the electrons, given in Eqs.(13) and Eq.(14), we will have for the
normal and anomalous Green functions
Gff(rτ, r
′τ ′) = G˜bb(rτ, r
′τ ′) · 〈e−i[ϕ(rτ)−ϕ(r
′τ ′)]〉, (81)
Gcc(rτ, r
′τ ′) = G˜aa(rτ, r
′τ ′) · 〈e−i[ϕ(rτ)−ϕ(r
′τ ′)]〉, (82)
and
Fcf(rτ, r
′τ ′) = F˜ab(rτ, r
′τ ′) · 〈e−i[ϕ(rτ)−ϕ(r
′τ ′)]〉, (83)
where
G˜bb(rτ, r
′τ ′) = −〈b(rτ)b¯(r′τ ′), (84)
G˜aa(rτ, r
′τ ′) = −〈a(rτ)a¯(r′τ ′)〉, (85)
and
F˜ab(rτ, r
′τ ′) = 〈a¯(rτ)b(r′τ ′)〉 (86)
are new fermionic propagators, and the bosonic renormalization factor Gz(rτ, r
′τ ′), in the expression of Green func-
tions, is coinciding with the bandwidth renormalization factor defined in Eq.(25) in the Section IV:
Gz(rτ, r
′τ ′) = 〈e−i[ϕ(rτ)−ϕ(r
′τ ′)]〉. (87)
For the U(1)-transformed Green functions, we write the Fourier transformation formula
G˜bb(rτ, r
′τ ′) =
1
βN
∑
k,νn
G˜bb(k, νn)e
ik·(r−r′)−iνn(τ−τ
′), (88)
G˜aa(rτ, r
′τ ′) =
1
βN
∑
k,νn
G˜aa(k, νn)e
ik·(r−r′)−iνn(τ−τ
′), (89)
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and
Fcf(rτ, r
′τ ′) =
1
βN
∑
k,νn
F˜ab(k, νn)e
ik·(r−r′)−iνn(τ−τ
′), (90)
and for the bosonic propagator we have
Gz(rτ, r
′τ ′) =
1
βN
∑
k,ωn
Gz(k, ωn)e
ik·(r−r′)−iωn(τ−τ
′). (91)
Furthermore, for the Fourier transformations of the functions in Eqs.(81)-(83) we get the convoluted forms in the
reciprocal k-space
Gff(k, νn) =
1
βN
∑
q,ωn
Gz(q, ωn)G˜bb(k− q, νn − ωn), (92)
Gcc(k, νn) =
1
βN
∑
q,ωn
Gz(q, ωn)G˜aa(k − q, νn − ωn), (93)
and
Fcf(k, νn) =
1
βN
∑
q,ωn
Gz(q, ωn)F˜ab(k − q, νn − ωn). (94)
The summations in Eqs.(92)-(94) are over the Bose-Matsubara frequencies ωn = 2πn/β. We will calculate the
fermionic Green functions using the formalism discussed in the Sections II and III and also, functional derivation
techniques.28 Then, for the b (f) and a (c)-band Green functions G˜xx(k, νn), we get
G˜bb (k, iνn) =
Eak (νn)
Eak (νn)E
b
k (νn)−∆
2
, (95)
G˜aa (k, iνn) =
Ebk (νn)
Eak (νn)E
b
k (νn)−∆
2
. (96)
For the anomalous excitonic propagator we have
F˜ab (k, iνn) =
∆
Eak (νn)E
b
k (νn)−∆
2
. (97)
Next, we separate the condensate mode {q = 0, ωn = 0} in Eqs.(92) and (94). We have
Gff(k, νn) = |ψ0|
2 · G˜bb(k, νn) +
1
βN
∑
q 6=0
ωn 6=0
G˜z(q, ωn) · G˜bb(k − q, νn − ωn), (98)
Gcc(k, νn) = |ψ0|
2 · G˜aa(k, νn) +
1
βN
∑
q 6=0
ωn 6=0
G˜z(q, ωn) · G˜aa(k− q, νn − ωn), (99)
and
Fcf(k, νn) = |ψ0|
2 · F˜ab(k, νn) +
1
βN
∑
q 6=0
ωn 6=0
G˜z(q, ωn) · F˜ab(k− q, νn − ωn). (100)
As we see, the normal and excitonic propagators are composed of two parts, one, responsible for the condensate state,
and the other for the on-condensate excitation part (see the discussion in Ref.46 for the case of the degenerated nearly
ideal Bose-gas). Note also, that first terms in the right-hand sides in Eqs.(98)-(100) consist of the condensate-transition
probability function |ψ0|
2, multiplied with the fermionic propagators G˜xx(k, νn) and F˜ab(k, νn).
Now, we are ready to calculate the analytical forms of the normal excitonic spectral functions Axx(k, ν) (x = f, c) and
anomalous excitonic spectral function Acf(k, ν) and, later on, the profiles of the DOS, including states participating
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to the condensate. We introduce here the spectral functions Axx(k, ν) and Acf(k, ν) that carries the same physical
information as the correlation functions Gxx(k, νn) and Fcf(k, νn). We define
Gxx(k, νn) =
∫ +∞
−∞
dν′
Axx(k, ν
′)
iνn − ν′
, (101)
Fcf(k, νn) =
∫ +∞
−∞
dν′
Acf(k, ν
′)
iνn − ν′
. (102)
The integrations here, are over continuous frequencies ν. Note, that Gxx(k, νn) and Fcf(k, νn) are total fermionic
Green functions, which contain the bosonic sector. In the same way, we can introduce the spectral functions Az(k, ν),
A˜bb(k, ν), A˜aa(k, ν) and A˜ab(k, ν), associated with the charge and incoherent fermionic parts (without bosonic sector).
They correspond respectively to the correlation functions Gz(k, ωn), G˜bb(k, νn), G˜aa(k, νn) and F˜ab(k, νn). We have
the following equations for these counterparts
Gz(k, ωn) =
∫ +∞
−∞
dν′
Az(k, ν
′)
iωn − ν′
, (103)
G˜bb(k, νn) =
∫ +∞
−∞
dν′
A˜bb(k, ν
′)
iνn − ν′
, (104)
G˜aa(k, νn) =
∫ +∞
−∞
dν′
A˜aa(k, ν
′)
iνn − ν′
, (105)
and
Fab(k, νn) =
∫ +∞
−∞
dν′
Aab(k, ν
′)
iνn − ν′
. (106)
Using these definitions, it is not difficult to show that the total spectral density functions Axx(k, ν) and Acf(k, ν) will
take the forms
Aff(k, ν) = |ψ0|
2 · A˜bb(k, ν)−
1
N
∑
q 6=0
∫
dν′Az(q, ν
′)A˜bb(k− q, ν − ν
′) [n(ν′) + f(ν − ν′)] , (107)
Acc(k, ν) = |ψ0|
2 · A˜aa(k, ν) −
1
N
∑
q 6=0
∫
dν′Az(q, ν
′)A˜aa(k− q, ν − ν
′) [n(ν′) + f(ν − ν′)] , (108)
and
Acf(k, ν) = |ψ0|
2 · A˜ab(k, ν)−
1
N
∑
q 6=0
∫
dν′Az(q, ν
′)A˜ab(k− q, ν − ν
′) [n(ν′) + f(ν − ν′)] , (109)
where n(ǫ) = 1/
(
eβǫ − 1
)
is the Bose-Einstein distribution function. Deriving the relations in Eqs.(107)-(109), we
have used the property of the function n(ǫ) of the complex argument: n (iνn + ǫ) = −f (ǫ).
B. DOS functions
The single-particle DOS is related with the imaginary part of the retarded Green function,29 thus we need to
calculate the real-time retarded Green functions, which correspond to the Matsubara Green functions presented in
the previous section. This could be done by the analytical continuation into the upper-half complex semi-plane
(νn > 0) of fermionic frequency modes iνn
G˜Rbb(k, ν) = G˜bb (k, iνn) |iνn→ν+iη , (110)
G˜Raa(k, ν) = G˜aa (k, iνn) |iνn→ν+iη. (111)
The single-particle spectral functions are defined then as
ρ˜bb (k, ν) = −
1
π
Im G˜Rbb(k, ν) =
(
ǫ¯a − t˜k − ν
)2
δ
[(
ν2 +Akν +Bk
)
·
(
ǫ¯a − t˜k − ν
)]
,
(112)
ρ˜aa (k, ν) = −
1
π
Im G˜Raa(k, ν) =
(
ǫ¯b − t˜k − ν
)2
δ
[(
ν2 +Akν +Bk
)
·
(
ǫ¯b − t˜k − ν
)]
,
(113)
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where
Ak = tk + t˜k − ǫ¯a − ǫ¯b (114)
and
Bk = ǫ¯aǫ¯b + 4tt˜ǫ
2(k) − 2t˜ǫ¯aǫ(k)− 2tǫ¯bǫ(k)−∆
2. (115)
2D lattice dispersion ǫ(k) in Eq.(115) is given in Eq.(26). Next, k-summed DOS will be
ρ˜bb (ν) =
1
N
∑
k
ρ˜bb (k, ν) . (116)
ρ˜aa (ν) =
1
N
∑
k
ρ˜aa (k, ν) . (117)
The summations over the wave vectors in Eqs.(116) and (117) can be simplified by introducing the appropriate
DOS function for the 2D square lattice defined in the Section VB in Eq.(52). Then, we have
ρ˜xx (ν) =
∫ +2.0
−2.0
dyρ2D(y)
[
ǫ¯x˜ − t˜(y)− ν
]2√
ξ2(y) + 4∆2
·
{
δ [ν − E+(y)]
|ǫ¯x˜ − t˜(y)− E+(y)|
+
δ [ν − E−(y)]
|ǫ¯x˜ − t˜(y)− E−(y)|
}
. (118)
Here, again t˜(x) = 2t˜x and the energy parameters E±(x), are continuous versions of parameters defined in Eq.(34).
The retarded Green function, which corresponds to the anomalous function defined in Eq.(97) is
F˜Rab(k, ν) = F˜
R
ab (k, iνn) |iνn→ν+iη . (119)
The single-particle excitonic spectral function corresponding to the anomalous Green function is then given by the
relation
ρ˜ab (k, ν) = −
1
π
Im F˜Rab(k, ν) = ∆δ
(
ν2 +Akν +Bk
)
. (120)
The k-summed anomalous DOS for the excitons will be
ρ˜ab(ν) = ∆
{
ρ2D [Λ1(ν)]
|χ1 [Λ1(ν)] |
+
ρ2D [Λ2(ν)]
|χ2 [Λ2(ν)] |
}
, (121)
It has a simpler form than the function in the Eq.(118). The dimensionless parameters Λ1,2(ν) are given by following
expressions
Λ1(ν) =
−
[(
t+ t˜
)
ν −
(
ǫ¯c˜t˜+ ǫ¯f˜ t
)]
+
√[(
t− t˜
)
ν +
(
ǫ¯c˜t˜− ǫ¯f˜ t
)]2
+ 4tt˜|∆|2
4tt˜
, (122)
Λ2(ν) =
−
[(
t+ t˜
)
ν −
(
ǫ¯c˜t˜+ ǫ¯f˜ t
)]
−
√[(
t− t˜
)
ν +
(
ǫ¯c˜t˜− ǫ¯f˜ t
)]2
+ 4tt˜|∆|2
4tt˜
(123)
and the functions χi [Λ1(ν)] (i = 1, 2), in the denominators in the right-hand side in Eq.(121) are given as
χi [Λi(ν)] = 2
(
t+ t˜
)
ν + 8tt˜Λi(ν)− 2
(
ǫ¯at˜+ ǫ¯bt
)
. (124)
Now, turning to the convolution forms of total fermionic and excitonic Green functions in Eqs.(98)-(100), we need
an explicit expression for the phase-bosonic Green function Gz (k, ωn). We will calculate it in the formalism of the
effective phase action given in the quantum rotor model, discussed earlier in Section VI and also in Refs.22 and 23,
where we have derived the effective phase-only action Seff [ϕ] by integrating out the fermions.
The retarded bosonic Green function46 is related to the Matsubara Green function, by the analytical continuation
into the upper-half complex semi-plane (ωn > 0) of complex bosonic frequencies iωn
GRz (k, ω) = Gz(k, iωn)|iωn→ω+iη (125)
21
and the k-summed DOS for bosons reads as
ρz(ω) = −
1
π
∑
k
ImGRz (k, ω). (126)
After non difficult algebraic manipulations and replacing the summation in Eq.(79) by integration with the help of
2D density of states, we have
ρz(ω) = −
U
4
∫ +∞
−∞
dxρ2D (x)
[
δ [ω − κ1(x)]√
µ¯2 + 4UJ (2− x)
+
δ [ω − κ2(x)]√
µ¯2 + 4UJ (2− x)
]
, (127)
where κi(x), i = 1, 2 are given by the following relations
κ1,2(x) = −µ¯±
√
µ¯2 + 4UJ (2− x) (128)
and the stiffness parameter J is given in Eq.(53) in the Section VB. We see that the difference between κ1(x) and
κ2(x) at the condensate mode x = 0 gives exactly the binding energy of a molecule in the BEC limit: Ebind ≈ |2µ¯|
(see also the discussion in the Section IVC). As it could be expected, the bosonic DOS function Eq.(128) is negative
ρz(ω) < 0. This is consistent with the general considerations of the weakly non-ideal Bose gas.
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Now, we are ready to calculate the coherent excitonic DOS functions for normal f and c bands and anomalous
excitonic parts. We have
ρff(ν) = |ψ0|
2 · ρ˜bb(ν)− U
∫ +2
−2
dx
ρ2D(x)
4
√
µ¯2 + 4UJ (2− x)
×
{ρ˜bb (ν − κ1 (x)) · [n (κ1(x)) + f (ν − κ1(x))]+
ρ˜bb (ν − κ2 (x)) · [n (κ2(x)) + f (ν − κ2(x))]} (129)
and
ρcc(ν) = |ψ0|
2 · ρ˜aa(ν) − U
∫ +2
−2
dx
ρ2D(x)
4
√
µ¯2 + 4UJ (2− x)
×
{ρ˜aa (ν − κ1 (x)) · [n (κ1(x)) + f (ν − κ1(x))] +
ρ˜aa (ν − κ2 (x)) · [n (κ2(x)) + f (ν − κ2(x))]} . (130)
For the anomalous excitonic DOS function, we have
ρcf(ν) = |ψ0|
2 · ρ˜ab(ν)− U
∫ +2
−2
dx
ρ2D(x)
4
√
µ¯2 + 4UJ (2− x)
×
{ρ˜ab (ν − κ1 (x)) · [n (κ1(x)) + f (ν − κ1(x))] +
ρ˜ab (ν − κ2 (x)) · [n (κ2(x)) + f (ν − κ2(x))]} . (131)
The DOS functions given in Eqs.(129)-(131) follow the same analytical structure as the excitonic spectral functions
given in Eqs.(107)-(109). First terms, in the right hand sides in Eqs.(129)-(131), represent the coherent condensate
parts of the total DOS functions. As we will see later on, these parts for the normal excitonic DOS functions ρxx(ν)
follow the same behavior as the corresponding incoherent normal DOS functions (with an accuracy given by the factor
|ψ0|
2).5 The second terms in the right hand side in Eqs.(129)-(131) are related to the on-condensate excitations in
the system mediated by the strong bosonic field fluctuations.46 The sign − near these terms comes from the sign of
the pure bosonic DOS function given in Eq.(127).
The numerical evaluations of DOS functions at T = 0 are given in Figs. 9 and 10, for the case t˜ = −0.3t. The blue
curves correspond to the Elliptic form of the noninteracting DOS (see in the Section VB). The dashed lines in red
color, correspond to the semielliptic DOS structure, which corresponds to a Bethe lattice with an infinite number of
nearest neighnors sites and we have
ρ(x) =
√
4− x2/(2π). (132)
The experimental detection of the anomalous DOS function ρcf(ν) is rather a complicated task, for this reason we
present only the normal DOS function calculations for the excitonic
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functions given in Eqs.(129)-(130) we have used an adaptive 21-point integration routine (with an absolute error of
order of 10−4 and with a relative error of order of 10−7) combined with the Wynn ǫ-algorithm.48 We examine the
DOS behavior over the entire BCS-BEC crossover region (i.e., for different values of the Coulomb interaction U). An
artificial Lorentzian broadening η = 0.01 is used in numerical evaluations for the condensate DOS functions ρ˜xx(ν),
and furthermore, for the total coherent DOS functions of f and c - orbitals. Meanwhile, We take the upper-bound
values µmax of the chemical potential solutions (see in the Section IVC). The principal reason of it is that the BEC
transition amplitude ψ0 has no physical solutions along the lower-bound µmin of the chemical potential. On the other
hand, the values µmax are most convenient, because they minimize the Hamiltonian of the system (see in Eq.(1)).
In Fig. 9 we have presented the results for partial DOS functions |ψ0|
2ρ˜xx(ν) at T = 0, given by the first terms in
Eqs.(129) and (130), for b and a electrons. The results are well consistent with the MF calculations in Refs.5 and 13.
In pictures, in Fig. 9, we keep the normalization factor |ψ0|
2, in order to see also its influence on the partial DOS
evaluation, or in other words, to follow the condensate parts of the total DOS functions in Eqs.(129) and (130), which
correspond to the fundamental state k = 0. Different values of the Coulomb interaction parameter U are considered,
starting from the BCS regime (U/t = 2), passing the crossover regime (U/t = 4) and the BEC regime (U/t = 6 and
U/t = 6.9). We see in all pictures here, that a hybridization gap is always present in the DOS spetrum, for both, b
and a bands. The principal reason of it is the non-vanishing Hartree-gap ∆H in the energy spectrum discussed above,
in the Section IVC. The hybridization-gap is proportional to the interaction parameter U . We observe that the peaks
in the DOS become more separated when increasing U . For the very high values of the Coulomb interaction, the
peaked DOS structure disappears completely and the DOS becomes spread along the frequency axis (see the panels
4 and 8 in Fig. 9).
Small values of the hybridization gap (for the case of the small coulomb interaction parameter U) in panels 1 and
5 demonstrate the fact that the system is in the SM (in the excitonic insulating regime) or BCS limit (in the phase
stiffness regime) of the excitonic transition scenario. When augmenting the Coulomb interaction parameter (see the
panels 2 and 6 and panels 3 and 7) the hybridization gap becomes larger, and in this case the system is continuously
passing into the SC or the BEC limit of the transition. Thus the DOS functions plotted in Fig. 9 describes either the
SC-SM transition, or the BCS-BEC crossover mechanism in the system. We observe in the panels 4 and 8 that for
the strong Coulomb interaction case, both bands show nearly the free particle DOS behavior with a single DOS peak.
Thus, in this limit, we have practically free conduction band electrons and valence band holes and the EI state, or
the excitonic condensate are completely absent.
Meanwhile, the strong bosonic fluctuations effects are given in the right hand panels in Fig. 10, where the full,
coherent DOS structures are shown.
In Fig. 10, we give the numerical calculation results for the total DOS function ρ˜(ν) = ρ˜aa(ν) + ρ˜bb(ν) with a
precision given by the factor |ψ0|
2 (see the left panels in Fig. 10), and also the results for the total phase coherent
DOS function ρcoh(ν) = ρff(ν) + ρcc(ν) (see in Eqs.(129) and (130) and right panels 4-6 in Fig. 10).
Contrary to the purely condensate DOS structures given in Fig. 9 and in the panels 1-3 in Fig. 10, the full
coherent DOS function ρcoh(ν) shows completely different behavior. We see in panels 4-6 that the hybridization gap
is completely absent for all values of the Coulomb interaction parameter and the DOS amplitude is largely reduced.
In the BCS limit (U/t = 2), the phase coherent DOS function takes also the negative values. This is due to the strong,
bosonic fluctuation effects for the very small Coulomb interaction values (see the panel 4). For the medium and strong
values of the Coulomb interaction parameter (U/t = 4, and U/t = 6), DOS functions are positive for all frequency
modes and the bosonic fluctuation effects are stabilizing (see the panels 5 and 6). We see, also, in panels 5 and 6,
that the hybridization gap is disappearing and strong coherence effects reduce the DOS amplitude in comparison with
the behavior of the total condensate DOS |ψ0|
2ρ˜(ν). The reason about this gapless DOS behavior in the medium
and strong interaction limits is related to the phase coherence effects between f and c bands and which is due to the
presence of the phase stiffness mechanism considered here. In difference with the condensate DOS functions, we have
always a finite number of states for all values of the frequency modes: ρcoh(ν) 6= 0 (see the right panels in Fig. 10)).
We observe also that the bosonic phase coherence effects occur mainly in the region of the hybridization gap of the
system without the phase stiffness, fulfilling it with a finite number of states smaller in amplitude than the excitonic
formation peaks in the outermost sides of the hybridization region.
The EI order parameter is not identical with the single-particle gap, especially in the BEC regime, thus the
experimental evidence of the EI state or the BEC of excitons could be signaled only as the spontaneous hybridization
between the valence and conduction bands (remember that in the coherent excitonic phase stiffness regime the
normal DOS behavior is the same as in the case of the incoherent situation, and only the DOS amplitudes are
affected). Therefore, as the experimentally accessible quantities, we have the partial DOS functions ρ˜xx(ν). In fact,
the direct experimental measurement of the excitonic density of states is rather a difficult task, which asks highly
refined experimental techniques. We suggest that the condensate parts of the DOS functions given by the first terms
in the right-hand sides of Eqs.(129) and (130) could be experimentally verified by analyzing of the transmittance and
photoluminescence excitation (PLE) spectra.49 Using the optics relations in the case of the quasi -2D thin film on a
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transparent substrate, one can obtain the absorption spectrum from the measured transmittance one. Furthermore,
the analysis of the absorption spectra will provide a way to determine the partial excitonic DOS. Here, a special
attention has to be paid when preparing the sample for the measurement. For the DOS spectra modeling procedure,
the fitting parameters have to be taken into account, such, like the width of the nanocrystal size distribution (which
is usually taken as Gaussian), the broadening parameter, and the thickness of the film.50 Let mention also that it is
very difficult to extract the exciton density of states from only the photoluminescence (PL) line shapes (with a fixed
photon energy), since the origin of the Stokes shift and PL line broadening.51 The measurement by the PL technique
of the real absorption for the partial DOS is thus problematic, because of the scattering and further effects. In the
conventional PLE technique, the fixed photon energy is changed into the excitation energy and PLE spectroscopy
could be an alternative solution of that problem, assuming that the photoexcited e-h pairs always end-up at the lowest
energy states. The spectrum measured by the PLE techniques is strongly correlated to the absorption spectrum of
the sample.
Meanwhile, in order to measure the total coherent excitonic density of states given in Eqs.(129) and (130) we suggest
the sensible techniques of integrated photoluminescence excitation (IPLE). The direct measurement of the coherent
DOS by PLE techniques would be difficult in this case, due to the thickness of the sample and significant extinction
caused by the film inhomogeneities. The IPLE spectrum, arising from the integration of the excitonic PL lineshape,
gives a very good estimate for the shapes of the absorption spectrum, taking into account also the absorption spectra
for higher energies.
VIII. SUMMARY AND OUTLOOK
We considered the problem of excitonic condensation in the 2D solid state system. The spinless extended Falicov-
Kimball model was applied within the functional path integral formalism. We have shown that the electron operator
factorization gives the possibility to handle the problem of excitonic phase transitions, in the strongly correlated
electron systems, in a systematic self-consistent manner. We have shown that there exists an excitonic insulator
phase transition, mediated by the local Coulomb interaction between the two solid state bands. We have calculated
the local excitonic order parameter ∆, and the critical temperature TEI of the excitonic pair formation, thus describing
the stability region of the insulator state in the excitonic system. In the midst of calculations, we give the energy
scale evaluations of all important physical parameters entering into the system.
Furthermore, we integrate out the fermionic variables and we consider the nonlocal nearest neighbors excitonic
correlations. We have shown that there is a finite phase stiffness parameter between the pairs, which manage the
straightness of the phase-phase correlations in the system. We have calculated it in the quantum rotor description
and we evaluate the phase stiffness parameter numerically. Considering the Bogoliubov displacement operation in the
bosonic sector of our complex formalism, we have separated the excitonic condensate mode from the on-condensate
excitations. As a consequence, we have obtained the analytical forms of the excitonic spectral functions and density of
states. The probability function of the exciton condensate transition has been calculated numerically for the hopping
parameter t˜ = −0.3t and at zero temperature. We have shown that the physical solutions for the condensate transition
amplitude are given by the maximal values of the upper bound of the chemical potential obtained in the excitonic
insulator phase.
We have calculated the normal DOS functions for the f and c bands by considering the elliptic and Bethe type
(with an infinite coordination number) of the noninteracting DOS structures. Meanwhile, The excitonic DOS function
is evaluated analytically, and physical meaning of the obtained formula is explored. We have shown that there is a
finite hybridization gap in the condensate normal DOS spectra, which is proportional to the Coulomb interaction
parameter U . We have shown that for the small values of U the hybridization gap is very small, thus the system
is in the SM limit (or the BCS limit for the phase stiffness regime). For the intermediate and strong values of the
Coulomb interaction parameter, the hybridization gap increases and the system passes into the SC state (or the BEC
limit for the phase stiffness regime). Thus, from the DOS structure we prove the existence of the SM-SC transition
(or BCS-BEC crossover for the phase stiffness regime) in the pure 2D excitonic system.
Furthermore, we evaluated numerically the DOS functions in the regime of the phase stiffness (which we call also
the condensate regime). Notice, that the phase coherent DOS is different in our case from the DOS given in the sense
of the bands hybridization discussed above, and by the phase coherence we do not understand here just a possible
direct hybridization between the f and c bands, but rather a phase stiffness mechanism governed by the nonlocal
excitonic pair correlations. We have shown that for the total phase coherent DOS structures the hybridization gap is
disappearing totally and the DOS structure shows a gapless behavior for all values of the Coulomb interaction U/t.
The strong coherence effects, and strong bosonic field fluctuations fulfill the region of the hybridization gap and lead
also to a significant decrease of the DOS amplitude for the case of the intermediate and strong values of the Coulomb
interaction.
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FIG. 9: (Color online) Condensate DOS functions |ψ0|
2ρ˜bb and |ψ0|
2ρ˜aa for different values of the Coulomb
interaction parameter U/t and for the case T = 0. The case t˜ = −0.3t is considered here. The panels 1-4 or 5-8 in
the figure show the SM-SC transition or the BCS-BEC crossover in the system of excitons.
For a quasi-2D GaAs/AlGaAs quantum well structure, we have evaluated numerically the relevant energy scales
present in our model, such as the Hartree gap (for different regimes of the Coulomb interaction U/t), the excitonic
pairing gap and the critical temperature of the excitonic insulator phase transition. The results agree quantitatively
well the previous VCA and HFA results.5–7 Furthermore, we have also evaluated the excitonic phase stiffness parameter
for the given heterostructure and we get a very small value for J : J ≈ 20 mK.
Summarizing the obtained results and parallelizing the discussed formalism with the previous results, it is still
very hard to answer the question, whether the excitonic condensation in the 2D system takes place at the same time
with the development of the excitonic pair formation EI region. For a 3D case, we already know22,23 that this is
not the case, and the excitonic condensate phase and the EI state are two different states of the matter, and the
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FIG. 10: (Color online) Total DOS |ψ0|
2ρ˜(ν) (left panels) and total phase coherent DOS function ρcoh(ν) (right
panels) for different values of the Coulomb interaction parameter U/t (U/t = 2, U/t = 4, U/t = 6) and for the case
T = 0. The case t˜ = −0.3t is considered here.
critical temperatures corresponding them are different. Recently, we have shown21 that at very low temperatures, the
particle phase stiffness in the pure-2D excitonic system, governed by the nonlocal cross correlations, is responsible
for the vortex-antivortex binding phase-field state, known as the Berezinskii-Kosterlitz-Thouless superfluid state, and
the critical temperature of this transition is found very small.21
However, it is fundamental to clarify also, whether the excitonic BEC transition temperature is coinciding with the
critical temperature of the excitonic superfluid phase transition, and for this, the quasi-2D system of excitons should
be considered and the inter-layer exciton correlations should be properly included. We will consider this subject in
the near future.
Appendix A: The action Sλ [z¯, z]
The action in Eq.(58) is quartic in unimodular z-field and could be decoupled with the help of the MF-like decoupling
procedure
[z¯ (rτ) z (r′τ) + c.c.]
2
→ 4 〈z¯ (rτ) z (r′τ)〉 [z¯ (rτ) z (r′τ) + c.c.] (A1)
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Then we get
SJ [z¯, z] = −2gBJ
∫ β
0
dτ
∑
〈r,r′〉
z¯(rτ)z(r′τ). (A2)
Now we will derive the action given in Eq.(61). We start with the partition function given in Eq.(35). We introduce
the Fadeev-Popov resolution for the delta functions in Eq.(35) by introducing the bosonic ghost-fields η(rτ) and η¯(rτ)
as
δ(z − eiϕ(rτ)) =
∫
[Dη¯] ei
∫
β
0
dτ
∑
r
η¯(rτ)(z−eiϕ(rτ)), δ(z¯ − e−iϕ(rτ)) =
∫
[Dη] ei
∫
β
0
dτ
∑
r
η(rτ)(z¯−e−iϕ(rτ)). (A3)
Then we write
ei
∫
β
0
dτ
∑
r
η¯(rτ)(z−eiϕ(rτ)) = lim
N→∞
N∏
n=1
∏
r
eiǫnη¯(rτ)(z−e
iϕ(rτ)) =
= lim
N→∞
N∏
n=1
∏
r
eiǫnη¯(rτ)z(rτ)
[
1− iǫnη¯(rτ)e
iϕ(rτ) +
1
2!
(
−iǫnη¯(rτ)e
iϕ(rτ)
)2
+
1
3!
(
−iǫnη¯(rτ)e
iϕ(rτ)
)3
+ ...
]
.
(A4)
We can write also an analogue expression for the exponential ei
∫
β
0
dτ
∑
r
η(z¯−e−iϕ(rτ)). Thereby, we have
ei
∫
β
0
dτ
∑
r
η¯(z−eiϕ(rτ))ei
∫
β
0
dτ
∑
r
η(rτ)(z¯−e−iϕ(rτ)) = lim
N→∞
N∏
n,m=1
∏
r,r′
[
1 +
(
−iǫnη¯(rτ)e
iϕ(rτ)
)(
−iǫmη(r
′τ ′)e−iϕ(r
′τ ′)
)
+
(
1
2!
)2 (
−iǫnη¯(rτ)e
iϕ(rτ)
)2 (
−iǫmη(r
′τ ′)e−iϕ(r
′τ ′)
)2
+ ...
]
ei
∫
β
0
dτ
∑
r
η¯(rτ)z(rτ)ei
∫
β
0
dτ
∑
r
z(rτ)η(rτ). (A5)
We put now the expression in Eq.(A5) into the partition function in Eq.(59) and we integrate out the phase variables
ϕ (rτ)
Z = lim
N→∞
N∏
n,m=1
∏
r,r′
∫
[Dλ] [Dz¯Dz] e
2gBJ
∫
β
0
dτ
∑
〈r,r′〉 z¯(rτ)z(r
′τ)
ei
∫
β
0
dτ
∑
r
λ(|z(rτ)|2−1) ×
×

1− 1
1!
η¯(rτ)η(r′τ ′)ǫnǫm
〈
ei[ϕ(rτ)−ϕ(r
′τ ′)]
〉
1!
+
1
2!
η¯2(rτ)η2(r′τ ′)ǫ2nǫ
2
m
〈
ei2[ϕ(rτ)−ϕ(r
′τ ′)]
〉
2!
−
−
1
3!
η¯3(rτ)η3(r′τ ′)ǫ3nǫ
3
m
〈
ei3[ϕ(rτ)−ϕ(r
′τ ′)]
〉
3!
+ ...

 . (A6)
The phase averages in Eq.(A6) are given as
〈
ein[ϕ(rτ)−ϕ(r
′τ ′)]
〉
=
∫
[Dϕ] e−S0[ϕ]ein[ϕ(rτ)−ϕ(r
′τ ′)]∫
[Dϕ] e−S0[ϕ]
. (A7)
On the other hand, we can decouple the expression
〈
ein[ϕ(rτ)−ϕ(r
′τ ′)]
〉
using the MF like cumulant averaging procedure
and we obtain
〈
ein[ϕ(rτ)−ϕ(r
′τ ′)]
〉
=
〈
ei[ϕ(rτ)−ϕ(r
′τ ′)]
〉
n!. Then, we rewrite the expression in Eq.(A6) in the simplest
form
Z =
∫
[Dλ] [Dz¯Dz] [Dη¯Dη] e
2gBJ
∫
β
0
dτ
∑
〈r,r′〉 z¯(rτ)z(r
′τ)
ei
∫
β
0
dτ
∑
r
λ(|z(rτ)|2−1) ×
×e−
∑
r,r′
∫
β
0
dτ
∫
β
0
dτ ′η¯(rτ)γ(rτ,r′τ ′)η(r′τ ′)+i
∫
β
0
dτ
∑
r
η¯(rτ)z(rτ)+i
∫
β
0
dτ
∑
r
z¯(rτ)η(rτ), (A8)
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where we introduced the phase-phase correlation function γ (rτ, r′τ ′) =
〈
ei[ϕ(rτ)−ϕ(r
′τ ′)]
〉
. Now, we integrate out the
bosonic η-field, by employing the HS complex transformation for bosons∫
1
N
∏
i
dζ¯idζie
−
∑
ij ζ¯iA
−1
ij ζj+
∑
i[z¯iζi+ziζ¯i] =
[
detA−1
]−1
e
∑
ij z¯iAijzj , (A9)
we get ∫
[Dη¯Dη] e−
∑
r,r′
∫
β
0
dτ
∫
β
0
dτ ′η¯(rτ)γ(rτ,r′τ ′)η(r′τ ′)+i
∫
β
0
dτ
∑
r
η¯(rτ)z(rτ)+i
∫
β
0
dτ
∑
r
z¯(rτ)η(rτ) ≈
≈ e−
∑
r,r′
∫
β
0
dτ
∫
β
0
dτ ′z¯(rτ)γ−1(rτ,r′τ ′)z(r′τ ′). (A10)
For the partition function in Eq.(A8) we have
Z =
∫
[Dλ] [Dz¯Dz] e
2gBJ
∫
β
0
dτ
∑
〈r,r′〉 z¯(rτ)z(r
′τ)
ei
∫
β
0
dτ
∑
r
λ(|z(rτ)|2−1)e−
∑
r,r′
∫
β
0
dτ
∫
β
0
dτ ′z¯(rτ)γ−1(rτ,r′τ ′)z(r′τ ′) (A11)
or, similarly,
Z =
∫
[Dλ] [Dz¯Dz] e−
∑
r,r′
∫
β
0
dτ
∫
β
0
dτ ′z¯(rτ)G−1z (rτ,r
′τ ′)z(r′τ ′), (A12)
where G−1z (rτ, r
′τ ′) is the inverse of the real-space bosonic Green-function
G−1z (rτ, r
′τ ′) = −2gBJδ(τ − τ
′)δ(r− r′ − d) + λδ (r− r′) δ(τ − τ ′) + γ−1(rτ, r′τ ′). (A13)
In fact, the phase-phase correlation function γ (rτ, r′τ ′) has the form
γ (rτ, r′τ ′) = δ (r− r′) e
−U
β
∑∞
n=1
1−cos[ωn(τ−τ′)]
ω2n
∑
{m}
e−
Uβ
4 [m(r)−
2µ¯
U ]
2
−U2 (m−
2µ¯
U )(τ−τ
′), (A14)
where {m} forms an infinite set of U(1) winding numbers (see the Section II B). Transforming the z-variables into the
Fourier space (see the Section VIA), we can write the partition function in Eq.(A12) as
Z =
∫
[Dλ] [Dz¯Dz] e−
1
βN
∑
k,ωn
z¯(kωn)G
−1
z (k,ωn)z(kωn) (A15)
and now G−1z (k, ωn) is
G−1z (k, ωn) = γ
−1(ωn)− 4gBJ − λ, (A16)
where γ−1(ωn) is the inverse of the Fourier transformation γ(ωn) of γ(τ − τ
′) given in Eq.(64), in the Section VIA.
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