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(1). $\varphi(w)$
$W_{0}= \{w\in \mathrm{R}^{d};\int q(x)f(x,w)dx=0, \varphi(w)>0\}$
(2). $W_{0}$ $w_{0}$ $w_{0}$ $\mathcal{U}$ $d$












. $n$ $nG_{n}$ $G^{*}$
$\lim_{narrow\infty}E[nG_{n}]=E[G^{\mathrm{c}}]=\lambda_{1}$
$\lambda_{1}$ $h=(h_{1}, \ldots, h_{d}),$ $k=(k_{1}$ , ..., $k_{d})$
$\lambda_{1}=\min_{:=1}^{d}(\frac{k_{i}+1}{h_{i}})$





$g(\mathrm{O})=0,$ $g(1)=G_{n}$ $ng(1)$ $E[ng(1)]$
$ng(1)$ $=$ $\int_{0}^{1}ng’(\beta)d\beta$
$\int_{0}^{1}d\beta E_{X}[\frac{\int nf(X,w)\exp(-\beta f(X,w)-K_{n}(w))\varphi(w)dw}{\int\exp(-\beta f(X,w)-K_{n}(w))\varphi(w)dw}]$
$A_{n}(\beta)$ $=$ $\int nf(X,w)\exp(-\beta f(X,w)-K_{n}(w))\varphi(w)dw$






$A_{n}(\beta)$ $=$ $\sum_{\alpha}\int_{[0,1]^{\mathrm{d}}}nu^{k}a(X,u)e^{-\beta u^{k}a(X,u)-nu^{2k}-\Gamma nu^{\mathrm{k}}\psi.\langle u)}b(u)u^{h}du$
$B_{n}(\beta)$ $=$ $\sum_{\alpha}\int_{[0,1]^{d}}e^{-\beta u^{k}a\langle X,u)-nu^{2h}-\sqrt{n}u^{k}\psi_{n}(u)}b(\mathrm{u})u^{h}du$
$a(x, u),b(u),$ $k,$ $h$ $\alpha$
$0<\beta^{*}<\beta$
$\frac{A_{n}(\beta)}{B_{n}(\beta)}$ $=$ $-n \frac{B_{n}(\beta)’}{B_{n}(\beta)}$
$=$ $-n \frac{B_{n}(0)’}{B_{n}(0)}-\beta n(\frac{B_{n}(0)’}{B_{n}(0)})’-\frac{\beta^{2}n}{2}(\frac{B_{n}(\beta)’}{B_{n}(\beta)}..)’’$
$=$ $-n \frac{B_{n}(0)’}{B_{n}(0)}-\beta n\frac{B_{n}(0)’’}{B_{n}(0)}+\beta n(\frac{B_{n}(0)’}{B_{n}(0)})^{2}-\frac{\beta^{2}n}{2}(\frac{B_{n}(\beta^{s})’}{B_{n}(\beta^{*})})’’$







$E_{X}( \frac{\sqrt{n}B_{n}(0)’}{B_{n}(0)})^{2}=E_{X}(\frac{\sum_{\alpha}\int dua(X,u)\sqrt{n}u^{k}e^{-nu^{2k}+\sqrt{n}u^{k}\psi_{n}(u)}b(u)u^{h}}{\sum_{\alpha}\int due^{-nu^{2h}+\sqrt{n}u^{k}\psi_{n}(u)b(u)u^{h}}})^{2}$
[1] 46 $\lambda,$ $\mu$
$A_{n}^{0}$ $=$ $\sum_{\alpha}c_{0}\int dt\int dyy^{\mu}a(X,y)t^{\lambda}e^{-t+tt\psi_{n}(0,\mathrm{y})}$
$B_{n}^{0}$ $=$ $\sum_{\alpha}\mathrm{c}_{0}\int dt\int dyy^{\mu}t^{\lambda-1}e^{-t+\sqrt{t}\psi_{n}(0,y)}$
$a_{n}=(\log n)^{t-1}/n^{\lambda}$
$C_{n}$ $=$ $(\sqrt{n}B_{n}(0)’-a_{n}A_{n}^{0})\log n$




[1] (4.21) 45 $C_{n}/B_{n}(0)$ $A_{n}^{0}D_{n}/B_{n}(0)B^{0}l$
$\exp((\alpha/2)\sup_{w}\psi_{n}(\mathrm{u})^{2})$ $\sup_{w}(\partial\psi)_{n}(u)^{2}$ $0$ $E_{X}( \frac{\sqrt\overline{n}B_{n}(0)’}{B_{n}(0)})$
$\psi_{n}$ $ng(1)$
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