Rook-by-rook rook theory: Bijective proofs of rook and hit equivalences  by Loehr, Nicholas A. & Remmel, Jeffrey B.
Advances in Applied Mathematics 42 (2009) 483–503Contents lists available at ScienceDirect
Advances in Applied Mathematics
www.elsevier.com/locate/yaama
Rook-by-rook rook theory: Bijective proofs of rook
and hit equivalences
Nicholas A. Loehr a,∗, Jeffrey B. Remmel b,1
a Department of Mathematics, Virginia Tech, 460 McBryde Hall, Blacksburg, VA 24061-0123, USA
b Department of Mathematics, University of California, San Diego, La Jolla, CA 92093-0112, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 16 January 2008
Accepted 4 September 2008
Available online 7 January 2009
MSC:
primary 05A15
secondary 05A19, 05A30
Keywords:
Rook equivalence
Hit equivalence
Involution principle
q-Analogues
Suppose μ and ν are integer partitions of n, and N > n. It is well
known that the Ferrers boards associated to μ and ν are rook-
equivalent iff the multisets [μi + i : 1 i  N] and [νi + i : 1 
i  N] are equal. We use the Garsia–Milne involution principle to
produce a bijective proof of this theorem in which non-attacking
rook placements for μ are explicitly matched with corresponding
placements for ν . One byproduct is a direct combinatorial proof
that the matrix of Stirling numbers of the ﬁrst kind is the inverse
of the matrix of Stirling numbers of the second kind. We also prove
q-analogues and p,q-analogues of these results. We also use the
Garsia–Milne involution principle to show that for any two rook
boards B and B ′, if B and B ′ are bijectively rook-equivalent, then B
and B ′ are bijectively hit-equivalent.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Rook theory was ﬁrst introduced by Kaplansky and Riordan [17] and has been studied subsequently
by many authors [1,6,9,11,12,19]. Rook theory investigates the ways in which a collection of rooks
may be placed on a board such that no two rooks attack each other. More formally, a board is
a ﬁnite subset of P × P where P is the set of positive integers. Let Sqn denote the n × n board
{1, . . . ,n} × {1, . . . ,n}. If B ⊆ Sqn , then there are two sequences of numbers r0(B), . . . , rn(B) and
h0,n(B), . . . ,hn,n(B) that can be associated with B . A placement of k rooks on a board B is a k-element
subset of B; and such a placement P is called non-attacking iff no two elements of P have the same
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ﬁrst or second coordinate. We visualize B as a collection of unit squares in the plane, with a rook
occupying each square in the subset P . The non-attacking condition means that no two rooks lie in
the same row or column of B . Given a board B and an integer k  0, let Rk(B) denote the set of all
placements of k non-attacking rooks on B . The number rk(B) = |Rk(B)| is called the kth rook number
of B , and the polynomial
RB(x) =
∑
k0
rk(B)x
k ∈ Z[x]
is called the rook polynomial of B . Two boards B and B ′ are called rook-equivalent iff RB(x) = RB ′ (x)
iff rk(B) = rk(B ′) for all k  0. Each permutation σ = σ1 · · ·σn in the symmetric group Sn can be
identiﬁed with the non-attacking rook placement {(σi, i): i = 1, . . . ,n} in Sqn . We then let Hk,n(B)
denote the set of σ ∈ Sn such that |σ ∩ B| = k and hk,n(B) = |Hk,n(B)|. The number hk,n(B) is called
the kth hit number of B relative to n and the polynomial
HB,n(x) =
n∑
k=0
hk,n(B)x
k ∈ Z[x]
is called the hit polynomial of B relative to n. Two boards B and B ′ are called hit-equivalent relative
to n iff HB,n(x) = HB ′,n(x) iff hk,n(B) = hk,n(B ′) for all 0 k  n. Kaplansky and Riordan [17] proved
that
n∑
k=0
hk,n(B)x
k =
n∑
k=0
rk(B)(n − k)!(x− 1)k (1)
from which it follows that whenever B, B ′ ⊆ Sqn , B and B ′ are hit-equivalent relative to n iff B and
B ′ are rook-equivalent.
Given any sequences of non-negative integers b1, . . . ,bn such that bi  n for all i, we let
F (b1, . . . ,bn) denote the board which consists of the lowest bi squares in column i for i = 1, . . . ,bn .
A Ferrers board is a board of the form F (b1, . . . ,bn) where 0  b1  · · ·  bn . For example, Fig. 1
pictures a rook placement in R4(B) where B is the Ferrers board F (0,0,0,1,3,4,4,7) on the
left. On the right of Fig. 1, we have pictured the rook placement determined by the permutation
σ = 8 3 7 4 2 5 1 6 which is an element of H3,8(B). If B = F (b1, . . . ,bn) is Ferrers board, then we
let μ be the partition that results by reading the non-zero entries of bn,bn−1, . . . ,b1. For example, if
B is the Ferrers board F (0,0,0,1,3,4,4,7), then μ = (7,4,4,3,1).
It is a result of Goldman, Joichi, and White [11] that if B = F (b1, . . . ,bn) and B ′ = F (b′1, . . . ,b′n) are
Ferrers boards, then B and B ′ are rook-equivalent if and only if the multisets {bi −(i−1): i = 1, . . . ,n}
and {b′i − (i − 1): i = 1, . . . ,n} are equal. For details, see [11] and Section 2.4 of [20]. The ﬁrst goal
of this paper is to give a bijective proof of this result based on the Garsia–Milne involution principle.
N.A. Loehr, J.B. Remmel / Advances in Applied Mathematics 42 (2009) 483–503 485The classic treatment of rook-equivalence in [11], while elegant and beautiful, does not lead directly
to such bijections. Some of the beneﬁts of the present approach are:
(a) our bijections between rook placements emerge automatically by applying the involution princi-
ple to a very simple involution;
(b) our method illuminates the connection between the rook-equivalence criterion and symmetric
functions;
(c) our involutions specialize to prove that the two matrices of Stirling numbers are mutual inverses;
(d) our analysis generalizes immediately to q-analogues and p,q-analogues of rook numbers and
Stirling numbers.
In principle, an alternative bijective proof of this result can be found in [6]. That is, Foata and
Schützenberger [6] proved that every Ferrers board is rook-equivalent to a unique strictly increasing
Ferrers board, i.e. a board of the form F (b1, . . . ,bn) where the non-zero entries of the sequence
b1, . . . ,bn are strictly increasing. In fact, Foata and Schützenberger showed that one can apply a series
of what they termed (k,k′)-transformations to produce a sequence of rook-equivalent boards, B =
B1, . . . , Bs such that Bs is a strictly increasing Ferrers board. One can show that each of the (k,k′)-
transforms gives rise to bijection between the corresponding rook placements Rk(B) and Rk(B ′) for
any 0 k n. It follows that for any Ferrers board B , there is bijection between Rk(B) and Rk(B∗) for
any 0 k n where B∗ is the unique strictly increasing Ferrers board which is rook-equivalent to B .
Thus, in principle, there is a bijection between any Rk(B) and Rk(B ′) for any two rook-equivalent
boards. Our method is simpler than the Foata–Schützenberger method in that the involutions that
we need to apply the involution principle are extremely easy to deﬁne. However, in both cases, it
is essentially impossible to give direct, non-iterative descriptions of the resulting bijections between
Rk(B) and Rk(B ′).
The second goal of this paper is to show that if two boards B and B ′ contained in Sqn are rook-
equivalent and we have bijections φk : Rk(B) → Rk(B ′) for k = 0, . . . ,n, then we can use the Garsia–
Milne involution principle to construct bijections θk : Hk,n(B) → Hk,n(B ′) for k = 0, . . . ,n. In this case,
we do not have to restrict ourselves to Ferrers boards since our deﬁnitions work for arbitrary boards.
Thus, given a bijective proof of the rook-equivalence of B and B ′ , we can lift such a bijective proof to
a bijective proof of the hit-equivalence of B and B ′ .
The rest of the paper is organized as follows. Section 2 reviews some relevant background mate-
rial from rook theory. Section 3 constructs involutions and bijections that give a completely bijective
solution to the rook-equivalence problem. In Section 4, we show how we can bijectively prove the
hit-equivalence of two boards B and B ′ for which we have a bijective proof of the rook-equivalence of
B and B ′ . In Section 5, we consider the q-analogues and p,q-analogues of our results for on bijective
rook-equivalence. Finally, in Section 6, we shall make a few comments about possible extensions of
our work.
2. Review of rook theory
This section recalls some well-known facts about symmetric functions, Stirling numbers, and rook
theory, mostly without proof. More details can be found in standard references such as [20].
2.1. Symmetric functions
A polynomial f (x1, . . . , xN ) is called a symmetric function of N variables iff
f (xτ (1), . . . , xτ (N)) = f (x1, . . . , xN )
for all permutations τ of {1,2, . . . ,N}. If [a1, . . . ,aN ] and [b1, . . . ,bN ] are equal multisets (which
means that the sequences (a1, . . . ,aN) and (b1, . . . ,bN ) are rearrangements of one another), then
f (a1, . . . ,aN ) = f (b1, . . . ,bN ) ( f symmetric). (2)
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hk(x1, . . . , xN) =
∑
1i1i2···ikN
xi1xi2 · · · xik .
For 1 k N , the kth elementary symmetric function in N variables is deﬁned by
ek(x1, . . . , xN ) =
∑
1i1<i2<···<ikN
xi1xi2 · · · xik . (3)
We set h0 = e0 = 1 and ek(x1, . . . , xN ) = 0 for k > N .
These symmetric functions satisfy the following recurrences:
hk(x1, . . . , xN ) = hk(x1, . . . , xN−1) + xNhk−1(x1, . . . , xN ) (k,N > 0);
ek(x1, . . . , xN ) = ek(x1, . . . , xN−1) + xNek−1(x1, . . . , xN−1) (k,N > 0).
Moreover,
N∏
i=1
(x− ai) =
N∑
j=0
(−1) je j(a1, . . . ,aN)xN− j . (4)
2.2. Stirling numbers of the second kind
For all integers n,k  0, let S(n,k) be the number of ways to partition an n-element set into k
disjoint, non-empty blocks. S(n,k) is called a Stirling number of the second kind. These numbers satisfy
the recurrence
S(n,k) = S(n − 1,k − 1) + kS(n − 1,k) (n,k > 0)
with initial conditions S(0,0) = 1 and S(m,0) = 0 = S(0,m) for m > 0. Comparing recurrences, one
easily shows that
S(n,k) = hn−k(1,2, . . . ,k).
There is also a rook-theoretic interpretation of Stirling numbers. For all n  1, let n denote the
Ferrers board of the partition (n − 1,n − 2, . . . ,2,1,0). Then
S(n,k) = rn−k(n), (5)
which is the number of ways of placing n − k non-attacking rooks on a triangular board with n − 1
cells in the longest column. As before, one can prove this by showing that the rook numbers in
question satisfy the same recurrence as the Stirling numbers.
Deﬁne the falling factorial polynomials by setting (x)↓0 = 1 and (x)↓n = x(x−1)(x−2) · · · (x−n+1)
for all integers n > 0. These polynomials form a basis for the polynomial ring R[x], which is related to
the usual monomial basis {xn: n 0} via the Stirling numbers. More precisely, we have the polynomial
identity (Eq. (24d) in [20])
xn =
n∑
k=0
S(n,k)(x)↓k (n 0). (6)
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For all integers n,k  0, let c(n,k) be the number of permutations of an n-element set consisting
of k disjoint cycles. Deﬁne s(n,k) = (−1)n−kc(n,k). The number c(n,k) (resp. s(n,k)) is called an
unsigned (resp. signed) Stirling number of the ﬁrst kind. These numbers satisfy the recurrence
c(n,k) = c(n − 1,k − 1) + (n − 1)c(n − 1,k) (n,k > 0)
with initial conditions c(0,0) = 1 and c(m,0) = 0 = c(0,m) for m > 0. Comparing recurrences, one
easily shows that
c(n,k) = en−k(1,2, . . . ,n − 1); (7)
s(n,k) = en−k
(−1,−2, . . . ,−(n − 1))= (−1)n−ken−k(1,2, . . . ,n − 1).
One may show that c(n,k) is the number of ways of placing n − k rooks on the board n such that
every rook occupies a distinct column; this follows by analyzing recursions or by inspection of (7).
Furthermore, we have the polynomial identity
(x)↓n =
n∑
k=0
s(n,k)xk (n 0). (8)
Let S = (S(i, j))i, j0 and s = (s(i, j))i, j0. Comparison of (6) and (8) shows that the inﬁnite lower-
triangular matrices S and s are inverses of each other. In other words, for all i, j  0,
∑
k0
S(i,k)s(k, j) = δi, j =
∑
k0
s(i,k)S(k, j).
2.4. Factorization theorem for Ferrers boards
Goldman, Joichi, and White [11] proved the following fundamental theorem concerning the rook
numbers of Ferrers boards.
Theorem 1. Suppose μ is a partition and N is large enough that F(μ) ⊆ SqN . Then
∑
k0
rk(μ)(x)↓N−k =
N∏
j=1
(
x+ μ j − (N − j)
) ∈ R[x]. (9)
We sketch the proof. It suﬃces to prove the polynomial identity (9) for each positive in-
teger x. Fix such an x. Suppose that μ = (μ1  · · ·  μN ) and consider the Ferrers board
F (μN ,μN−1, . . . ,μ1). Let Fx(μN ,μN−1, . . . ,μ1) be the board that results by adding x rows of
length N below Fx(μN ,μN−1, . . . ,μ1). Let Pμ,x denote the set of all placements of N non-attacking
rooks in Fx(μN ,μN−1, . . . ,μ1). We claim that (9) arises from two different ways to compute |Pμ,x|.
First consider the number of ways to place a rook in each column reading from left to right. There
are x+ μN ways to place the rook in the ﬁrst column. Having placed rooks in the ﬁrst i − 1 columns
there are x+ μN−(i−1) − (i − 1) ways to place the rook in the ith column. Thus
|Pμ,x| =
N∏
j=1
(
x+ μ j − (N − j)
)
.
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n−k rooks in the x rows that we added. There are rk(μ) ways to place the k rooks in F(μ). For each
such placement of k rooks in F(μ), one can place the remaining rooks in the unused columns, one
at a time from left to right, always placing rooks in the additional x rows. The number of available
choices at each stage is x, x − 1, . . . , x − N − k − 1, respectively. Thus the number of placements in
Pμ,x with exactly k rooks in F(μ) is rk(μ)(x)↓N−k . Hence
|Pμ,x| =
∑
k0
rk(μ)(x)↓N−k.
Corollary 2. Suppose μ,ν are partitions of n and N > n. Then μ and ν are rook-equivalent iff the multisets
[μi + i : 1 i  N] and [νi + i : 1 i  N] are equal.
Proof. The conditions in the following list are all logically equivalent:
μ and ν are rook-equivalent;
rk(μ) = rk(ν) for 0 k N;∑
k0
rk(μ)(x)↓N−k =
∑
k0
rk(ν)(x)↓N−k (by linear independence of the falling factorial polynomials);
N∏
j=1
(
x+ μ j − (N − j)
)= N∏
j=1
(
x+ ν j − (N − j)
)
(by the factorization theorem);
[
μ j − (N − j) : 1 j  N
]= [ν j − (N − j) : 1 j  N] (by unique factorization in R[x]);
[μ j + j : 1 j  N] = [ν j + j : 1 j  N] (by shifting the multisets). 
3. Bijective development
Although the proof of Theorem 1 is quite combinatorial, the proof of the corollary invokes the
linear independence of the polynomials (x)↓n . Hence, there is no obvious way to translate this cal-
culation into a bijection between rook placements for μ and rook placements for ν . We address this
problem in this section.
3.1. Formula for rook numbers
The starting point for our bijective treatment of rook theory is the following formula for rook
numbers.
Theorem 3. Suppose μ is a partition such that F(μ) ⊆ N . For all j  0,
r j(μ) =
j∑
i=0
S(N − i,N − j)(−1)iei(N − 1− μ1, . . . ,N −m − μm, . . . ,N − N − μN ). (10)
Proof. We will deduce this formula algebraically as a consequence of the factorization theorem; later,
we give a combinatorial proof. Different proofs of essentially the same formula may be found in [6,12].
Begin by computing
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j0
r j(μ)(x)↓N− j =
N∏
j=1
(
x− (N − j − μ j)
)
by (9)
=
N∑
i=0
(−1)iei(. . . ,N −m − μm, . . .)xN−i by (4)
=
N∑
i=0
(−1)iei(. . . ,N −m − μm, . . .)
N∑
j=0
S(N − i,N − j)(x)↓N− j by (6)
=
N∑
j=0
(
N∑
i=0
S(N − i,N − j)(−1)iei(. . . ,N −m − μm, . . .)
)
(x)↓N− j .
The result now follows by equating coeﬃcients of the linearly independent polynomials (x)↓N− j . 
Observe that Corollary 2 follows immediately from (10) and (2).
3.2. Combinatorial proof of Theorem 3
We now present a combinatorial proof of Theorem 3. First, we introduce a rook-theoretic inter-
pretation of the right side of (10) as a sum of a certain collection of signed objects. Then we deﬁne
an involution on this collection that cancels all negative objects. The uncancelled ﬁxed points of the
involution will correspond to placements of j non-attacking rooks on F(μ), which are enumerated
by the left side of (10).
Fix μ, N , and j such that F(μ) ⊆ N . A typical object consists of the following components:
• an integer i between 0 and j;
• a placement of i white rooks in the squares located inside N but outside F(μ), such that no
two rooks lie in the same column;
• a placement of j − i non-attacking black rooks in N−i .
The sign of this object is deﬁned to be (−1)i . Let S(μ,N, j) denote the set of all such objects. Note
that the mth column from the right in the “skew board” N ∼ F(μ) contains N −m − μm squares.
Combining this observation with (3) and (5), it follows that the signed sum of the objects just deﬁned
is exactly the right side of (10), i.e.,
∑
z∈S(μ,N, j)
sgn(z) =
j∑
i=0
S(N − i,N − j)(−1)iei(N − 1− μ1, . . . ,N −m − μm, . . .).
It will be convenient to visualize the objects just deﬁned in the following manner. Start by draw-
ing F(μ) inside N and placing i white rooks in distinct columns of N outside F(μ). Next,
superimpose a right-justiﬁed copy of N−i inside this diagram (indicated by shaded squares in
the ﬁgures below) using only columns not occupied by white rooks; thus, the successive columns
of N−i may not all be contiguous. Finally, place j − i non-attacking black rooks in these shaded
squares. With this setup, all rooks appear in separate columns. A given row may contain at most
one black rook but could contain multiple white rooks; furthermore, it is possible for a black
rook and white rook to occupy the same row. Fig. 2 displays a typical object in S(μ,15,8), where
μ = (10,9,6,6,4,3,3,1,1,1,1). Here i = 5, so the sign of this object is −1.
We can now deﬁne the involution I : S(μ,N, j) → S(μ,N, j) that cancels all the negative objects.
Given an object z ∈ S(μ,N, j), scan the columns from left to right looking for the ﬁrst rook outside
F(μ). If there is no such rook, let I(z) = z (so z is a ﬁxed point of I). Otherwise, if the rook in
question is white, make it black, decrease i by one, and move all black rooks weakly northeast of the
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given rook up one square. If the rook in question is black, make it white, increase i by one, and move
all black rooks weakly northeast of the given rook down one square. One immediately veriﬁes that
these actions always produce valid conﬁgurations in S(μ,N, j); moreover, it is obvious that I is an
involution. For example, I sends the object in Fig. 2 to the object in Fig. 3 and vice versa.
To ﬁnish the proof, we need only describe the ﬁxed points of I . If there is no rook outside F(μ),
then obviously i = 0. Furthermore, the placement of j− i = j non-attacking black rooks in N−i = N
cannot use any squares outside F(μ). Thus, the ﬁxed points of I canonically correspond to the place-
ments in R j(F(μ)). All the ﬁxed points are positive, so
∑
z∈S(μ,N, j)
sgn(z) = ∣∣R j(F(μ))∣∣= r j(μ),
completing the combinatorial proof of Theorem 3.
Taking μ = (0,0, . . .), so that r j(μ) = δ j,0, our involution provides a combinatorial proof that
δ j,0 =
j∑
i=0
S(N − i,N − j)(−1)iei(0,1,2, . . . ,N − 1).
Reindexing and taking account of (7), this shows that the Stirling matrices S and s are inverses. We
remark that other combinatorial proofs of this matrix result are known [3,19].
3.3. The involution principle
To complete our bijective treatment of rook-equivalence, we will invoke the famed involution prin-
ciple due to Garsia and Milne [8].
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Fig. 4. Schematic setup for the involution principle.
Theorem 4 (Involution principle). Suppose S (resp. S ′) is a ﬁnite set of signed objects, and I (resp. I ′) is a
sign-reversing involution on S (resp. S ′) such that the set T (resp. T ′) of ﬁxed points of I (resp. I ′) consists of
positive objects. Suppose also that f : S → S ′ is a sign-preserving bijection. Then there is a bijection g : T → T ′
constructed canonically from I, I ′ , and f . To compute g(x) for x ∈ T , we repeatedly apply f , then I ′ , then f −1 ,
then I , until an application of f yields an element of T ′ . See Fig. 4.
Now let μ and ν be partitions, and choose N minimal such that F(μ) ⊆ N and F(ν) ⊆ N .
Assume that [μi + i : 1  i  N] = [νi + i : 1  i  N]. For each j  0, we now construct a bijection
g j : R j(F(μ)) → R j(F(ν)). In the statement of the involution principle, take S = S(μ,N, j) and S ′ =
S(ν,N, j). Let I and I ′ be the involutions on these sets deﬁned in the previous subsection. The ﬁxed
point sets T and T ′ are just R j(F(μ)) and R j(F(ν)). Thus, to complete the construction, we need
only describe the sign-preserving bijection f : S → S ′ .
Fix z ∈ S . The successive columns of the skew board N ∼ F(μ) have lengths N−N−μN , . . . ,N−
1−μ1, while the columns of the skew board N ∼ F(ν) have lengths N − N −νN , . . . ,N −1−ν1. By
hypothesis, these column length sequences are rearrangements of each other. To compute f (z), we
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merely rearrange the columns of N ∼ F(μ) (along with the associated white rooks) to obtain the
columns of N ∼ F(ν) in such a way that all columns of a given length stay in the same relative order
to one another. The integer i and the placement of black rooks on N−i are left untouched (although
the picture of N−i in the new diagram may occupy different columns). Clearly, this procedure gives a
well-deﬁned bijection that preserves signs. The deﬁnition of f makes sense for all suﬃciently large N .
For example, if ν = (8,7,6,6,6,5,5,1,1) and z is the object displayed in Fig. 2, then f (z) is the
object shown in Fig. 5. Note, for instance, that the three columns of length ﬁve in the ﬁrst ﬁgure
contain (from right to left) no white rook, a white rook in the fourth square from the bottom, and a
white rook in the third square. Therefore, in the image, the three columns of length ﬁve also contain
(from right to left) no white rook, a white rook in the fourth square, and a white rook in the third
square.
Fig. 6 illustrates the bijection g3 : R3(F(μ)) → R3(F(ν)), where μ = (3,2,2,1,1) and ν =
(4,4,1). Fig. 7 gives the details of the computation of g3(P ) for a typical rook placement P ∈
R3(F(μ)).
4. Bijective proofs of hit-equivalence
Suppose that B and B ′ are two boards contained in SqN which are rook-equivalent and we are
given bijections φk :Rk(B) → Rk(B ′) for k = 0, . . . ,N . Here we use that convention that if rk(B) = 0,
then Rk(B) is the emptyset and φk is the empty function. Our goal is to construct bijections
θk :Hk,N(B) → Hk,N(B ′) for k = 0, . . . ,N .
Taking the coeﬃcient of xk on both sides of (1), we see that
hk,N(B) =
N∑
rs(B)(N − s)!
(
s
k
)
(−1)s−k. (11)s=k
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Fig. 7. Example of the computation of g3(P ).
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Let Sk consist of the set of triples (P , τ , Q ) where P is placement in
⋃N
s=k Rs(B), τ is a permutation
in SN−|P | , and Q is a subset of P of size k. We deﬁne the sign of such a triple, sgn((P , τ , Q )), to be
(−1)|P |−k . It is then easy to see that
∑
(P ,τ ,Q )∈Sk
sgn
(
(P , τ , Q )
)= N∑
s=k
rs(B)(N − s)!
(
s
k
)
(−1)s−k. (12)
We shall picture such a triple as follows. We let (i, j) denote the cell in the ith row from the bottom
and the jth column from the left in SqN . Given the board B ⊆ SqN , we shall indicate the placement P
by putting an X in the corresponding cells of P . We shall circle those rooks that correspond to the
subset Q . If we then eliminate the rows and columns of SqN that contain elements of P , we will be
left with an (N − |P |) × (N − |P |) grid so that we can interpret the permutation τ as a placement of
N − |P | non-attacking rooks in this grid. We shall picture such a placement of N − |P | non-attacking
rooks by placing a Y in the corresponding cells. For example, suppose k = 3, N = 8, and B is the
board consisting of cells with dark borders in Fig. 8. Then we have pictured the triple (P , τ , Q )
where P = {(1,7), (3,3), (4,2), (6,8)}, τ = 1 2 4 3, and Q = {(1,7), (3,3), (6,8)}. Note that under
this interpretation, the sign of the conﬁguration is (−1) j where j is the number of uncircled X-rooks.
It is also easy to see that the rook placement consisting of all cells which contain an X-rook or a
Y -rook is a permutation σ ∈ SN which we denote by σ(P , τ , Q ). For example, if (P , τ , Q ) is the
conﬁguration pictured in Fig. 8, then σ(P , τ , Q ) = 2 4 3 5 8 7 1 6.
Next we deﬁne an involution Ik on Sk as follows. Given (P , τ , Q ) ∈ Sk , look for the lexico-
graphically least cell (i, j) such that (i, j) ∈ B and either (i) (i, j) contains an uncircled X-rook or
(ii) (i, j) contains a Y -rook. If we are in case (i), then deﬁne Ik((P , τ , Q )) to be the conﬁgura-
tion (P ′, τ ′, Q ′) that results from (P , τ , Q ) by changing the X-rook in cell (i, j) to a Y -rook. If
we are in case (ii), then we deﬁne Ik((P , τ , Q )) to be the conﬁguration (P ′, τ ′, Q ′) that results
from (P , τ , Q ) by changing the Y -rook in cell (i, j) to an uncircled X-rook. If neither case (i) nor
case (ii) applies, then we set Ik((P , τ , Q )) = (P , τ , Q ). For example, the image of the conﬁguration
(P , τ , Q ) in Fig. 8 under I3 is pictured in Fig. 9. In this case, I3((P , τ , Q )) = (P ′, τ ′, Q ′) where P ′ =
{(1,7), (2,1), (3,3), (4,2), (6,8)}, τ = 1 3 2, and Q ′ = Q = {(1,7), (3,3), (6,8)}. It is easy to see that
Ik is an involution and that if Ik((P , τ , Q )) 
= (P , τ , Q ), then sgn(Ik((P , τ , Q ))) = − sgn((P , τ , Q ))
since the number of uncircled X-rooks changes by 1. Thus Ik shows that
∑
(P ,τ ,Q )∈Sk
sgn
(
(P , τ , Q )
)= ∑
(P ,τ ,Q )∈Sk,Ik((P ,τ ,Q ))=(P ,τ ,Q )
sgn
(
(P , τ , Q )
)
. (13)
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Thus we need to examine the ﬁxed points of Ik . Clearly if (P , τ , Q ) is a ﬁxed point of Ik , then
there can be no Y rooks or uncircled X-rooks on the board B . Thus sgn((P , τ , Q )) = 1. Moreover, the
corresponding permutation σ = σ(P , τ , Q ) has the property that σ ∩ B = Q and, hence is member
of Hk,N (B). Any σ ∈ Hk,N(B) corresponds to a ﬁxed point of Ik by having the rooks in σ ∩ B be
circled X-rooks and the rooks in σ − B be Y -rooks. Thus the set of σ(P , τ , Q ) corresponding to the
ﬁxed points of I equals Hk,N(B) and, hence, we have a combinatorial proof of (1).
Now suppose that B ′ ⊆ SqN is rook-equivalent to B . By hypothesis, we have been given explicit
bijections φk : Rk(B) → Rk(B ′) for k = 0, . . . ,N . Then we let Tk consist of the set of triples (P , τ , Q )
where P is placement in
⋃N
s=k Rs(B ′), τ is a permutation in SN−|P | , and Q is a subset of P of size k.
Again we deﬁne the sign of such a triple, sgn((P , τ , Q )), to be (−1)|P |−k . Then we can deﬁne a sign-
reversing involution I ′k : Tk → Tk exactly as we did in the case of Sk so that the set of σ(P , τ , Q )
corresponding the ﬁxed points of I ′k equals Hk,N (B ′).
It now follows from the involution principle that to deﬁne a bijection θk : Hk,N(B) → Hk,N(B ′), we
need only deﬁne a sign-preserving bijection fk : Sk → Tk . It is easy to deﬁne such a sign-preserving
bijection. Suppose that we are given a triple (P , τ , Q ) ∈ Sk . List the cells of P in lexicographic order
as c1 <lex · · · <lex cs and Q = {ci1 <lex · · · <lex cik }. Next let P ′ = φs(P ) and Q = {di1 <lex · · · <lex dik }
where d1 <lex · · · <lex ds are the cells of P ′ in lexicographic order. Then in this case, we set
fk((P , τ , Q )) = (P ′, τ , Q ′). Since we can recover P and Q from P ′ and Q ′ , it is easy to see that
fk is indeed a sign-preserving bijection from Sk to Tk . Thus the involution principle produces the
desired bijections θk : Hk,N (B) → Hk,N (B ′) for k = 0, . . . ,N .
Next we shall give an interesting application of this process of lifting bijections for rook-
equivalence to bijections for hit-equivalence. For any permutation σ ∈ Sn , deﬁne DesE(σ ) to be the
set of all i such that σi > σi+1 and σi is an even number and deﬁne desE(σ ) = |DesE (σ )|. In [18],
Kitaev and Remmel proved the remarkable formula that the number of permutations σ ∈ S2n such
that desE(σ ) = k is
(
n!(nk))2.
As pointed out by Hall and Remmel in [16], there is simple board B such that the kth hit number
of B relative to 2n equals
(
n!(nk))2. That is, suppose that μ = (nn) and think of F(μ) as the Ferrers
board B = F (b1, . . . ,b2n) inside Sq2n where b1 = · · · = bn = 0 and bn+1 = · · · = b2n = n. Then we claim
hk,2n(B) =
(
n!
(
n
k
))2
. (14)
For, suppose that σ ∈ Hk,2n(B). First pick 1  i1 < · · · < ik  n and n + 1  j1 < · · · < jk  2n. This
can be done in
(n
k
)2
ways. Then we can specify a placement Q of k non-attacking rooks on B by
choosing a permutation in the k×k board {i1, . . . , ik}× { j1, . . . , jk}. This can be done in k! ways. Next
can extend Q to a placement P ∈ Hk,2n(B) by ﬁrst choosing how to place the remaining rooks in
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the ﬁrst n rows. Since such rooks must be placed in the ﬁrst n columns it is easy to see that there
n(n− 1) · · · (n− (n− k− 1)) ways to do this. Finally, we have to choose how to place the rooks in the
top n rows and since we have already placed n rooks, it is easy to see that there are n! ways to place
the remaining rooks.
Thus we can prove the Kitaev–Remmel formula, if we can show that there is bijection from
{σ ∈ S2n: desE (σ ) = k} to Hk,2n(B). We shall see that our bijective theory of hit-equivalence will
yield such a bijection. First, we follow Hall and Remmel [16] and apply Foata’s ﬁrst fundamental
transformation [7]. Foata’s ﬁrst fundamental transformation is a bijection Φ : Sn → Sn which ex-
changes excedences and descents. An excedence of σ = σ1σ2 · · ·σn is an entry σi satisfying σi > i.
Foata’s transformation can most easily be explained with an example.
Example 5. Let ω = 61437258 = ( 1 2 3 4 5 6 7 8
6 1 4 3 7 2 5 8
)
. This permutation has three excedences: 1
6
, 3
4
, and 5
7
.
The ﬁrst step in Foata’s transformation is to write ω in cycle form: (162)(34)(57)(8). Next, write each
cycle with largest element last, and order the cycles by increasing largest element: (34)(216)(57)(8).
Finally, to compute Φ(ω), reverse each cycle and erase the parentheses: Φ(ω) = 43612758. In this
example the descents of Φ(ω) are 43,61, and 75. In general, it is not hard to see that (i, j) is a
descent pair of Φ(ω) if and only if j
i
is an excedence of ω. To go backwards, given σ = 43612758, cut
before each left-to-right maxima: 43|612|75|8, then reverse each block to get the cycles of Φ−1(σ ):
(34)(216)(57)(8).
For σ ∈ Sn , let excE(σ ) = {i: i < σi and σi is even}. Then Foata’s ﬁrst fundamental transformation
shows that there is bijection between the set of permutations σ ∈ S2n such that desE(σ ) = k and the
set of permutations σ ∈ S2n such that excE(σ ) = k. Now consider the board C2n which has all cells of
the form (2k, i) where i < 2k for k = 1, . . . ,n. For example, C8 is pictured in Fig. 10. Then it is easy
to see that for any σ ∈ S2n , excE (σ ) = |σ ∩ C2n| and hence the set of permutations σ ∈ S2n such that
excE(σ ) = k equals Hk,2n(C2n).
Next it is easy to see that the hit numbers are bijectively invariant under permutations of ei-
ther the rows or the columns of the board Sqn so that there is bijection between Hk,2n(C2n) and
Hk,2n(D2n) where D2n is the Ferrers board F (0,1,1,2,2, . . . ,n − 1,n − 1,n). For example, D8 is pic-
tured in Fig. 11.
Thus we have reduced the proof of the Kitaev–Remmel formula to the proof that boards
F((12,22, . . . , (n − 1)2,n)) and F((nn)) are hit-equivalent relative to 2n. The rook-equivalence
of F((12,22, . . . , (n − 1)2,n)) and F((nn)) is an immediate consequence of Theorem 1. Hence
by an application of the involution principle given in Section 3, we can construct bijections
φk :Rk(F((12,22, . . . , (n − 1)2,n))) → Rk(F((nn))) for k = 0, . . . ,2n. Thus the results of this sec-
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Fig. 12. The placements corresponding to rk(B ′n−1).
tion prove that there are bijections θk : Hk,2n(F((12,22, . . . , (n − 1)2,n))) → Hk,2n(F((nn))) for
k = 0, . . . ,2n.
In fact, it is easy to construct direct bijections φk : Rk(F((12,22, . . . , (n − 1)2,n))) → Rk(F((nn)))
by recursion. That is, let Bn = F((12,22, . . . , (n − 1)2,n)) and B ′n = F((nn)). Then it easy to see that
rk(Bn) = rk(Bn−1) + (2n − k)rk−1(Bn−1). (15)
For, the ﬁrst term on the right-hand side of (15) counts those placements of Rk(Bn) which have no
rook in the ﬁrst row. The term rk−1(Bn−1) gives us the number of ways to place k − 1 non-attacking
rooks in Bn where all the rooks lie above the ﬁrst row and hence there are 2n − 1− (k − 1) = 2n − k
ways to extend such a placement to a placement of k non-attacking rooks in Bn .
We can also show that
rk
(
B ′n
)= rk(B ′n−1)+ (2n − k)rk−1(B ′n−1). (16)
For, the term rk(B ′n−1) on the right-hand side of (16) counts those placements of k non-attacking
rooks in B ′n where all the rooks lie in the ﬁrst n− 1 rows and n− 1 columns. For example, in Fig. 12,
we have pictured such a placement. Next suppose we are given a placement Q of k−1 rooks in B ′n−1.
Then we claim there are 2n−k ways to extend Q to a placement of k non-attacking rooks in B ′n . First
we can pick a square c in the top row B ′n in which to place a rook and then we can think of the
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board B ′n−1 as all the cells which do not lie in the same row or column as c. For example, at the top
of Fig. 13, we have pictured a placement Q ∈ R4(B ′7). Then on the left in the second row of Fig. 13,
we have pictured the extension of Q relative to picking the cell c to be (8,4). Clearly there are n
choices for such an extension. If we do not place a rook in the top row, then we leave Q where it is
and add one more rook in the n− 1− (k− 1) = n− k squares that are available in the ﬁrst n− 1 rows
of last column. We have pictured such an extension of Q on the right in the second row of Fig. 13.
Now suppose that we have constructed bijections φk−1,n−1 : Rk−1(Bn−1) → Rk−1(B ′n−1) and
φk,n−1 : Rk(Bn−1) → Rk(B ′n−1). Then we claim that we can use these bijections and our proofs of
recursions (15) and (16) to construct a bijection φk,n : Rk(Bn) → Rk(B ′n) as follows. First, if we are
given a placement P of k non-attacking rooks in Bn so that no rook of P lies in the ﬁrst row, then we
can think of P as a placement in Rk(Bn−1). We then let φk,n(P ) be the placement φk−1,n−1(P ) which
lies in the ﬁrst n− 1 rows and columns of B ′n . Otherwise let Q be a placement of k− 1 non-attacking
rooks in Bn so that no rook of Q lies in the ﬁrst row. We can then think of Q as a placement in
Rk−1(Bn−1) and we let c1, . . . , c2n−k be the cells, reading from left to right, where we can extend Q
by adding a rook in the ﬁrst row. Let Q ′ = φk−1,n−1(Q ). Then for i  n, the extension Pi of Q which
is obtained by adding a rook in cell ci is mapped by φk,n to the extension of Q ′ where we add a rook
in cell (n, i). Finally, φk,n maps the extension Pi+n which is obtained from P by adding a cell in ci+n
for i = 1, . . . ,n − k to the extension of Q ′ which is obtained by placing no rook in the top row and
placing an extra rook in the ith available square in the ﬁrst n − 1 rows of the last column, reading
from top to bottom. Note that since B1 = B ′1, we can use the identity map for the base case.
For example, if P ∈ R3(B4) is the placement pictured at the top-left of Fig. 14, then we have
shown the recursive construction of φ3,4(P ) immediately to its right. One can check that the maps
φk,n : Rk(Bn) → Rk(B ′n) are not the same as the maps that are constructed using the bijections for
rook-equivalent boards constructed in Section 3.
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This given, we shall end this section with an example of θ2,6 : H2,6(B3) → H2,6(B ′3) using the
recursive bijections φk,n : Rk(Bn) → Rk(B ′n). That is, in Fig. 15, we have shown all the steps of the
involution principle bijection for θ2,6. To help the reader keep track of the steps, we have written the
corresponding permutation τ under each of the conﬁgurations (P , τ , Q ).
5. Quantum analogues
Various authors have studied quantum analogues of Stirling numbers and rook numbers obtained by
enumerating weighted rook conﬁgurations [1,4,9,13,19,21]. Here we consider two well-known weight
functions that lead to q-analogues and p,q-analogues of rook numbers. After deﬁning these weights,
we show that the involutions and bijections of Section 3 preserve the weights of the objects involved.
We thereby obtain bijective proofs of the q-rook-equivalence and p,q-rook-equivalence of suitable
Ferrers boards.
5.1. Weighted rook placements
Let B = F(μ) be a Ferrers board, and let P be a placement of non-attacking rooks on B . We will
deﬁne a q-weight and a p-weight for P . To calculate these weights, we partition the squares of B into
four disjoint classes, as follows.
• A rook square is a square on B occupied by a rook.
• A cancelled square is a square located to the right of a rook in the same row as the rook. Such
squares are marked by ﬁlled circles in the ﬁgures below.
• A p-square is an uncancelled square located below a rook in the same column as the rook.
• All remaining squares of B are q-squares.
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Fig. 16. Example of a weighted rook placement.
Label the columns of F(μ) from right to left, so that the column corresponding to μi is labelled i.
The q-weight of P , denoted qwt(P ), is the number of q-squares. The p-weight of P , denoted pwt(P ),
is the number of p-squares plus the sum of the labels of the columns that contain rooks. (Some other
authors use different labelling conventions; thus our p-weight may differ from theirs by a ﬁxed shift.)
For example, the rook placement shown in Fig. 16 has weight q32p13. The rook placement shown
in Fig. 17 has weight q34p21.
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The kth p,q-rook number of a Ferrers board B is
rk(μ; p,q) =
∑
P∈Rk(B)
qqwt(P )ppwt(P ) ∈ Z[p,q].
The p,q-Stirling numbers of the second kind are deﬁned to be
S(n,k; p,q) = rn−k(n; p,q),
by analogy with (5). Two boards are p,q-rook-equivalent iff all their p,q-rook numbers agree.
5.2. p,q-Analogue of Theorem 3
Let [0]q/p = 0 and, for each integer n > 0, let [n]q/p = 1+ (q/p) + (q/p)2 + · · · + (q/p)n−1. We can
now prove the following quantum analogue of Theorem 3.
Theorem 6. Suppose μ is a partition such that F(μ) ⊆ N . For all j  0,
q(
N
2)−|μ|r j(μ; p,q) =
j∑
i=0
piN−(
i+1
2 )S(N − i,N − j; p,q)(−1)iei
(
. . . , [N −m − μm]q/p, . . .
)
. (17)
Proof. We begin by introducing q-weights and p-weights for the signed objects z ∈ S(μ,N, j) (de-
ﬁned in Section 3.2). Recall that such an object consists of an integer i, a placement of i white rooks
in distinct columns of N ∼ F(μ), and a placement P of j− i non-attacking black rooks on N−i . De-
ﬁne the q-weight of z to be qwt(P ) (calculated relative to N−i) plus the number of squares above all
the white rooks in their columns. Deﬁne the p-weight of z to be pwt(P ) (calculated relative to N−i)
plus iN − (i+12 ), minus the number of squares above all the white rooks in their columns. It is clear
from this deﬁnition that
∑
z∈S(μ,N, j)
sgn(z)qqwt(z)ppwt(z) =
j∑
i=0
piN−(
i+1
2 )S(N − i,N − j; p,q)(−1)iei
(
. . . , [N −m − μm]q/p, . . .
)
.
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shown in Fig. 2 is
(−1)5q32+2+5+5+1+2p13+75−15−2−5−5−1−2 = −q47p58,
while the signed weight of the conﬁguration shown in Fig. 3 is
(−1)4q34+2+5+5+1p21+60−10−2−5−5−1 = +q47p58.
Next, we prove that the involution I on S(μ,N, j) (deﬁned in Section 3.2) always preserves both
weights. Consider what happens to the weights when I changes a white rook to a black rook. Call the
rook that changes color the key rook. It is easy to see that the contribution to the q-weight coming
from the black rooks always increases by the number of cells above the key rook in its column (cf.
Figs. 16 and 17). But the contribution to the q-weight coming from the white rooks decreases by the
same amount, so that the overall change in the q-weight is zero.
To analyze the p-weight, we need some temporary notation. Suppose the key rook lies in column a
(counting from the right side of N ), row b (counting from the bottom of N ), and suppose there are
c rooks in columns left of the key rook. By deﬁnition of I , these rooks are necessarily black, contained
in F(μ), and located in rows below the key rook’s row. Furthermore, there are i − 1 white rooks in
columns to the right of the key rook, and so there are (a−1)− (i−1) = a− i columns of N−i to the
right of the key rook. Also, one easily checks that there are N − a − b squares above the key rook in
its column. Let us now enumerate the various changes in the p-weight that occur when the key rook
changes from white to black:
• Since i drops by 1, the component of the p-weight coming from the factor piN−(i+12 ) changes by(
(i − 1)N − ( i2))− (iN − (i+12 ))= i − N .• The number of new p-squares in N−(i−1) compared to N−i is easily seen to be b − 1 − c (cf.
Figs. 16 and 17).
• The label of the column containing the key rook in N−(i−1) is a − i + 1. Furthermore, there are
c black rooks in columns left of the key rook. The column label of each of these rooks in N−(i−1)
is one greater than the corresponding column label in N−i . The net change in the p-weight due
to these label changes is a − i + 1+ c.
• The contribution to the p-weight coming from the white rooks increases by N − a − b when the
key rook changes color.
The net change in the p-weight is therefore
i − N + b − 1− c + a − i + 1+ c + N − a − b = 0.
Finally, consider the weights for a ﬁxed point of the involution. Here i = 0, so the only contribution
to the p-weight and q-weight comes from the black rooks. On one hand, the p-weight of the black
rook placement is the same whether we compute the weight relative to N or relative to F(μ). On
the other hand, the q-weight of the placement relative to N exceeds the q-weight of the placement
relative to F(μ) by exactly |N | − |μ| =
(N
2
)− |μ|. We can account for this difference by multiplying
r j(μ; p,q) by q(N2)−|μ| , which gives the left side of (17). 
As before, by taking μ = (0,0, . . .) in this theorem, we can obtain a combinatorial proof that the
matrices of p,q-Stirling numbers (suitably normalized) are inverses.
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We conclude this section by proving that the bijections g j : R j(F(μ)) → R j(F(ν)) constructed in
Section 3.3 preserve the p-weights and q-weights. Since I and I ′ are already known to be weight-
preserving, and since
(N
2
) − |μ| = (N2) − |ν| in this setting, it suﬃces to show that the bijection
f : S(μ,N, j) → S(ν,N, j) preserves weights. But this is evident, since f leaves the placement of
black rooks untouched and does not change the number of squares above the white rooks. For exam-
ple, the reader may easily check that the rook conﬁgurations in each matched pair in Fig. 6 have the
same p-weight and q-weight.
6. Extensions
Garsia and Remmel [9] deﬁned q-analogues of the hit numbers and these were given combinatorial
interpretations by Dworkin [5] and Haglund [14]. It is an open problem to ﬁnd involutions like those
in Section 4 that preserve the appropriate q-weight so that we can get bijective proofs of q-hit-
equivalences.
Also we should note that in recent years, researchers have constructed new rook theory models;
see [2,10,15,19]. In some of these cases, our ideas can be extended to develop a bijective theory of
rook-equivalence and hit-equivalence for these models. This will be the subject of future papers.
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