Introduction
Let N denote the set of positive integers and N 0 = N ∪ {0}. Throughout this paper q denotes a complex variable with |q| < 1. The Bernoulli numbers B n (n ∈ N 0 ) are defined by In this paper we generalize the identities in (1.8) and (1.9) by showing that each of
(1.10) and
(1.11)
can be expressed as a polynomial in ϕ(q) and ϕ(−q) with rational coefficients, and we give recurrence relations for these coefficients.
For k ∈ N with k 2 and (t, u) ∈ N 2 0 with 2t + 3u = k we define the rational numbers a k (t, u) recursively by For k ∈ N and n ∈ N, we set
(1.20)
If n / ∈ N we set σ k (n) = 0. We also set σ (n) := σ 1 (n). The Eisenstein series E k (q) (k ∈ N) is defined by
so that
. (1.22) It is known that E 1 (q), E 2 (q) and E 3 (q) are algebraically independent [9, p. 69] . In Section 2 we prove the following result, which makes explicit a result of Ramanujan. This result, in which we identify a recursion for the coefficients a k (t, u) , is one of the main tools of this paper.
where a k (t, u) is given recursively by (1.12)-(1.14).
Taking q = 0 in Theorem 1.1, and appealing to (1.22), we deduce
(1.24)
Differentiating (1.23), and setting q = 0, we obtain
It is easy to obtain more identities of the type (1.24) and (1.25) by further differentiations of (1.23).
Next for k ∈ N and j ∈ {0, 1, 2, . . . ,k} we define e 1 (k, j), e 2 (k, j) and e 4 (k, j) as follows: 
(1.28)
In Section 3 we prove the following result. 
(1.29)
In Sections 4-6, using (1.23) and (1.24), we prove Theorems 1.3-1.5 respectively. These theorems
give some of the values of the e r (k, j).
(1.36)
The first few values of the e 1 (k, j) are given in Table 1 . 
(1.42)
The first few values of the e 2 (k, j) are given in Table 2 .
(1.46) The first few values of the e 4 (k, j) are given in Table 3 .
For k ∈ N and j ∈ {1, 2, . . . ,k}, we set
(1.48)
For k ∈ N and j ∈ {0, 1, . . . ,k}, we set
(1.50)
From (1.47)-(1.50) and Theorem 1.2, we obtain the following two results, see Sections 7 and 8.
(1.51) Table 4 Values of f ( j, k). 
(1.56)
The first few values of the f (k, j) are given in Table 4 .
(1.58) Table 5 Values of g( j, k).
(1.60)
The first few values of the g(k, j) are given in Table 5 .
We are now ready to define the
and the B(k, j) (k ∈ N, j ∈ {0, 1, . . . ,k}) by Table 6 Values of A( j, k). The first few values of the A(k, j) are given in Table 6 and those of B(k, j) in Table 7 .
In Sections 11 and 12 we prove the two main results of this paper.
where the A(k, j) are given recursively by (1.61) and (1.62 ).
where the B(k, j) are given recursively by (1.63) and (1.64). , and Theorem 1.11 is even deeper, as it relies on Ramanujan's striking equation (12.9) via the Ramanujan 1 ψ 1 summation. Our proofs of Theorems 1.10 and 1.11 extend Jacobi's formulae for six squares, and the case k = 2 of these two theorems allow us to recover the classical formula for ten squares presented in Section 13. The value of this paper is that it aids in the effective computation of various aspects of Ramanujan's identities for Eisenstein series and theta functions.
Proof of Theorem 1.1
Let k ∈ N. Ramanujan [6] , [7, p. 141 ((t, u) ∈ N 2 0 , 2t + 3u = k), which do not depend upon q, such that
Following Skoruppa [9, p. 68] we set
so that by (1.21) we have 
Using (2.4) in (2.5) we obtain
Appealing to (2.1) we deduce for k 4
As E 2 (q) and E 3 (q) are algebraically independent over Q, we deduce for (t, u) ∈ N 2 0 , 2t
This completes the proof of Theorem 1.1.
Proof of Theorem 1.2
Let k ∈ N be such that k 2. We just prove the theorem for r = 1 as the cases r = 2 and r = 4 can be treated similarly. We give a verification proof in which we start with the right-hand side. We set (as in [3 
and
By the multinomial theorem we have (3.6) and 
which completes the proof in the case r = 1.
Proof of Theorem 1.3
We prove (1.30) and (1.31). Eqs. (1.32)-(1.36) can be proved by similar techniques. By (1.26) we have
by (1.24). This proves (1.30).
By (1.26) we have
(−1)
by (1.24). This proves (1.31).
Proof of Theorem 1.4
We prove (1.41) and (1.42). Formulae (1.37)-(1.40) can be proved using similar techniques.
For k ∈ N with k 2 and j ∈ {0, 1, . . . ,k} we have
In this sum we map (t 1 , 
Taking q = 0, we obtain (as ϕ(0) = 1 and
which is (1.42).
Proof of Theorem 1.5
We prove (1.44). Formulae (1.43), (1.45) and (1.46) can be proved by similar techniques. By (1.28) we have
.
Then, appealing to (1.24) and (1.25), we obtain
, which is (1.44).
Proof of Theorem 1.6
For k ∈ N with k 2 we have by (1.47) and Theorems 1.2-1.
It remains to treat the case k = 1. By [3, pp. 125, 128] we have
2)
Thus, by (7.1)-(7.3), (3.1) and (1.48), we have
as required.
Proof of Theorem 1.7
For k ∈ N with k 2 we have by Theorem 1.2 and (1.49)
It remains to consider the case k = 1. We have by (7.1)-(7.3), (3.1) and (1.50)
Proof of Theorem 1.8
This theorem follows from (1.47), (1.48) and Theorems 1.3-1.5.
Proof of Theorem 1.9
Eqs. (1.57), (1.58) and (1.60) follow from (1.49), (1.50) and Theorems 1.3-1.5. Appealing to (1.26)-(1.28), we obtain after some calculation
Then, by (1.41), (1.45) and (1.49), we have
which proves (1.59).
Proof of Theorem 1.10
For n ∈ N we define
(11.1)
For k ∈ N we have
(11.2) From (11.2) and Theorem 1.6 we deduce
where the rational numbers f (k, j) are defined in (1.47). Appealing to the values of f (k, j) given in Table 4 we obtain P 2 (q), P 4 (q), . . . , P 16 (q), see Table 8 .
Recall from (1.10) that for k ∈ N 0
(11.4)
From (1.7) we have (as E 0 = 1)
. Table 8 Values of P 2k (q), k = 1, 2, . . . , 8 . 
so that by (11.4) we have
Next we set 6) so that
(11.7)
By (11.5) and (11.6) we have 
(11.9)
Eq. (11.9) forms the basis for the inductive step. Moreover, (11.9) is what led us to the recursion in (1.61). Appealing to (11.6), we deduce
(11.10)
From (11.3) and (11.10) we deduce by induction that
where the A(k, j) satisfy (1.61).
Proof of Theorem 1.11
(12.1)
Our first task is to prove that
We have
Using the elementary identity
we obtain
by (1.21). Thus
which is (12.2). Then, appealing to Theorem 1.7, we obtain
Next, for n ∈ N 0 , we define
(12.4)
In particular by (1.7) we have
(12.5)
Our next task is to show that for n ∈ N we have
(12.6)
proving (12.6).
Next, by (12.6), we obtain for θ ∈ R (12.9)
Appealing to (12.7)-(12.9) we obtain
(12.10) Differentiating (12.10) with respect to θ , we deduce
Equating coefficients of θ 2n−1 (n ∈ N), we obtain
By (12.5) we have 1 (1 − q n ) 4 (1 − q 2n ) 2 (1 − q 4n ) 4 .
Define w(n) ∈ Z (n ∈ N) by This is the fifth formula in Eq. (9.19) on p. 121 of [4] . 
