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O¨zetc¸e
Go¨rsel geri beslemeli denetim yaklas¸ımları, kontrol
formu¨lasyonlarında genellikle c¸es¸itli imge o¨znitelikleri (nok-
talar, dog˘rular, momentler vb.) kullanır. Bu bildiri,
go¨rsel geri beslemeli denetimde nesnelerin sınır bilgisinin kul-
lanıldıg˘ı yeni bir yo¨ntem sunmaktadır. Nesne sınırları ce-
birsel eg˘rilerle modellenmekte ve bu eg˘riler sonlu sayıda
dog˘runun c¸arpımlarının toplamı olarak tek bir bic¸imde (unique)
ayrıs¸tırılmaktadır. Bu bildiride, bu dog˘ruların kesis¸imlerinden
elde edilen reel noktalar go¨rsel geri beslemeli denetimde
kullanılmıs¸tır. O¨nerilen yo¨ntem Matlab Robotics Toolbox or-
tamında kullanılarak 6 serbestlik dereceli Puma 560 robotu
u¨zerinde nesne hizalama benzetimleri gerc¸ekles¸tirilmis¸ ve
oldukc¸a bas¸arılı sonuc¸lar elde edilmis¸tir. Ayrıca, iki serbest-
lik dereceli dog˘rudan tahrikli SCARA robot kullanılarak deney-
sel c¸alıs¸malar gerc¸ekles¸tirilmis¸tir. Benzetimler ve deneysel
sonuc¸lar oldukc¸a u¨mit verici olup o¨nerdig˘imiz yo¨ntemin iyi bir
potansiyeli oldug˘unu go¨stermektedir.
Abstract
Visual servoing schemes generally employ various image fea-
tures (points, lines, moments etc.) in their control formulation.
This paper presents a novel method which uses object bound-
ary information in visual servoing. Object boundaries are mod-
eled by algebraic equations and decomposed as a unique sum
of product of lines. In this paper, intersection of these lines are
used as point features in visual servoing. Simulations are per-
formed with a 6 DOF Puma 560 robot using Matlab Robotics
Toolbox for the alignment of a free-form object and success-
ful results are obtained. Experiments are also realized with a
2 DOF SCARA direct drive robot. Both simulation and exper-
imental results are quite promising and show potential of our
new method.
1. Giris¸
Go¨rsel geri beslemeli denetimin robotik sistemlerde kul-
lanılması yakın zamanda istikrarlı bir gelis¸me sergilemis¸tir.
Piyasada rahatlıkla bulunabilen kameralar ile, dinamik c¸evresel
kos¸ullardaki birc¸ok robotik uygulama ic¸in ucuz ve gu¨c¸lu¨
c¸o¨zu¨mler u¨retilebilmektedir. Bu nedenle, bilgisayarlı go¨rme,
robotik ve denetim disiplinlerinde c¸alıs¸an birc¸ok aras¸tırmacı,
go¨rsel geri beslemeli denetimin deg˘is¸ik problemleri u¨zerinde
c¸alıs¸maktadır. Bu alandaki bir problem nesne hizalamadır.
Go¨rsel geri beslemeli denetim uygulamalarında hizalama
yo¨ntemleri, genellikle geometri ve dokusu belirgin o¨znitelikler
tas¸ıyan ve u¨c¸ boyutlu modelleri bilinen endu¨striyel parc¸alar ic¸in
tasarlanmıs¸tır. Bu uygulamalarda genellikle go¨rsel c¸ıkarılması
ve takibi gerc¸ek zamanda mu¨mku¨n olan o¨znitelikler kul-
lanılmaktadır [1]. Literatu¨rde, hizalama ic¸in noktalar, dog˘rular,
imge momentleri vb. kullanan c¸es¸itli yo¨ntemler mevcuttur
[2]-[5]. Ancak, serbest s¸ekilli du¨zlemsel nesnelerin go¨ru¨ntu¨
tabanlı hizalanması, bu s¸ekillerin bahsedilen o¨znitelikleri
barındırmamasından dolayı zorluk tes¸kil eder. Bu o¨zniteliklerin
kullanımı yerine, bu tip serbest s¸ekilli nesnelere eg˘riler oturtu-
labilir [6], [7]. Ancak, bu eg˘rilerden o¨znitelik elde etmek kolay
bir is¸ deg˘ildir.
Bu bildiride, du¨zlemsel kapalı eg˘rilerin o¨rtu¨k polinom
go¨steriminin kalibre edilmis¸ imge tabanlı go¨rsel geri beslemeli
denetimde kullanılması o¨nerilmektedir [3]. O¨nerilen yo¨ntemde
hedef nesnenin sınırlarının o¨rtu¨k polinom go¨sterimi, eg˘ri
oturtma yo¨ntemi ile elde edilmektedir. Elde edilen ce-
birsel eg˘ri sonlu sayıda dog˘runun c¸arpımlarının toplamı olarak
ayrıs¸tırılmıs¸tır [8]. Bu dog˘ruların kesis¸im noktaları o¨znitelik
olarak go¨rsel geri beslemeli denetimde kullanılmaktadır.
Bildirinin geri kalan kısmı s¸u s¸ekilde organize edilmis¸tir:
I˙kinci bo¨lu¨mde eg˘rilerin o¨rtu¨k polinom go¨sterimi ve bu
go¨sterimin nasıl dog˘ru c¸arpımlarının toplamı olarak ifade
edildig˘i anlatılmaktadır. U¨c¸u¨ncu¨ bo¨lu¨mde kalibre edilmis¸
kameralar ic¸in, imge tabanlı go¨rsel geri beslemeli denetim
o¨zetlenmektedir. Do¨rdu¨ncu¨ bo¨lu¨mde 6 serbestlik dereceli Puma
560 robot ile yapılan benzetimler sunulmaktadır. Bes¸inci
bo¨lu¨mde eg˘ri hizalama uygulamasının deneysel sonuc¸ları ver-
ilmekte ve tartıs¸ılmaktadır. Altıncı bo¨lu¨mde ise bazı o¨nemli
noktalar u¨zerinde durularak bildiri sonlandırılmıs¸tır.
2. Du¨zlemsel Eg˘rilerin O¨rtu¨k Polinomlarla
Go¨sterimi
Cebirsel eg˘riler ve yu¨zeyler mu¨hendislig˘in birc¸ok brans¸ında
uzun su¨reden beri kullanılmaktadır. Son yirmi yılda, model ta-
banlı uygulamalarda c¸ok yararlı oldukları kanıtlanmıs¸tır. Bil-
gisayarlı go¨rme alanında eg˘rilerin o¨rtu¨k modellerinden c¸es¸itli
cebirsel ve geometrik bag˘ımsızlar (invariants) elde etmek
S¸ekil 1: Bazı o¨rnek s¸ekiller ve bu s¸ekillerin eg˘ri oturtma algo-
ritması [7] ile elde edilen dıs¸ hat eg˘rileri.
u¨zerine yog˘un olarak c¸alıs¸ılmıs¸tır. Bu c¸alıs¸malar o¨zellikle
s¸ekil izleme, c¸oklu imgelerden u¨c¸ boyutlu yu¨zey tahmini, tek
adımda poz tahmini, bu¨yu¨k resim veritabanlarında verimli ge-
ometrik kataloglama u¨zerine yog˘unlas¸mıs¸tır [9]-[12]. Cebirsel
eg˘riler f(x, y) = 0 s¸eklindeki o¨rtu¨k denklemler ile tanımlanır.
Genel olarak n’inci dereceden bir cebirsel eg˘ri s¸u s¸ekilde ifade
edilebilir:
fn(x, y) = a00︸︷︷︸
h0
+ a10x+ a01y︸ ︷︷ ︸
h1
+ a20x
2 + a11xy + a02y
2︸ ︷︷ ︸
h2
+...
an0x
n + an−1,1x
n−1y + ...+ a0ny
n︸ ︷︷ ︸
hn
=
n∑
i=0
hi(x, y) = 0
(1)
Bu denklemde, her hr(x, y) r dereceli homojen (bu¨tu¨n ter-
imlerinin derecesi r olan) bir polinomdur. Bu denklem, sıfır
ku¨mesi (zero set) deg˘is¸meksizin sıfırdan farklı bir sabit ile
c¸arpılabileceg˘i ic¸in monik (an0 = 1) hale getirilebilir. Bu
c¸alıs¸mada monik eg˘riler u¨zerinde c¸alıs¸ılacaktır.
O¨rtu¨k polinomların asimptotları en yu¨ksek dereceli terim-
ler tarafından belirlenir. Dolayısıyla reel katsayılı tek dereceli
(n = 2k + 1) eg˘riler en az bir reel asimptot barındırır ve
ac¸ıktırlar. O¨te yandan, c¸ift dereceli (n = 2k) eg˘riler kompleks
ya da reel asimptotların varlıg˘ına bag˘lı olarak, kapalı veya ac¸ık
olabilirler. Buna bag˘lı olarak, kapalı nesne sınırları sadece c¸ift
dereceli o¨rtu¨k polinomlar ile go¨sterilebilir. Bu c¸ift dereceli poli-
nomlar eg˘ri oturtma yo¨ntemleri ile elde edilebilir. Eg˘ri oturtma
yo¨ntemi [7] ile elde edilmis¸ bazı sonuc¸lar S¸ekil 1’de verilmis¸tir.
O¨rtu¨k bir polinom eg˘ri oturtma yo¨ntemi ile elde edildikten
sonra go¨rsel geri beslemeli denetime o¨znitelik sag˘lamak amacı
ile dog˘ru c¸arpımlarının toplamı olarak ayrıs¸tırılabilir [8].
Teorem 1 Herhangi bir dejenere olmayan monik polinom,
fn(x, y), kompleks ya da reel dog˘ru c¸arpanları cinsinden tek
bir bic¸imde (unique) s¸u s¸ekilde ayrıs¸tırılabilir [13, 14]:
S¸ekil 2: Do¨rdu¨ncu¨ dereceden bir o¨rtu¨k polinom ve bu polino-
mun ayrıs¸tırılmasından elde edilen kompleks es¸lenik u¨c¸ dog˘ru
c¸ifti
fn(x, y) = Πn(x, y)+γn−2[Πn−2(x, y)+γn−4[Πn−4(x, y)+...]]
(2)
Burada Πj(x, y), j tane dog˘ru c¸arpanının c¸arpımı olarak s¸u
s¸ekilde verilmektedir:
Πj(x, y) =
j∏
i=1
[x+ lj,i + kj,i] (3)
γj ise ayrıs¸tırmadaki sabitleri go¨stermektedir.
O¨rnek olarak, bu bo¨lu¨mde belirtilen ayrıs¸tırma yo¨ntemi
kullanılarak, ikinci, u¨c¸u¨ncu¨ ve do¨rdu¨ncu¨ dereceden eg˘riler
as¸ag˘ıdaki gibi ifade edilebilir:
f2(x, y) = L1(x, y)L2(x, y) + γ0 = 0
f3(x, y) = L1(x, y)L2(x, y)L3(x, y) + γ1L4(x, y) = 0
f4(x, y) =L1(x, y)L2(x, y)L3(x, y)L4(x, y)+
γ2L5(x, y)L6(x, y) + γ2γ0 = 0 (4)
Bu ayrıs¸tırma, dejenere olmayan o¨rtu¨k polinomlar ic¸in tek bir
bic¸imde yapılabilmektedir. O¨rneg˘in f4(x, y), Li(x, y), i =
1, 2, ..., 6 s¸eklindeki altı dog˘ru c¸arpanı ve iki sayısal parame-
tre, γ2 ve γ0, ile tam olarak ifade edilebilir. Dolayısıyla bu
ayrıs¸tırma yo¨ntemi eg˘rileri temsil edecek gu¨rbu¨z o¨znitelikler
c¸ıkarmada kullanılabilir ve bu bildiride bu o¨zniteliklerin go¨rsel
geri beslemeli denetim amac¸lı kullanımı o¨nerilmektedir. Ka-
palı eg˘rinin ayrıs¸tırılmasından elde edilen ilk n dog˘ru kom-
pleks es¸lenik c¸iftler halinde olacaktır. Geri kalan dog˘rular
ise kompleks ya da reel olabilir. Kompleks es¸lenik iki
dog˘runun kesis¸im noktası reel bir nokta olup, bu dog˘ruların
c¸arpımından elde edilen dejenere konig˘in merkezidir [14].
Dolayısıyla, bu n es¸lenik dog˘ru imge du¨zleminde n/2 reel
kesis¸im noktası meydana getirmektedir. Bu yo¨ntemi go¨rsel
geri beslemede kullanmanın bir yolu, kompleks es¸lenik dog˘ru
c¸iftlerinin reel kesis¸im noktalarının imge o¨znitelikleri olarak
kullanılmasıdır. Do¨rdu¨ncu¨ dereceden o¨rtu¨k bir polinom ve bu
polinomun ayrıs¸tırılmasıyla elde edilen kompleks dog˘ru c¸iftleri
S¸ekil 2’de verilmis¸tir. Bu s¸ekilde kompleks es¸lenik dog˘ruların
kesis¸tirilmesiyle elde edilen noktalar da go¨sterilmektedir. Bu
bildiride, bahsedilen noktaların go¨rsel geri beslemeli denetimde
kullanımı u¨zerine odaklanılmıs¸tır. Dig˘er alternatif yo¨ntemler
ise sonuc¸lar bo¨lu¨mu¨nde tartıs¸ılmıs¸tır.
3. I˙mge Tabanlı Go¨rsel Geri Beslemeli
Denetim
s ∈ <k and r ∈ <6 sırasıyla, go¨ru¨ntu¨ algılayıcıdan elde edilen
go¨rsel o¨znitelik vekto¨ru¨nu¨ ve robot elinin durus¸unu ifade et-
mektedir. s vekto¨ru¨ r’nin bir fonksiyonudur ve bu iki vekto¨ru¨n
zamana go¨re tu¨revleri imge Jakobyan’ı JI(r) = ∂s/∂r ∈<k×6
ile as¸ag˘ıdaki gibi ifade edilir.
s˙ = JI(r)r˙ (5)
Kameranın sabit oldug˘u bir sistemde tek bir nokta o¨znitelig˘i ic¸in
imge Jakobyan’ı s¸u s¸ekilde verilir.[
x˙
y˙
]
=
[
1/Z 0 −x/Z −xy (1 + x2) −y
0 1/Z −y/Z −(1 + y2) xy x
]
︸ ︷︷ ︸
Jxy
Vc
(6)
Burada,
x =
xp − xc
fx
, y =
yp − yc
fy
, (7)
(xp, yp) imge noktasının piksel koordinatları, (xc, yc) imge
merkezinin koordinatları ve (fx, fy) kameranın efektif odak
uzaklıklarıdır. Denklem (7)’nin du¨zenlenip tu¨revlenmesi ve ma-
tris s¸eklinde yazılmasından[
x˙p
y˙p
]
=
[
fx 0
0 fy
] [
x˙
y˙
]
=
[
fx 0
0 fy
]
Jxy︸ ︷︷ ︸
JI
Vc (8)
elde edilir. Burada JI imge Jakobyan’ıdır.
Go¨zden-ele (eye-to-hand) durumunda denklem (5)’teki r˙ =
Vc robot elinin hız vekto¨ru¨du¨r. Bu hız vekto¨ru¨ kamera
c¸erc¸evesinde tanımlıdır ve robot denetim c¸erc¸ecesinde ifade
edilmelidir. VR robot denetim c¸erc¸evesinde robot eli hız
vekto¨ru¨nu¨ ifade ederse, bu do¨nu¨s¸u¨m
Vc = TVR (9)
olarak verilebilir. Robottan kameraya hız do¨nu¨s¸u¨m matrisi T ∈
<6×6 as¸ag˘ıdaki gibi tanımlanmıs¸tır.
T =
[
R [t]xR
03 R
]
(10)
Bu tanımlamada [R, t] kamera c¸erc¸evesini robot denetim
c¸erc¸evesine do¨nu¨s¸tu¨ren do¨nme matrisi ve o¨teleme vekto¨ru¨du¨r.
[t]x ise t vekto¨ru¨ ile ilis¸kilendirilmis¸ ters bakıs¸ımlı (skew
symmetric) bir matristir. Denklem (9) ve (5) birlikte
deg˘erlendirildig˘inde
s˙ = JIT︸︷︷︸
,J¯I
VR = J¯IVR (11)
ifadesi elde edilebilir. Yeni imge Jakobyan matrisi J¯I imge
o¨zniteliklerindeki deg˘is¸im ile robot denetim c¸erc¸evesindeki
robot elinin hızı arasındaki ilis¸kiyi tanımlar. p tane nokta
o¨znitelig˘i s = [x1, y1, ..., xp, yp]T s¸eklinde tanımlandıg˘ında
her bir noktaya kars¸ı gelen Jakobyan matrisleri as¸ag˘ıdaki gibi
alt alta dizilir.
J¯I =

J¯1I
.
.
.
J¯pI
 (12)
Sabit referans o¨znitelik vekto¨ru¨ s∗ ile go¨sterildig˘inde, hata
e = s − s∗ olarak tanımlanır. Go¨rsel geri beslemeli denetim
problemi robot elinin hız vekto¨ru¨ VR’yi bu hata sıfıra gidecek
s¸ekilde tasarlamaktır.
Sistem e˙ = −Λe olacak s¸ekilde ayarlanarak, hata fonksiy-
onunun u¨stel olarak azalması sag˘lanmıs¸tır. Bunu sag˘layan hız
vekto¨ru¨ s¸u s¸ekilde elde edilir:
VR = −J¯I†Λ(s− s∗) (13)
Bu denklemde J¯I
† imge Jakobyan’ının genel tersini
(pseudo-inverse) ifade etmektedir. VR ise VR =
[Vx, Vy, Vz,Ωx,Ωy,Ωz]
T olarak tanımlanmıs¸tır.
4. Benzetim Sonuc¸ları
O¨nerdig˘imiz yo¨ntemin performansını test etmek amacı ile 6
serbestlik dereceli Puma 560 robot (S¸ekil 3) u¨zerinde benze-
timler yapılmıs¸tır. Bu benzetimlerde Matlab Robotics Tool-
box [15] kullanılmıs¸tır. Bu benzetimlerde kamera elde (eye-
in-hand) konfigurasyonu so¨z konusudur. Du¨zlemsel serbest
s¸ekilli bir nesne kameranın go¨ru¨s¸ alanında olacak s¸ekilde
du¨nya koordinatlarında tanımlanmıs¸ ve bu nesnenin referans
ile bas¸langıc¸ pozisyonu arasında kamera c¸erc¸evesine go¨re,
x, y ve z yo¨nlerinde o¨telemeler ve do¨nmeler verilmis¸tir.
Bo¨ylelikle o¨nerilen yo¨ntemin 6 serbestlik derecesindeki perfor-
mansı deg˘erlendirilmis¸tir. Yapılan benzetimde hedef nesnenin
S¸ekil 3: Benzetimlerde kullanılan altı serbestlik dereceli Puma
560 robot
imgesinden elde edilen dıs¸ hatların ve kullanılan o¨znitelik nok-
talarının imge du¨zlemindeki hareketi S¸ekil 4’de go¨sterilmis¸tir.
Bu benzetimde elde edilen kontrol sinyalleri ve o¨zniteliklere
ait piksel hataları sırasıyla S¸ekil 5 ve 6’da verilmektedir.
Go¨ru¨ldu¨g˘u¨ gibi sundug˘umuz yo¨ntem 6 serbestlik dereceli dene-
tim uygulamalarında oldukc¸a bas¸arılı c¸alıs¸maktadır.
S¸ekil 4: Altı serbestlik dereceli robot u¨zerinde yapılan ben-
zetimde hedef nesneye ait go¨ru¨ntu¨nu¨n imge du¨zlemindeki
hareketi
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S¸ekil 5: Benzetimdeki denetim sinyalleri
5. Deneysel Sonuc¸lar
O¨nerilen yo¨ntemin deneysel sonuc¸ları bu bo¨lu¨mde verilmis¸tir.
Deneyler, iki serbestlik dereceli dog˘rudan tahrikli SCARA
robot ile Fire-i400 dijital kamera ile yapılmıs¸tır. Du¨zlemsel
serbest s¸ekilli bir cisim robot eline yerles¸tirilmis¸. Kamera, imge
du¨zlemi ile eg˘rinin bulundug˘u du¨zlem paralel olarak robota
u¨stten bakacak s¸ekilde sabitlenmis¸tir (S¸ekil 7). Robot dSPACE
1102 kartı ile kontrol edilmektedir. Kartın programlama dili
Visual C’dir. Deneylerde nesnenin sınırları Canny kenar belir-
leme yo¨ntemi ile c¸ıkarılmıs¸tır [16]. C¸ıkarılan bu kenarlardan,
eg˘ri algoritması kullanılarak do¨rdu¨ncu¨ dereceden o¨rtu¨k bir poli-
nom elde edilmektedir [7]. Bu o¨rtu¨k eg˘ri bo¨lu¨m 2’de anlatıldıg˘ı
gibi ayrıs¸tırılmıs¸tır. I˙lk iki kompleks es¸lenik dog˘ru c¸iftinin
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S¸ekil 6: Benzetimdeki piksel hataları
S¸ekil 7: Deney du¨zeneg˘i
kesis¸iminden iki adet kesis¸im noktası elde edilmis¸tir. Ardından
bu noktalar go¨rsel geri beslemeli denetimde nokta o¨znitelikleri
olarak kullanılmıs¸tır.
Denetim do¨ngu¨su¨ ic¸ ve dıs¸ olmak u¨zere iki do¨ngu¨den
olus¸maktadır. Dıs¸ do¨ngu¨ go¨ru¨ntu¨ sistemi verileri ile
c¸alıs¸maktadır. Bu do¨ngu¨ so¨zkonusu noktaların pixel hatalarını
kullanarak hız referansları u¨retmektedir. Bu referanslar ise
ic¸teki robot pozisyon do¨ngu¨su¨ne beslenmektedir. I˙c¸ denetim
do¨ngu¨su¨nu¨n o¨rnekleme zamanı 1 ms’dir. Kameranın go¨ru¨ntu¨
alma hızı ise 30 fps’dir. Diyagonal kazanım matrisi olan
Λ =
[
0.5 0
0 0.5
]
(14)
robot elinin hız vekto¨ru¨nu¨ hesaplamada kullanılmıs¸tır. Kali-
brasyon sonuc¸larına go¨re, x ve y yo¨nlerindeki efektif odak
uzaklıkları fx = fy = 970 piksel/mm ve imge merkez nok-
tası (xc, yc) = (160, 120) olarak belirlenmis¸tir.
S¸ekil 8: Referans ve bas¸langıc¸ pozisyonları
S¸ekil 9: Kompleks dog˘ruların kesis¸im noktalarının izledig˘i yol-
lar
S¸ekil 10: I˙mge du¨zleminin x yo¨nu¨ndeki piksel hataları
Bu bo¨lu¨mde iki deney sunulmaktadır. I˙lk deneyde refer-
ans ile bas¸langıc¸ pozisyonu arasında bu¨yu¨k bir o¨teleme ve
ku¨c¸u¨k bir do¨nme oldug˘u durum analiz edilmis¸tir. Referans ve
bas¸langıc¸ pozisyonları S¸ekil 8’de go¨ru¨ldu¨g˘u¨ gibidir. O¨znitelik
noktalarının referansa giderken izledikleri yollar S¸ekil 9’da
verilmis¸tir. Noktalarının x ve y yo¨nu¨ndeki pixel hataları
sırasıyla S¸ekil 10 ve 11’de verilmis¸tir. Denetim sinyalleri
S¸ekil 12’de sunulmaktadır. Bir pikselden az kararlı hal hatası
go¨zlemlenmis¸tir. I˙kinci deney referans ile bas¸langıc¸ pozisyonu
arasında bu¨yu¨k do¨nme ve o¨telenme oldug˘u durumdur. Referans
ve bas¸langıc¸ pozisyonları S¸ekil 13’de verilmis¸tir. Kullanılan
kesis¸im noktalarının referansa giderken izledikleri yollar ise
S¸ekil 14’te sunulmaktadır. Bu deneyin hata grafikleri S¸ekil 15
ve 16’da verilmis¸tir. Denetim sinyalleri ise S¸ekil 17’de sunul-
maktadır. I˙ki pixel’den az bir kararlı hal hatası go¨zlemlenmis¸tir.
S¸ekil 11: I˙mge du¨zleminin y yo¨nu¨ndeki piksel hataları
S¸ekil 12: Denetim Sinyalleri
S¸ekil 13: Referans ve bas¸langıc¸ pozisyonları
S¸ekil 14: Kompleks dog˘ruların kesis¸im noktalarının referansa
giderken izledikleri yollar
6. Sonuc¸lar ve Gelecek C¸alıs¸malar
Bu bildiride go¨rsel geri beslemeli robot denetiminde eg˘rilerin
imge o¨znitelikleri olarak kullanılmasının yeni bir yo¨ntemi
sunulmus¸tur. n’inci dereceden o¨rtu¨k polinomlar nesnenin
S¸ekil 15: I˙mge du¨zleminin x yo¨nu¨ndeki piksel hataları
S¸ekil 16: I˙mge du¨zleminin y yo¨nu¨ndeki piksel hataları
S¸ekil 17: Denetim Sinyalleri
sınırlarına oturtulmus¸ ve dog˘ru c¸arpanlarına ayrılmıs¸tır. Bu
dog˘ruların kesis¸imi reel noktalardır ve go¨rsel geri beslemeli
denetimde kullanılmıs¸tır. Yo¨ntemin 6 serbestlik dereceli uygu-
lamalardaki performansı benzetim sonuc¸ları ile go¨sterilmis¸ ve
iki serbestlik dereceli SCARA robot u¨zerinde bas¸arılı deneysel
sonuc¸lar elde edilmis¸tir.
Bu bildiride sunulan yo¨ntem o¨rtu¨k yapıdaki kapalı eg˘rilere
ait, bir takım o¨zel noktaları (kesis¸im noktaları) kullanan nokta
Jakobyan fikrine dayanan bir yaklas¸ımdır. Ayrıs¸tırmadan
elde edilen dog˘ruların parametrelerini kullanarak elde edilen
Jakobyanları o¨nu¨mu¨zdeki c¸alıs¸malarda kullanmayı planlıyoruz.
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