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Abstract
Biological membranes are mainly composed of two layers of lipids, various kinds of proteins
and organic macromolecules, forming the protective barriers that separate the inner milieu
of living cells from the environment. The possibility of penetrating the membrane is of great
importance for biomedical applications. Recently, a lot of attention has been given to the
mechanisms and the details of the interactions between the membrane and nanoparticles,
as well as to the development of effective delivery strategies. A manipulation of the
hydrophobicity of nanoparticles can facilitate the translocation through the membrane.
Modifying the physical/chemical properties of the membrane through oxidation can also
influence the delivery of nanoparticles or macromolecules into the cell.
In this work, using coarse-grained molecular dynamics simulations, the passive translocation
of nanoparticles with a size of about 1 nm and with tunable degrees of hydrophobicity
through lipid membranes is studied. It is shown that a window of nanoparticle translocation
with a sharp maximum is located at a certain hydrophobicity in between fully hydrophilic
and fully hydrophobic characters. By combining direct simulations with umbrella sampling
simulations, the free energy landscapes for nanoparticles covering a wide range of hydropho-
bicities are obtained. The directly observed translocation rate of the nanoparticles can be
mapped to the mean escape rate through the calculated free energy landscapes, and the
maximum of translocation can be related with the maximally flat free energy landscape.
For nanoparticles with the balanced hydrophobicity, the bilayer forms a remaining barrier
of a few kBT and can be spontaneously surmounted. Further investigations are conducted
to explore the cooperative effects of a larger number of nanoparticles and their impact on
membrane properties such as membrane permeability for solvent, the area per lipid, and
the orientation order of lipid tails. By calculating the partition of nanoparticles between
water and oil phases, the microscopic parameter, i.e. the hydrophobicity of nanoparticles,
can be mapped to an experimentally accessible partition coefficient. The studies reveal a
generic mechanism for spherical nanoparticles to overcome biological membrane-barriers
without the need of biologically activated processes.
Two oxidatively modified lipids are studied on coarse-grained level using molecular dynamics
simulations. The findings support the view that lipid oxidation leads to a change of the
lipid conformation: lipid tails tend to bend toward the lipid head-tail interface due to the
presence of hydrophilic oxidized beads. This change in conformation can further influence
structural properties, elasticity and membrane permeability: an increase of the area per
V
lipid, accompanied with decrease of the membrane thickness and order parameter of the
lipid tails; a sharp drop of stretching modulus; a significant increase of the membrane
permeability for water.
Oxidized lipid bilayers interacting with NPs of various degrees of hydrophobicity are further
studied. The critical hydrophobicity corresponding to the maximum translocation rate
of NPs, shifts towards the hydrophilic region, which coincides with the same decrease in
percentage of the average hydrophobicity in the core of the membrane upon oxidation.
Around the critical point of NPs’ hydrophobicity, a significant increase of the translocation
rate of NPs through the oxidized bilayers is observed, when compared to non-oxidized
bilayers. This is associated with a deterioration of the free energy barrier for NPs inside
the oxidized bilayers, resulting from oxidation effects. These findings are consistent with
the studies of the mean escape rate through the free energy landscapes using Kramers
theory. Regarding the membrane perturbation induced by NPs of various hydrophobicity,
the data obtained with oxidized lipid bilayers present the same general trend as in the
case of the non-oxidized lipid bilayer. These findings provide a better understanding of the
interaction between NPs and oxidized lipid bilayers, and open a possibility to facilitate
drug delivery.
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1 Introduction
1.1 Lipid Bilayers
Lipid bilayers are the main components of cell membranes in living materials. They act as
protective barriers, which separate the contents of living cells from the environment but
allow for exchange of substances and informations between them. From skin protection [1,
2] to drug delivery [3,4], lipid membranes play important roles in life. Moreover, lipid
bilayers get involved in many cellular activities and metabolic activities, e.g. endocytosis
and exocytosis [5,6]. Many interesting topics of lipid bilayers have been studied such as
their interactions with nanoparticles (NPs) and small molecules (especially the relative
translocation process), lipid phase transitions in the membrane, oxidized lipid membranes,
biological membranes containing the mixture of lipids, proteins and deoxyribonucleic acid
(DNA).
Biological membranes mainly consist of various lipids, organic macromolecules and proteins.
Cell membranes are often composed of three main types of lipids, i.e. phospholipids,
cholesterol and glycolipids. To understand the general physical properties of the lipid
membrane, it is common to use simplified lipid bilayers that are composed of two layers
of amphiphilic phospholipids, instead of real biological membranes. Most studies of the
bilayers are focused on the liquid phase, which is biologically relevant. Generally, the
phospholipid consists of a hydrophilic head group and a hydrophobic tail group (usually,
two fatty acid chains). As a consequence, when immersed into water, lipid heads are
exposed and directly contact with water molecules while the lipid tails are shielded by the
surrounding of lipid heads, as shown in Figure1.1. Depending on the shapes, lipids group
together into different packing arrangements, e.g. lipid bilayers, micelles and inverted
micelles [7], as sketched in Figure1.2. The first model of biomembrane was first proposed
in 1925 [8]. In experiments, a structure of bilayer was observed [8]. A refined model of
biomembrane, so-called fluid mosaic model [9], was further proposed in 1972. In the fluid
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Figure 1.1: Sketch of the lipid (left panel) and assembled lipid bilayer (right panel).
mosaic model, a bilayer was composed of different types of lipids, and proteins attached or
embedded in the membrane, as shown in Figure1.3[10].
One of the great challenges in biomembrane sciences is to understand the mechanisms
that govern NPs translocation through the lipid bilayer. NPs are typically one of the
candidates that are responsible for the drug delivery, gene delivery, therapy and diagnostics.
The sizes, shapes, surface charge and hydrophobicity of NPs affect the uptake of NPs.
NPs can also be decorated with polymers or functional groups (amino, carboxylic, ligand)
to improve drug delivery. Particularly, AuNPs attract a lot of attention due to their
biocompatibility, optical properties and surface bonding with ligand. Despite the fact that
NPs offer various advantages in the nanomedicine, the concerns about the toxicity of NPs
still exist. Therefore, understanding the mechanism of NPs translocation through the
membrane and their relevant influence on the membrane is of great importance.
1.2 Oxidized Lipid Bilayers
Biological membranes are essential in the control of nutrients permeating in and leaking
out of cells, and execute a variety of cellular processes. Oxidative stress can impact cellular
activities and lipid oxidation products can alter the properties of cell membranes such as
the mobility of the lipid molecules and membrane permeability. Particularly, unsaturated
fatty acids and phospholipids are prone to oxidative modification at the weak carbon-
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Figure 1.2: Structures of formations assembled by the corresponding lipids with different
molecular shapes.
Figure 1.3: Mosaic model of the membrane: lipid bilayers and proteins attached/embedded
in the membrane, adopted from Ref. [10].
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carbon double bonds. Oxidation reactions lead to changes of the conformation of lipids,
thus, alter the structural and dynamical properties of the membrane. The protection of
membranes from oxidation stress becomes critical. Recent studies show that the mobility
of phospholipids in single unilamellar vesicles is reduced in the lateral diffusion [11].
When oxidized by atmospheric pressure plasma irradiation, the lateral mobility of lipids
decreases [12]. Moreover, oxidation of membrane lipids can induce phase separations in
the densely packed dipalmitoylphosphatidylcholine (DPPC)-rich membranes [13] and even
destroy lipid bilayer packing both in vitro[14] and in vivo[15]. Recent studies show that
lipid oxidation products increase membrane permeability for water [16,17], and reduce the
barrier when translocating through membrane [18,19]. In addition, oxidation products
can influence cellular processes[20], signaling processes [21] and are related with various
diseases [22,23], including Parkingson’s [24,25], Alzheimer’s diseases [26].
1.3 Experimental Methodology
The membrane properties can vary by several factors, e.g. types of lipids composing the
lipid bilayer, temperature and other molecules such as proteins, cholesterols and alcohols.
The properties of the membrane, e.g. the order parameter of lipids, the area per lipid,
can be measured accurately via experiments or simulations. Therefore, it allows a direct
comparison between experimental and simulation results. From a computational point of
view, these quantities are highly useful when monitoring the equilibration process. Here, we
mention experimental techniques commonly used to observe properties of the membrane.
The density profile of lipid bilayers can be measured by diffraction techniques [27], which
can be directly compared with atomistic simulation results and used to parameterize the
simulation model. The density profile not only gives the general structure of the lipid
bilayer, but also its thickness. Namely, the thickness of the bilayer can be extracted from
the distance between two peaks of lipid head groups distribution. Generally, the thickness
of the bilayer is inversely proportional to the area per lipid.
The order parameter of lipids is one of the criteria to determine the phase state of
lipids, which can be generally measured by Nuclear Magnetic Resonance (NMR) [28] and
fluorescence depolarization experiments [29]. When the lipids are arranged parallel to the
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z direction, the order parameter of lipid tail is defined as follows:
P2 = h3 cos2    1i=2; (1.1)
where  is the angle between the end-to-end vector of the lipid tail and the z-axis. By
definition, P2 = 0 denotes random orientation, while P2 = 1 indicates alignment parallel to
z-coordinate (normal to the bilayer plane). For example, in the gel phase, lipid chains are
arranged in parallel indicating high order parameter of lipids. Vice versa, low value of the
order parameter represents disordered lipids in the liquid state.
Another fundamental characteristic of the lipid bilayer is the area per lipid [30], which
is directly measured by X-ray, neutron scattering experiments [27] and electron density
profile method [31], or derived from order parameter profiles [32].
1.4 Lipid Models
Multiple lipid models have been developed in different length and time scales, which are
reviewed in recent papers [10,33,34]. According to the levels of resolution to represent
molecules in simulations, models of lipids can be divided into atomistic and coarse-grained
(CG). For atomistic force fields such as CHARMM [35] and GROMOS96 [36], each atom in
the molecule is represented as an individual bead in the simulation. Atomistic simulations
contain a realistic description of the lipids and provide chemical details. Therefore, they
are useful to calculate the dynamic properties of the system, such as the diffusion of
lipid molecules, the dynamics of hydrogen bonding in the interface, and provide detailed
information about how small molecules affect the structure of bilayers. However, due to
the representation of the atoms, atomistic simulations are computationally expensive and
limited to shorter time and length scales.
To overcome this barrier, one can implement a CG model to construct the lipid bilayer,
which generally uses less detailed resolution by mapping a group of atoms into one bead.
This representation allows to simulate larger systems on larger time scales and neglects the
detailed information about the single lipid molecule that is less important for the study.
The most popular CG model for the lipid bilayer is the MARTINI force field [37,38], which
is an empirical model adjusted by the atomistic simulation results. It has gained popularity
due to its applicability in a wide range. The strategy behind the MARTINI model is
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mapping four atoms into one CG bead. In the simple representation, DPPC molecules are
presented by 12 CG beads. As a consequence, larger time steps are used compared with
atomistic simulations, which allows to simulate the larger lipid bilayer system on longer
time scales. Apart from the study of lipid bilayers, the MARTINI model can be extended
to study proteins [39], DNA [40] and carbohydrates [41]. Other CG models are even more
generic, such as the Cook model and Lenz model. In the representation of the Cook model,
the lipid molecule consists of three beads (one hydrophilic head bead and two hydrophobic
tail beads). It is implemented to study the relation between the membrane curvature and
different shapes of lipids [42]. For the Lenz model [43], the lipid molecule is represented
by seven beads. It successfully reproduces the phase behaviors of monolayers [44] and
bilayers [45].
Another effective CG model of lipid bilayers is bond fluctuation model (BFM) with explicit
solvent [46,47], which is basically a lattice model for Monte Carlo simulations. In the
description of BFM, the monomers of lipid molecules are presented as cubes occupying
the lattice for the excluded volume effect, and the bond connecting two monomers is
constrained to a set of 108 bond vectors. Therefore, a configuration of a lipid molecule
is a combination of cubes and a set of corresponding bond vectors. In the BFM, a short
range interaction is introduced between hydrophobic and hydrophilic monomers, which
is mediated to model the hydrophobicity effect. The moves of monomers are accepted
according to the Metropolis algorithm while the configurations of lipid molecules follow
the requires of excluded volume and bond vectors. The BFM has been widely applied to
simulate lipid bilayers interacting with homo-polymers [46,47], amphiphilic polymers [48–
50] and NPs of various degrees of hydrophobicity [51].
1.5 The Lipid Bilayer Interacting with NPs
NPs or small molecules (cholesterol, alcohols) influence the structural and dynamic proper-
ties of the bilayer. Since the membrane is flexible and elastic, it can change its formation
to accomodate NPs [52,53]. Identifying the mechanisms of interactions of synthetic NPs
with cell membranes is the key for understanding potential NP cytotoxicity [54–56] and for
developing efficient applications such as nanocarriers for targeted drug delivery [57,58].
Particularly, it is of great interest to design NPs to breach the free energy barrier imposed
by the membrane and to control the translocation of NPs through lipid bilayers.
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Experimental and simulation approaches have been implemented to study the interaction
of NPs with bio-systems on various timescales, focusing on the effects of NPs’ properties,
i.e. size, shape, as well as surface chemistry. Recent studies show that charged NPs can
alter the local phase state of lipids in the regime in which NPs are binding [59], and also
induce membrane disruption [60]. According to molecular dynamics (MD) simulations,
membrane pores induced by NPs can change the surface texture of the lipid bilayer [61].
Additionally, the size of the NP is crucial for cell uptake [62–64] and translocation [65]. MD
simulation studies of NPs interacting with DPPC [66] and human skin [67] demonstrate
that the free energy barrier of translocation through membranes increases with the size of
the NP. Apart from the size of the NP, shape and initial orientation can play a role for
translocation and cellular uptake [68,69].
As it is difficult to obtain microscopic information about NPs interacting with lipid
membranes in experiments, simulations provide valuable physical insight into the interaction
of NPs with lipid membranes. However, there still exists a lack of knowledge about the
mechanisms behind the translocation process. This concerns in particular the passive
transport which does not involve consumption of energy such as ATP-hydrolysis.
1.6 Thesis Overview
In this thesis, MD simulations are implemented to study the lipid membrane interacting
with NPs of various hydrophobicity. The main part of this thesis consists of four Chapters.
The background and motivation that lead to this work are introduced in this Chapter.
The second Chapter starts with a brief introduction of the principle of MD simulations,
including the force fields, equations of motion and the related integrations, followed by
the description of the barostats and the thermostats that are implemented in this work to
keep constant pressure and temperature, and finally the descriptions of umbrella sampling
simulation and weighted histogram analysis method are given.
The third and fourth Chapters represent the most important outcomes of the present work.
In Chapter3, we implement a simplified MARTINI coarse-grained model to study the
interaction between the lipid bilayer and NPs of various hydrophobicity. The scope of this
work is to gain insight and understanding of the free energy for NPs’ translocation and the
influence of NPs on the membrane. Chapter4can be summarized in terms of three aspects:
the first concerns the oxidation effects on the lipid membrane. The second is related to
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the understanding of the translocation process of NPs through the oxidized lipid bilayer.
The third is to determine the oxidized membrane perturbation induced by NPs of various
degrees of hydrophobicity. In Chapter5, we summarize the work and give an outlook.
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2.1 Molecular Dynamics Simulations of Lipid Bilayers
Experiments have been conducted for a long time and delivered important findings on
biophysics. Despite the fact that different types of lipid membranes and their properties
have been extensively studied by experimental methods in last decades [30,70], detailed
information is not always accessible. Computer simulations involve the implementation of
virtual and numerical experiments, which provide an alternative paradigm to comprehend
the observations in experiments and are sometimes able to predict future experimental
results. In the scheme of simulations, a variety of simulation methods has been developed,
such as molecular dynamics (MD) simulation, Monte Carlo (MC) method and density-
functional theory. MD approach, as an important tool, is commonly used to study subjects
in chemical physics and biology [71]. In many cases, MD simulations can complement
experiments, such as NMR. In addition, different properties can be efficiently evaluated by
MD simulations, especially dynamic quantities that can not be generated by other computer
simulation techniques, such as MC simulations [72]. In this thesis, MD simulations are
conducted to investigate various properties of the lipid bilayers and their interactions
with spherical NPs, using the MARTINI model. The MARTINI model, as introduced in
Chapter1, can reproduce more realistic membranes which can be mapped to real time and
length scales, contrary to the BFM [46,47] by MC simulations. In the BFM, as mentioned
in Chapter1, being a lattice model, the NP is considered as a small tetrahedron that
is composed by four monomers (cubes)[51]. And in this work, the NP is a CG sphere,
as common in continuum space models as well as in nature. Though differences exist
between the MARTINI model (MD simulations) implemented in this thesis and BFM [46,
47] (MC simulations), both of them can be used to study and improve the understanding
of biological systems.
Initially, simulations of bilayers were only available on time scales of the order of 10
9
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picoseconds [73,74]. With the development of the computational performance and simu-
lation methodologies, to date MD simulations can access in the order of a few hundreds
of nanoseconds and nanometers in length. MD simulations reproduce the dynamics of
the system and measurements of several properties of the single system. In this thesis,
statistical properties are mainly calculated from time-average of a single trajectory during
a long time simulation, rather than from many trajectories of various independent systems.
These structural quantities computed in our studies, such as the area per lipid and thickness
of the bilayer, are averaged from the positions of particles at certain time steps. According
to the ergodic hypothesis, it is assumed that the time-average of the quantities of the
system is identical to the average over the statistical ensemble, which is stated as follows:
< A >= lim
!1
1

Z 
0
Adt; (2.1)
where <> denotes the average over the ensemble, and  is the simulation time. In this
way, configurations of all possible energies will be sampled when the simulation time is
sufficient to capture the typical behavior of the system under investigation.
2.1.1 Equations of Motion and the Integrations of Equations of
Motion
The basic idea behind MD simulations is integrating the classical Newton equation, which
provides the trajectories of particles under a specific force field along the simulation time.
In principle, this approach relies on integrating the Newtonian equations of motion for all
the particles in the investigated system [75]:
mi
d2ri
dt2
= Fi; (2.2)
where mi and ri denote the mass and position of the ith particle, respectively, and Fi is
the total force acting on it. Generally, the force is derived from the potential energy with
respect to the position of the particle:
Fi =  @U(ri)
@r
: (2.3)
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Knowing the potential energy U(r), the force can be calculated and the new positions are
generated further. Due to the fact that Newton equation can only be solved numerically
and integrated over discrete times, the performance of MD simulations for a many-particle
system heavily relies on the integration algorithm and the time step. To address these
issues, several integrators have been developed to numerically integrate Newton equation
and maintain energy conservation even on large time scales. With the development of
algorithms and computational power, to date simulations of large systems on large time
scales can be reached.
In MD simulations, the energy over long simulation time is desired to be conserved, which
is ensured by proper integration algorithms. The simplest one, the Euler algorithm [76],
yields the velocity and position of particle in the next step, as
v(t+t) = v(t) + a(t)t
r(t+t) = r(t) + v(t)t;
(2.4)
where v(t) denotes the velocity of particle at time t, and a(t) is the corresponding
acceleration. For the Euler algorithm, the truncated Taylor expansion of the particle
coordinates contains the first linear component.
A more accurate but also simple algorithm, Verlet integrator [77] is implemented to
integrate the equations of motion:
v(t+t) = v(t) +
1
2
t[a(t) + a(t+t)]
r(t+t) = r(t) + v(t)t+
1
2
a(t)t2:
(2.5)
Based on Verlet algorithm, another popular algorithm, known as leapfrog integrator [78],
is developed as follows:
v(t+t=2) = v(t t=2) + a(t)t
r(t+t) = r(t) + v(t+t=2)t;
(2.6)
The value of time step is one of the most important parameters in MD simulations, which
determines the accuracy of the approximated ensemble average. The time step t should
be small enough that the energy of the systems is conserved within the accuracy needed
for the particular study. The proper time steps for the integrations regarding atomistic
11
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Figure 2.1: Lennard-Jones potential.
and CG MD simulations are often chosen between 2  50 fs to ensure accurate ensemble
average. Note that the Verlet algorithm can be implemented to generate not only energetic
conservation ensembles, but also constant temperature or constant pressure ensembles.
2.1.2 Interaction Potentials
The interaction potentials determine the forces acting on each particle and characteristics
of the system, which is fundamental for models that reproduce real substances. The
parametrization of the interactions between particles in MD simulations is called force field.
The total potential energy, U , in Eq.2.3, is generally made up of three components, result-
ing from non-bonded interactions, Unon-bonded, bonded interactions, Ubonded and external
potentials, Uext, under certain constraints (fixed bonds or angles), as:
U = Unon-bonded + Ubonded + Uext: (2.7)
12
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A commonly used short-range non-bonded potential, Unon-bonded, is the Lennard-Jones (LJ)
potential, which is sketched in Figure2.1. It describes the van der Waals interaction in
the short range, as:
ULJ = 4
"

rij
12
 


rij
6#
; (2.8)
where the parameters  governs the strength of interaction and  stands for the effective
minimum distance between two particles. The first term


rij
12
is modelling the short
range repulsion between two particles. To save computational effort, it is set to be quadratic
to the second term


rij
6
. The second term dominates the attractive interaction and stands
for the induced dipole interaction. It is easy to verify that this potential has a minimum
at rmin = 21=6 with a depth ULJ(rmin) =  . Usually, a cutoff is implemented to the
non-bonded potential Unon-bonded to reduce the number of pair-pair interaction calculated
in MD simulations. LJ interactions are typically truncated at a distance of rc = 2:5.
The long-range non-bonded interaction is described by the Coulomb interaction for the
electric potential of charged particles, given by
UCoulomb =
qiqj
401rij
; (2.9)
where qi, qj, 0, i and rij describe the charge of i and j particles, dielectric constant in
vacuum and relative dielectric constant, the relative distance between particles i and j.
In addition, particle Ewald summation is introduced to accurately calculate the Coulomb
interaction in periodic boundary conditions [79].
The bonded potential, Ubonded, has general components of bond potential, Ubond, and angle
potential, Uangle, which is often expressed by a harmonic potential to mimic the spring-like
nature, given as follows:
Ubond =
1
2
kbond(b  b0)2
Uangle =
1
2
kangle(   0)2:
(2.10)
The external potential Uext accounts for the forces which do not depend on the particle
coordinates.
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Figure 2.2: Periodic boundary conditions in two-dimensions.
2.1.3 Periodic Boundary Conditions
In realistic systems, often only a small fraction of particles is located at the boundaries, so
that the effect of boundary almost plays an insignificant role. However, in MD simulations,
generally only a small patch of the sample is accessible, indicating a larger fraction of
particles located at the boundaries. Finite systems behave differently from the infinite
systems. To overcome this problem, it is possible to apply periodic boundary conditions to
a small sample which contains thousands of particles, in order to simulate the bulk system
and eliminate surface effects when those are of little interest.
The basic idea behind periodic boundary conditions is that particles are enclosed in a unit
box (cell), which is surrounded by several duplications of itself (so called image boxes).
Particles in the image box behave identically as those in the original box. When a particle
moves out of the unit box from the right, and at the same time the image of the particle
enters into the unit box from the left image box, as shown schematically in Figure2.2,
such that the number of particles in the unit box is always conserved. Thus, the effect of
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boundary is eliminated.
Using periodic boundary conditions implies that particles in the simulation box not only
interact with other particles in the unit box, but also with the images of themselves. As
a consequence, the effect of periodic boundary conditions should be taken into account
in the calculation of the pair-pair interaction and the integration of Newton’s equation.
This leads to the fact that the pairs of interactions increase significantly when considering
the particles both in the unit and image boxes. To address this problem, a potential with
a finite range (cutoff) is typically used in the simulations, i.e. ignoring the interactions
between two particles that are far away from each other. Another concern is that at each
time step, the positions of the particles should be adjusted for the integration of Newton’s
equation. If the particle is located at the left/right side of the unit box, the position is
readjusted as follows to bring the particle back to the unit box:
x = x+ Lx; when x < 0;
x = x  Lx; when x > Lx:
(2.11)
where x and Lx are the position of particle in x direction and the length of box in x-
coordinate, respectively. Note that the size of the simulation box should be sufficient large
to avoid the finite size effects of the boundary. Typically, the box should be at least larger
than twice of the cutoff length for the pair interaction, otherwise a particle can interact
with its image in the neighboring box. This can induce significant unphysical dynamics.
2.1.4 Barostats and Thermostats
In MD simulations, a variety of different methodologies has been introduced to generate not
only NVE ensembles (i.e. microcanonical ensembles, fixed number of particles N, volume V
and energy of the system E), but also NVT ensembles regarding fixed number of particles
N, volume V and temperature T, and NPT ensembles associated with a constant number of
particles N, pressure P and temperature T in the system. It is common to implement the
isothermal-isobaric ensembles (NPT) to mimic realistic lipid membranes (condensed phase
system) in experiments. Early pioneering work was introduced by Berendsen, who proposed
a method to maintain constant pressure by scaling the coordinates and the volumes of the
system [80]. Being inspired by Andersen’s work [81], a more sophisticated methodology to
generate desired constant pressure ensembles was developed by Nóse and later reformulated
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by Hoover [82], in which an additional degree of freedom was introduced. The Nóse-Hoover
barostat was further refined by Martyna et al [83]. We note that for the study in Chapter3,
the simulations were conducted with a Langevin thermostat as described in Ref. [84] and a
Berendsen barostat [80] to control the temperature and pressure. Simulations in Chapter4
are conducted with a Martyna-Tuckerman-Tobias-Klein barostat.
Langevin Thermostat
In the Langevin thermostat, the movement of particles is driven by the stochastic noise
term (t) in the force as follows:
m
d2r
dt2
=  @U(r)
@r
 mdr
dt
+ (t); (2.12)
where m, r, t,  and (t) are the mass, the position of particle, the simulation time,
the friction coefficient and the random force that gives random kicks to the particles.
The average magnitude of the random force and the friction are connected according to
the “fluctuation-dissipation" theorem. Note that the random force is time and position
uncorrelated:
< i(t)j(t
0) >= 2mkBTijt;t0 ; (2.13)
In this way, each particle is coupled to a heat bath. This allows to use a larger time
step compared to a non-stochastic thermostat, and the Langevin thermostat is frequently
used in implicit solvent models. However, the momentum in the Langevin thermostat is
not conserved, which implies that it does not reproduce all dynamic properties, such as
hydrodynamic interactions.
Berendsen Barostat
A microscopic expression for the pressure of a mechanical system can be denoted by [80]:
P =
NkBT
V
 
 
  1
3V
X
i
ri  Fi
!
=
1
3V
X
i

pi
2
mi
  ( ri  Fi)

;
(2.14)
16
2 State of the art
where N , V , ri, Fi, pi and mi are the number of particles, the volume of the system,
the position, force acting on the particle, the momentum and the mass of ith particle,
respectively.
The basic idea of Berendsen barostat is to obtain the desired pressure by scaling the volume
of the system and the positions of particles. The Berendsen barostat is a weak coupling
method, which resets the pressure of the system by rescaling the volume of the system and
the atom coordinates with a factor of 1=3 for every time step [80]:
r0 = (t)1=3r; with (t) = 1  t
P
(P0   P (t)); (2.15)
where r, , and  =   1
V
(@V
@P
)T are the coordinates, the relative scaling parameter and the
isothermal compressibility of the system. The parameters P (t) and P0 are the instantaneous
pressure and target pressure, respectively. Typically, a value of  in the order of 10 4 
10 3 bar 1 is set for the MARTINI model.
In isotropic systems, the scaling factors in x, y and z directions are identical. Vice versa,
in anisotropic systems, different scaling factors  are used for x, y and z directions. In
our studies, the pressure is coupled in x and y directions to minimize the stress of the
membrane, i.e. the scaling factor in x and y directions are identical.
The equation of motion for constant pressure ensemble generated by the Berendsen
barostat [80] is given by
dP (t)
dt
=
P0   P (t)
P
; (2.16)
where P is the relaxation time coupled with the external bath. The parameter P is
specified in the simulation and denotes the strength of the coupling between the system
and the pressure bath. In simulations, a proper relaxation time P is important. Large P
indicates a weak coupling, which leads to a long simulation time for the system to reach
equilibrium. On the other hand, small P could induce a strong influence on the dynamics
of the system.
Using a Berendsen barostat, the system reaches a desired pressure rather quickly. It yields
correct average quantities. However, the fluctuations of the quantities are suppressed.
When using a Berendsen barostat in LAMMPS, the time integration and the processes
of rescaling the box size and atom coordinates according to the barostat are separated.
Therefore, in the simulations conducted in Chapter3, a Langevin thermostat is required
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to control the temperature and update the positions and velocities of atoms.
Martyna-Tuckerman-Tobias-Klein (MTTK) Barostat
In the implementation of a Berendsen barostat, a proper average pressure P is generated,
but the fluctuation of the pressure is suppressed [85]. Another methodology to keep
pressures constant was proposed by Anderson [81]. The idea of the Anderson scheme is to
reformulate the Lagrangian equations of motion by introducing an additional variable V ,
the volume of the simulation box, which acts as the coordinate of a “piston" connected
to the external desired pressure. The “piston" has a “mass", Q, which is critical and
adjustable. Too small values of Q can induce rapid oscillations of the simulation box size,
while a large Q may lead to no change of the volume. In this implementation, the method
can generate a isobaric-isothermal distribution in the phase space.
Based on the Anderson scheme, Nóse and Hoover extended the Lagrangian and added new
degrees of freedom, i.e. introducing dynamic variables that are coupled to the velocities of
particles. The Nóse-Hoover implementation leads to strong oscillations when the starting
point of pressure is far from the desired value. Compared with Nóse-Hoover barostat, MTTK
implementation improves the ergodicity of the systems by thermostatting the thermostat
variable [86], i.e. implementing a chain of Nóse-Hoover thermostats. Additionally, it is
time-reversible and allows backwards-propagation of the system.
For the MTTK barostat, the equations of motion in d dimensions are defined as follows [83,
86]:
_ri =
pi
mi
+
p
W
ri;
_pi = Fi   (1 + d
dN
)
p
W
pi   p
Q
pi;
 = ln(V=V0);
_V =
dV p
W
;
_p = dV (Pint   Pext) + 1
N
NX
i=1
p2i
mi
  p
Q
p;
Pint =
1
dV
[
NX
i=1
(
p2i
mi
+ ri  Fi)  dV @U(r; V )
@V
]:
(2.17)
where N , ri, pi, V , V0 and U(r; V ) are the number of particles, position and momentum of
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the ith particle, the volume, the initial box size and the potential. Fi is the force derived
from the potential U(r; V ). The parameters Pint and Pext denote the internal pressure that
is calculated during the simulation and the external/desired pressure. The variables , p
and Q are conjugated to the thermostat. Whereas, , p and W are associated with the
barostat. Here, Q and W are the mass of thermostat and barostat, respectively.
2.2 Umbrella Sampling Simulation
The free energy is one of the most important quantities in thermodynamics. Many biologi-
cal/chemical processes and physical phenomena are related with the free energy difference.
The sign of the free energy difference determines whether a reaction is spontaneous or
not. In the study of this thesis, free energy barriers determine the frequency of NPs
translocation through the bilayers. Usually, for NVT ensemble, the free energy is expressed
in terms of the so-called Helmholtz free energy, vice versa, for NPT ensemble, the Gibbs
free energy is used. Since most experiments are usually conducted under the conditions of
constant temperature and pressure, the study of Gibbs free energy is of great interest.
In principle, the free energy profile along the reaction coordinate, known as the potential of
mean force, can be directly calculated from simulations. Here, the reaction coordinate (),
is a continuous parameter which provides a distinction between two thermodynamic states.
However, in many cases simulations do not provide enough samples in the high-energy
region of phase space within the finite simulation time. Obtaining the free energy can be a
difficult task in computational biology and physics. Different sophisticated techniques are
developed for this purpose, e.g. thermodynamic integration and free energy perturbation for
calculating the free energy difference between two states [86,87] and umbrella sampling [88,
89].
The umbrella sampling technique was developed by Torrie and Valleau in 1977 [88,89],
who were inspired by the work of McDonald [90,91]. To date, the applications of umbrella
sampling simulations range from providing understanding of chemical reactions, calculating
conformational free energies of peptides/biomolecules and exploring opportunity of drug
delivery, to name a few of them. In this work, we implemented umbrella sampling
simulations to study the free energy landscapes along the membrane regarding the NPs’
translocation. Therefore, in this section, we briefly describe the basics of umbrella sampling
technique, further demonstrate how to analyze umbrella sampling simulation results,
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and finally clarify the principle of the bias potential applied in the umbrella sampling
simulations.
2.2.1 The Basics of Umbrella Sampling Method
In principle, the free energy profile can be directly obtained from the simulation when the
simulation time is sufficiently long to sample the whole phase space. With the reaction
coordinate  defined, the partition function of the system Q() can be calculated by
integrating out all degrees of freedom but :
Q() =
R
exp[ E(r)][0(r)  ]dN(r)R
exp[ E(r)]dNr ; (2.18)
where  = 1=(kBT ), r and E(r) are the coordinate and the potential energy, respectively.
The reaction coordinate  can be expressed as a function of a distance, an angle or other
variables related to the system. In our study,  refers to the distance between the center of
the membrane and the NP. The free energy along the reaction coordinate, so-called the
potential of mean force (PMF), is given by
A() =  1= lnQ(): (2.19)
In principle, A() can be directly obtained from MD simulations by monitoring Q(),
the probability distribution of the system along the reaction coordinate. Typically, for a
coarse-grained MD simulation, a length scale of hundreds of nanometers and a time scale of
hundreds of nanoseconds can be reached. However, interesting phenomena in biology (NP
translocation event) require longer time and occur at low probability, which indicates that it
may be impossible to observe such phenomena in the direct simulation. The low probability
of overcoming the potential barrier can leave configurations in high energy-region poorly
sampled or even entirely non-sampled by the simulation. It is infeasible to directly sample
states with an energy barrier significantly larger than kBT .
The basic idea of umbrella sampling is applying a bias potential to the system in order
to ensure efficient sampling along the whole reaction coordinate. This additional bias
potential can be applied in one simulation (window) or in various separated simulations
along the reaction coordinate which have sufficient overlap between neighbor windows and
can subsequently be assembled by different methods. In this work, umbrella sampling
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simulations are performed in many windows along the reaction coordinate , which can be
formalized as follows [92]:
Ebiased(r) = Eunbiased(r) + wi(); (2.20)
where Ebiased(r) and Eunbiased(r) denote the biased free energy and unbiased free energy at
the position (or state) r, and wi() being the bias (additional) potential.
The aim is to obtain the unbiased free energy, which is related to the unbiased distribution
by the equation:
P unbiasedi () =
R
expf [E(r)]g[0(r)  ]dNrR
expf [E(r)]gdNr : (2.21)
However, only the biased distribution can be directly extracted from the biased MD
simulations as follows:
P biasedi () =
R
expf [E(r) + wi(0(r))]g[0(r)  ]dNrR
expf [E(r) + wi(0(r))]gdNr : (2.22)
As seen in Eq.2.22, the biased distribution is also a function of the reaction coordinate .
This equation can be further modified as
P biasedi () = exp[ wi()]
R
expf [E(r)]g[0(r)  ]dNrR
expf [E(r) + wi(0(r))]gdNr : (2.23)
By inserting in Eq.2.21, we can obtain the relation between the unbiased distribution
P unbiasedi () and biased distribution P biasedi ():
P unbiasedi () = P
biased
i () exp[wi()]
R
expf [E(r) + wi(0(r))]gdNrR
expf [E(r)]gdNr
= P biasedi () exp[wi()] < exp[ wi()] >
= P biasedi () exp[(wi()  Fi)];
(2.24)
In our study, the path along the reaction coordinate is discretized into a number of windows
(for instance,  = 26; 31; 38), as shown in the upper panel of Figure2.3(red lines). The
computed biased free energy, unbiased free energy and bias potential are denoted as blue,
green and red lines in the middle panel of Figure2.3, respectively.
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Figure 2.3: Bias potential applied in windows along the reaction coordinate (upper panel).
Biased free energy, bias potential and unbiased free energy in the window  = 26 (middle
panel). Global free energy composed of direct MD simulation result and unbiased free
energy in each window (lower panel).
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2.2.2 Analyzing Umbrella Sampling Results by WHAM
To analyze the umbrella sampling simulation results, the Weighted Histogram Analysis
Method (WHAM) was applied to obtain the global distribution of the free energy. The
WHAM is the extension of the histogram technique developed by Ferrenberg and Swend-
sen [93]. It was first applied in the free energy calculation in Ref. [94]. The goal of WHAM
is to minimize the statistical errors when generating the optimal global distribution, in
which sufficient overlap between neighboring windows is required. In other words, to choose
appropriate parameter values of Fi in Eq.2.24for each window, as sketched in the down
panel of Figure2.3.
The global distribution can be constructed by the unbiased free energy from each window
according to different weights pi() [92,94,95]:
P unbiased() =
NwindowsX
i
pi()P
unbiased
i (): (2.25)
The basic idea behind WHAM is to choose the optimum probability density from ith
window when it has overlap with neighboring windows. The statistical error of P unbiased in
the histograms is then summarized from each window as follows:
2(P unbiased) =
X
p2i ()
2(P unbiasedi ()) (2.26)
When minimizing the statistical error of P unbiased, the weights pi() of each window are
required for the normalization:
@2(P unbiased)
@pi
= 0; with
X
pi() = 1: (2.27)
This leads to P unbiased() as follows:
P unbiased =
NX
i=1
ni expf [wi()  Fi]gPN
j=1 nj expf [wj()  Fj]g
P unbiasedi ()
=
NX
i=1
niPN
j=1 nj expf [wj()  Fj]g
P biasedi ();
(2.28)
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with ni the length of the ith window. The free energy parameter Fi is given as follows:
exp( Fi) =
Z
dP unbiased() exp[ wi()]: (2.29)
The parameter Fi in Eq.2.29is calculated from the global unbiased distribution P unbiased(),
while P unbiased() is obtained from Eq.2.28using the biased distribution P biased() and
Fi. It should be noted that this process has to form a self-consistent loop, in which the
parameters are iterated until convergence.
2.2.3 The Principle of Choosing Bias Potential
To obtain sufficient sampling in the poor-sample region, the choice of the bias/forcing po-
tential introduced in the potential function, is critical in the umbrella sampling simulations.
The bias potential has to ensure an appropriate number and position of windows to get
sufficient overlap, while not disturbing the system too much.
In many cases and throughout this work, a bias potential in a harmonic format is applied
to the system in several windows distributed along the reaction coordinate:
wi() =
1
2
K(   i)2: (2.30)
where K is the spring constant, and i is the reference point. The choice of the spring
constant K is essential. Too large K leads to narrow distributions with no sufficient overlap
between two neighboring windows, while small time steps are required in simulations.
Another pitfall of large K is that it might lead to the over-representation of configurations
in high-energy region. In the other limit, a low value of K may not be enough to overcome
the energy barrier, leading to insufficient sampling in the desired region.
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3.1 Introduction
Nanoparticles (NPs) have various applications in drug delivery, therapeutic and diagnostic
applications [96–98]. Specially, gold-coated NPs are good candidates in various biomedical
applications due to their resistance against oxidation and corrosion [99]. Diverse properties
of NPs, such as the hydrophobicity of NPs, size, shape and surface charge, affect the
biological response. The hydrophobicity of NP is an essential parameter controlling
the interaction with the membrane. It was reported that NPs with different degrees of
hydrophobicity lead to different immune responses [100]. NPs’ surface binding with human
serum albumin can be tuned by NPs’ hydrophobicity [101]. Recent studies show that
hydrophobic NPs with diameters comparable to the thickness of a lipid bilayer can affect
the phase transition temperature and membrane fluidity [102]. In addition, the bilayer can
adjust its assembly to accommodate large hydrophobic NPs [52,53]. Such distortion of the
bilayer can, however, reduce the order of the lipid. Similar phenomena are also observed
for proteins with large sizes [103].
The self-assembly of lipids into bilayers is driven by the hydrophobic interaction, i.e. the
demixing of the hydrophobic tails of the lipids from the aqueous solution. Due to the
hydrophobic effect, hydrophobic NPs are easily absorbed in the core of the lipid bilayer.
To improve the translocation of NPs, strategies have been applied to modify NPs’ surface
chemistry, e.g. through the implementation of hydrophobic/hydrophilic patterns on the
surface of the NP. Stellacci et al. designed NPs coated with alternating hydrophobic
and hydrophilic ligands that could penetrate the membrane without inducing membrane
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disruption, while NPs randomly decorated with hydrophilic and hydrophobic components
got trapped in endosomes [104]. In turn, Gkeka et al. performed CG molecular simulations
to study the effect of various hydrophobic-hydrophilic surface patterns on the permeation of
NPs through lipid membranes [105]. In particular, homogeneously distributed hydrophobic-
hydrophilic surface patterns have been demonstrated to flatten the translocation free-energy
profiles.
The hydrophobicity of NPs also influences the selectivity of the bilayer. Monte Carlo
(MC) simulations of homogeneous/amphiphilic NPs interacting with lipid bilayers show
that NPs having a certain degree of hydrophobicity could induce a dramatic increase of
the permeability of lipid bilayers for water [106]. Similar results have been reported in
recent studies of homopolymers/copolymers of tunable hydrophobicity [107–109]. The
analysis of the disruption of supported membranes, induced by semi-hydrophobic NPs,
demonstrates that surface hydrophobicity, concentration and size of the NPs control the
formation of pores in the membrane. This offers insight into the design of biofunctional
NPs with a reduced potential of cytotoxicity [110]. Neutral or negatively charged, polymer-
coated AuNPs exhibit an increased rate of crossing the Caco-2 monolayer (of human colon
adenocarcinoma cells). These AuNPs were also capable of inducing an elevated cellular
monolayer permeability (up to 4 folds) for small molecules [65].
The objective of this work presented in this chapter is to investigate self-assembled lipid
bilayers interacting with spherical NPs under various degrees of hydrophobicity and different
concentrations of NPs, using a simplified version of the MARTINI model [37]. Sec.3.3.1
provides information of the distributions of NPs of different degrees of hydrophobicity. The
effect of hydrophobicity on translocation rate of NPs is discussed in Sec.3.3.2, followed
by the analysis of the concentration effect of NPs on the translocation rate (Sec.3.3.3).
Different kinetic pathways for NPs with intermediated hydrophobicity are further discussed
in Sec.3.3.4. In Sec.3.3.5, the translocation of NPs through lipid membranes is studied
in terms of the potential of mean force and Kramers theory. In Sec.3.3.6, the degree of
hydrophobicity of the NP is classified in terms of a hydrophobicity scale, which is accessible
experimentally. The effect of hydrophobicity and concentration of NPs on the perturbation
of membranes is demonstrated in Sec.3.3.7. Our findings are summarized and discussed in
Sec.3.4. Essential results of this work have been published in Ref. [111].
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Figure 3.1: Upper panel: Sketch of the MARTINI model and simplified MARTINI model
for lipids. Here, Q+ and Q  represent the zwitterionic headgroup. And h, t, b, s denote
head, tail, bridge monomers of lipids and solvent beads. Lower panel: Sketch of interaction
sites.
3.2 Coarse-grained Model and Simulation Setups
In this work, the lipid membrane is constructed using a simplified version of the MARTINI
model of DPPC molecules [37]. As mentioned in Chapter1, in the MARTINI model, the
lipid molecule consists of 12 CG beads. A CG bead has a mass of 72 amu and is mapped
to four heavy atoms. Four types of interactions are considered according to their strengths:
polar (solvent), nonpolar (bridge), apolar (tail) and charged (head). The zwitterionic
head group is composed of a positively charged bead and a negatively charged bead. The
monomers (bridge) placed between zwitterionic head group and tail group are modeled by
nonpolar beads.
Figure3.1presents the structure of the lipid molecule, as used in the present work (upper
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Simplified MARTINI model MARTINI model
Area per lipid 61 Å2 64 Å2
Thickness 44 Å 40 1 Å
Stretching modulus 400 mN/m 40030 mN/m
Permeation rate of solvent 7:5 10 3 cm/s (1:5 0:5) 10 3 cm/s
Table 3.1: Characteristics of lipid bilayers constructed by original MARTINI model and
simplified MARTINI model.
panel), as well as the interaction sites for NPs of tunable degrees of hydrophobicity, H
(lower panel). The simplified model consists of a reduction in the bead types to only two
different neutral bead-species, namely apolar lipid tails and polar lipid heads. The charge
of the head group is not included in this study and the bridge beads (nonpolar) are signed
to tail and head monomers. Therefore, lipid head monomers and solvent beads are identical
in terms of hydrophobic interactions. Minimal models of this type (lipids consist of only
two different types of beads) have been successfully applied in recent bond-fluctuation
based MC simulations [107–109].
The bond potential for two connected beads is implemented by a harmonic potential:
Ubond =
1
2
kbond(b  b0)2; (3.1)
where the equilibrium distance b0 is 4.7 Å and a spring constant of kbond = 1250 kJ mol 1 nm 2
is used. The angle potential with a spring constant of kangle = 25 kJ mol 1 rad 2 is used
to model the chain stiffness:
Uangle =
1
2
kangle(cos()  cos(0))2 (3.2)
Here, the equilibrium angle 0 is 180 ° for the lipid tail and head regions. And a smaller
equilibrium angle of 120 ° is implemented in the backbone head(Q+)  bridge  bridge.
A comparison of simplified MARTINI model and original MARTINI model for properties
of lipid membranes is shown in Table.3.1. With the simplified MARTINI model, the
properties of lipid membranes are in the range of experimental values. Note that the
stretching modulus of the membrane was calculated in the presence of 450 lipids with the
MTTK barostat as described in Chapter2. The stretching modulus regarding MARTINI
model is, instead, obtained from a system consisting of 256 lipids [37]. The permeation rate
of water obtained in our model is higher than the result from the MARTINI model, but
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agrees with the magnitude of water permeation rate in experimental measurements [112,
113] regarding DPPC vesicles and simulation results of DPPC bilayers [114]. Therefore,
the simplified model can reproduce essential properties of real systems. The objective
of this work was, however, to study the generic effect of relative hydrophobicity on the
interaction of NPs with lipid bilayers. Charge effects of the lipid head group, although
substantially screened under physiological conditions, can be investigated as an additional
parameter in future studies and can be important for charged particles.
The effective interaction potentials between NPs of various hydrophobicities and components
of the system are implemented as follows (as shown in the lower panel of Figure3.1):
ULJ(r) = 4ij
ij
r
12
 
ij
r
6
;
i;j = (Di +Dj)=2;
h;h = s;s = h;s = 5 kJ/mol;
t;t = 3:4 kJ/mol;
t;h = t;s = 1:8 kJ/mol;
NP;NP = s;s + (t;t   s;s)H;
NP;h = NP;s = s;s + (t;s   s;s)H;
NP;t = s;t + (t;t   s;t)H:
(3.3)
Here, lipid head monomers, tail monomers, and solvent beads are denoted by h, t and
s respectively. Note that the diameter of a NP (DNP = 9:4 Å) is twice the diameter of
a coarse-grained lipid monomer (Ds;h;t = 4:7 Å) or a coarse-grained water bead. Thus,
the effective interaction lengths of the Lennard-Jones potentials of NP-NP and NP-other
components are NP;NP = 9:4 Å and NP;(s;h;t) = 7:05 Å, respectively. When the NP
is hydrophilic (H = 0), its interactions are identical with those of the solvent beads
and the lipid head monomers. Vice versa, interactions of hydrophobic NPs (H = 1)
are indistinguishable from lipid tail monomers. Here, the interaction between NPs also
varies when their hydrophilicity is shifted. For hydrophilic NPs with H = 0, the NP-NP
interaction is equal to the solvent-solvent interaction (NP;NP = s;s = 5 kJ/mol), and
NP;NP = t;t = 3:4 kJ/mol for hydrophobic NPs withH = 1. Therefore, the hydrophobicity
of NPs can be defined as follows:
H =
NP;NP   s;s
t;t   s;s =
NP;h   s;s
t;s   s;s =
NP;t   s;t
t;t   s;t : (3.4)
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Note that the effective interaction between NPs is always the result of bare interactions
and those between the NPs and the other components. Also realistic particles will differ in
this respect. Therefore, it is important to introduce a hydrophobicity scale which can be
directly applied to experiments, regardless of the details of the microscopic interactions.
This is done in Section3.3.6. The simplified MARTINI model used in this work is able to
interpolate between maximum degrees of lipophilicity and hydrophilicity, and thus serves
to study these effects using a single parameter, H.
The simulations were conducted with the open source LAMMPS molecular dynamics
package [115], using highly parallelized codes. To model the membrane, an initial config-
uration of 450 lipid molecules was assembled and arranged into a planar lipid bilayer in
the x  y plane, while solvent beads and NPs were randomly distributed outside the lipid
membrane. An (initially) cubic simulation box of 120 Å and periodic boundary conditions
in all directions were implemented. For systems in the presence of 50 and 100 NPs, 8653
and 8253 solvent beads were simulated, respectively. A simulation of 300 ns (107 MD steps)
was used for the equilibration of a tensionless membrane, with a constant time step of 30
fs. It was followed by a production run of 2700 ns (9  107 MD steps). The temperature of
the system was coupled to a Langevin thermostat (temperature 323 K) and the pressure
was coupled to a Berendsen barostat [80] (water pressure 1bar, with a bulk modulus of
the membrane of 3333.3 bar). The technical details of the thermostat and barostat are
described in Chapter2. Note that the barostat was coupled to the x   y plane of the
membrane, to respond to its stress, while in the z-direction (normal to the membrane) the
barostat secured a constant solvent pressure.
In order to obtain the free energy profile of the NPs as a function of their distances to the
membrane’s center, a series of umbrella sampling simulations were conducted with the
LAMMPS package [115]. For umbrella sampling simulations, the NP is constrained by a
bias potential to a target position z0 using a harmonic potential wbias = (1=2)K(z   z0)2.
The spring constant is set to K = 0:2 kcal/(molÅ2). This set up is similar to a tweezer-type
experiment, but instead of measuring the force, the distribution of the particle is recorded,
(z), under the harmonic constraint. As the center of mass of the membrane is not fixed
in the simulations, the relative distance between the membrane’s center and constrained
harmonic particle was updated during sampling. Umbrella sampling simulation results
for different values of z0 were combined according to the weighted histogram analysis
method (WHAM). For the analysis with WHAM, a bin of 0:5 Å and convergence threshold
of 0:1 were implemented. Then, all the potential of mean forces of NPs with different
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Zcenter
Zcenter+40Å
Zcenter-40Å
Figure 3.2: Snapshots: Lipid membranes interacting with 50 NPs, at different values of
the hydrophobicity (H = 0; 0:5; 0:8; 1). Solvent beads are not shown to improve visibility.
The solid lines displayed for H = 0:5 indicate the thresholds for calculating translocation
events. This figure is adopted from Ref. [111]
hydrophobicities were shifted to zero in the region far outside the membrane. Note that
in this procedure the bias potential should not perturb the system. As a consequence,
the biased samples, after subtracting the harmonic bias potential from the resulting free
energy, should lead to the identical result as an unbiased sample, where the histogram of
particle positions, (z), has been recorded. This fact can be used when combining biased
and unbiased results in overlapping windows of the reaction coordinate, z, whenever this
was possible.
3.3 Results and Discussions
3.3.1 NPs-membrane Interactions
NPs of various degrees of hydrophobicity behave quite differently when interacting with
the lipid membrane. Multiple systems consisting of lipid membranes interacting with
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Figure 3.3: Density profiles of the various components of the lipid membrane, as well as
the NPs at different degrees of hydrophobicity (H = 0; 0:2; 0:5; 0:8; 1). Tail groups (black),
head groups (green), lipid molecules (blue), NPs (red) and the solvent beads (purple) are
presented as functions of distance from the center plane of the membrane, z. This figure is
adopted from Ref. [111]
NPs of hydrophobicity H = 0; 0:1; 0:2; 0:3; 0:4; 0:5; 0:6; 0:7; 0:8; 0:9 and 1 are conducted
to investigate the effect of hydrophobicity on NPs-membrane interactions. It is well
understood that hydrophilic NPs, H = 0, are excluded from the lipid bilayer. Upon a
further increase of the hydrophobicity to H = 0:5, NPs were absorbed on the membrane
surface, specifically in the head-tail interface. Hydrophobic NPs (H = 0:8; 1) disperse in
the core of lipid membrane. Overall, with increasing hydrophobicity from H = 0 to H = 1,
the role of the lipid membrane changes from a potential NP barrier to a potential NP trap.
These findings can be clearly observed in the snapshots of lipid bilayers interacting with
NPs (see Figure3.2).
To gain more insight into the interactions between lipid membrane and NPs, the corre-
sponding density profiles of all components are analysed and shown in Figure3.3. For
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hydrophilic NPs (H = 0; 0:2), a depletion zone at the water-membrane interface is observed.
This is consistent with previous simulations of membranes and NPs of small diameters, as
summarized in a recent review [116]. For NPs with hydrophobicity H = 0:5, the distri-
bution shows two distinguishable peaks in the lipid head-tail interface. When increasing
the hydrophobicity to H = 0:8, a trimodal distribution of NPs is clearly discernible in
Figure3.3(red curves): a certain fraction of NPs are absorbed in the the core of the
membrane, while others are located at the head-tail interface. Remarkable is that such a
split up into three populations is still visible for H = 1, as shown in Figure3.3. It should
be noted that the three-population structure of NPs represents a dynamic equilibrium, and
that NPs were able to jump between these three different layers, i.e. upper leaflet, core
of membrane and lower leaflet. This observation can also be found in the studies of the
kinetic pathways (Sec.3.3.4), the potential of mean force (Sec.3.3.5) and the membrane
perturbation (Sec.3.3.7). And it will be further discussed in a rather quantitative manner
in the following sections.
Note that the observation that NPs prefer the layers in between the two leaflets has some
similarities with the uptake/repulsion of NPs by polymer brushes [117–120]: The inclusion
free energy of NPs increases with grafting density of polymer brushes, i.e. inserting NPs
in the densely packed lipid bilayer requires higher free energy. High grafting density
indicates a dense structure of polymer brush. In this case, the structure of leaflets of the
self-assembled lipid bilayer is similar to polymer brushes. However, previous studies using
the BFM [106] show that the distribution of NPs turned out to be homogeneous throughout
the membrane profile. This difference emerges because the membrane, as modeled in the
BFM, was less stiff, allowing NPs to distribute inside the leaflet.
3.3.2 NPs Translocation
The uptake of NPs can be controlled by the hydrophobicity as discussed above. In this
section, the impact of hydrophobicity of NPs on the translocation rate is discussed. Here,
a translocation event is defined if a NP translocates from the solvent phase on one side
of the membrane to the solvent phase on the other side, passing through the core of the
membrane (defined as the region z = zcenter  15 Å, with zcenter being the center of mass of
the lipid membrane). For a translocation event to be completed, the NP has to cross the
boundaries defined as zcenter  40 Å. Note that the frequency of NP translocation across
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Figure 3.4: Translocation rates of NPs as a function of hydrophobicity, in the presence of
50 (black curve, circle symbols) and 100 NPs (red curve, diamond symbols). Brown line
with triangle symbols present the results calculated from Kramers theory. Note that Tc in
the last plot is in the scale of diffusion coefficient of NP (D). This figure is adopted from
Ref. [111]
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the bilayer is calculated as follows:
TC =
nNP
t
; (3.5)
where nNP is the number of translocation events of NPs across the bilayer during the
simulation time t. The same method is used to calculate the translocation frequency of
solvent beads.
Figure3.4shows that translocations of hydrophilic NPs with H  0:4 and hydrophobic
NPs with H  0:7 were absent in our simulations, which is relevant to a considerable free
energy barrier/trap shown in Figure3.8. At the hydrophobicity of H = 0:5, a maximum of
membrane permeability for NPs occurs. The peak in the translocation rate is due to the
role of the lipid membrane, which changes from a potential barrier to a potential trap. A
further increase in hydrophobicity to H = 1 leads to a decrease of translocations of NPs
though the lipid membrane. Note that translocation events in the presence of 100 NPs
increase up to 10-folds when compared to 50 NPs, as shown in Figure3.4, indicating a
cooperative effect when the concentration of NPs is sufficiently high. This cooperative
effect is further discussed in the next section.
3.3.3 Concentration Effect of NPs
Translocation rate of NPs is governed by the hydrophobicity of NPs, as discussed above.
In addition, the concentration of NPs plays an important role in the translocation. This
is illustrated by the comparison between 50 and 100 NPs with balanced hydrophobicity
(H = 0.5). As shown in Figure3.5, the membrane is destabilized where many particles
are absorbed due to the filling-up of the states of the free energy minima (interfaces in
this case). For the most interesting case, NPs with H = 0:5, both the solvent (water) and
lipid core act as a poor solvent, i.e. a repulsive environment, which induces the formation
of clusters of NPs for larger densities. Namely, particles can form bridges through the
membrane at higher densities, thus forming gates for other particles. This phenomenon
can be directly observed by considering the free energy landscapes for a given particle
in the presence of 50 NPs and 100 NPs, respectively, see in Figure3.5. The free energy
barrier for translocation becomes significantly flatter with increasing the number of NPs
from 50 to 100. The cooperative effect can be reduced and even eliminated if the particles
are patchy in terms of the hydrophobicity effect [106]. The bare interaction between the
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Figure 3.5: Free energy landscapes for a given NP in the presence of 50 and 100 NPs
with hydrophobicity H=0.5. Here black and red lines present the cases of 50 and 100 NPs
respectively.
NPs in this model is less important and the same effect can be observed if the particles
have athermal pair interactions between each other for all values of the hydrophobiticy,
see also Ref. [106].
To gain more insight in the cooperative effect, further simulations of systems in the presence
of 70, 80, 90, 100, 110, 120, 130 and 140 NPs with balanced hydrophobicity, H = 0:5,
interacting with the membranes were conducted. Figure3.6shows that the translocation
rate of NPs increases dramatically when the number of NPs in the simulation box is larger
than 70. Further simulations and studies are needed to completely examine the cooperative
effect.
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Figure 3.7: Sketch of the kinetic pathways of NPs with H=0.5 (red) and H=0.8 (blue)
based on the analysis of the free energy landscape. The states of NPs are indicated as:
solvent, interface, and core, i.e. between leaflets. The arrows indicate the rate of the
processes.
3.3.4 The Effect of Hydrophobicity on Kinetic Pathways
The study of the distribution of NPs shows that at balanced hydrophobicity, H = 0:5,
NPs locate at the lipid head-tail interface. And for partially hydrophobic NPs, H = 0:8,
the distribution is not homogeneous, but displaying an effective three-populations pattern:
NPs are dispersed in the lipid head-tail interface and in between the two lipid leaflets.
Accordingly, with increasing hydrophobicity, for instance from H = 0:5 to H = 0:8, the
positions of maximum NPs shift toward the core of the membrane. These findings lead
to different kinetic pathways of translocation at different hydrophobicities as sketched in
Figure3.7. For balanced hydrophobicity, at H = 0:5, the most interesting case, the NPs
are mostly located at the membrane boundary where they can enter in the core of the
membrane or leave for the solvent phase. This translocation pathway can be described
by a 2+1-state process: to enter/leave the interface region from/to the solvated state;
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to jump between the two interface states. This is indicated by the red double-headed
arrows in Figure3.7. 2-states dominates the behavior inside the membrane, i.e. in the lipid
head-tail interface. And 1-state corresponds to solvated state. The free energy barriers of
detaching from the membrane and jumping between the two interface states are of the
same order, see the free energy profile in Figure3.8. For higher hydrophobicities such as
H = 0:8, a 3+1-state process becomes predominant where NPs jump between the interface
regions and the inter-leaflet core positions. This is indicated by the blue double-headed
arrows in Figure3.7. Note that “check-out" events become very rare and dominate the
translocation time. The free energy barrier for leaving the membrane exceeds the order
of 10 kBT already for H = 0:8, see in Figure3.8. This indicates long translocation time,
which is not accessible in the direct simulation.
It is worth noting that different kinetic pathways can be expected in the many NPs systems
where collective effects play a role. As shown in Figure3.5, in the presence of 100 NPs,
the free energy landscape for a individual particle becomes flatter (particularly at the
interfaces) and bridging of the membrane by clustered particles can further facilitate the
translocation process.
3.3.5 Potential of Mean Force
The general physical mechanism of passive translocation of particles through self-organized
amphiphilic membranes could be depicted as passing through a free energy barrier. There-
fore, it is of great importance to study the free energy profile of these systems. The theory
of stochastic processes can be applied to calculate the mean first-escape time of NPs from
the lipid bilayer, which might turn out to be much larger than the accessible simulation
time.
The potential of mean force as a function of the distance of the NP from the center of the
bilayer can be determined from the density profiles, (z), of the NPs:
F (z) =  kBT ln[(z)] : (3.6)
According to the definition, when the free energy differences are too high, the density of
NPs is virtually zero during the simulation run. Whenever such a case emerges, umbrella
sampling simulations were conducted as described in Sec.3.2. For instance, for hydrophobic
NPs, umbrella sampling simulations were conducted in the region of the head-tail interface
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Figure 3.8: Free energy profiles as a function of the distance from the membrane centre,
in the presence of 50 NPs, and at different hydrophobicities, H. The reaction coordinate
denotes the distance of the NP from the center of mass-plane of the membrane. The lipid
head-tail interface is indicated by the orange dash lines.
and in the solvent phase. Vice versa, umbrella sampling simulations were applied in the
core of the membrane for hydrophilic NPs. Note that the free energy corresponds to the
Gibbs free energy in our case, since the pressure is constant.
In this work, the potential of mean forces of NPs with different hydrophobicity are obtained
from unbiased MD simulations of 50 NPs combined with umbrella sampling simulations
of a NP. Here, all the free energy profiles are shifted to the reference (the solvent phase)
with F = 0. Wherever the free energy is negative (F (z) < 0), NPs is absorbed and this
region of the lipid bilayer represents a potential trap . Vice versa, F (z) > 0 corresponds
to a potential barrier for NPs. For NPs with H = 0:4, the free energy profile first shows
a potential trap in the interface, and a potential barrier in the core of the membrane.
This indicates that NPs with H = 0:4 prefer the interface and the solvent phase. As
shown in Figure3.8, with increasing the hydrophobicity of NPs from H = 0:4 to H = 0:7,
the role of the bilayer is changing from a potential barrier to a potential trap. In the
study of NPs’ distribution, it is shown in Figure3.3that hydrophobic NPs form a three-
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populations structure. Accordingly, the potential of mean force also reveals three energy
minima, located in the two head-tail interfaces and between the leaflets. Note that a
direct translocation of NPs with H = 0:5 across the membrane, as observed above, is
related with an energy difference of 8 kBT . Hydrophobic NPs (H = 0:7; 0:8; 1) are strongly
absorbed inside the membrane. This can be quantitatively characterized by the free energy
difference, which exceeds 10 kBT corresponding to the fact that no translocation event is
observed in the direct simulation.
With the potential of mean force shown in Figure3.8, the translocation rate of NPs
through the lipid membrane can be studied by Kramers theory [121]. In this work, the
translocation of NPs across the bilayer can be considered as a diffusive process over the
energy barrier. And Kramers’s method offers the solution for the mean first-passage time
of the one-particle diffusion equation in a free energy landscape [122,123]:
 =
1
D
Z z+
z 
eF (z
0
)=kBTdz
0
Z z0
z 
e F (z
00
)=kBTdz
00
(3.7)
Here,  denotes the average time required for the diffusing particle to reach the layer
z+ on the trans-site of the membrane for the first time, if the particle was placed in the
layer z  on the cis-side of the membrane at the beginning. The location of z+ and z  has
been chosen as zcenter  40 Å, which are the same thresholds used for direct calculation
of the translocation rate and located well outside the membrane’s profile, see also in
Figure3.2. In this work, the diffusion coefficient D of the NPs is assumed to be constant
along the direction perpendicular to the membrane (z coordinate). Precise measurements
of passive translocation with the diffusion coefficient D(z) as a function of z can be
addressed in Ref. [114,124]. Corresponding results are shown in figure3.4(lower panel:
brown line, triangle symbols). A pronounced peak of the membrane permeability for
NPs is distinguishable at H = 0:5, which shows excellent agreement with observations of
translocation events in direct simulations. The range of hydrophobicity (0:4 . H . 0:7) in
which NPs can translocate through the bilayer is consistent with the direct simulations.
3.3.6 Hydrophobicity Scale
Essentially, a lipid membrane that consists of two packed layers of amphiphilic lipid
molecules is driven by hydrophobic interaction. The hydrophobic effect is of great impor-
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Figure 3.9: Free energy profiles of NPs as a function of the distance from the center
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Figure 3.10: Hydrophobicity scale: Free energy difference between water and oil phases
for NPs as a function of hydrophobicity H.
tance for the understanding of the interaction between the lipid membrane and NPs. The
effective hydrophobic effect is a result of the interplay of all microscopic interactions which
take place in the real system. Therefore, it is essential to map our microscopic model,
characterized by the parameter H, to a hydrophobicity scale which is uniquely accessible
in experiments.
Based on the principle of Radzicka Wolfenden partitioning scale for amino acid side-
chains [125,126], MacCallum et al. conducted molecular simulations to calculate the free
energy of partitioning between water and other regions of the membrane by the distribution
of the side-chain analogs [127]. In this thesis, this hydrophobicity scale for NPs was
conducted to quantify the hydrophobic effect by measuring the partition coefficient of
NPs between the two phases: water and lipophilic solvent, the latter corresponding to a
melt of oligomers (oil). This partition coefficient can be transferred to the free energy of
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partitioning of NPs at the boundary between the two phases:
F
kBT
= ln(K) = ln(cH=cP): (3.8)
Here, cH and cP in Eq.3.8denote the densities of NPs on the hydrophobic/hydrophilic
side, respectively. And the partition coefficient is defined by K = cH=cP.
However, it is challenging to calculate the partitioning of NPs with a certain degree of
hydrophobicity in oil and water phases in the direct MD simulations. For instance, it
has extremely low frequency to observe fully hydrophilic NPs in the oil (non-preferable)
phase during the direct simulations. In addition, partially hydrophilic/hydrophobic NPs
are mostly located in the water-oil interface. Therefore, it is difficult to measure the
partitioning of partially hydrophilic/hydrophobic NPs in water and oil phases. To address
these issues, umbrella sampling simulations are conducted to calculate the free energy
difference between water and oil phases for NPs of different hydrophobicities. Here, the
reaction coordinate is chosen as the distance from the center of the oil phase in the direction
perpendicular to the water/oil interface. The details of umbrella sampling simulations and
the corresponding analysis by WHAM are the same as described in Sec.3.2, except that
in these simulations the pressure allows for changes in the box size only in z-direction.
Namely, the simulation box is fixed in the x and y coordinates. This is due to the fact that
when the constant pressure condition is implemented in x and y directions, the interface
between two phases is minimized since water beads and oil monomers tend to reduce the
contact surface area with each other. The oil phase is composed of 1125 hydrophobic
chains that are made of five tail monomers (5625 hydrophobic beads). And the water
phase contains 5827 beads. In the initial configurations, hydrophobic chains and water
monomers are separately dispersed in the upper and lower part of the box. A run of 30 ns
(106 MD steps) was conducted for equilibration, followed by a production run of 600 ns
(2  107 MD steps) in each sampling window.
Figure3.9shows the free energy profiles of NPs as a function of the reaction coordinate
obtained from umbrella sampling simulations. These results show that for NPs close to the
critical point of hydrophobicity (H = 0:5), the free energy difference between the phases
vanishes, indicating that water and oil are indistinguishable for NPs. The free energy
difference in the bulk of the two phases can be plotted as a function of the microscopic
hydrophobicity H, see in Figure3.10. The simulation data can be fitted by the following
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linear equation:
F
kBT
= 52:781 H   24:736: (3.9)
Since the free energy difference F is directly related to the partitioning coefficient,
this linear relationship can be used to map the parameter H to relevant experimental
observations.
3.3.7 Solvent Permeation and Membrane Perturbation Induced by
NPs
An interesting phenomenon addressed here is membrane perturbation induced by NPs of
different degrees of hydrophobicity. Due to the interaction with NPs, the properties of
the membrane change correspondingly, depending on the degree of hydrophobicity and
concentration of the NPs, as shown in Figure3.11. Generally, in the presence of 100 NPs, a
higher degree of membrane perturbation is observed. The upper panel of Figure3.11shows
the membrane permeability for water vs. hydrophobicity of the NPs at two concentrations
of NPs. Here, the membrane permeability in the presence of NPs is scaled with its solvent-
permeability in the absence of NPs. The translocation event of solvent is counted with the
same method as described in Sec.3.3.2. The boundaries of the translocation are chosen
as zcenter  30 Å. It is shown that the permeability is generally increased whenever H
differs from zero. Even in situations in which the NPs do not yet enter the membranes,
they are capable of disturbing the molecular order of lipid and expanding the lipid bilayer,
and thereby affecting the membrane permeability for water. In the presence of 100 NPs,
a clear maximum of the permeability is visible at about H = 0:7. A similar observation
is obtained in the study of amphiphilic NPs interacting with membranes [106], in which
the amphiphilic NPs do not form any aggregation inside the membrane. Note that for
H = 1 the permeability is slightly higher than for the case of H = 0. According to previous
studies conducted with BFM [106], a stabilization effect, induced by hydrophobic NPs or
hydrophobic polymers, led to an increase of the membrane thickness that, contrary to our
results, reduced the permeability. In this study, the observed 4:5% increase of membrane
thickness (2 Å) did not have any significant effect on the membrane’s permeability with
respect to solvent. By contrast, dynamic three-populations structure of hydrophobic NPs
plays a role in the membrane perturbation. NPs move between these three layers: the
core of the membrane and the two head-tail interfaces of the leaflets. This leads to a
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(center panel), and order parameter of lipid tails (lower panel), as a function of the
hydrophobicity H, and in the presence of 50 (black curves, open circle) and 100 (red curves,
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considerable degree of membrane perturbation.
Another feature characterizing the state of the lipid bilayer is the area per lipid. The
results highlight a correlation between the solvent permeability and the area per lipid,
which is also presented in a recent review [124]. For H = 0, the area per lipid doesn’t
change compared with the pure lipid membrane system. With increasing hydrophobicity,
NPs get absorbed by the lipid membrane. Once the dynamic three-populations structure of
NPs is formed inside the membrane, NPs are pushing the lipid monomers away to occupy
the space between these layers, which expands the lipid membrane to some extent. With a
further increase of hydrophobicity of NPs, the majority of NPs stays put inside the core
layer of the membrane, leading to weaker membrane perturbation induced by NPs, and a
decrease of its area per lipid.
The order parameter of lipid tails was calculated to quantify the tail orientation and the
effect of hydrophobicity on the structural properties of the bilayer. The definition of the
order parameter P2 is introduced in Chapter1. The corresponding results are displayed
in the lower panel of Figure3.11. A minimum of the orientational order parameter close
to H = 0:5 is visible, indicating a maximum of membrane perturbation induced by NPs.
This is correlated with the fact that around H = 0:5 NPs frequently penetrate in and
detach from the membrane. Note that wrapping behavior of bilayers induced by NPs is
not observed in the simulations. Therefore, the change of order parameter is only related
to membrane disruption, rather than membrane curvatures.
3.4 Summary
In this work, a simplified version of the MARTINI model is implemented to systematically
investigate lipid bilayers interacting with NPs of various hydrophobicity on coarse-grained
level. The results demonstrate that the hydrophobic of NPs governs the uptake. Hydrophilic
NPs get repelled from the core of the membrane, vice versa, hydrophobic NPs are absorbed
by the bilayer. At intermediate hydrophobicity, for instance H = 0:8, the distribution
of NPs inside the membrane displays an effective three-populations pattern: NPs are
preferentially located in the regions between the head and tail groups, and in between
the leaflets of the two lipid layers. The preference for the location between the leaflets is
enhanced with increasing hydrophobicity.
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Furthermore, the distributions of NPs under various hydrophobicities lead to different
kinetic pathways of translocation. For balanced hydrophobicity, at H = 0:5, NPs disperse
in the lipid head-tail interface of the two leaflets. The corresponding translocation pathway
is basically entering/leaving the interface region from/to the solvated state, and jumping
between the two interfacial states. For higher hydrophobicities such as H = 0:8, NPs jump
between the interface regions and the inter-leaflet core positions. Detachment from the
bilayer becomes very rare and dominates the translocation time. In addition, different
kinetic pathway of translocation is expected when cooperative effects play a role. Regarding
translocation rates of 100 and 50 NPs, a cooperative effect is observed. In the presence of
many NPs, they can form bridges through the membrane in the interface, thus forming
gates for other NPs to translocate across the membrane. This phenomenon can be directly
verified by the flatter free energy landscape for a given particle in the presence of 100 NPs.
The general physical mechanism of passive translocation of NPs through self-organized
amphiphilic membranes can be depicted either as potential traps or potential barriers
with respect to NPs, depending on their hydrophobicity. This is verified by the study
of the potential of mean force. Using these free energy profiles, the mean first-passage
time of a diffusing particle in the free energy landscapes can be calculated by Kramers
theory. Results obtained from Kramers theory are consistent with the findings from direct
simulations, display a narrow window of high translocation rates for NPs with a balanced
hydrophobicity close to H = 0:5, thus verify the potential model of the lipid membrane.
At this point the free energy landscape is maximally flat and the remaining barrier can be
associated with the entropy reduction of the tails by accommodating the particle.
In order to relate the microscopic definition of hydrophobicity of NPs to experiments,
which is based on the CG interaction model, a series of simulations of a water/oil system
is conducted and the free energy difference of the NP distributed in the water and oil
phases is further calculated from the partition coefficient. At the balanced hydrophobicity,
H=0.5, either oil monomers or water beads are identical for NPs. Namely, for NPs, the free
energy difference between oil/water phases vanishes. This corresponds to the finding of the
potential of mean force, i.e. the maximally flat free energy profile for NPs with H = 0:5.
The free energy difference of the NP between the two phases can be further plotted as
a function of the microscopic parameter H. The results demonstrate a linear relation,
allowing for a direct mapping of simulation results with experimental observations.
The uptake of NPs influences the properties of the lipid bilayer. Partially hydrophobic
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NPs (0 < H < 1) enhance the membrane permeability for water considerably, expand
the lipid membrane and disturb the order of lipids. Particularly, at the intermediated
hydrophobicity, dynamic three-populations structure can further enhance the membrane
perturbation. Additionally, simulation results imply a correlation between the area per
lipid and the NP-induced permeability of the membrane. These effects are not related to
any pore formation of the membrane or membrane curvatures, but rather a consequence
of the fact that the lipid layer is a self-organized liquid state representing a free-energy
barrier/landscape for NPs.
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4 Coarse-grained Model of Oxidized
Lipids and their Interactions with
NPs of Varying Hydrophobicities
4.1 Introduction
When membranes are exposed to oxidative stress, they are susceptible to oxidative attack
due to the high amount of targets such as proteins, monounsaturated and polyunsaturated
acyl chains [128,129]. Moreover, the oxidation of the membrane is supported by the fact that
interactions with oxygen are more favorable in the hydrophobic region of the lipid bilayers,
rather than in the solution [130]. Hydroperoxidized chains result from the interaction
of unsaturated double bonds in the alkyl chains with singlet oxygen produced when dye
molecules (fluorophores or photosensitizers) are illuminated [131]. Hydroperoxidized lipids
are in particular created during the phototherapy treatments of some tumors, and their
precise role in the process is currently investigated both theoretically and experimentally.
Membrane fluidity is of great importance in biological processes, and mainly determined
by the phospholipids. Even minor changes on membrane fluidity can affect the function
of the membrane such as membrane fusion and induced pathology. Recent studies show
that the membrane fluidity decreases upon oxidation [132]. It is also reported that the
local lipid mobility and lateral diffusion of oxidized phospholipids in single unilamellar
vesicles are reduced due to the oxidation effect [11]. Moreover, oxidized lipids can also
disturb the conformation of the bilayer. For instance, oxidized lipids can induce phase
separations in the densely packed DPPC-rich membrane, but have no influence on the
linoleoyl-palmitoyl-lecithin (LPPC)-rich membrane [13]. Studies on isolated mitochondria
show that the lipid oxidation can destroy the lipid bilayer packing in vitro [14] and in
vivo [15].
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Although oxidation products can damage the membrane and induce a loss of the membrane’s
function as a barrier [18,19,133], these phenomena can in turn be beneficial to medical
treatment against infection and the selective killing of bacteria. Reactive oxygen species
(ROS) are chemically reactive molecules, which play important roles in cell signaling and
homeostasis [134]. A high level of ROS leads to a damage in the lipids, proteins and DNA.
However, a certain amount of ROS can promote cell proliferation and control the function
of the cell. Manipulating the amount of ROS in the cell can selectively kill tumor/cancer
cells without causing significant damage to the normal cell [135–137]. The potential uses
of ROS to selectively kill bacteria is also reported [138].
Due to the fact that oxidation products can alter the properties of lipid bilayers, including
the stability, fluidity, elasticity and permeability, oxidized membranes have attracted
attention from the fields of biology, biochemistry, pharmacy and food sciences. Nevertheless,
it still remains an open question what the roles and mechanisms of oxidation products are.
Specifically, how oxidation products affect the membrane permeability and selectivities,
and how NPs can interact with the oxidized lipid bilayer. Further informations in terms
of NPs translocation through oxidized bilayers and NPs’ toxicity to the oxidized bilayers
are still missing. To answer these questions, two types of oxidized lipid bilayers are
characterized, followed by the study of the oxidation effect on the interaction between
oxidized bilayers and NPs. In this Chapter, CG models used to construct oxidized lipid
membranes are described in Sec.4.2. The structural and elastic properties of oxidized
bilayers are further characterized in Sec.4.3.1. Then oxidized lipid membranes interacting
with NPs of various degrees of hydrophobicity are studied in Sec.4.3.2, i.e. the uptake of
NPs in the oxidized membranes, NPs translocation through oxidized bilayers, membrane
perturbation induced by NPs and membrane permeability for solvent. The discussions and
findings are summarized in Sec.4.4.
4.2 Coarse-grained Model and Simulation Details
In this Chapter, we focus on one special class of compounds: the hydroperoxidised lipid
chains, where a peroxide group -OOH is attached to a carbon at the vicinity of the
unsaturated double bond C=C. In what follows, the term oxidized lipid refer exclusively
to this kind of hydroperoxidised chain. An extension of the modified MARTINI model [37],
described in Chapter3, is implemented to construct oxidized lipid bilayers interacting
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Figure 4.1: Scheme of the coarse-grained models for non-oxidized lipid, oxidized lipid
oxidized with one tail and two tails. Here, h, t, O, o represent the lipid head, tail,
hydrophobic and hydrophilic oxidized beads.
with NPs. In the MARTINI model, each non-oxidized group C4 forming the lipid tail is
represented by a hydrophobic bead with a standard size of 4.7Å. To reproduce the polar
character of oxidized group C4OOH that is larger than the original non-oxidized group C4,
a set of hydrophobic beads (representing C4) with standard size of 4.7 Å and hydrophilic
beads (representing -OOH group) of 4:7 Å is introduced, as shown in Figure4.1, where
hydrophobic oxidized beads are labeled with O and hydrophilic oxidized beads with o.
The adjunction of a hydrophobic oxidized bead to a hydrophilic oxidized bead is chosen to
be 3:2 Å, which is shorter than other bond lengths and was suggested by Thalmann and
Guo et al. [139], according to systematic investigations and comparisons with experimental
studies of hydroperoxidation of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC)
and 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) bilayers [140] and vesicles [141].
The force field implemented in this work (as described in Chapter3), contains a Lennard-
Jones (LJ) pair-potential, a bonding potential and an angle potential. Note that the
angle potential between oxidized beads and connected tail monomers is excluded. Lipid
head monomers, solvent beads and hydrophilic oxidized beads are identical in terms of
hydrophobic interactions. Moreover, hydrophobic oxidized beads and tail groups are equal
in our model. The strategy for mediating effective interaction potentials between NPs of
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varying hydrophobicities and other components is the same as discussed in Chapter3.
Due to the presence of two different forms of oxidation, two types of oxidized lipids are
considered: those oxidized with one and two tails, as shown in Figure4.1. Here, oxidized
lipid membranes composed of lipids that are oxidized with one tail and two tails are
denoted as OX1 and OX2, respectively.
The simulations were conducted with the open source LAMMPS molecular dynamics
package [115] using highly parallelized code. The systems were run in NPT ensembles
with time steps of 30 fs, at constant temperature (323 K, damping parameter 3000 fs)
with pressure coupled to a MTTK barostat (1 bar, damping parameter 30000 fs). Periodic
boundary conditions were implemented in all directions. For the initial configuration, 450
oxidized lipid molecules have been arranged into two bilayer leaflets in the cubic simulation
box of size 135 Å, while solvent beads and NPs were dispersed outside the lipid membrane.
A relaxation of 300 ns (107 MD steps) was carried out. It was followed by a production
run of 2700 ns (9  107 MD steps), during which a trajectory of 90000 configurations was
stored for data analysis.
4.3 Results and Discussions
4.3.1 Characterizing the Oxidized Lipid Membranes
Structural and Elastic Properties of Oxidized Bilayers upon Oxidation
The introduction of hydrophilic oxidized beads in the lipid tails leads to dramatic changes
in the properties of the membrane. Due to the hydrophilic nature of oxidized beads
(-OOH), they show a strong affinity for lipid head groups. As a consequence, oxidized lipid
tails tend to bend towards the hydrophilic phase. This readily explains the expansion of
oxidized lipid membranes, i.e. the area per lipid increases significantly upon oxidation as
shown in Figure4.2. For instance, for oxidized lipid membranes OX1 and OX2, the area
per lipid increases to 74:25 Å2 and 76:30 Å2, respectively. Such an increase obtained in
our simulations is comparable to recent studies from the perspectives of experiments [140,
141] and MD simulations [139] of DOPC, POPC bilayers and vesicles. Note that such an
increase of the area per lipid is accompanied by a decrease of the bilayer thickness to 39:5 Å
for oxidized membranes both OX1 and OX2. Moreover, the order parameters of lipid tails
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Figure 4.2: Comparisons of properties of non-oxidized bilayers as obtained in Chapter3
and oxidized bilayers as obtained in the present chapter.
of OX1 and OX2 decrease to 0.289 and 0.319, respectively, which are lower than the case
of non-oxidized bilayer (0.503). It is worth noting that the behaviors of oxidized lipid
membranes OX1 and OX2 are qualitatively similar. Oxidation upon both tails does not
trigger a significantly higher expansion of the surface area. This is due to the limited space
in the head-tail interfacial region in which only a certain mount of hydrophilic oxidized
beads can be accommodated. Therefore, the extra hydrophilic oxidized beads disperse in
two leaflets of bilayers and do not further contribute to the surface expansion. We will
return back to this point in the discussion of the distribution of oxidized beads as shown
in Figure4.3.
Another significant effect induced by oxidation is that water permeation through the
membrane becomes feasible. The membrane permeability for water is calculated according
to Eq.3.5. In the comparison to non-oxidized bilayer, the membrane permeability for
solvent is scaled with the area of the bilayer to exclude the size effect of the bilayer.
Figure4.2shows that membrane permeability for water of oxidized membranes OX1 and
OX2 increases to 6.1-folds and 12.8-folds, respectively. This is due to the increased distance
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between lipids as a result of the preference of hydrophilic oxidized beads to reside in the
hydrophilic region of the bilayer. Note that the remarkable enhanced water penetrating
through the bilayers is not related to any hole damage, but rather the consequence of
expansion of surface area. Similar effect was observed in recent studies: the permeation
of water is increased by one or two orders of magnitude when compared to non-oxidized
membranes [16,17].
The elastic properties of oxidized membranes are examined by studying the stretching
modulus KA that is extracted from an area fluctuation analysis as followed:
KA =
kBT hAi
hA2i   hAi2 =
kBT
4(hL2xi   hLxi2)
; (4.1)
where A = LxLy is the area of the lipid bilayer and Lx is the lateral size of the simulation
box. Since the barostat is coupled in x and y direction, Lx equals to Ly. The results in
Figure4.2show that the stretching modulus of the oxidized membranes OX1 and OX2
drops to 116 and 94 mN  m 1, respectively. Such a sharp drop of stretching modulus of
oxidized bilayers is consistent with previous studies [139].
Distributions of Different Species in Oxidized Bilayers
Figure4.3depicts distributions of different species in non-oxidized and oxidized bilayers. It
should be noted that for oxidized bilayers OX1 and OX2 a certain amount of hydrophilic
oxidized beads is observed even in between the two leaflets of oxidized bilayers. It is
also found that hydrophilic head groups penetrate more deeply even into the core of the
membrane upon oxidation, as a result of a certain amount of tilting lipids. Figure4.3
shows that the main difference between the oxidized lipid membranes OX1 and OX2 is the
distribution of hydrophilic oxidized beads. For the oxidized membrane OX1, hydrophilic
oxidized beads prefer to locate not only in the lipid head-tail interface but also in the
core of the membrane (green line in the middle panel of Figure4.3). By contrast, for
oxidized membrane OX2, oxidized with two tails, the majority of hydrophilic oxidized
beads disperses in the leaflets. Due to the symmetric structure of lipids oxidized with two
tails, they are less prone to tilt. This is consistent with the findings of distribution of
tilting angles as discussed below. Additionally, due to the limited space in the interfacial
region, extra hydrophilic oxidized beads disperse in the leaflets.
Additional information about the conformation of oxidized lipid is found in the distribution
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Figure 4.3: Density profiles of different species of non-oxidized bilayer (upper panel),
lipid membranes oxidized with one tail (middle panel: OX1) and both tails (lower panel:
OX2). Head group (red lines), tail group (black lines), hydrophobic oxidized group (blue
lines), hydrophilic oxidized group (green lines), total density of lipid molecules (magenta
lines) are presented as a function of distance from the center plane of the membrane, z.
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Figure 4.5: Hydrophobicity profiles of the non-oxidized bilayer (black line), oxidized
bilayers OX1 (red line) and OX2 (green solid line). Here, the green dashed line denotes the
average hydrophobicity of the core of the oxidized bilayer OX2. The core region is defined
as the region between z = zcenter  10 Å, with zcenter being the center of mass of the lipid
membrane.
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of tilting angles as shown in Figure4.4. The tilting angle is defined as the angle between the
oxidized tail and the direction normal to the membrane (z axis). For oxidized bilayer OX1,
it depicts a higher occupation in the high tilting angle region, indicating that lipids tend to
tilt. However, for the oxidized bilayer OX2, the distribution of tilting angles is narrow, and
displays a peak value around 34, slightly higher compared to the non-oxidized bilayer (27).
When lipids are oxidized with only one tail, the symmetry of lipid conformation breaks
down, driven by the attractive interaction between hydrophilic oxidized beads and the lipid
head group. As a consequence, lipids oxidized with one tail show a higher tendency to tilt.
Furthermore, hydrophobicity profiles of the bilayers are illustrated in Figure4.5. The
hydrophobicity profiles are calculated by averaging the hydrophobicity of beads located at
the same plane perpendicular to the membrane. Upon oxidation, a drop of 10% and 20%
of the average hydrophobicity H in the core of the oxidized bilayers is observed for the
oxidized bilayer OX1 and OX2, respectively. The core of oxidized bilayer OX2 (H = 0:8)
is more hydrophilic than OX1 (H = 0:9) due to the fact that more hydrophilic oxidized
monomers disperse in the bilayers. This point is highly relevant for the discussion of NP
translocation through the bilayers, as described below.
4.3.2 Oxidized Lipid Membranes Interacting with NPs of Various
Degrees of Hydrophobicity
As discussed in Sec.4.3.1, oxidation effect on the lipid tails induces significant changes on
the membranes, i.e. the area per lipid increases, with subsequent decrease of membrane
thickness; the stretching modulus of oxidized membranes drops; whereas membrane per-
meability for water increases dramatically. The question then arises on how the interplay
between NPs and oxidized bilayers changes. Figure4.6shows the distributions of NPs in
the oxidized membranes OX1 and OX2. It is observed that both OX1 and OX2 oxidized
membranes change from potential barriers to traps for NPs with increasing hydrophobicity
from H = 0 to H = 1. This is consistent with the function of non-oxidized bilayers. It may
be noted that a trimodal distribution of hydrophobic NPs is less pronounced, compared
with the studies of non-oxidized lipid membranes presented in Chapter3. However, it
exists in a narrow window of hydrophobicity (data not shown for other hydrophobicities).
For the distribution of hydrophobic NPs (H = 1), the partition into three populations
diminishes, i.e. the “shoulder" of the hydrophobic NPs distribution at the head-tail interface
vanishes. This can be understood by the fact that the oxidized membranes become softer
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Figure 4.6: Density profiles of different species of oxidized bilayers OX1 (upper panel)
and OX2 (lower panel) in the presence of 50 NPs of different hydrophobicity. Head
group (black/dashed lines), tail group (magenta/dashed lines), hydrophobic oxidized group
(blue/dashed lines), hydrophilic oxidized group (green/solid lines) and NPs (red/solid lines)
are presented as a function of distance from the central plane of the membrane, z. The four
different plots in the figure correspond to different levels of hydrophobicity, as indicated
inside the plots.
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and looser upon oxidation, allowing hydrophobic NPs to disperse in the leaflet of oxidized
membranes. Note that this absence of three-populations structure for hydrophobic NPs
in the oxidized bilayers is coherent with the previous studies by BFM [106]. Another
phenomenon addressed is that hydrophilic oxidized beads in the oxidized bilayer OX1
accommodate to the uptake of NPs, i.e. adjusting their distribution according to the
preference location of NPs inside the membrane when increasing the hydrophobicity of
NPs.
NPs Translocate through Oxidized Lipid Membrane: a Study of the Potential of
Mean Force
Figure4.7shows the translocation rates of NPs as a function of their hydrophobicity,
as obtained from MD simulations. The pronounced peaks of NP translocation through
oxidized bilayers OX1 and OX2 are located at H = 0:45 and H = 0:4, respectively.
This indicates that the critical point for NP translocation shifts into a region of lower
hydrophobicity, compared with the non-oxidized bilayer (H = 0:5). These shifts are related
to the same decrease in the percentage of average hydrophobicity in the core of the bilayers
upon oxidation (see Figure4.5). Another interesting observation is that for oxidized
bilayers the maximum translocation rate of NP at the critical hydrophobicity increases
significantly compared with the case of the non-oxidized membrane. This is triggered by
the fact that oxidized bilayers tend to be softer and looser upon oxidation, accompanied
with an increase of the surface area as a result of hydrophilic oxidized beads being adjacent
to the tail. These findings can be verified by the following studies of the potential of mean
force presented in Figure4.8.
For oxidized bilayers interacting with NPs at the critical hydrophobicity, we can directly ob-
tain the potential of mean force from the density distribution of NPs: F (z) =  kBT ln((z)).
This yields a lowest free energy difference of about 5 kBT for NPs with H = 0:45 during
a translocation through the oxidized bilayer OX1 (left panel of Figure4.8), and 3.5 kBT
at H = 0:4 for the oxidized bilayer OX2 (right panel of Figure4.8). This finding is also
summarized in Figure4.2. Compared with the non-oxidized membrane, the oxidized mem-
brane acts as a lower free energy barrier for NPs translocating through the bilayer. As a
consequence, translocation rates of NPs through oxidized membranes increase significantly,
which provides a possible mechanism for NPs translocating through biological membranes
by the benefit of oxidation effects.
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Figure 4.7: Frequency of translocations of NPs through non-oxidized bilayer (upper
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hydrophobicity, in the presence of 50 and 100 NPs. Here, solid lines and dash lines denote
the cases of 50 and 100 NPs, respectively.
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Figure 4.8: The free energy profiles for NPs of different hydrophobicities translocation
through the oxidized lipid membrane OX1 (left panel) and OX2 (right panel). Here, the
lipid bilayer is perpendicular to the z coordinate.
For more hydrophilic/hydrophobic NPs, it is infeasible to obtain sufficient samples for all
coordinates from direct MD simulations. Therefore, umbrella sampling simulations are
conducted whenever the statistics obtained from direct sampling is not sufficient. Then,
the umbrella sampling results are combined with the direct MD simulation results in
order to obtain the free energy profile over the entire range. Details of umbrella sampling
simulations are described in Chapter2and Chapter3. As shown in Figure4.8, oxidized
bilayers of both OX1 and OX2 change from potential barriers to potential traps when
increasing NPs’ hydrophobicity. For NPs at the critical hydrophobicity (H = 0:45 for OX1,
H = 0:4 for OX2), the free energy profiles are essentially flat. This corresponds to the
observation of maximal NP translocation rates as obtained from direct MD simulations
(see Figure4.7). Note that the free energy profiles for NPs during a translocation through
the oxidized bilayer OX1 and OX2 are similar, though the oxidized bilayer OX1 presents a
slightly flatter and narrower barrier/trap.
With these free energy profiles, we further calculate the mean first-passage time  by apply-
ing the Kramers theory (as described in Chapter3), for a single NP passive translocation
through the oxidized bilayers OX1 and OX2. The translocation rate TC can further be
calculated from the inverse of the mean first-passage time  . As shown in Figure4.9, the
results of the translocation rate TC coincide with the direct MD simulations: a pronounced
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peak of translocation rate is also observed at the critical hydrophobicity. Compared with
the non-oxidized bilayer, a significant increase of the translocation rate of NPs is observed.
Oxidized Lipid Membrane Perturbation and Solvent Permeation Induced by NPs
The analysis addressed here is to clarify how membrane perturbation of the oxidized
bilayers OX1 and OX2, induced by 50 and 100 NPs, changes upon oxidation. The results
of membrane permeability for solvent of the oxidized bilayers OX1 and OX2, in the
presence of 50 and 100 NPs of various hydrophobicity, are scaled with the results in
the absence of NPs, respectively. For the oxidized bilayers, a considerable enhancement
of membrane permeability is induced by NPs of hydrophobicity between H = 0:4 and
H = 0:8. For the oxidized lipid bilayers, hydrophobic NPs with H = 1 can still affect
the membrane permeability, contrary to the case of H = 0. A correlation between the
membrane permeability for solvent and the area per lipid remains valid for the oxidized
bilayers.
We characterize the membrane perturbation by the order parameter P2 (Eq.1.1) as a
function of the NPs’ hydrophobicity. A minimum in the orientation order parameter around
the critical hydrophobicity is displayed in the lower panel of Figure4.10, indicating a
maximum membrane perturbation induced by the uptake of NPs. In terms of the membrane
perturbation and membrane permeability for solvent induced by NPs, the oxidized bilayers
OX1 and OX2 display a behavior that is similar to the non-oxidized bilayer.
4.4 Summary
In this Chapter, we presented a study of oxidized lipid bilayers and their interaction
with NPs of various degrees of hydrophobicity. Two types of oxidized lipid molecules are
considered in this study: introducing oxidation process on one tail or two tails. Changes of
the structural and elastic properties of the bilayers upon oxidation have been examined
on molecular level. Note that the oxidation reaction induced by the addition of the
hydrophilic polar beads in the tails leads to an expansion of the surface area, accompanied
with the decrease of membrane thickness and a dramatic drop of the stretching modulus.
The membrane permeability for solvent increases significantly upon oxidation. These
phenomena observed are related to the oxidation effect.
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Figure 4.10: The membrane permeability for solvent (upper panel), the area per lipid
(middle panel), and the order parameter of lipid tails (lower panel) as a function of
hydrophobicity H, in the presence of 50 and 100 NPs, respectively. Here, black lines (circles)
and green lines (triangles) denote the results for the oxidized bilayer OX1 interacting with
50 and 100 NPs, respectively. Red lines (diamonds) and blue lines (stars) present the
results for the oxidized bilayer OX2 interacting with 50 and 100 NPs, respectively.
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The interactions between the oxidized bilayer and NPs of various degrees of hydrophobicity
have been further studied. In Chapter3and in Ref. [111], the potential model for the non-
oxidized bilayer is confirmed, and high translocation rates at the critical hydrophobicity are
observed. The results for the oxidized lipid bilayers are consistent with previous findings:
the potential model remains valid. Moreover, the translocation rate of NPs at critical
hydrophobicity increases significantly compared to the case of non-oxidized bilayers. This
result has been confirmed by the study of the free energy landscapes of NP translocation
through bilayers, in which the presence of oxidized beads reduces the free energy barrier to
about 5 kBT and 3:5 kBT , for the oxidized bilayers OX1 and OX2, respectively. These
findings imply that the average hydrophobicity of the bilayers decreases upon oxidation
and that the bilayers become softer upon oxidation. This could provide a new strategy
for applications in drug delivery and membrane permeability by introducing the oxidation
effect. For oxidized bilayers, the membrane perturbation and membrane permeability
for solvent, induced by NPs, are consistent with the case of non-oxidized bilayer. These
findings give insight into the NPs’ toxicity to the oxidized bilayers.
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5 Summary and Outlook
Self-organized amphiphilic membranes in the liquid state may be regarded either as
potential traps or potential barriers with respect to NPs, depending on their hydrophobicity.
Systematic studies of NP-membrane interactions are of great importance for bioapplications,
especially for drug delivery. On the other hand, comprehensive investigations of membrane
perturbation induced by the NPs can improve the understanding of the toxicity of NPs.
The role of the hydrophobicity of NPs in the translocation rate is examined by calculating
the potential of mean force of the NPs. Both results regarding 50 and 100 NPs coincide,
display a narrow window of high translocation rates for NPs with a balanced hydrophobicity
close to H = 0:5, thus verify the potential model of the lipid membrane. At this point,
the free energy landscape is maximally flat and the remaining barrier can be associated
with the entropy reduction of the tails while accommodating the NPs. The latter is only
of the order of a few kBT , which explains the high translocation rates. Using Kramers
theory, the passive translocation of NPs, as observed in the simulations, can be related
with the mean first-passage time of a diffusing particle in the free energy profile. When
the concentration of NPs is sufficiently high, cooperative effects are observed. This can
be verified by the notable flatter free energy barrier for translocation with increasing
number of NPs. Particularly, due to the inhomogeneous distribution inside the membrane,
collective effects play an important role in different kinetic pathways of translocation of
NPs with intermediate hydrophobicities.
In order to relate the microscopic definition of hydrophobicity of NPs, which is based on
the coarse-grained interaction model, a water/oil system is simulated and the free energy
difference between water and oil phases for the NP is calculated. The results show a
linear relation between our microscopic parameter H and the partition coefficient of the
NP between the two phases. Based on these results, the hydrophobicity constant in the
simulations can be quantified with an experimentally accessible partition coefficient.
The uptake of NPs changes the properties of the lipid bilayer. As observed in previous
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5 Summary and Outlook
studies, partially hydrophobic NPs, i.e. 0 < H < 1, enhance the membrane permeability
for water considerably. Our simulation results display a correlation between the area per
lipid and the NP-induced permeability of the membrane. Note that these effects are not
related to any pore formation of the membrane, but rather a consequence of the fact that
a self-organized lipid layer in liquid state represents a free energy barrier/landscape for
nano-objects.
To investigate the oxidation effect, further studies of oxidized lipid bilayers and their
interactions with NPs of various degrees of hydrophobicity, are conducted. Two oxidatively
modified lipids are considered by introducing a hydrophilic oxidized bead to either one tail
or two tails. Due to the hydrophilic characteristic of oxidized beads, the lipid tails tend to
bend towards the lipid head-tail interface. This conformation change leads to an expansion
of the surface area, accompanied with the decrease of membrane thickness and the order
parameter of the tail, as well as a dramatic drop of stretching modulus. The study of the
interactions between oxidized bilayers and NPs shows that for oxidized bilayers the critical
hydrophobicity corresponding to the maximal translocation rate of NPs, shifts towards
the hydrophilic region. This finding is related to the decrease of average hydrophobicity
in the core of the oxidized bilayer. Additionally, the translocation rate of NPs at critical
hydrophobicity increases significantly, compared to the case of non-oxidized bilayers. This
is consistent with a reduction of the free energy barrier of the oxidized lipid bilayer. This
phenomenon can be further exploited as a new strategy for an application in drug delivery
and controlling the membrane permeability through the oxidation effect.
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