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Resumen
En las redes de comunicaciones mo´viles actuales, la mayor parte de la demanda
de tra´fico se genera en ubicaciones de interior, donde las condiciones de cobertu-
ra son deficientes. Para solventar este problema, se ha propuesto el uso de redes
de femtoceldas. Las femtoceldas, tambie´n conocidas como estaciones base de uso
dome´stico, son estaciones base de pequen˜o taman˜o que se instalan en entornos re-
sidenciales o comerciales, de manera aislada o en grupos, para mejorar la cobertura
mo´vil en interiores.
El despliegue masivo de femtoceldas dificulta sobremanera la gestio´n de la
red, dado que la complejidad del entorno radio de interior y el elevado nu´mero de
femtoceldas impiden un proceso de planificacio´n exhaustivo por parte del operador.
Es en este tipo de escenarios heteroge´neos donde el uso de te´cnicas de redes auto-
organizadas (Self-Organizing Network, SON) durante la operacio´n de la red aporta
mayores beneficios.
Uno de los problemas ma´s frecuentes en las redes de femtoceldas corporativas
es la congestio´n de tra´fico causada por la distribucio´n irregular de usuarios. Estos
problemas pueden resolverse mediante te´cnicas de balance de carga, que se ha
identificado como uno de los principales casos de uso de SON en redes Long Term
Evolution (LTE). Aunque este problema se ha estudiado ampliamente para redes
de macroceldas y escenarios exteriores, las redes de femtoceldas LTE en entornos
interiores presentan caracter´ısticas completamente distintas, que hacen necesaria
la bu´squeda de nuevas soluciones.
En esta tesis se ha realizado un trabajo de ana´lisis, investigacio´n y exper-
imentacio´n para desarrollar soluciones robustas, eficaces y automa´ticas para la
congestio´n en redes de femtoceldas corporativas LTE. Las soluciones propuestas
incluyen me´todos automa´ticos de optimizacio´n y planificacio´n de red. Por un lado,
se han disen˜ado me´todos de ajuste de para´metros radio de las femtoceldas, como
los ma´rgenes de traspaso y la potencia de transmisio´n, para desplazar tra´fico desde
femtoceldas sobrecargadas hacia femtoceldas infrautilizadas. Por otro lado, se ha
definido un conjunto de reglas para determinar el emplazamiento de las femtocel-
das que permita que los me´todos de balance de carga funcionen de manera eficaz.
Todos estos me´todos se han validado con un simulador dina´mico de nivel de red
que modela un escenario de oficinas.
i
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Abstract
In current mobile communication networks, most of the traffic demand is cre-
ated in indoor locations, where coverage conditions are inadequate. The use of
femtocells has been proposed as a solution to this problem. Femtocells, also known
as domestic base stations, are small base stations usually located in residential or
commercial environments, alone or in groups, with the aim of improving indoor
mobile coverage.
Massive deployment of femtocells, together with the complexity of the indoor
radio environment, makes it very difficult for operators to perform an exhaustive
network planning indoors. Thus, the use of Self-Organizing Networks (SON) tech-
niques during network operation can provide important benefits in these scenarios.
One of the most common problems in corporate femtocell networks is traffic
congestion due to irregular user distribution. The congestion problem can be solved
by means of load balancing techniques, which have been identified as one of the
main SON use cases in Long Term Evolution (LTE). Although load balancing has
been widely analyzed in macrocellular networks and outdoor scenarios, femtocell
networks in indoor environments present very different characteristics, justifying
the development of new solutions.
The goal of this PhD thesis is to develop robust, efficient and automatic solu-
tions for the congestion problem in corporate LTE femtocell networks. The pro-
posed solutions include both network optimization and network planning meth-
ods. Firstly, self-optimization methods to tune femtocell radio parameters, such as
handover margins and femtocell transmission power, are designed to share traffic
from overloaded femtocells to underutilized femtocells. Secondly, a set of rules for
selecting the best femtocell placement have been defined to improve the effective-
ness of load balancing methods. All these methods are validated in a dynamic
system-level simulator implementing a realistic office scenario.
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Cap´ıtulo 1
Introduccio´n
En los u´ltimos an˜os, la demanda de tra´fico en las redes de comunicaciones
mo´viles ha crecido de manera exponencial, fruto de la generalizacio´n del uso de
internet y de las aplicaciones a trave´s del terminal mo´vil. Este crecimiento ha obli-
gado a operadores y fabricantes a realizar un esfuerzo por mejorar la tecnolog´ıa,
para satisfacer las crecientes expectativas que el usuario tiene puestas en su ter-
minal mo´vil.
Por el contrario, los beneficios de las operadoras mo´viles se han reducido signi-
ficativamente, como resultado de los nuevos modelos de negocio, donde el aumento
de consumo de datos no conlleva un mayor beneficio para las operadoras. En este
contexto, el e´xito de las operadoras a medio y largo plazo depende en gran me-
dida de su habilidad para ofrecer una calidad de servicio adecuada a un menor
coste. Para ello, es imprescindible reducir la inversio´n en equipamiento, sacando
el ma´ximo partido de los recursos disponibles, y minimizar el coste de operacio´n.
Los recientes avances en las tecnolog´ıas de acceso radio han conseguido, hasta
el momento, sostener el aumento de la demanda de tra´fico. El despliegue de las
primeras redes comerciales Long Term Evolution (LTE) ha permitido aumentar
las tasas de transmisio´n ofrecidas por tecnolog´ıas maduras, como Global System
for Mobile communications (GSM) y Universal Mobile Telecommunications Sys-
tem (UMTS). Sin embargo, estas mejoras se preve´n insuficientes, por lo que se
requieren nuevas formas de incrementar la capacidad de la red.
Al mismo tiempo, la convergencia de las tecnolog´ıas de acceso fijo y mo´vil ha
provocado un cambio en la mezcla de servicios y el origen del tra´fico en redes
mo´viles. Estudios recientes demuestran que ma´s de un 60% del tra´fico celular se
origina hoy en d´ıa en interiores. Sin embargo, alrededor del 40% de los edificios no
tienen condiciones de cobertura adecuadas [1, 2, 3]. Para resolver este problema, se
ha propuesto el uso de estaciones base dome´sticas o femtoceldas. Las femtoceldas
son estaciones base de potencia limitada que emplean las bandas de frecuencias
propiedad del operador para comunicarse con el usuario, y utilizan Internet como
red de retorno [4]. El despliegue masivo de redes de femtoceldas tiene importantes
ventajas, comparado con la aproximacio´n ma´s comu´n de aumentar el nu´mero de
macroceldas. Desde el punto de vista del operador, se reducen los costes asociados
al despliegue de macroceldas y se aumenta la capacidad de la red, gracias a la
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reutilizacio´n del espectro y la descarga de tra´fico en las macroceldas. Al mismo
tiempo, se reduce la distancia entre emisor y receptor, mejorando la eficacia de la
comunicacio´n e incrementando el tiempo de vida de la bater´ıa del terminal.
Lamentablemente, la coexistencia de tecnolog´ıas y servicios en estas redes he-
teroge´neas complica las tareas de gestio´n realizadas por el operador. El elevado
nu´mero de estaciones base, y la complejidad y variabilidad de los entornos inte-
riores, impide llevar a cabo un proceso de planificacio´n cuidadoso. Es en estos
escenarios donde la necesidad de simplificar las tareas de gestio´n de red es ma-
yor [5]. Ello justifica la atencio´n prestada por foros industriales y organismos de
estandarizacio´n a las redes autoorganizadas (Self Organizing Networks, SON) en
este a´mbito [6][7]. Bajo el te´rmino SON, se agrupan todas aquellas te´cnicas que
permiten realizar de forma auto´noma las tareas de configuracio´n, operacio´n y man-
tenimiento de la red, sin intervencio´n del operador [8][9]. Automatizando aquellos
procesos que son complejos o costosos, se pretende reducir los costes de despliegue
y operacio´n, al tiempo que se evitan los errores humanos y se mejora el rendimiento
de la red.
Uno de las principales casos de uso de SON es el balance de carga entre celdas
[6][7][10]. En una red celular, es habitual encontrar celdas sobrecargadas de tra´fico
pro´ximas a celdas infrautilizadas, como consecuencia de la distribucio´n irregular
del tra´fico en el espacio y en el tiempo. A largo plazo, estos feno´menos de congestio´n
se solventan ampliando los recursos de la red y an˜adiendo nuevas funcionalidades.
Sin embargo, a corto plazo, la u´nica solucio´n pasa por aplicar te´cnicas de gestio´n
del tra´fico que permitan modificar de manera flexible y dina´mica el a´rea de servicio
de cada celda. Existen numerosos estudios sobre el reparto de tra´fico en macrocel-
das y microceldas (p.ej., [11][12]), pero pocos estudios han extendido el ana´lisis a
redes de femtoceldas en oficinas. Estos escenarios corporativos presentan diversas
peculiaridades que justifican la necesidad de un ana´lisis diferenciado, como son:
a) una geometr´ıa tridimensional, donde las celdas vecinas pueden estar situadas
en cualquier posicio´n alrededor de la celda servidora, lo que incrementa los niveles
de interferencia, b) un patro´n de movilidad de usuario diferente al de los usuarios
en exteriores, c) una distribucio´n de usuarios que var´ıa enormemente en el espacio
(p.ej., cafeter´ıa) y en el tiempo (p.ej., hora de llegada, hora del almuerzo), y d)
un esquema de acceso abierto, que permite el reparto de tra´fico entre celdas, a
diferencia de las femtoceldas residenciales estudiadas en la bibliograf´ıa, donde el
esquema de acceso es cerrado.
1.1. Objetivos del trabajo
El principal objetivo de esta tesis es el desarrollo de me´todos de planificacio´n
y optimizacio´n para el alivio de congestio´n en redes corporativas de femtoceldas
LTE.
Una primera estrategia es el ajuste de para´metros durante la fase de operacio´n
para redistribuir el tra´fico entre femtoceldas vecinas mediante la modificacio´n de
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sus a´reas de servicio. Los para´metros ajustados son: a) la potencia de transmisio´n
de la femtocelda, que determina el nivel de sen˜al recibido por el usuario, y b)
los ma´rgenes de traspaso, que controlan cua´ndo un usuario cambia de femtocelda
en funcio´n del nivel de sen˜al recibido de cada femtocelda. Haciendo un ajuste
adecuado de estos para´metros, es posible desplazar usuarios desde femtoceldas
con problemas de congestio´n de tra´fico hacia femtoceldas menos cargadas.
En esta l´ınea de trabajo, las contribuciones de esta tesis son:
1. un conjunto de algoritmos de ajuste de para´metros que, a partir de estad´ısti-
cas de rendimiento de red, permiten el reparto de tra´fico entre femtoceldas
LTE vecinas sin deteriorar la calidad de conexio´n en exceso;
2. un simulador dina´mico de nivel de sistema que modela un edificio de oficinas
con femtoceldas LTE, apropiado para validar algoritmos de optimizacio´n de
red por su baja carga computacional;
3. un ana´lisis exhaustivo del rendimiento de diversas te´cnicas de reparto de
tra´fico en redes LTE de macroceldas y/o femtoceldas, basado en simulaciones
de escenarios realistas o pruebas de campo; y
4. un nuevo indicador, construido a partir de trazas de llamada, que mide la
degradacio´n causada por el cambio de los ma´rgenes de traspaso durante el
reparto de tra´fico en una red LTE.
Una estrategia complementaria al ajuste de para´metros es la seleccio´n de un
emplazamiento adecuado para las femtoceldas durante la fase de planificacio´n, que
mejore la eficacia de los me´todos de alivio de congestio´n anteriormente descritos.
Con esta estrategia de planificacio´n, se pretende potenciar la capacidad de las
te´cnicas de reparto de tra´fico para hacer frente a los cambios de la distribucio´n
espacial de usuarios que se producen en una oficina a lo largo del d´ıa.
En esta segunda l´ınea de trabajo, las contribuciones de esta tesis son:
1. un indicador que cuantifica el grado de solapamiento entre femtoceldas veci-
nas, para estimar a priori la efectividad de las te´cnicas de reparto de tra´fico
en LTE en interiores;
2. un conjunto de reglas ba´sicas para posicionar femtoceldas en un edificio
de oficinas atendiendo a criterios de cobertura, calidad de conexio´n y sola-
pamiento, que permiten optimizar el funcionamiento de las te´cnicas de alivio
de congestio´n propuestas;
3. un ana´lisis detallado del rendimiento de diversas te´cnicas de alivio de con-
gestio´n con distintos esquemas de posicionamiento de femtoceldas, que mues-
tra el impacto de la ubicacio´n de las femtoceldas en la capacidad de reparto
de tra´fico.
4 Introduccio´n
Los me´todos e indicadores propuestos en esta tesis se basan en informacio´n
actualmente disponible en el sistema de gestio´n de red, y que proviene principal-
mente de contadores que computan el nu´mero de veces que se repite un determi-
nado evento. Por ello, han sido concebidos para ser integrados en las herramientas
de optimizacio´n de red que forman parte del sistema de soporte a las operaciones
(Operational Support System, OSS) de una red celular. Adema´s, la baja carga
computacional de los me´todos propuestos permite su implementacio´n de forma
distribuida en las femtoceldas, siempre que se dote a e´stas de una interfaz de co-
municacio´n entre ellas. Aunque en esta tesis se ha usado el termino femtoceldas,
recientemente se ha acun˜ado el te´rmino celdas pequen˜as o Small Cells como un
te´rmino ma´s amplio que engloba a estas y otras celdas de caracter´ısticas similares
[13]. Las celdas pequen˜as hacen referencia a celdas de corto alcance que operan en
frecuencias bajo licencia de los operadores mo´viles. Se agrupan en este te´rmino a
celdas pequen˜as en entornos residenciales, en entornos corporativos, en estaciones
de metro o en zonas rurales. Por tanto, puede decirse, que las te´cnicas propues-
tas en esta tesis pueden aplicarse a celdas pequen˜as y, en este caso, en entornos
corporativos.
1.2. Metodolog´ıa de trabajo
Las tareas realizadas en esta tesis se describen a continuacio´n:
1. El trabajo se inicia con un estudio del estado de la te´cnica y la tecnolog´ıa
de la gestio´n del tra´fico y la gestio´n de recursos radio en LTE. Dicho estudio
permite identificar las te´cnicas cla´sicas de reparto de tra´fico descritas en la
bibliograf´ıa, entre las que se encuentran la modificacio´n de potencia de las
estaciones base y el balance de carga mediante traspasos.
2. Un ana´lisis teo´rico preliminar permite identificar las limitaciones de los algo-
ritmos de reparto de tra´fico basados en traspaso en LTE. Estas limitaciones
se confirman en una prueba de campo de un algoritmo cla´sico de balance de
tra´fico mediante traspasos en una red LTE comercial.
3. Una vez identificadas las limitaciones del balance de tra´fico en LTE, se
disen˜an los algoritmos de reparto de tra´fico entre femtoceldas en escena-
rios corporativos, que son la principal contribucio´n de esta tesis. En la pro-
puesta se incluyen diversas variantes que ajustan, de forma independiente
o conjunta, los ma´rgenes de traspaso y la potencia de transmisio´n de las
femtoceldas. Todas estas variantes se implementan mediante controladores
de lo´gica difusa para simplificar su descripcio´n.
4. Para la validacio´n de los algoritmos, se define como caso de uso el alivio de
congestio´n en un edificio de oficinas de varias plantas. Al mismo tiempo, se
desarrolla una herramienta de simulacio´n que incluye un modelo de movili-
dad de usuario de interiores y un modelo de propagacio´n interior-exterior.
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Con dicha herramienta, se lleva a cabo una campan˜a de simulaciones para
validar el rendimiento de los algoritmos propuestos.
5. La realizacio´n de estas pruebas pone de manifiesto que la posicio´n de las fem-
toceldas influye enormemente en los algoritmos de reparto de tra´fico en in-
teriores. Esta evidencia justifica el estudio de estrategias de posicionamiento
de femtoceldas realizado posteriormente en esta tesis. Dicho estudio se inicia
con los criterios de seleccio´n de emplazamiento descritos en la bibliograf´ıa
para redes mo´viles.
6. Ante la ausencia de un criterio de posicionamiento de estaciones base que
permita medir la capacidad del reparto de tra´fico, se disen˜a un indicador para
tal fin. De esta forma, al posicionar las femtoceldas de modo que se optimice
dicho indicador, se obtiene un esquema de posicionamiento robusto frente a
los posibles problemas de congestio´n en interiores. La evaluacio´n de diferentes
esquemas de posicionamiento de femtoceldas realizada con este indicador
en un simulador esta´tico permite definir un conjunto de recomendaciones
para ubicar femtoceldas en redes corporativas, que pueden ser u´tiles para el
operador en la fase de planificacio´n.
7. Las estrategias de posicionamiento de femtoceldas propuestas se validan mi-
diendo la mejora de rendimiento obtenida en las te´cnicas de reparto de tra´fico
sobre el simulador dina´mico.
1.3. Estructura de la memoria
En esta memoria se distinguen dos partes diferenciadas, dedicadas a las te´cnicas
de reparto de tra´fico y las estrategias de posicionamiento de femtoceldas. Ambos
problemas se tratan en cap´ıtulos separados, que comparten la misma estructura
por claridad.
Tras este primer cap´ıtulo, en el Cap´ıtulo 2 se presentan los conceptos nece-
sarios para contextualizar este trabajo. En una primera seccio´n se introducen los
principios ba´sicos de funcionamiento de la tecnolog´ıa LTE, describiendo su ar-
quitectura de red y las principales caracter´ısticas de la capa f´ısica, de enlace y
de red. Se incluye en este ana´lisis la descripcio´n del algoritmo estandarizado de
traspaso, como elemento central de esta tesis. En una segunda seccio´n se define el
concepto de red autoorganizada y sus funcionalidades. Para finalizar el cap´ıtulo,
se describen las redes de femtoceldas, presentando su arquitectura y analizando
sus principales caracter´ısticas.
El Cap´ıtulo 3 se centra en las te´cnicas de reparto de tra´fico para redes cor-
porativas de femtoceldas LTE. En primer lugar, se realiza un ana´lisis preliminar
del estado de la investigacio´n de las te´cnicas de reparto de tra´fico en diferentes
tecnolog´ıas, formulando el problema a resolver. Seguidamente se presentan los al-
goritmos de reparto de tra´fico propuestos en esta tesis, junto con los controladores
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que los implementan. A continuacio´n se describen los experimentos realizados para
validar estos algoritmos, y las conclusiones obtenidas de los resultados.
En el Cap´ıtulo 4 se presentan las estrategias de posicionamiento de femtocel-
das en entornos corporativos. Al igual que en el cap´ıtulo anterior, se comienza
con un ana´lisis detallado del estado de la investigacio´n sobre posicionamiento de
estaciones base en redes mo´viles. En segundo lugar se definen diversos criterios
que permiten despue´s definir unas reglas ba´sicas para el posicionamiento de fem-
toceldas. A continuacio´n se muestran los experimentos realizados, cuyo principal
objetivo es comprobar el impacto del posicionamiento de femtoceldas en las te´cni-
cas de reparto de tra´fico. Por u´ltimo, se presentan las conclusiones de los resul-
tados obtenidos. En el Cap´ıtulo 5 se presentan las conclusiones generales y l´ıneas
futuras de extensio´n del trabajo realizado en esta tesis. Adema´s, se presentan las
publicaciones y patentes elaboradas a lo largo de este estudio, que describen las
aportaciones principales de esta tesis.
En el Anexo A se describe la herramienta de simulacio´n desarrollada como
parte del trabajo de esta tesis, y que ha servido de plataforma de simulacio´n para
todos los experimentos realizados.
Cap´ıtulo 2
Conceptos ba´sicos
Este cap´ıtulo resume los conocimientos ba´sicos necesarios para comprender el
resto del trabajo. Se pretende contextualizar el trabajo realizado describiendo las
tecnolog´ıas donde se aplican las soluciones propuestas en esta tesis. Para ello, en
la Seccio´n 2.1 se introduce primero el esta´ndar de comunicaciones mo´viles LTE,
prestando especial atencio´n a su interfaz radio. A continuacio´n, en la Seccio´n 2.2
se presenta una de las funcionalidades ma´s importantes de las redes LTE, como es
su capacidad de organizacio´n automa´tica (SON). En la Seccio´n 2.3 se describen las
redes de femtoceldas, para las que se han concebido los me´todos descritos en esta
tesis. Por u´ltimo, en la Seccio´n 2.4 se presentan las conclusiones de este cap´ıtulo.
2.1. Esta´ndar LTE
En esta seccio´n se presentan los elementos que componen un sistema LTE.
Primero se describe la arquitectura de un sistema LTE, para mostrar despue´s las
funciones de las distintas capas del sistema.
2.1.1. Arquitectura de una red LTE
Un sistema de comunicaciones mo´viles celular esta´ constituido principalmente
por tres elementos ba´sicos:
• Terminal mo´vil, que es el dispositivo que permite al usuario acceder a la
red de acceso para la utilizacio´n de los servicios mediante la interfaz radio.
• Red de acceso, que proporciona la conexio´n entre el equipo de usuario y los
equipos de la red troncal, y es la encargada de gestionar de manera eficiente
el uso de los recursos radio disponibles.
• Red troncal, que se encarga de la gestio´n de la movilidad, el control de
acceso, la gestio´n de las conexiones de los usuarios y la interconexio´n con
otras redes.
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Figura 2.1: Estructura de la red troncal de LTE [14].
En el caso de una red LTE, la red de acceso radio se conoce como Evolved
UMTS Terrestrial Radio Access Network (E-UTRAN) y la red troncal se conoce
como Evolved Packet Core (EPC). La combinacio´n de la red de acceso E-UTRAN
y la red troncal EPC dan lugar al sistema completo de una red LTE, tambie´n
conocido como Evolved Packet System (EPS). Una de las principales diferencias
del sistema LTE con los sistemas anteriores, GSM y UMTS, es que en LTE la red
troncal utiliza solamente mecanismos de conmutacio´n de paquetes para soportar
todos los tipos de servicios, dando lugar a una red en la que todos los servicios
utilizan el protocolo Internet Protocol (IP).
La Figura 2.1 muestra los elementos de la red troncal EPC y las interfaces
entre los mismos, descritos en el esta´ndar [14]. Estos elementos son:
• Mobility Management Entity (MME). Este elemento es la entidad principal
del plano de control de la red LTE encargada de gestionar el acceso de los
terminales a trave´s de la red de acceso E-UTRAN. Cada entidad MME sirve
a un conjunto de estaciones base y a los usuarios conectados a ellas. Entre
las principales funciones de la entidad MME se encuentran la autenticacio´n y
autorizacio´n del acceso de los usuarios, la gestio´n de la sen˜alizacio´n necesaria
para el env´ıo de paquetes IP entre los equipos de usuario y la red externa, la
gestio´n de la movilidad de los usuarios en modo ocioso (es decir, sin conexio´n
activa) y la sen˜alizacio´n para la movilidad de usuarios entre distintas redes
del 3rd Generation Partnership Project (3GPP).
• Serving Gateway (S-GW). Este elemento actu´a de enlace entre la red de
acceso E-UTRAN y la red troncal EPC en el plano de usuario. Como ocurre
con la MME, cada usuario tiene una entidad S-GW asignada. La entidad
S-GW es el punto de referencia en la red troncal para el usuario cuando e´ste
se mueve entre distintas estaciones base. Adema´s, es el elemento encargado
del encaminamiento de la informacio´n del usuario tanto de subida (hacia la
red troncal) como de bajada (hacia las estaciones base).
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• Packet Data Network Gateway (P-GW). Esta entidad es la encargada de
proporcionar conectividad entre la red LTE y las redes externas. Adema´s
actu´a como punto de referencia para la gestio´n de la movilidad entre LTE y
otras redes distintas de las del 3GPP. Esta entidad es la encargada tambie´n
de proporcionar al terminal una direccio´n IP que podra´ ser utilizada desde
el exterior, de aplicar las reglas de uso de la red y el control de tarificacio´n.
El u´nico elemento de la red de acceso es el denominado evolved Node B (eNB),
que constituye la estacio´n base de E-UTRAN. En este elemento se integra toda
la funcionalidad de la red de acceso, a diferencia de lo que ocurr´ıa en las anterio-
res redes (GSM y UMTS), donde parte de la inteligencia de la red de acceso se
ubicaba en los controladores de estaciones base. El eNB es el elemento encargado
de la transmisio´n de los datos de usuario hacia y desde los terminales mo´viles, o
User Equipment (UE), adema´s de la transmisio´n de los mensajes de sen˜alizacio´n
necesarios. Adema´s, el eNB es la entidad que gestiona los recursos radio y, por
tanto, quien lleva a cabo todas las funciones de control de admisio´n, control de
movilidad, asignacio´n dina´mica de recursos y control de interferencia.
El trabajo presentado en esta memoria afecta exclusivamente a las funcionali-
dades de la red de acceso de LTE. Por esta razo´n, en lo sucesivo en esta memoria,
so´lo se hara´ referencia a las caracter´ısticas de E-UTRAN.
2.1.2. Capa f´ısica
El nivel f´ısico de la interfaz aire del sistema LTE se basa en la utilizacio´n
de la te´cnica de acceso mu´ltiple Orthogonal Frequency-Division Multiple Access
(OFDMA) en el enlace descendente (desde el eNB hasta el UE) y Single Carrier
Frequency Division Multiple Access (SC-FDMA) en el enlace ascendente (desde el
UE hasta el eNB).
La te´cnica de transmisio´n OFDMA utiliza un conjunto de subportadoras mul-
tiplexadas y ortogonales entre s´ı para la transmisio´n simulta´nea de un conjunto
de s´ımbolos. Gracias a la propiedad de ortogonalidad entre portadoras es posible
separar los distintos s´ımbolos en recepcio´n.
La te´cnica OFDMA posee una caracter´ıstica que provoca que no sea una te´cnica
ido´nea de transmisio´n para el enlace ascendente, que es su elevado factor de cresta
(Peak to Average Power Ratio, PAPR). Dicho para´metro mide la relacio´n entre
la potencia instanta´nea de la sen˜al transmitida respecto de la potencia media.
Cuanto mayor es su valor, menor es la eficiencia de los amplificadores de potencia
del transmisor, entendiendo dicha eficiencia como la relacio´n entre la potencia
transmitida respecto a la potencia consumida. Por esta razo´n, en las redes LTE,
la te´cnica de acceso mu´ltiple utilizada en el enlace ascendente no es OFDMA, sino
SC-FDMA.
La te´cnica de acceso mu´ltiple SC-FDMA es una te´cnica similar a OFDMA,
pero realizando un procesado previo de los s´ımbolos que se van a transmitir, re-
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Figura 2.2: Comparacio´n entre las te´cnicas OFDMA y SC-FDMA [16].
ducie´ndose as´ı las variaciones de potencia instanta´nea. De esta manera, se consigue
una te´cnica de transmisio´n de portadora u´nica, pero que tiene las caracter´ısticas
de asignacio´n de frecuencias flexible y la robustez frente a la propagacio´n multi-
camino propias de la te´cnica OFDMA [15].
En la Figura 2.2 se muestra una comparacio´n gra´fica de las te´cnicas OFDMA
y SC-FDMA. Como puede observarse, en OFDMA los s´ımbolos se transmiten en
distintas subportadoras de manera simulta´nea. Por el contrario, en SC-FDMA los
s´ımbolos se transmiten de manera consecutiva ocupando todas las subportadoras,
sin que por ello var´ıe el taman˜o del s´ımbolo definido.
La separacio´n entre subportadoras es fija e igual a 15kHz. Un Resource Element
(RE) es la unidad mı´nima definida como recurso radio y esta´ constituido por una
subportadora durante un tiempo de s´ımbolo (Ts). La planificacio´n de recursos se
realiza cada Transmission Time Inverval (TTI), que equivale a 1 ms. Un Physical
Resource Block (PRB) es la unidad de recurso mı´nima de asignacio´n, consistente
en un ancho de banda de 180 kHz (12 subportadoras) y una duracio´n de 0.5 ms
(un slot o 7 · Ts), y contiene 84 REs (12 x 7). El nu´mero de PRBs disponibles en
un sistema LTE var´ıa entre 5 y 100 dependiendo del ancho de banda de sistema,
cuyo valor var´ıa entre 1.4MHz y 20MHz [17].
Adema´s de la informacio´n de usuario, en los PRB se incluyen sen˜ales de referen-
cia (o pilotos) que permiten implementar mecanismos de sincronizacio´n, realizar
estimas del canal y obtener medidas de calidad en el enlace descendente. Estas
sen˜ales de referencia, la sen˜al de referencia primaria (Reference Signal Primary,
RSP) y la sen˜al de referencia secundaria (Reference Signal Secondary, RSS), se
transmiten en frecuencias y s´ımbolos concretos dentro de un PRB, tal como se
indica en la Figura 2.3.
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Figura 2.3: Ubicacio´n de las sen˜ales de referencia en una subtrama con 12 subportadoras
[15].
2.1.3. Capa de enlace
Entre las funcionalidades de la capa de enlace de un sistema LTE se pueden
destacar la retransmisio´n h´ıbrida de paquetes, la funcio´n de adaptacio´n del enlace
y la asignacio´n dina´mica de recursos. Estas tres funciones trabajan de manera
conjunta para conseguir la mejor eficiencia posible en el uso del canal y, con ello,
los mejores valores de tasa de transmisio´n para los usuarios.
La funcio´n de retransmisio´n h´ıbrida de paquetes (Hybrid Automatic Repeat-
reQuest, HARQ) incluye mecanismos de correccio´n de errores mediante retrans-
misiones basados en el incremento de la redundancia. Dichos mecanismos permiten
que, en el caso de que la recepcio´n no sea correcta con la informacio´n de redundan-
cia incluida en la primera transmisio´n, se realicen retransmisiones de informacio´n
de redundancia adicional. Este proceso se repite hasta que se consigue corregir los
errores en recepcio´n o se completa el env´ıo de toda la informacio´n de redundancia
disponible. Este mecanismo de retransmisio´n incremental permite optimizar el uso
eficiente de los recursos radio disponibles.
La funcio´n de adaptacio´n dina´mica del enlace (Adaptative Modulation and
Coding, AMC) tiene como objetivo seleccionar el esquema de modulacio´n y codi-
ficacio´n (Modulation and Coding Scheme, MCS) ma´s adecuado para cada usuario
segu´n las condiciones instanta´neas del canal. Para ello, es necesario realizar una
estimacio´n de la calidad del canal radio que percibe cada usuario. A partir de
dicha estima, la funcio´n AMC selecciona un MCS para cada usuario. En el en-
lace descendente, los posibles esquemas de modulacio´n que se pueden utilizar son
QPSK, 16-QAM y 64-QAM, que se corresponden, respectivamente, con 2, 4 y 8
bits por s´ımbolo. Dentro de cada esquema de modulacio´n, existen diferentes es-
quemas de codificacio´n con mayor o menor robustez, es decir, que incluyen ma´s o
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menos informacio´n de redundancia en cada s´ımbolo. La combinacio´n de esquema
de modulacio´n y codificacio´n (es decir, MCS) determina la tasa binaria ma´xima
obtenida por el usuario.
El objetivo perseguido por la funcio´n AMC es asignar las mayores tasas binarias
de transmisio´n a los usuarios que este´n experimentando mejores condiciones de
canal en ese momento. A aquellos usuarios que este´n experimentando baja calidad
en el enlace, se les asignan esquemas de modulacio´n ma´s robustos, aunque esto
suponga una tasa de transmisio´n ma´s baja. Como norma general, el MCS que se
asigna a un usuario es aque´l que garantice una calidad mı´nima de la comunicacio´n,
expresada en te´rminos de tasa de error de bit (Bit Error Rate, BER) ma´xima
permitida.
La funcio´n de asignacio´n dina´mica de recursos o scheduling realiza la asignacio´n
de los recursos radio disponibles a los distintos usuarios cada TTI (1 ms). Dicha
asignacio´n implica decidir que´ usuarios transmiten y cua´les no y con que´ recursos
de la interfaz radio (es decir, frecuencia y tiempo). La unidad mı´nima de asignacio´n
se corresponde con un bloque de 180 kHz de ancho de banda (12 portadoras) y un
intervalo temporal de 0.5 ms (es decir, un slot o ranura temporal), conocido como
PRB.
La entidad que realiza el proceso de asignacio´n (scheduler) trata de asignar los
recursos radio al usuario que consiga un uso ma´s eficiente de los mismos, garan-
tizando, en la medida de lo posible, una cierta equidad entre usuarios. Con ello,
se pretende aprovechar las variaciones ra´pidas del canal debidas a la propagacio´n
multicamino t´ıpicas de la propagacio´n terrestre. Dichas variaciones causan que ca-
da usuario presente condiciones de canal distintas, dependiendo de la frecuencia y
el instante de tiempo que le son asignados. Esto permite explotar lo que se denomi-
na como principio de diversidad multiusuario. Segu´n este principio, en un sistema
con mu´ltiples usuarios y una planificacio´n dina´mica de los recursos adecuada, es
posible transmitir ma´s informacio´n en un canal con propagacio´n multicamino que
en un canal sin propagacio´n multicamino, para el mismo nivel medio de potencia
recibida [18].
La variacio´n en las condiciones del canal en cada PRB no solo se debe a la
propagacio´n multicamino, sino tambie´n a la variabilidad de la interferencia recibi-
da en cada PRB desde las celdas vecinas. Recibir o no interferencia desde una
celda vecina depende directamente de si la asignacio´n de recursos llevada a cabo
en la misma produce una colisio´n radio entre ambas. En consecuencia, el scheduler
es el responsable de evitar en la medida de lo posible estas colisiones radio, que
son la principal fuente de interferencia en LTE.
Cabe resaltar que en LTE la reutilizacio´n del espectro es completa y, por tanto,
la colisio´n radio puede producirse con cualquier celda vecina. A causa de esto,
cuando la carga en la red es muy alta, la probabilidad de colisio´n con el resto de
celdas se dispara y, en consecuencia, los niveles de interferencia se incrementan
significativamente. Este problema pone de manifiesto la importancia de la gestio´n
de interferencia en LTE, que en gran medida puede llevarse a cabo mediante
una asignacio´n dina´mica de los recursos adecuada. No obstante, con niveles de
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carga muy elevados la te´cnica de asignacio´n dina´mica de recursos puede resultar
insuficiente para la reduccio´n de interferencia.
Para reducir la complejidad computacional del algoritmo de asignacio´n, la ma-
yor´ıa de planificadores realizan la asignacio´n en dos fases, en las que se asignan
los recursos en el dominio del tiempo y de la frecuencia. En la primera de ellas, se
decide el subconjunto de usuarios que debe planificarse en 1 TTI. En la segunda
de ellas, se deciden los PRBs asignados a cada usuario.
Para las funciones anteriores, es preciso realizar una estimacio´n de la calidad
del canal que experimenta cada usuario. En el caso del enlace descendente (de la
estacio´n base al terminal), esta medida se realiza por el terminal y se env´ıa al eNB
perio´dicamente mediante el indicador Channel Quality Indicator (CQI). El eNB
utiliza esta informacio´n para realizar la asignacio´n de recursos y decidir el MSC a
utilizar para cada usuario, aunque esta asignacio´n final de MSC puede variar en
funcio´n de otros factores [18].
2.1.4. Capa de red
Entre las funciones del nivel de red destacan la (re)seleccio´n de celda, el traspa-
so y el control de admisio´n. Los requerimientos necesarios para el funcionamiento
de estas funciones de gestio´n de recursos radio esta´n definidos en [19].
La funcio´n de seleccio´n de celda tiene como objetivo determinar la celda en la
que un terminal ocioso (es decir, sin conexio´n activa) debe acampar. Esta seleccio´n
se realiza en funcio´n del nivel de sen˜al que el usuario recibe desde las distintas
celdas. Una vez que el terminal ya esta´ acampado en una celda, puede cambiar
de celda mediante el proceso de reseleccio´n de celda. El criterio que se utiliza
para la reseleccio´n se basa en el nivel de sen˜al recibido por el terminal desde la
celda servidora. Mientras este nivel de sen˜al se encuentra en valores aceptables, el
terminal no realizara´ ningu´n cambio de celda servidora. En caso de que el nivel de
sen˜al de la celda servidora caiga por debajo de cierto umbral, el terminal comienza
a realizar medidas de otras celdas. En caso de encontrar alguna celda de la que se
reciba la sen˜al con mayor nivel, se lleva a cabo el cambio de celda servidora. El
nivel de sen˜al exacto por debajo del cual el terminal comienza a realizar medidas
y por encima del cual se dispara el proceso de reseleccio´n de celda depende de
ciertos para´metros configurables por el operador [20].
La gestio´n de la movilidad cuando un terminal se encuentra en modo conectado
se lleva a cabo a trave´s del proceso de traspaso (Handover, HO). Mediante el HO,
se pretende mantener la calidad de la llamada cuando el usuario se desplaza.
En LTE, la decisio´n de realizar o no un cambio de celda la toma el eNB de la
celda servidora. Para que un terminal pueda realizar un traspaso entre dos celdas
adyacentes, es necesario que entre ellas este´ definida una relacio´n de vecindad
o adyacencia. Una celda B se considera vecina de otra celda A si esta´ definida
la adyacencia desde A a B. El te´rmino adyacencia no solo hace referencia a las
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Figura 2.4: Proceso de traspaso.
dos celdas que la conforman, sino tambie´n al sentido de la misma, es decir, la
adyacencia puede definirse desde A hacia B y desde B hacia A.
Existen diferentes algoritmos de traspaso en funcio´n del objetivo que se per-
sigue con los cambios de celdas. El ma´s habitual, conocido comu´nmente como
traspaso por balance de potencia (Power BudGeT, PBGT), busca que el termi-
nal este´ conectado a la estacio´n base que le ofrezca el mayor nivel de sen˜al. La
Figura 2.4 muestra un ejemplo de traspaso por PBGT. En la figura se muestra
la evolucio´n del nivel de sen˜al recibido por un usuario conforme se desplaza entre
2 celdas. Se observa que el nivel de sen˜al recibido de la celda servidora decrece
progresivamente, al tiempo que se incrementa el nivel de sen˜al de una celda vecina.
En el momento en el que el nivel de sen˜al recibido desde la celda vecina supera un
cierto margen, conocido como margen de traspaso (HandOver Margin, HOM), el
nivel de sen˜al recibido desde la celda servidora, se inicia un temporizador. Si el
nivel de sen˜al de la celda vecina se mantiene por encima del margen de traspaso
establecido durante un periodo denominado Time To Trigger (TTT), se realiza
finalmente el traspaso.
De la figura anterior, se deduce que modificando el margen de traspaso puede
adelantarse o retrasarse el instante en el que se realiza el traspaso. El mismo
efecto se consigue modificando la potencia de transmisio´n de la celda servidora
o adyacente. Con estos cambios, es posible modificar el a´rea de servicio de las
celdas (esto es, el a´rea geogra´fica donde un terminal se mantiene conectado a
una celda), lo que puede aprovecharse para repartir el tra´fico entre celdas vecinas.
Otra funcio´n importante es el control de admisio´n radio (Radio Admission Control,
RAC). El objetivo de esta funcio´n es decidir si se acepta cada nueva peticio´n de
servicio. Para ello, un algoritmo de RAC debe comprobar si, ante la llegada de una
peticio´n de un determinado servicio con unos requerimientos de calidad espec´ıficos,
se pueden garantizar estos requerimientos tanto para la nueva conexio´n como para
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las conexiones ya establecidas.
Los criterios de admisio´n determinan en buena medida la experiencia del
usuario en la red una vez la conexio´n quede establecida. As´ı, unos criterios de ad-
misio´n demasiado exigentes provocan un bloqueo de numerosas peticiones, aunque
en la red las llamadas aceptadas experimentar´ıan buenas tasas transmisio´n. Unos
criterios demasiado laxos provocan, en cambio, una tasa de bloqueo de conexio´n
muy baja, pero, por el contrario, los usuarios con conexio´n en la red experimentan
unas condiciones de transmisio´n adversas debido a la falta de recursos en la red.
2.2. Redes autoorganizadas
En los u´ltimos an˜os, el aumento del taman˜o y la complejidad de las redes
mo´viles han provocado que las tareas de despliegue, operacio´n y mantenimiento de
red se hayan complicado enormemente. Para hacer frente a este problema, surgen
las te´cnicas de automatizacio´n aplicadas en las redes autoorganizadas (SON).
Las razones que, desde un punto de vista tecnolo´gico, justifican el desarrollo
de SON pueden ser:
1. la existencia de procesos realizados por el operador que se repiten en el
tiempo y en el espacio, cuya automatizacio´n supondr´ıa una gestio´n ma´s
eficiente de las tareas de operacio´n y despliegue, y
2. la existencia de tareas que, por realizarse demasiado frecuentemente o re-
querir demasiada granularidad (por ejemplo, por usuario o conexio´n), son
demasiado complejas para ser realizadas manualmente.
Desde un punto de vista econo´mico, los beneficios de SON pueden ser:
1. minimizar la intervencio´n humana, reduciendo as´ı los costes de despliegue y
operacio´n de red y liberando al personal de tareas rutinarias,
2. maximizar el rendimiento de la infraestructura de red existente, al aplicar
algoritmos avanzados de gestio´n de red, retrasando la inversio´n en nuevo
equipamiento, y
3. reducir los fallos de la red producidos por errores humanos.
Las capacidades de una red autoorganizada abarcan la autoconfiguracio´n (self-
configuration), la autooptimizacio´n (self-optimization) y la resolucio´n automa´tica
de problemas o autocuracio´n (self-healing). Este trabajo queda englobado dentro
de la capacidad de optimizacio´n automa´tica. No obstante, para contextualizar
adecuadamente el mismo, en los siguientes apartados se describen cada una de
ellas.
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2.2.1. Autoconfiguracio´n
De la misma forma que aumenta la complejidad de las redes mo´viles, la inte-
gracio´n de un nuevo elemento en la misma es tambie´n cada vez ma´s complicada.
En los u´ltimos an˜os, el taman˜o de las celdas se ha ido reduciendo, por lo que la
integracio´n de nuevos elementos es cada vez ma´s frecuente, y resulta fundamental
automatizar este proceso para reducir costes y errores.
La autoconfiguracio´n hace referencia a la capacidad de la red para realizar la
puesta en marcha de forma automa´tica de un nuevo elemento en la red. Se trata,
por tanto, de automatizar las tareas de despliegue de una red. La autoconfiguracio´n
permite an˜adir un nuevo elemento usando la aproximacio´n “plug&play”, es decir,
la conexio´n del elemento a la red y su configuracio´n inicial se realiza de forma
automa´tica, sin intervencio´n del operador. De esta forma, se reducen los costes de
instalacio´n al mismo tiempo que se asegura una correcta integracio´n del elemento
en la red.
A continuacio´n se resumen algunas de los casos de uso ma´s importantes
definidos en el a´mbito de la autoconfiguracio´n para LTE [6, 7, 10]:
• Configuracio´n de la conexio´n de la celda dentro de la red. Se trata
de configurar de forma automa´tica todos los enlaces necesarios hacia otros
elementos y que, de esta forma, el nuevo elemento quede correctamente inte-
grado dentro de la red. Dentro de este proceso estar´ıan, entre otras, acciones
como la configuracio´n de las interfaces X2 y S1, as´ı como la obtencio´n de
una direccio´n IP y la configuracio´n del enlace IP de retorno.
• Configuracio´n del identificador de celda. El identificador de celda
(Physical Cell Identity, PCI) es un co´digo empleado en procesos tan im-
portantes como la sincronizacio´n o la ubicacio´n de sen˜ales piloto. Existen
solo 504 valores de PCI disponibles que deben reutilizarse a lo largo de toda
la red. En la configuracio´n de PCI deben evitarse que celdas vecinas utilicen
el mismo PCI. Tomar esta decisio´n basa´ndose en informacio´n obtenida un
vez la celda es activada es ma´s eficiente que hacerlo previamente y, por tanto,
es una medida que debe formar parte del proceso de autoconfiguracio´n.
• Configuracio´n automa´tica de para´metros radio. Aunque es habitual
que antes de conectar una nueva celda o nodo a la red se haga un ejercicio
de planificacio´n, tambie´n es habitual que una vez conectado se descubra
que los datos usados en la etapa de planificacio´n no encajan con los reales.
Una vez el elemento se conecta, e´ste tiene acceso a nueva informacio´n que,
utilizada de forma adecuada, puede servir para realizar un ajuste fino de los
para´metros radio.
Los para´metros que pueden ajustarse incluyen para´metros f´ısicos, como la
potencia de transmisio´n de las antenas o el a´ngulo de apuntamiento en an-
tenas direccionales, o para´metros lo´gicos de los algoritmos de gestio´n de
recursos, como los ma´rgenes de traspaso.
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• Generacio´n automa´tica de lista de vecinas. Tener una lista de vecinas
adecuadas es imprescindible para el correcto funcionamiento de una celda.
Una mala configuracio´n de la lista de vecinas se traduce en llamadas ca´ıdas,
ya que traspasos oportunos hacia celdas que no esta´n incluidas en dicha lista
no pueden llevarse a cabo. Aunque es posible construir una lista de vecinas
inicial durante el proceso de planificacio´n, la configuracio´n de esta lista puede
refinarse cuando el nuevo elemento entra en funcionamiento y los terminales
mo´viles que se conectan a e´l comienzan a enviar reportes con mediciones de
nivel de sen˜al de otras celdas. Esta funcionalidad permite crear una lista de
vecinas fiable en tiempo real basa´ndose en esa nueva informacio´n recibida
durante la fase de operacio´n. De esta forma, se permite la movilidad de
los usuarios hacia celdas adyacentes, manteniendo su conexio´n y evitando
llamadas ca´ıdas.
• Testeo automa´tico. Una vez realizada la configuracio´n inicial, es impor-
tante llevar a cabo las pruebas necesarias para verificar su correcto fun-
cionamiento y detectar posibles errores en la configuracio´n.
Algunas de estas tareas pueden realizarse involucrando u´nicamente al nuevo
elemento introducido, mientras que otras pueden requerir la cooperacio´n entre
distintos elementos de la red. En consecuencia, podr´ıa decirse que la autoconfi-
guracio´n no es una capacidad del nuevo elemento que se introduce, sino de toda
la red. No obstante, en ocasiones, la autoconfiguracio´n debe llevarse a cabo casi
exclusivamente por el nuevo elemento. Un claro ejemplo son las femtoceldas, que
deben acometer esta serie de tareas de forma automa´tica cuando se conectan por
primera vez a la red.
2.2.2. Autooptimizacio´n
El principal propo´sito de la autooptimizacio´n es obtener el ma´ximo rendimiento
de la infraestructura de red disponible en cada momento. Para ello, es preciso
asegurar que los elementos instalados operan de la forma ma´s eficiente posible. Las
te´cnicas de optimizacio´n analizan el desempen˜o de la red y realizan los cambios
necesarios para adaptar su funcionamiento a las necesidades de los usuarios y el
operador. Este proceso de optimizacio´n es importante, a pesar de que la red haya
sido configurada automa´ticamente, ya que es necesario adaptar esta configuracio´n
a los cambios que se produzcan en la red.
Las principales razones por las que se producen estos cambios en el fun-
cionamiento de la red son:
a) Cambios en las condiciones de propagacio´n de la sen˜al. La autooptimizacio´n
debe ajustar los para´metros de la red para evitar los efectos negativos que los
cambios del entorno de propagacio´n pueden tener sobre el rendimiento de la
red. Los cambios en las condiciones de propagacio´n pueden deberse a diferentes
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razones, como por ejemplo la construccio´n o derribo de un edificio, o cambios
en el medio de propagacio´n debido a las variaciones estacionales.
b) Cambios en la demanda de tra´fico. Un ajuste adecuado de los para´metros puede
ayudar a minimizar el impacto negativo que los cambios en la distribucio´n
espacial y/o temporal del tra´fico puedan tener sobre el rendimiento de la red.
Estos cambios pueden deberse a mu´ltiples razones como periodos vacacionales
o aparicio´n de nuevas infraestructuras (por ejemplo, autov´ıas, colegios o centros
comerciales).
c) Cambios en la infraestructura de la red. Aunque la autoconfiguracio´n procura
una apropiada integracio´n de todo nuevo elemento en la red, la inclusio´n de
un nuevo elemento afecta a los elementos circundantes. La autooptimizacio´n se
encarga de adaptar la configuracio´n de los elementos ya existentes a las nuevas
condiciones de funcionamiento, consiguie´ndose as´ı un rendimiento o´ptimo.
A diferencia de la configuracio´n automa´tica, que solo es necesaria tras la insta-
lacio´n de un nuevo elemento en la red, la optimizacio´n automa´tica debe realizarse
de forma continua. A continuacio´n se definen algunos de los principales casos de
uso definidos para la autooptimizacio´n [6, 7, 10]
• Optimizacio´n de la movilidad. La optimizacio´n de la movilidad pretende
garantizar el desplazamiento de los usuarios por la red sin interrupcio´n de la
conexio´n. Con ello, se consigue: a) minimizar el nu´mero de llamadas ca´ıdas
debido a una mala configuracio´n de los para´metros de traspaso, b) minimizar
el nu´mero de traspasos innecesarios, producto de inestabilidades en el proce-
so de traspaso (p.ej., efecto ping-pong), reduciendo el tra´fico de sen˜alizacio´n
y la probabilidad de pe´rdida de llamada durante el traspaso, y c) asegurar
un proceso de acampada de los usuarios alineado con el proceso de traspaso.
La optimizacio´n de la movilidad puede afectar a traspasos entre celdas de la
misma frecuencia, celdas de distinta frecuencia o, incluso, celdas de distintas
tecnolog´ıas.
• Optimizacio´n de calidad y cobertura. Los principales objetivos de este
caso de uso son reducir la interferencia creada hacia celdas vecinas (es decir,
mejorar la calidad de conexio´n) y cubrir posibles huecos de cobertura (es
decir, mejorar la cobertura). En las redes celulares, donde existe reutilizacio´n
del espectro, existe un compromiso entre el incremento de la cobertura y la
reduccio´n de la calidad de conexio´n producida por la interferencia. Dicho
compromiso puede gestionarse ajustando para´metros de la red de acceso,
como por ejemplo el a´ngulo de orientacio´n de las antenas y la potencia de
transmisio´n de la estacio´n base y el terminal.
• Balance de carga. El balance de carga es el proceso por el cual dos ele-
mentos de red similares se reparten la demanda de tra´fico existente. En el
caso particular de las estaciones base, el balance de carga hace referencia al
desplazamiento de usuarios desde celdas con problemas de congestio´n hacia
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celdas vecinas. Con ello, se mejora la accesibilidad de la red, al mismo tiem-
po que se aumenta la capacidad de la misma al sacar el ma´ximo provecho
de los recursos existentes. El balance de carga puede limitarse a celdas que
comparten la misma banda de frecuencia, o puede extenderse a celdas de dis-
tintas frecuencias o tecnolog´ıas. El trabajo realizado en esta tesis se engloba
dentro del balance de carga entre celdas de la misma banda de frecuencia en
un entorno de red heteroge´nea.
• Ahorro de energ´ıa. Con el incremento previsto del nu´mero de estaciones
base, la factura ele´ctrica puede convertirse en una de los principales com-
ponentes del coste de operacio´n de las redes celulares. Como consecuencia,
los operadores de telefon´ıa mo´vil han incluido entre sus prioridades reducir
el consumo ele´ctrico de sus redes para reducir los costes de operacio´n y res-
petar el medio ambiente. Reducir el nu´mero de portadoras activas en un
determinado nodo durante las horas de poco tra´fico, o apagar algunas celdas
al mismo tiempo que se aumenta el a´rea de cobertura de celdas vecinas, son
algunas de las medidas adoptadas para reducir el consumo de energ´ıa.
2.2.3. Autocuracio´n
El aumento del nu´mero de elementos en las redes celulares provoca que las
aver´ıas sean ma´s frecuentes. La funcionalidad de autocuracio´n permite detectar
aver´ıas en la red y enmascarar sus efectos a los usuarios, de forma que e´stos
perciban una degradacio´n mı´nima del servicio mientras la aver´ıa se repara de
forma definitiva.
La red de acceso radio es la parte de la red ma´s vulnerable a errores. Esto
se debe principalmente a que cada celda tiene su propia a´rea de cobertura y no
es sencillo solucionar una aver´ıa total o parcial de una celda haciendo uso de
otros equipos. En consecuencia, cualquier degradacio´n del servicio provocada por
la aver´ıa de una celda se traduce directamente en una degradacio´n de la calidad
percibida por los usuarios que esta´n conectados a ella. As´ı, una aver´ıa en la red
de acceso radio afectara´ de forma evidente al nivel de satisfaccio´n de los usuarios
y, por consiguiente, a los ingresos del operador.
Para asegurar el correcto funcionamiento de las te´cnicas de autocuracio´n, es
preciso incluir una serie de elementos que permitan la deteccio´n de errores para una
posterior gestio´n de los mismos. Algunas de las tareas que deben llevar a cabo estos
elementos son la monitorizacio´n del rendimiento de la red, la realizacio´n de pruebas
de validacio´n y la recoleccio´n de datos para realizar un ana´lisis avanzado de los
mismos. A continuacio´n se describen los dos principales casos de uso considerados
en la autocuracio´n.
• Degradacio´n de una celda. La deteccio´n de la degradacio´n de una celda
y, posteriormente, la definicio´n de las acciones a seguir para paliar sus efec-
tos constituyen uno de los casos ma´s habituales de autocuracio´n. El primer
paso es detectar correctamente dicha degradacio´n, lo que puede realizarse
20 Conceptos ba´sicos
monitorizando indicadores de rendimiento importantes de la red, como, por
ejemplo, la potencia de transmisio´n de la celda o la tasa de ca´ıda de llamadas.
La principal dificultad en esta tarea es definir los l´ımites aceptables para ca-
da indicador, que, una vez superados, indiquen una degradacio´n significativa
en el funcionamiento de la celda.
Una vez detectada la degradacio´n, se activa una alarma para comenzar las
acciones pertinentes, tanto automa´ticas como manuales, para minimizar la
degradacio´n. Las acciones a tomar pueden ser de distintos tipos, dependiendo
del tipo de degradacio´n. En el caso ma´s habitual, se realizan ajustes de la
configuracio´n de para´metros de la celda donde se ha detectado la degradacio´n
y de sus celdas vecinas, para resolver el problema.
• Ca´ıda de una celda. Una de las acciones que mayor importancia tiene para
el operador es detectar y compensar la ca´ıda de una celda. Se entiende por
ca´ıda de una celda la interrupcio´n total o parcial del servicio de la misma,
debido normalmente a una aver´ıa. El principal caso de intere´s es aque´l en
el que la celda no es capaz de detectar su mal funcionamiento por s´ı sola,
siendo incapaz de informar al sistema de soporte a las operaciones. Uno de los
requisitos es que el conjunto de la red debe responder ra´pidamente a la ca´ıda
de una celda haciendo una deteccio´n inmediata, cuantificando el impacto
potencial en el rendimiento de la red y realizando los ajustes necesarios en la
configuracio´n de red para compensarla. Debido a que la actuacio´n debe ser
inmediata, es necesario que esta se haga de forma automa´tica y no requiera
de intervencio´n humana.
Si la ca´ıda de la celda es parcial, se realizan los ajustes necesarios en la propia
celda ca´ıda. Si estas medidas no son suficientes, o la ca´ıda de la celda es
total, los ajustes se realizara´n en las celdas vecinas. La compensacio´n de una
celda ca´ıda suele realizarse aumentando el a´rea de cobertura de sus celdas
vecinas mediante la modificacio´n del a´ngulo de inclinacio´n o la potencia de
transmisio´n.
Estas acciones pueden ponerse en marcha para mitigar los efectos de una
celda ca´ıda sin necesidad de una entidad centralizada. Sin embargo, es posible
que, tras el proceso de compensacio´n, el rendimiento de la red se vea afectado
negativamente. Por tanto, es importante informar del fallo al sistema de
soporte a las operaciones, encargado de registrar y poner en marcha las
acciones de correccio´n necesarias. Una vez se repara el fallo, es necesario
restituir la configuracio´n original de la red.
2.3. Femtoceldas
Los estudios llevados a cabo demuestran que ma´s de dos tercios de la demanda
del tra´fico y ma´s de un 90% de los servicios de datos en comunicaciones mo´viles se
originan en casa o en el trabajo. Sin embargo, ma´s del 40% de las casas y el 30% de
las oficinas ofrecen mala cobertura [1, 2, 3]. Por lo tanto, uno de los grandes retos
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de los operadores mo´viles es proveer una buena cobertura en interiores de forma
eficiente. Una de las tecnolog´ıas ma´s prometedoras para solventar este problema
son las femtoceldas.
Las femtoceldas, tambie´n conocidas como estaciones base de uso dome´stico,
son estaciones base de pequen˜o taman˜o que se instalan en entornos residenciales
o comerciales de manera aislada o en grupos para mejorar la cobertura mo´vil en
el interior de los edificios. Se trata de estaciones base de baja potencia y alcance
(normalmente alrededor de decenas de metros) que utilizan las bandas de frecuen-
cia propiedad del operador, usando como red de retorno Internet o un canal radio
separado.
El uso de femtoceldas para ofrecer cobertura en interiores tiene importantes
ventajas con respecto a la solucio´n ma´s comu´n de aumentar el nu´mero de esta-
ciones macrocelulares [3]. Desde la perspectiva del operador, las ventajas son que:
a) el coste de instalacio´n y operacio´n de una femtocelda es muy inferior al de una
estaciones base convencional, b) el retorno de las femtoceldas hacia la red troncal
se realiza por canales distintos al del resto de la red, descargando la red de retorno
convencional, y c) las femtoceldas, al ubicarse en entornos interiores, normalmente
aislados del exterior, alivian la sobrecarga del espectro radioele´ctrico, permitiendo
un uso ma´s eficiente del mismo. Desde el punto de vista del usuario, la mejora de
la cobertura y calidad de conexio´n en interiores se traduce en una mejor calidad de
servicio. Al mismo tiempo, la menor distancia entre la estacio´n base y el terminal
se traduce en una potencia de transmisio´n ma´s baja, lo que incrementa la duracio´n
de la bater´ıa del terminal.
No obstante, el despliegue masivo de femtoceldas no esta´ exento de dificultades,
entre las que destaca la gestio´n de red. Las femtoceldas forman parte de la red de
acceso radio, y tienen por tanto que funcionar de forma coordinada con el resto de
equipos en la red. Esta coordinacio´n no es sencilla, ya que, al contrario de lo que
ocurre con la estaciones base convencionales, las femtoceldas no siguen un proceso
exhaustivo de planificacio´n previo a su instalacio´n. Esta ausencia de planificacio´n
se debe al elevado nu´mero de femtoceldas y la falta de control de su ubicacio´n, que
queda en manos del usuario final. Es en estos entornos donde el uso de te´cnicas
SON se hace imprescindible.
En los siguientes apartados se describen los escenarios de uso, la arquitectura
de red y algunas de las caracter´ısticas principales de las femtoceldas.
2.3.1. Escenarios de uso
El despliegue de una red de femtoceldas puede responder a diferentes necesi-
dades, que pueden clasificarse en los siguientes casos:
1. Mejora de la cobertura en un espacio pu´blico, habitualmente en interiores,
donde la sen˜al procedente de las macroceldas no es suficiente para ofrecer
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un servicio adecuado. Ejemplos de este escenario son los aparcamientos sub-
terra´neos, centros comerciales, estaciones de metro o zonas rurales aisladas.
2. Mejora del servicio a una gran cantidad de usuarios ubicados en un espacio
pu´blico de dimensiones reducidas. La instalacio´n de femtoceldas dentro del
a´rea de servicio de una macrocelda puede servir para reducir el tra´fico locali-
zado en algu´n a´rea dentro de la misma. De esta manera, las femtoceldas son
una solucio´n sencilla y econo´mica para el alivio de problemas de congestio´n
en las macroceldas. Ejemplos de este escenario son los estadios deportivos,
grandes edificios o centros universitarios.
3. Mejora del servicio ofrecido a un subconjunto de usuarios identificado pre-
viamente instalando una femtocelda en un espacio privado interior. En este
caso, la femtocelda suele tener un modo de acceso cerrado o h´ıbrido, donde
el usuario propietario accede a los recursos de la femtocelda sin competir por
ellos con el resto de usuarios de las macroceldas. Algunos ejemplos de este
escenario son viviendas residenciales, oficinas o restaurantes.
El despliegue de una red de femtoceldas no siempre se debe a una sola de estas
razones, respondiendo en la mayor´ıa de las ocasiones a varias de ellas al mismo
tiempo.
2.3.2. Arquitectura de red
La Figura 2.5 representa la estructura de una red de femtoceldas en E-
UTRAN [21]. En ella, se observa que las femtoceldas (denominadas Home eNodeB,
HeNB) se tratan de forma similar a un eNB, pudiendo conectarse a la red troncal
directamente o a trave´s del elemento conocido como Home eNB Gateway (HeNB
GW). Dicho elemento asegura la escalabilidad del sistema, permitiendo que la
interfaz S1 entre el HeNB y el EPC pueda soportar un gran nu´mero de HeNB.
Al mismo tiempo, el HeNB GW posibilita la realizacio´n traspasos entre HeNB
conectados al mismo HeNB GW sin necesidad del MME.
La Figura 2.6 muestra la estructura lo´gica de una red de femtoceldas. Se ob-
serva que el HeNB GW, en caso de existir, sirve de concentrador para el plano de
control, es decir para la interfaz entre el HeNB y el MME (S1-MME). En el plano
de usuario, la conexio´n entre el HeNB GW y el S-GW se lleva a cabo a trave´s de
la interfaz S1-U que puede ser entre el HeNB y el HeNB GW, si este u´ltimo existe,
o terminar directamente en el S-GW.
Un HeNB debe soportar, salvo alguna excepcio´n, todas las funciones que so-
porta un eNB. En consecuencia, todos los procedimientos que se desarrollan entre
el eNB y el EPC son tambie´n aplicables entre el HeNB y el EPC. Esto es exten-
sible a los traspasos entre parejas de nodos, ya sean HeNB-HeNB, HeNB-eNB o
eNB-HeNB, que se hara´n a trave´s de la interfaz X2, como el caso eNB-eNB.
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Figura 2.5: Arquitectura general de E-UTRAN para HeNB [21].
2.3.3. Modos de acceso
Las femtoceldas pueden disponer de una lista de subscripcio´n de usuarios
(Closed Subscriber Group, CSG), que pueden utilizarse para limitar el acceso a
las mismas. Existen tres me´todos de control de acceso, que determinan cua´ndo se
permite o se bloquea a un determinado usuario:
1. Acceso abierto. El acceso abierto se corresponde con el funcionamien-
to t´ıpico de una macrocelda, donde cualquier usuario puede conectarse a
la femtocelda. Este tipo de acceso es apropiado para centros comerciales,
aeropuertos, restaurantes y lugares pu´blicos similares, donde se pretende
dar cobertura al pu´blico en general en un entorno de interiores.
2. Acceso cerrado. En el me´todo de acceso cerrado, los servicios que ofrece la
femtocelda solo esta´n disponibles para un conjunto limitado de usuarios (es
decir, usuarios pertenecientes al CSG). Este conjunto de usuarios se define
por el propietario de la femtocelda que, normalmente, es de uso privado.
Este tipo de acceso esta´ concebido principalmente para uso dome´stico.
3. Acceso h´ıbrido. El me´todo de acceso h´ıbrido representa un caso intermedio
entre los dos anteriores. Con este tipo de acceso, se pretende mejorar las
prestaciones de la red que ofrecen tanto el acceso abierto como el acceso
cerrado. En el modo de acceso h´ıbrido, se define tambie´n un grupo restringido
de usuarios (CSG), que acceden de forma prioritaria a los recursos de la
femtocelda. Sin embargo, usuarios que no pertenecen al CSG tiene permitido
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Figura 2.6: Arquitectura lo´gica de E-UTRAN para HeNB [21].
el acceso solo a una parte reducida de los recursos. Con ello, se pretende
paliar los problemas de interferencia generados por el esquema de acceso
cerrado.
En la Figura 2.7 se muestra un ejemplo de funcionamiento de los tres tipos de
control de acceso. Como puede verse, los usuarios que pertenecen al CSG pueden
acceder a los recursos de todas las femtoceldas. Por el contrario, los usuarios que
no pertenecen al CSG tienen acceso total a los recursos de las femtoceldas de
acceso abierto, limitado cuando su acceso es h´ıbrido y sin acceso a los recursos de
la femtocelda de acceso cerrado.
Cuando el modo de acceso es abierto, los usuarios de las macroceldas que se
encuentran en interiores pueden conectarse a las femtoceldas, liberando espacio de
la macrocelda y mejorando la calidad de conexio´n. Por lo tanto, desde el punto de
vista del operador mo´vil, el modo de acceso abierto es el o´ptimo, ya que maximiza
la capacidad de la red y mejora la calidad de las conexiones de los usuarios de las
macroceldas. No obstante, cuando usuarios de la macrocelda se conectan a una
femtocelda, hacen uso de los recursos de e´sta, por lo que los usuarios propietarios
de la misma pueden percibir un deterioro de su calidad de experiencia. En conse-
cuencia, desde el punto de vista del usuario propietario de la femtocelda, el modo
de acceso cerrado es el que optimiza su calidad de experiencia. El modo de acceso
h´ıbrido permite un compromiso entre ambas partes, sin deteriorar en exceso el
servicio ofrecido al usuario propietario de la femtocelda.
Conceptos ba´sicos 25
Figura 2.7: Esquemas de acceso en una red de femtoceldas.
2.3.4. Movilidad de usuario
Los usuarios que se conectan a una femtocelda deben hacerlo sin interrumpir
su conexio´n, de lo que se encargan los mecanismos de movilidad. Estos procesos
deben garantizar que el traspaso en femtoceldas se realiza de la misma forma que
en macroceldas, a pesar de que el canal de retorno de las femtoceldas es distinto.
Segu´n el origen y el destino del usuario, existen tres tipos de traspaso en
femtoceldas, que son:
1. Traspaso desde una macrocelda hacia una femtocelda. Este tipo de traspaso
ocurre cuando el usuario pasa de exterior a interior, situacio´n que ocurre con
asiduidad. La principal dificultad radica en que la macrocelda y la femtocelda
usan canales de retorno distintos. Debido a esto, el proceso de traspaso en
este caso se realiza siempre a trave´s de la red troncal. La femtocelda debe
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estar identificada con un identificador u´nico, como cualquier macrocelda, y
debe estar incluida en la lista de vecinas de la macrocelda. Adema´s, se debe
comprobar si la femtocelda es de acceso abierto o h´ıbrido, en cuyo caso el
traspaso podra´ realizarse, o de acceso cerrado, en cuyo caso el traspaso solo
podra´ llevarse a cabo si el usuario pertenece al CSG de la femtocelda destino.
2. Traspaso desde una femtocelda a otra femtocelda. Este tipo de traspaso se
suele dar en redes de femtoceldas, siendo el caso ma´s sencillo. Si ambas
femtoceldas se conectan al mismo HeNB GW, el traspaso se realiza a trave´s
del mismo sin necesidad de llegar a la red troncal. Si este no es el caso, el
traspaso debe realizarse, al igual que en el caso anterior, a trave´s de la red
troncal. Adema´s, si ambas femtoceldas son de distintos propietarios y su
acceso no es abierto, es necesario comprobar si el usuario pertenece al CSG
de la femtocelda destino.
3. Traspaso desde una femtocelda hacia una macrocelda. Este tipo de traspaso
ocurre cuando el usuario pasa de interior a exterior. A diferencia del traspaso
desde una macrocelda a una femtocelda, no es necesario comprobar el modo
de acceso, ya que el traspaso es hacia la macrocelda, donde el acceso es
abierto a todos los usuarios. Al igual que en el primer tipo de traspaso, el
proceso de sen˜alizacio´n debe realizarse a trave´s de la red troncal.
2.3.5. SON en femtoceldas
Si bien las funcionalidades de SON se consideran como una capacidad de red
importante en redes de macroceldas, en el caso de femtoceldas puede considerarse
como imprescindible. Uno de los principales requisitos del despliegue de femtocel-
das es que su instalacio´n, configuracio´n y ajuste debe realizarse sin la intervencio´n
del usuario propietario. As´ı, un usuario sin conocimientos te´cnicos debe poder
instalar una femtocelda. Una vez instalada, la femtocelda debe funcionar correc-
tamente sin intervencio´n del usuario, incluso si se producen cambios en el entorno.
Por tanto, la instalacio´n de femtoceldas debe seguir un modelo “plug&play”,
requiriendo del usuario u´nicamente la configuracio´n de la conexio´n de la femtocel-
da a la red de retorno. Para ello, la femtocelda debe incorporar algoritmos SON,
que permitan que su funcionamiento sea el esperado en un entorno complejo y
cambiante, como es el entorno de interiores. A continuacio´n se justifica por que´ es
importante incorporar cada una de las capacidades SON en las redes de femtocel-
das.
• Autoconfiguracio´n. Tras conectar la femtocelda a la red de retorno, e´sta
debe establecer la configuracio´n inicial de sus para´metros de funcionamiento
para ser operativa. Entre estas tareas de configuracio´n inicial, se incluyen
la configuracio´n de la interfaz S1 hacia el HeNB GW o hacia la red tron-
cal, segu´n corresponda, la creacio´n de su lista de celdas vecinas (que incluye
tanto macroceldas como femtoceldas) o el ajuste de su potencia de trans-
misio´n. Todos estos ajustes iniciales deben realizarse teniendo en cuenta el
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entorno que rodea a la femtocelda, que se caracteriza a trave´s de las propias
mediciones recopiladas por la femtocelda.
• Autooptimizacio´n. Una vez que la femtocelda esta´ operativa, es necesario
detectar los cambios en el entorno que puedan degradar el rendimiento de la
red, para despue´s reajustar sus para´metros y compensar esta degradacio´n.
En las redes de macroceldas, las labores de optimizacio´n pueden ser auto-
ma´ticas o realizarse manualmente por el operador. Por el contrario, en las
redes de femtoceldas, las labores de optimizacio´n deben ser completamente
automa´ticas y transparentes al usuario propietario. En consecuencia, las fem-
toceldas deben incorporar algoritmos capaces de ajustar la configuracio´n de
la misma a los cambios en el entorno. En la pra´ctica, los casos de uso de
autooptimizacio´n en femtoceldas son los mismos que en macroceldas, pero
con la dificultad an˜adida del entorno de interior.
• Autocuracio´n. Una femtocelda debe ser capaz de reaccionar ante cualquier
problema en su funcionamiento. Al no existir la figura de un operario para
resolver problemas inesperados, los algoritmos de autocuracio´n deben ser
ma´s robustos, ya que si ella misma no es capaz de recuperarse, el problema
persistira´ hasta que la femtocelda sea sustituida o reparada.
2.4. Conclusiones
El esta´ndar LTE se presenta como una mejora sustancial en las redes de comu-
nicaciones mo´viles frente a los esta´ndares anteriores. Estas mejoras vienen deter-
minadas tanto por su estructura de red, que, basada ı´ntegramente en IP, incluye
nuevas entidades e interfaces, como en las prestaciones ofrecidas al usuario. No
obstante, la gran complejidad de los sistemas que integran la red LTE, la escasa
cobertura y capacidad que se alcanza en zonas de interiores, o la interferencia
entre celdas debido a la reutilizacio´n total de frecuencias, son nuevos desaf´ıos que
emergen con esta nueva tecnolog´ıa. Para este desaf´ıo, la funcionalidad SON en
una red busca automatizar todos los procesos que, por su complejidad, deben
realizarse de forma automa´tica. Asimismo, las femtoceldas o estaciones base de
uso dome´stico son la solucio´n tecnolo´gica aportada para reducir los problemas de
cobertura y capacidad en interiores. Las femtoceldas, por su naturaleza menos
jera´rquica, necesitan en mayor medida las te´cnicas SON, especialmente para su
autoconfiguracio´n y autooptimizacio´n. Ma´s au´n, la especificidad en los escena-
rios de interiores corporativos, donde la demanda de tra´fico es bastante irregular
en espacio y tiempo, demandan nuevos algoritmos y te´cnicas que solucionen los
problemas de congestio´n e interferencia.
En los pro´ximos cap´ıtulos se estudian diversas soluciones para la congestio´n en
redes de femtoceldas corporativas LTE. Estas soluciones incluyen me´todos auto-
ma´ticos de optimizacio´n y planificacio´n de red.

Cap´ıtulo 3
Te´cnicas de reparto de tra´fico
En este cap´ıtulo se estudia el problema del reparto de tra´fico entre femtoceldas
en un escenario de oficinas. Para ello, el cap´ıtulo se divide en cinco secciones. La
Seccio´n 3.1 revisa el estado de la investigacio´n y la tecnolog´ıa de la gestio´n de
tra´fico en redes celulares, prestando especial atencio´n al problema del balance de
carga en interiores. A continuacio´n, la Seccio´n 3.2 formula el problema del repar-
to de tra´fico mediante el cambio de para´metros de traspaso. Dicha formulacio´n
permite identificar las principales limitaciones del reparto de tra´fico en LTE, con-
firmadas con una prueba de campo de un algoritmo cla´sico de balance de carga en
una red comercial. Tras presentar el problema, en la Seccio´n 3.3 se describen los
algoritmos de reparto de tra´fico para redes de femtoceldas corporativas, que son la
principal contribucio´n de esta tesis. En la Seccio´n 3.4 se presentan los resultados
obtenidos con los algoritmos propuestos en un simulador de nivel de sistema y en
la Seccio´n 3.5 se presentan las conclusiones de este cap´ıtulo.
3.1. Estado de la investigacio´n y la tecnolog´ıa
El reparto de tra´fico busca equilibrar la cantidad de tra´fico cursado entre celdas
vecinas con el objetivo de disminuir el nu´mero total de llamadas bloqueadas en
el sistema y, de esta manera, aumentar el tra´fico total cursado en la red. Para
conseguir este efecto, es posible modificar el a´rea de servicio de cada celda, para
as´ı reducir o incrementar la cantidad de tra´fico cursado por cada una de ellas,
aprovechando el solapamiento existente entre celdas vecinas. Al reducir el a´rea de
servicio de una celda, se disminuye la cantidad de tra´fico cursada por e´sta, tra´fico
que absorben sus celdas vecinas.
En la literatura se han propuesto diferentes maneras de modificar el a´rea de
servicio de una celda. Un primer grupo de te´cnicas ajusta para´metros f´ısicos de
la estacio´n base, como la potencia de transmisio´n de pilotos [22] o el diagrama
de radiacio´n de la antena [23]. En la pra´ctica, estas te´cnicas rara vez se utilizan,
porque pueden crear huecos de cobertura, a menos que los cambios en las celdas
adyacentes este´n sincronizados con los de la servidora. Como alternativa, un se-
gundo grupo de te´cnicas modifica los para´metros de los procesos Radio Resource
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Management (RRM), como la reseleccio´n de celda (Cell Reselection, CR) [24] y
el traspaso o HO [25]. Esta u´ltima suele ser la opcio´n preferida, ya que la modifi-
cacio´n de los para´metros de CR solo tiene efecto durante el establecimiento de la
conexio´n, no teniendo influencia durante el resto de la conexio´n. Por este motivo,
la mayor´ıa de los algoritmos de reparto de tra´fico para redes celulares descritos en
la bibliograf´ıa se basan en los ma´rgenes de traspaso [11, 12, 25, 26, 27, 28, 29].
Para encontrar el valor o´ptimo de los ma´rgenes de traspaso, el problema de
ajuste de los ma´rgenes puede formularse como un problema de optimizacio´n cla´sico
[30, 31]. Sin embargo, los operadores suelen resolver este problema por medio de
reglas heur´ısticas, ya que los datos y medidas necesarios para construir el modelo
anal´ıtico raramente esta´n disponibles. Un ejemplo del uso de reglas heur´ısticas es
la ecualizacio´n del tra´fico de celda a lo largo de la red por medio de un algoritmo
de reparto de tra´fico. Dependiendo de la velocidad del proceso de reasignacio´n de
tra´fico, el indicador de rendimiento que se intenta equilibrar puede ser la carga
media de la celda (como, p. ej., [11, 12, 26, 27, 28]) o la tasa de bloqueo (p.ej., [25,
29]). Como se muestra en [32], esta u´ltima opcio´n presenta un mejor rendimiento
cuando los problemas de congestio´n son persistentes, debido a su mayor estabilidad
y, sobre todo, a que no necesita ninguna inversio´n en equipamiento, ya que puede
realizarse de forma centralizada en el sistema de soporte a las operaciones como
parte de las tareas de optimizacio´n de red.
En paralelo, las femtoceldas han atra´ıdo la atencio´n de la comunidad investi-
gadora, algo que se hace evidente por el elevado nu´mero de proyectos de investi-
gacio´n en este a´mbito (p.ej., HOMESNET [33], BeFEMTO [34], FREEDOM [35]).
Las primeras publicaciones se centraban en escenarios residenciales con femtocel-
das aisladas. Para estos escenarios, Claussen et al. proponen en [36] un algoritmo
de autoajuste para configurar la potencia de transmisio´n del enlace ascendente y
descendente en femtoceldas UMTS. De esta manera, se pretende mitigar la in-
terferencia generada por las macroceldas en el a´rea de servicio de la femtocelda
y asegurar un radio de celda constante para la femtocelda, independientemente
de la posicio´n de e´sta dentro del a´rea de servicio de la macrocelda. En [37], los
autores presentan un algoritmo de autoajuste para la potencia piloto en una fem-
tocelda UMTS con el objetivo de mejorar la cobertura y minimizar el nu´mero total
de intentos de traspaso. El mismo autor presenta en [38] un algoritmo de autoa-
juste para seleccionar el diagrama de radiacio´n de la antena con la que se radia la
potencia de las sen˜ales piloto. En [39], se presenta un algoritmo adaptativo para se-
leccionar la histe´resis del margen de traspaso basa´ndose en la posicio´n del usuario.
Estudios ma´s recientes consideran los escenarios de oficinas, donde se despliegan
redes de femtoceldas corporativas [40]. En estos escenarios, casi todos los esfuerzos
se han centrado en el disen˜o de algoritmos RRM avanzados que realicen la gestio´n
de la interferencia entre celdas vecinas en esquemas de transmisio´n OFDMA [41].
En esta l´ınea, Lo´pez et al. [42] proponen un modelo de programacio´n lineal entera
para asignar esquema de modulacio´n y codificacio´n, portadora radio y potencia
de transmisio´n de forma dina´mica, al mismo tiempo que se minimiza la potencia
total transmitida y se atiende la demanda de tra´fico de los usuarios.
De forma similar, diversas propuestas de esquemas de admisio´n distribuida y
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planificacio´n se inspiran en principios de SON tomados de redes cognitivas [43], al-
goritmos de aprendizaje auto´nomo [44, 45] y teor´ıa de juegos [46]. Ma´s relacionado
con el estudio presentado aqu´ı, sobre autooptimizacio´n, [47] propone un algoritmo
distribuido para ajustar la potencia piloto en femtoceldas UMTS y equilibrar la
carga de las celdas, minimizando la potencia piloto transmitida en un escenario de
oficinas. En [48], el problema de planificacio´n de frecuencia y potencia en femtocel-
das Wireless Interoperability for Microwave Access (WiMAX) de un escenario de
oficinas se formula como un modelo de programacio´n entera, cuyo objetivo puede
ser minimizar la suma de la potencia de transmisio´n, dada una calidad de conexio´n
mı´nima a cumplir, o maximizar la capacidad teo´rica de red, estimada a partir de
la fo´rmula de Shannon. Sin embargo, no se ha encontrado en la literatura un tra-
bajo que estudie el reparto de tra´fico en redes de femtoceldas corporativas LTE en
escenarios de varias alturas, adaptando te´cnicas cla´sicas basadas en modificacio´n
de ma´rgenes de traspaso y/o potencia de trasmisio´n.
3.2. Formulacio´n del problema
En esta seccio´n se estudia el problema de la congestio´n en la red de acceso
radio y su resolucio´n mediante te´cnicas de reparto de tra´fico. El estudio se centra
en los me´todos de reparto de tra´fico basados en el traspaso entre celdas. Para ello,
se describen los principales para´metros de algoritmo de traspaso implementados
por la mayor´ıa de fabricantes en LTE. Posteriormente, se realiza un ana´lisis teo´rico
preliminar de las limitaciones del reparto de tra´fico en LTE. Las conclusiones de
dicho ana´lisis se confirman despue´s presentando los resultados de una prueba de
campo de un algoritmo cla´sico de reparto de tra´fico en una red comercial.
3.2.1. Congestio´n en la red de acceso
Uno de los principales retos a los que se enfrentan los operadores mo´viles cuan-
do se realiza la planificacio´n de la red es conocer la distribucio´n de los usuarios.
Para realizar un correcto dimensionado de la red, es preciso saber con exactitud
co´mo se distribuira´n los usuarios y, por tanto, que´ demanda de tra´fico debera´ cur-
sar cada celda. De esta manera, se asegura que la distribucio´n espacial de los
recursos se ajusta a la distribucio´n espacial de la demanda. Con el paso del tiem-
po, los cambios en las tendencias de los usuarios provocan que ese ajuste entre
recursos y demanda se pierda. Estos cambios pueden ser permanentes (p.ej., la
apertura de un nuevo centro comercial o la construccio´n de una nueva autov´ıa),
perio´dicos (p.ej., diferente comportamiento de los usuarios segu´n la hora del d´ıa,
el d´ıa de la semana o la estacio´n del an˜o) o eventuales (p.ej., la organizacio´n de
un concierto o una simple concentracio´n).
A largo plazo, la mejor solucio´n para solventar problemas de congestio´n locali-
zada y persistente es la replanificacio´n de los recursos, por medio de la inclusio´n de
nuevas portadoras, estaciones base o emplazamientos. Sin embargo, esta solucio´n
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implica una inversio´n importante por parte del operador, por lo que suele pospo-
nerse todo lo posible. E´ste suele ser el caso de situaciones de congestio´n perio´dica o
eventual, o congestio´n en redes maduras, donde la inversio´n en nuevo equipamiento
no queda justificada. Algunos fabricantes ofrecen funcionalidades avanzadas de red
para aliviar el problema de la congestio´n de forma dina´mica (p.ej., reintento directo
[49] o codificacio´n a tasa reducida [50]). Lamentablemente, estas funcionalidades
rara vez se encuentran disponibles por su elevado coste. Es en estas situaciones
donde las te´cnicas de reparto de tra´fico se convierten en la solucio´n preferida del
operador.
Existen diversas razones para que los feno´menos de congestio´n aparezcan con
mayor asiduidad en celdas desplegadas en entornos de oficinas. Por un lado, la
planificacio´n de recursos de redes de interior es ma´s complicada que en redes
macrocelulares. Numerosos trabajos han estudiado las variaciones de la distribu-
cio´n de la demanda a nivel macrosco´pico, tanto en el dominio del espacio [51] como
en el tiempo [52]. Los modelos de tra´fico propuestos en esas referencias se utilizan
con e´xito en la planificacio´n de redes macrocelulares. Sin embargo, estos modelos
dejan de ser va´lidos en interiores, lo que complica el proceso de planificacio´n en
estos entornos. Por otro lado, las fluctuaciones de la demanda son mayores en
interiores, como resultado del menor nu´mero de usuarios por celda. En este tipo
de escenarios se producen concentraciones de usuarios perio´dicas (p.ej., inicio y
fin de jornada laboral), eventuales (p.ej., sala de reuniones o cafeter´ıa) o perma-
nentes (p.ej., diferencia de ocupacio´n entre oficinas), que no se perciben a escala
macrosco´pica. Estas variaciones se ven amplificadas por la diversidad del entorno
de propagacio´n radio en interiores. Todo ello justifica que las te´cnicas de reparto
de tra´fico sean ma´s necesarios en entornos de oficinas.
3.2.1.1. Mecanismos de reparto de tra´fico
Una de las opciones ma´s usadas para el reparto de tra´fico a trave´s de la mo-
dificacio´n del a´rea de servicio de una celda consiste en ajustar sus ma´rgenes de
traspaso. El margen de traspaso de la celda i a la celda j, HOM(i, j), es un
para´metro que define la diferencia (en dBs) con la que el nivel de sen˜al de la celda
vecina debe exceder el nivel de sen˜al de la celda servidora para realizar un traspaso
por balance de potencia (PBGT) desde la celda i a la celda j [53]. Los niveles de
sen˜al referidos corresponden a los de las sen˜ales piloto (Reference Signal Received
Power, RSRP). De esta forma, un traspaso por PBGT se lleva a cabo cuando
RSRP (j)−RSRP (i) ≥ HOM(i, j) , (3.1)
donde RSRP (j) y RSRP (i) son la potencia media de sen˜al de referencia recibida
(en dBm/RE) de la celda servidora y la celda vecina, respectivamente. Como se
observa en (3.1), los ma´rgenes esta´n definidos a nivel de adyacencia. Por tanto,
si se ajusta este para´metro en una sola adyacencia, los efectos solo aparecera´n en
dicha adyacencia. De esta manera, es posible modificar no solo el taman˜o del a´rea
de servicio, sino tambie´n su forma.
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Figura 3.1: Reparto de tra´fico cambiando el margen de traspaso.
La Figura 3.1 muestra co´mo cambiando los ma´rgenes de traspaso se modifica
el a´rea de servicio de una pareja de celdas colindantes. En la figura, se representa
el perfil de potencia recibida por los usuarios que se desplazan entre dos celdas
vecinas. Se aprecia co´mo aumentando HOM(i, j) por una cantidad ∆, se dificulta
la realizacio´n del traspaso de los usuarios que se desplazan de i a j. Con ello, se
retrasa el instante del traspaso (de A a B), de forma que la frontera entre ambas
celdas se aleja de i. Como consecuencia, se mueve tra´fico desde j hacia i. De la
misma forma, disminuyendo HOM(i, j), los traspasos se realizan ma´s cerca de i y
ma´s lejos de j, por lo que la frontera entre ambas se acerca a i y, en consecuencia,
se env´ıa tra´fico desde i hacia j.
Este traspaso de usuarios se puede utilizar para equilibrar el tra´fico entre celdas
vecinas. En el ejemplo de la figura, se incrementa el margen de traspaso desde la
celda infrautilizada a la celda congestionada, para que e´sta u´ltima se desprenda
de parte de su a´rea de servicio (zona sombreada), que pasa a formar parte de la
celda infrautilizada i. De esta manera, se alivia el problema de congestio´n en j.
Para evitar inestabilidades en el proceso de traspaso, se mantiene una regio´n de
histe´resis sincronizando los cambios en los dos sentidos de la adyacencia. As´ı, si el
margen de la celda i a la celda j se incrementa en +XdB, el margen de la celda j
a la celda i se reduce en −XdB, de manera que la suma de los ma´rgenes en ambos
sentidos de la adyacencia se mantenga.
Como alternativa, es posible cambiar el a´rea de servicio de una celda ajus-
tando su potencia de transmisio´n, PTX(i). El nivel de potencia recibida por un
usuario desde una celda i, Prx(i), es directamente proporcional a la potencia de
transmisio´n de su estacio´n base. Por ello, cambios en la potencia de transmisio´n
de una celda tienen una influencia directa sobre su a´rea de servicio. Al contrario
que los ma´rgenes de traspaso, la potencia de transmisio´n se define a nivel de celda,
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Figura 3.2: Reparto de tra´fico cambiando la potencia de transmisio´n de la estacio´n base.
por lo que todas las adyacencias son afectadas por igual cuando se hacen ajustes
en este para´metro.
La Figura 3.2 describe el proceso de reparto de tra´fico cambiando la potencia
de transmisio´n. Disminuyendo PTX(i), los traspasos se realizara´n ma´s cerca de i,
por lo que el borde del a´rea de servicio de i se acercara´ y, en consecuencia, se
enviara´ tra´fico hacia sus celdas vecinas. De la misma forma, aumentando PTX(i),
los traspasos se realizara´n ma´s lejos de i, por lo que el borde del a´rea de servicio de
i se alejara´ y, en consecuencia, se recibira´ tra´fico desde sus celdas vecinas. Con este
mecanismo, se puede enviar o recibir tra´fico desde una celda. En el ejemplo de la
figura, la celda congestionada j reduce su PTX(j) en ∆ dB para as´ı desprenderse
de parte de su a´rea de cobertura (zona sombreada), que pasa a formar parte de la
celda descargada i. De esta forma, se disminuye su congestio´n.
Conviene matizar que, mientras que los cambios de ma´rgenes de traspaso
afectan solo al a´rea de servicio de las celdas, los cambios de potencia de trans-
misio´n afectan tanto al a´rea de servicio como al a´rea de cobertura. Por ello, estos
u´ltimos cambios deben realizarse con precaucio´n para no provocar huecos de cober-
tura durante el proceso de reparto de tra´fico. En teor´ıa, estos problemas podr´ıan
evitarse si los cambios se realizan de forma sincronizada entre celdas vecinas, de
manera que cuando la celda congestionada reduzca su potencia, las celdas vecinas
incrementen su potencia [22]. En la pra´ctica, la mayor´ıa de las celdas trabajan con
su ma´xima potencia, por lo que no siempre es posible dicha sincronizacio´n.
Los algoritmos de reparto de tra´fico en interiores de esta tesis modifican el
margen de traspaso entre femtoceldas a nivel de adyacencia, HOM(i, j), y la po-
tencia de transmisio´n de las femtoceldas a nivel de celda, PTX(i). Por simplicidad,
se asume que la potencia de transmisio´n de los canales de control es la misma que
la de los canales de datos.
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En el disen˜o de los algoritmos, se debe tener en cuenta que el cambio de las
a´reas de servicio de las celdas afecta a la calidad de conexio´n en la red. Como
resultado del reparto de tra´fico, hay usuarios que se conectan a una celda que
no ofrece las mı´nimas pe´rdidas de propagacio´n. Esta pe´rdida de eficiencia en la
transmisio´n radio puede degradar en ocasiones la calidad de conexio´n. Aunque
en LTE la modulacio´n y codificacio´n adaptativa pueden reducir esta degradacio´n,
la capacidad de adaptacio´n del canal es limitada. Por tanto, el reparto de tra´fico
debe llevarse a cabo cuidadosamente para mantener los niveles de calidad dentro
de unos l´ımites razonables. Esta restriccio´n es importante en escenarios interiores,
donde pueden aparecer huecos de cobertura y desvanecimientos de sen˜al debido
a la atenuacio´n de los paramentos y la propagacio´n multicamino. Por esta razo´n,
los operadores suelen mantener la potencia de las femtoceldas en sus valores por
defecto (ma´xima potencia) en ausencia de un me´todo preciso para realizar los
ca´lculos de propagacio´n en interiores. De esta manera, se desaprovecha gran parte
del potencial de este para´metro.
3.2.2. Limitaciones del reparto de tra´fico en LTE
Para hacer un uso eficiente del espectro radioele´ctrico, en las redes LTE se
aplica una reutilizacio´n total del espectro de frecuencias, de forma que cada cel-
da emplea todo el ancho de banda disponible en el sistema. Esta reutilizacio´n de
frecuencias tan ajustada causa problemas de interferencia en las zonas de sola-
pamiento entre celdas adyacentes, especialmente en a´reas con una alta demanda
de tra´fico, que es donde se aplican las te´cnicas de reparto de tra´fico. En GSM,
estos problemas pueden evitarse mediante una planificacio´n de frecuencias que
permita aumentar la distancia entre celdas interferentes [32]. Al mismo tiempo,
las te´cnicas de salto de frecuencia (frequency hopping) permiten aprovechar la di-
versidad de usuario para que las colisiones en la interfaz radio sean aleatorias y,
con ello, mitigar el efecto de la interferencia cocanal [54]. En UMTS, el traspa-
so suave (soft-handover) [55] solventa los problemas de interferencia en el borde
de celda causados por la reutilizacio´n completa del espectro. Sin embargo, estas
te´cnicas no suelen usarse en LTE. Aunque el proceso de planificacio´n de recursos
puede paliar este problema, cuando el nivel de carga del sistema es muy elevado
no es posible evitar la colisio´n con celdas interferentes cercanas.
Los problemas de interferencia se agravan cuando las te´cnicas de reparto cam-
bian los ma´rgenes de traspaso. El escenario de la Figura 3.1 muestra el caso en
que el HOM(i, j) se incrementa en ∆ dB para enviar tra´fico desde una celda con-
gestionada j hacia una celda descargada i. Antes del reparto de tra´fico, el valor
de HOM(i, j) configurado por defecto para todas las adyacencias de la red suele
ser positivo (en LTE, normalmente 3-4 dB). En la figura, se observa que, para un
usuario en el borde de la celda i (punto A en la figura), el nivel de sen˜al de piloto
recibido desde la celda j, Prx(j), es HOM(i, j) dB mayor que el recibido desde
la celda i, Prx(i). En estas condiciones, si existe colisio´n en la interfaz radio, la
relacio´n sen˜al-a- interferencia recibida por el usuario, definida como la diferencia
entre los niveles de sen˜al de la celda servidora y de sus adyacentes, es (como ma´xi-
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mo) -HOM(i, j) dB (es decir, la ma´xima relacio´n sen˜al-a-interferencia coincide con
el margen de traspaso si existe colisio´n). Cuando, como consecuencia del reparto
de tra´fico, se aumenta HOM(i, j), la diferencia entre las sen˜ales piloto recibidas
de ambas celdas en el punto donde se dispara el traspaso (punto B en la figura)
se incrementa. De esta manera, se empeora significativamente las condiciones de
interferencia.
Un ana´lisis ma´s detallado demuestra que el efecto de estos cambios depende
de la direccio´n del enlace radio:
• En el enlace descendente, tras el reparto de tra´fico, los usuarios de borde
de la celda infrautilizada i (punto B en la Figura 3.1) esta´n ma´s lejos de su
estacio´n base servidora y ma´s cerca de su mayor fuente de interferencia. El
resultado es que los usuarios en B reciben un menor nivel de sen˜al deseada
y un mayor nivel de interferencia desde la celda j, que, adema´s, esta´ muy
cargada, con lo que la probabilidad de colisio´n radio es alta. En consecuencia,
los indicadores de calidad del canal descendente empeoran en las celdas que
reciben tra´fico (celda i en el caso de la Figura 3.1) cuando se aplica el
reparto de tra´fico cambiando HOM . Este deterioro de la calidad del enlace
descendente no se produce en la celda congestionada j, ya que en este caso
el borde se acerca a la estacio´n base servidora.
• La calidad de conexio´n tambie´n se deteriora en el enlace ascendente. Los
usuarios que se env´ıan desde la celda j hacia la celda i, como resultado del
reparto de tra´fico (a´rea sombreada entre los puntos A y B en la Figura 3.1)
necesitan transmitir con mayor potencia, lo que causa un mayor nivel de
interferencia en el enlace ascendente de la celda j. Por consiguiente, los indi-
cadores de calidad del canal ascendente empeoran en las celdas que env´ıan
tra´fico (celda j en la Figura 3.1) con el reparto de tra´fico basado en ma´rgenes.
Este deterioro de la calidad en el canal ascendente no se produce en la cel-
da que recibe el tra´fico, ya que los usuarios que eran su principal fuente de
interferencia (los usuarios en el borde de la celda vecina) son ahora servidos
por e´sta.
Los efectos descritos tienen un gran impacto en diversos indicadores de
rendimiento de la red, entre los que se encuentran la tasa de conexiones ca´ıdas
(Connection Dropping Ratio, CDR), definida a nivel de celda, y la tasa de traspa-
sos fallidos (HO Failure Ratio, HFR), definida a nivel de adyacencia:
• Por un lado, el aumento del a´rea de servicio de la celda infrautilizada i tras
el cambio de ma´rgenes provoca que los nuevos usuarios en su borde (a´rea
sombreada en la Figura 3.1) experimenten peores condiciones de interferencia
en el canal descendente. Ello conlleva un incremento de la CDR en la celda
que recibe tra´fico (celda i donde se aumenta HOM(i, j)). Asimismo, en el
enlace ascendente, el cambio de ma´rgenes de traspaso provoca un aumento
del nivel de interferencia para los usuarios en la celda j, que causa que la
CDR tambie´n se incremente en la celda que env´ıa tra´fico (es decir, celda j,
donde se disminuye HOM(j, i)).
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• Por otro lado, tras modificar los ma´rgenes, los traspasos desde la celda i
hacia la celda j se llevan a cabo en peores condiciones radio, ya que, al
retrasar el traspaso, el nivel recibido desde la celda servidora i es menor y
el nivel de interferencia en el canal descendente recibido desde j es mayor.
Como consecuencia, se produce un aumento de HFR en la adyacencia que
tiene como origen la celda que recibe tra´fico (celda i). De manera similar, es
tambie´n ma´s probable que se produzcan traspasos fallidos en la adyacencia
que tiene como origen la celda que env´ıa tra´fico (celda j), debido a que el
nivel de interferencia en el enlace ascendente de la misma es mayor.
Las degradaciones descritas pueden llegar a ser tan grandes que las mejoras
en los indicadores de tra´fico obtenidas por el alivio de congestio´n pueden no com-
pensar el deterioro producido en la CDR y la HFR. Por ello, es muy importante
llevar a cabo el reparto de tra´fico evitando una degradacio´n excesiva de la calidad
de los enlaces ascendente y descendente. Esta restriccio´n limita el potencial de las
te´cnicas de reparto de tra´fico.
3.2.2.1. Prueba de campo preliminar
En el contexto de este trabajo, se ha realizado un experimento de balance de
carga en una red real LTE. La zona geogra´fica considerada cubre un a´rea de 1000
km2, que comprende zonas urbanas de alta densidad de poblacio´n y zona rurales.
En el a´rea de estudio existen 713 macroceldas, que incluyen 2 portadoras en 734
MHz y 2.123 GHz con un ancho de banda de 10 MHz y 5 MHz, respectivamente.
Inicialmente, todas las adyacencias se configuran con un HOM por defecto de
4 dB. Algunas de las celdas sufren problemas de congestio´n como consecuencia
de la distribucio´n irregular del tra´fico. Para resolver estos problemas, se aplica un
algoritmo cla´sico de reparto de tra´fico basado en la modificacio´n del HOM , similar
al propuesto en [12]. En dicho algoritmo, se trata de equilibrar los problemas
de congestio´n entre celdas vecinas aumentando (disminuyendo) los ma´rgenes de
traspaso hacia (desde) las celdas congestionadas. Los cambios en los ma´rgenes se
realizan de forma progresiva en pasos de 1 dB, limitando su variacio´n ma´xima a
3 dB respecto a su valor original. Para mantener la histe´resis constante en cada
par de adyacencias, la variacio´n de los ma´rgenes realizada es de igual magnitud y
sentido contrario en todas las adyacencias.
El proceso de ajuste del HOM se realiza durante 3 semanas (semanas 1-3). Los
cambios de HOM se deciden a partir de las estad´ısticas del d´ıa, implementa´ndose
al final de cada d´ıa laborable. En una cuarta semana (semana 4), la configuracio´n
de los ma´rgenes se mantiene constante y, por u´ltimo, en una quinta semana (sema-
na 5) la configuracio´n de los ma´rgenes se revierte a su valor original. Para evaluar
el rendimiento de la te´cnica de reparto de tra´fico, se comparan dos periodos: a)
tres d´ıas (Mie´rcoles, Jueves y Viernes) de la semana 4, para medir el rendimien-
to de la red tras el proceso de optimizacio´n (configuracio´n optimizada), y b) los
mismos tres d´ıas de la semana 5, para medir el rendimiento de la red antes del
proceso de optimizacio´n (configuracio´n original).
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Para facilitar el ana´lisis de los datos, las celdas se clasifican en seis grupos,
algunos de ellos solapados entre s´ı:
• Grupo R (de recibir). Celdas que solo reciben tra´fico durante el proceso de
optimizacio´n para lo cual aumentan sus ma´rgenes de traspaso hacia celdas
vecinas. Una celda i pertenece al grupo R si, al final del proceso de opti-
mizacio´n, HOM(i, j) ≥ 4 para toda adyacente de i, y HOM(i, j) > 4 para
al menos una adyacente de i (recue´rdese que 4 dB es el valor por defecto).
• Grupo R+. Es un subgrupo de R que comprende las celdas de R que ma´s han
incrementado sus ma´rgenes. Una celda i se incluye en el grupo R+ si al final
del proceso de optimizacio´n pertenece al grupo R y, adema´s, HOM(i, j) ≥ 6
para al menos 3 de sus adyacencias.
• Grupo E (de enviar). Celdas que solo env´ıan tra´fico durante el proceso de
optimizacio´n, para lo que disminuyen sus ma´rgenes de traspaso. Una cel-
da i esta´ incluida en el grupo E si al final del proceso de optimizacio´n
HOM(i, j) ≤ 4 para toda adyacente de i, y HOM(i, j) < 4 para al menos
una adyacente de i.
• Grupo E+. Es un subgrupo de E que comprende las celdas de E que ma´s han
disminuido sus ma´rgenes. Una celda i esta´ incluida en el grupo E si al final
del proceso de optimizacio´n pertenece al grupo E, y adema´s HOM(i, j) ≤ 2
para al menos 3 de sus adyacencias.
• Grupo NENR. Celdas que no tratan de enviar ni de recibir tra´fico durante
el proceso de optimizacio´n. Una celda i esta´ incluida en el grupo NENR si
al final del proceso de optimizacio´n HOM(i, j) = 4 para toda adyacente de
i.
• Grupo ER. Celdas que env´ıan y reciben tra´fico durante el proceso de opti-
mizacio´n. Una celda i esta´ incluida en el grupo ER si al final del proceso de
optimizacio´n HOM(i, j) < 4 y HOM(i, k) > 4 para al menos una adyacente
j y una adyacente k.
Para analizar el impacto del reparto del tra´fico, se recopilan dos indicadores
de bajo nivel: a) el nivel de interferencia por PRB en el canal compartido de datos
ascendente (Physical Uplink Shared Channel, PUSCH), IUL,PRB, como una medida
de la calidad de conexio´n del canal ascendente, y b) el CQI, como medida de la
calidad del enlace descendente. Para valorar el desempen˜o de la te´cnica, se usan
los indicadores de alto nivel previamente descritos: la CDR (a nivel de celda) y
la HFR (a nivel de adyacencia). Todos estos indicadores se recogen en el periodo
previo a la reversio´n (configuracio´n optimizada) y tras la misma (configuracio´n
original).
En primer lugar, se analizan los problemas de congestio´n iniciales y se com-
prueba co´mo e´stos se han mitigado en cierta medida. Con la configuracio´n original
de los ma´rgenes, la tasa media de utilizacio´n de PRB en el a´rea era del 28.55% en
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la hora de ma´xima ocupacio´n, y los valores de los percentiles del 5% y 95% eran
de 6.46% y 61.69% respectivamente. Adema´s, en 47 de las 713 celdas se produc´ıa
un nu´mero significativo de fallos de establecimiento de conexio´n de control de re-
cursos radio (Radio Resource Control, RRC) debido a una carga excesiva de celda.
Estos datos son una clara evidencia de que la distribucio´n irregular del tra´fico ori-
ginal esta´ provocando problemas de congestio´n que hacen necesaria la aplicacio´n
de te´cnicas de reparto de tra´fico. Tras la optimizacio´n, el nu´mero de conexiones
iniciadas en las celdas del grupo R y R+ se incrementan en un 3.56% y un 10.59%,
y decrece en los grupos E y E+ en un 3.52% y un 15.88% respectivamente. Por
tanto, se confirma que los cambios de los ma´rgenes modifican la distribucio´n del
tra´fico de forma apropiada. Este reajuste de la distribucio´n de tra´fico se aprecia
en el nu´mero ma´ximo de usuarios que han de servirse simulta´neamente en una
celda, que se reduce en un 40%, lo que es una clara evidencia de que las celdas
ma´s congestionadas han sido descargadas significativamente. Como consecuencia,
el nu´mero de conexiones RRC fallidas debido a alta carga se reduce en un 80%, lo
que es una clara muestra de los beneficios que se obtienen del reparto de tra´fico.
Sin embargo, la redistribucio´n del tra´fico se consigue a costa de incrementar
la interferencia. La Figura 3.3 muestra la funcio´n de distribucio´n acumulada del
indicador IUL,PRB para las celdas del grupo E antes y despue´s del proceso de
optimizacio´n. Como referencia de comparacio´n, se presenta tambie´n la misma
funcio´n para las celdas del grupo NENR, que no han modificado sus ma´rgenes.
En la figura, se observa que la interferencia en el canal ascendente empeora para
las celdas del grupo E, mientras que no lo hace (incluso mejora levemente) para el
grupo NENR. Espec´ıficamente, la media y el percentil 95 del indicador IUL,PRB
despue´s de la optimizacio´n para las celdas del grupo E son -115.09 y -108.79 dBm,
respectivamente, comparado con los valores previos de -114.61 y -108.25 dBm.
Cabe destacar que una diferencia de menos de 1 dB en los dos indicadores, aunque
pueda parecer despreciable, tiene un impacto muy negativo sobre los usuarios de
borde de celda que esta´n transmitiendo al ma´ximo de su potencia en el canal
ascendente. La experiencia demuestra que estos leves incrementos de interferencia
pueden aumentar notablemente la tasa de pe´rdida de conexio´n.
La calidad del enlace descendente tambie´n se deteriora. En la Figura 3.4 se
muestra la funcio´n de distribucio´n del CQI para las celdas de los grupos R y
NENR antes y despue´s del proceso de optimizacio´n. Se observa que la funcio´n
se desplaza hacia la izquierda tras el proceso de optimizacio´n en las celdas del
grupo R, lo que indica que las celdas de este grupo empeoran la calidad del enlace
descendente. Ma´s espec´ıficamente, el CQI medio en el grupo R var´ıa de 9.11 a
8.72 y el percentil del 5% var´ıa de 4.03 a 3.51. Por el contrario, en las celdas del
grupo NENR (celdas que no han modificado sus ma´rgenes) la curva se mantiene.
El empeoramiento de la calidad mostrado en las Figuras 3.3 y 3.4 se refleja
en los dos indicadores de alto nivel analizados, la CDR y la HFR. La Tabla 3.1
muestra la CDR global antes y despue´s del proceso de optimizacio´n, CDRoriginal y
CDRoptimizada, en los distintos grupos de celdas. La tabla tambie´n incluye las varia-
ciones relativas de la CDR, ∆CDR = (CDRoptimizada-CDRoriginal)/CDRoriginal,
y el nu´mero de celdas que forman cada grupo. Se observa que todos los grupos
40 Te´cnicas de reparto de tra´fico
Figura 3.3: Funcio´n de distribucio´n acumulada de la interferencia en el enlace ascendente
para celdas que env´ıan tra´fico.
Tabla 3.1: Estad´ısticas de tasa de conexiones ca´ıdas.
Grupo R R+ E E+ NENR ER
Nu´mero de celdas 261 27 86 33 29 337
CDRoriginal[ %] 0.14 0.11 0.26 0.22 0.16 0.18
CDRoptimizada[ %] 0.20 0.21 0.29 0.27 0.15 0.24
∆CDR[%] 44.4 84.8 13.1 19.4 -11.4 35.2
cuyas celdas han modificado sus HOM (es decir, ER, R, R+, E y E+) han em-
peorado su CDR. Las celdas que reciben tra´fico (grupo R) incrementan su CDR
de un 0.14% a un 0.20% tras el proceso de optimizacio´n (es decir, un incremento
relativo del 44.4%). Este aumento es au´n mayor en las celdas del grupo R+, donde
el incremento relativo es del 84.8%. Estos resultados prueban el impacto negativo
que tiene la degradacio´n de la calidad del enlace descendente en el borde de celda
en el rendimiento de la red. Las celdas que env´ıan tra´fico tambie´n aumentan su
CDR, con un incremento relativo del 13.1% y 19.4% en los grupos E y E+, res-
pectivamente. El incremento de CDR en los grupos de celdas que env´ıan tra´fico
es debido al aumento de la interferencia en el canal ascendente que se produce
en estas celdas tras el proceso de optimizacio´n. Por el contrario, con el deterioro
que se producen en los grupos anteriores, el grupo de celdas que no ha modificado
sus ma´rgenes (grupo NENR) mejora su CDR ligeramente, con un decremento
relativo del 11.4%.
La Tabla 3.2 muestra los valores de HFR clasificando las adyacencias por su
valor de HOM al final del proceso de reparto de tra´fico (recue´rdese que el valor
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Figura 3.4: Funcio´n de distribucio´n acumulada del indicador de calidad del canal des-
cendente para celdas que reciben tra´fico.
Tabla 3.2: Estad´ısticas de tasa de traspasos fallidos.
HOM(i, j)optimizado [dB] 1 2 3 4 5 6 7
Nu´mero de adyacencias 547 303 443 2767 413 290 563
HFRoriginal[ %] 0.35 0.41 0.47 0.92 0.45 0.35 0.31
HFRoptimizada[ %] 0.68 0.80 0.74 1.09 0.58 0.57 0.57
∆HFR[ %] 97.5 93.7 57.9 17.6 27.5 63.8 81.4
de HOM antes de la optimizacio´n era de 4 dB para todas las adyacencias). Se
presenta el valor de HFR antes del proceso de optimizacio´n, el valor de HFR tras
el proceso de optimizacio´n y su incremento relativo, ∆HFR = (HFRoptimizada
-HFRoriginal)/HFRoriginal. Puede observarse que se produce una degradacio´n glo-
bal de la HFR, ya que el valor de HFR tras el proceso de optimizacio´n es mayor
en todos los grupos de adyacencias. Como se esperaba, esta degradacio´n es mayor
cuanto mayor es el incremento de HOM respecto a su valor original. En concreto,
las adyacencias con una variacio´n de HOM de -3, -2 y 3 dB (HOM final de 1,
2 y 7 dB) presentan un incremento relativo de HFR del 97.5%, 93.7% y 81.4%
respectivamente.
Estos resultados demuestran que, en LTE, los algoritmos de reparto de tra´fico
que cambian los ma´rgenes de traspaso producen una degradacio´n significativa de
la calidad del enlace radio, que se manifiesta en indicadores de bajo nivel como el
IUL,PRB y el CQI, y que se traducen en un deterioro significativo de indicadores de
rendimiento tan importantes como la CDR y la HFR. De estos resultados, puede
concluirse que los algoritmos de reparto de tra´fico empleados en otras tecnolog´ıas
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no son directamente aplicables en LTE. En la siguiente seccio´n, se presentan nuevos
algoritmos de reparto de tra´fico mediante traspaso para femtoceldas LTE. En su
disen˜o y validacio´n, se ha prestado especial atencio´n a la degradacio´n producida
por el desplazamiento de ma´rgenes de traspaso.
3.3. Disen˜o de te´cnicas de reparto de tra´fico
para femtoceldas LTE
En esta seccio´n se describe el disen˜o y la implementacio´n de los algoritmos
de reparto de tra´fico para femtoceldas LTE propuestos en esta tesis. Los algorit-
mos han sido concebidos para modificar para´metros de la femtocelda a partir de
estad´ısticas de rendimiento disponibles en el sistema de gestio´n de red.
3.3.1. Estructura general de los algoritmos
Los algoritmos de balance de carga cla´sicos utilizados en GSM y UMTS deben
adaptarse para realizar reparto de tra´fico en un escenario de femtoceldas LTE de
acceso abierto. El objetivo de los me´todos presentados aqu´ı es resolver problemas
de congestio´n localizados en el espacio y persistentes en el tiempo, mediante la
igualacio´n del porcentaje de llamadas bloqueadas en todas las celdas de la red. Las
te´cnicas de reparto de tra´fico disen˜adas en este trabajo se basan en el ajuste de
dos para´metros de las femtoceldas: los ma´rgenes de traspaso, HOM , y la potencia
transmitida, PTX . El ajuste de estos para´metros se lleva a cabo perio´dicamente
por medio de controladores. Dado que el margen de traspaso se define por adya-
cencia, es necesario un controlador por cada adyacencia en la red. Por la misma
razo´n, se requiere un controlador por cada femtocelda para ajustar la potencia
transmitida. La entrada a dichos controladores son las estad´ısticas de rendimiento
y la configuracio´n previa de para´metros, disponible en el sistema de gestio´n de
red.
El objetivo de los algoritmos disen˜ados es minimizar la diferencia de tasa de
bloqueo de llamadas, BR (Blocking Ratio), entre femtoceldas adyacentes. Se con-
sidera que se ha alcanzado el equilibrio, y, por tanto, finalizan los cambios de
para´metros, cuando la diferencia de BR entre femtoceldas adyacentes es despre-
ciable.
Dado que el objetivo es resolver problemas de congestio´n persistentes en el
tiempo, y no fluctuaciones temporales de la demanda de tra´fico, los indicadores
de red utilizados para decidir los cambios de para´metros se calculan agregando
medidas durante periodos relativamente largos. Por ello, el periodo mı´nimo de
actuacio´n de los controladores es grande (p.ej., de ma´s de 15 minutos, que es el
periodo con el que se actualizan las medidas en el sistema de gestio´n de red).
No obstante, este periodo puede reducirse siempre y cuando se garantice que las
medidas son significativas del estado actual de la red.
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El proceso de ajuste de los para´metros de la red se lleva a cabo de la siguiente
forma. En cada intervencio´n del controlador, denominada lazo de optimizacio´n,
se calcula el valor de los indicadores de red y se consulta la configuracio´n actual
de los para´metros para el periodo considerado. A partir de esta informacio´n, el
controlador decide una nueva configuracio´n para el para´metro optimizado e im-
plementa los cambios necesarios. Este proceso se repite en cada lazo para cada
adyacencia cuando se optimiza HOM , o para cada femtocelda cuando se optimiza
PTX . En los siguientes apartados se describen tres algoritmos que ajustan de forma
individual o conjunta los ma´rgenes de traspaso y la potencia de transmisio´n de la
femtocelda.
3.3.1.1. Algoritmo de reparto de tra´fico mediante traspaso
El controlador MTS (Margin Traffic Sharing) modifica los ma´rgenes de traspa-
so en una adyacencia, HOM(i, j). El objetivo es equilibrar BR entre la femtocelda
origen y la femtocelda destino de la adyacencia. Para evitar inestabilidades, el al-
goritmo mantiene la regio´n de histe´resis en la adyacencia y, por tanto, el a´rea
de solapamiento entre ambas femtoceldas. Para ello, las modificaciones llevadas a
cabo en los dos sentidos de la adyacencia son de la misma magnitud, pero de signo
contrario, tal como refleja la ecuacio´n:
HOM(i, j) +HOM(j, i) = Hist , (3.2)
donde Hist es una constante que define el valor de histe´resis. En este trabajo, el
valor de histe´resis es de 6 dB, por lo que el valor por defecto de HOM(i, j) es
3 dB ∀ i, j.
Los cambios realizados por MTS pueden estar restringidos de forma que el
nuevo valor del margen deba estar dentro del intervalo de valores permitidos. Con
ello, se evita una degradacio´n excesiva de la calidad de la conexio´n, como se explica
ma´s adelante. Esta variante del algoritmo que incluye restricciones para los valores
de los ma´rgenes se denomina MTSFC (Margin Traffic Sharing Fixed Constrained).
Cada modificacio´n de HOM(i, j) realizada por MTS (o MTSFC) equivale a
un desplazamiento de la frontera entre las femtoceldas i y j. El efecto de esta
te´cnica es acercar la frontera entre celdas a la femtocelda con mayor BR, para
as´ı desplazar tra´fico a la femtocelda con menor BR. En el apartado 3.3.2 se realiza
una descripcio´n detallada de co´mo se implementa el controlador que lleva a cabo
esta operacio´n.
3.3.1.2. Algoritmo de reparto de tra´fico mediante potencia
El controlador PTS (Power Traffic Sharing) modifica la potencia de trans-
misio´n de una femtocelda, PTX , tanto para las sen˜ales piloto como para los canales
de control y de datos. El objetivo, al igual que en el caso anterior, es equilibrar el
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valor de BR de la femtocelda objeto del cambio y el valor medio de BR de todas
sus femtoceldas vecinas. Las femtoceldas comienzan con su PTX configurada a su
valor por defecto y en cada lazo de optimizacio´n se disminuye (o incrementa) si
su BR es mayor (o menor) que el de sus celdas vecinas.
En este trabajo se considera que la potencia ma´xima de una femtocelda
esta´ limitada a su valor inicial, ya que es la configuracio´n ma´s habitual en la
red. Por simplicidad, no hay ningu´n tipo de sincronizacio´n entre los cambios de
potencia de una femtocelda y sus vecinas, por lo que las condiciones de cober-
tura y el solapamiento entre celdas puede verse afectado con el algoritmo PTS.
Asimismo, se asume que tanto la PTX para transferencia de datos como la PTX
para sen˜ales piloto se modifican conjuntamente. Al modificar tambie´n la potencia
de las sen˜ales piloto, el reparto de tra´fico se lleva a cabo no so´lo para los usuarios
conectados (usuarios con conexio´n activa), sino tambie´n para los usuarios ociosos
(usuarios sin conexio´n activa). De esta manera, los cambios tienen efecto tanto en
el proceso de traspaso como en el proceso de reseleccio´n.
Cada modificacio´n de PTX(i) realizada por PTS equivale a un desplazamiento
de la frontera entre la femtocelda i con todas sus femtoceldas vecinas. El modo
de funcionamiento de esta te´cnica es acercar la frontera a la femtocelda objeto del
cambio si su BR es mayor que la media de BR de sus vecinas, para as´ı enviar
tra´fico hacia todas ellas. En el apartado 3.3.2 se realiza una descripcio´n detallada
de co´mo se implementa el controlador que lleva a cabo esta operacio´n.
3.3.1.3. Algoritmo de reparto de tra´fico mediante traspaso y potencia
Las estrategias anteriores pueden combinarse para aumentar la capacidad de
reparto de tra´fico entre las femtoceldas. Parece lo´gico pensar que ejecutando MTS
y PTS de forma simulta´nea, pero independiente, se pueden incrementar tanto
la velocidad de adaptacio´n como el rendimiento final de la red. Adema´s, como
se muestra ma´s adelante, coordinando ambos algoritmos es posible superar los
l´ımites inherentes a cada te´cnica individual. Se define as´ı la te´cnica coordinada
CTS (Combined Traffic Sharing).
CTS modifica la potencia transmitida de una femtocelda y los ma´rgenes de
traspaso de sus adyacencias. Para realizar este proceso, CTS implementa en cada
celda un controlador PTS y varios controladores MTSFC (uno por adyacencia).
Todos los controladores en una femtocelda se ejecutan de forma coordinada. La
Figura 3.5 refleja el funcionamiento del algoritmo CTS. Primero, MTSFC modifica
los ma´rgenes de traspaso mientras PTS esta´ desactivado. Solo cuando todos los
controladores MTSFC en esa femtocelda han alcanzado sus l´ımites (bien porque
el margen de traspaso ha llegado a su valor ma´ximo o mı´nimo, o bien porque la
diferencia de BR en esa adyacencia es poco significativa), PTS se habilita para
modificar la potencia de transmisio´n de la femtocelda. Estas condiciones se pueden
expresar de manera formal diciendo que PTS se activa so´lo si
Te´cnicas de reparto de tra´fico 45
Figura 3.5: Funcionamiento de la estrategia CTS.
HOM(i, j) ≤ −6.9 | HOM(i, j) ≥ 12.9 | ∆BR(i, j) < 0.02 ∀ j ∈ N(i) ,
(3.3)
donde ’|’ es el conector lo´gico de disyuncio´n (es decir, la conjuncio´n ’o’), y
∆BR(i, j) es la diferencia de BR entre las femtoceldas i y j en valor absoluto. De
la expresio´n se deduce que, para conmutar de MTSFC a PTS en la femtocelda i,
al menos una de las tres condiciones debe cumplirse para todas las adyacencias
de i. Obviamente, la primera y la segunda condicio´n no pueden cumplirse de for-
ma simulta´nea para una misma adyacencia. Sin embargo, diferentes adyacencias
pueden cumplir diferentes condiciones.
Mediante la coordinacio´n de las te´cnicas PTS y MTS, se consigue realizar el
reparto de tra´fico con una desviacio´n menor de la potencia de transmisio´n de la
femtocelda. De esta manera, se alteran menos las condiciones de cobertura de la
red, reduciendo el riesgo de producir llamadas ca´ıdas durante el reparto de tra´fico.
3.3.2. Implementacio´n de los controladores
En este trabajo se utiliza una estructura de controlador incremental, donde la
salida del controlador es el cambio (o incremento) del para´metro ajustado, que se
suma a su valor previo para obtener el nuevo valor.
Para simplificar su disen˜o, los controladores se implementan mediante con-
troladores de lo´gica difusa. Los controladores de lo´gica difusa [56] son sistemas
expertos descritos mediante reglas sencillas del tipo “SI. . . ENTONCES. . . ”. De-
bido a que los controladores de lo´gica difusa se definen en te´rminos lingu¨´ısticos,
resulta fa´cil integrar en el controlador el conocimiento previo de un operador. Los
controladores difusos son, por tanto, especialmente u´tiles cuando el operador ya
tiene cierta experiencia, como es el caso de las redes de telecomunicaciones. La
principal diferencia entre los controladores de lo´gica difusa y los controladores
basados en reglas convencionales es la capacidad del primero para disparar varias
reglas simulta´neamente, lo que consigue que las acciones llevadas a cabo por el
controlador sean menos bruscas.
Un controlador de lo´gica difusa esta´ compuesto por tres etapas: fusificacio´n,
inferencia y defusificacio´n. En la etapa de fusificacio´n, el valor nume´rico de cada
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variable de entrada se clasifica en un conjunto limitado de adjetivos (p.ej., alto,
bajo...) por medio de unas funciones de pertenencia, que definen el grado con el
que cada entrada puede asociarse a cada adjetivo. Es importante resaltar que, al
contrario que en los controladores convencionales, un solo valor de entrada puede
asociarse a ma´s de un adjetivo con diferentes grados de asociacio´n (de ah´ı, el
te´rmino “difuso”). En este trabajo, el nu´mero de funciones de pertenencia ha sido
elegido suficientemente alto para clasificar los indicadores de rendimiento con la
precisio´n con la que lo har´ıa un operador experto, pero suficientemente bajo como
para mantener un espacio de reglas reducido y manejable. Por simplicidad, las
funciones de pertenencia utilizadas son trapezoidales, triangulares o constantes.
En la ma´quina de inferencia se definen un conjunto de reglas de tipo
“SI. . . ENTONCES. . . ” para obtener las salidas a partir de las entradas. As´ı, cada
regla propone una accio´n a la salida en funcio´n del valor de sus entradas. Cada
una de las reglas se dispara con distinta fuerza en funcio´n del cumplimiento de sus
antecedentes.
Por u´ltimo, en la etapa de defusificacio´n, el valor de salida se obtiene a partir de
la agregacio´n de las acciones que propone cada una de las reglas. En este trabajo,
la agregacio´n se realiza usando el me´todo del centro de gravedad [56]. En esta
agregacio´n influye el peso de cada regla, que se calcula en funcio´n del grado de
activacio´n de dicha regla. Por simplicidad, todos los controladores de este trabajo
esta´n disen˜ados basa´ndose en la aproximacio´n Takagi-Sugeno, donde las funciones
de pertenencia de salida son deltas. Al igual que para las entradas, el nu´mero de
funciones de pertenencia para las salidas se ha seleccionado suficientemente grande
para permitir un control fino de los para´metros de configuracio´n.
A continuacio´n, se detallan los controladores MTS y PTS. En el caso de MTS,
se an˜aden dos variantes que consideran la inclusio´n de un freno que evite la
degradacio´n de la calidad de conexio´n producida por el reparto de tra´fico.
3.3.2.1. Controlador MTS
La Fig. 3.6 refleja el controlador difuso del algoritmo MTS. Como se observa
en la figura, el controlador tiene dos entradas. La primera es la diferencia del
indicador de BR, calculado como
∆BR(n)(i, j) = BR(n)(i)−BR(n)(j) , (3.4)
donde ∆BR(i, j) es la diferencia de BR para la adyacencia (i, j), y BR(i) y BR(j)
son los valores de la tasa de bloqueo en las femtocelda i y j. La segunda entrada
es el valor actual del margen de traspaso en la adyacencia, HOM(i, j). La salida
del controlador es el cambio a realizar en el margen de traspaso, ∆HOM .
La salida del controlador se suma al valor anterior, y el resultado se redondea
al entero ma´s cercano, como
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Figura 3.6: Estructura del controlador MTS.
HOM (n+1)(i, j) = round (HOM (n)(i, j) + ∆HOM (n)(i, j)) , (3.5)
donde HOM(i, j) es el margen de traspaso entre la femtocelda i y la femtocelda
j, ∆HOM(i, j) es el incremento propuesto por el controlador de lo´gica difusa y
el super´ındice n indica el lazo de optimizacio´n. El proceso de redondeo asegura
una variacio´n mı´nima de 1 dB, lo que evita variaciones de menor magnitud que
puedan tener un impacto despreciable en el a´rea de cobertura de la femtocelda.
La Figura 3.7 muestra las funciones de pertenencia y las reglas del controlador
MTS. En la Figura 3.7 (a) se representan las funciones de pertenencia para las
entradas ∆BR y HOM , y la salida ∆HOM . Los te´rminos VN, N, Z, P y VP
describen los calificativos muy negativo, negativo, cero, positivo y muy positivo,
respectivamente. As´ı, se considera que la diferencia de bloqueo es muy positiva si la
diferencia de tasa de bloqueo es mayor de 0.1 (10%), y empieza a ser despreciable si
es menor que 0.05 (5%). Asimismo, se considera que HOM es demasiado alto si es
mayor de 9 dB, y demasiado bajo si es menor de -3 dB. Por u´ltimo, una variacio´n
muy grande de HOM a la salida se considera 4 dB, y moderada como 2 dB.
Como puede apreciarse, las funciones de pertenencia de cada variable mantienen
cierta relacio´n de simetr´ıa. De esta manera, se consigue que los cambios de margen
en ambos sentidos de la adyacencia sean sime´tricos, manteniendo as´ı el valor de
histe´resis.
La Figura 3.7 (b) muestra el conjunto de reglas definidas para el algoritmo
MTS. Por ejemplo, la primera regla se lee como: “SI la diferencia de bloqueo
es muy positiva, ENTONCES el cambio de margen de traspaso debe ser muy
negativo”. A grandes rasgos, cuanto ma´s positiva (negativa) sea la diferencia de
bloqueo, ma´s negativo (positivo) es el incremento del margen de traspaso. Las
cuatro u´ltimas reglas implementan un mecanismo de retorno lento para restaurar
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(a) Funciones de pertenencia
(b) Reglas
Figura 3.7: Configuracio´n del controlador MTS.
la configuracio´n por defecto cuando desaparece el desequilibrio de bloqueo, y no
es necesario seguir haciendo reparto de tra´fico.
3.3.2.2. Controlador MTS con freno
El ana´lisis preliminar presentado en el Seccio´n 3.2.2 ha puesto de manifiesto
que las te´cnicas de reparto de tra´fico pueden deteriorar significativamente la cali-
dad de conexio´n ofrecida por las redes LTE. De (3.1), se puede deducir que, como
consecuencia del proceso de ajuste de los ma´rgenes de traspaso, e´stos pueden alcan-
zar valores muy negativos. Cuando esto ocurre, los usuarios que se env´ıan a celdas
vecinas reciben un nivel de sen˜al muy inferior al que recib´ıan de su celda origen (es
decir, RSRP (j) << RSRP (i)). Como resultado, la SINR (Signal to Interference
plus Noise Ratio) experimentada por el usuario tras realizar el traspaso puede
ser significativamente peor que antes del traspaso (te´ngase en cuenta que el mar-
gen de traspaso es una aproximacio´n del ma´ximo nivel de SINR que percibira´ el
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usuario tras el traspaso en caso de colisio´n en la interfaz radio). Para evitar este
problema, una primera variante del algoritmo MTS denominada MTSFC restringe
la variacio´n de los ma´rgenes de traspaso forzando que HOM(i, j) > −6.9 dB. De
esta manera, se evita que, despue´s de un traspaso, la SINR sea menor que -6.9
dB, que es el umbral por debajo del cual el planificador en una estacio´n base no
asigna recursos a una conexio´n. Esta limitacio´n, junto con (3.2), lleva a la siguiente
restriccio´n del margen de traspaso:
−6.9 ≤ HOM(i, j) ≤ 6.9 +Hist . (3.6)
La imposicio´n de esta restriccio´n limita el deterioro de la calidad de conexio´n a
costa limitar la capacidad de reparto de tra´fico del algoritmo MTS.
Como alternativa, una segunda variante del algoritmo MTS, denominada
MTSAC (Margin Traffic Sharing with Adaptive Constraint), establece un freno
adaptativo en el ajuste de ma´rgenes de traspaso, cuya fuerza de frenado depende
de la degradacio´n de la calidad de conexio´n observada en la red. De esta manera,
el desplazamiento de ma´rgenes se interrumpe cuando la degradacio´n global de la
calidad de sen˜al experimentada por los usuarios es excesiva.
Para sacar el ma´ximo partido del ajuste de ma´rgenes, la calidad de sen˜al se
debe evaluar u´nicamente para los usuarios que realizan un traspaso, desglosando
adyacencia por adyacencia. Para ello, se propone la construccio´n de un primer
indicador de calidad del traspaso a nivel de adyacencia. Este nuevo indicador,
denominado SINRHO, refleja el promedio de SINR medido por los usuarios justo
antes de realizar los traspasos en una determinada adyacencia, calculado como
SINRHO(i, j) =
NHO(i,j)∑
h=1
SINRHO(i, j, h)
NHO(i,j)
, (3.7)
donde SINRHO(i, j) es el valor de dicho indicador para la adyacencia (i, j),
NHO(i, j) es el nu´mero total de traspasos desde i a j durante el periodo de medida
y SINRHO(i, j, h) es el valor de SINR en el canal descendente medido por el
terminal en el instante previo a realizar el traspaso nu´mero h desde i hasta j.
La informacio´n necesaria para construir el indicador anterior puede extraerse
de las trazas de conexio´n disponibles en el sistema de gestio´n de red. No procede,
como el resto de entradas, de contadores ba´sicos que computan el nu´mero de veces
que se repite un determinado evento. Para obtener este indicador es necesario
realizar un procesado de la informacio´n disponible en distintas trazas de conexio´n.
Ma´s espec´ıficamente, es necesario relacionar el evento de traspaso con el evento
de medida de la calidad de conexio´n previo a ese traspaso.
El indicador descrito sirve para detectar aquellas adyacencias donde una mo-
dificacio´n de HOM conlleva una degradacio´n excesiva de la calidad de la llamada.
Con e´l, se puede medir la calidad de conexio´n media de los usuarios cercanos al
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borde entre las celdas implicadas en el proceso de reparto de tra´fico, y permitir el
incremento de HOM solo si su calidad es aceptable. As´ı, el controlador MTSAC se
implementa con un controlador MTSFC que solo realiza los cambios deHOM para
la adyacencia (i, j) si los valores de SINRHO(i, j) y SINRHO(j, i) son mayores
que un cierto umbral, SINRHOmin.
3.3.2.3. Controlador PTS
El algoritmo PTS modifica PTX para igualar la tasa de bloqueo entre celdas
vecinas. La Figura 3.8 refleja la estructura del controlador PTS. En ella, se aprecia
que la potencia transmitida en la celda i, PTX(i), se incrementa en ∆PTX(i) para
reducir la diferencia de bloqueo entre ella y sus vecinas.
Las entradas del controlador de lo´gica difusa de PTS son la diferencia de blo-
queo media, definida como
∆BR(n)(i) = BR(n)(i)−BR(n)(N(i)) = BR(i)−
∑
j∈N(i)
BR(n)(j)
|N(i)|
, (3.8)
donde N(i) es el conjunto de vecinas de la celda i, |N(i)| es el nu´mero de vecinas
de la celda i, y la desviacio´n actual de la potencia transmitida respecto a su valor
por defecto, Dev
(n)
PTX(i), se define como
Dev
(n)
PTX(i) = P
(n)
TX(i)− P
(0)
TX(i) , (3.9)
donde el super´ındice se refiere al nu´mero de iteracio´n, y P
(n)
TX(i) y P
(0)
TX(i), son
la potencia de transmisio´n actual e inicial, respectivamente. Conviene llamar la
atencio´n de que ambas entradas son indicadores de celda, dado que el para´metro
optimizado (la potencia de la femtocelda) se define a nivel de celda. La salida del
controlador es el cambio de la potencia de la femtocelda, con el que se calcula el
nuevo valor de potencia como
P
(n+1)
TX (i) = round(P
(n)
TX(i) + ∆P
(n)
TX(i)) , (3.10)
donde ∆P
(n)
TX(i) es la salida del controlador en la iteracio´n n para la femtocelda
i. La desviacio´n total de potencia siempre sera´ negativa, ya que se asume que el
valor original es el de potencia ma´xima, y mayor que -30 dB para evitar alcanzar
valores de PTX excesivamente bajos. Es decir, 0 ≥ DevPTX ≥ -30.
En la Figura 3.9 se representan las funciones de pertenencia y las reglas para
el controlador PTS. En la Figura 3.9 (a) se observan las funciones de pertenencia
para las entradas ∆BR y DevPTX , y la salida ∆PTX . Como en el controlador
MTS, VN, N, Z, P y VP significan muy negativo, negativo, cero, positivo y muy
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Figura 3.8: Estructura del controlador PTS.
positivo, respectivamente. As´ı, se considera, que la diferencia de bloqueo de una
celda respecto de sus adyacentes es muy positiva si es mayor que 0.1 (10%), y que
empieza a ser despreciable si es menor que 0.05 (5%). Asimismo, se considera que
DevPTX es demasiado negativa si es menor que -20 dB, y no es muy negativa por
encima de -3 dB. Por u´ltimo, 2 dB se considera como una variacio´n muy grande
de PTX , y 1 dB como una variacio´n moderada.
La Figura 3.9 (b) muestra las reglas definidas para el algoritmo PTS. A grandes
rasgos, cuanto mayor es el bloqueo en la celda servidora en comparacio´n con
el de sus adyacentes, mayor sera´ el decremento en su potencia de transmisio´n.
Como antes, se incluyen dos reglas para que PTX retorne a su valor por defecto
cuando ∆BR desaparece (es decir, ∆BR se califica como Z). Tambie´n se incluye
una u´ltima regla “SI ∆BR es Z, ENTONCES ∆PTX es Z” que refleja que no es
necesario modificar PTX cuando el nivel de bloqueo en la femtocelda es equivalente
al de sus adyacentes.
3.4. Pruebas
En esta seccio´n se presentan los experimentos realizados para validar las te´cni-
cas de reparto de tra´fico en interiores propuestas en esta tesis. El objetivo de los
experimentos es entender el funcionamiento de las diferentes te´cnicas de reparto
de tra´fico, caracterizar de forma cuantitativa la capacidad de reparto de tra´fico de
cada una de ellas y estudiar sus ventajas e inconvenientes. Por claridad, se des-
cribe primero la metodolog´ıa experimental y despue´s se presentan los resultados
obtenidos en cada uno de los experimentos.
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(a) Funciones de pertenencia
(b) Reglas
Figura 3.9: Configuracio´n del controlador PTS.
3.4.1. Metodolog´ıa experimental
A continuacio´n se describen la herramienta de simulacio´n, los experimentos
realizados y los principales indicadores de rendimiento.
3.4.1.1. Herramienta de simulacio´n
Los experimentos se llevan a cabo en el simulador de red de femtoceldas LTE
desarrollado en esta tesis, cuya funcionalidad se describe en el Anexo A. La Figu-
ra 3.10 muestra el escenario utilizado. Este escenario (delimitado por un recuadro
de l´ınea discontinua en la figura) tiene unas dimensiones de 3 x 2.6 km2, y consta
de un emplazamiento macrocelular con 3 sectores (celdas de l´ınea gruesa en la
figura), en cuya a´rea de cobertura se situ´a un edificio de oficinas de dimensiones
50 x 50 m2 (cuadrado de color gris en la figura) con 5 plantas. El posicionamiento
y la activacio´n de las femtoceldas en cada planta sera´ distinto en cada uno de
los experimentos, como se vera´ ma´s adelante. Para evitar efectos de borde en sus
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Figura 3.10: Escenario de simulacio´n.
indicadores de rendimiento, el simulador incorpora la te´cnica de envoltura (wrap-
around), que replica las celdas del escenario original alrededor del mismo (celdas
de l´ınea gris en la figura).
La Tabla 3.3 resume las principales caracter´ısticas del simulador y la con-
figuracio´n de sus para´metros en los experimentos. Para simplificar el ana´lisis, el
servicio considerado es el de voz sobre IP, y solo se simula el enlace descendente,
que suele ser el ma´s restrictivo en te´rminos de capacidad.
3.4.1.2. Experimentos
Para evaluar las diferentes te´cnicas de reparto de tra´fico, se definen cinco expe-
rimentos de complejidad creciente. Los dos primeros experimentos (experimentos
A1 y A2) tratan de mostrar las capacidades y limitaciones de las te´cnicas de forma
individual. En el primero de ellos (A1), se estudia el funcionamiento de estas te´cni-
cas cuando el reparto de tra´fico es dentro de la misma planta, mientras que en el
segundo (A2) se estudia el funcionamiento del reparto entre distintas plantas del
edificio. En el tercer experimento (A3) se hace uso de un escenario que refleja un
caso extremo, aunque ma´s realista, con mu´ltiples plantas, que permite cuantificar
el beneficio de las diferentes te´cnicas cuando se utilizan de manera individual y
conjunta. En el cuarto experimento (A4) se evalu´a el comportamiento del freno
adaptativo. En el quinto experimento (A5), se evalu´a la influencia de la posicio´n
de la femtocelda en las te´cnicas de reparto de tra´fico.
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Tabla 3.3: Principales para´metros del simulador.
Resolucio´n temporal 100 ms
Modelos de propagacio´n interior-interior Winner II A1 [57]
interior-exterior Winner II A2 [57]
exterior-exterior Winner II C2 [57]
exterior-interior Winner II C4 [57]
Modelo de estacio´n base PIRE ma´xima 13 dBm (femto)
43 dBm (macro)
Directividad omnidireccional (femto)
trisectorial (macro)
Acceso abierto (macro/femto)
Modelo de terminal Cifra de ruido 9 dB
Densidad espectral ruido -174 dBm/Hz
Modelo de tra´fico Proceso de llegada Poisson (tasa 0.42 conexiones/(usuario*hora))
Duracio´n llamada exponencial (media 180 s.)
Modelo de movilidad Exterior 3 km/h, direccio´n aleatoria con envoltura
Interior Random waypoint (extensio´n del presentado
en [58])
Modelo de servicio Voz sobre IP 16 kbps
Modelo de gestio´n de recursos Ancho de banda del sis-
tema
6 PRBs (1.4 MHz)
Reseleccio´n de celda C1-C2
Traspaso Balance de potencia (PBGT HO)
Calidad (Qual HO)
Planificador Tiempo: Round-Robin
Frecuencia: Best Channel
En cada experimento, las te´cnicas de optimizacio´n se ejecutan durante al menos
25 lazos de optimizacio´n, cada uno de los cuales representa 1 hora de tiempo de
red. Al final de cada lazo de optimizacio´n, los controladores usan las estad´ısticas de
rendimiento para realizar cambios en los para´metros de femtoceldas, basa´ndose en
las funciones de pertenencia y las reglas definidas en la Seccio´n 3.3. Tras modificar
los para´metros, comienza un nuevo lazo de optimizacio´n. Los resultados presenta-
dos a continuacio´n demuestran que la duracio´n de cada lazo es lo suficientemente
larga para asegurar unas estad´ısticas de rendimiento fiables, y el nu´mero de lazos
es lo suficientemente grande para que las te´cnicas de reparto de tra´fico alcancen
su re´gimen permanente.
A continuacio´n se describen en profundidad cada uno de los experimentos,
detallando el escenario espec´ıfico y las te´cnicas evaluadas en cada uno de ellos.
3.4.1.3. Experimento A1: Reparto de tra´fico en una misma planta
El primer experimento pretende cuantificar la capacidad de reparto de tra´fico
de cada una de las te´cnicas dentro de una misma planta. El escenario considerado,
nombrado de aqu´ı en adelante como escenario 1, se muestra en la Figura 3.11.
El escenario incluye una u´nica planta con cuatro oficinas iguales, delimitadas en
la figura por l´ıneas que representan las paredes. En cada oficina, se incluye una
femtocelda (c´ırculo rojo), ubicada de forma sime´trica respecto a las otras 3 fem-
toceldas de la planta. En el dibujo, tanto las oficinas como las femtoceldas se
numeran para su mejor identificacio´n.
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Figura 3.11: Esquema del escenario 1.
Durante la simulacio´n, todos los usuarios se crean u´nicamente en la oficina
donde se ubica una de las femtoceldas (oficina 1), mientras que no se crea ningu´n
usuario en el resto de oficinas (oficinas 2, 3 y 4) 1. La poblacio´n de usuarios es lo
suficientemente alta como para causar un bloqueo significativo en la femtocelda 1
en el estado inicial (lazo 1), cuando los para´metros au´n no se han modificado. Se
trata, por tanto, de un caso extremo de reparto de tra´fico en una planta, que sirve
para calibrar la capacidad de reparto de tra´fico de cada una de las te´cnicas.
En este escenario, se simulan las te´cnicas MTS y PTS de forma separada hasta
alcanzar el re´gimen permanente (concretamente, 20 lazos de optimizacio´n de MTS
y 30 de PTS). Los resultados mostrara´n la necesidad de restringir la variacio´n
de ma´rgenes de traspaso en la te´cnica MTS, lo que justifica la necesidad de las
te´cnicas MTSFC y MTSAC. Cabe aclarar que, en este escenario, el movimiento de
los usuarios no se restringe u´nicamente al a´rea de servicio de la femtocelda nu´mero
1, donde se crean las llamadas, sino que los usuario pueden moverse libremente por
toda la planta durante la llamada. Este movimiento produce un suave efecto de
reparto de carga que, sin embargo, es despreciable frente al conseguido mediante
la modificacio´n de para´metros de traspaso y potencia.
1Por simplificar la redaccio´n, se considera que el a´rea de una oficina cubre tambie´n la zona
de a´reas comunes (distribuidor, pasillos, . . . ) ma´s pro´xima a las paredes que delimitan la oficina.
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3.4.1.4. Experimento A2: Reparto de tra´fico entre diferentes plantas
El segundo experimento pretende buscar las limitaciones de los algoritmos para
balancear tra´fico entre femtoceldas de distintas plantas. El escenario considerado,
denominado escenario 2, se muestra en la Figura 3.12. Dicho escenario esta´ for-
mado por 3 plantas contiguas, con una u´nica femtocelda en cada una de ellas
(femtoceldas 1, 2 y 3). Las estaciones base de diferentes niveles se ubican en la
misma posicio´n dentro de su planta (es decir, esta´n alineadas verticalmente).
La distribucio´n espacial de usuarios es similar a la del escenario 1, donde todos
los usuarios se crean en una u´nica oficina (oficina 1 de la planta central), mientras
que no se crean en el resto de oficinas (oficinas 2 y 3). La principal diferencia entre
los escenarios 1 y 2 es la mayor separacio´n entre celdas producida por la atenuacio´n
del forjado entre plantas (17 dB, segu´n el modelo de propagacio´n descrito en
la Tabla A.1 del Anexo A). Fruto de este aislamiento, la diferencia de potencia
recibida de las distintas femtoceldas antes del proceso de optimizacio´n es mayor
en el escenario 2.
En este escenario, se simulan las te´cnicas MTSFC y PTS de forma separada
hasta alcanzar el re´gimen permanente (20 y 30 lazos de optimizacio´n, respectiva-
mente). Al igual que en el escenario 1, el movimiento de los usuarios no se restringe
u´nicamente a la oficina en la que se encuentra la femtocelda 1, donde se inician las
llamadas, sino que pueden moverse libremente por toda la planta durante la llama-
da. Sin embargo, en este caso, este movimiento no conlleva un reparto de tra´fico,
ya que en ningu´n caso los usuarios cambian de planta y, por tanto, no pasan al
a´rea de servicio de las femtoceldas 2 y 3 si no hay un ajuste de para´metros que lo
fuerce.
3.4.1.5. Experimento A3: Reparto de tra´fico en edificio - combinacio´n
de te´cnicas
El tercer experimento pretende cuantificar el beneficio de las te´cnicas de reparto
de tra´fico en una situacio´n extrema, pero realista. El escenario denominado esce-
nario 3, mostrado en la Figura 3.13, es una generalizacio´n de los escenarios 1 y 2.
El edificio considerado incluye 5 plantas con 4 femtoceldas por planta (es decir,
20 femtoceldas en total).
La distribucio´n espacial de tra´fico sigue una distribucio´n en la que la planta
central esta´ sobrecargada, mientras que las plantas inferiores y superiores esta´n
infrautilizadas. De forma cuantitativa, en este escenario el 87% de los usuarios
comienzan su llamada en una de las oficinas de la planta central (oficina 9), el
12% lo hace en el resto de oficinas de la planta central (oficinas 10-12), y el 1%
restante lo hace en el resto de plantas. Con esta distribucio´n de tra´fico y con la
configuracio´n de para´metros por defecto, la carga de las femtoceldas var´ıa desde
menos de un 1% de utilizacio´n de PRB (femtoceldas de las plantas 1 y 5) hasta un
85% (femtocelda 9 en la planta central). Esta situacio´n puede considerarse como
un caso peor, ya que la mayor parte del tra´fico se genera en unas pocas femtoceldas,
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Figura 3.12: Esquema del escenario 2.
que son adyacentes entre s´ı. En estas condiciones, la capacidad para repartir tra´fico
es limitada, siendo la mejora del rendimiento inferior a la obtenida en una situacio´n
normal. En este escenario, se han probado diferentes combinaciones de MTSFC
y PTS, que tratan de salvar las limitaciones de las te´cnicas cuando se utilizan de
forma individual. Las diferentes combinaciones simuladas son:
1. MTSFC antes de PTS (MTSFC-PTS). En este caso, las te´cnicas se
activan de forma consecutiva, tal como refleja la Figura 3.14. Durante los
primeros 25 lazos, se habilita el controlador de MTSFC, para despue´s acti-
var PTS durante los siguientes 25 lazos. Es esperable que MTSFC alcance la
situacio´n de equilibrio en los 25 primeros lazos y, por tanto, se puede com-
probar el efecto de MTSFC en el escenario 3 observando estos primeros 25
lazos. Analizando los siguientes 25 lazos, se pueden analizar las mejoras con-
seguidas por PTS. No´tese que en esta combinacio´n PTS se habilita cuando
los ma´rgenes de traspaso ya no esta´n en sus valores por defecto.
2. PTS antes de MTSFC (PTS-MTSFC). Como en el caso anterior, las
te´cnicas se activan una tras la otra, pero en distinto orden. Tal como se
observa en la Figura 3.14, PTS se activa durante los primeros 25 lazos y
MTSFC durante los u´ltimos 25. Por tanto, el efecto de PTS en el escenario 3
puede evaluarse analizando la primera parte de esta simulacio´n, y la mejora
introducida por MTSFC puede comprobarse observando la segunda mitad.
En este caso, MTSFC se habilita una vez que las potencias de transmisio´n
ya han sido modificadas.
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Figura 3.13: Esquema del escenario 3.
Figura 3.14: Funcionamiento de la estrategia MTSFC-PTS.
3. MTSFC y PTS no coordinadas (MTSFC+PTS). En esta estrategia,
MTSFC y PTS se ejecutan simulta´neamente durante 50 lazos sin ningu´n
tipo de coordinacio´n, tal como se muestra en la Figura 3.16. Esta estrate-
gia permite observar si existe algu´n problema o beneficio al ejecutar ambas
te´cnicas en paralelo.
4. MTSFC y PTS coordinadas (CTS). La estrategia CTS, descrita en la
Figura 3.17, ejecuta MTSFC y PTS de forma simulta´nea y coordinada. Al
contrario que MTSFC-PTS y PTS-MTSFC, en CTS la conmutacio´n entre
te´cnicas no se hace en un instante prefijado, sino que dicho instante se decide
en tiempo real durante la ejecucio´n de los algoritmos. En cada femtocelda,
se activa en primer lugar MTSFC, y la conmutacio´n a PTS se produce cuan-
do MTSFC no puede mejorar ma´s el rendimiento de esa femtocelda y sus
vecinas. Tal como ya se explico´, en CTS, PTS se habilita en la femtocelda
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Figura 3.15: Funcionamiento de la estrategia PTS-MTSFC.
Figura 3.16: Funcionamiento de la estrategia MTSFC+PTS
Figura 3.17: Funcionamiento de la estrategia CTS.
i cuando en todas sus adyacencias, o bien MTSC ha alcanzado sus l´ımites
(porque los ma´rgenes han alcanzado su valor ma´ximo o mı´nimo), o bien se
ha alcanzado el equilibrio de la tasa de bloqueo.
3.4.1.6. Experimento A4: Reparto de tra´fico en edificio - freno adap-
tativo
Este experimento pretende comparar las dos variantes del algoritmo MTS,
que restringen los cambios de ma´rgenes de manera fija (MTSFC) o adaptativa en
funcio´n de estad´ısticas de la calidad de los traspasos por adyacencia (MTSAC). El
escenario utilizado es el de experimentos anteriores, con la misma posicio´n de las
femtoceldas que el escenario 3 (Fig. 3.13). Sobre este escenario, se han simulado
25 lazos de optimizacio´n con la te´cnica MTSFC y 25 lazos de optimizacio´n con la
te´cnica MTSAC.
En MTSAC, el valor de la SINR media previa al traspaso a partir del cual
se frena el ajuste de los ma´rgenes es SINRHOmin = −4 dB. Se entiende que si la
media de SINR anterior al traspaso en una adyacencia alcanza ese valor, el riesgo
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de que un usuario alcance un valor de SINR inferior a -6.9 dB (valor mı´nimo para
que el usuario obtenga recursos) es demasiado alto y, por tanto, es recomendable
no forzar ma´s los ma´rgenes de esa adyacencia.
Para apreciar mejor los problemas de calidad, en estas simulaciones se desactiva
el mecanismo de traspaso por calidad (QualHO), descrito en el Anexo A. Este
tipo de traspaso, incluido por algunos fabricantes de estaciones base, se dispara
cuando el nivel de SINR de un usuario esta´ por debajo de un cierto umbral (-3
dB en el resto de experimentos) y adema´s existe una celda destino cuyo nivel de
sen˜al supera al de la celda servidora en un cierto margen, HOMQUAL.
El mecanismo de traspaso por calidad se comporta como un freno del reparto de
tra´fico, devolviendo a la celda sobrecargada aquellos usuarios que experimentan
mala calidad poco despue´s de ser desplazados hacia las celdas vecinas. Como
contrapartida, con los traspasos por calidad se incrementa significativamente el
nu´mero de traspasos (y, con ello, la carga de sen˜alizacio´n) cuando se realiza reparto
de tra´fico. Es precisamente la necesidad de reducir esa carga de sen˜alizacio´n cuando
los ma´rgenes de traspaso se desplazan en exceso lo que justifica la necesidad de
los frenos propuestos en esta tesis.
3.4.1.7. Experimento A5: Reparto de tra´fico en edificio - posicio´n de
femtoceldas
En este u´ltimo experimento se pretende demostrar la robustez de las te´cnicas
de reparto de tra´fico frente a cambios en la disposicio´n de las femtoceldas. Con
este objetivo, se crean 10 escenarios en los que, a diferencia de los tres escenarios
anteriores, la posicio´n de las femtoceldas es aleatoria, sin ningu´n tipo de simetr´ıa.
La u´nica restriccio´n en la posicio´n de las femtoceldas es que exista al menos una
femtocelda en el interior de cada oficina. Con ello, se quiere demostrar que las
te´cnicas de reparto de tra´fico presentadas obtienen resultados positivos bajo dife-
rentes condiciones de despliegue.
Para crear los diferentes escenarios se parte del escenario del edificio completo
con las femtoceldas ubicadas de forma sime´trica (escenario 3). Para generar la
posicio´n de cada femtocelda en el nuevo escenario, se aplica un desplazamiento
aleatorio a cada una de ellas respecto a su posicio´n en el escenario 3, imponiendo
la restriccio´n de que la posicio´n resultante este´ en la misma oficina.
La Figura 3.18 representa, a modo de ejemplo, el esquema de posicionamiento
de femtoceldas en uno de los 10 escenarios. En esta figura se representa la dis-
posicio´n de las femtoceldas en las 5 plantas del edificio, superponie´ndolas en un
plano de planta. Los rombos representan la posicio´n de las 4 femtoceldas de la
planta central, las aspas y las cruces representan la posicio´n de las femtoceldas
de las plantas 2 y 4, y por u´ltimo, los tria´ngulos y los cuadrados representan la
posicio´n de las femtoceldas en las plantas 1 y 5. Tambie´n se an˜ade la posicio´n de
las femtoceldas en el escenario de referencia (escenario 3), que es la misma para
todas las plantas (c´ırculos).
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Figura 3.18: Ejemplo de escenario con posicionamiento de femtoceldas irregular.
Sobre cada uno de los 10 escenarios irregulares, se repiten las simulaciones
realizadas en los experimentos A1, A2 y A3, que son: a) esquemas MTS, MTSFC
y PTS activando solo las femtoceldas de la planta 3, b) esquema PTS activando
u´nicamente una femtocelda en las plantas 2, 3 y 4 (MTSFC no se simula, ya que,
como se vera´ ma´s adelante, no es capaz de repartir tra´fico en el escenario 1), y c)
esquemas combinadas (MTSFC-PTS, PTS-MTSFC, MTSFC+PTS y CTS) acti-
vando todas las femtoceldas del escenario. Las distribuciones de tra´fico utilizadas
en cada una de las simulaciones son las mismas utilizadas en los experimentos A1,
A2 y A3.
Como puede comprobarse, este u´ltimo experimento requiere una campan˜a de
simulaciones muy extensa en comparacio´n con los experimentos anteriores. Mien-
tras que el objetivo de los primeros experimentos es realizar un ana´lisis minucioso
de cada uno de los algoritmos de optimizacio´n, en este u´ltimo experimento se pre-
tende comprobar si las conclusiones extra´ıdas se pueden generalizar a cualquier
tipo de escenario.
3.4.1.8. Indicadores de rendimiento
Desde el punto de vista del usuario, los principales indicadores para valorar las
te´cnicas de reparto de tra´fico son: a) como medida de la capacidad de la red, la
tasa global de llamadas bloqueadas, BR, definida como
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BR =
∑
i
Nll.b.(i)∑
i
Nll.(i)
, (3.11)
donde Nll.(i) y Nll.b.(i) son el nu´mero total de llamadas ofrecidas y bloqueadas
por falta de recursos en la femtocelda i, y b) como medida de la calidad glo-
bal de conexio´n, la tasa global de interrupcio´n de conexio´n, OR (Outage Ratio),
definida como el ratio del tiempo de conexio´n en el que el usuario no es servido
adecuadamente. Este u´ltimo ratio se calcula como la suma de dos componentes:
OR = ORr +ORc , (3.12)
donde ORr es el ratio global de pe´rdida de conexio´n por falta temporal de recursos
y ORc es el ratio global de pe´rdida de conexio´n por baja calidad de sen˜al. Estas
componentes se calculan mediante las expresiones:
ORr =
∑
i
∑
u
tSinRecursos(u, i)∑
i
∑
u
ttotal(u, i)
, (3.13)
y
ORc =
∑
i
∑
u
tMalaCalidad(u, i)∑
i
∑
u
ttotal(u, i)
, (3.14)
donde tSinRecursos(u, i) es el tiempo que el usuario u no puede transmitir en la
femtocelda i por falta de recursos, tMalaCalidad(u, i) es el tiempo que el usuario u
no puede transmitir en la femtocelda i por baja calidad (es decir, SINR < −6.9
dB) y ttotal(u, i) es el tiempo total que el usuario u ha permanecido activo en la
femtocelda i.
Para facilitar la comparacio´n de me´todos, los indicadores BR y OR se agregan
en una u´nica cifra de me´rito, nombrada como tasa de usuarios insatisfechos, UUR
(Unsatisfied User Ratio), calculada como
UUR = BR +OR(1−BR) . (3.15)
Desde el punto de vista del operador, una medida interesante es la carga de
sen˜alizacio´n existente en la red, que puede estimarse a partir de la tasa de traspa-
sos, HOR (Handover Ratio), definida como el nu´mero de traspasos por llamada
cursada:
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HOR =
∑
i
HO(i)
∑
i
Nll.c.(i)
, (3.16)
donde HO(i) es el nu´mero de traspasos realizados con e´xito desde la femtocelda
i hacia una femtocelda vecina y Nll.c.(i) es el nu´mero total de llamadas iniciadas
con e´xito en la femtocelda i.
Para el operador, tambie´n es interesante conocer el grado de intervencio´n del
proceso de optimizacio´n sobre la configuracio´n de red. Dicho grado de intervencio´n
viene determinado por la magnitud de los cambios efectuados respecto a la con-
figuracio´n por defecto tras finalizar el proceso de optimizacio´n. En este trabajo,
la magnitud del cambio tras un lazo de optimizacio´n viene dada por la desviacio´n
media de los ma´rgenes de traspaso con respecto a su valor inicial, calculada como
DevHOM
(n)
=
∑
i
∑
j
∣∣HOM (n)(i, j)−HOM (0)(i, j)∣∣
Nady
, (3.17)
donde HOM (n)(i, j) es el margen de traspaso de i a j en el lazo n, HOM (0)(i, j)
es el margen de traspaso desde la femtocelda i a la femtocelda j por defecto y
Nady es el nu´mero total de adyacencias definidas en la red. De la misma forma, la
desviacio´n media de la PTX con respecto a su valor inicial se calcula como
DevPTX
(n)
=
∑
i
P
(n)
TX(i)− P
(0)
TX(i)
Nc
, (3.18)
donde P
(n)
TX(i) es la potencia de transmisio´n de la femtocelda i en el lazo n, P
(0)
TX(i)
es la potencia de transmisio´n por defecto de la femtocelda i y Nc es el nu´mero total
de femtoceldas en la red. En este caso, se ha eliminado el operador de valor absoluto
para mantener el signo del cambio de para´metros, ya que es el decremento de la
potencia respecto al valor por defecto lo que puede causar problemas de cobertura.
Los algoritmos de ajuste automa´tico propuestos modifican los para´metros de
red de forma progresiva. Esta progresio´n puede verse como una trayectoria, que,
partiendo de una situacio´n inicial, discurre por estados intermedios hasta finalizar
en una situacio´n de equilibrio. A priori, el ana´lisis se centra en el comportamiento
asinto´tico de esta trayectoria, caracterizada por el valor de UUR(n) cuando n→∞.
Sin embargo, es fa´cil entender que de nada sirve mejorar el rendimiento de la red en
re´gimen permanente si, durante el proceso de optimizacio´n, se alcanzan situaciones
transitorias inaceptables. Por este motivo, para comparar las te´cnicas de reparto
entre s´ı, es preciso evaluar toda la trayectoria del proceso de optimizacio´n, y no solo
el comportamiento en re´gimen permanente. Para evaluar la respuesta transitoria
con un u´nico indicador, en este trabajo se utiliza un modelo de descuento de
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horizonte infinito [59]. En este modelo, el coste de una trayectoria, P , se calcula
como
P = (1− γ)
∞∑
n=0
γnUUR(n) , (3.19)
es decir, la media ponderada del coste de cada configuracio´n de red por separado,
UUR, a lo largo de los lazos. Este modelo tiene en cuenta los valores de UUR a
muy largo plazo, pero reduce su peso de acuerdo a una ley geome´trica con factor de
descuento γ, donde 0 ≤ γ ≤ 1. Esta fo´rmula pretende reflejar co´mo, en la pra´ctica,
los operadores prefieren una mejora menor inmediata frente a una mejora mayor
futura, ya que las condiciones de tra´fico pueden cambiar antes de que el proceso
de autoajuste se estabilice, haciendo inu´tiles las modificaciones llevadas a cabo.
Estrictamente, deber´ıa simularse un nu´mero infinito de lazos. Para reducir la carga
computacional, se asume que se alcanza la situacio´n de equilibrio tras h lazos de
optimizacio´n. Por tanto, el coste total puede calcularse como
P = (1−γ)
h−1∑
n=0
γn · UUR(n) +
∞∑
n=h
γn · UUR(n) ≈ (1−γ)
h−1∑
n=0
γn · UUR(n)+γh·UUR(h),
(3.20)
donde UUR(h) es el valor del indicador de rendimiento en el u´ltimo lazo simulado.
En este trabajo, se simulan 25 lazos (es decir, 1 lazo inicial + 24 pasos de ajuste).
Este nu´mero de lazos es lo suficientemente grande para que los me´todos alcancen
un punto de equilibrio, e incluso si este no fuese el caso, el bajo valor de γn asegura
que la influencia de los lazos ma´s alla´ del ultimo lazo simulado sea despreciable.
3.4.2. Resultados
En esta seccio´n se presentan los resultados obtenidos en los experimentos. En
la descripcio´n de los resultados de los experimentos A1 y A2 se realiza un ana´lisis
minucioso de co´mo el ajuste de para´metros modifica las a´reas de servicio de las
femtoceldas, y cua´l es el impacto de estos cambios sobre el rendimiento de la red.
Por brevedad, la descripcio´n de los resultados del experimento A3 y A4 se centra
so´lo en la comparacio´n del rendimiento de las diferentes combinaciones de te´cnicas
de reparto de tra´fico. Por u´ltimo, el ana´lisis de resultados del experimento A5 se
centra en la variabilidad del rendimiento de las te´cnicas de reparto de tra´fico con
diferentes escenarios de despliegue.
3.4.2.1. Experimento A1: Reparto de tra´fico en una misma planta
Antes de simular las te´cnicas de reparto de tra´fico, se realiza un ana´lisis pre-
liminar para comprobar el impacto de la variacio´n de los para´metros en el a´rea
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Figura 3.19: Diferencia de pe´rdidas entre las femtoceldas del escenario 1.
de dominancia de las femtoceldas. Con este propo´sito, se define la diferencia de
pe´rdidas de propagacio´n entre una femtocelda y su vecina ma´s pro´xima en un
punto del escenario como
∆L(x, i) = minj(L(x, j)− L(x, i)) ∀j 6= i , (3.21)
donde L(x, i) son las pe´rdidas de propagacio´n de la estacio´n base i en la posicio´n
x expresadas en dB. El operador min asegura que ∆L(x, i) muestra siempre la
diferencia con la vecina ma´s cercana en esa posicio´n x. La Figura 3.19 muestra esta
diferencia de pe´rdidas para la femtocelda 1 (es decir, ∆L(x, 1)) en el escenario 1.
En la figura, la femtocelda 1 esta´ situada en la zona inferior izquierda. Las curvas
de nivel esta´n separadas 4 dB. Un valor positivo indica que los usuarios en esa
posicio´n ser´ıan servidos por la femtocelda 1 si los para´metros esta´n configurados
a su valor por defecto (es decir, ma´xima potencia de transmisio´n y ma´rgenes de
traspaso positivos).
Asimismo, ∆L cuantifica la desviacio´n que deben sufrir los ma´rgenes o la po-
tencia de transmisio´n para enviar o recibir usuarios de otras femtoceldas que
no se desplazan. En la figura, se observa, por ejemplo, que la mayor´ıa de los
usuarios en los pasillos podr´ıan ser reasignados a la femtocelda 1 forzando que
PTX(j)−PTX(1)−HOM(1, j) ≤ −12dB, lo que puede conseguirse desplazando los
ma´rgenes a 12 dB o reduciendo la potencia de transmisio´n de las femtoceldas veci-
nas 12 dB. De la misma forma, la mitad de los usuarios en la femtocelda 1 podr´ıan
ser enviados a femtoceldas vecinas forzando que PTX(j)−PTX(1)−HOM(1, j) ≥
12dB.
Por el contrario, para enviar a otras femtoceldas a los usuarios de la parte supe-
rior derecha de la oficina 1, ser´ıa necesario hacer cambios demasiado grandes en los
ma´rgenes de traspaso o en las potencias de transmisio´n. Tambie´n puede deducirse
de la figura que es complicado realizar un reparto de tra´fico suave ajustando los
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Figura 3.20: Desviacio´n media de los ma´rgenes de traspaso desde la femtocelda 1 para
MTS y MTSFC en el escenario 1.
ma´rgenes, ya que, debido a la pequen˜a diferencia de pe´rdidas de propagacio´n den-
tro de una misma estancia, una vez que las pe´rdidas introducidas por un muro se
superan, todos los usuarios en esa habitacio´n (no solo algunos de ellos, como ser´ıa
deseable) se traspasan a otra femtocelda. Esta falta de progresividad puede dar
lugar a problemas de inestabilidad si el proceso de ajuste no se lleva a cabo de
forma gradual.
Tras el ana´lisis previo, se presentan los resultados obtenidos en las simulaciones.
En este escenario de una sola planta, MTS disminuye los ma´rgenes de traspaso
de la femtocelda 1 para enviar usuarios a las femtoceldas 2, 3 y 5. La Figura 3.20
muestra la evolucio´n de la media de los ma´rgenes de traspaso desde la femtocelda
1 a sus vecinas (es decir, (HOM(1, j))) durante los 20 lazos de la simulacio´n.
Se observa que, partiendo de la configuracio´n de margen por defecto (3 dB), el
controlador MTS disminuye progresivamente los ma´rgenes de traspaso salientes
en la femtocelda 1 para equilibrar las tasas de bloqueo en la planta. Cuanto ma´s
negativos son los ma´rgenes de traspaso, mayor parte del a´rea de servicio de la
femtocelda 1 se reconvierte en a´rea de servicio de otras femtoceldas. En este caso
particular, el reparto de tra´fico se lleva a cabo enviando los usuarios del pasillo y
alrededores de la femtocelda 1 a las otras femtoceldas, como puede deducirse del
ana´lisis de la Figura 3.19.
Como consecuencia del reparto de tra´fico, la tasa global de bloqueo de llamadas
del escenario se reduce. La Figura 3.21 muestra la evolucio´n de UUR durante los
20 lazos de simulacio´n. Por claridad, el indicador de UUR se desglosa en sus
componentes BR, ORr y ORc.
En la parte izquierda de la figura, se aprecia que en la situacio´n inicial, UUR es
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Figura 3.21: Evolucio´n de la tasa de usuarios insatisfechos para MTS en el escenario 1.
16%, debido principalmente a que BR es 15%. Estos valores justifican la necesidad
de repartir tra´fico. En los 3 primeros lazos, el valor de UUR disminuye brusca-
mente, hasta un 12%, gracias al alivio de congestio´n en la femtocelda 1. Compa-
rando las Figuras 3.20 y 3.21, se concluye que MTS necesita cambiar los ma´rgenes
de traspaso en 8 dB (de 3 dB a -5 dB) para disminuir UUR del 16% al 12% en los
tres primeros lazos. Un ana´lisis ma´s detallado de la Figura 3.19 refleja que el alivio
de congestio´n experimentado se debe al env´ıo de los usuarios del pasillo pro´ximo
a la femtocelda 1 a las femtoceldas 2 y 4.
Llegado este punto, como au´n no se ha alcanzado la condicio´n de equilibrio
(la ecualizacio´n de la tasa de bloqueo entre femtoceldas vecinas), MTS continu´a
disminuyendo los ma´rgenes intentando enviar ma´s usuarios de la femtocelda 1
al resto de femtoceldas. Esto provoca que los ma´rgenes se hagan muy negativos
(es decir, por debajo de -6.9 dB). En esta situacio´n, los usuarios que esta´n cerca
de la femtocelda congestionada en la oficina 1 son enviados a las femtoceldas
vecinas, donde experimentan un alto nivel de interferencia procedente de la que
era su femtocelda original. As´ı, ORc comienza a incrementarse significativamente
y, como consecuencia, aunque MTS sigue disminuyendo BR, UUR termina siendo
peor que en la situacio´n inicial (concretamente, un 20%). No se muestra en la
figura el hecho de que el HOR se incrementa de 1 a 13 (es decir, de 1 a 13
traspasos por llamada). Este valor refleja claramente que, cuando los ma´rgenes se
hacen excesivamente bajos, se produce una inestabilidad del proceso de traspaso,
conocida como efecto ping-pong, donde los usuarios realizan traspasos de ida y
vuelta en un corto intervalo de tiempo. Este efecto puede evitarse forzando a que
los ma´rgenes se mantengan siempre por encima de -6.9 dB, lo que justifica la
limitacio´n de los ma´rgenes de traspaso (que es la u´nica diferencia entre MTS y
MTSFC).
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Te´ngase en cuenta que, debido a que las variaciones de los ma´rgenes se realizan
de forma sime´trica en los dos sentidos de la adyacencia, una limitacio´n inferior
de los ma´rgenes de traspaso de -6.9 dB implica una limitacio´n superior de 12.9
dB. Obviamente, MTS y MTSFC tienen exactamente los mismos valores de los
ma´rgenes de traspaso mientras e´stos se mantengan dentro del intervalo permitido
(es decir, [-6.9,12.9] dB) y, por tanto, su rendimiento en los tres primeros lazos es
el mismo.
Por supuesto, toda restriccio´n en el proceso de ajuste limita la capacidad de
repartir tra´fico. No obstante, en los 3 primeros lazos, cuando MTS au´n no hab´ıa
superado los l´ımites, el valor de UUR ya se hab´ıa reducido en un 4% en te´rminos
absolutos en comparacio´n con su situacio´n inicial. Este resultado demuestra que
el alivio de congestio´n es grande aunque se incluya la restriccio´n del margen. Con
ello, queda demostrada la utilidad de la te´cnica MTSFC.
Para cerrar el ana´lisis de la te´cnica MTS en este escenario de 1 planta, se
analiza en detalle la evolucio´n del nu´mero de usuarios servidos por cada una de
la femtoceldas a lo largo del proceso de optimizacio´n. Como consideracio´n de
partida, se debe tener en cuenta que, con la distribucio´n espacial de tra´fico de
este escenario, todos los usuarios se crean en la oficina 1, pero sus movimientos no
esta´n restringidos a e´sta, sino a toda la planta. En el simulador, no se modelan
los usuarios en modo ocioso (sin conexio´n activa), por lo que todas las conexiones
comenzara´n en la oficina 1. As´ı, el desplazamiento de un usuario hacia otra oficina
solo se produce durante el curso de la conexio´n. En consecuencia, aunque todos
los usuarios inician sus llamadas en la oficina 1, hay un pequen˜o porcentaje que la
finaliza en una oficina distinta. Como resultado, se produce un efecto de reparto
de tra´fico que, no obstante, es muy limitado. Cabe resaltar que, debido a que
la duracio´n media de una conexio´n (100 s) es mucho menor que la de un lazo
de optimizacio´n (3600 s), este porcentaje de usuarios en una oficina distinta a
la 1 es constante durante todo el proceso de optimizacio´n, ya que este efecto
de dispersio´n de los usuarios no se acumula a lo largo del tiempo. Por tanto,
las mejoras en los indicadores de rendimiento que se aprecian entre los distintos
lazos de optimizacio´n, son debidas exclusivamente a los cambios realizados en los
para´metros de la red (es decir, HOM y PTX).
En la Figura 3.22 se muestra la evolucio´n de la localizacio´n de los usuarios (ofi-
cina en la que se encuentran) y la femtocelda a la que son asignados para la te´cnica
MTSFC. Por simplificar, en la figura se han agrupado las femtoceldas/oficinas 2,
3 y 4 por un lado, y la femtocelda/oficina 1 por el otro. Puede observarse co´mo el
nu´mero de usuarios en cada oficina permanece constante a lo largo de los diferentes
lazos de optimizacio´n, dado que las condiciones de generacio´n de la llamada y mo-
vilidad de usuario no cambian entre lazos de optimizacio´n. Asimismo, se observa
que el porcentaje de usuarios en las oficinas 2, 3 y 4 (usuarios que se han desplaza-
do a otra oficina durante su conexio´n) es pequen˜o. Es en la asignacio´n de estos
usuarios a las femtoceldas donde se aprecia el efecto del reparto de tra´fico llevado
a cabo por la te´cnica MTSFC. As´ı, si al comienzo del proceso de optimizacio´n el
70% de los usuarios eran asignados a la femtocelda 1, al final del proceso, u´nica-
mente permanece asignados a e´sta un 60%, lo que se traduce en un alivio de la
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Figura 3.22: Evolucio´n de la ubicacio´n y asignacio´n a femtoceldas de usuarios con MTS-
FC en el escenario 1.
congestio´n.
PTS muestra un comportamiento similar a MTS en el escenario 1. La Figu-
ra 3.23 presenta la desviacio´n de la potencia de transmisio´n de cada femtocelda
respecto al valor ma´ximo configurado por defecto (Ecuacio´n 3.9). La Figura 3.24
muestra el valor de UUR obtenido con la te´cnica PTS. Se observa que, en los
primeros 5 lazos, la potencia de la femtocelda 1 disminuye 10 dB, lo que causa
que menos usuarios se conecten a dicha femtocelda. Esto se traduce directamente
en una reduccio´n de UUR de 16 a 12%. En los siguientes 5 lazos (lazos 6 al
10), la femtocelda 1 trata de enviar ma´s usuarios al resto de femtoceldas. Como
consecuencia, OR se incrementa hasta un 9%, mientras que el valor de UUR se
mantiene al mismo nivel. Ba´sicamente, enviando usuarios desde la femtocelda 1 al
resto, BR disminuye, pero OR se incrementa. Un ana´lisis detallado muestra que,
a partir del lazo 10, la femtocelda 2 y la femtocelda 4 comienzan a experimentar
bloqueo y, por tanto, empiezan a disminuir su potencia de transmisio´n intentando
enviar usuarios a la femtocelda 3, que es la ma´s lejana a la 1. En contraste a lo que
ocurre con MTS, en PTS no existe la necesidad de limitar la potencia de trans-
misio´n, ya que el valor de UUR no se degrada cuando las desviaciones de potencia
son demasiado grandes. Por el mismo motivo, no aparece efecto ping-pong, ya que
los cambios en la potencia de transmisio´n propician que los usuarios comiencen
sus llamadas en la femtocelda de la que reciben un nivel de sen˜al ma´s alto, lo que
hace que no sea necesario llevar a cabo traspasos para repartir tra´fico.
En la Figura 3.25, se muestra la evolucio´n de la ubicacio´n y asignacio´n a
femtoceldas de usuarios para la te´cnica PTS. Se aprecia de nuevo co´mo, mientras
que la distribucio´n espacial de los usuarios no var´ıa entre los lazos de optimizacio´n,
el porcentaje de usuarios asignados a la femtocelda 1 disminuye de un 70% a menos
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Figura 3.23: Desviacio´n de la potencia de las femtoceldas para PTS en el escenario 1.
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Figura 3.24: Evolucio´n de la tasa de usuarios insatisfechos para PTS en el escenario 1.
de un 30%. Un ana´lisis ma´s exhaustivo muestra que esto se debe a que MTSC
solo es capaz de enviar a otras femtoceldas los usuarios de los pasillos y las zonas
comunes, mientras que PTS es capaz de enviar a otras femtoceldas usuarios dentro
de la propia oficina. De esta manera, PTS consigue un mayor alivio de congestio´n.
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Figura 3.25: Evolucio´n de la localizacio´n de los usuarios y su asignacio´n a las femtoceldas
para PTS en el escenario 1
3.4.2.2. Experimento A2: Reparto de tra´fico entre diferentes plantas
El escenario 2 contiene tres femtoceldas en diferentes plantas. Las pe´rdidas
de propagacio´n que introduce el forjado entre las plantas son de 17 dB, mientras
que las pe´rdidas introducidas por los muros convencionales son de 5 dB. Esta es
la razo´n por la que las te´cnicas de reparto de tra´fico en este escenario necesitan
realizar cambios ma´s grandes de los para´metros de red. Debido a las restricciones
impuestas en la variacio´n de los ma´rgenes, MTSFC no es capaz de repartir tra´fico
con femtoceldas de otras plantas. Un estudio ma´s exhaustivo muestra que los
usuarios solo comienzan a ser enviados desde la femtocelda 1 a las femtoceldas 2
y 3, cuando los ma´rgenes esta´n ya por debajo de -17 dB, que es ma´s alla´ de los
l´ımites de variacio´n de ma´rgenes en MTSFC. Para llegar a ese valor de HOM , las
restricciones de MTSFC deben desactivarse (como en MTS), pero, en ese caso, el
valor de UUR se degrada en lugar de mejorar.
Por el contrario, PTS s´ı es capaz de superar las pe´rdidas introducidas por el
forjado para repartir tra´fico. En la Figura 3.26 se ilustra la evolucio´n del valor
de UUR con PTS en este escenario. Se puede observar que, durante los primeros
5 lazos, el rendimiento de la red permanece constante, a pesar de que ∆PTX(1)
se modifica en ese intervalo. En esos 5 primero lazos, la disminucio´n de potencia
llevada a cabo en la femtocelda 1 no es suficiente para compensar la atenuacio´n
del forjado. Recue´rdese que, tal como se configuran las funciones de pertenencia
de salida del controlador PTS en la Figura 3.9, el cambio ma´ximo de potencia de
transmisio´n por lazo es de 2 dB. Con ello, tras los 5 primeros lazos, la reduccio´n de
potencia acumulada es de 10 dB. A partir de este lazo, la disminucio´n de potencia
de la femtocelda 1 consigue enviar usuarios desde la planta central a las plantas
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Figura 3.26: Evolucio´n de la tasa de usuarios insatisfechos para PTS en el escenario 2.
superior e inferior, lo que se traduce en una mejora de BR del 39% al 36%. Sin
embargo, OR se incrementa, en parte debido a la mala calidad de la conexio´n de
los usuarios en la femtocelda 1. Como resultado, UUR se mantiene en los mismos
valores que al inicio. Se puede concluir que PTS tampoco consigue una ganancia
global en este escenario debido al excesivo aislamiento existente entre femtoceldas
de diferentes plantas.
Debe aclararse que los valores de UUR mostrados en la Figura 3.26 son mucho
mayores que los de la Figura 3.24 (40% frente a 16% para el lazo inicial). Esto es
debido a que en el escenario 1 existen ma´s femtoceldas en la planta por la que se
desplazan los usuarios. As´ı, los usuarios, que se mueven dentro de toda la planta
central, son servidos por todas las femtoceldas de esta planta, producie´ndose un
efecto de reparto de tra´fico. En cambio, en el escenario 2, solo la femtocelda 1
esta´ en la planta central por donde se desplazan los usuarios. En este caso, la
femtocelda 1 debe servir a estos usuarios que, al moverse a otras oficinas donde el
nivel de sen˜al de la femtocelda 1 es ma´s bajo, reducen su calidad de conexio´n y,
por tanto, hacen un uso menos eficiente del espectro. Esto provoca que el valor de
UUR en este escenario sea significativamente mayor al del escenario 1.
3.4.2.3. Experimento A3: Reparto de tra´fico en edificio - combinacio´n
de te´cnicas
Los escenarios anteriores se han utilizado para comprobar las limitaciones de
cada uno de los algoritmos cuando se emplean de forma individual. El escenario
3 es una generalizacio´n de los escenarios anteriores, que considera un edificio de
5 plantas con 4 femtoceldas por planta. En este escenario, el ana´lisis se centra
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en la combinacio´n de te´cnicas. Para ello, se simulan las estrategias MTSFC-PTS,
PTS-MTSFC, MTSFC+PTS y CTS.
Para comparar las diferentes estrategias, se analiza la evolucio´n de los indi-
cadores UUR, BR, OR, HOR y ∆PTX . En la Figura 3.27 se muestra la evolucio´n
de UUR. Se puede observar que las diferentes combinaciones de te´cnicas dismi-
nuyen UUR de forma similar, que pasa del 17% con la configuracio´n inicial al
8% en re´gimen permanente. En la Figura 3.28, se observa que esta disminucio´n
se consigue por la reduccio´n de BR del 16% a valores inferiores al 1%. Como
contrapartida, se incrementa OR desde el 1% al 8%, como puede verse en la
Figura 3.29.
Comparando las estrategias combinadas con las te´cnicas individuales, MTSFC-
PTS supera claramente a MTSFC. En concreto, UUR ≈ 12% para el paso n = 25
antes de PTS, y UUR ≈ 8% para n = 50 despue´s de PTS. Sin embargo, PTS-
MTSFC no consigue mejorar el resultado conseguido con la te´cnica PTS en los
primeros 25 lazos. Los resultados conseguidos por las estrategias MTSFC+PTS y
CTS son los mismos, con la diferencia de que e´stas alcanzan el equilibrio de forma
ma´s ra´pida. Esto era lo esperado, ya que ambas te´cnicas modifican ma´rgenes de
traspaso y potencia de transmisio´n al mismo tiempo.
Todos los me´todos consiguen repartir tra´fico reasignando usuarios de las fem-
toceldas congestionadas a otras femtoceldas. Cuando esto se hace a trave´s del
proceso de traspaso (como en MTSFC), el nu´mero de traspasos aumenta significa-
tivamente, como puede observarse en la Figura 3.30, donde se presenta la evolucio´n
de la tasa de traspaso. Este incremento es especialmente grande cuando aparecen
traspasos ping-pong generados por los usuarios que experimentan baja SINR en
la femtocelda a la que han sido enviados. Este es el caso de MTSFC+PTS y CTS,
donde el HOR se incrementa hasta alcanzar 6 veces su valor original. Por el con-
trario, en la primera etapa de MTSFC-PTS y PTS-MTSFC, el HOR se mantiene
en valores bajos.
Todos los me´todos tienen un comportamiento asinto´tico muy similar en sus
indicadores, pero con trayectorias ligeramente distintas. Para comparar las trayec-
torias, la Tabla 3.4 muestra el valor de UUR mı´nimo, min(UUR(n)), el UUR final
o de equilibrio, UUR(50), y el coste global (o promedio ponderado), P , de la trayec-
toria de cada una de las estrategias. Aunque todas ellas alcanzan una situacio´n de
equilibrio similar, como se aprecia en la cuarta columna de la Tabla 3.4, CTS y,
especialmente MTSFC+PTS, alcanzan el punto de equilibrio antes que las dema´s.
Esto se refleja en su valor de P , que es ma´s bajo que para las estrategias con
conmutacio´n entre te´cnicas previamente fijada (MTSC-PTS y PTS-MTSC).
De los resultados presentados hasta el momento se podr´ıa concluir que MTS-
FC+PTS es la mejor estrategia, ya que presenta el menor valor de P , porque
consigue el mejor valor de UUR ma´s ra´pido. Sin embargo, si se tienen en cuenta
las desviaciones de la potencia de transmisio´n de las femtoceldas respecto al valor
original, la conclusio´n no es la misma.
74 Te´cnicas de reparto de tra´fico
10 20 30 40 50
6
8
10
12
14
16
18
UU
R 
[%
]
Lazo
 
 
MTSFC − PTS
PTS − MTSFC
MTSFC+PTS
CTS
Figura 3.27: Evolucio´n de la tasa de usuarios insatisfechos con diferentes te´cnicas en el
escenario 3.
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Figura 3.28: Evolucio´n de la tasa de bloqueo de llamadas con diferentes te´cnicas en el
escenario 3.
La Figura 3.31 muestra la evolucio´n de la desviacio´n media de potencia causa-
da por cada una de las te´cnicas. En la figura, se observa que la te´cnica que menor
desviacio´n de potencia produce al final del proceso de optimizacio´n es CTS. Mien-
tras que CTS produce una desviacio´n media de -0.5 dB, MTSFC+PTS causa una
desviacio´n de -0.7 dB. Aunque estos valores medios pueden parecer poco significa-
tivos, en algunas femtoceldas concretas s´ı pueden llegar a ser importantes (en el
caso simulado, hasta de -16 dB). Un ana´lisis pormenorizado celda a celda muestra
que la ma´xima desviacio´n de la potencia de transmisio´n en una femtocelda al final
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Figura 3.29: Evolucio´n de la tasa de pe´rdida de conexio´n con diferentes te´cnicas en el
escenario 3.
10 20 30 40 50
0
2
4
6
8
10
12
H
O
R 
[%
]
Lazo
 
 
MTSFC − PTS
PTS − MTSFC
MTSFC+PTS
CTS
Figura 3.30: Evolucio´n de la tasa de traspaso con diferentes te´cnicas en el escenario 3.
del proceso de ajuste (es decir, maxi(∆P
(50)
TX (i))) en MTSFC-PTS, PTS-MTSFC,
MTSFC+PTS y CTS es de -10, -16, -11 y -9 dB, respectivamente. Por tanto, se
confirma que CTS consigue minimizar los cambios de potencia en las femtoceldas,
gracias a su mecanismo de conmutacio´n inteligente entre te´cnicas, que solo activa
PTS cuando MTSFC ha agotado sus posibilidades.
En el caso normal, donde las femtoceldas se configuran inicialmente a su ma´xi-
ma potencia, minimizar la magnitud de los cambios de potencia reduce el riesgo de
crear huecos de cobertura, que aparecen frecuentemente en entornos de interior.
Para cuantificar el impacto de los cambios de potencia en la cobertura, la Figu-
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Figura 3.31: Evolucio´n de la desviacio´n media de potencia para diferentes te´cnicas en el
escenario 3.
Tabla 3.4: Valores de coste de las te´cnicas combinadas.
Estrategia min(UUR(n)) UUR(50) P
MTSFC-PTS 0.0858 0.0876 0.1187
PTS-MTSFC 0.0806 0.0836 0.1040
MTSFC+PTS 0.0752 0.0886 0.0947
CTS 0.0732 0.0826 0.1016
ra 3.32 muestra la funcio´n de distribucio´n del nivel de sen˜al recibida en el a´rea de
servicio de la femtocelda ma´s cargada (que es la que ma´s ha reducido su potencia)
al final del proceso de optimizacio´n. En la figura puede verse co´mo PTS-MTSFC
y MTSFC+PTS reducen el nivel de sen˜al recibida hasta en 10-12 dB respecto a
la situacio´n inicial (distancia horizontal en la figura), siendo el decremento 4-5 dB
mayor que el producido por MTSFC-PTS y CTS.
En el presente escenario, las femtoceldas presentan un solapamiento muy alto,
por lo que es muy probable que un decremento 4-5 dB mayor en el nivel de sen˜al
recibida no provoque huecos de cobertura. Sin embargo, en un escenario distinto,
donde el solapamiento no sea tan alto y el nivel de sen˜al sea ma´s ajustado, tal
reduccio´n puede afectar de forma significativa a la cobertura. En estos casos, las
te´cnicas que realizan un reparto de tra´fico con un menor desplazamiento de PTX ,
es decir MTSFC-PTS y CTS, presentan un mejor rendimiento.
A la luz de los resultados, se puede concluir que no hay una estrategia combi-
nada que supere claramente al resto. Todas las te´cnicas alcanzan un valor similar
de UUR al final del proceso de optimizacio´n. CTS y MTSFC+PTS presentan una
mayor velocidad de convergencia, por lo que son las ma´s indicadas cuando el proce-
so de ajuste debe realizarse en tiempo real (p.ej., para resolver picos de congestio´n
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Figura 3.32: Funcio´n de distribucio´n del nivel de sen˜al recibida en la femtocelda ma´s
cargada al final del proceso de optimizacio´n en el escenario 3.
transitorios). Si se desea reducir el riesgo de crear huecos de cobertura, CTS es
la mejor estrategia, ya que consigue el reparto de tra´fico con una desviacio´n de
potencia menor. Si variar la potencia de transmisio´n no es un problema, entonces
PTS-MTSFC es la mejor opcio´n, ya que el valor de HOR es menos de la mitad
que el obtenido con CTS. No obstante, debe tenerse en cuenta que el HOR se
puede reducir por otros medios (p.ej., ajustando los para´metros de reseleccio´n de
celda [32]).
3.4.2.4. Experimento A4: Reparto de tra´fico en edificio - freno adap-
tativo
En este experimento se comparan las dos variantes de MTS que introducen
un freno al ajuste de ma´rgenes, MTSFC y MTSAC. La Figura 3.33 muestra la
evolucio´n del valor de UUR para MTSFC y MTSAC en el escenario 3 (Fig. 3.13).
Puede apreciarse que ambas te´cnicas presentan una evolucio´n muy parecida. En
ambos casos, UUR baja significativamente en los 4 primeros lazos. A partir de
ah´ı se alcanza una situacio´n estable que se mantiene durante el resto de simulacio´n,
y durante la cual UUR oscila alrededor del 10%.
Un estudio ma´s exhaustivo muestra que ambas te´cnicas consiguen un
rendimiento similar con configuraciones de ma´rgenes muy diferentes. En la Figu-
ra 3.34 se representa la evolucio´n del HOM entre la femtocelda ma´s cargada
(femtocelda 9) y sus femtoceldas ma´s pro´ximas (femtoceldas 5, 10, 11, 12 y 13)
para MTSFC y MTSAC. Con MTSFC, todos los ma´rgenes toman el valor de -6.9
dB a partir de la iteracio´n 4, apareciendo en la figura como una misma l´ınea. En
cambio, con MTSAC, solo HOM(9, 10) y HOM(9, 12) alcanzan el valor l´ımite de
-6.9 dB. En estas adyacencias, MTSAC detecta por medio de las trazas de conexio´n
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Figura 3.33: Evolucio´n de la tasa de usuarios insatisfechos en las te´cnicas MTSFC y
MTSAC.
que la calidad de sen˜al antes del traspaso es buena, porque SINRHO > −4 dB.
Por ello, permite reducir los ma´rgenes hasta -6.9 dB, que es el l´ımite con MTSFC.
Por el contrario, HOM(9, 5), HOM(9, 11) y HOM(9, 13) se paran mucho antes.
As´ı, HOM(9, 11) nunca desciende de -1 dB, y HOM(9, 5) y HOM(9, 13) no modi-
fican su valor inicial de 3 dB. En estas adyacencias, se detecta que SINRHO < −4
dB . De esta forma, MTSAC puede ser agresivo en aquellas adyacencias que lo
permiten, al mismo tiempo que frena aque´llas que pueden reducir el rendimiento
de la red.
Por u´ltimo, la Figura 3.35 compara la evolucio´n de la desviacio´n media del
margen de traspaso, ∆HOM , con MTSFC y MTSAC. Se observa claramente que
el cambio de ma´rgenes con MTSAC es casi 10 veces menor que con MTSFC (0.1
dB con MTSAC frente a 0.9 dB con MTSFC), aunque de forma puntual algunas
adyacencias alcancen valores mucho mayores. Por ello, puede concluirse que las
modificaciones realizadas en el HOM por MTSAC son ma´s eficientes.
3.4.2.5. Experimento A5: Reparto de tra´fico en edificio - posicio´n de
femtoceldas
Todos los resultados presentados en este trabajo han sido obtenidos en un es-
cenario regular, donde las femtoceldas se colocan de manera sime´trica en cada
planta e ide´ntica en todas las plantas. Para comprobar el impacto de introducir
irregularidades en la distribucio´n de las femtoceldas, se realiza una nueva cam-
pan˜a de simulaciones en 10 escenarios en los que las femtoceldas se distribuyen de
forma asime´trica en el edificio. En cada uno de esos 10 escenarios, se repiten los
experimentos A1, A2 y A3, en los que las te´cnicas actu´an en 1 planta, 3 plantas y 5
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Figura 3.34: Evolucio´n del margen de traspaso de la femtocelda ma´s cargada (femtocelda
9) con sus vecinas ma´s importantes para MTSFC y MTSAC.
plantas. La Figura 3.36 presenta la mejora relativa de UUR obtenida por cada una
de las te´cnicas en los experimentos A1, A2 y A3 en los 10 escenarios irregulares.
Por claridad, se representan so´lo los estad´ısticos de la media (aspa), ma´ximo (cota
superior) y mı´nimo (cota inferior). Como referencia de comparacio´n, se incluyen
tambie´n los resultados con posicionamiento regular (escenarios 1, 2 y 3, nombra-
dos en el pie de figura como E1, E2 y E3). La mejora relativa de UUR se calcula
como
∆UURr =
UUR(0) − UUR(N)
UUR(0)
, (3.22)
donde UUR(0) es el valor de UUR obtenido con la configuracio´n original y UUR(N)
es el valor de UUR obtenido tras el proceso de optimizacio´n. Evaluando la mejo-
ra relativa, y no la mejora absoluta, se pretende compensar el hecho de que la
disposicio´n de las femtoceldas afecta al valor inicial de UUR, UUR(0).
En la figura, se observa que, tanto con MTS como con PTS en los escenarios
1 y 2, la mejora de UUR para el escenario regular es igual o menor que la menor
mejora de UUR para los casos de posicionamiento irregular. El caso de PTS en
el escenario 2 es especialmente llamativo, porque en todas los escenarios irregu-
lares se obtiene una mejora (decremento) de UUR, mientras que en el escenario
regular no se consigue. La razo´n es que cuando la ubicacio´n de las femtoceldas en
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Figura 3.35: Evolucio´n de la desviacio´n media del margen de traspaso para MTSFC y
MTSAC en el escenario 3.
Figura 3.36: Mejora de tasa de usuarios insatisfechos en escenarios con distribucio´n
irregular de femtoceldas.
dos plantas es la misma, la diferencia de nivel de sen˜al entre ambas es siempre
equivalente a la atenuacio´n introducida por el forjado, ya que la sen˜al de ambas
femtoceldas recorre el mismo camino, exceptuando el paso de una de ellas a trave´s
del forjado. Por el contrario, cuando las femtoceldas de diferentes plantas tienen
ubicaciones distintas, aparecen zonas donde la diferencia de nivel de sen˜al es ma-
yor a la atenuacio´n del forjado y otras donde es menor, siendo en estas u´ltimas
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donde el reparto de tra´fico se lleva a cabo de forma ma´s sencilla que en el caso
regular. Por todo ello, el caso regular puede considerarse como un caso peor para
el reparto de tra´fico en estas situaciones.
En cuanto a MTSFC en el escenario 1, donde la restriccio´n de los ma´rgenes
detiene el proceso de optimizacio´n muy pronto, la mejora de UUR en el caso
regular es un caso intermedio en comparacio´n con la obtenida en los 10 escenarios
irregulares. Para las te´cnicas combinadas en el escenario 3, la mejora de UUR en
el escenario regular esta´ siempre por debajo de la media obtenida en los escenarios
irregulares, y en algunos casos (p.ej., MTSC-PTS y PTS-MTSC) esta´ muy cerca
del mı´nimo obtenido en e´stos.
De estos resultados, puede concluirse que el funcionamiento de todas las te´cni-
cas en escenarios irregulares es similar al observado en el escenario regular, que
suele ser el caso ma´s desfavorable. Por tanto, las conclusiones obtenidas en los
anteriores experimentos son va´lidas para cualquier disposicio´n de las femtoceldas.
Ma´s importante au´n es el hecho de que en todos los casos (excepto MTS en el
escenario 1, por las razones ya conocidas y que son resueltas por MTSFC) se con-
sigue una mejora de UUR positiva, prueba sin duda de la robustez de todas las
te´cnicas de reparto presentadas en este trabajo.
3.5. Conclusiones
En este cap´ıtulo se han propuesto varios me´todos de reparto de tra´fico en un
escenario de oficinas tridimensional con femtoceldas LTE. Los me´todos se basan
en el ajuste de los ma´rgenes de traspaso, HOM , y/o la potencia de transmisio´n
de las femtoceldas, PTX , mediante controladores de lo´gica difusa.
Para validar los distintos me´todos se ha utilizado el simulador de red de fem-
toceldas LTE a nivel de sistema descrito en el Anexo A. Este simulador incluye
un escenario de simulacio´n con tres macroceldas y un edificio de varias plantas
en el a´rea de cobertura de una de ellas. Cada planta del edificio incluye 4 ofici-
nas, con una femtocelda en cada una de ellas. Los resultados de simulacio´n han
mostrado que los me´todos propuestos son capaces de disminuir el nu´mero de lla-
madas bloqueadas, aunque algunos de ellos deterioran significativamente la calidad
de conexio´n en la red. Habie´ndose identificado la interferencia procedente de la
femtocelda congestionada como una limitacio´n importante, se ha decidido limitar
la variacio´n de los ma´rgenes de traspaso. De esta manera, el decremento de la
congestio´n se consigue sin deteriorar la calidad de la conexio´n significativamente.
Una vez caracterizadas las limitaciones de los me´todos cuando se aplican in-
dividualmente, se han disen˜ado estrategias combinadas para superar estas limita-
ciones. Los resultados han mostrado que, sacando el ma´ximo partido a la variacio´n
de los ma´rgenes antes de modificar la potencia transmitida, se pueden reducir las
variaciones de potencia, lo que reduce el riesgo de crear huecos de cobertura. En
el escenario concreto considerado, estas estrategias combinadas consiguen reduc-
ciones de la tasa de bloqueo del 15% sin empeorar la calidad de las conexiones
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excesivamente. Con ello se consigue una mejora del rendimiento global, medido a
trave´s de la tasa de usuarios insatisfechos, de hasta el 9%.
Asimismo, se han puesto a prueba todas las te´cnicas disen˜adas, tanto en sus
aproximaciones individuales como combinadas, en el mismo escenario pero con dis-
tribucio´n irregular de las femtoceldas. Los resultados han demostrado la robustez
de estas te´cnicas, que en (pra´cticamente) todos los experimentos han consegui-
do mejorar el rendimiento de la red. En el caso de las te´cnicas combinadas, las
mejoras relativas de la tasa de usuarios insatisfechos alcanzan valores de hasta
el 80%, siendo siempre superiores al 30%. El escenario donde las femtoceldas se
posicionan de forma sime´trica ha demostrado ser casi siempre el caso ma´s desfa-
vorable en cuanto a reparto de tra´fico se refiere. Por tanto, las conclusiones de los
ana´lisis ma´s detallados realizados en los primeros experimentos pueden extenderse
a escenarios irregulares, prueba, una vez ma´s, del buen funcionamiento de estas
te´cnicas en cualquier escenario.
Adema´s, se ha disen˜ado un indicador, SINRHO, que mide la calidad de la
conexio´n de los usuarios antes de realizar un traspaso en una determinada ad-
yacencia. Se ha propuesto usar este indicador como freno de la modificacio´n de
ma´rgenes de traspaso para llevar a cabo esta modificacio´n so´lo en aquellas adya-
cencias donde el trasvase de tra´fico va a ser efectivo y no va a provocar problemas
de calidad en las conexiones. Los resultados han demostrado que haciendo uso de
este indicador se consigue el mismo alivio de congestio´n, pero con una modificacio´n
ma´s eficaz de los ma´rgenes, modificacio´n que puede ser hasta un 87% menor.
Los algoritmos propuestos en este trabajo tratan de resolver problemas de
congestio´n persistentes en el tiempo ajustando lentamente los para´metros en fun-
cio´n de los indicadores estad´ısticos. Para obtener estad´ısticos fiables, el periodo
de medida debe ser lo suficientemente grande (p. ej., 1 hora), lo que limita la fre-
cuencia de variacio´n de los para´metros y, por tanto, la capacidad de hacer frente a
fluctuaciones ra´pidas de la demanda de tra´fico. Sin embargo, los me´todos pueden
adaptarse fa´cilmente para hacer frente a las fluctuaciones diarias de la red definien-
do intervalos de tiempo de varias horas y ajustando los para´metros en base a los
indicadores estad´ısticos de ese mismo periodo de tiempo del d´ıa anterior.
Todos los me´todos probados se pueden ejecutar en un nodo centralizado (p.ej.,
servidor SON) o de manera distribuida, siempre y cuando los indicadores de
rendimiento de las celdas vecinas este´n disponibles. Estos indicadores pueden ser
facilitados por el nodo central de forma sencilla, ya que los para´metros se modifican
lentamente. Asimismo, los me´todos pueden aplicarse a otros escenarios pu´blicos
con femtoceldas de acceso abierto (p.ej., aeropuertos o centros comerciales).
Cap´ıtulo 4
Posicionamiento de femtoceldas
Habiendo observado que la posicio´n de las estaciones base condiciona el fun-
cionamiento de las te´cnicas de reparto de tra´fico, en este cap´ıtulo se aborda el
problema del posicionamiento de femtoceldas en entornos corporativos. Dicho pro-
blema es un caso particular del problema conocido como Antenna Placement Prob-
lem (APP), tratado profusamente en la bibliograf´ıa. En este trabajo, se aborda el
problema desde la perspectiva del reparto de tra´fico, con el propo´sito de encontrar
la mejor estrategia de despliegue que maximice el rendimiento de las te´cnicas de
alivio de congestio´n basadas en la modificacio´n de los ma´rgenes de traspaso.
Las estrategias de despliegue de femtoceldas de este trabajo han sido conce-
bidas para formar parte del proceso de planificacio´n de la red de acceso radio
en interiores. Su objetivo es mejorar la eficacia del proceso de optimizacio´n de
para´metros (en concreto, del balance de carga o reparto de tra´fico) aplicado du-
rante la operacio´n de la red.
El cap´ıtulo se estructura de la siguiente forma. En la Seccio´n 4.1 se realiza un
estudio preliminar del problema, que incluye el ana´lisis del estado de la investi-
gacio´n del APP y su extensio´n al entorno de interiores. Definido el contexto, en la
Seccio´n 4.2 se formula el problema del posicionamiento de femtoceldas, definiendo
una serie de criterios de disen˜o que se utilizan en la pra´ctica para fijar las posi-
ciones de las estaciones base en una red celular. Entre los criterios que se describen,
se incluye un nuevo criterio para maximizar la capacidad de reparto de tra´fico.
Seguidamente, en la Seccio´n 4.3 se realiza un ana´lisis preliminar sobre un simu-
lador esta´tico de red de interior para determinar un conjunto de reglas sencillas
que permitan al operador fijar la mejor posicio´n de las femtoceldas atendiendo a
diferentes criterios. Fruto de este ana´lisis, se obtiene un esquema de posicionamien-
to de femtoceldas para cada uno de los criterios definidos. En la Seccio´n 4.4 se
describen los experimentos realizados para evaluar el impacto de cada uno de los
criterios de posicionamiento en la capacidad de reparto de tra´fico de las te´cnicas de
balance de carga mediante el traspaso. Por u´ltimo, en la Seccio´n 4.5, se presentan
las conclusiones de este cap´ıtulo.
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4.1. Estado de la investigacio´n y la tecnolog´ıa
La seleccio´n del emplazamiento de cada nueva estacio´n base es la tarea ma´s
importante que deben realizar los operadores celulares durante la fase de plani-
ficacio´n. La ubicacio´n de una estacio´n base determina su rendimiento durante la
fase de operacio´n. Una ubicacio´n deficiente puede impedir la consecucio´n de los
niveles de servicio requeridos, no pudiendo compensarse mediante los procesos
de optimizacio´n durante la fase de operacio´n. Esta importancia justifica el gran
nu´mero de estudios dedicados a este problema.
El APP puede formularse como un problema de optimizacio´n discreta donde
las variables de disen˜o son las coordenadas (discretas) de las antenas y la funcio´n
objetivo puede ser cualquier combinacio´n de indicadores de rendimiento de red
que reflejen la cobertura, la capacidad y la calidad de conexio´n en la red. Debido
al gran taman˜o del espacio de soluciones y la interdependencia entre los nuevos
emplazamientos y los ya existentes, el problema pertenece a la clase de problemas
conocidos como NP -complejo (Non-deterministic Polynomial-time hard , NP -
hard) [60]. Por la complejidad de resolver el problema de manera exacta, el APP
suele resolverse de forma heur´ıstica.
Las contribuciones encontradas en la literatura para resolver este problema
pueden clasificarse segu´n el escenario considerado (exterior o interior), el criterio de
disen˜o utilizado para el posicionamiento de las antenas (cobertura, capacidad y/o
calidad), la tecnolog´ıa de acceso radio (Time Division Multiple Access/Frequency
Division Multiple Access, TDMA/FDMA, Wideband Code Division Multiple Ac-
cess, WCDMA o OFDMA) y el tipo de algoritmo utilizado para resolver el pro-
blema (exacto o heur´ıstico).
Un primer grupo de referencias intenta encontrar la mejor posicio´n para las
antenas en escenarios de exterior. Anderson et al. [61] usan un me´todo de recocido
simulado (Simulated Annealing, SA) para resolver el problema en un entorno de
microceldas TDMA/FDMA basa´ndose en indicadores de nivel de sen˜al. En [62],
la seleccio´n de emplazamientos WCDMA se formula como un problema de pro-
gramacio´n lineal entera con una funcio´n de coste basada en criterios de cobertura,
que se resuelve utilizando el me´todo de bu´squeda tabu´ (Tabu Search, TS). En [63],
el APP se resuelve para encontrar el mı´nimo nu´mero de antenas que garantiza un
nivel mı´nimo de sen˜al o, lo que es lo mismo, que garantiza un nivel de cobertura
en un a´rea dada. En [64], se proponen varios algoritmos gene´ticos para maximizar
la cobertura en GSM mientras se satisface un mı´nimo nivel de SINR. En [65] y
[66], se lleva a cabo un ana´lisis de sensibilidad del rendimiento de la red compro-
bando el impacto de la posicio´n de las antenas y su a´ngulo de inclinacio´n en la
capacidad ma´xima de una red WCDMA con distribucio´n de tra´fico irregular. En
[67], se proponen varios algoritmos heur´ısticos para resolver el APP con el objetivo
de minimizar conjuntamente los costes de instalacio´n, la calidad de la sen˜al y la
cobertura en una red WCDMA.
Un segundo grupo de referencias aplica los me´todos anteriores en escenarios
interiores. En algunos trabajos, el APP se formula para minimizar las pe´rdidas
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de trayecto (o, equivalentemente, maximizar la cobertura) y posteriormente se
resuelve utilizando un me´todo de optimizacio´n de propo´sito general, como, por
ejemplo, un algoritmo gene´tico [68], un me´todo de bu´squeda directa [69], recocido
simulado [70] o un me´todo heur´ıstico [71]. De forma similar a [63], en [72] se pro-
pone un modelo de programacio´n entera binaria para encontrar el mı´nimo nu´mero
de antenas que garantizan un mı´nimo nivel de SINR en los canales ascendente
y descendente en una red de interior Code Division Multiple Access (CDMA). En
[73], se presenta un me´todo heur´ıstico para posicionar las antenas en un escenario
WCDMA interior donde deben cumplirse unas condiciones mı´nimas de SINR
en los canales ascendente y descendente. Los estudios ma´s recientes se centran
en la optimizacio´n de la SINR en WCDMA utilizando me´todos exactos, como
la bu´squeda por fuerza bruta [74], o me´todos heur´ısticos, como el enjambre de
part´ıculas [75] y una aproximacio´n por reduccio´n [76]. En [77], se propone un
me´todo de posicionamiento de femtoceldas LTE para maximizar la tasa de trans-
misio´n media. Por u´ltimo, en [78], se propone un me´todo de posicionamiento de
femtoceldas para minimizar la potencia transmitida por los equipos mo´viles. Con
un objetivo completamente distinto, en [79, 80] se proponen me´todos para decidir
la mejor posicio´n para un emplazamiento WiFi que mejore la precisio´n de los
me´todos de localizacio´n de los equipos mo´viles en interiores.
La mayor´ıa de las referencias mencionadas se centran en la eficiencia com-
putacional del me´todo para encontrar la posicio´n o´ptima de las antenas, y en el
rendimiento de la solucio´n final propuesta. Sin embargo, no se realiza un ana´lisis
detallado de las caracter´ısticas del esquema de posicionamiento obtenido. En con-
secuencia, en ninguna de ellas se proponen reglas ba´sicas para llegar a soluciones
del APP que sean cercanas a la solucio´n o´ptima, sin la necesidad de realizar un
proceso de optimizacio´n en un escenario real. Adema´s, todas las referencias com-
parten como criterios de disen˜o la cobertura, la calidad de sen˜al y la capacidad
dada una distribucio´n espacial de tra´fico conocida. Con ello, no se ha encontra-
do en la literatura ningu´n estudio que evalu´e el impacto del posicionamiento de
antenas sobre las te´cnicas de reparto de tra´fico utilizadas para hacer frente a los
cambios de la distribucio´n de tra´fico.
En este trabajo, el objetivo no es definir un me´todo exacto y complejo para
el posicionamiento de femtoceldas en entornos corporativos. En escenarios macro-
celulares tiene sentido realizar un proceso de planificacio´n cuidadoso, porque, al
cubrir e´stos grandes a´reas, afectan a un gran nu´mero de usuarios. Las condiciones
de propagacio´n en estos entornos esta´n suficientemente estudiadas, y, una vez ca-
racterizadas, var´ıan poco con el tiempo. Ello justifica el uso de me´todos sofisticados
de bu´squeda de la solucio´n o´ptima al problema del posicionamiento de antenas.
Sin embargo, estas condiciones no se dan en los entornos de interior. Por un lado, el
gran nu´mero estaciones base a planificar en interior impide aplicar cualquier me´to-
do que sea complejo en te´rminos de computacio´n. Al mismo tiempo, de nada sirve
disponer de un me´todo de optimizacio´n muy preciso si los modelos del entorno
presentan inexactitudes por la complejidad de la propagacio´n en interiores.
En la bibliograf´ıa, la mayor´ıa de estudios recientes han tratado de extender
la metodolog´ıa de trabajo empleada en escenarios macrocelulares a escenarios
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de interior. Su principal aportacio´n son me´todos de optimizacio´n ma´s o menos
sofisticados para encontrar la disposicio´n de las estaciones base de interior que
maximice un determinado indicador.
La mayor parte de los indicadores empleados en la literatura para resolver
el problema de posicionamiento de estaciones base esta´n basados en criterios de
cobertura y calidad de conexio´n, y, ma´s espec´ıficamente para LTE, en RSRP y
SINR. Estos indicadores no tienen un impacto directo sobre la capacidad de
las te´cnicas de reparto de tra´fico mediante traspaso. Estas te´cnicas se consideran
de gran importancia en este tipo de redes, donde la falta de una planificacio´n
adecuada provoca que la aparicio´n de problemas de congestio´n sea algo habitual.
Para potenciar estas te´cnicas, es necesario disponer de un indicador que cuantifique
su capacidad de reparto de tra´fico, que pueda tenerse en cuenta en la resolucio´n
del problema de posicionamiento de femtoceldas.
En este cap´ıtulo, se pretende proporcionar un me´todo sencillo que ayude a
decidir la posicio´n adecuada de una femtocelda dentro de un edificio de oficinas.
As´ı, se persigue dar solucio´n al problema de posicionamiento de femtoceldas en un
edificio proporcionando una serie de estrategias de sencilla aplicacio´n para mejorar
diferentes indicadores de rendimiento, no solo los habitualmente utilizados, sino
tambie´n un indicador que pueda cuantificar la capacidad de reparto de tra´fico de
las te´cnicas basadas en modificacio´n de ma´rgenes de traspaso. Aunque para la
obtencio´n de estas estrategias se hace uso de modelos de propagacio´n y ca´lculos
de gran carga computacional, la aplicacio´n de estas estrategias debe basarse en la
aplicacio´n de una serie de reglas sencillas y que en ningu´n caso requiera ca´lculos
complejos. De esta forma, el posicionamiento de femtoceldas puede llevarse a cabo
sin necesidad de un conocimiento elevado ni unas herramientas sofisticadas.
4.2. Formulacio´n del problema
El problema de la seleccio´n de emplazamiento de las estaciones base de una
red celular se puede formular como un problema de optimizacio´n discreta, en
el que la funcio´n objetivo que se optimiza se corresponde con algu´n indicador
de rendimiento principal de la red [8]. En esta seccio´n se describen diferentes
criterios de disen˜o para seleccionar la mejor ubicacio´n de las femtoceldas en un
espacio de interior. Cada uno de los criterios propuestos tiene como fin optimizar
un cierto indicador de rendimiento de red. Todos los criterios aqu´ı presentados son
extensibles a la seleccio´n de emplazamientos de macroceldas.
Se describen cuatro criterios para seleccionar los emplazamientos de estaciones
base. Tres de ellos esta´n inspirados en la bibliograf´ıa, como son: a) la reduccio´n de
las pe´rdidas de trayecto (o, equivalentemente, el aumento de los niveles de sen˜al
recibida), para mejorar las condiciones globales de cobertura [68, 69, 70, 71], b)
el aumento de los promedios de SINR, para mejorar la eficiencia espectral del
sistema [77], y c) el incremento de los valores mı´nimos de SINR, como mejora
de las condiciones de los usuarios de borde de celda [72, 73]. El cuarto criterio,
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propuesto en este estudio, es el aumento del solapamiento entre celdas vecinas,
para mejorar la eficacia de las te´cnicas de reparto de tra´fico. En los siguientes
apartados se detallan las fo´rmulas de las funciones objetivos utilizadas en cada
uno de los criterios.
4.2.1. Mı´nima pe´rdida de trayecto media
La pe´rdida de trayecto media, PL (PathLoss), es una medida de la cobertura
obtenida por un esquema de posicionamiento dado. Este indicador se calcula como
el promedio de las pe´rdidas desde la celda servidora en cada punto del escenario,
expresado como
PL = Media
j
(mı´n
i
(PL(i, j))) , (4.1)
donde PL(i, j) son las pe´rdidas de trayecto (en dB), desde la femtocelda i hasta
el punto j del escenario, que dependen de la posicio´n de la femtocelda, la posicio´n
del punto y el entorno de propagacio´n, y la operacio´n mı´n(·) determina que la
celda servidora en un punto es aque´lla que ofrece las mı´nimas pe´rdidas de trayecto
en ese punto.
4.2.2. Ma´xima peor calidad de conexio´n
En este trabajo, el percentil del 10% de la distribucio´n global de SINR en
el canal descendente, L10%,DLSINR, se toma como una medida de los problemas
de calidad que aparecen en el borde de celda con un determinado esquema de
posicionamiento de estaciones base. Asumiendo que todas las femtoceldas utilizan
la misma PTX , que transmiten en el mismo ancho de banda y que el suelo de ruido
es despreciable, la SINR del canal descendente en cada punto del escenario j (en
dB) se puede aproximar por
SINRDL(j) ≃ −PL(s(j), j) + 10 · log
∑
∀i6=s(j)
Pcol(s(j), i) · 10
−
PL(i,j)
10 , (4.2)
donde s(j) es la femtocelda servidora en el punto j (es decir, la femtocelda con
menores pe´rdidas de trayecto en dicho punto), y Pcol(s(j), i) (de probabilidad de
colisio´n) es la probabilidad de que la femtocelda s(j) transmita en el mismo PRB
que la femtocelda i. En la mayor´ıa de las herramientas de planificacio´n de red,
Pcol(s(j), i) se aproxima por la tasa de ocupacio´n de PRB en la femtocelda i.
Una vez calculada la SINRDL en todos los puntos del escenario, se construye la
funcio´n de distribucio´n global de dicha variable agregando todas las muestras del
escenario, a partir de la cual se calcula el percentil del 10% tal que
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p(SINRDL(j) ≤ L10%,DLSINR) = 0.1 . (4.3)
En este caso, el valor obtenido depende de la posicio´n de las femtoceldas, del
entorno de propagacio´n y de la tasa de ocupacio´n de PRB de cada femtocelda.
4.2.3. Ma´xima calidad de conexio´n media
El promedio de la relacio´n sen˜al a ruido e interferencia en el enlace descendente
a lo largo del escenario, SINRDL, es una medida de la calidad de conexio´n ofrecida
a los usuarios con un determinado esquema de posicionamiento de estaciones base.
El indicador se calcula como la media de SINRDL en cada punto del escenario:
SINRDL =Media
j
(SINRDL(j)) , (4.4)
donde la SINRDL de cada punto se obtiene como en 4.2. El valor as´ı obtenido
depende de la posicio´n de las femtoceldas, del entorno de propagacio´n y de la tasa
de ocupacio´n de PRB de cada femtocelda.
4.2.4. Ma´ximo solapamiento entre celdas
En este u´ltimo criterio, el taman˜o de las a´reas de baja dominancia se usa para
estimar el grado de solapamiento entre femtoceldas obtenido con un determinado
esquema de posicionamiento. Se entiende que, en un punto j del escenario, existe
solapamiento entre celdas vecinas cuando la diferencia de las pe´rdidas de trayecto
entre la celda servidora y su vecina ma´s pro´xima es pequen˜a. Dicha situacio´n se
expresa de manera formal como
mı´n
k
(PL(k, j)− PL(s(j), j)) ≤ ∆PL ∀ k 6= s(j) , (4.5)
donde s(j) es la femtocelda servidora en el punto j y ∆PL es el umbral de pe´rdidas
de trayecto que determina las condiciones de baja dominancia. En este estudio,
∆PL = 3 dB.
El grado de solapamiento entre femtoceldas se cuantifica como la tasa global
de baja dominancia, LDR (Low Dominance Ratio), definida como
LDR =
NLD
N
, (4.6)
donde NLD es el nu´mero de puntos en baja dominancia y NE es el nu´mero total
de puntos del escenario. El valor de este indicador depende de la posicio´n de las
femtoceldas y del entorno de propagacio´n.
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4.3. Disen˜o de estrategias de posicionamiento de
femtoceldas
Tras establecer los criterios de disen˜o, en esta seccio´n se definen las pautas para
seleccionar la ubicacio´n de femtoceldas atendiendo a dichos criterios en escenarios
de oficinas. Dichas pautas no se formulan como un algoritmo cerrado, sino como
una serie de recomendaciones de cara´cter general que deben considerarse a la hora
de construir los planes de emplazamiento en estos escenarios. Tales recomenda-
ciones se deducen de una serie de experimentos realizados en un simulador esta´tico
de nivel de sistema. La aplicacio´n de dichas normas en el edificio considerado en
este trabajo da lugar a diferentes esquemas de posicionamiento, que se utilizan
despue´s para evaluar el impacto de la posicio´n de las femtoceldas en las te´cnicas
de reparto de tra´fico. En los siguientes apartados se presenta la metodolog´ıa de
ana´lisis seguida para deducir las reglas y los resultados obtenidos.
4.3.1. Metodolog´ıa de ana´lisis
El ana´lisis se realiza sobre el mismo escenario utilizado en el Cap´ıtulo 3, con-
sistente en un edificio de oficinas de 5 plantas. La dimensio´n de cada planta es de
50 x 50 m2, y cada una de ellas contiene 4 oficinas dispuestas de forma sime´trica
respecto al centro.
Al contrario del resto de experimentos, en este ana´lisis no se hace uso del
simulador dina´mico descrito en el Anexo A, sino u´nicamente del escenario y el
modelo de propagacio´n que se implementan en el mismo [57].
Para facilitar la extraccio´n de conclusiones, en este ana´lisis no se considera el
desvanecimiento lento. De esta manera, se asegura que los esquemas de localizacio´n
obtenidos dependen u´nicamente de la geometr´ıa del escenario, y no de aspectos
aleatorios, como la realizacio´n espec´ıfica de las pe´rdidas de desvanecimiento lento.
Asimismo, para el ca´lculo de la SINR, se considera una distribucio´n espacial de
tra´fico uniforme y una carga del sistema completa (es decir, utilizacio´n de PRB
del 100%), de forma que Pcol(i, j) = 1 ∀ i, j.
Con estas consideraciones, se resuelve el APP en los escenarios considerados
para cada uno de los criterios de disen˜o de la Seccio´n 4.2. En cada caso, el objetivo
es optimizar el indicador correspondiente, con la u´nica restriccio´n de que exista
una femtocelda por oficina. De esta manera, se obtienen 4 esquemas de ubicacio´n
de femtoceldas, que describen las posiciones de las femtoceldas que maximizan
cada uno de los criterios establecidos. Estos cuatro esquemas, a los que se nom-
bra como CL (Coverage Layout), WSL (Worst-case SINR Layout), ASL (Average
SINR Layout) y OvL (Overlapping Layout), son la solucio´n al APP con los cri-
terios de pe´rdida de trayecto media mı´nima, peor calidad de conexio´n ma´xima,
calidad de conexio´n media ma´xima y solapamiento entre femtoceldas ma´ximo,
respectivamente.
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Figura 4.1: Rejilla de posibles posiciones para las femtoceldas.
Para resolver cada instancia del APP, se emplea un me´todo de bu´squeda
exhaustiva por fuerza bruta. Por razones de eficiencia computacional, la bu´squeda
del esquema o´ptimo de localizacio´n de femtoceldas para cada criterio se divide en
tres etapas.
En una primera etapa, la bu´squeda se limita a un escenario de una sola planta.
As´ı, en esta etapa, se obtiene la posicio´n de las 4 femtoceldas que optimiza el
criterio correspondiente asumiendo que no hay femtoceldas en otras plantas. Para
reducir el espacio de soluciones, se limita la posicio´n de las femtoceldas a un
conjunto de puntos discreto. Para ello, el a´rea de cada oficina se divide en una
rejilla de 13 puntos, que indican las posibles posiciones de las femtoceldas, tal como
muestra la Figura 4.1. El nu´mero finito de posibles posiciones para las femtoceldas
podr´ıa reflejar las restricciones debidas al cableado del edificio (puntos de acceso a
la red ele´ctrica y telefo´nica) o restricciones de mantenimiento, como se contemplan
en [81]. Como la posicio´n de cada femtocelda se reduce a 13 puntos candidatos,
la bu´squeda de la posicio´n o´ptima para las 4 femtoceldas de una planta requiere
evaluar el rendimiento de 28561 (= 13x13x13x13) esquemas de posicionamiento
distintos. Obse´rvese co´mo algunas posiciones se alojan dentro de las habitaciones
de las esquinas del edificio. Para cada esquema de posicionamiento, se calculan los
cuatro indicadores de rendimiento descritos (es decir, PL, L10%,DLSINR, SINRDL
y LDR) en todas las posibles posiciones de los usuarios. Dichas posiciones de
usuario se definen por una rejilla de 51 x 51 puntos que cubre las 4 oficinas con
un metro de resolucio´n, tal como muestra la Figura 4.2. En las figuras anteriores,
se establece la numeracio´n de las oficinas del escenario de 1 planta, que se utiliza
ma´s adelante para interpretar los resultados del ana´lisis.
En una segunda etapa, se extiende el ana´lisis a una segunda planta. Con este
propo´sito, se an˜ade una nueva planta con 4 oficinas encima de la planta original. El
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Figura 4.2: Rejilla de posibles posiciones de los usuarios.
objetivo de esta segunda etapa es doble. En primer lugar, se pretende comprobar el
impacto de las femtoceldas de una planta superior (inferior) sobre el rendimiento
de las femtoceldas de una planta inferior (superior). En segundo lugar, y ma´s
importante, se busca comprobar si incluir femtoceldas en otras plantas hace que
el patro´n de posicionamiento o´ptimo obtenido para una planta sea distinto.
La inclusio´n de 4 nuevas femtoceldas an˜ade 4 nuevos grados de libertad en el
disen˜o, cada uno de ellos con 13 posibles posiciones. En consecuencia, el nuevo
nu´mero de posibles combinaciones ser´ıa de 138. Para reducir la carga computa-
cional, el espacio de soluciones se reduce fijando la posicio´n de las femtoceldas
en una de las plantas (oficinas 1-4) a sus posiciones en la solucio´n o´ptima para
una planta. De esta forma, las u´nicas femtoceldas con libertad de movimiento son
las de la nueva planta, y el nu´mero de diferentes combinaciones vuelve a ser de
134. Aun as´ı, el nu´mero de casos a evaluar es 4 veces mayor que para el caso de
1 planta, ya que la posicio´n de las femtoceldas de la primera planta es distinta
para los 4 indicadores bajo estudio. El precio a pagar por fijar la posicio´n de 4
de las 8 femtoceldas es la imposibilidad de encontrar la solucio´n o´ptima para el
caso de dos plantas. Una vez definidas las posiciones de las femtoceldas, se realiza
el ca´lculo de los indicadores utilizando la rejilla de puntos de usuario extendida a
ambas plantas.
Llegado este punto, se dispone de unas reglas de disen˜o para escenarios de
1 y 2 plantas. Haciendo uso del conocimiento adquirido, en una tercera etapa
se construye un esquema de posicionamiento de femtoceldas para el escenario
completo (con 5 plantas y 4 femtoceldas por planta) para cada uno de los criterios
de disen˜o. Por desgracia, el gran taman˜o del espacio de soluciones hace inviable
la bu´squeda de la mejor solucio´n de manera exacta. Encontrar la mejor posicio´n
para 5 x 4 = 20 femtoceldas requerir´ıa calcular el valor de cada indicador en todas
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las posiciones de usuario del escenario para 1320 esquemas de localizacio´n, algo
que, obviamente, es inviable desde el punto de vista computacional. Por ello, al
contrario que las soluciones anteriores, los esquemas de posicionamiento obtenidos
en esta tercera etapa no son el resultado de un proceso de optimizacio´n. No existe,
por tanto, garant´ıa de que el esquema obtenido en el escenario completo para cada
criterio corresponda al esquema de posicionamiento o´ptimo para ese criterio. Aun
as´ı, a posteriori, se demuestra que la extensio´n de las reglas obtenidas para 1 y 2
plantas al caso de 5 plantas lleva a soluciones que presentan un rendimiento muy
alto en base al criterio empleado.
En esta tercera etapa, se impone una restriccio´n adicional que asegure que
la solucio´n final no favorezca a los usuarios de una oficina a expensas de los de
otra, aunque de esta manera se aumentara el rendimiento global de la red. Esta
restriccio´n de equidad entre oficinas se utiliza para descartar las soluciones que,
construidas con los criterios de disen˜o expuestos, sean injustas entre oficinas. Con
ello, se pretende que, al igual que ocurre en la planificacio´n de una red real, no se
perjudiquen grupos de usuarios segu´n su posicio´n en el escenario.
4.3.2. Resultados del ana´lisis
En este apartado se analizan los esquemas de posicionamiento de femtoceldas
obtenidos con la metodolog´ıa del apartado anterior. Primero, se realiza un ana´li-
sis cualitativo de las soluciones de posicionamiento obtenidas con cada criterio
de disen˜o. Para cada criterio, se presenta, sobre un plano del edificio, la disposi-
cio´n o´ptima de la femtoceldas para 1, 2 y 5 plantas. El objetivo de este ana´lisis
cualitativo es identificar las propiedades que debe tener un plan de posiciones de
femtoceldas que maximice cada uno de los criterios de disen˜o. Posteriormente, se
presenta un ana´lisis cuantitativo, donde se compara el valor de los indicadores
de rendimiento en el escenario completo de 5 plantas para los distintos esque-
mas de posicionamiento. Los objetivos de este ana´lisis cuantitativo son: a) validar
las reglas heur´ısticas obtenidas del ana´lisis cualitativo, demostrando que, con su
aplicacio´n, es posible obtener un buen valor del indicador correspondiente a cada
criterio, y b) cuantificar el deterioro de los indicadores de rendimiento cuando se
emplean esquemas de posicionamiento disen˜ados con otros criterios. Durante todo
el estudio, se presta especial atencio´n al esquema de posicionamiento construido
con el indicador de solapamiento propuesto en este trabajo.
4.3.2.1. Mı´nima pe´rdida de trayecto media (CL)
Las Figuras 4.3(a)-(c) muestran el esquema de posicionamiento de femtoceldas
que minimiza PL (es decir, CL) para 1, 2 y 5 plantas, respectivamente. En la
Figura 4.3 (a) se presenta CL para 1 planta. Tal como se describe en el apartado
anterior, en el ana´lisis de 1 planta, la solucio´n mostrada es la que presenta mı´nimo
PL de todas las combinaciones posibles de las posiciones de las femtoceldas en las
oficinas 1, 2, 3 y 4. De la figura, se deduce que la posicio´n o´ptima de las femtoceldas
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(a) CL (1 planta) (b) CL (2 plantas) (c) CL (5 plantas)
Figura 4.3: Posicio´n de las femtoceldas que minimiza las pe´rdidas del camino.
(marcada con c´ırculos) debe estar lo ma´s centrada posible dentro de la oficina a la
que pertenece. Es resen˜able el hecho de que la posicio´n de las femtoceldas no es la
misma en todas las oficinas, sino que dos de ellas se acercan a las zonas comunes
para cubrir mejor las mismas, mientras que las otras dos se acercan a la habitacio´n
de la esquina, que es la zona ma´s aislada en el interior de cada oficina.
La Figura 4.3(b) ilustra el esquema de posicionamiento CL para el escenario de
dos plantas. Recue´rdese que, en este caso, solo las femtoceldas de la planta 2 tienen
libertad de movimiento, mientras que las femtoceldas de la planta 1 han quedado
fijadas a la solucio´n obtenida en el caso de 1 planta. La posicio´n de las femtoceldas
de la planta 1 se representa mediante un c´ırculo, mientras que las femtoceldas de
la planta 2 se representan por un aspa. Como puede apreciarse, la posicio´n de las
femtoceldas de la planta 2 que optimiza PL es exactamente igual a la obtenida
para la planta 1. Este resultado es lo´gico, ya que las pe´rdidas de trayecto en cada
punto dependen de la celda servidora y e´sta rara vez se encuentra en otra planta,
debido a la gran atenuacio´n introducida por el forjado (FL = 17 dB, como se
muestra en la Tabla (A.1) del Anexo A [57]). De esta u´ltima observacio´n, puede
deducirse que, en lo que a las pe´rdidas de trayecto de la celda servidora se refiere,
la existencia de femtoceldas en una planta no afecta a la posicio´n o´ptima de las
femtoceldas del resto de plantas.
Por consiguiente, las reglas ba´sicas deducidas de las soluciones o´ptimas de 1 y
2 plantas son que:
1. La posicio´n de cada femtocelda debe ser lo ma´s centrada posible dentro del
a´rea de cobertura prevista (en este caso, su oficina).
2. La pe´rdida de trayecto media puede reducirse desplazando ligeramente la
posicio´n de la femtocelda, acerca´ndola a zonas ma´s aisladas dentro del a´rea
de cobertura (p.ej., habitaciones apartadas o zonas comunes, como pasillos
o recibidores).
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3. El problema de posicionamiento de femtoceldas en un edificio de varias
plantas en te´rminos de cobertura puede separarse en problemas de posi-
cionamiento independientes, uno por cada planta.
Con estas reglas ba´sicas, y viendo los esquemas obtenidos para 1 y 2 plan-
tas, resulta evidente que el esquema de posicionamiento CL para 5 plantas es el
mostrado en la Figura 4.3(c). Este esquema es el resultado de replicar el esquema
obtenido para 1 planta en las 5 plantas del edificio. Como puede comprobarse, CL
(5 plantas) cumple las reglas 1) y 2), que establecen que cada femtocelda debe
estar centrada dentro de su oficina con un pequen˜o desplazamiento para cubrir las
zonas ma´s aisladas dentro del edificio. Asimismo, teniendo en cuenta que, segu´n
la regla 3), el posicionamiento puede realizarse de forma independiente para cada
planta, y que la solucio´n de cada planta es ide´ntica a la confirmada como o´ptima
para 1 planta, puede concluirse sin haber evaluado todas las combinaciones posi-
bles de femtoceldas en 5 plantas que, en este caso, la CL (5 plantas) es adema´s el
esquema o´ptimo para este criterio.
4.3.2.2. Ma´xima peor calidad de conexio´n (WSL)
Las Figuras 4.4(a)-(c) muestran el esquema de posicionamiento de femtoceldas
que maximiza L10%,DLSINR (es decir, WSL) para 1, 2 y 5 plantas, respectivamen-
te. En la Figura 4.4 (a) se ilustra la solucio´n obtenida para WSL en 1 planta.
Se advierte que, para incrementar el percentil del 10% de SINR en una plan-
ta, es necesario distribuir las femtoceldas de forma asime´trica. Un ana´lisis ma´s
minucioso (no mostrado aqu´ı) refleja que, con ese posicionamiento asime´trico de
las femtoceldas, se asegura que en las a´reas del escenario donde el nivel de sen˜al
de la celda servidora es bajo (distribuidor central y pasillos), la sen˜al de una de
las femtoceldas domina claramente respecto a la de las otras. Para conseguirlo,
es necesario forzar que la posicio´n de las femtoceldas sea tal que la sen˜al de to-
das las femtoceldas distintas a la servidora deba traspasar el ma´ximo nu´mero de
muros posible para alcanzar esas a´reas problema´ticas en te´rminos de cobertura.
Como puede comprobarse en la figura, las femtoceldas de las oficinas 1 y 3 domi-
nan en el distribuidor central por cercan´ıa. Al mismo tiempo, las femtoceldas de
esas oficinas esta´n situadas en una de las esquinas de su sala, lo que causa que la
atenuacio´n desde las mismas hasta los pasillos horizontales sea muy alta, al tener
que traspasar 2 muros. En estas condiciones, las femtoceldas de las oficinas 2 y 4
dominan claramente en los pasillos horizontales. Esta dominancia clara en a´reas
de borde de celda asegura un valor alto de L10%,DLSINR, que en cierta manera
mide la calidad de los peores usuarios del escenario.
En la Figura 4.4(b) se muestra la solucio´n obtenida para WSL en el escenario
de 2 plantas, donde se fijan las femtoceldas de la primera planta a la posicio´n
obtenida por WSL en 1 planta, mostrada en la Figura 4.4 (a). Las femtoceldas
de la primera planta esta´n representadas por un c´ırculo, mientras que las de la
segunda planta lo esta´n por un aspa. Como en el caso de CL, la solucio´n obtenida
para la segunda planta es ide´ntica a la obtenida para la primera. Sin embargo,
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(a) WSL (1 planta) (b) WSL (2 plantas) (c) WSL (5 plantas)
Figura 4.4: Posicio´n de las femtoceldas que maximiza la calidad de conexio´n peor.
en este caso, el problema no puede tratarse de forma independiente para cada
planta. Por el contrario, alineando verticalmente la posicio´n de las femtoceldas en
distintas plantas se asegura una diferencia de sen˜al constante y muy elevada entre
femtoceldas de distintas plantas, que asegura que la interferencia procedente de
femtoceldas de otras plantas sea despreciable (concretamente, 17 dB menor que
la sen˜al de la celda servidora, ya que FL = 17 dB).
En consecuencia, las reglas ba´sicas deducidas de las soluciones o´ptimas de 1 y
2 plantas son que:
1. Un posicionamiento asime´trico de las femtoceldas respecto a a´reas comunes
favorece una dominancia clara en las zonas con peor cobertura en el borde
de celda, lo que incrementa L10%,DLSINR.
2. Una vez identificada que´ femtocelda sirve cada zona problema´tica, es con-
veniente aislar dichas zonas del resto de femtoceldas, posicionando e´stas de
forma que el nu´mero de muros que debe traspasar la sen˜al de ellas para llegar
a estas a´reas sea el ma´ximo posible.
3. El alineamiento vertical de las femtoceldas de distintas plantas consigue que
la interferencia procedente de femtoceldas de otras plantas sea despreciable.
Considerando estas reglas, y viendo los esquemas obtenidos para 1 y 2 plantas,
se deduce que el esquema de posicionamiento de femtoceldas WSL ma´s adecua-
do para 5 plantas es el mostrado en la Figura 4.4(c). Este esquema se consigue
repitiendo la solucio´n obtenida para 1 planta en las 5 plantas del edificio. De es-
ta forma, WSL (5 plantas) cumple las relgas 1) y 2) y, con ello, se asegura que,
dentro de cada planta, la dominancia de las femtoceldas en las zonas de borde es
clara. Alineando verticalmente la posicio´n de las femtoceldas (es decir, repitien-
do el mismo esquema en todas las plantas) se asegura que la interferencia de las
femtoceldas del resto de plantas sea despreciable.
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(a) ASL (1 planta) (b) ASL (2 plantas) (c) ASL (5 plantas)
Figura 4.5: Posicio´n de las femtoceldas que maximiza la calidad de conexio´n media.
4.3.2.3. Ma´xima calidad de conexio´n media (ASL)
En las Figuras 4.5(a)-(c) se presenta el esquema de posicionamiento de fem-
toceldas que minimiza SINRDL (es decir, WSL) para 1, 2 y 5 plantas, respecti-
vamente. La Figura 4.5 (a) muestra la solucio´n obtenida para ASL en 1 planta.
En una primera inspeccio´n, se observa que, cuando se considera 1 planta, ASL
sigue unos principios similares a los que segu´ıa WSL. Situando las femtoceldas de
las oficinas 2 y 4 en la habitacio´n ma´s aislada de su oficina, se asegura que para
una gran parte del escenario, el trayecto recorrido desde cualquier femtocelda que
no es la servidora atraviesa al menos 2 muros. Como consecuencia, el indicador
SINRDL se incrementa.
La Figura 4.5(b) presenta la solucio´n obtenida para ASL en el escenario de 2
plantas, donde se fijan las femtoceldas de la primera planta a la posicio´n obtenida
en la anterior etapa (Figura 4.5 (a)). Las femtoceldas de la primera y la segunda
planta esta´n representadas por un c´ırculo y un aspa, respectivamente. Al contrario
de lo que ocurr´ıa para los criterios CL y WSL, en ASL para 2 plantas, la posicio´n
de las femtoceldas de la primera y segunda planta no es la misma. Se observa
que, cuando se an˜ade una nueva planta, las femtoceldas se posicionan siguiendo
los mismos principios que en el caso de la primera planta, pero intercambiando
la posicio´n de las femtoceldas de las oficinas 1 y 3 por la de las oficinas 2 y 4.
Con estos cambios, se trata de aislar, en la medida de lo posible, la femtocelda de
una oficina de la femtocelda de la misma oficina de la planta inferior. Siguiendo
este criterio se consigue que la interferencia que introducen las femtoceldas en otra
planta sea ma´xima en las zonas de borde y mı´nima en el resto del a´rea. Por tanto,
se mejora la SINR de la mayor parte del a´rea de servicio a costa de deteriorar la
SINR en las zonas de borde de celda. De esta forma, se incrementa SINRDL al
mismo tiempo que se empeora L10%,DLSINR.
As´ı, las reglas ba´sicas deducidas de las soluciones o´ptimas de 1 y 2 plantas son
que:
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1. La femtoceldas deben posicionarse de forma que el aislamiento de sus a´reas
de servicio sea el ma´ximo posible.
2. El aislamiento debe ser ma´s alto en las zonas donde existan ma´s usuarios (en
este caso que se considera tra´fico uniforme, de forma que se maximice el a´rea
donde el aislamiento sea grande). Si, como en este caso, las a´reas de fuerte
dominancia son ma´s amplias que las zonas de borde, el posicionamiento debe
dar prioridad a las a´reas de fuerte dominancia.
3. Para mejorar el aislamiento en las zonas deseadas, es aconsejable posicionar
las femtoceldas de forma que se interpongan tantos muros como sea posible
entre la femtocelda y las a´reas de servicio ajenas.
4. Se deben posicionar las femtoceldas de forma que el aislamiento entre fem-
toceldas de distintas plantas sea tambie´n ma´ximo en la mayor a´rea posible.
Sin embargo, la influencia de las femtoceldas de otras plantas es significa-
tivamente menor que la de las femtoceldas de la propia planta, por lo que
esta u´ltima regla debe cumplirse solo si no se hace en detrimento de las
anteriores.
La Figura 4.5 (c) ilustra la solucio´n ASL propuesta para 5 plantas. Como
puede apreciarse, esta solucio´n, aunque cumple con la mayor´ıa de las reglas de
disen˜o dadas, tiene diferencias significativas con las soluciones de 1 y 2 plantas.
La principal razo´n para que as´ı sea es la restriccio´n de equidad entre oficinas
impuesta para el disen˜o de la solucio´n final de 5 plantas. Resulta evidente que las
soluciones o´ptimas para 1 y 2 plantas benefician al criterio de disen˜o en el escenario
completo, en detrimento del rendimiento de algunas oficinas. As´ı, las oficinas 2 y 4
en la planta 1, y las oficinas 1 y 3 en la planta 2, al situarse sus femtoceldas dentro
de la estancia de la esquina, presentan un rendimiento ma´s bajo que el resto de
oficinas. Se tratan e´stas, por tanto, de soluciones no equitativas y, en consecuencia,
que no cumplen con el criterio de equidad impuesto.
Para llegar a la solucio´n presentada en la Figura 4.5(c), que evita llegar a
una solucio´n donde unas oficinas se favorecen respecto a otras, se han seguido las
siguientes pautas:
a) No deben situarse unas femtoceldas en el interior de las habitaciones de las
esquinas del edificio y otras fuera, ya que esto produce una situacio´n de dese-
quilibrio en el rendimiento de la red en cada una de ellas.
b) Deben situarse las femtoceldas de forma que se aseguren condiciones de visio´n
directa en su a´rea de servicio prevista (para as´ı minimizar las pe´rdidas de
trayecto a la celda servidora), al tiempo que se oculte de otras a´reas de servicio
aprovechando las esquinas de la sala (para as´ı maximizar las pe´rdida de trayecto
a las celdas interferentes).
c) Para garantizar un aislamiento alto en la mayor parte del a´rea de cobertura,
y puesto que cada una de las femtoceldas ha de tener visio´n directa en su
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(a) OvL (1 planta) (b) OvL (2 plantas) (c) OvL (5 plantas)
Figura 4.6: Posicio´n de las femtoceldas que maximiza el solapamiento entre celdas.
a´rea de servicio prevista, se propone realizar un alineamiento vertical entre las
femtoceldas de distintas plantas. Esto garantiza un aislamiento constante de
17 dB (FL).
Puesto que la posicio´n de las femtoceldas de las oficinas 1 y 3 de la planta 1
cumplan las pautas 1) y 2), su posicio´n equivalente en las oficinas 2 y 4 se reutiliza.
Como puede verse en el plano, siguiendo este esquema, el aislamiento con 2 de las
3 femtoceldas interferentes dentro de la propia planta es muy alto, ya que la sen˜al
tiene que traspasar ma´s de 2 muros. En el escenario de 5 plantas, este esquema
de posicionamiento se replica para el resto de plantas, siguiendo la pauta 3). Ma´s
adelante, se muestra que este esquema consigue el valor ma´s alto del indicador
SINRDL en comparacio´n con el resto de esquemas.
4.3.2.4. Ma´ximo solapamiento entre femtoceldas (OvL)
En las Figuras 4.6(a)-(c) se muestra el esquema de posicionamiento de femto-
celdas que maximiza LDR (es decir, OvL) para 1, 2 y 5 plantas, respectivamente.
En la Figura 4.6 (a) puede verse la solucio´n obtenida para el escenario de 1 planta.
De la figura, puede deducirse que LDR se maximiza colocando las femtoceldas de
forma sime´trica respecto a las zonas comunes y tan cerca entre ellas como sea
posible. El posicionamiento sime´trico respecto a las zonas comunes asegura que el
solapamiento en estas a´reas sea ma´ximo, ya que ambas femtoceldas atraviesan los
mismos obsta´culos para llegar a estas zonas.
La Figura 4.6(b) muestra la solucion OvL obtenida para el escenario de 2
plantas, manteniendo las femtoceldas de la primera planta en la posicio´n obtenida
para OvL de 1 planta. De nuevo, las femtoceldas de la primera y segunda planta
se representan con un c´ırculo y un aspa, respectivamente. Se observa que, como
ocurre para ASL, la posicio´n de las femtoceldas es distinta en ambas plantas. La
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posicio´n de las femtoceldas de la segunda planta sigue cumpliendo las condiciones
de simetr´ıa respecto a las zonas comunes. Sin embargo, en la segunda planta se
situ´an en el interior de la habitacio´n de la esquina del edificio. Con esta ubicacio´n,
se trata de reducir el nivel de sen˜al en partes de su propia a´rea de servicio, con el
fin de crear zonas de baja dominancia con las femtoceldas de la planta inferior, a
pesar de la atenuacio´n introducida por el forjado.
Por consiguiente, las reglas ba´sicas deducidas de las soluciones de 1 y 2 plantas
son que:
1. Las femtoceldas de una misma planta deben situarse de forma sime´trica
respecto a las zonas comunes.
2. Las femtoceldas de distintas plantas deben situarse tan alejadas entre s´ı como
sea posible, de forma que, a pesar del aislamiento del forjado, aparezcan
zonas en las que las femtoceldas de distintas plantas ofrezcan niveles de
sen˜al similares.
En la Figura 4.6 (c) se muestra la propuesta de solucio´n OvL en el escenario
de 5 plantas. Los c´ırculos representan las femtoceldas de las plantas 1, 3 y 5, los
cuadrados representan las femtoceldas de la planta 2 y los tria´ngulos representan
las femtoceldas de la planta 4. Como en el caso de ASL, para evitar soluciones que
no traten por igual todas las oficinas, las femtoceldas no se situ´an en el interior
de la habitacio´n de la esquina. Siguiendo la primera regla, en todas las plantas,
la posicio´n de las femtoceldas es sime´trica respecto a las zonas comunes, lo que
maximiza el a´rea de baja dominancia (y, con ello, el solapamiento) dentro de la
propia planta. Entre distintas plantas, se colocan las femtoceldas lo ma´s alejadas
posible, tanto de las femtoceldas de su misma oficina en la planta inferior, como
de las femtoceldas de su misma oficina en la planta superior. Esta es la razo´n por
la que se alternan las femtoceldas entre plantas consecutivas, tal como se aprecia
en la figura.
4.3.2.5. Comparacio´n del rendimiento de los esquemas de posi-
cionamiento
A continuacio´n se evalu´a el rendimiento de cada uno de los esquemas de posi-
cionamiento disen˜ados para el escenario de 5 plantas. Con ello, se pretende validar
las reglas de disen˜o para cada uno de los criterios, comprobando que los escenarios
obtenidos con ellas cumplen con el propo´sito para el que fueron disen˜ados. La
Tabla 4.1 compara el rendimiento de todos los esquemas construidos en el esce-
nario de 5 plantas (CL, WSL, ASL y OvL). Como referencia de comparacio´n, se
incluye el esquema original (nombrado OrL, de Original Layout) utilizado en el
Cap´ıtulo 3, que se muestra en la Figura A.2. Para cada uno de los esquemas, se
presenta el valor de los indicadores PL, L10%,DLSINR, SINRDL y LDR.
Como cabe esperar, los esquemas CL, WSL, ASL y OvL consiguen el mejor va-
lor para el indicador para el que fueron disen˜ados (resaltado en negrita en la tabla).
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Tabla 4.1: Rendimiento de los distintos esquemas de posicionamiento en 5 plantas.
Esquema PL [dB] L10%,SINRDL [dB] SINRDL [dB] LDR [ %]
OrL 60.50 0.92 7.98 14.41
CL 59.29 0.83 8.99 11.95
WSL 62.52 2.70 8.99 6.48
ASL 59.39 0.74 9.01 13.03
OvL 60.84 -1.25 7.27 21.23
El esquema original, OrL, muestra valores intermedios de todos los indicadores,
pudiendo considerarse como una solucio´n de compromiso entre los criterios de
cobertura y calidad del enlace radio. En particular, L10%,DLSINR y SINRDL son
1.7 dB y 1 dB menores que los mejores resultados obtenidos por WSL y ASL,
respectivamente. Adema´s, PL de OrL es 1.21 dB mayor que el mejor resultado,
obtenido por CL. Igualmente, es el me´todo que obtiene el mayor valor de LDR,
exceptuando el del escenario OvL.
Por su parte, CL presenta el valor ma´s bajo de PL (59.29 dB), pero, en cambio,
presenta valores bajos de los indicadores L10%,DLSINR y LDR. Por el contrario,
WSL presenta un valor muy alto de L10%,DLSINR (2.70 dB), a costa de obtener
valores mucho peores de PL y LDR. En el caso de ASL, presenta el mejor va-
lor de SINRDL (9.01 dB), a pesar de que se descarto´ una solucio´n mejor para
mantener la equidad entre oficinas. Como contrapartida, ASL obtiene un valor
bajo de L10%,DLSINR. Por u´ltimo, OvL consigue un valor mucho mayor de LDR
que el resto (21.23%), a expensas de deteriorar el resto de indicadores. Espec´ıfi-
camente, LDR es un 50% ma´s alto que en OrL, que es el segundo mejor esquema
en te´rminos de solapamiento. Sin embargo, PL, L10%,DLSINR y SINRDL en OvL
son 1.5 dB, 4 dB y 1.7 dB peores que el mejor valor obtenido por CL, WSL y
ASL, respectivamente.
4.4. Pruebas
En las secciones anteriores se describen diversas estrategias de posicionamien-
to de femtoceldas para optimizar distintos indicadores globales de rendimiento.
Cada una de las estrategias ha dado lugar a un esquema de posicionamiento de
femtoceldas en un edificio que optimiza un determinado indicador de cobertu-
ra, interferencia o solapamiento. En esta seccio´n se presentan las pruebas para
comprobar la influencia del posicionamiento de las femtoceldas en las te´cnicas
de reparto de tra´fico presentadas en el Cap´ıtulo 3. Con ello, se pretende validar
la estrategia de posicionamiento de femtoceldas que maximiza la tasa de baja
dominancia, comprobando si dicha estrategia mejora la capacidad de alivio de
congestio´n de las te´cnicas de reparto de tra´fico. Aprovechando el indicador de
solapamiento propuesto, se muestra co´mo las te´cnicas de reparto que modifican
la potencia de transmisio´n afectan al solapamiento entre celdas, y, con ello, a la
capacidad de repartir tra´fico mediante el traspaso.
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A continuacio´n se presenta la metodolog´ıa experimental, describiendo cada
uno de los experimentos realizados. Posteriormente se analizan los resultados
obtenidos.
4.4.1. Metodolog´ıa experimental
Los experimentos de esta seccio´n se realizan sobre el mismo simulador dina´mi-
co que se utilizo´ para validar las te´cnicas de reparto de tra´fico en el Cap´ıtulo 3,
descrito en el Anexo A. El escenario consta de un emplazamiento macrocelular
con 3 sectores, en cuya a´rea de cobertura se situ´a un edificio de oficinas con 5
plantas y 4 femtoceldas por planta. La distribucio´n espacial de usuarios es uni-
forme en las macroceldas, mientras que en el interior del edificio es uniforme o no
uniforme dependiendo del experimento. En el caso de tra´fico no uniforme, algunas
femtoceldas presentan graves problemas de congestio´n.
Se realizan tres experimentos distintos. En el primero de ellos (experimento
B1), se simulan los diferentes esquemas de posicionamiento de femtoceldas pro-
puestos en el Cap´ıtulo 4 en condiciones de tra´fico uniforme con los para´metros de
red configurados por defecto. Con ello, se pretende identificar la mejor estrategia
de posicionamiento de femtoceldas cuando no existen problemas de congestio´n
en la red, provocados por una distribucio´n de usuarios irregular. En el segundo
experimento (B2), se simulan los mismos esquemas de posicionamiento, pero con
distribucio´n de tra´fico no uniforme. Para solventar los problemas de congestio´n
que aparecen, se ejecutan varios lazos de optimizacio´n de la te´cnica de reparto de
tra´fico mediante traspaso (MTSFC). Con ello, se trata de identificar el esquema
de posicionamiento que consigue un mayor alivio de congestio´n. En el u´ltimo de
los experimentos (B3), se simula la te´cnica de reparto de tra´fico mediante poten-
cia (CTS) con el esquema de posicionamiento original, centrando el estudio en la
evolucio´n del indicador de solapamiento. Con ello, se pretende mostrar que ajus-
tando la potencia de transmisio´n se puede cambiar las condiciones de solapamiento
entre celdas, y, con ello, la capacidad de repartir tra´fico mediante el traspaso. A
continuacio´n se detallan los para´metros de las distintas simulaciones.
4.4.1.1. Experimento B1: Esquemas de posicionamiento sin reparto de
tra´fico
En este primer experimento, los 5 esquemas de posicionamiento de femtocel-
das descritos en la Seccio´n 4.3.2 (OrL, CL, WSL, ASL y OvL) se simulan con
una distribucio´n de usuarios uniforme en el escenario. El objetivo es evaluar el
rendimiento de cada uno de ellos en un escenario limitado por interferencia con
tra´fico uniforme, donde, por tanto, no conviene repartir tra´fico entre femtoceldas
vecinas. Con este propo´sito, la poblacio´n de usuarios se configura de forma que la
tasa de ocupacio´n media de PRB sea aproximadamente del 50% para todas las
femtoceldas. Este porcentaje de utilizacio´n de PRB en todas las femtoceldas es lo
suficientemente elevado para producir un alto nivel de interferencia.
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Como no es preciso repartir tra´fico entre celdas, se simula un u´nico lazo de
optimizacio´n, de 1 hora de tiempo de red, con cada uno de los esquemas de posi-
cionamiento propuestos. En dicho lazo, los ma´rgenes de traspaso y la potencia
de transmisio´n de las femtoceldas se configuran a sus valores por defecto (en este
trabajo, -3 dB y potencia ma´xima).
4.4.1.2. Experimento B2: Reparto de tra´fico mediante traspaso con
distintos esquemas de posicionamiento
En este segundo experimento, se evalu´a el rendimiento de la te´cnica de reparto
de tra´fico MTSFC para los 5 esquemas de posicionamiento de femtoceldas con
tra´fico no uniforme. El objetivo es identificar la estrategia de posicionamiento que
ma´s favorece el reparto de tra´fico. Las pruebas demostrara´n que la estrategia que
es o´ptima para tra´fico uniforme deja de serlo para tra´fico no uniforme. Por este
motivo, se trata de cuantificar el grado de no uniformidad a partir del cual la
estrategia o´ptima de posicionamiento cambia. Para ello, se realiza una extensa
campan˜a de simulaciones en la que las estrategias de posicionamiento se prueban
con una distribucio´n espacial de usuarios que var´ıa desde una distribucio´n uniforme
hasta una distribucio´n extremadamente irregular.
Las distribuciones de usuarios no uniformes se construyen mediante una me-
dia ponderada de las distribuciones de dos casos extremos. El primer escenario
extremo, al que se nombra como escenario regular, es la distribucio´n de usuarios
utilizada en el experimento B1, donde la carga de todas las femtoceldas es la mis-
ma. El segundo escenario extremo, al que se nombra escenario irregular, se trata de
la distribucio´n de usuarios utilizada para validar las te´cnicas de reparto de tra´fico
en el experimento A3. Esta distribucio´n presenta las siguientes caracter´ısticas:
a) La mayor´ıa de los usuarios se concentra en una de las oficinas, lo que causa
graves problemas de congestio´n en su correspondiente femtocelda y, por tan-
to, hace necesario el uso de una te´cnica de reparto de tra´fico para aliviar la
congestio´n.
b) El resto de usuarios se concentran en las oficinas adyacentes a dicha oficina,
tanto en las oficinas de la misma planta como en las plantas inmediatamente
superior e inferior. Este hecho dificulta el reparto de tra´fico con las celdas
vecinas, adema´s de incrementar los niveles de interferencia.
De forma cuantitativa, en este caso peor, el 87% de los usuarios comienzan sus
conexiones en una de las oficinas de la planta central, el 12% lo hace en el resto de
oficinas de la planta central, y el 1% restante lo hace en el resto de plantas. Con
esta distribucio´n de tra´fico y con la configuracio´n por defecto de los para´metros,
la carga de las femtoceldas var´ıa desde menos de un 1% de utilizacio´n de PRB
(femtoceldas de las plantas 1 y 5) hasta un 85% (femtocelda de la oficina 3 en la
planta central).
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Una vez definidos los dos casos extremos, el nu´mero total de usuarios para las
distribuciones intermedias se define como
Nintermedio = (1− x) ·Nregular + x ·Nirregular , (4.7)
donde Nintermedio es el nu´mero total de usuarios para el escenario intermedio,
Nregular y Nirregular son el nu´mero total de usuarios en el escenario regular e irregu-
lar, respectivamente, y x es el peso que indica co´mo de irregular es la distribucio´n,
siendo x = 0 para el escenario regular del experimento B1 y x = 1 para el escenario
irregular del experimento A3 (caso peor). Asimismo, se define la probabilidad de
que un usuario comience su conexio´n en una oficina i como
Pintermedio(i) = (1− x) · Pregular(i) + x · Pirregular(i) , (4.8)
donde Pintermedio(i) es la probabilidad de que un usuario inicie su conexio´n en la
oficina i en el escenario intermedio, y Pregular(i) y Pirregular(i) son la probabili-
dad de que un usuario inicie su conexio´n en la oficina i en el escenario regular e
irregular, respectivamente. En las pruebas, se comparan los resultados de 11 dis-
tribuciones espaciales de usuarios, correspondientes al caso uniforme (x = 0), no
uniforme (x = 1) y 9 casos intermedios (x = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9).
Para cada distribucio´n de usuario, se simulan 25 lazos de optimizacio´n de la te´cni-
ca de reparto de tra´fico MTSFC con los 5 esquemas de posicionamiento (OrL, CL,
WSL, ASL y OvL).
4.4.1.3. Experimento B3: Reparto de tra´fico mediante potencia con
esquema de posicionamiento original
Habiendo identificado que los esquemas de posicionamiento con un indicador
de solapamiento alto son los que presentan una mayor capacidad de reparto de
tra´fico, en este tercer experimento se estudia co´mo el solapamiento en una red
puede alterarse ajustando la potencia de transmisio´n de las femtoceldas. Te´ngase
en cuenta que, en una red ya desplegada, la ubicacio´n de las femtoceldas podr´ıa
no haberse realizado siguiendo criterios de solapamiento. En estas condiciones,
cualquier te´cnica de reparto de tra´fico que, durante la fase de operacio´n, permita
modificar de forma flexible el solapamiento entre celdas es extremadamente u´til.
En este sentido, cabe recordar que la te´cnica MTSFC no modifica el solapamiento
entre femtoceldas, por lo que su capacidad de reparto de tra´fico esta´ limitada por
el esquema de posicionamiento de femtoceldas elegido en la fase de despliegue.
PTS, por el contrario, modifica la potencia de transmisio´n de las femtoceldas, lo
que afecta directamente a las condiciones de solapamiento entre celdas y, en con-
secuencia, a la capacidad de reparto de tra´fico de MTSFC con una disposicio´n de
femtoceldas dada. Es por esto que, utilizando MTSFC y PTS de forma combinada
(como en CTS) pueden superarse las limitaciones de ambas te´cnicas, mejorando
as´ı los resultados obtenidos por estas te´cnicas de forma separada.
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Para estudiar el impacto del solapamiento en estas te´cnicas, y el impacto de
e´stas sobre el indicador de solapamiento basado en la tasa de baja dominancia,
LDR, se simulan 50 lazos de optimizacio´n de la te´cnica CTS (combinacio´n de
MTSFC y PTS). En las pruebas, la distribucio´n espacial de usuarios es no uni-
forme, correspondiendo al caso peor (x = 1, segu´n el experimento B2). Las femto-
celdas se disponen en las esquinas interiores de cada oficina, como en el escenario
de referencia descrito en la Seccio´n 4.3.2 (solucio´n OrL). Como se mostro´ en la
Tabla 4.1, este esquema de posicionamiento de femtoceldas OrL no es el que mayor
solapamiento entre celdas presenta. Con esta configuracio´n, se pretende mostrar
co´mo se puede mejorar la efectividad del reparto de tra´fico en un escenario ya
desplegado con la te´cnica PTS.
Al igual que en el cap´ıtulo anterior, en todos los experimentos, se mide el
rendimiento global de la red a trave´s de la tasas de usuarios insatisfechos, UUR,
llamadas bloqueadas, BR, y pe´rdida de conexio´n, OR. Todos estos indicadores se
calculan al final de cada lazo de optimizacio´n para poder analizar la trayectoria del
proceso de ajuste de para´metros. Como en anteriores experimentos, se desactiva
el mecanismo de ca´ıda de llamada.
4.4.2. Resultados
En esta seccio´n se presentan los resultados de los experimentos B1, B2 y B3, en
los que se analiza la influencia de las estrategias de posicionamiento de femtocelda
en las te´cnicas de reparto de tra´fico.
4.4.2.1. Experimento B1: Esquemas de posicionamiento sin reparto de
tra´fico
La Tabla 4.2 muestra los valores de BR, OR y UUR para los distintos esquemas
de posicionamiento de femtoceldas con una distribucio´n de usuarios uniforme y los
para´metros de red configurados por defecto. En la u´ltima columna puede apreciarse
que los valores ma´s bajos de UUR se obtienen para el esquema de posicionamiento
original (OrL) y el construido en base a criterios de cobertura (CL). Como se infiere
de la tercera columna, esto es debido principalmente al bajo valor de OR obtenido
con estas configuraciones. WSL y ASL presentan un rendimiento ligeramente peor
con esta distribucio´n de tra´fico, aunque las diferencias no son significativas.
Por el contrario, OvL es el esquema que obtiene peores resultados, tanto de
UUR, como de OR y BR. Esto es debido a que un alto valor de solapamiento
entre celdas produce niveles altos de interferencia, lo que degrada la calidad de la
sen˜al. Dicha degradacio´n se traduce en un incremento de OR. Adema´s, el deterioro
de la calidad de sen˜al provoca que se haga uso de esquemas de modulacio´n y
codificacio´n ma´s robustos, que implican un uso menos eficiente de los recursos.
Esta pe´rdida de eficiencia espectral se traduce en una mayor tasa de ocupacio´n de
la red, que se refleja en un incremento de BR. Como resultado de ambos deterioros,
se incrementa UUR.
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Tabla 4.2: Rendimiento de la red con distribucio´n de tra´fico uniforme.
Escenario BR [ %] OR [ %] UUR [ %]
OrL (original) 0.08 0.41 0.49
CL (mı´nimas pe´rdidas de propagacio´n) 0.02 0.49 0.51
WSL (ma´ximo percentil 10% de SINR) 0.13 0.67 0.79
ASL (ma´xima SINR media) 0.04 0.68 0.72
OvL (ma´ximo solapamiento) 0.44 2.32 2.74
Tabla 4.3: Rendimiento de la red con distribucio´n de tra´fico no uniforme.
Escenario UUR(1) [ %] UUR(25) [ %] ∆UURr [ %]
OrL (original) 17.20 12.30 28.48
CL (mı´nimas pe´rdidas de propagacio´n) 15.55 10.55 32.14
WSL (ma´ximo percentil 10% de SINR) 18.18 12.86 29.27
ASL (ma´xima SINR media) 17.68 12.45 29.54
OvL (ma´ximo solapamiento) 14.00 5.67 59.49
Puede concluirse as´ı que, cuando la distribucio´n de usuarios es uniforme, los
esquemas de posicionamiento de femtoceldas disen˜ados para maximizar el sola-
pamiento presentan un peor rendimiento que aquellos disen˜ados para optimizar
indicadores de cobertura o SINR.
4.4.2.2. Experimento B2: Reparto de tra´fico mediante traspaso con
distintos esquemas de posicionamiento
Cuando se evalu´an los esquemas de posicionamiento de femtoceldas con tra´fi-
co no uniforme, los resultados cambian dra´sticamente. La Tabla 4.3 presenta los
valores de UUR obtenidos por MTSFC con los esquemas de posicionamiento de
femtoceldas propuestos en la Seccio´n 4.3.2, para la distribucio´n espacial de usuarios
ma´s irregular. En concreto, se presentan los valores de UUR despue´s del primer la-
zo de optimizacio´n (configuracio´n inicial), UUR(1), y tras 25 lazos de optimizacio´n
(configuracio´n optimizada tras el proceso de ajuste para´metros), UUR(25). Para
cuantificar la mejora conseguida tras el proceso de reparto de tra´fico, una tercera
columna muestra la mejora relativa de UUR, ∆UURr, calculada como
∆UURr =
UUR(1) − UUR(25)
UUR(1)
. (4.9)
Comparando los valores de UUR de la Tabla 4.3 con los del Tabla 4.2, se
concluye que el rendimiento de la red es sensiblemente peor cuando el tra´fico se
distribuye de forma irregular. De la segunda columna, que muestra el valor de
UUR con la configuracio´n de para´metros por defecto, se deduce que, al contrario
de lo que ocurre con tra´fico uniforme, con tra´fico no uniforme, OvL consigue el
mejor rendimiento de la red incluso cuando el proceso de reparto de tra´fico no
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ha comenzado. Ma´s espec´ıficamente, UUR(1) = 14% para OvL, mientras que
UUR(1) = 15.55% para el mejor del resto de los esquemas (en esta situacio´n,
OrL). Au´n ma´s importante es el hecho de que, tras el proceso de optimizacio´n con
MTSFC, el esquema OvL presenta valores de UUR significativamente ma´s bajos
que el resto de esquemas. En particular, UUR(25) = 5.67% para OvL, que es casi
la mitad de lo conseguido por MTSFC con el mejor del resto de esquemas (en este
caso, 10.55% para CL). De estos resultados, puede concluirse que el rendimiento
global del esquema OvL es superior al del resto de esquemas, ya que, aunque
OvL es ligeramente peor cuando el tra´fico es uniforme, los resultados con una
distribucio´n de tra´fico irregular son significativamente mejores.
Hasta este momento, se han presentado los resultados de MTSFC con los dis-
tintos esquemas de posicionamiento con tra´fico uniforme (x = 0, Tabla 4.2) y no
uniforme extremo (x = 1, Tabla 4.3). Para conocer a partir de que´ grado de no
uniformidad en la distribucio´n espacial de usuarios el esquema de posicionamiento
OvL supera al resto de esquemas, se repiten las simulaciones con distribuciones de
usuarios intermedias entre el caso uniforme y el caso no uniforme extremo. En la
Tabla 4.4 se muestran los resultados de los distintas esquemas de posicionamiento
con dichas distribuciones, donde x representa el grado de no uniformidad (p.ej.,
x = 0.1 corresponde a una distribucio´n casi uniforme, mientras que x = 0.9 co-
rresponde a una distribucio´n muy irregular). De esta manera, las distribuciones
de usuario ma´s irregulares se presentan en la parte de abajo de la tabla.
En un primer examen de los resultados, se comprueba que OvL obtiene ra´pida-
mente resultados mejores que el resto de esquemas de posicionamiento conforme
crece el valor de x. As´ı, para x = 0.1, se observa que, aunque OvL es el peor
esquema (como ocurr´ıa en el caso uniforme), su valor de UUR(25) esta´ ahora muy
cerca de los obtenidos por el resto de esquemas. Para x = 0.2, so´lo el esquema CL,
con UUR(25) = 2.37, presenta mejores resultados que el esquema OvL, con el que
UUR(25) = 2.82. Para x = 0.3, el esquema OvL ya es el que presenta menor UUR
tras el proceso de optimizacio´n, con UUR(25) = 9.04, y esta diferencia con el resto
de esquemas crece au´n ma´s cuando aumenta el valor de x.
La mismo tendencia se aprecia en los valores de incremento relativos de UUR
mostrados en la cuarta columna. Con x = 0.2, OvL ya es el esquema que realiza un
reparto de tra´fico ma´s efectivo, reduciendo UUR en un 34.87%. Dicha superioridad
se hace ma´s evidente conforme aumenta el valor de x.
Para completar el estudio, en la Figura 4.7 se muestra el valor de UUR al final
del proceso de optimizacio´n para las diferentes distribuciones de tra´fico y esquemas
de posicionamiento incluyendo las distribuciones de tra´fico extremas, x = 0 y
x = 1. Se aprecia claramente co´mo, a partir de x = 0.2, el esquema que distribuye
las femtoceldas para maximizar el solapamiento obtiene mejor rendimiento de red,
alcanza´ndose mejoras de hasta un 4.9% de UUR para x = 1.
Estos resultados son una clara evidencia de la superioridad de la estrategia de
posicionamiento de femtoceldas que trata de maximizar el solapamiento, frente a
la optimizacio´n de otros indicadores, cuando la distribucio´n de tra´fico deja de ser
uniforme, incluso aunque el grado de no uniformidad en la distribucio´n espacial de
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Tabla 4.4: Rendimiento de la red con distintas distribuciones espaciales de usuarios.
Escenario UUR(1) [ %] UUR(25) [ %] ∆UURr [ %] x
OrL (original) 2.99 2.13 28.76
CL (mı´nimas pe´rdidas de propagacio´n) 1.97 1.33 32.49
WSL (ma´ximo percentil 10% de SINR) 2.58 2.23 13.57 0.1
ASL (ma´xima SINR media) 2.23 1.48 33.63
OvL (ma´ximo solapamiento) 3.25 2.66 18.15
OrL (original) 4.44 3.32 25.23
CL (mı´nimas pe´rdidas de propagacio´n) 3.53 2.37 32.86
WSL (ma´ximo percentil 10% de SINR) 4.02 3.36 16.42 0.2
ASL (ma´xima SINR media) 3.67 2.96 19.35
OvL (ma´ximo solapamiento) 4.33 2.82 34.87
OrL (original) 11.36 10.78 5.11
CL (mı´nimas pe´rdidas de propagacio´n) 10.56 9.49 10.13
WSL (ma´ximo percentil 10% de SINR) 11.06 10.49 5.15 0.3
ASL (ma´xima SINR media) 11.61 10.55 9.13
OvL (ma´ximo solapamiento) 11.52 9.04 21.53
OrL (original) 16.47 13.87 15.79
CL (mı´nimas pe´rdidas de propagacio´n) 15.05 12.13 19.40
WSL (ma´ximo percentil 10% de SINR) 16.36 14.21 13.14 0.4
ASL (ma´xima SINR media) 15.65 12.90 17.57
OvL (ma´ximo solapamiento) 15.41 10.91 29.20
OrL (original) 21.66 19.41 10.39
CL (mı´nimas pe´rdidas de propagacio´n) 20.27 17.89 11.74
WSL (ma´ximo percentil 10% de SINR) 21.62 19.81 8.37 0.5
ASL (ma´xima SINR media) 21.49 19.01 11.54
OvL (ma´ximo solapamiento) 20.67 16.34 20.95
OrL (original) 24.58 23.20 5.61
CL (mı´nimas pe´rdidas de propagacio´n) 22.80 21.76 4.56
WSL (ma´ximo percentil 10% de SINR) 25.19 24.28 3.61 0.6
ASL (ma´xima SINR media) 24.48 22.96 6.21
OvL (ma´ximo solapamiento) 22.96 20.37 11.28
OrL (original) 27.78 23.92 13.89
CL (mı´nimas pe´rdidas de propagacio´n) 25.57 22.30 12.79
WSL (ma´ximo percentil 10% de SINR) 26.79 24.76 7.58 0.7
ASL (ma´xima SINR media) 27.29 23.18 15.06
OvL (ma´ximo solapamiento) 25.31 18.18 28.17
OrL (original) 25.56 22.62 11.50
CL (mı´nimas pe´rdidas de propagacio´n) 24.18 21.76 10.01
WSL (ma´ximo percentil 10% de SINR) 25.33 24.38 3.75 0.8
ASL (ma´xima SINR media) 25.03 22.76 9.07
OvL (ma´ximo solapamiento) 23.02 17.55 23.76
OrL (original) 25.32 20.83 17.73
CL (mı´nimas pe´rdidas de propagacio´n) 22.89 18.83 17.74
WSL (ma´ximo percentil 10% de SINR) 25.37 22.64 10.76 0.9
ASL (ma´xima SINR media) 25.02 20.70 17.27
OvL (ma´ximo solapamiento) 21.92 13.92 36.50
usuarios sea relativamente baja. Cabe destacar la importancia de este resultado,
ya que, en una red real, la distribucio´n espacial de tra´fico dif´ıcilmente es uniforme,
especialmente en el caso de redes de femtoceldas, donde el proceso de planificacio´n
rara vez tiene en cuenta la demanda de tra´fico.
4.4.2.3. Experimento B3: Reparto de tra´fico mediante potencia con
esquema de posicionamiento original
Una vez se ha demostrado que el solapamiento entre celdas es beneficioso
para resolver problemas de congestio´n en interiores, se investigan aquellas te´cni-
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Figura 4.7: Tasa de usuarios insatisfechos con distintos esquemas de posicionamiento y
distribuciones espaciales de usuarios.
cas de reparto de tra´fico que modifican el solapamiento sobre un esquema de
posicionamiento que ya existe. Como se ha sen˜alado, MTSFC no modifica el so-
lapamiento entre celdas. Sin embargo, PTS (y, por tanto, CTS) s´ı cambia el sola-
pamiento, al cambiar la potencia de transmisio´n de las femtoceldas. Estos cambios
en el a´rea de servicio, cuando sirven para aumentar las zonas de baja dominancia,
pueden ayudar a salvar las limitaciones del reparto de tra´fico en un determinado
esquema de posicionamiento de femtoceldas. Para comprobar la mejora del reparto
de tra´fico con PTS, se simula la te´cnica CTS sobre el esquema OrL con una dis-
tribucio´n de tra´fico irregular (x = 1). En la Figura 4.8 se muestran las evoluciones
de UUR (eje primario) y el indicador de solapamiento LDR (eje secundario) du-
rante 25 y 50 iteraciones de MTSFC y CTS, respectivamente. Para simplificar el
ana´lisis, se muestran solo los indicadores en la femtocelda sobrecargada (femtocel-
da 9 del escenario del experimento A3), puesto que es en esta femtocelda donde
la capacidad de reparto de tra´fico tiene un mayor impacto sobre el rendimiento
global de la red.
En la figura, se observa que la te´cnica MTSFC se estanca tras 5 lazos de opti-
mizacio´n, cuando UUR(5) = 12%. De un ana´lisis ma´s detallado se desprende que
la te´cnica MTSFC no es capaz de reducir ma´s el valor de UUR una vez que los
usuarios de la femtocelda congestionada situados en las a´reas de solapamiento han
sido enviados hacia femtoceldas vecinas. Cuando la te´cnica utilizada es MTSFC,
estas a´reas solapadas son menores, y no cambian, como puede deducirse del in-
dicador de solapamiento. Se observa co´mo LDR = 5% durante todo el proceso
de optimizacio´n, confirmando que MTSFC no afecta al solapamiento entre celdas.
Esta es la razo´n por la que MTSFC tiene una capacidad de reparto de tra´fico
limitada sobre el esquema OrL.
Por el contrario, CTS (es decir, la combinacio´n de MTSFC y PTS) reduce
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Figura 4.8: Tasas de usuarios insatisfechos y baja dominancia para la femtocelda ma´s
cargada con distintas te´cnicas de reparto de tra´fico en el escenario original.
UUR desde un 17.2% hasta un 8%. En CTS, los cambios de PTX llevados a cabo
por PTS (lazos 5, 6, 7 y 27) incrementan LDR desde un 5% hasta un 57%. Los
incrementos de LDR en estos lazos coinciden con los lazos donde actu´a PTS, una
vez que que MTSFC no propone ningu´n cambio. As´ı, CTS, a trave´s de PTS, crea
nuevas a´reas de solapamiento en el esquema OrL, donde es posible repartir el
tra´fico entre la femtocelda congestionada y sus femtoceldas vecinas. Por tanto, en
la te´cnica combinada CTS, PTS aumenta la capacidad de reparto de tra´fico de
MTSFC, potenciando el alivio de congestio´n conseguido.
Conviene precisar que, aunque en el experimento realizado PTS agranda el
a´rea de solapamiento, esto no tiene por que´ ser siempre as´ı. El objetivo de PTS es
desplazar la frontera entre una femtocelda y sus adyacentes, desplazando con ello
la zona de solapamiento entre ellas. As´ı, el a´rea de esta nueva zona de solapamiento
no es necesariamente mayor que la anterior. Para estudiar en que´ situacio´n PTS
aumenta el solapamiento entre celdas, los cambios producidos por el ajuste de
potencia en una femtocelda congestionada se desglosan en dos efectos:
1. por un lado, se reduce el a´rea de solapamiento en la celda congestionada
porque, de la zona del a´rea de servicio que presenta baja dominancia con sus
celdas vecinas, se desprende una fraccio´n que pasa a formar parte del a´rea
de servicio de estas u´ltimas;
2. por otro lado, se incrementa el a´rea de solapamiento en la celda congestio-
nada porque, al reducir su potencia de transmisio´n, aparecen nuevas zonas
en su a´rea de servicio donde la dominancia es baja.
Cuando el segundo de los efectos domina frente al primero, el indicador de
solapamiento LDR aumenta tras aplicar PTS, como ocurre en el experimento
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realizado. Por el contrario, cuando el primero de los efectos domina frente al se-
gundo, el indicador de solapamiento LDR decrece. No obstante, cabe destacar
que, aunque LDR se reduzca tras PTS, el a´rea de solapamiento perdida pasa a
pertenecer a femtoceldas adyacentes. Este resultado se traduce en un reparto de
tra´fico, al que hay que sumar la nueva a´rea de solapamiento sobre la que podra´ ac-
tuar de nuevo MTSFC. Por ello, tras una iteracio´n de PTS, el trasvase de tra´fico
desde la femtocelda congestionada a sus vecinas siempre sera´ positivo, sea cual sea
el nuevo valor de LDR. Este u´ltimo valor reflejara´ el beneficio de aplicar MTSFC
en posteriores lazos de optimizacio´n.
4.5. Conclusiones
En este cap´ıtulo se han presentado varias estrategias de posicionamiento de
femtoceldas LTE para escenarios de interior. Como principal aportacio´n, se ha
presentado una nueva estrategia para posicionar las femtoceldas que aumenta el
solapamiento entre femtoceldas vecinas para mejorar la eficacia de las te´cnicas de
reparto de tra´fico con el traspaso.
Un estudio preliminar sobre un simulador esta´tico ha permitido definir una
serie de pautas para definir los emplazamientos de la femtoceldas en un edificio,
de modo que maximicen distintos criterios de rendimiento de red. Entre estos cri-
terios, se ha propuesto un nuevo indicador que cuantifica el solapamiento entre las
femtoceldas, basado en el taman˜o de las a´reas de baja dominancia. Haciendo uso
de este conjunto de reglas, el operador de red puede encontrar la mejor disposicio´n
de la femtoceldas segu´n un determinado criterio, sin necesidad de realizar ca´lculos
complejos o utilizar herramientas de planificacio´n sofisticadas.
La utilidad de estas reglas ha quedado demostrada con la obtencio´n de un
esquema de posicionamiento en el escenario considerado para cada uno de los cri-
terios definidos. Cada uno de estos esquemas de posicionamiento ha obtenido el
valor ma´ximo del indicador de rendimiento para el que fue disen˜ado. Posteriormen-
te, haciendo uso del simulador descrito en el Anexo A, se ha realizado un ana´lisis
del rendimiento de la te´cnica de balance de tra´fico mediante traspaso sobre cada
uno de estos esquemas.
Los resultados han mostrado que, cuando la distribucio´n de tra´fico es uniforme,
el esquema disen˜ado para maximizar el solapamiento presenta el peor rendimiento
en te´rminos de tasa de usuarios insatisfechos. Espec´ıficamente, con esta estrategia,
se ha obtenido un valor cuatro veces mayor de los indicadores de las tasa de bloqueo
de llamadas y pe´rdida de conexio´n que el obtenido cuando las femtoceldas se
posicionan para optimizar los criterios de cobertura o calidad de conexio´n. Sin
embargo, cuando la distribucio´n de usuarios no es uniforme, el esquema disen˜ado
para maximizar el solapamiento entre femtoceldas obtiene el mejor rendimiento
una vez que el proceso de reparto de tra´fico se ha llevado a cabo. En el caso ma´s
extremo de la distribucio´n de usuarios no uniforme, la tasa de usuarios insatisfechos
medida tras el reparto de tra´fico mediante modificacio´n de ma´rgenes de traspaso,
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en el esquema de posicionamiento basado en solapamiento, es un 40% menor que
en el mejor de los otros esquemas de posicionamiento.
El esquema de posicionamiento que maximiza solapamiento no solo consigue
mejores resultados para distribuciones de tra´fico extremadamente irregulares. Los
resultados obtenidos demuestran que en escenarios con una distribucio´n de tra´fico
no tan irregular, el rendimiento conseguido por este esquema de posicionamiento es
mejor que para el resto de esquemas. As´ı, para x > 0.2 (donde x = 0 corresponde a
una distribucio´n uniforme y x = 1 corresponde a la distribucio´n extremadamente
irregular de los experimentos del cap´ıtulo anterior), el rendimiento de este esquema
de posicionamiento es siempre mayor que el obtenido para el resto de esquemas.
Ma´s espec´ıficamente, para valores de x superiores a 0.6, la tasa de usuarios insa-
tisfechos tras el reparto de tra´fico mediante modificacio´n de ma´rgenes de traspaso
es siempre, al menos, un 5% menor para el escenario original que para el mejor
de los otros esquemas.
Por u´ltimo, los resultados de los experimentos han mostrado que ajustar la
potencia de transmisio´n de las femtoceldas para modificar las a´reas de dominancia
de las mismas, ayuda a mejorar el rendimiento de las te´cnicas de reparto de tra´fico
mediante modificacio´n de ma´rgenes de traspaso. En el escenario estudiado, el
ajuste de la potencia de las femtoceldas ha permitido aumentar por diez el taman˜o
del a´rea de solapamiento entre celdas, lo que potencia la capacidad de reparto
de tra´fico mediante modificacio´n de ma´rgenes de traspaso. Este comportamiento
justifica el uso conjunto de las te´cnicas que modifican la potencia de transmisio´n de
las celdas y los ma´rgenes de traspaso para distribuir tra´fico en redes de femtoceldas
LTE.

Cap´ıtulo 5
Conclusiones
En este cap´ıtulo de cierre se presentan las principales conclusiones de esta
tesis. La Seccio´n 5.1 resume las contribuciones ma´s relevantes del trabajo. La
Seccio´n 5.2 presenta diferentes l´ıneas de continuacio´n del trabajo aqu´ı presentado.
Por u´ltimo, en la Seccio´n 5.3 se enumera la lista de publicaciones generadas durante
el desarrollo de esta tesis.
5.1. Principales contribuciones
En los u´ltimos an˜os, la proliferacio´n de tele´fonos inteligentes y tabletas ha
provocado un incremento exponencial de la demanda de servicios en movilidad.
Esta tendencia ha acelerado el despliegue de la tecnolog´ıa LTE, incrementando la
complejidad de las redes mo´viles, que se ha convertido en uno de los principales
cuellos de botella que frena el e´xito de las nuevas tecnolog´ıas de acceso radio. Esta
complejidad aumenta con la instalacio´n de redes de femtoceldas para mejorar el
servicio en interiores. Con ello, ha crecido el intere´s de los operadores en todas
aquellas te´cnicas que permitan automatizar las tareas de gestio´n de la red.
En los escenarios de interior, la imposibilidad de realizar un proceso de plan-
ificacio´n cuidadoso hace que aparezcan con cierta frecuencia problemas de con-
gestio´n. Estos problemas, analizados ampliamente en redes de macroceldas, apare-
cen ahora en entornos de oficinas, que presentan caracter´ısticas distintas a los en-
tornos de macrocelda, y que hacen necesaria la bu´squeda de nuevas soluciones.
Adema´s, en el caso de las femtoceldas, a diferencia de las estaciones base conven-
cionales, la ausencia de un operario que monitorice su rendimiento y ajuste sus
para´metros a los cambios del entorno, hacen que el disen˜o de te´cnicas de redes
autoorganizadas sea de gran intere´s.
En esta tesis se ha realizado un profundo trabajo de bu´squeda, ana´lisis y expe-
rimentacio´n de soluciones para el problema de la congestio´n en redes corporativas
de femtoceldas LTE. Es en estos entornos, donde el esquema de acceso abierto
permite el reparto de tra´fico entre los distintos elementos de la red.
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El trabajo se ha iniciado con un estudio de la tecnolog´ıa LTE, las redes de
femtoceldas y las te´cnicas SON aplicadas a este tipo de redes. El ana´lisis del
estado de la investigacio´n y la tecnolog´ıa ha mostrado que los trabajos en este
a´mbito se han centrado en el uso de femtoceldas en entornos residenciales, donde
las femtoceldas se configuran con acceso cerrado, y, por tanto, el reparto de tra´fico
no es posible. Por este motivo, no existen estudios relevantes sobre el reparto de
tra´fico en femtoceldas.
Como parte de la formulacio´n del problema, se ha presentado un experimento
de balance de carga en una red comercial LTE. El ana´lisis de esta prueba de campo
ha servido para sen˜alar las limitaciones de las te´cnicas de reparto de tra´fico basadas
en el traspaso. Estas limitaciones, propias de LTE, han resaltado la necesidad de
realizar la modificacio´n de ma´rgenes de traspaso con extremada precaucio´n, para
as´ı evitar una degradacio´n excesiva de los indicadores de calidad de sen˜al de la
red.
Posteriormente se han disen˜ado varias te´cnicas de reparto de tra´fico para re-
des de femtoceldas LTE corporativas. Las te´cnicas propuestas permiten aliviar los
problemas de congestio´n distribuyendo la demanda de tra´fico entre femtoceldas
vecinas. Con este objetivo, los me´todos descritos modifican las a´reas de servicio
de las celdas de interior ajustando los ma´rgenes de traspaso y/o las potencias de
transmisio´n de las femtoceldas, de forma que parte del tra´fico de las femtocel-
das ma´s cargadas se desplace hacia femtoceldas vecinas. Para contrarrestar las
limitaciones del balance de carga en LTE, se han an˜adido diversas restricciones
que limitan la degradacio´n de la calidad de conexio´n causada por el reparto de
tra´fico. Estas restricciones pueden ser fijas o adaptarse a las condiciones de cada
adyacencia mediante el ana´lisis de trazas de conexio´n, para lo que se ha disen˜ado
un nuevo indicador (SINRHO). Para simplificar su especificacio´n, los me´todos se
han desarrollado mediante controladores de lo´gica difusa, que pueden combinarse
para potenciar sus efectos.
Los me´todos de reparto de tra´fico propuestos se han validado en un simulador
de femtoceldas LTE de nivel de sistema desarrollado espec´ıficamente en esta tesis.
Con esta campan˜a de simulaciones, se ha analizado el comportamiento de los
algoritmos disen˜ados y se han validado sus efectos en el rendimiento global de
la red. Los resultados han demostrado la robustez de las te´cnicas propuestas, que
siempre mejoran el rendimiento de la red en diferentes condiciones de tra´fico y para
distintas posiciones de las femtoceldas. De todas ellas, la estrategia de reparto que
alterna los ajustes de los ma´rgenes de traspaso y la potencia de las femtoceldas
(te´cnica CTS) ha presentado los mejores resultados si se desean minimizar los
cambios de las condiciones de cobertura en la red. Adema´s, la estrategia que
cambia los ma´rgenes de traspaso con freno adaptativo (estrategia MTSAC) ha
demostrado que puede alcanzar los mismos resultados con una modificacio´n de
ma´rgenes ma´s eficaz.
Esta primera parte que estudia y formula me´todos para el reparto de tra´fico ha
puesto de manifiesto la importancia de la posicio´n de las femtoceldas, no solo en la
calidad de servicio ofrecida al usuario, sino tambie´n en la capacidad de reparto de
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tra´fico de las te´cnicas de alivio de congestio´n disen˜adas. Por ello, la segunda parte
del trabajo se ha centrado en el problema del posicionamiento de femtoceldas.
En los entornos residenciales estudiados hasta la fecha, no suele realizarse un
trabajo de planificacio´n minucioso, ya que la ubicacio´n de la femtocelda depende
del usuario. Sin embargo, en las redes de femtoceldas corporativas, s´ı es probable
que, aunque no se realice un estudio exhaustivo en busca de un emplazamiento
o´ptimo, se fije la posicio´n de las femtoceldas teniendo en cuenta aspectos te´cnicos.
En esta segunda parte, el principal objetivo ha sido ofrecer un conjunto de
reglas sencillas que puedan utilizarse a modo de gu´ıa para posicionar las femto-
celdas, sin necesidad de aplicar un proceso de ana´lisis sofisticado. Con este fin, se
ha realizado un ana´lisis de la literatura sobre el problema del posicionamiento de
antenas. De este ana´lisis, se ha concluido que, aunque existen numerosos estudios
que abordan el problema del posicionamiento de antenas tanto en interiores como
exteriores, ninguno de ellos ofrece un conjunto de reglas ba´sicas a seguir para lle-
var a cabo dicho posicionamiento. Adema´s, se ha comprobado que los algoritmos
tradicionales tratan de mejorar los niveles de cobertura y/o calidad de sen˜al en la
red, pero ninguno de ellos se plantea mejorar la eficacia de las te´cnicas de reparto
de tra´fico basadas en la modificacio´n de ma´rgenes de traspaso.
Como parte de la formulacio´n del problema, se han definido diversos crite-
rios de disen˜o segu´n los cuales puede realizarse el posicionamiento de femtoceldas.
Como principal aportacio´n, se ha propuesto un nuevo criterio de disen˜o desti-
nado a mejorar el grado de solapamiento entre las celdas de una red. Para ello,
se ha disen˜ado un indicador que cuantifica el grado de solapamiento en funcio´n
del taman˜o de las a´reas de baja dominancia en una red (indicador LDR). Este
indicador ha demostrado ser una buena medida de la capacidad de reparto de
tra´fico de las te´cnicas de balance de carga basadas en modificacio´n de ma´rgenes
de traspaso.
En base a estos criterios de disen˜o, se ha realizado un ana´lisis preliminar sobre
un simulador de nivel de sistema para encontrar la distribucio´n o´ptima de fem-
toceldas en un escenario realista. Analizando las propiedades de los esquemas de
posicionamiento obtenidos, se han definido un conjunto de reglas para posicionar
femtoceldas en un edificio segu´n diferentes criterios.
Los esquemas de posicionamiento obtenidos se han utilizado para evaluar el
impacto del posicionamiento de femtoceldas en el rendimiento de la red en general,
y en el comportamiento de las te´cnicas de reparto de tra´fico en particular. Los
resultados de las simulaciones han demostrado que, cuando la distribucio´n de
usuarios es uniforme, ubicando las femtoceldas por criterios de cobertura y calidad
de sen˜al se obtiene un rendimiento ligeramente mejor. Sin embargo, cuando la
distribucio´n de usuarios es no uniforme y aparecen problemas de congestio´n, el
criterio de disen˜o basado en la optimizacio´n del indicador de solapamiento (tasa
de baja dominancia, LDR) obtiene mucho mejor rendimiento que el resto. As´ı,
en escenarios donde los problemas de congestio´n sean frecuentes, es recomendable
distribuir las femtoceldas tratando de maximizar el solapamiento, ya que, aunque
las prestaciones son ligeramente inferiores con tra´fico uniforme, estos esquemas
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responden de manera mucho ma´s flexible a los cambios que se producen en el
entorno, convirtie´ndolos en esquemas ma´s robustos.
Por u´ltimo, se ha comprobado que las te´cnicas de reparto de tra´fico por ajuste
de potencia son capaces de modificar el solapamiento entre femtoceldas, lo que
puede favorecer el rendimiento del resto de te´cnicas de reparto de tra´fico mediante
modificacio´n de ma´rgenes de traspaso. De esta manera, las te´cnicas de reparto
de tra´fico combinadas que se han propuesto en esta tesis (por ejemplo la te´cnica
CTS), no solo son capaces de equilibrar el tra´fico por celda, sino que tambie´n
pueden resolver las deficiencias de un posicionamiento de femtoceldas inadecuado
para el balance de tra´fico.
Los me´todos propuestos en esta tesis utilizan informacio´n disponible en el
sistema de gestio´n de red, y, por ello, pueden integrarse en las herramientas de
planificacio´n y optimizacio´n automa´tica que ofrecen los fabricantes para el sis-
tema de soporte a las operaciones. Adema´s, su baja carga computacional tambie´n
permite su implementacio´n de forma distribuida en las femtoceldas, siempre que
se dote a e´stas de una interfaz de comunicacio´n entre ellas para intercambiar la
informacio´n necesaria.
5.2. L´ıneas futuras
Son varias las posibles l´ıneas futuras de investigacio´n que se plantean tras
realizar este trabajo. Algunas de ellas son mejoras de los me´todos de alivio de
congestio´n en femtoceldas propuestos en esta tesis, mientras que otras son exten-
siones del trabajo a otros problemas de las redes celulares.
Para el problema de congestio´n en redes de femtoceldas, se identifican las
siguientes l´ıneas futuras de trabajo:
• Se plantea aplicar las te´cnicas de reparto de tra´fico disen˜adas a otros escena-
rios de interior como aeropuertos, estaciones de transporte pu´blico o centros
comerciales, distintos a los corporativos estudiados en esta tesis. Este nuevo
tipo de escenarios comparte muchas de sus caracter´ısticas con los escenarios
corporativos, pero tambie´n presentan algunas diferencias importantes, como
son: a) la existencia de amplias zonas abiertas y techos ma´s altos, que hace
que las condiciones de propagacio´n sean distintas, b) la existencia de espacios
de varias alturas sin aislamiento entre ellas, lo que aumenta el acoplamiento
entre celdas, y, con ello, los niveles generales de interferencia, o c) la ma-
yor variabilidad temporal del tra´fico a medio plazo, por su dependencia de
periodos vacacionales, y a corto plazo, salidas y llegadas de pasajeros. Es
probable que, para aplicar las te´cnicas propuestas en estos escenarios, sea
necesario realizar pequen˜os ajustes de los para´metros de los controladores
que implementan los me´todos (p.ej., los umbrales que determinan la forma
y posicio´n de las funciones de pertenencia de entrada y salida de los contro-
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ladores difusos). Sin embargo, su adaptacio´n aportar´ıa grandes beneficios a
las operadoras y probar´ıan la versatilidad de las soluciones propuestas.
• Esta tesis se ha centrado en la resolucio´n de problemas de congestio´n persis-
tentes, realizando iteraciones cada hora. Sin embargo, en la pra´ctica, estos
algoritmos se pueden aplicar en intervalos de tiempo ma´s cortos para re-
solver problemas de congestio´n momenta´neos. Se trata de llevar a cabo un
ajuste de los para´metros de modo que e´stos se adapten de forma ra´pida a
cualquier cambio que se produzca en la red. La principal dificultad en esta
aproximacio´n es resolver la falta de fiabilidad de los indicadores de red que
gu´ıan el proceso de ajuste. Al reducir el intervalo de tiempo que transcurre
entre los ajustes que se realizan en los para´metros, los indicadores se basan
en un menor nu´mero de muestras, por lo que es necesario asegurar que los
valores de los mismos son fiables para, as´ı, poder realizar cambios en la red
basa´ndose en ellos. Con esta intencio´n, deben establecerse intervalos de con-
fianza en los indicadores, o parar el proceso de ajustes cuando el nu´mero de
medidas no sea suficiente.
• Durante esta investigacio´n se ha puesto de manifiesto que el desplazamiento
de los ma´rgenes de traspaso provoca que algunos usuarios no sean servi-
dos por la celda que les ofrece el mayor nivel de sen˜al. Este efecto origina
una degradacio´n de la calidad de conexio´n, que, adema´s, dificulta el repar-
to de tra´fico. Una posible l´ınea de investigacio´n ser´ıa el estudio de te´cnicas
de control de interferencia (Inter-Cell Interference Coordination, ICIC) que
mejoren la eficacia de las te´cnicas de reparto de tra´fico disen˜adas en esta
tesis. En esta l´ınea, se ha realizado en [82] un estudio preliminar del uso
de estrategias de planificacio´n esta´tica de frecuencias en redes corporativas
de femtoceldas LTE. Los esquemas de planificacio´n dina´mica de frecuen-
cia pueden ser otra alternativa para reducir la interferencia causada por las
colisiones en la interfaz radio [12]. Aun as´ı, las restricciones de coste en la
construccio´n de femtoceldas limitan la complejidad de los algoritmos que
pueden aplicarse en estos escenarios. En cualquier caso, el uso conjunto de
todas estas te´cnicas deber´ıa potenciar el reparto de tra´fico al tiempo que se
garantiza una calidad de servicio aceptable.
Otras l´ıneas de extensio´n del trabajo no relacionadas con el problema de la
congestio´n en femtoceldas son:
• Al igual que las te´cnicas propuestas pueden aplicarse en otros escenarios
de interior con femtoceldas, tambie´n pueden aplicarse en escenarios exte-
riores con macroceldas. Obviamente, las caracter´ısticas de los escenarios de
macroceldas LTE difieren mucho del escenario utilizado en este estudio. No
obstante, muchos de los conceptos planteados en esta tesis son novedosos,
como, por ejemplo, la utilizacio´n de un indicador de la calidad de conexio´n
previa al traspaso o el uso de la tasa de baja dominancia para la ubicacio´n
de emplazamientos. Ser´ıa interesante conocer co´mo se comportan ambos in-
dicadores en estos escenarios macrocelulares, donde el solapamiento entre
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celdas vecinas es ma´s gradual. En esta l´ınea, se trabaja actualmente en la
mejora de los algoritmos de balance de carga para macroceldas LTE, hacien-
do uso del indicador disen˜ado de calidad previa al traspaso.
• El estad´ıstico de calidad media previa al traspaso construido a partir de
trazas de conexio´n representa una nueva forma de proceder en la monito-
rizacio´n del rendimiento de la red. De manera similar, se pueden obtener
otros indicadores que reflejen el rendimiento de la conexio´n en momentos
previos a un evento significativo (p.ej., ca´ıda de llamada, traspaso entre
tecnolog´ıas, . . . ). Esta informacio´n resulta de gran ayuda en otros casos de
uso de SON, como la identificacio´n del origen de un problema durante la
resolucio´n automa´tica de fallos (p.ej., causas de la ca´ıda de llamadas) o la
optimizacio´n de para´metros de gestio´n de recursos radio (p.ej., umbral de
nivel de sen˜al en traspaso inter-tecnolog´ıa).
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Ape´ndice A
Anexo: Herramienta de
simulacio´n
En este anexo se presenta la herramienta de simulacio´n utilizada para los expe-
rimentos llevados a cabo en este trabajo. La herramienta es un simulador dina´mico
de red LTE de nivel de sistema. El co´digo del simulador ha sido implementado en
MATLAB, por su eficiencia en la manipulacio´n de matrices. A trave´s de archivos
de configuracio´n, es posible seleccionar tanto el escenario de simulacio´n como los
para´metros del sistema sin tener un conocimiento profundo de los distintos algo-
ritmos y funcionalidades de red implementadas.
En las siguientes secciones se describen las funcionalidades ma´s importantes
del simulador. En la primera seccio´n se presenta la estructura ba´sica del simulador,
mientras que en las siguientes secciones se explican las funcionalidades de las capas
f´ısica, de enlace y de red respectivamente.
A.1. Estructura ba´sica
A continuacio´n se describen los principales bloques del simulador, que son el
escenario de simulacio´n, el modelo de movilidad, el modelo de distribucio´n espacial
de tra´fico y el modelo de servicio.
A.1.1. Escenario de simulacio´n
La Figura A.1 muestra el escenario de simulacio´n implementado. Con una
superficie de dimensiones 3 x 2.6 km2, esta´ formado por tres macroceldas tri-
sectoriales que pertenecen al mismo emplazamiento (celdas de l´ınea gruesa en la
figura). Para evitar efectos de borde en sus indicadores de rendimiento, el simu-
lador incorpora la te´cnica de envoltura (wrap-around) descrita en [83]. La envoltura
es una te´cnica que introduce re´plicas del escenario rodeando el escenario original
(celdas de l´ınea gris en la figura). Estas re´plicas se comportan como fuentes de
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Figura A.1: Escenario de simulacio´n.
interferencia en los bordes del escenario original (recuadro de l´ınea discontinua
en la figura), evitando as´ı que el comportamiento en los bordes de este no sea
distinto al del centro. Cuando se realizan simulaciones, el rendimiento de la red
so´lo es evaluado en el escenario original.
Dentro de una de las macroceldas, se coloca un edificio de oficinas de 50 x 50
m2 (cuadrado relleno de color gris en la figura). El nu´mero de plantas del edificio
es configurable, siendo 5 las plantas definidas para la mayor´ıa de experimentos
del presente trabajo. La Figura A.2 muestra el plano de una planta, ide´ntico para
todas las plantas del edificio. Los c´ırculos representan la posicio´n de las femtoceldas
en su posicio´n original, que puede modificarse. Las l´ıneas representan muros y los
rombos, puestos de trabajo.
A.1.2. Modelo de movilidad de usuario
El modelo de movilidad implementado para exteriores es simple, ya que este
movimiento solo tiene influencia a gran escala. Los usuarios se mueven con una
velocidad constante de 3 km/h en una direccio´n aleatoria, que no cambia, y que
se decide al comienzo de la llamada.
Por el contrario, en interiores, la movilidad de los usuarios suele ser ma´s com-
pleja y tiene mayor importancia, pues pequen˜os movimientos pueden tener un gran
impacto en su nivel de sen˜al recibido. El modelo de movilidad desarrollado para
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Figura A.2: Plano de las plantas del edificio.
los usuarios interiores es una extensio´n del modelo de movimiento aleatorio por
destinos (random waypoint) presentado en [58]. Los usuarios permutan entre un
estado estacionario y un estado de movimiento. Se define un conjunto de puntos
de localizacio´n sobre el plano del escenario que el usuario podra´ seleccionar como
puntos de destino. Cada uno de estos puntos tiene una probabilidad de mantener
al usuario en estado estacionario o migrar hacia otro punto. El tiempo que un
usuario permanece en estado estacionario sigue una distribucio´n geome´trica. Los
puntos que esta´n en las oficinas simulan puestos de trabajo y por lo tanto los
usuarios que esta´n en ellos tienen asociada una alta probabilidad de permanecer
en estado estacionario. Por el contrario, los puntos situados en los pasillos repre-
sentan puntos de paso donde la probabilidad de permanecer en estado estacionario
es nula.
A diferencia de [58], donde los usuarios cambiaban al estado de movimiento
solo para abandonar el puesto de trabajo, en este caso el punto de destino puede
ser tanto otro escritorio dentro de la misma habitacio´n como la puerta al pasillo. La
velocidad de los usuarios cuando esta´n en movimiento es de 1 km/h. Si los usuarios
llegan a la puerta que da acceso al pasillo, seleccionan el siguiente punto de destino
de entre los que hay en el pasillo usando una distribucio´n de probabilidad no
uniforme. Esta distribucio´n depende de la regularidad con la que los usuarios usan
cada habitacio´n. Por ejemplo, la sala del cafe´, la sala de reuniones o los lavabos son
estancias visitadas con mucha regularidad. Los puntos de localizacio´n dentro de
estas estancias se tratan como si fuesen puestos de trabajo con sus caracter´ısticas
propias. Cuando un usuario llega a un puesto de trabajo, cambia automa´ticamente
a estado estacionario. Por simplicidad, los usuarios no pueden cambiar de planta.
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Figura A.3: Ejemplo de trayectorias de ususario.
Las trayectorias de los usuarios son l´ıneas rectas entre el punto de origen y el
punto de destino. Por lo tanto, debe existir l´ınea de visio´n directa entre ambos
puntos. Es por esta razo´n por la que se han definido puntos auxiliares de paso
para as´ı evitar atravesar muros en los desplazamientos.
Por u´ltimo, cabe destacar que las trayectorias son precalculadas y almacenadas
en un archivo, que posteriormente se utiliza como entrada durante la simulacio´n.
Precalculando las trayectorias, en lugar de hacerlo en tiempo real durante la si-
mulacio´n, se reduce significativamente la carga computacional de la simulacio´n y
se obtienen tiempos de ejecucio´n menores. Un beneficio adicional de precalcular
las trayectorias, es que e´stas pueden reutilizarse para diferentes experimentos,
asegurando de esta forma su repetitividad. Un ejemplo de trazas de movilidad de
usuario puede verse en la Figura A.3
A.1.3. Distribucio´n espacial del tra´fico
Los usuarios pueden distribuirse en el escenario de forma uniforme o no uni-
forme. En el caso de distribucio´n uniforme, los usuarios pueden aparecer en cada
punto del escenario con la misma probabilidad. No obstante, con la intencio´n de
reproducir situaciones ma´s realistas, el simulador ofrece la posibilidad de crear una
distribucio´n de tra´fico irregular, lo que permite crear concentraciones de usuarios
en determinadas zonas (por ejemplo, una de las oficinas en particular).
Para implementar esta posibilidad, se definen probabilidades con la que los
usuarios comienzan su llamada en cada una de las oficinas. Estas probabilidades
se utilizan para la generacio´n de las trazas de movilidad, forzando a que la posi-
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cio´n inicial de cada trayectoria este´ en el a´rea deseada segu´n la distribucio´n de
probabilidades.
A.1.4. Modelo de servicio
El servicio que se ha incluido en el simulador es voz sobre IP (Voice over IP,
VoIP). El servicio de VoIP se ha definido como una fuente que genera paquetes
de 40 bytes cada 20 ms [84], lo cual equivale a una tasa de transmisio´n de 16
kbps durante el tiempo que dure la llamada. Como se mostrara´ ma´s adelante, la
asignacio´n de recursos en el simulador se realiza cada 10 ms, por lo que el servicio
de VoIP se ha implementado en el simulador como usuarios que transmiten 20
bytes cada 10 ms.
Para este servicio es necesario determinar cua´ndo se interrumpe el servicio por
un problema en la conexio´n. Esta interrupcio´n se produce cuando un usuario no
recibe paquetes durante un intervalo de tiempo espec´ıfico. La razo´n por la que
no se le asignan recursos a un usuario es porque, bien la calidad de su conexio´n
esta´ por debajo de un cierto umbral, por lo que no se le puede garantizar una
mı´nima tasa de error, o bien porque no hay recursos disponibles suficientes. En esta
situacio´n, tras pasar un cierto tiempo, el servicio se interrumpe, considera´ndose
como una llamada ca´ıda. En el presente trabajo, se desactivan las llamadas ca´ıdas
para facilitar el ana´lisis de las te´cnicas presentadas. As´ı, una llamada que en otras
circunstancias se interrumpir´ıa, en el presente trabajo aparece como una llamada
que experimenta una calidad muy baja.
El tra´fico de la red viene dado por el nu´mero de usuarios que se configura
para cada simulacio´n. Las llamadas ofrecidas siguen una distribucio´n de Poisson
con λ = 0.42 llamadas/(usuario · hora), y la duracio´n de las llamadas sigue una
distribucio´n exponencial de media 100 s.
A.2. Capa f´ısica
En esta seccio´n se describe el modelado de la capa f´ısica. Se define primero el
modelo de propagacio´n utilizado y, a continuacio´n, el ca´lculo del desvanecimiento
ra´pido.
A.2.1. Modelo de propagacio´n
Los modelos de propagacio´n usados esta´n basados en los propuestos en el
proyecto WINNER II [57]. Los escenarios que se contemplan se clasifican segu´n la
situacio´n de la antena de la estacio´n base y el terminal mo´vil, respectivamente, en
modelos de interior-interior, interior-exterior, exterior-interior y exterior-exterior.
Todos los modelos comparten una misma estructura para la funcio´n de ca´lculo de
las pe´rdidas, e incluyen caracter´ısticas importantes como diferenciacio´n entre l´ınea
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Tabla A.1: Para´metros del modelo de propagacio´n[57].
Escenario Perdidas de propagacio´n σSF [dB]
Interior-Interior A1 LOS A = 18.7, B = 46.8, C = 20 6
NLOS A = 20 B = 46.4 C = 20
X = 5 ·Nmuros
FL = 17 + 4 · (Nplantas − 1) (Atenuacio´n entre plantas)
Interior-Exterior A2 PL = PLb(dint + dext) + PLinserc. + PLin(dint) 6
PLb → A = 22.7, B = 41, C = 20
PLinserc. = 14 + 15(1− cos(θ))
PLint = PLA1
Exterior-Exterior C2 LOS d < dBP → A = 26B = 39C = 20 4
d > dBP → PL = 40log(d) + 13.47+ 6
+14log(hBS − 1)− 14log(hMS − 1)+
+6log(fc/5)
NLOS PL = (44− 6.55log(hBS))log(d)+ 8
+34.46 + 5.83log(hBS) + 23log(fc/5)
Exterior-Exterior C4 PL = PLC2(dint + dext) + 17.4+ 8
0.5din − 0.8hMS
de visio´n directa y no directa (Line-Of-Sight/Non-Line-Of-Sight, LOS/NLOS),
atenuacio´n debida a los muros y difraccio´n. En todos modelos, las pe´rdidas de
trayecto se calculan con la expresio´n
PL[dB] = Alog(d[m]) + B + Clog(f [GHz]/5) +X , (A.1)
donde los para´metros A, B, C y X dependen del entorno de propagacio´n. La
Tabla A.1 muestra los valores de esos para´metros para los diferentes escenarios.
Cuando la simulacio´n esta´ en proceso, la posicio´n de los usuarios se actualiza
cada nueva iteracio´n, y consecuentemente, la potencia recibida por los usuarios
desde cada estacio´n base tambie´n debe actualizarse. Realizar estos ca´lculos es una
tarea complicada si se realiza durante la simulacio´n. Como alternativa, las pe´rdi-
das de propagacio´n se precalculan antes de comenzar la simulacio´n, almacenando
estos ca´lculos en matrices de propagacio´n que contienen las pe´rdidas desde cada
estacio´n base a cada punto del escenario con una cierta resolucio´n. De esta forma,
se reduce la carga computacional de las simulaciones. Para realizar estos ca´lculos,
el escenario se divide en una rejilla de posiciones, cada una de las cuales repre-
senta un elemento de la matriz. Los valores de la matriz se calculan sumando tres
componentes: a) la directividad de la antena; b) las pe´rdidas de trayecto (PL) y
c) el desvanecimiento lento (Slow Fading, SF). Dependiendo de la posicio´n de la
estacio´n base y del equipo mo´vil, se usa el modelo correspondiente en la Tabla A.1.
Por ejemplo, la atenuacio´n de la sen˜al desde una macrocelda hasta un punto inte-
rior al edificio se calcula con el modelo C4. Por eficiencia computacional, el modelo
A2 (interior-exterior) se implementa solamente en un anillo de 5 metros alrededor
del edificio.
La Figura A.4 muestra (sin conservar la escala por claridad) un mapa de co-
lores con la atenuacio´n en dB desde una macrocelda a todos los puntos exteriores
del escenario y desde una femtocelda de la primera planta a todos los puntos en
el edificio. Para los ca´lculos de propagacio´n, el escenario se divide en tres reji-
llas de puntos diferentes, una para exterior-exterior, otra para exterior-interior, y
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Figura A.4: Pe´rdidas de propagacio´n de una macrocelda y una femtocelda del primer
piso.
una u´ltima que comprende interior-interior e interior-exterior (el modelo interior-
exterior es usado para el anillo de 5 metros alrededor del edificio). La resolucio´n
de cada una de estas rejillas es de 20 m, 1 m y 1 m respectivamente.
Durante las simulaciones, para conocer los valores de las pe´rdidas de propa-
gacio´n experimentadas por un usuario, solo es preciso comprobar la posicio´n ocu-
pada por el usuario en el escenario e interpolar los valores de la matriz de propa-
gacio´n ma´s cercanos, dependiendo de la posicio´n relativa del usuario en la rejilla.
A.2.2. Modelo de desvanecimiento ra´pido
Para modelar el efecto de la propagacio´n multicamino, es necesario caracteri-
zar el canal radio mo´vil. Este canal tiene un comportamiento distinto para cada
usuario, cada instante de tiempo y cada frecuencia. Para incluir esta caracter´ıstica
en el simulador, se han generado de una serie de realizaciones de canal para todo
el ancho de banda del sistema.
El canal de radiopropagacio´n mo´vil se puede caracterizar como un sistema
lineal variante en el tiempo [85]. Su respuesta al impulso es bidimensional, depen-
diente del retardo de las diferentes componentes multicamino y del tiempo. Para
simular usuarios a distintas velocidades, las realizaciones multicamino no pueden
depender de la variable tiempo. Por esta razo´n, a la hora de obtener estas realiza-
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ciones, se selecciona como variable independiente la posicio´n del usuario. De esta
forma, se obtiene la respuesta del canal para cada posicio´n del escenario.
En los esta´ndares se especifica la dependencia con la variable retardo, propor-
cionando los llamados perfiles de potencia del canal. Estos perfiles de potencia dan
informacio´n sobre los mu´ltiples caminos recorridos por la sen˜al hasta el receptor
y, por tanto, detallan los ecos de la sen˜al que deben considerarse, aportando el
valor de retardo y de potencia relativa asociado a cada uno de ellos.
Para obtener la dependencia con respecto a la posicio´n, se aplica el modelo
Rayleigh [86] en banda estrecha a cada una de las componentes multicamino. En
el interior del edificio, donde las femtoceldas se encuentran en oficinas abiertas,
los usuarios suelen tener condiciones de LOS con la femtocelda. Estas condiciones
implican la aparicio´n de un rayo dominante cuya potencia es considerablemente
ma´s alta que la de las componentes multicamino. Para modelar este efecto, es ma´s
adecuado usar una distribucio´n tipo Rice en lugar de tipo Rayleigh. La funcio´n
densidad de probabilidad de Rice tiene un para´metro de relacio´n entre el rayo
directo y el multicamino, que cuando tiende a cero, hace tender a la distribucio´n
a una de tipo Rayleigh. Por tanto, para generar la rejilla con la distribucio´n de
Rice, se an˜ade la componente LOS a las rejillas generadas previamente con la
distribucio´n Rayleigh.
Tras este proceso, se obtiene una variable gaussiana compleja bidimensional que
se filtra con un filtro Doppler bidimensional siguiendo las indicaciones establecidas
en [17]. Esto permite obtener una respuesta al impulso del canal dependiente de
la distancia que separa el transmisor del receptor, en lugar de ser una respuesta al
impulso variante en el tiempo. La Figura A.5 muestra un ejemplo de la respuesta
al impulso bidimensional para el modelo Extended Indoor A, utilizado en este
trabajo para modelar el canal de interior.
El u´ltimo paso es la transformacio´n de la variable retardo a la variable frecuen-
cia, ya que en el simulador se necesita la respuesta del canal para cada posicio´n
del escenario y cada frecuencia del ancho de banda del sistema. Esto se logra me-
diante el operador transformada de Fourier. La Figura A.6 muestra un ejemplo de
la funcio´n de transferencia del canal obtenida.
Por ide´nticas razones a las expuestas en la seccio´n anterior, se precalculan las
atenuaciones desde cada estacio´n base a cada posicio´n del escenario por desvaneci-
miento ra´pido (fast fading). A diferencia del caso anterior, la resolucio´n de la rejilla
espacial debe ser mucho mayor para apreciar el desvanecimiento ra´pido (15 cm, en
interiores), haciendo inviable, por razones de memoria, construir una rejilla que
englobe todo el escenario. Como solucio´n para simular los desvanecimientos ra´pi-
dos, se construyen tres rejillas, correspondientes al a´rea exterior, al a´rea interior
LOS y al a´rea interior NLOS, que esta´n basadas en los modelos descritos por los
esta´ndares (es decir, Extended Pedestrian A [87], Extended Indoor A [17]). Estas
tres rejillas, cuyo taman˜o es de 48 x 48 m2, se reutilizan para cubrir el escenario
completo.
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Figura A.5: Respuesta al impulso bidimensional para el modelo Extended Indoor A.
A.3. Capa de enlace
A continuacio´n se definen las principales funcionalidades de la capa de enlace en
el simulador, que son el ca´lculo de Signal to Interference Ratio (SIR), el esquema
HARQ, la adaptacio´n del enlace y la asignacio´n de recursos.
A.3.1. Ca´lculo de SIR
La SIR es una medida representativa de la calidad de la conexio´n. Para cal-
cular la SIR en el simulador, es necesario calcular primero la interferencia que
experimenta cada usuario. Se asume que la interferencia intracelda en LTE es des-
preciable. Por tanto, u´nicamente se considera la interferencia intercelda cocanal,
debida a usuarios que usan el mismo canal en otras celdas. Para este ca´lculo de
interferencia, se necesita conocer la sen˜al recibida por cada usuario desde cada
estacio´n base.
El ca´lculo de la SIR para una subportadora dada k, γk, se realiza usando la
expresio´n propuesta en [88]:
γk = P (k)×G×
(
N
N +Nk
)
×
RD
NSD/NST
, (A.2)
donde P (k) representa el desvanecimiento selectivo en frecuencia para la subpor-
tadora k, G incluye las pe´rdidas de propagacio´n, el desvanecimiento lento, el ruido
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Figura A.6: Funcio´n de transferencia para el modelo Extended Indoor A.
te´rmico y la interferencia, N es el taman˜o de la Fast Fourier Transform (FFT)
usada en la generacio´n de la sen˜al OFDM, Np es el taman˜o del prefijo c´ıclico,
RD indica el porcentaje ma´ximo disponible de potencia de transmisio´n asignado a
las subportadoras de datos, NSD es el nu´mero de subportadoras por intervalo de
transmisio´n (TTI) y NST es el nu´mero de subportadoras u´tiles por TTI.
Asumiendo que la magnitud y la fase del desvanecimiento multicamino son
constantes durante el intervalo de observacio´n, el desvanecimiento selectivo en
frecuencia para la subportadora k se calcula usando la expresio´n
P (k) =
∣∣∣∣∣
∑
p
Mp Ap e
j[θp−2ΠfkTp]
∣∣∣∣∣
2
, (A.3)
donde p es el ı´ndice de camino,Mp y θp representan los valores de la amplitud y la
fase del desvanecimiento multicamino respectivamente, Ap es el valor de amplitud
correspondiente a la potencia media para el camino p, fk es el offset de frecuencia
relativo dentro del espectro para la subportadora k, y Tp es el tiempo de retardo
relativo del camino p. Adema´s, se asume que el desvanecimiento esta´ normalizado
de forma que E[P (k) = 1].
El valor de G se calcula de la expresio´n
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Tabla A.2: Valores de β dependiendo del esquema de modulacio´n y codificacio´n.
Modulacio´n Codificacio´n Factor β Modulacio´n Codificacio´n Factor β
QPSK 1/3 1.49 16QAM 3/4 7.33
QPSK 2/5 1.53 16QAM 4/5 7.68
QPSK 1/2 1.57 64QAM 1/3 9.21
QPSK 3/5 1.61 64QAM 2/5 10.81
QPSK 2/3 1.69 64QAM 1/2 13.76
QPSK 3/4 1.69 64QAM 3/5 17.52
QPSK 4/5 1.65 64QAM 2/3 20.57
16QAM 1/3 3.36 64QAM 3/4 25.16
16QAM 1/2 4.56 64QAM 4/5 28.38
16QAM 2/3 6.42
G =
Pmax
gn(UE)×gUE
PLUE,n×SHUE,n
Pruido +
N∑
k=1,k 6=n
Pmax ×
gk(UE)× gUE
PLUE,k × SHUE,k
, (A.4)
donde gn es la ganancia de la antena servidora en la direccion del usuario, gUE la
ganancia del equipo terminal del usuario, Pnoise es la potencia de ruido te´rmico,
PLUE,k son las pe´rdidas de propagacio´n entre el usuario y la estacio´n base k,
SHUE,k son las pe´rdidas por desvanecimiento lento entre el usuario y la estacio´n
base k y N es el nu´mero de estaciones base interferentes consideradas (en este
caso, todas las estaciones base del escenario).
Un PRB es la mı´nima cantidad de recursos que pueden asignarse para la trans-
misio´n en LTE. Ya que un PRB contiene 12 subportadoras, es necesario agregar
los valores de SINR calculados previamente para cada subportadora en un u´nico
valor. As´ı, la SINR efectiva, SINRef , puede calcularse mediante la expresio´n
SINRef = −β ln
(
1
Nu
Nu∑
k=1
e−
γk
β
)
, (A.5)
donde β es un para´metro que depende del esquema de modulacio´n y codificacio´n
(MCS), utilizado en el PRB [89], asumiendo que todas las subportadoras del PRB
tienen la misma modulacio´n, y Nu es el nu´mero de subportadoras usado para
calcular la SINR efectiva. El valor de β se ha elegido de forma que la probabilidad
de error de bloque para todas las subportadoras sea similar a la obtenida para la
SINR efectiva en un canal Additive White Gaussian Noise (AWGN) [90]. El valor
de β para cada MCS se muestra en la Tabla A.2.
Una vez que se ha calculado la SINR efectiva, se puede deducir la probabilidad
de error de bloque (Block Error Rate, BLER). Existen curvas que establecen la
relacio´n entre los valores de SINR y BLER para un canal con ruido gaussiano
aditivo (AWGN) y cada combinacio´n de esquemas de modulacio´n y codificacio´n.
El mapeo entre SINR y BLER puede realizarse utilizando estas curvas.
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A.3.2. Esquema HARQ
El mecanismo de retransmisio´n automa´tica h´ıbrido (HARQ) es una funcio´n de
la capa de red de LTE que permite realizar las retransmisiones directamente en
la capa f´ısica o de acceso al medio. En [91] se presenta un modelo poco complejo
capaz de predecir la ganancia que introduce HARQ en la capa f´ısica. Ya que a
cada retransmisio´n HARQ se obtiene una mejora de la BLER, se propone calcular
un nuevo valor de SINR como
SINR(i) = SINR + SINRganancia(i) , (A.6)
donde i representa la retransmisio´n i-esima. El valor de SINRganancia, que depende
del valor de redundancia para el ı´ndice i y del MCS utilizado, puede obtenerse de
tablas que aparecen en [91].
Una vez que se ha obtenido el valor de BLER, teniendo en cuenta el MCS
utilizado en la transmisio´n es posible calcular la tasa de transmisio´n, Ti, para
cada usuario como
Ti = (1−BLER(SINRi))×
Di
TTI
, (A.7)
donde Di es la carga u´til por bloque en bits [92], que depende del MCS selec-
cionado para el usuario en ese intervalo de tiempo, TTI es el intervalo de tiempo
de transmisio´n y BLER(SINRi) es el valor de BLER obtenido para la SINR
efectiva.
A.3.3. Adaptacio´n del enlace
Antes de explicar la funcio´n de adaptacio´n del enlace, es necesario introducir el
para´metro estandarizado por 3GPP conocido como indicador de calidad de canal
(CQI). E´ste es un indicador que representa la calidad de la conexio´n en una sub-
banda del espectro. La resolucio´n del CQI es de 4 bits, aunque se puede transmitir
de manera diferencial para reducir la carga de sen˜alizacio´n. Por tanto, solo hay un
subconjunto de MCS posibles para un valor de CQI [93]. En el simulador, cada
usuario reporta el CQI a la estacio´n base cada iteracio´n (100 ms).
Basa´ndose en los valores de CQI, la funcio´n de adaptacio´n del enlace selecciona
el MCS ma´s apropiado para transmitir la informacio´n en el Physical Downlink
Shared Channel (PDSCH) dependiendo de las condiciones de propagacio´n. El CQI
se usa para cuantificar la calidad del enlace para cada usuario y en cada subbanda
del espectro. Si se necesita mantener un valor de BLER por debajo de un mı´nimo
para un determinado servicio, es posible establecer una relacio´n SINR-CQI que
permita seleccionar el MCS ma´s apropiado para cada valor de SINR [94]. El
3GPP define un campo para el MCS de 5 bits en el enlace descendente de control.
Esto ofrece una gran variedad de posibles MCS. Por simplicidad, el simulador solo
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incluye un conjunto de MCS igual al de valores de CQI. Por tanto, a partir del
valor de SINR efectiva puede calcularse el valor de CQI, y a partir de e´ste decidir
el MCS a utilizar durante la siguiente iteracio´n.
A.3.4. Asignacio´n de recursos
En el simulador se incluyen distintos algoritmos de planificacio´n de recursos
(schedulers). De esta manera se pueden realizar comparaciones del funcionamiento
de distintos schedulers en funcio´n de las distintas situaciones simuladas. En todas
las alternativas se considera el para´metro CQI como para´metro de informacio´n
sobre la calidad del canal experimentada por cada usuario.
Como se ha comentado anteriormente, la resolucio´n temporal del simulador es
de 100 ms. Para reducir el tiempo de ejecucio´n, la planificacio´n se realiza para
intervalos de 10 ms (en lugar de 1 ms, como en la realidad) y se supone que esta
planificacio´n se repite durante 100 ms. Con ello, se reduce el tiempo de ejecucio´n
del simulador significativamente. Para hacer la planificacio´n se supone que cada
PRB esta´ formado por 10 slots de 1 ms cada uno. En el simulador, cada uno de
estos slots es la unidad mı´nima de asignacio´n. Un usuario puede ocupar todos los
slots que necesite, en funcio´n de su CQI, pero siempre dentro del mismo PRB.
Aunque en el simulador se han implementado varias estrategias de planificacio´n
de recursos, en este trabajo solo se ha utilizado la estrategia Round Robin-Best
Channel. El objetivo general de la te´cnica de Round Robin es maximizar la efi-
ciencia del canal intentando no perjudicar a usuarios que puedan tener peores
condiciones de canal. Para ello, este planificador utiliza distintas estrategias para
la planificacio´n en tiempo y en frecuencia. Para la planificacio´n en tiempo, se apli-
ca la te´cnica de Round Robin, que permite seleccionar los usuarios por orden de
llegada, sin tener en cuenta las condiciones de canal que experimenta cada uno de
ellos. Despue´s, para cada usuario, se busca el PRB para el que se consigue mejor
tasa de transmisio´n estimada (estimacio´n hecha segu´n el valor de CQI para cada
PRB).
En cada iteracio´n y para cada estacio´n base, esta te´cnica se puede expresar
matema´ticamente como
iˆ[n+ 1] = (ˆi[n] + 1)modNu , (A.8)
kˆ[n] = ma´x
k
{rik[n]} , (A.9)
donde iˆ representa el usuario seleccionado, kˆ representa el PRB seleccionado, rik
representa la tasa de transmisio´n de usuario i en el PRB k y Nu es el nu´mero total
de usuarios.
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A.4. Capa de red
La principal funcio´n de la capa de red es la gestio´n de recursos radio (RRM).
En esta seccio´n se describen el algoritmo de control de admisio´n y las te´cnicas
de traspaso incluidas en el simulador. Debe tenerse en cuenta que, aunque la
planificacio´n de recursos suele incluirse entre las funcionalidades de la capa de
red, se ha descrito como parte de la capa de enlace, puesto que es en ese nivel
donde se implementa en el simulador.
A.4.1. Control de admisio´n
Una vez que el usuario decide comenzar una conexio´n, el primer paso es deter-
minar que´ celda sera´ su servidora. Esta decisio´n se realiza en dos pasos. En primer
lugar se comprueba si el nivel de sen˜al recibido es suficiente. Para ello, el terminal
env´ıa a la red el nivel de sen˜al de referencia (RSRP) medido para la celda en la
que esta´ acampado y para sus vecinas. Tras ordenar las celdas de mayor a menor
nivel, las celdas candidatas son aque´llas que cumplen
RSRP (i) ≥ RSRPmin(i) , (A.10)
donde RSRP (i) es una medida en todo el ancho de banda del nivel de las sen˜ales
de referencia para la celda i, y RSRPmin es el mı´nimo nivel de sen˜al requerido para
aceptar una conexio´n, que es un para´metro definido a nivel de celda. Finalmente,
la mejor celda i en la lista se selecciona como primera opcio´n. A continuacio´n se
comprueba si la celda seleccionada como primera opcio´n tiene recursos disponibles.
Hay que tener en cuenta que la red no sabe que´ cantidad de recursos necesitara´ el
usuario una vez haya iniciado la conexio´n, ya que las medidas de calidad realiza-
das son sobre las sen˜ales de referencia, y las condiciones del canal de datos que
finalmente le sea asignado al usuario pueden ser distintas. Es por esta razo´n por
la que en el simulador se usa un criterio de “caso peor” para aceptar al usuario.
A.4.2. Algoritmos de traspaso
El algoritmo de traspaso (HO) es la principal funcionalidad para controlar
la movilidad de los usuarios conectados. El traspaso implementa el cambio de
conexio´n del usuario de una celda a otra. Aunque los algoritmos de traspaso son
espec´ıficos de cada fabricante, a continuacio´n se describen algunos de los algorit-
mos de traspaso cla´sicos:
1. Traspaso por calidad. Un traspaso por calidad se lleva a cabo cuando
RSRQ(i) ≤ RSRQ(j) durante TTTqual , (A.11)
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y
RSRP (j)−RSRP (i) ≥ HOMqual(i, j) , (A.12)
donde Reference Signal Received Quality (RSRQ) es la calidad de la sen˜al
de referencia recibida, medida a partir de la SINR de las sen˜ales de referen-
cia, RSRP es la potencia de la sen˜al de referencia recibida, TTTCalidad es el
tiempo durante el que deben cumplirse las condiciones de umbral de calidad,
y HOMqual(i, j) es el margen de traspaso por calidad, que determina el nivel
de histe´resis entre la servidora y las celdas adyacentes, i y j, respectivamen-
te. Este traspaso trata de reasignar conexiones que esta´n experimentando
una mala calidad en su celda servidora a una celda vecina, en la que pre-
visiblemente experimentara´ mejor calidad. El para´metro HOMqual(i, j) se
define a nivel de adyacencia.
2. Traspaso por nivel. Un traspaso por nivel se dispara cuando
RSRP (i) ≤ RxLevMin(i) , (A.13)
y
RSRP (j)− RSRP (i) ≥ HOMlev(i, j) , (A.14)
donde RxLevMin es un umbral de mı´nima sen˜al recibida, definido a nivel
de celda. Los traspasos por nivel tratan de reasignar conexiones que esta´n
experimentando un nivel de sen˜al muy bajo (por ejemplo, un usuario que
esta´ saliendo del area de cobertura de una celda). Se considera a este tipo
de traspaso como un traspaso urgente y, por lo tanto, debe llevarse a cabo
inmediatamente. Esta es la razo´n por la que no se contempla un para´metro
TTT.
3. Traspaso por balance de potencia. Un traspaso por balance de potencia
(PBGT) se dispara cuando
RSRP (j)−RSRP (i) ≥ HOMPBGT (i, j) . (A.15)
En este caso no hay una primera condicio´n que deba cumplirse y solo se
evalu´a la Ecuacio´n A.15. Un traspaso por PBGT no se considera urgente,
sino que forma parte de los traspasos de optimizacio´n, ya que trata de que
el usuario este´ siempre conectado a la celda que ofrezca las mı´nimas pe´rdi-
das de propagacio´n (siempre que HOMPBGT sea positivo). En el resto de
la memoria, se utiliza el te´rmino HOM para referirse a HOMPBGT por
brevedad.
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