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Abstract This paper relates rst experiences using a state-
of-the-art, time-of-ight sensor that is able to deliver 3D
images. The properties and capabilities of the sensor make
it a potential powerful tool for applications within mobile
robotics especially for real-time tasks, as the sensor features
a frame rate of up to 30 frames per second. Its capabilities
in terms of basic obstacle avoidance and local path-planning
are evaluated and compared to the performance of a standard
laser scanner.
I. INTRODUCTION
Most mobile robot implementations until today rely
on 2D sensors for creating maps, self localization, and
collision avoidance. This is justified to some extent because
most applications have been on ground robots, which
inherently move in a 2D space.
The most widely used sensor is the laser range scanner,
which provides a 180◦ view on the plane of measurement.
Two such sensors can be mounted opposite to each other
to provide a full planar view. Elaborate Simultaneous
Localization and Mapping (SLAM) algorithms have been
demonstrated using this sole sensor [10], [11]. Most sys-
tems use a horizontal laser scanner configuration, which
has clear advantages for navigation but also clear draw-
backs. The field of view of such a system is reduced to
a single plane parallel to the floor, usually at knee height,
neglecting indeed valuable information. In indoor environ-
ments typical examples are furniture (e.g. tables, chairs,
cupboards), wall features (e.g. decorations, signalization,
fire extinguishers), floor features (e.g. steps), etc.
Difficulties have been reported for collision avoidance
[8] and during localization in non-unique situations [7].
To reliably avoid collisions a high number of additional
sensors—usually ultrasound or infrared—are incorporated
around the robot, adding robustness as well as complexity
to the system—including additional sensor fusion algo-
rithms [9]. Nevertheless, these additional sensors have a
limited range of view and only produce one data value at
a time—hence there is a need to have a plurality of them in
order to produce denser data. Many environmental features
can be identified by using stereo vision. Nonetheless, it
lacks the ability to perceive unstructured surfaces which
makes them less suitable for collision avoidance.
Recently, the Swiss Center for Electronics and Mi-
crotechnology (CSEM) has developed a new type of sensor
called Swiss Ranger with the ability to produce dense
three-dimensional data in real-time. In this paper we dis-
cuss our first experiences characterizing the sensor as well
as its application for elementary collision avoidance in mo-
bile robot navigation using a Dynamic Window Approach
and the Vector Field Histogram. In order to qualify the
results a parallel is drawn to a system using laser range
scanners.
Section II describes the sensor and section III its char-
acterization. The navigation algorithms used are discussed
in section IV and the robot hardware and implementation
in section V. Section VI shows the results obtained.
II. SENSOR DESCRIPTION
The Swiss Ranger is a state-of-the-art, time-of-flight,
solid-state imaging device that delivers distances as well
as gray-level (i.e. intensity) images developed by CSEM
[1]. It has been demonstrated that for a large range of
illumination levels the range accuracy is essentially only
limited by the shot noise of the available light [2]. This
allows to predict reliably the obtainable range resolution.
In other words, for every measurement there is a reliable
prediction of its resolution, which is necessary for state-
of-the-art robot navigation.
A. Measurement Principle
The camera is based on a 2-dimensional dedicated image
sensor and a modulated light source. Every pixel on the
sensor samples the amount of modulated light reflected
by objects in the scene. This is done four times every
period at equal intervals (see Fig. 1). Let us name these
measurements m1 to m4. These four quantities allow to
recover the sinusoidal incoming signal. The phase shift
between the emitted light and the returning signal is:
ϕ = arctan
(
m4 −m2
m1 −m3
)
(1)
and determines the distance to the objects in the scene:
L = Lmax
ϕ
2pi
(2)
Lmax is the non-ambiguity range of the sensor, determined
by the modulation frequency of the emitted light. The
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Fig. 1. Measurement principle of the Swiss Ranger. Four intensity
measurements (mi) done at equal intervals each period allow to recover
the measured modulated sinusoidal: the phase shift ϕ, the average
intensity I , and the amplitude A.
intensity of the objects in the image is recovered from the
average light reflected:
I =
m1 + m2 + m3 + m4
4
(3)
The amplitude of the measured sinusoidal:
A =
√
(m3 −m1)2 + (m4 −m2)2
2
(4)
allows to predict the quality of the measurement:
∆L =
Lmax√
8
√
I
2A
(5)
B. Implementation
The Swiss Ranger’s image sensor has been implemented
on 0.8 µm CMOS / BCCD technology. It contains 160 by
124 pixels, each pixel being 39.2 µm wide by 54.8 µm
high. The emitted light modulation frequency is typically
20 MHz, yielding a non-ambiguity range of 7.5 m. The
modulated illumination is generated by a set of 48 near-
infrared LEDs. The field of view (fov) depends on the lense
used, which in our case is about 43◦ (horizontally) and
46◦ (vertically), implying an angular resolution of 0.35◦
in the worst case. Figure 2 shows the Swiss Ranger in
its latest configuration. Note that the sensor contains no
moving parts.
The current configuration of the camera is available as
an evaluation prototype. It includes an FPGA that recovers
the data from the sensor and applies equations (1) to (4).
A USB interface is used to talk with the camera from a
client. After the client requests a picture, an array of pixels
representing the measured (and calculated) distance and
intensity is returned. Several parameters can be adjusted
by the client through the USB interface, like Lmax, data
filtering by amplitude threshold, etc. Note that in its current
implementation, the FPGA does not include a mode that
allows the client to recover the raw measurements mi.
Figure 3 shows a typical measurement of the sensor in
an office environment.
Fig. 2. The time-of-flight Swiss Ranger sensor from CSEM. Note that
sensor contains no moving parts.
In order to understand better the capabilities of the Swiss
Ranger, it makes sense to compare it, in the context of
Mobile Robotics, with the preferred sensor used at this
moment by the community: the laser range scanner. Table I
lists briefly some of the key characteristics of both sensors.
TABLE I
CHARACTERISTICS OF THE SWISS RANGER AND A TYPICAL LASER
RANGE SCANNER
Characteristic CSEM SICK
Swiss Rangera LMS 200
Range [m] 7.5 25
Accuracy [mm] 5b 10
Horizontal fov [◦] 43 180
Vertical fov [◦] 46 0
Angular resolution [◦] 0.28 / 0.35 0.25 / 1.0
(best / worst)
Distance data points 19840 361
Intensity data points 19840 reflectivity datac
Measurement quality Yes No
each pixel
Speed [fps] 30 50
Interface USB 2 RS422
(480 Mb/s) (500 kb/s)
Weight [kg] 0.3 4.5
width [m] 0.145 0.155
Size depth [m] 0.032 0.156
height [m] 0.04 0.21
Energy consumption [W] 12 20
Price [USD] 7700.- 5700.-
a Evaluation prototype
b Average for one pixel
c Mainly used for on / off beacon extraction
III. CHARACTERIZATION
First tests done with an evaluation prototype of the
Swiss Ranger have shown that there is a tangible amount
of irregularities in the generated data. This is due to a
certain mismatch within each pixel because a so-called 2-
tap pixel architecture is used. The effect becomes more
pronounced toward the edges of the sensor. A 1-tap pixel
configuration could be used, which would eliminate most
noise and irregularities while cutting the frame rate by half
[3]. This section analyzes these effects and proposes a way
to compensate them by preprocessing the data.
A. Calibration using intensity information
As the Swiss Ranger disposes of a standard optical lens
to capture the reflected light, it needs to be calibrated
just like a standard video camera in order to get rid of
distortions and misalignments of the optical axis of the
lens and the sensor. This was achieved by using the freely
available ”Calibration Toolbox for Matlab”, which is based
on [12] and [13]. It makes use of the pinhole camera model
and requires several images from different viewpoints of a
checkerboard calibration object with known dimensions.
The found focal length of f = 8.06 mm corresponds
well to the manufacturer’s specification of 8 mm. The
misalignment of the optical axis of the lens and the center
of the CCD sensor amounts to a non-negligible 3.4mm in
the horizontal axis and 3.5mm in the vertical axis .
B. Calibration using range information
A test environment using a planar wall1 located at a
fixed distance (1.4 m) perpendicular to the optical axis of
the sensor was used to perform the tests. While this is
certainly not representative for all measurement situations,
it has the advantage that the ground truth represented by a
wall is precisely known and only depends on the distance
from the sensor.
1) Distance Calibration: As described above, the sensor
performs a time-of-flight measurement which detects a
phase shift in the modulated emitted signal (1) which can
in turn be translated into a distance (2). In practice, due to
propagation delay in the driving circuits of the camera, a
distance offset has to be included2. The offset is determined
experimentally during calibration and can be set by the user
on the Swiss Ranger configuration registers.
The precision of the sensor can be quantified by com-
paring the distance measured by the Swiss Ranger with the
ground truth for several distances. Using a planar surface
for calibration simplifies this process, since the expected
range can be easily calculated for all 19840 pixels. It
was observed that the distance vs. phase offset relation
did not hold, as (2) models: calibrating the offset with a
close-by reference wall would not hold for far references.
Nevertheless, let us remember that the actual raw data is
the 4 mi discussed above. A direct calibration would be
based on these quantities and not on the results of (1)
and (2). Nonetheless, our evaluation prototype delivered
only distance and intensity directly. In order to callibrate
the distance measurement under the given conditions, the
following empirical relation is proposed:
1 Of a flat, painted, metallic material with a slightly increased reflec-
tivity in the orange color
2 A delay of 1 ns already implies an offset of about 0.15 m
L = k(Lmax
ϕ
2pi
+ L0) (6)
where L0 is the distance offset and k is a lineariza-
tion factor. Through calibration the following values were
found: L0 = 0.6 m, k = 1.18.
2) Accuracy: To get an idea of the statistical spread of
a typical data set taken in a real office environment, one
hundred consecutive measurements were performed on the
same reference surface The resulting standard deviation,
averaged over all 19840 pixels, is σ = 0.024 m. Note
that only the accuracy in the direction of the received
light beams is considered, which changes with varying
distances, used materials, etc. Also note that this definition
of accuracy (averaged over all pixels) differs from the
camera’s specifications, which are done for one pixel alone.
C. Data Preprocessing
The above effects have to be taken into account to the
extent that a particular application requires. In the case
of obstacle avoidance and path planning for a mobile
robot, high certainty is preferred: a measured data point
should closely match an object in the real world and vice
versa. Otherwise it would be impossible to guarantee safe
operation of the robot.
As a first step, the uncertainty value generated by the
sensor as a function of measured amplitude (4) is used
to filter out inaccurate data points. In addition, a simple
grid-based filtering method was implemented. A regular
grid defined around the pyramidal viewing range of the
sensor is used to decompose the space into cells. Each
cell must contain a minimum number of data points to
be considered occupied. This number is found empirically
and depends on the cell size and on the corresponding
measured distance, since data density decreases with in-
creasing distance. This method provides an effective filter
while reducing the amount of data available lending itself
particularly well for grid-based collision avoidance and
path planning algorithms.
IV. APPLICATION: MOBILE ROBOT NAVIGATION
In order to evaluate the Swiss Ranger sensor on an
actual mobile robotic application, a navigation system
was implemented. The system consists of a lower-level
reactive collision avoidance scheme implemented with a
Dynamic Window Approach and an upper-level path plan-
ning scheme based loosely on a Vector Field Histogram.
The goal was to quickly accomplish a simple, functional
navigation system that would allow to test the capabilities
of the Swiss Ranger.
A. Dynamic Window Approach
A Dynamic Window Approach (DWA) [4] is used for
collision avoidance during navigation. The DWA generates
actuator commands such that the robot does not collide
with obstacles and the commands do not violate the dy-
namic capabilities of the robot. In this way, it assures that
no collisions will happen irrespective of the speed of the
robot. An existing DWA implementation in our laboratory
Fig. 3. Sample Swiss Ranger measurement (bottom right), color coded
for distance. An office chair (see photograph bottom left) is seen in the
middle of the image and closer to the sensor. The top left image shows
the same scene converted into cartesian coordinates.
was used [5], which uses a freely definable robot shape and
pre-calculated lookup tables for fast collision prediction.
The DWA requires a local grid that maps sensed obsta-
cles into occupancy cells. Cell occupancy can be quickly
generated after the data from the Swiss Ranger is filtered
as described above. The algorithm uses a fresh grid at each
processing step (i.e. no previous measurements are stored).
B. Vector Field Histogram Path Planning
The DWA requires intermediate goal points as input.
These goal points are generated by a Path Planner. An
adapted Vector Field Histogram (VFH) [6] is used due to its
simplicity, computational efficiency, and robustness. It uses
an angular histogram containing vector field information
generated by repulsing obstacles around the robot and finds
travel-safe angular sectors for local path-planning. The
histogram is built using weighted proximity information
in the local occupancy grid, closer objects being more
significant. Free sectors are quickly found by thresholding
and the one closest to the goal’s heading is chosen to
generate an intermediate goal.
In theory, a VFH uses a 360◦ view of the environment.
This can be accomplished with 2 opposing laser range
scanners or by using a panoramic array of one-dimensional
sensors like ultrasonic or infrared sensors. In the case of
the Swiss Ranger, this could be done by mounting several
sensors around the robot. In our case, though, we had only
one evaluation prototype. It became relevant—due to the
limited field of view—to incorporate a sense of memory
so that obstacles that fall out of view due to a robot
movement are not immediately forgotten. This was done
by generating a transient local map that registers the data
points based on odometry. The procedure assumes, though,
a static environment, which suffices for our purposes.
V. IMPLEMENTATION
A. Hardware
The robot used for this study is shown in Figure 4. It is
a differential-drive mobile robot equipped with a multitude
of sensors: two opposing horizontal SICK LMS 200 laser
range scanners for a field of view of 360◦, four ultrasound,
and five infrared distance sensors; and a 1000 Hz odometry
controller. Two computers—a PowerPC 750 (400 MHz)
running the hard RTOS XO/2 and a Pentium III (700
MHz) running Microsoft Windows 2000—are available to
control the robot and process data. In this work, only the
PowerPC to control the robot motion was used. External
communication with the robot is done through an Ethernet
or WLAN connection.
The Swiss Ranger was mounted on the front side of the
robot without occluding the field of view of the laser range
scanners. This enabled alternate or simultaneous use of the
sensors. An external laptop computer processed sensor and
odometry information and generated motion commands.
Note that neither the ultrasound nor the infrared sensors
were used.
Fig. 4. The mobile robot used with two opposing SICK LMS 200 sensors
and a CSEM Swiss Ranger in front.
B. Software
The visualization software developed is based on the
Visualization Toolkit (VTK)—a freely available scientific
visualization package using the OpenGL graphics standard.
The implementation aimed at being capable of easily
switching between the laser scanners and the Swiss Ranger.
Since the latter produces 3D data but the DWA as well as
the VFH approach use 2D data, the 3D data was merged. In
this first implementation, the 3D data was simply squeezed
into a 2D grid from the top down. Data points at locations
higher than the robot top were not included. In this way,
tables, for example, appear occupying a whole rectangular
area in the grid. This differs from grids commonly gener-
ated by laser scanners, which would mark only the cells at
the table’s legs as occupied.
VI. EXPERIMENTAL RESULTS
This section presents the accomplished experiments with
acquired results. All experiments were carried out twice,
once with a standard laser scanner and another time with
the Swiss Ranger.
A. Collision Avoidance with DWA
In a first simple experiment, the robot had to move on a
straight line towards a solid obstacle, the overall goal lying
beneath it. The local path-planner using the VFH approach
was turned off. The laser scanner was chosen to start with
and the result was as expected, the robot stopped shortly
in front of the obstacle. The same experiment was carried
out using the Swiss Ranger and the result was the same.
The Dynamic Window Approach therefore seemed to work
adequately with either sensor.
The second test case was more difficult because the solid
obstacle was substituted by a table (See Fig. 5). Since the
table top did not lie at the same height as the scanning plane
of the laser scanners, it was not seen and therefore lead
the robot to a collision. Using the Swiss Ranger prevents
the robot from colliding, as the table easily falls into the
vertical field of view of the sensor. The resulting robot path
visualization is shown in Figure 6.
Fig. 5. Test case 2: A table blocks a corridor and the robot’s path.
B. Local Path-Planning
Test case 3 involved the local path-planner using the
Vector Force Histogram approach. The robot had to move
through a doorway and avoid a wall (see Fig. 7). The results
are shown in Figure 8. It can be observed that both sensors
lead the robot successfully to the goal. When using the laser
scanners, given their wider field of view, they are able to
extract data representing the open door on the right. This
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Fig. 6. Trajectories of the robot for test case 2: The laser scanners fail
to detect the obstacle and a collision ensues. The Swiss Ranger detects
the obstacle and the collision is avoided.
leads to a slightly different path than the path generated
using the Swiss Ranger which due to its narrower field of
view does not extract the door. This result shows that the
Swiss Ranger can not only be used for collision avoidance
but at least also for simple path-planning tasks.
Fig. 7. Test case 3: Driving through a door way.
VII. CONCLUSION
A state-of-the-art time-of-flight range sensor has been
presented and characterized. The sensor was used for basic
navigation of a mobile robot. A comparison has been drawn
with a laser range scanner. The key advantages of the Swiss
Ranger are its ability to generate real 3D range as well as
intensity data at high speed in an all-solid-state, compact,
and light package. The results are promising. Future work
will study the use of the Swiss Ranger for other mobile
robotics tasks, like 3D mapping and localization.
0 0.5 1 1.5 2 2.5 3 3.5
−1
−0.5
0
0.5
1
1.5
position x [m]
po
si
tio
n 
y 
[m
]
Robot position using Swiss Ranger
Robot position using SICK LMS 200
ground truth (estimated by SICK LMS 200)
open door
wall
Start (0,0)
Goal(3,0.5)
Fig. 8. Trajectory of the robot for test case 3: The wider field of view
of the laser scanners incorporates data from the open door on the right,
yielding a path parallel to the doorway. The narrower field of view of
the Swiss Ranger fails to see the door and a smoother path is followed.
Note that both trajectories detect the doorway correctly and reach the goal
point equally.
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