ABSTRACT The most focuses of the existing actor-critic reinforcement learning control (ARLC) are on dealing with continuous affine systems or discrete nonaffine systems. In this paper, I propose a new ARLC method for continuous nonaffine dynamic systems subject to unknown dynamics and external disturbances. A new input-to-state stable system is developed to establish an augmented dynamic system, from which I further get a strict-feedback affine model that is convenient for control designing based on a model transformation approach. The Nussbaum function is connected with a fuzzy approximation to devise an actor network whose tracking performance is further enhanced via strengthening signals generated by a fuzzy critic network. The stability of the closed-loop control system is guaranteed by the Lyapunov synthesis. Finally, the comparison simulation results are presented to verify the design.
I. INTRODUCTION
Intelligent control is an approach that aims to stabilize or track uncertain dynamic systems by adaptively estimating unknown dynamics via neural/fuzzy approximation [1] - [7] . As a typical intelligent control method, actor-critic reinforcement learning control (ARLC) has a popular dualnetwork framework namely actor network and critic network, which is considered to be a structure very close to human brain learning. The critic network can generate strengthening signals based on environment or dynamic systems to improve actor network, which further enhance tracking performance of closed-loop control system. As a result, ARLC has been an area of intense investigation, and it has been extensively investigated for both continuous and discrete systems [8] - [10] .
Since affine dynamic systems are easy for controller designing [11] - [13] , considerable efforts have been made to exploit ARLC for continuous affine dynamic systems. In [9] , The associate editor coordinating the review of this manuscript and approving it for publication was Kan Liu.
an actor-critic controller, consisting of a neural actor network and a critic network, is addressed for a high-order strictfeedback affine system. For a class of linear time-invariant dynamic systems of affine formulations, an adaptive actorcritic-based optimal controller is designed using policy iteration technique [14] . Though this method [14] doesn't rely on complete knowledge of system dynamics, external disturbances are ignored. Furthermore, by considering system uncertainties and external disturbances, an adaptive critic design (ACD) strategy is proposed for parabolic partial differential equation systems [15] . Unfortunately, this method also is only suitable for affine dynamic systems. Besides, the actor-critic control is applied to autonomous wheeled mobile robot [16] , in which the critic velocity controller and self-learning controller are all constructed by neural networks that are online updated via dual heuristic programming. Velocity and path tracking performance of that method is verified by simulation results [16] .
Though good results are obtained by the above methodologies, all of them are limited to affine dynamic systems. However, in practice, most of dynamic systems are nonaffine ones, and controller designing based on ARLC for such special systems still is a very challenging task since nonaffine systems are nonlinear in the control inputs. Due to that control inputs are implicit, it is even impossible to directly devise controllers using nonaffine dynamic systems. Recently, several ARLC-based methods have been investigated for discrete nonaffine systems [10] , [17] , [18] . In [10] , a reinforcement learning-based control scheme is presented for a strict-feedback discrete nonaffine system subject to bounded external disturbances. Moreover, the ARLC is extended to a non-strict feedback discrete nonaffine system [17] , [18] . Unfortunately, those approaches cannot handle external disturbances. In [19] , an ARLC approach based on adaptive dynamic programing (ADP) is presented for a discrete stochastic nonaffine system. In another work [20] , the ADP is employed to devise a performance strengthened controller for hyperbolic PDE systems only utilizing reduced-order models.
From the above analysis, it is noticed that most of the existing works are only suitable for affine systems or discrete nonaffine systems. However, the literature about ARLC for continuous nonaffine systems has been few reported. Though some ADP-based reinforcement controllers are exploited for continuous nonaffine systems [21] , [22] , all of them don't consider external disturbances. In this paper, I extend the ARLC method into a class of non-strict feedback continuous nonaffine systems with external disturbances. Firstly, by constructing an input-to-state stable system, I obtain an augmented dynamic system of affine formulation from the original non-strict feedback nonaffine dynamic system. Then, the augmented dynamic system is re-descripted as a strict-feedback affine model for controller designing. Moreover, fuzzy systems are used to establish actor network and critic network. The Nussbaum function is connected with actor network to handle unknown control direction problem and the critic network provides evaluation signals on actor network, yielding the reinforcement learning control approach. The boundedness of all signals involved in the closed-loop control system is proved via Lyapunov synthesis. Finally, the superiority of the design compared with other two existing methods is validated by simulation results. The special contributions are summarized as follows:
1. Unlike the existing strategies [9] , [10] that only can cope with strict-feedback systems, this study extends the ARLC to a broader class of non-strict feedback systems. 2. Though the methods presented in [17] , [18] are for non-strict feedback systems, they don't take into consideration external disturbances. The addressed controller is suitable for unknown non-strict feedback systems subject to external disturbances. 3. Similar to [30] , the actor network and critic network have the same basis function, exhibiting a concise structure.
II. MATHEMATICAL PRELIMINARIES A. NON-STRICT FEEDBACK NONAFFINE DYNAMIC SYSTEM
I take into consideration a generic nonaffine dynamic system of the following non-strict feedback formulation
where the state
. . , n − 1 are assumed to be measured; υ ∈ is the initial control input and y ∈ is the output;
= 0, i = 1, 2, . . . , n − 1 and
. . , n is not necessary to be known in advance, which relaxes the requirement that 
B. AUGMENTED DYNAMIC SYSTEM
To avert the control design difficulty connected with nonaffine system (1) due to the implication of control input υ ∈ , the nonaffine dynamic system mentioned above is directly converted into the following augmented dynamic system of affine formulation
where k u > 0 is a design parameter and u ∈ is an introduced control input for system (2) .
In the augmented dynamic system (2), I treat the initial control input υ as an internal state, while u ∈ is viewed as the control input that will be authentically designed subsequently. [23] , the constructed input-to-state stable system exhibits faster convergence performance, as depicted in Fig. 1 . 
C. SYSTEM REDESCRIPTION
Though the augmented dynamic system (2) is affine respective to the introduced control input u, it still is quite difficult to directly develop controller using Eq. (2) due to F i (χ i , χ i+1 ) and F n (χ n , υ). By introducing a serious of new states (i.e., x 1 ∈ , x 2 ∈ , x 3 ∈ , . . . , x n ∈ , x n+1 ∈ ), I implement a state transformation including the following steps.
Step 1: Let x 1 := χ 1 .
Step 2: Let x 2 :=ẋ 1 . Then, the time derivative of x 2 is derived aṡ
with
Step
Step n: Let x n :=ẋ n−1 = n . Thenẋ n is formulated aṡ
Herern,
Step (n +1): Finally, let x n+1 :=ẋ n = n+1 . Then, the time derivative of x n+1 is calculated aṡ
To sum up, the initial nonaffine dynamic system (1) is re-described as a strict-feedback affine system as follows
with unknown continuous functions µ F and µ G .
Remark 3: Unlike [21] , [22] that don't consider external disturbances, in this paper, external disturbances d i (t) (i = 1, 2, . . . , n) make functions µ F and µ G completely nonlinear and unknown, which increases controller design difficulty. To handle such problem, I will introduce excellent approximators in the subsequent developments. VOLUME 7, 2019 Control goal: I stabilize unknown dynamic system (7) and let x 1 tracking its reference command x 1d via devising an actor network and a critic network based on ARLC.
D. FUZZY APPROXIMATION
In this subjection, I recall fuzzy approximation since it will be used to develop actor network and critic network.
The output ϑ : N × N → of fuzzy system is calculated by utilizing singleton fuzzifier, product inference and weighted average defuzzifier, given by [24] 
where
∈ N is the fuzzy basis function vector with
is the membership function with b ji being the inverse variance and c ji being the center,
For any real continuous function f (ι) : n → , it has been proved that a fuzzy system can uniformly approximate it on a compact set ι ⊂ n [24] 
∈ n ); ε f ∈ means the approximation error whose value can be arbitrarily small. Furthermore, there exists a constant ε fM > 0 such that |ε f | ≤ ε fM .
Remark 4: According to the formulation of ϕ j (ι), I conclude that there must exist a constant [25] , [26] 
In this paper, I choose N b (ξ ) = e ξ 2 cos(π ξ/2). Lemma 1(See [25] ): Consider a smooth function
where L 0 ∈ is a suitable constant and ψ ∈ /{0}is a time-varying parameter. Then,
III. CONTROLLER DESIGN BASED ON ARLC
The addressed controller is composed of an actor network and a critic network.
Assumption 3: The reference command x 1d ∈ is continuous and differentiable. Moreover, the vector
is the tracking error, λ > 0 is a constant, and (s + λ) n+1 is the Hurwitz polynomial. Invoking (7), the dynamics ofĖ(t) is calculated aṡ
If µ F and µ G are known, I can devise the control input u as
with a constant K > 0.
A. ACTOR NETWORK DESIGN
In Eq. (14), because µ F is completely unknown, I introduce the following fuzzy system to approximate it
where ι µ F = χ n , υ ∈ n+1 is the input vector and ε µ F ∈ is the estimation error that will be compensated by a robust term; β µ F (ι µ F , B µ F , C µ F ) has the similar formulation as β(ι, B, C); W µ F ∈ N , B µ F ∈ (n+1)N and C µ F ∈ (n+1)N are the weight vector, the inverse variance vector and the center vector, respectively; ε µ F ∈ satisfies |ε µ F | ≤ ε µ F M with ε µ F M > 0.
Since W µ F , B µ F and C µ F are unknown, I use their estimations
The sign of µ G is unknown, resulting in the so-called unknown control direction problem [25] , [26] . Hereon, I use the Nussbaum-type function N b (ξ ) to modify the developed control law (14) 
where u R is a robust term designed subsequently to compensate estimation error ε µ F and the learning law for ξ is given bẏ
where R c is a basic critic signal generated by critic network.
B. CRITIC NETWORK DESIGN
In this subsection, I construct a critic network that generates a reinforcement signal to evaluate and strengthen the proposed controller's tracking performance. Based on fuzzy approximation, the critic network is designed as
] is a basic critic signal with two constants m c > 0 and η c > 0;
is an auxiliary critic signal and
is the same as the one of (15); W c ∈ N is a weight vector.
Similarly, I also use the estimationsŴ c ,B µ F andĈ µ F to generate the actual critic signalR c , denoted bŷ
whereŴ c is the estimation of W c .
C. STABILITY ANALYSIS

Define estimation errors
To facilitate analysis procedure, I take the Taylor series expansion ofβ µ F
with , j = 1, 2, . . . , N are given by [24] 
Assumption 4 (See [24]): There exist constants M
Theorem 1: The following inequality holds
where k µ F > 0 is an unknown constant and
This is the end of the proof.
Then, I give the robust term
where K R > 0 is a constant andk µ F denotes the estimation of k µ F . The adaptive laws are given bẏ
where (7) under Assumptions 1-4 with actor network (17) , critic network (20) , robust term (26) and adaptive laws (18) , (27) - (31) . Then, all the signals involved are bounded.
Proof: Choose the following Lyapunov function candidate
Employing (13), (15), (17), (18) and (26), the time derivative of L is calculated aṡ
Substituting (20) and (27) into (33) yieldṡ
Based on (23) and the fact that
Further substituting (28)- (31) and applying (24) , I obtaiṅ
Being multiplied by e ιt on both sides of (39), I have
Based on Lemma 1, I conclude that L, ξ and e −ιt t
is the inverse function of ρ c (•) with ρ c (E(t)) = [9] , [15] , the actor network and critic network in this paper have the same basis function β µ F (ι µ F ,B µ F ,Ĉ µ F ), exhibiting a concise control structure.
Remark 6: The proposed ARLC can be applied to a large class of non-strict feedback dynamic systems. For strict-feedback systems, the addressed design also is valid. However, the strategies of [9] , [10] are only developed for a special type of strict-feedback dynamic system. Remark 7: In the previous works [14] , [17] , [18] , [21] , [23] , [27] , unknown dynamics is considered but external disturbances are ignored. The exploited scheme can deal with completely unknown dynamic systems subject to external disturbances.
Remark 8 [15] , [24] , [31] , [32] , I investigate a control approach that exhibits the actor-critic structure but has no reward/cost function owing to the application of a new critic signal. Such control structures (has no reward/cost function) also can be found in [15] , [24] , [31] , [32] . Besides, similar to neural networks [33] , fuzzy systems also have excellent approximation performance, and thus they are used to develop actor network and critic network in this paper.
IV. SIMULATION RESULTS
Consider the following nonaffine dynamic system
+ υ 3 and d 1 (t) = sin(0.01t). Define tracking error function E(t)
The control law is given by
The critic network is designed aŝ
The robust term and adaptive laws are devised as
Choose the reference command as x 1d = 1−2 exp(−0.1t). The design parameters are designed as:
For comparison, the addressed controller is compared with a concise neural nonaffine control (CNNC) strategy [28] and a direct adaptive neural control (DANC) method [29] .
CNNC: The control law is The obtained simulation results, depicted in Figs. 2-7, show the effectiveness and advantage of the proposed controller in comparison with CNNC and DANC. Compared with CNNC and DANC, the proposed method can provide more accurate tracking of reference command in the present of unknown dynamics and external disturbance, exhibiting stronger robustness, as shown in Figs. 2 and 3 . The responses of control inputs are presented in Fig. 4 , in which the actual control input υ, obtained by solving u, is similar to υ CNNC and U DANC . Fig. 5 indicates that the norms of weigh vectorsŴ µ F , W CNNC andŴ DANC are bounded and convergent. Also ||B µ F || and ||Ĉ µ F || are convergent, as shown in Fig. 6 . Finally, it is observed from Fig. 7 
V. CONCLUSIONS
An actor-critic-based reinforcement learning control method is investigated for non-strict feedback continuous nonaffine systems subject to external disturbances. The original nonaffine dynamic system is firstly directly transformed as an affine one by introducing an input-to-state stable system, and then it is further re-described as a strict feedback form for the sake of control designing. Based on fuzzy approximation, a Nussbaum function-based actor network is designed to provide a basic control signal. Furthermore, a fuzzy critic network is developed to strength the control performance. Based on Lyapunov theory, the boundedness of all signals is proved. Finally, the effectiveness and superiority of the presented method are demonstrated by simulation results.
