Boosted features developed using face signatures in combination with Gentle Adaboost algorithm offer alternative features for face authentication and face recognition. Face signatures are face representations extracted from Trace transform and Gentle Adaboost is used to enhance the performance of the features extracted from the face signatures. In this paper, we demonstrate the usefulness of the constructed features with experiments on BANCA database.
Introduction
Over the past two decades, automatic face authentication has been widely explored due to its important role in a number of applications. Numerous methods have been proposed and some of the examples are the methods based on Linear Discriminant Analysis (LDA) and Local Binary Pattern [1] , neural-networks [2] , and Trace transform [3] . This paper is the extension of the research published in [4] . In [4] , we showed that each face can be represented by 42 face signatures extracted by Trace transform, but only some of the face signatures functioned as good discriminators, and were used to develop classifiers. However, the constructed classifiers were weak classifiers. In order to tackle this problem, we proposed to boost the extracted features using the Adaboost-based algorithms.
This paper is organised as follows. In Section 2, we describe the methods used to construct face signatures. Then, a brief description of the three Adaboost-based methods with particular emphasis on the major differences among them is given in Section 3. In section 4, we present the way we shall adapt the algorithm explained in the previous sections to work with our data. Finally, we present our experimental results in Section 5.
Construction of the Face Signatures
The face signatures are constructed based on the algorithm proposed in [4] . The first step to produce the face signatures is to produce Trace transforms using the following Trace functionals [5] :
:
where and is the value of the image at the sampling points along the tracing line. and are are defined as ≡ median , | | / and ≡ median , | | . For , and , the summation is over the positive values, where ≡ − , while for and , the summation is over the positive values, where ≡ − . Then, 6 diametric functional are applied to the columns of the Trace transform. The used 6 diametric functional are as follows [5] : is the value of the Trace transform along a column, at sample . is equal to , which is the maximum number of intervals ∆ that can be fitted in the whole image. The combination of the 7 Trace functionals and 6 diametric functionals produced a total of 42 face signatures using the methods in [6] . Figure 1 shows the produced face signatures (42 normalised associated circus functions) of a person. In [4] , the proposed classifier which is formed by summing all normalised correlation coefficients of the selected signatures is shown to be a weak classifier. This leads us to the idea of using Adaboost method which learns a face similarity measure from face pairs for face authentication.
Adaboost
The Adaboost algorithm is used to enhance the performance of the extracted features. In [7] , the authors showed the improved Adaboost algorithm, known as Real Adaboost, outputs real-valued or confidence-rated predictions. The weak classifier outputs a prediction whose magnitude |ℎ | gives a measure of "confidence" in the prediction, where if ℎ is close to or far from zero, it is represented as a low or high confidence prediction. The used in the Real Adaboost is replaced by = ln
The Gentle Adaboost algorithm was developed from the Real Adaboost algorithm by changing α to = ln (8) and the for the Modest Adaboost is and are the standard deviations of the two signatures. We do not use the normalised correlation coefficients from all the 42 face signatures and this is because we have shown in [4] that only the signatures produced by and , and , and , and , and , and , and , and and and have discriminating ability. Therefore, = , , … . , where the NCCs correspond to the normalised correlation coefficients calculated between signatures produced by the selected pairs of functionals. Each example is labeled as +1 if it is a positive example (same face pair) and −1 if it is a negative example (different face pair). Therefore, the total number of training data is represented in a matrix 9 × k as follows: … … .
. . .
. . …
(11)
Each row in the matrix has the same number of positive and negative examples. The algorithm used to construct a node of CART is discussed in [8] .
Experiment
In [4] , the experiment is performed on the BANCA database that consists of 520 faces of 52 subjects (10 faces per subject, 26 females and 26 males) captured under controlled conditions [7, 9] . These faces are divided into three sets: training set, evaluation set and testing set. The subjects are randomly divided into 25 clients, 12 evaluation impostors and 15 test impostors. The data used for training are the normalised correlation coefficients between face signatures of the same client, for all clients, between face signatures of the same impostor, for all impostors and between signatures that correspond to all combinations of clients and impostors. Hence, the total number of normalized correlation coefficients used as positive examples in the Adaboost is 915 (25 clients × 15 combination of shots for the clients + 12impostors × 45 combination of shots for the impostors) and for negative examples is 18000 (25 clients × 6 shots × 12 impostors × 10 shots, which are labeled as "+1" and "-1", respectively. These examples and the boosting procedure (Real Adaboost, Modest Adaboost, Gentle Adaboost) are used to construct a boosted classifier committee (cell array of weak classifiers) with respective weights, which is used to perform the classification. However, the appropriate number of splitting nodes to be passed as a constructor parameter to create the class object and the number of iterations are selected based on the training error, which is defined as Training error = (12) where FP is False Positive, FN is False Negative and ToF is the total number of examples in the training set. The training errors obtained for iterations up to100 and the splitting nodes ranging from 1
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Electronics, Mechatronics and Automation III to 10 using the Real, Modest and Gentle Adaboost are shown in Figure 2 . It is shown that the Real and Gentle Adaboost algorithms outperformed the Modest Adaboost algorithm. In addition, the training errors from the Real and Gentle Adaboost algorithms decreases to zero at approximately similar range of iteration, for the case where the splitting node is set to a value higher than 5. Hence, we chose several sets of boosted classifier committees developed by the Real and Gentle Adaboost algorithms. The chosen boosted classifier committees are constructed with splitting nodes ranging from 7 to 10 and for iterations set to 40, 60, 80 and 100. Therefore, the total number of boosted classifier committees is 16. These sets are then tested using the test set, in order to show the boosted classifier committee outperforms the simple classifier in [4] . Adaboost algorithms for different number of splitting nodes ranging from 1 to 10. Using the same test set as in [4] , the total number of normalised correlation coefficients that correspond to negative examples is 15000 (25 clients × 4 shots × 15 impostors × 10 shots) and for the positive examples is 450 (25 clients × 6 combination of shots for the clients + 25 clients × 12 shots between the training and testing images for the clients). The FA FA=FR , FR FA=FR and the Total Error Rate (TER):TER FA=FR = FA FA=FR + FR FA=FR are used to evaluate the system. FA and FR are measured by FA = (EI/I) × 100%and FR = (EC/C) × 100%. EI is the number of impostor acceptances, I is the number of impostor claims, EC is the number of clients rejected and C is the number of client claims. The results are as shown in Table I.  TABLE I: ERROR RATES FOR THE TEST SET. THE CLASSIFIERS USED ARE THE BOOSTED CLASSIFIER  COMMITTEES CONSTRUCTED USING THE REAL AND GENTLE ADABOOST ALGORITHMS. BCC = BOOSTED  CLASSIFIER COMMITTEE, SN = SPLITTING NODE, T = ITERATION AND FA = FALSE ACCEPTANCE, FR =  FALSE REJECTION AND TER = TOTAL ERROR The results showed that the constructed classifiers outperformed the single classifier described in [4] . This is because the total error rates produce by these classifiers, ranging from 4% to 7%, are smaller than the error rates produce by the single classifier [4] ranging from 10% to 13%. Furthermore, the classifiers constructed using the Gentle Adaboost algorithm outperformed the other variants of Adaboost algorithm, as it produced the lowest range of error rates.
Conclusions
In the previous section, we showed that boosted classifiers constructed using the Gentle Adaboost algorithm outperformed the classifiers used in [4] . The algorithm produced encouraging results on a BANCA database. In future, our aim is to improve the performance of the classifiers especially in the case of classifying the images under various illumination conditions.
