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Abstract
We consider a class of three-dimensional, singularly perturbed predator–prey systems
having two predators competing exploitatively for the same prey in a constant environment.
By using dynamical systems techniques and the geometric singular perturbation theory, we
give precise conditions which guarantee the existence of stable relaxation oscillations for
systems within the class. Such result shows the coexistence of the predators and the prey with
quite diversiﬁed time response which typically happens when the prey population grows much
faster than those of predators. As an application, a well-known model will be discussed in
detail by showing the existence of stable relaxation oscillations for a wide range of parameters
values of the model.
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1. Introduction
The study of predator–prey dynamics was originated in the 1920s in the works of
Lotka [9] and Volterra [16] who showed for a one-predator–one-prey model (known
as the standard Lotka–Volterra model) that the predator and prey permanently
oscillate for any positive initial conditions. In the same work, Volterra also argued
that the coexistence of two or more predators competing for fewer prey resources is
impossible, which was later known as the principle of competitive exclusion. The
principle of competitive exclusion was re-examined by Koch [7] in 1974 who found
via numerical simulation that the coexistence of two predators competing
exploitatively for a single prey species in a constant and uniform environment was
in fact possible when the predator functional response to the prey density was
assumed according to the Michaelis–Menten kinetics or Holling’s ‘‘non-learning’’
function (in particular, non-linear), and such coexistence occurred along what
appeared to be a periodic orbit in the positive octant of R3 rather than an
equilibrium. The similar themes were discussed and showed possible in [10] by
McGehee and Armstrong for n competing species and fewer than n resources. In
[4,5], Hsu et al. further studied the competition problem of two predators for a single
prey in a constant and uniform environment. By combining rigorous analysis with
numerical simulations, not only was the parameter range of the validity of the
principle of competitive exclusion identiﬁed but also the coexistence was conﬁrmed
numerically for a wide range of parameter values, and it was further conjectured that
the coexistence was only possible if the prey was not regenerated at a constant rate
and the predators were not continually consuming the resource. The model
considered in [4,5,7] is a system of ordinary differential equations of the form
’S ¼ gS 1 S
K
 
 m1
y1
x1S
a1 þ S 
m2
y2
x2S
a2 þ S;
’x1 ¼ m1x1S
a1 þ S  d1x1;
’x2 ¼ m2x2S
a2 þ S  d2x2; ð1:1Þ
where, for i ¼ 1; 2; xi represents the time-varying population density of the ith
predator, S represents the time-varying population density of the prey, mi > 0 is the
maximal growth or birth rate of the ith predator, di > 0 is the death rate of the ith
predator; yi is the yield factor for the ith predator feeding on the prey, ai is the half-
saturation constant for the ith predator, i.e., the prey density at which the functional
response of the predator is half maximal, and g > 0; K > 0 are the intrinsic rate of
growth of the prey and the carrying capacity of the prey, respectively. The term
ðmi=yiÞS=ðai þ SÞ is the functional response of the per capita rate at which the
predator xi captures prey S; for i ¼ 1; 2:
Following the numerical observations, there have been several important
theoretical developments in justifying the coexistence for systems like (1.1) along
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the line of the Hsu–Hubbell–Waltman conjecture. Bifurcation techniques were
applied to (1.1) by Butler and Waltman [1], Smith [15], and Keener [6] to obtain a
stable periodic cycle in the positive octant which was bifurcated from a two-
dimensional predator–prey cycle in the x1S or x2S planes that was shown to exist in
[1,14]. But due to the use of local bifurcation arguments, the range of parameter
values for the coexistence was restricted and not able to be given explicitly. To
overcome the limitation, Muratori and Rinaldi considered (1.1) in [12] by assuming
that the prey population has fast dynamics. By using a formal singular perturbation
argument to one of the two-dimensional predator–prey cycles in the x1S or x2S
planes, they were able to give a precise parameter range in which stable relaxation
oscillations exist in the positive octant of R3 sufﬁciently near either the x1S or the
x2S plane.
This paper is devoted to the rigorous study of the existence of relaxation
oscillations for a class of predator–prey models having two predators competing
exploitatively for the same prey in a constant environment, which particularly
include (1.1) as a special case. As in [12], we will assume that the prey population in
our model has fast dynamics, i.e., the prey population grows much faster than those
of the predators. Hence, the general models to be considered will have the following
form:
’x ¼ xf ðx; y; z; eÞ;
’y ¼ ygðx; y; z; eÞ;
e’z ¼ zhðx; y; z; eÞ; ð1:2Þ
where 0oe51; x; y are the populations of the two predators, z is the population of
the prey, and f ; g and h are sufﬁciently smooth functions in x; y; z and e: We will
restrict our attention to system (1.2) in the closed ﬁrst octant of R3; and impose
biological meaningful conditions on the functions f ; g and h: In particular, we will
show under these conditions that
(i) there exists an invariant cylinder which attracts all but the equilibria solutions
and their possible connections;
(ii) the two end circles of the cylinder are the relaxation cycles of the subsystems on
the invariant xz- and yz-plane, respectively;
(iii) the two end circles of the cylinder are unstable within, and hence there exists at
least one stable relaxation oscillation (not necessary one cycle) in the interior of
the cylinder.
As pointed out in [12], the existence of such relaxation oscillations implies that the
coexistence of predators and prey occurs through a simple periodically alternated
two-season behavior: a poor season, characterized by an almost endemic presence of
the prey, alternates with a rich season, during which prey are abundant and
predators are regenerated.
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The work uses the geometric singular perturbation theory and dynamical systems
techniques. We ﬁrst examine the global dynamics of the limiting systems in Section 2
and show that the limiting system admits a relaxation cylinder formed by orbits of
limiting slow and fast systems. To show the persistence of this cylinder for e > 0; we
will construct a global Poincare´ map of system (1.2) in Section 3 along the limiting
cylinder and show the existence of an invariant curve of the Poincare´ map which
corresponds to an invariant cylinder for the ﬂow. Explicit conditions will then be
imposed on the vector ﬁeld (1.2) to ensure the instability of the two end relaxation
cycles of the cylinder and hence the existence of a stable relaxation oscillation in the
interior of the cylinder. As an application, we will discuss model (1.1) in Section 4
and give an explicit range of parameters for the existence of stable relaxation
oscillations in the positive octant of R3:
2. Dynamics of the limiting systems
In this section, we will examine the limiting systems obtained from the slow system
(1.2) and its corresponding fast system.
Setting e ¼ 0 in (1.2) results in the so-called limiting slow system:
’x ¼ xf ðx; y; zÞ;
’y ¼ ygðx; y; zÞ;
0 ¼ zhðx; y; zÞ; ð2:1Þ
which is generally deﬁned on the slow manifold
S0 ¼ fðx; y; zÞ: zhðx; y; zÞ ¼ 0; xX0; yX0; zX0g:
Orbits or parts of orbits of system (2.1) on S0 are called the slow orbits of system
(1.2), and the variables x and y are called the slow variables. For system (2.1), the
slow manifold S0 consists of two portions S1 and S2 where
S1 ¼ fðx; y; zÞAS0: z ¼ 0g and S2 ¼ fðx; y; zÞAS0: hðx; y; zÞ ¼ 0g:
In terms of the fast time scale t ¼ t=e; system (1.2) becomes:
dx
dt
¼ exf ðx; y; zÞ;
dy
dt
¼ eygðx; y; zÞ;
dz
dt
¼ zhðx; y; zÞ: ð2:2Þ
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This system is referred to as the fast system. Its limit, the limiting fast system, is
obtained by setting e ¼ 0:
dx
dt
¼ 0;
dy
dt
¼ 0;
dz
dt
¼ zhðx; y; zÞ: ð2:3Þ
The orbits of system (2.3) are parallel to the z-axis and their directions are
characterized by the signs of zhðx; y; zÞ: We refer to these orbits as fast orbits of
system (1.2) and refer to the variable z as the fast variable.
A continuous and piecewise smooth curve is said to be a limiting orbit of system
(1.2) if it is the union of a ﬁnitely many fast and slow orbits with compatible
orientations.
A limiting orbit is called a limiting periodic orbit if it is a simple closed curve and
contains no equilibrium of system (1.2).
A periodic orbit of system (1.2) is called a relaxation oscillation if its limit as e-0
is a limiting periodic orbit consisting of both fast and slow orbits.
2.1. Behavior of equilibria
We assume that the equilibrium ð0; 0; 0Þ of (1.2) is a saddle which is attracting in
the invariant xy plane and repelling in the invariant z-axis. Corresponding to the
absence of the predators when the prey population reaches its carrying capacity, we
also assume that ð0; 0; 1Þ is a saddle equilibrium point which is attracting along the
invariant z-axis and repelling along the xy directions. With respect to the vector ﬁeld,
these assumptions are summarized as the following.
Condition 1. System (1.2) has ð0; 0; 0Þ and ð0; 0; 1Þ as equilibrium points for any e:
Moreover, f ð0; 0; 0Þo0; gð0; 0; 0Þo0; hð0; 0; 0Þ > 0; hð0; 0; 1Þ ¼ 0; f ð0; 0; 1Þ > 0;
gð0; 0; 1Þ > 0 and @h@z ð0; 0; 1Þo0:
In fact, as implied by other conditions in this section, (1.2) admits at least two other
equilibria which lie in the ﬁrst quadrant of the invariant xz- and yz-plane,
respectively.
2.2. Dynamics in the vicinity of S1
We ﬁrst impose some conditions relative to S1 and describe both the fast dynamic
in the vicinity of S1 and the slow dynamic on S1:
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Condition 2. The equation hðx; y; 0Þ ¼ 0 defines a smooth curve S01 in the first quadrant
of the xy-plane, connecting the x-axis to the y-axis, which divides the slow manifold S1
into two subdomains
Sþ1 ¼ fðx; y; 0ÞAS1: hðx; y; 0Þ > 0g; S1 ¼ fðx; y; 0ÞAS1: hðx; y; 0Þo0g;
among which Sþ1 is the bounded portion enclosed by S
0
1; the x-axis, and the y-axis.
The limiting fast dynamic is governed by system (2.3) having S1 as a set of equilibria.
It is obvious that S1 is normally stable with vertical stable ﬁbers and S
þ
1 is normally
unstable with vertical unstable ﬁbers, i.e., all solutions of (2.3) in the vicinity of S1
(Sþ1 resp.) move vertically toward S

1 (away from S
þ
1 ; resp.). The normal
hyperbolicity of S1 is lost along the turning point curve S
0
1 :
For the slow dynamic on S1; the limiting slow system (2.1) is reduced to
’x ¼ xf ðx; y; 0Þ;
’y ¼ ygðx; y; 0Þ;
z ¼ 0: ð2:4Þ
We assume the following.
Condition 3. The origin is the global attractor of system (2.4), and the vector field
ðxf ðx; y; 0Þ; ygðx; y; 0ÞÞ is transversal to S01 :
As a consequence, we have
Lemma 2.1. For any ðx0; y0ÞAS1 ; there exists a unique t0 ¼ t0ðx0; y0Þ and a unique
t1 ¼ t1ðx0; y0Þ with t1 > t0 > 0 such that ðxðt0Þ; yðt0ÞÞAS01 andZ t1
0
hðxðsÞ; yðsÞ; 0Þ ds ¼ 0;
where ðxðtÞ; yðtÞÞ is the solution of (2.4) with the initial value ðx0; y0Þ:
As we will see in the next section, the time map t1 above characterizes a
phenomenon of the singularly perturbed system, known as the delay of stability loss.
We will call the map P0 : S1-S
þ
1 : P
0ðx0; y0Þ ¼ ððxðt1ðx0; y0ÞÞ; yðt1ðx0; y0ÞÞ the
delay map, where ðxðtÞ; yðtÞÞ and t1 are as in Lemma 2.1.
2.3. Dynamics in the vicinity of S2
We now discuss the other portion S2 of the slow manifold.
W. Liu et al. / J. Differential Equations 188 (2003) 306–331 311
Condition 4. The equation @h@z ðx; y; zÞ ¼ 0 defines a smooth curve S02 on S2; which
divides S2 into two smooth surfaces
S2 ¼ ðx; y; zÞAS2 :
@h
@z
ðx; y; zÞo0
 
;
Sþ2 ¼ ðx; y; zÞAS2 :
@h
@z
ðx; y; zÞ > 0
 
:
The projection J0 of S02 onto the xy-plane is a smooth curve in S

1 ; and there are smooth
functions q : %D1-Rþ and r : %D2-Rþ such that S2 ¼ fðx; y; qðx; yÞÞ : ðx; yÞAD1g and
Sþ2 ¼ fðx; y; rðx; yÞÞ : ðx; yÞAD2g; where D1 is the domain in the xy-plane bounded by
the x-axis, the y-axis, and J0; and D2 is the domain in the xy-plane bounded by S
0
1; the
x-axis, the y-axis, and J0: Moreover, q and r agree on J0; and S02 ¼ fðx; y; qðx; yÞÞ ¼
ðx; y; rðx; yÞÞ : ðx; yÞAJ0g (Fig. 1).
For the limiting fast dynamic, it is clear that all solutions of system (2.3) in the
vicinity of S2 will move vertically toward S

2 and those in the vicinity of S
þ
2 will
move vertically away from Sþ2 :
The slow manifold S2 losses normal hyperbolicity at the turning points curve S
0
2
with respect to the fast system, and hence it does not persist for e > 0 in general.
Difﬁculty also arises due to the fact that the limiting slow system (2.1) is not deﬁned
on S02 and the slow orbits on S2 can reach S
0
2 in ﬁnite time from both side. For the
purpose of this work, we are mainly interested in the slow dynamic on S2 : With the
parameterization q : D1-Rþ of S2 ; the limiting slow ﬂow on S

2 is simply described
1
J0
S
S
S
S
S1
 
2
2
1
1 S2
0
0
 
+
+
Z
Y
X
0
–
–
Fig. 1. The slow manifold and its portions.
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by
’x ¼ xf ðx; y; qðx; yÞÞ;
’y ¼ ygðx; y; qðx; yÞÞ;
z ¼ qðx; yÞ: ð2:5Þ
where ðx; yÞAD1:
Condition 5. The equilibrium ð0; 0; 1Þ is a global repellor of system (2.5) on S2 ; and the
vector field ðxf ; ygÞ is transversal to J0:
Biologically, the ﬁrst part of the condition means that the predator populations
must grow near the capacity population of the prey. This condition together with the
Poincare´–Bendixon theorem implies that ﬂow (2.5) on S2 is negatively invariant with
ð0; 0; 1Þ as the a-limit set of all solutions with initial values on S2 : The second part of
the condition allows one to control the breakup of the surface S2 as e > 0 and the
behavior of solutions of (2.2) after reaching the vicinity of S02 : The precise
consequence of such controlling effect will be stated in the next section.
Lemma 2.2. For any ðx1; y1ÞAD1; there exists a unique t2 ¼ t2ðx1; y1Þ > 0 such that
ðxðt2Þ; yðt2Þ; qðxðt2Þ; yðt2ÞÞÞAS02; where ðxðtÞ; yðtÞÞ is the solution of system (2.5) with
the initial value ðx1; y1Þ:
2.4. Limiting Poincare´ map
We will construct a limiting Poincare´ map to illustrate the global limiting
dynamics. First, we choose two Poincare´ sections S0 and S1 in the ﬁrst octant as
follows. Let 0oz0ominfqðx; yÞ : ðx; yÞAD1g: If z0 is sufﬁciently small, then, by
Condition 4, the plane fz ¼ z0g intersects Sþ2 along a curve and, in the ﬁrst octant,
the curve separates the plane into a bounded portion and an unbounded one. Now
let S1 be the bounded portion and S0 be a bounded region of the unbounded portion
of the plane so that its projection to the xy-plane contains J0 (see Fig. 2).
Deﬁne
P0 : S0-S1 : P0ðx0; y0; z0Þ ¼ ðxðt1Þ; yðt1Þ; z0Þ;
where ðxðtÞ; yðtÞ; 0Þ is the solution of system (2.4) with the initial value ðx0; y0Þ and
t1 ¼ t1ðx0; y0Þ is as in Lemma 2.1. Note that the restriction of P0 to the xy-plane is
nothing but the delay map deﬁned after Lemma 2.1. Also deﬁne
Q0 : P0ðS0Þ-S0 : Q0ðx1; y1; z0Þ ¼ ðxðt2Þ; yðt2Þ; z0Þ;
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where ðxðtÞ; yðtÞÞ is the solution of system (2.5) with the initial value ðx1; y1Þ and
t2 ¼ t2ðx1; y1Þ is as in Lemma 2.2. We refer to the composition
F 0 ¼ Q03P0 : S0-S0
as the limiting Poincare´ map.
X
Σ
Σ
z
Y
Z
S2
1
1
0
0
0
+
Fig. 2. The Poincare´ sections S0 and S1:
T
J0
S1
S2
0
0
Z
Y
X
0
1
J1
Fig. 3. The limiting cylinder.
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The existence of an invariant cylinder of the perturbed system will be based on a
limiting cylinder, consisting of four portions as illustrated in Fig. 3. The ﬁrst portion
is the set of fast orbits from S02 to J
0 (the front vertical piece in Fig. 3). The next
portion is formed by the slow orbits from J0 to J1 ¼ P0ðJ0Þ (the piece on the xy-
plane). Let T be the image of the curve J1 under the map q: Then the third portion
consists of J1; T and the fast orbits in between (the vertical piece on the back). The
last portion is the set of slow orbits from T to S02 on S

2 (the piece on the top). To
avoid collapse of orbits during the above construction, we need the following
condition.
Condition 6. The curve J0 is transversal to the vector field ðxf ; yg; 0Þ on S1 and the
curve T is transversal to the vector field ðxf ; yg; 0Þ on S2 :
3. Dynamics of system (1.2) for e> 0
3.1. Poincare´ map
We now consider a Poincare´ map for e > 0 which will be a perturbation of the
limiting one along the limiting cylinder. To do so, we restrict the Poincare´ sections
S0; S1 deﬁned above to a small neighborhood of the limiting cylinder. With
Conditions 1–3, it has been shown in [8,11,13] that the map
Pe : S0-S1 : Peðx0; y0; z0Þ ¼ ðxðt1ðeÞ; eÞ; yðt1ðeÞ; eÞ; zðt1ðeÞ; eÞÞ
is a well-deﬁned diffeomorphism, where ðxðt; eÞ; yðt; eÞ; zðt; eÞÞ is the solution of
system (1.2) with the initial value ðx0; y0; z0Þ and t1ðeÞ ¼ t1ðx0; y0; z0; eÞ > 0 is the ﬁrst
time at which the solution reaches S1; i.e, zðt1ðeÞ; eÞ ¼ z0; moreover,
Pe-P0 smoothly as e-0:
With the Conditions 4, 5 and 6, it has been also shown (see [2] and the references
therein) that the map
Qe : PeðS0Þ-S0 : Qeðx1; y1; z0Þ ¼ ðxðt2ðeÞ; eÞ; yðt2ðeÞ; eÞ; zðt2ðeÞ; eÞÞ
is a well-deﬁned diffeomorphism, where ðxðt; eÞ; yðt; eÞ; zðt; eÞÞ is the solution of
system (1.2) with the initial value ðx1; y1; z0ÞAS1 and t2ðeÞ ¼ t2ðx1; y1; z0; eÞ > 0 is the
ﬁrst time at which the solution reaches S0; i.e., zðt2ðeÞ; eÞ ¼ z0; and moreover,
Qe-Q0 smoothly as e-0:
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We refer to the map
F e ¼ Qe3Pe : S0-S0
as the Poincare´ map. Hence, the following holds.
Lemma 3.1. Assume Conditions 1–6. Then
F e-F 0 smoothly as e-0:
3.2. Invariant cylinder
Theorem 3.2. Assume Conditions 1–6. Let L0 be the intersection of the limiting
cylinder with the section S0: Then, for e > 0 small, the Poincare´ map F e : S0-S0
admits an asymptotically stable smooth invariant curves Le which is also smoothly
varying in e and satisfying that Le-L0 smoothly as e-0: Such an invariant curve
corresponds to an invariant, normally asymptotically stable cylinder of (1.2) with the
two ends being the relaxation cycles in the invariant xz- and yz-plane.
Proof. For simplicity, we identify S0 with a rectangle R ¼ fðu; vÞ : uA½1; 1	;
vA½1; 1	g and L0 with fðu; vÞAR : v ¼ 0g; and use F e again as the (identiﬁed)
Poincare´ map. Let Le be the o-limit set of R under F e: Since F0 maps R to L0; R is
positively invariant with respect to F e for small e; and thus, Le is simply connected,
and converges to L0 smoothly as e-0: We claim that Le must be a curve. For
otherwise, Le would have non-empty interior and hence non-zero area, which, by its
invariance under F e; is given by the integral of jdetðDF eÞj over Le: It follows that
jdetðDF eðu0; v0ÞÞj ¼ 1 for some ðu0; v0ÞALe; which contradicts to the fact that
DF e-DF 0 as e-0 since, for the latter, jdetðDF 0Þj ¼ 0:
Thus, each F e admits an asymptotically stable smooth invariant curve which is
close to L0 smoothly. This invariant curve corresponds to a normally asymptotically
stable invariant cylinder in the ﬁrst octant of R3 with the two boundaries being the
relaxation cycles in the invariant xz- and yz-plane. &
3.3. Relaxation oscillations
For the existence of stable relaxation oscillations in the interior of the invariant
cylinder, we now derive a condition under which the two relaxation cycles
are unstable within the cylinder. Let G1e ¼ fðxð1Þe ðtÞ; 0; zð1Þe ðtÞÞg and G2e ¼
fð0; yð2Þe ðtÞ; zð2Þe ðtÞÞg be the relaxation cycles on the xz- and yz-plane, respectively,
with ðxð1Þe ð0Þ; 0; zð1Þe ð0ÞÞ-ðx0; 0; 0Þ and ð0; yð2Þe ð0Þ; zð2Þe ð0ÞÞ-ð0; y0; 0Þ as e-0: Then
the limits of Gie as e-0 are G
i
0 ¼ gi1,gi2,gi3,gi4; for i ¼ 1; 2; respectively (see Fig. 4),
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with
g11 ¼ fðx; 0; 0Þ : xA½x1; x0	g; g12 ¼ fðx1; 0; zÞ : zA½0; qðx1; 0Þ	g;
g13 ¼ fðx; 0; qðx; 0ÞÞ : xA½x1; x0	g; g14 ¼ fðx0; 0; zÞ : zA½0; qðx0; 0Þ	g ð3:1Þ
and
g21 ¼ fð0; y; 0Þ : yA½y1; y0	g; g22 ¼ fð0; y1; zÞ : zA½0; qð0; y1Þ	g;
g23 ¼ fð0; y; qð0; yÞÞ : yA½y1; y0	g;
g24 ¼ fð0; y0; zÞ : zA½0; qð0; y0Þ	g; ð3:2Þ
where qðx; yÞ is deﬁned as in Condition 4, x1 and y1 are deﬁned via the delay map P0
at the end of Section 2.2 as ðx1; 0Þ ¼ P0ðx0; 0Þ and ð0; y1Þ ¼ P0ð0; y0Þ:
Lemma 3.3. For e > 0 small, the relaxation cycle G1e is stable (resp. unstable) along the
invariant cylinder if the following integral is negative (resp. positive):
I1 ¼
Z x1
x0
gðx; 0; 0Þ
xf ðx; 0; 0Þ dx þ
Z x0
x1
gðx; 0; qðx; 0ÞÞ
xf ðx; 0; qðx; 0ÞÞ dx ð3:3Þ
and, the relaxation cycle G2e is stable (resp. unstable) along the cylinder if the following
integral is negative (resp. positive):
I2 ¼
Z y1
y0
f ð0; y; 0Þ
ygð0; y; 0Þ dy þ
Z y0
y1
f ð0; y; qð0; yÞÞ
ygð0; y; qð0; yÞÞ dy: ð3:4Þ
Proof. We only show the ﬁrst statement. From the linearization along the relaxation
cycle G1e ¼ ðxð1Þe ðtÞ; 0; zð1Þe ðtÞÞ; one sees that its stability within the cylinder is
x0x y
X
Z Z
Y0 0
q(x0,0)
q(x ,0)
1
1
1 y0
z=q(x,0) z=q(0,y)
q(0,y1)
q(0,y0) 
(a) (b)
Fig. 4. (a) The limiting relaxation G10 on the xz-plane and (b) the limiting relaxation G
2
0 on the yz-plane.
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determined by the sign of Z p
0
gðxð1Þe ðtÞ; 0; zð1Þe ðtÞÞ dt;
where p is the period of G1e : Since G
1
e limits to the union of gi; i ¼ 1; 2; 3; 4; with both
g2 and g4 being fast orbits, the limit of the above integral is
lim
e-0
Z p
0
gðxð1Þe ðtÞ; 0; zð1Þe ðtÞÞ dt
¼
Z t1
0
gðxð1Þ0 ðtÞ; 0; 0Þ dt
þ
Z t2
t1
gðxð1Þ0 ðtÞ; 0; qðxð1Þ0 ðtÞ; 0ÞÞ dt;
where ðxð1Þ0 ðtÞ; 0; 0Þ for tA½0; t1	 is the limiting slow orbit on the x-axis from x0 to x1;
and ðxð1Þ0 ðtÞ; 0; qðxð1Þ0 ðtÞ; 0ÞÞ for tA½t1; t2	 is the one on the slow manifold S2 from
ðx1; 0; qðx1; 0ÞÞ to ðx0; 0; z0Þ: Substituting x ¼ xð1Þ0 ðtÞ; one has that
lim
e-0
Z p
0
gðxð1Þe ðtÞ; 0; zð1Þe ðtÞÞ dt ¼
Z x1
x0
gðx; 0; 0Þ
xf ðx; 0; 0Þ dx
þ
Z x0
x1
gðx; 0; qðx; 0ÞÞ
xf ðx; 0; qðx; 0ÞÞ dx;
from which the statement of the lemma follows. &
We now state our main results on the existence of stable relaxation oscillations of
(1.2) in the positive octant of R3:
Theorem 3.4. Assume Conditions 1–6 for (1.2). Then, for e > 0 small, the following
holds.
(i) The normally asymptotically stable invariant cylinder consists of relaxation
periodic solutions along with connecting orbits.
(ii) Either at least one of the end relaxation cycles is stable along the invariant
cylinder or there is a stable relaxation oscillation in the interior of the invariant
cylinder.
(iii) If both the integrals defined in (3.3) and (3.4) are positive, then there is at least one
stable relaxation oscillation in the positive octant of R3:
Proof. Since there are no equilibria on the cylinder, (i) and (ii) follow from the
Poincare´–Bendixon theorem. Statement (iii) follows from (ii) and Lemma 3.3, i.e.,
the instability of the two end cycles G1e ; G
2
e along the cylinder.
W. Liu et al. / J. Differential Equations 188 (2003) 306–331318
4. Application to the model system (1.1)
We will apply Theorem 3.4 to study the existence of relaxation oscillations for the
model system (1.1). By assuming that the prey population S has a very large intrinsic
growth rate g; we will identify a range of parameters in (1.1) so that all conditions in
Theorem 3.4 are satisﬁed.
4.1. Stable relaxation oscillations
Using the rescaling
e ¼ 1
g
; b1 ¼
a1
K
; b2 ¼
a2
K
; x ¼ x1
gy1K
; y ¼ x2
gy2K
; z ¼ S
K
;
it is easy to see that model (1.1) becomes
’x ¼ x m1z
b1 þ z
 d1
 
¼: xf ðzÞ;
’y ¼ y m2z
b2 þ z
 d2
 
¼: ygðzÞ;
e’z ¼ z 1 z  m1x
b1 þ z
 m2y
b2 þ z
 
¼: zhðx; y; zÞ: ð4:1Þ
We remark that the above rescaling has the advantage of keeping the
competitive symmetry between the two predators, although speciﬁc coexistence
conditions often identify environmental factors that are in favor of one predator
over the other. In a food chain model with three species, the rescaling
introduced in [3] should, however, be used to reﬂect different role played by each
specie.
Let li ¼ bidi=ðmi  diÞ for i ¼ 1; 2: We ﬁrst assume that
(H1) 0ob1ob2o1; d1om1; d2om2; and ð1 b2Þ=2 > maxfl1; l2g:
With this assumption, it is easy to see that Condition 1 is satisﬁed with the
equilibria E0 ¼ ð0; 0; 0Þ and EN ¼ ð0; 0; 1Þ of system (4.1). System (4.1) also admits
at least two other equilibria
E1 ¼ b1ð1 l1Þ
m1  d1 ; 0; l1
 
; E2 ¼ 0; b2ð1 l2Þ
m2  d2 ; l2
 
;
which all lie in the ﬁrst octant of R3; and, if l1 ¼ l2; then the line segment joining E1
and E2 consists of equilibria.
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For the portion S1 ¼ fðx; y; zÞ: z ¼ 0g of the slow manifold, Condition 2 is
fulﬁlled with
S01 ¼ ðx; y; 0Þ : 1
m1
b1
x  m2
b2
y ¼ 0
 
;
Sþ1 ¼ ðx; y; 0Þ : 1
m1
b1
x  m2
b2
y > 0
 
;
S1 ¼ ðx; y; 0Þ : 1
m1
b1
x  m2
b2
yo0
 
:
Since the limiting slow system of (4.1) on S1 (corresponding to system (2.4)) is simply
’x ¼ d1x;
’y ¼ d2y:
Condition 3 is clearly satisﬁed.
We note that
S2 ¼fðx; y; zÞ : hðx; y; zÞ ¼ 0g
¼ ðx; y; zÞ : 1 z  m1x
b1 þ z
 m2y
b2 þ z
¼ 0
 
:
The three parts
S02 ¼ ðx; y; zÞAS2 :
@h
@z
ðx; y; zÞ ¼ 0
 
;
S2 ¼ ðx; y; zÞAS2 :
@h
@z
ðx; y; zÞo0
 
;
Sþ2 ¼ ðx; y; zÞAS2 :
@h
@z
ðx; y; zÞ > 0
 
of S2 can be characterized as follows. First of all, it is not hard to see that S
0
2 has the
parameterization
S02 ¼ ðx; y; zÞ : x ¼
ð2z  1þ b2Þðb1 þ zÞ2
m1ðb2  b1Þ
;
(
y ¼ ð2z  1þ b1Þðb2 þ zÞ
2
m2ðb1  b2Þ
)
ð4:2Þ
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for zA½ð1 b2Þ=2; ð1 b1Þ=2	: Secondly, let D1;D2; J0 be as in Condition 4 for the
particular system (4.1). Then there are two non-negative solutions z ¼ qðx; yÞ and
z ¼ rðx; yÞ of
1 z  m1x
b1 þ z
 m2y
b2 þ z
¼ 0
deﬁned on D1; D2; respectively, with qðx; yÞ > rðx; yÞ if ðx; yÞAD2 and qðx; yÞ ¼
rðx; yÞ if ðx; yÞAJ0; such that
S2 ¼ fðx; y; zÞ : z ¼ qðx; yÞ; ðx; yÞAD1g;
Sþ2 ¼ fðx; y; zÞ : z ¼ rðx; yÞ; ðx; yÞAD2g:
Thus, Condition 4 holds.
Since ð1 b2Þ=2 > maxfl1; l2g; the equilibria E1 and E2 are not on S2 : Condition
5 is thus equivalent to that
x
m1z
b1 þ z
 d1
 
 m1x
b1 þ z
 
þ y m2z
b2 þ z
 d2
 
 m2y
b2 þ z
 
a0
for all ðx; y; zÞAS02 ; i.e.,
IðzÞ ¼ ðm1  d1Þðz  l1Þ m1x
2
ðb1 þ zÞ2
þ ðm2  d2Þðz  l2Þ m2y
2
ðb2 þ zÞ2
a0
for all zA½ð1 b2Þ=2; ð1 b1Þ=2	; where x ¼ xðzÞ; y ¼ yðzÞ are as in (4.2). By (H1),
we actually have IðzÞ > 0 for z lying in the above range. This veriﬁes Condition 5.
Concerning the transversality Condition 6, we note that the curve J0 has negative
slope at each point, and hence, it is transversal to the vector ﬁeld ðxf ; yg; 0Þ ¼
ðd1x;d2y; 0Þ on S1: It remains to check the transversality of T to the vector ﬁeld
ðxf ; yg; 0Þ on S2: Note that the limiting ﬂow on S2 is given by z ¼ qðx; yÞ where
ðx; yÞ is determined by system (2.5) with respect to (4.1). Thus, this transversality is
equivalent to that of J1 ¼ P0ðJ0Þ with ðxf ; ygÞ: Since J0 is the projection of S02 ; (4.2)
induces a parameterization on J0 hence on J1: If we denote such parameterization of
J1 by ðxðzÞ; yðzÞÞ; then the transversality is simply
ðxf ðx; y; qðx; yÞÞ; ygðx; y; qðx; yÞÞÞ  @x
@z
;
@y
@z
 
a0
or equivalently,
x m1qðx; yÞ
b1 þ qðx; yÞ
 d1
 
@y
@z
þ y m2qðx; yÞ
b2 þ qðx; yÞ
 d2
 
@x
@z
a0; ð4:3Þ
for ðx; yÞ ¼ ðxðzÞ; yðzÞÞAJ1:
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Lemma 4.1. For any ðx; yÞAJ1; the value qðx; yÞ is independent of m1 and m2:
Proof. We note that, from the parameterization of J0; m1x0ðzÞ and m2y0ðzÞ are
independent of m1 and m2; so is the time t1 ¼ t1ðx0ðzÞ; y0ðzÞÞ in the deﬁnition of the
delay map P0: Thus, m1x ¼ m1x0ðzÞed1t1 and m2y ¼ m2y0ðzÞed2t1 are independent
of m1 and m2: Since qðx; yÞ is a solution of
1 q  m1x
b1 þ q
 m2y
b2 þ q
¼ 0;
we conclude that qðx; yÞ is independent of m1 and m2: &
Let qn ¼ minfqðx; yÞ : ðx; yÞAJ1g: Then qn depends only on b1; b2; d1 and d2: We
assume
(H2) d1pd2 and m2d2X
b2þqn
b1þqn
m1
d1
:
The second inequality above can certainly hold since qn is independent of m1
and m2:
Lemma 4.2. Under hypotheses (H1) and (H2), Condition 6 is satisfied.
Proof. We need to verify (4.3). According to (4.2), J0 has the parameterization
x0ðzÞ ¼ ð2z  1þ b2Þðb1 þ zÞ
2
m1ðb2  b1Þ
; y0ðzÞ ¼ ð2z  1þ b1Þðb2 þ zÞ
2
m2ðb1  b2Þ
for zA½ð1 b2Þ=2; ð1 b1Þ=2	: It follows that
dx0
dz
¼ 2ðb1 þ zÞð3z  1þ b1 þ b2Þ
m1ðb2  b1Þ
;
dy0
dz
¼ 2ðb2 þ zÞð3z  1þ b1 þ b2Þ
m2ðb1  b2Þ
: ð4:4Þ
Moreover, any point ðx; yÞAJ1 has the form x ¼ x0ðzÞed1t; y ¼ y0ðzÞed2t; where
t ¼ tðzÞ satisﬁes
t þ m1x0ðzÞ
b1d1
ðed1t  1Þ þ m2y0ðzÞ
b2d2
ðed2t  1Þ ¼ 0: ð4:5Þ
Differentiating (4.5) with respect to z yields that
dt
dz
¼ 1
D
m1
b1d1
ðed1t  1Þ dx0
dz
þ m2
b2d2
ðed2t  1Þ dy0
dz
 
;
where
D ¼ 1 m1x0
b1
ed1t  m2y0
b2
ed2t > 0:
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Let
L ¼ y0 m2qb2 þ q
 d2
 
dx0
dz
 d1x0dt
dz
 
 x0 m1qb1 þ q
 d1
 
dy0
dz
 d2y0dt
dz
 
;
where q ¼ qðx; yÞ: Since
dx
dz
¼ dx0
dz
ed1t  d1x0ed1tdt
dz
and
dy
dz
¼ dy0
dz
ed2t  d2y0ed2tdt
dz
;
inequality (4.3) will be satisﬁed if La0: We now show that (H2) implies that L > 0:
First of all, due to the fact that dx0=dz > 0 and dy0=dzo0; it is clear that if either
x0 ¼ 0 or y0 ¼ 0; then L > 0: Now let x0a0 and y0a0: Then
DL ¼ y0 m2qb2 þ q
 d2
 
Dþ m1x0
b1
ð1 ed1tÞ
 
dx0
dz
 x0 m1qb1 þ q
 d1
 
Dþ m2y0
b2
ð1 ed2tÞ
 
dy0
dz
þ m2q
b2 þ q
 d2
 
d1x0m2y0
b2d2
ð1 ed2tÞ dy0
dz
 m1q
b1 þ q
 d1
 
m1x0d2y0
b1d1
ð1 ed1tÞ dx0
dz
¼Dy0 m2qb2 þ q
 d2
 
dx0
dz
 Dx0 m1qb1 þ q
 d1
 
dy0
dz
þ m1m2x0y0q
b1ðb2 þ qÞ
 m
2
1d2x0y0q
b1d1ðb1 þ qÞ
 
ð1 ed1tÞ dx0
dz
 m1m2x0y0q
b2ðb1 þ qÞ
 m
2
2d1x0y0q
b2d2ðb2 þ qÞ
 
ð1 ed2tÞ dy0
dz
>
m1m2x0y0q
b1ðb2 þ qÞ
 m
2
1d2x0y0q
b1d1ðb1 þ qÞ
 
ð1 ed1tÞ dx0
dz
 m1m2x0y0q
b2ðb1 þ qÞ
 m
2
2d1x0y0q
b2d2ðb2 þ qÞ
 
ð1 ed2tÞ dy0
dz
:
Using (4.4), we further obtain that
L > K
m1
d1
ðb2 þ qÞ 
m2
d2
ðb1 þ qÞ
 
 b2 þ z
b2
1 ed2t
d2
 b1 þ z
b1
1 ed1t
d1
 
;
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where
K ¼ 2d1d2x0y0qð3z  1þ b1 þ b2Þ
Dðb1 þ qÞðb2 þ qÞ
> 0:
Now the condition d1pd2 implies that
1 ed1t
d1
X
1 ed2t
d2
and the condition
m2
d2
X
b2 þ qn
b1 þ qn
m1
d1
implies that
m1
d1
ðb2 þ qÞp
m2
d2
ðb1 þ qÞ
since qXqn: Hence L > 0: &
With Conditions 1–6, the following theorem is an immediate consequence of
Theorem 3.2 and Theorem 3.4 (ii).
Theorem 4.3. Assume (H1) and (H2). Then, for e > 0 small, system (4.1) has at least
one stable relaxation oscillation in the first octant of R3: More precisely, for e > 0
small, the following holds.
(i) System (4.1) admits a normally asymptotically stable invariant cylinder in the first
octant of R3 with the two ends being the relaxation cycles in the invariant xz- and
yz-plane, which are asymptotically stable in the respective planes.
(ii) Either at least one of the end relaxation cycles is stable along the invariant
cylinder or there is a stable relaxation oscillation in the interior of the invariant
cylinder.
4.2. Coexistence
We now discuss the existence of relaxation oscillations for model (1.1) in the
positive octant of R3: To do so, we will characterize certain range of parameter
values so that both integrals I1 and I2 in Lemma 3.3 are positive. As a consequence,
system (4.1) will then have a stable relaxation oscillation on the invariant cylinder
and in the interior of the ﬁrst octant, which then justiﬁes the coexistence of the two
predators and the prey.
Recall from (3.1) that the limit G10 of the relaxation cycle G
1
e of system (4.1) in the
xz-plane is determined by the four corner points ðx0; 0; 0Þ; ðx1; 0; 0Þ; ðx1; 0; qðx1; 0ÞÞ
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and ðx0; 0; qðx0; 0ÞÞ: The point ðx0; 0; 0Þ is the projection of ðx0; 0; qðx0; 0ÞÞAS02 with
x0 ¼ ð1þ b1Þ2=ð4m1Þ and qðx0; 0Þ ¼ ð1 b1Þ=2 (see the parameterization (4.2) of
S02). The point ðx1; 0; 0Þ is related to ðx0; 0; 0Þ by the delay map P0; more precisely,
x1 ¼ x0ed1t1ðx0Þ; where t1 ¼ t1ðx0Þ satisﬁesZ t1
0
hðx0ed1s; 0; 0Þ ds ¼
Z t1
0
1 m1x0
b1
ed1s
 
ds ¼ 0:
Making the change of variable x ¼ x0ed1s in the above integral, we have thatZ x1
x0
1 m1x=b1
x
dx ¼ 0 or ln x1
x0
¼ m1
b1
ðx1  x0Þ:
We now have
I1 ¼
Z x1
x0
gðx; 0; 0Þ
xf ðx; 0; 0Þ dx þ
Z x0
x1
gðx; 0; qðx; 0ÞÞ
xf ðx; 0; qðx; 0ÞÞ dx
¼
Z x1
x0
d2
d1x
dx þ
Z x0
x1
gðqðx; 0ÞÞ
xf ðqðx; 0ÞÞ dx
¼ d2
d1
ln
x1
x0
þ
Z x0
x1
gðqðx; 0ÞÞ
xf ðqðx; 0ÞÞ dx
¼ d2
d1
m1
b1
ðx1  x0Þ þ
Z x0
x1
gðqðx; 0ÞÞ
xf ðqðx; 0ÞÞ dx:
Since z ¼ qðx; 0Þ satisﬁes
1 z  m1x
b1 þ z
¼ 0;
we have x ¼ q1ðzÞ ¼ ð1 zÞðb1 þ zÞ=m1: For the last integral in the expression of
I1; we make the change of variable z ¼ qðx; 0Þ: If we denote z10 ¼ qðx0; 0Þ ¼
ð1 b1Þ=2; z11 ¼ qðx1; 0Þ; then
I1 ¼ d2
d1
m1
b1
ðx1  x0Þ þ
Z z1
0
z1
1
gðzÞ
q1ðzÞf ðzÞq0ðq1ðzÞÞ dz
¼ d2
d1
m1
b1
ðx1  x0Þ þ
Z z1
0
z1
1
ðm2z  d2z  b2d2Þð1 b1  2zÞ
ð1 zÞðm1z  d1z  b1d1Þðb2 þ zÞ
dz
¼ d2
d1
m1
b1
ðx1  x0Þ þ
Z z1
1
z1
0
ðm2z  d2z  b2d2Þð2z  1þ b1Þ
ð1 zÞðm1z  d1z  b1d1Þðb2 þ zÞ
dz
¼ d2
d1
m1
b1
ðx1  x0Þ þ 2ðm2  d2Þ
m1  d1
Z z1
1
z1
0
ðz  l2Þðz  z10Þ
ð1 zÞðz  l1Þðz þ b2Þ
dz:
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The ﬁrst term in the ﬁnal expression of I1 is negative since 0ox1ox0 and the second
term is positive since z10 > maxfl1; l2g by (H2). We remark that the last integral can
be evaluated to yield
I1 ¼ d2
d1
m1
b1
ðx1  x0Þ
þ m2  d2
m1  d1 A ln
1 z10
1 z11
þ B ln z
1
0 þ b2
z11 þ b2
þ C ln z
1
0  l1
z11  l1
 
;
where
A ¼ ð1þ b1Þð1 l2Þð1þ b2Þð1 l1Þ
; B ¼ ð1 b1 þ 2b2Þðb2 þ l2Þð1þ b2Þðb2 þ l1Þ
and
C ¼ ð2l1  1þ b1Þðl2  l1Þðb2 þ l1Þð1 b1Þ
:
Similarly, we have
I2 ¼ d1
d2
m1
b1
ðy1  y0Þ þ 2ðm1  d1Þ
m2  d2
Z z2
1
z2
0
ðz  l1Þðz  z20Þ
ð1 zÞðz  l2Þðz þ b1Þ
dz;
where z20 ¼ ð1 b2Þ=2; y0 ¼ ð1þ b2Þ2=ð4m2Þ; y1 ¼ y0ed2t1ðy0Þ; z21 ¼ qð0; y1Þ with t1 ¼
t1ðy0Þ satisfying
Z t1
0
hð0; y0ed2s; 0Þ ds ¼ 0 or t1 þ m2y0b2d2
ðed2t1  1Þ ¼ 0:
Theoretically, one can determine the precise range of parameter values of mi; di and
bi so that both integrals I1 and I2 are positive. We only discuss one scenario in the
following.
Rewriting the expressions for I1 and I2; we have
I1 ¼ d2
d1
m1
b1
ðx1  x0Þ þ
Z z1
1
z1
0
ðm2=d2z  z  b2Þð2z  1þ b1Þ
ð1 zÞðm1=d1z  z  b1Þðb2 þ zÞ
dz
 !
and
I2 ¼ d1
d2
m1
b1
ðy1  y0Þ þ
Z z2
1
z2
0
ðm1=d1z  z  b1Þð2z  1þ b2Þ
ð1 zÞðm2=d2z  z  b2Þðb1 þ zÞ
dz
 !
:
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Note that I1 ¼ I2 ¼ 0 if m2 ¼ m1; d2 ¼ d1 and b2 ¼ b1; and in turn, one has
m1
b1
ðx1  x0Þ þ
Z z1
1
z1
0
2z  1þ b1
ð1 zÞðb1 þ zÞ
dz ¼ 0;
m2
b2
ðy1  y0Þ þ
Z z2
1
z2
0
2z  1þ b2
ð1 zÞðb2 þ zÞ
dz ¼ 0
for all choices of mi; di and bi satisfying hypotheses (H1) and (H2).
Lemma 4.4. Choose b1 and b2 so that z
2
1o1=2 and ð1 b1Þ=2Xz21: If
m2
d2
 b2 þ z
2
1
b1 þ z21
m1
d1










is sufficiently small, then I1 > 0 and I2 > 0:
Proof. We note that, since z21-0 as b2-1; there exist b1 and b2 such that z
2
1o1=2
and ð1 b1Þ=2Xz21:
It is easy to see that, if
m2
d2
¼ b2 þ z
2
1
b1 þ z21
m1
d1
;
then
ðb1 þ zÞðm2z=d2  z  b2Þ
ðb2 þ zÞðm1z=d1  z  b1Þ
¼
> 1 for z > z21;
o1 for zoz21:
8><
>:
In particular, we have
ðb1 þ zÞðm2z=d2  z  b2Þ
ðb2 þ zÞðm1z=d1  z  b1Þ
¼
> 1 for z10 ¼
1 b1
2
ozoz11;
o1 for z20 ¼
1 b2
2
ozoz21:
8>><
>>>:
Hence,
Z z1
1
z1
0
ðm2=d2z  z  b2Þð2z  1þ b1Þ
ð1 zÞðm1=d1z  z  b1Þðb2 þ zÞ
dz >
Z z1
1
z1
0
2z  1þ b1
ð1 zÞðb1 þ zÞ
dz
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and
Z z2
1
z2
0
ðm1=d1z  z  b1Þð2z  1þ b2Þ
ð1 zÞðm2=d2z  z  b2Þðb1 þ zÞ
dz >
Z z2
1
z2
0
2z  1þ b2
ð1 zÞðb2 þ zÞ
dz
and thus, I1 > 0 and I2 > 0: We then conclude that, if
m2
d2
 b2 þ z
2
1
b1 þ z21
m1
d1










is sufﬁciently small, one still has I1 > 0 and I2 > 0: &
Lemma 4.5. If j1 b2j and jd1  d2j are sufficiently small, then qn ¼ z21:
Proof. Denote qðzÞ ¼ qðx; yÞ; where ðx; yÞ ¼ ðx0ðzÞed1tðzÞ; y0ðzÞed2tðzÞÞ; ðx0ðzÞ;
y0ðzÞÞ is the parameterization of J0 for zA½ð1 b2Þ=2; ð1 b1Þ=2	; and tðzÞ ¼
t1ðx0ðzÞ; y0ðzÞÞ is deﬁned as in the deﬁnition of the delay map P0: Since
1 q  m1x
b1 þ q
 m2y
b2 þ q
¼ 0
and x ¼ x0ðzÞ ¼ 0 when z ¼ ð1 b2Þ=2; we have
dq
dz
 m1
b1 þ q
dx
dz
 m2
b2 þ q
dy
dz
þ m2yðb2 þ qÞ2
dq
dz
¼ 0
at z ¼ ð1 b2Þ=2: Since m2y ¼ ð1 qÞðb2 þ qÞ when z ¼ ð1 b2Þ=2; we further have
1 b2  2q
b2 þ q
dq
dz
¼ m1
b1 þ q
ed1t
dx0
dz
þ m2
b2 þ q
ed2t
dy0
dz
 m2
b2 þ q
ed2td2y0
dt
dz
¼C 1þ 2b1  b2
b1 þ q
ed1t  1þ b2
b2 þ q
ed2t
 
 m2
b2 þ q
ed2td2y0
dt
dz
at z ¼ ð1 b2Þ=2; where
C ¼ 1þ 2b1  b2
2ðb2  b1Þ
> 0:
Hence, if d1 ¼ d2 ¼ D; then
dq
dz
¼ CeDtb2  b1
b1 þ q
 b2 þ q
1 b2  2q
m2
b2 þ q
eDtDy0
dt
dz
:
Consider now the limiting case b2 ¼ 1: Since t ¼ 0 when z ¼ ð1 b2Þ=2 ¼ 0 and
t > 0 when zAð0; ð1 b1Þ=2	; we have qðzÞ ¼ 0 and dt=dzX0 at z ¼ ð1 b2Þ=2 ¼ 0;
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and hence,
dq
dz
X lim
b2-1
CeDt
b2  b1
b1 þ q
¼ b1
1 b1
1 b1
b1
¼ 1 > 0:
Thus, qn ¼ qðð1 b2Þ=2Þ ¼ qð0; y0ed2t1ð0;y0ÞÞ ¼ qð0; y1Þ ¼ z21: &
Our main result on the coexistence for the model is summarized in the following.
Theorem 4.6. Assume (H1), (H2), ð1 b1Þ=2Xqn; and also that
m2
d2
 b2 þ q
n
b1 þ qn
m1
d1
; 1 b2; jd1  d2j
are sufficiently small. Then, for e > 0 small, the relaxation oscillations of system (4.1)
in the xz- and yz-plane are unstable along the invariant cylinder, and hence there is a
stable relaxation oscillation on the invariant cylinder and in the interior of the first
octant of R3:
A numerical simulation using Matlab was performed on system (4.1) with the
parameter values: m1 ¼ 2; d1 ¼ 0:4; b1 ¼ 0:2; m2 ¼ 5; d2 ¼ 0:5; b2 ¼ 0:7; e ¼
0:1: The numerical solution with the initial value ðx0; y0; z0Þ ¼ ð0:28; 0:001; 0:2Þ near
the relaxation oscillation in the xz-plane is plotted in Figs. 5. Fig. 6 is the plot of the
numerical solution with the initial value ðx0; y0; z0Þ ¼ ð0:001; 0:2; 0:2Þ near the
relaxation oscillation in the yz-plane. They demonstrate that solutions with positive
initial conditions near the two end relaxation circles move away from them and
Fig. 5. An solution starting near the relaxation in the xz-plane.
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approach to a region of relaxation oscillations in the interior of the invariant
cylinder.
5. Discussions
In [4,5], a set of necessary conditions for the coexistence of the model problem
(1.1) is identiﬁed as the following:
0oa1oa2oK ; 1ob1ob2; 0ol1ol2;
K > max a1 þ 2*l1; a2 þ 2*l2; a2b1  a1b2
b2  b1
 
;
where ai ¼ biK; bi ¼ mi=di; and *li ¼ li; i ¼ 1; 2: It is not hard to show that our
hypotheses (H1) and (H2) and the smallness of
m2
d2
 b2 þ q
n
b1 þ qn
m1
d1
actually imply these necessary conditions.
In [12], a coexistence result was formally obtained. But the scenario found is
different from ours. In particular, in terms of system (1.1), the conditions in [12]
imply that when the predator two is absent ðx2 ¼ 0Þ; the predator one ðx1Þ and the
prey ðSÞ survive along a stable relaxation oscillation, and when the predator one is
absent ðx1 ¼ 0Þ; the predator two and the prey survive at a stable equilibrium. In our
Fig. 6. An solution starting near the relaxation in the yz-plane.
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case, when exactly one of the predators is absent, the other one and the prey always
survive along a relaxation oscillation.
In view of our results (Theorems 4.3 and 4.6), not only have we proved the
possibility of coexistence, but also obtained the global behavior of the model. Some
of our conditions are of course not optimal but should be essential for results
presented in this paper. In general, we believe that as long as e > 0 is small,
hypothesis (H1) is satisﬁed, and I1 > 0 and I2 > 0; the model should admit a stable
region in the interior of the ﬁrst octant consisting of relaxation oscillations.
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