This research aims to determine the similarities in groups of people to build a film recommender system for users. Users often have difficulty in finding suitable movies due to the increasing amount of movie information. The recommender system is very useful for helping customers choose a preferred movie with the existing features. In this study, the recommender system development is established by using several algorithms to obtain groupings, such as the K-Means algorithm, birch algorithm, mini-batch K-Means algorithm, mean-shift algorithm, affinity propagation algorithm, agglomerative clustering algorithm, and spectral clustering algorithm. We propose methods optimizing K so that each cluster may not significantly increase variance. We are limited to using groupings based on Genre and, Tags for movies. This research can discover better methods for evaluating clustering algorithms. To verify the quality of the recommender system, we adopted the mean square error (MSE), such as the Dunn Matrix and Cluster Validity Indices, and social network analysis (SNA), such as Degree Centrality, Closeness Centrality, and Betweenness Centrality. We also used Average Similarity, Computational Time, Association Rule with Apriori algorithm, and Clustering Performance Evaluation as evaluation measures to compare method performance of recommender systems using Silhouette Coefficient, Calinski-Harabaz Index, and Davies-Bouldin Index.
the MovieLens system and datasets [24] , and to use a specific algorithm to predict movies. The results 126 are returned to the user as a recommender item with the parameters of the user. The illustration for 127 the recommender system is presented in Fig. 1 , which explains similarities within people to build a 128 movie recommendation system for users. Fig. 1 shows how two users have a similar interest in items A and B. When this occurs, the 130 similarity index of both users will be calculated. Furthermore, the system can recommend items C to 131 other users because the system can detect that both users have similarities in terms of the items. 
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where f (C, x) returns the closest of cluster center c ∈ C to record x, and |C| = K and K is the number 203 of clusters to obtain. The mean-shift algorithm is proposed as a method for cluster analysis [33] . However, given 206 that the mean-shift determines the gradient ascent, the convergence of the process needs verification, 207 and its relation with similar algorithms needs clarification. The mean-shift algorithm is part of a 208 nonparametric grouping technique that does not require prior knowledge of the number of clusters 209 and does not constrain the shape of the clusters. Mean-shift clustering is used to discover blobs in 210 a smooth density of samples, which works by updating the candidates for centroids to be the mean 211 points within a given region. These candidates are then filtered in a postprocessing stage to eliminate 212 near-duplicates to form the final set of centroids. Given a candidate centroid x i followed by iteration t, 213 the candidate is updated by the following equation:
where N(x i ) is the neighborhood of samples within a given distance around x i and m is the 215 mean-shift vector for each centroid that points against a region of the maximum increase in the density 216 of points. This is computed using the following equation:
The algorithm can automatically determine the number of clusters, using bandwidth parameters.
218
This information can determine the size of the region to search through. This algorithm is unreachable 219 because it requires several close neighbour searches during its execution. In the affinity propagation method all data points are considered as possible exemplars. It exchanges real-values between exemplars until high-quality exemplars and corresponding clusters are not provided. The particular messages are further updated based on a simple formula that ratiocinate a sum-product. At any selected point in time, the magnitude in each message represents the current affinity that one point has for choosing another data point as its exemplar, hence the name "affinity propagation" [34] . The messages sent between points belong to one of the two categories. The accumulated evidence r(i, k) of sample k should be the exemplar for sample i. In addition, regarding availability a(i, k), the accumulated indicates that sample i should choose sample k to be an exemplar. The exemplar chosen by samples is similar enough to many samples that are representative of themselves. The responsibility of a sample k to be the exemplar of sample i is given by the following formula:
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The similarity between samples i and k, s(i, k) is assessed. The availability of sample k to be an 222 exemplar to sample i is given by the following formula:
We define a cluster with update r(i, k) and a(i, k). All the values for r and a were set to zero, and each iterate is calculated until convergence is found. To avoid numerical oscillations, the iteration process requires the damping factor γ as follows: that minimize within-group dispersion at each binary fusion. This method uses Euclidean distance as 228 the distance metric.
2.3.7. Spectral Clustering
230
Spectral clustering uses information from the eigenvalue (spectrum) of a special matrix that will 231 be built from a graph or data set. This matrix will be built and interpret its spectrum using eigenvectors 232 to assign data to clusters. An eigenvector is an important object of linear algebra and helps illustrate the 233 dynamics of the system represented by the matrix. Specific grouping uses the concept of eigenvalues 234 and eigenvectors.
235
9 of 24 the Dunn index will be taken as the optimal number of clusters k. It also has several shortcomings. As 262 the number of clusters and data dimensionality increase, the cost of computing also increases. The
263
Dunn index for c number of clusters is defined as follows: Degree is the number of relations. An actor with the most relationships is the most important actor. To search density, the most varied grouping with similarity users in one cluster, can be calculated using the following equation:
where C D is centrality degree, d(n i ) is degree of node i, and X ij is edge i − j. 
where C c (n i ) is centrality closeness of node I and d(n i , n j ) is edge
Betweeness 278 Betweenness is used to calculate the number of shortest paths between actors j and k where actor i is located. The shortest distance has the highest relation between clusters. It can be calculated using the following Equation:
where C B (n i ) is betweenness actor centrality (node) i, CHF(n i ) is the number of actors path where 279 i is, and CHF is the number of the path that connects actors j and k. 
Given two vectors of attributes, A and B, the cosine similarity, cos θ, is represented using a dot 288 product and magnitude as follows: Computational Time, in this case, is given by the following formula: 
where B k is the between group dispersion matrix, and W k is the within-cluster dispersion matrix, 338 which is defined as follows:
where the N entity is the number of points in data, C q is the set of points in cluster e q , C g be the 340 center of cluster q, c be the set center of E, and n q be the number of points inside cluster q. 
The index is defined as the Average Similarity between each cluster C i for i = 1, k and its most 347 similar cluster C j . Regarding the context inside the index, the similarity is defined as a measure R ij that Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 12 January 2020 doi:10.20944/preprints202001.0124.v1 To obtain a more delimited subset of people to study, grouping is performed to exclusively obtain 383 ratings from those who like either romance or science fiction movies. X and Y-axes are romance and Considering a subset of users and discovering what was their favourite genre, we define a function 393 that would calculate each user's average rating for all romance movies, science fiction movies, and 394 adventure movies. To obtain a more delimited subset of people to study, we biased our grouping to 395 exclusively obtain ratings from those users who who like either romance or science fiction movies. We
396
used the x and y-axes of the romance and sci-fi ratings. In addition, the size of the dot represents the From the results obtained, we can choose the best choices of the K values. Choosing the right 409 number of clusters is one of the key points of the K-Means algorithm. We also use mini-batch K-Means 410 algorithm and birch algorithm. We do not apply to mean-shift and affinity propagation because the 411 algorithm automatically sets the number of clusters. Increasing the number of clusters shows the 412 range that resulted in the worst clusters based on the Silhouette Score. Optimize K is represented by a 413 Silhouette score. The X-axis represents the largest score, so the group is more varied to use and the Y 414 axis represents the number of clusters. So that it can determine the right number of clusters to be used Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 12 January 2020 doi:10.20944/preprints202001.0124.v1
Evaluation and Discussion

418
This section contains the verification and evaluation results of the methodology. The best, 419 performing method is identified, and a discussion is presented. Betweenness, the highest in cluster 0 (first) to cluster 2 (end), between 1 (cluster 0 is the most have a relationship where the cluster 1(between) and 2 where the distance result is 1.39.
mean-shift algorithm: tags rating
Cluster: (3, 0, 1, 2) Degree, the density in cluster 0 (the highest number in result), compare to sequence list of the cluster where the distance result is 148.11. Closeness, the highest in cluster 0 to cluster 1 (both clusters have a high linkage relationship) where the distance result is 0.67. Betweenness, the highest in cluster 3 (first) to cluster 1 (end), between 0 (cluster 3 is the most have a relationship with cluster 0 (between) and 1 where the distance result is 3.12. seven clustering algorithm are reported below (see Tab. 5). To evaluate movie recommender quality with mini-batch K-Means, MSE results from mini-batch than 0.45. The Average Similarity in the agglomerative clustering genre showed that the high similarity 549 value depended on the number of clusters. The Average Similarity in agglomerative clustering tags 550 showed that the high similarity value depended on the number of clusters. The Association Rule 551 with the Apriori algorithm in agglomerative clustering approach provides 22 % support for the genre 552 and 16 % for tags of customers who choose movies A and B. Support is an indication of how often 553 the itemset appears in linkages. In addition, 22 % confidence is noted for the genre and 16 % for tags
