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Abstract
The quantum theory of indirect measurements in physical systems is stud-
ied. The example of an indirect measurement of an observable represented
by a self-adjoint operator N with finite spectrum is analysed in detail. The
Hamiltonian generating the time evolution of the system in the absence of
direct measurements is assumed to be given by the sum of a term commuting
with N and a small perturbation not commuting with N . The system is sub-
ject to repeated direct (projective) measurements using a single instrument
whose action on the state of the system commutes with N . If the Hamilto-
nian commutes with the observable N (i.e., if the perturbation vanishes) the
state of the system approaches an eigenstate of N , as the number of direct
measurements tends to ∞. If the perturbation term in the Hamiltonian does
not commute with N the system exhibits “jumps” between different eigen-
states of N . We determine the rate of these jumps to leading order in the
strength of the perturbation and show that if time is re-scaled appropriately
a maximum likelihood estimate of N approaches a Markovian jump process
on the spectrum of N , as the strength of the perturbation tends to 0.
1
1 Introduction
Quantum-mechanical models of physical systems interacting with long sequences of
probes that are subsequently subject to direct (i.e., projective) measurements are
of fundamental interest in studies of quantum filtering and control (see, e.g., [1, 2])
and of the foundations of quantum mechanics (see [3, 4, 5, 6, 7, 8, 9, 10, 11, 12],
among others). There is extensive literature on such models, and one may wonder
whether something new about these matters can still be added. Put briefly, we
propose to study a model of indirect measurements of a weakly time-dependent
physical quantity that is simple enough that it can be analysed with mathematical
precision and, yet, retains realistic features.
The time evolution of the state of a system interacting with a sequence of probes
that are subsequently measured projectively is given by unitary (Schro¨dinger) evo-
lution interrupted by “state jumps” triggered by projective measurements of the
probes whose out-states are entangled with the state of the system; see Eq. (1)
below. Recordings of the frequencies of protocols of probe measurements endow the
mathematical description of such a system with probabilistic (measure-theoretic)
structures. Questions of primary interest to us concern these structures, as well as
the resulting stochastic time evolution of states and observables of the system.
Following various technological breakthroughs in the manipulation of small
quantum systems [13, 14], experiments approximately described by models of the
kind studied in this paper have become possible and are carried out quite routinely,
[15, 16]. An interesting example is a cavity QED experiment [15]: Nearly inde-
pendent Rydberg atoms, all prepared in the same initial state, are sent, one at a
time, through a cavity filled with stationary electromagnetic radiation. The atoms
are out of resonance with the modes of the electromagnetic field inside the cavity,
so that the probability for emission or absorption of a cavity photon by an atom
traveling through the cavity is negligibly small. Yet, during its passage through
the cavity the state of the atom is affected by the electromagnetic field inside the
cavity, so that it becomes entangled with the state of the field. As a consequence
of entanglement a consecutive direct (projective) measurement of an observable
associated with the atom then induces a change of the state of the radiation field
in the cavity and provides crude information about this state. In what follows,
experimental protocols of this type will be referred to as indirect measurements. A
detailed analysis of a simple model of a related (solid-state) experiment has been
carried out in [17].
A general theoretical framework for the description of indirect measurements,
based on the formalism of “quantum operations” developed by Kraus [18], was
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introduced by Davies [19]. The change of state of the subsystem of interest –
the cavity field in the example discussed above – induced by the measurement
of an observable associated with the probe is encoded in “jump operators”, Vξ.
Here, the observable being measured has a spectrum denoted by X and ξ ∈ X is
the outcome of the direct measurement of this observable. Corresponding to the
probe measurement outcome ξ, the density matrix of the subsystem of interest, ρ,
undergoes a change described by
ρ 7→
V ∗ξ ρVξ
tr(V ∗ξ ρVξ)
. (1)
When many probes interact with the subsystem of interest, one after another, a
protocol, ξ = ξ1, ξ2, . . . , of measurement data recorded at times t1, t2, . . . results.
The measurement times can be deterministic or random. In the model studied in
this paper, the probe measurements are made at randomly chosen times and are
supposed to take place instantaneously. Between two consecutive probe measure-
ments the time evolution of the state of the subsystem of interest is unitary and is
generated by a Hamiltonian, εH , where ε > 0 is a measure of the strength of the
Hamiltonian; i.e.,
ρ 7→ e−iε(t−tj )Hρ eiε(t−tj)H , tj < t < tj+1, (2)
and ρ is the state of the system immediately after the jth probe measurement. We
denote by τj+1 = tj+1 − tj (for j > 1) and τ1 = t1 the interarrival times. With an
initial state ρ0, a measurement protocol ξ, interarrival times τ := (τ1, τ2, · · · ) and
a positive time t, we can thus associate a time-evolved state, ρt(τ , ξ), determined
by alternatively using (1) and (2). Various discrete and continuous variants of this
model have been studied in [4, 5, 20, 6, 21]. A comprehensive overview is provided
in Holevo’s book [1].
If the interarrival times τj+1 = tj+1 − tj are independent and exponentially dis-
tributed with mean 1/γ then the time evolution of the state obtained by averaging
over all possible measurement times and outcomes is a Lindblad evolution with
generator, Lε, given by
Lερ = −
i
~
ε[H, ρ] + γ(
∫
V ∗ξ ρVξdµ(ξ)− ρ). (3)
Here the probability measure µ is a fixed a priori distribution on the configuration
space of single-probe measurement outcomes ξ ∈ X , and the jump operators Vξ
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are normalized such that
∫
Vξ V
∗
ξ dµ(ξ) = 1. Equation (3) has a natural operational
interpretation [22]: With probability γdt, a completely positive operation, Φ(ρt) :=∫
V ∗ξ ρtVξdµ(ξ) is applied on the state, ρt, of the system during the time interval
[t, t+dt). The process corresponding to the states ρt(τ , ξ) is called an “unravelling”
of the Lindblad evolution generated by the Lindbladian given in Eq. (3). The
states ρt(τ , ξ) appear as integrands in the Dyson-series expansion of exp(tLε)ρ0,
with γ
∫
V ∗ξ (·)Vξdµ(ξ) viewed as the perturbation.
Motivated by the 2012 Nobel Prize of S. Haroche, a special class of such models,
originally introduced in [23], has recently attracted considerable attention, [7, 24,
8, 17, 25, 26]: ‘Non-demolition’ measurement of a certain observable N – in the
experiment described in [15] the number of photons trapped in the cavity – refers
to the idealized setting in which both the Hamiltonian H and the jump operators
Vξ commute with N . Under repeated non-demolition measurements, it has been
observed experimentally, see [15], and explained theoretically, see [23, 27, 7, 17], that
the state of the system approaches an eigenstate ofN . Moreover, the corresponding
eigenvalue of N is uniquely determined by the measurement protocol (τ , ξ).
These results are recalled and generalised to observables with arbitrary (includ-
ing continuous) spectra in [28]. In earlier work [17], we derived these results using
the framework of maximum-likelihood estimates (MLEs). In this language, the
MLEs Nˆk, of N are constructed from the protocols ξ1, · · · , ξk, k = 1, 2, 3, . . . of the
first k measurement outcomes. Thus, from the perspective of [17, 28], the aforemen-
tioned approach to repeated non-demolition measurements and the phenomenon of
purification is a consequence of almost-sure convergence of Nˆk, as k →∞.
Coming back to the experiment of the Haroche group [15], the electromagnetic
field in the cavity very slowly relaxes to the vacuum state. IfN is identified with the
number operator counting photons in the cavity then, apparently, this observable
is not strictly time-independent, but shows a slow variation in time. Thus, an
indirect measurement of N , using a sequence of probes consisting of Rydberg atoms
traveling through the cavity is not really a non-demolition experiment. In fact, the
value of the photon number estimated on the basis of long sequences of probe
measurements will occasionally jump from one value to another one, contrary to
the behavior observed in strict non-demolition experiments. In the experiment
described in [15] it tends to decrease and approach 0, as time t tends to infinity.
A natural theoretical strategy for investigating the origin of the behavior seen in
this and other related experiments, e.g. [29], is to carry out a perturbative analysis
of the actual time-evolution around the one corresponding to non-demolition mea-
surements, with ε the parameter measuring the strength of the perturbation not
commuting with the system obeservable to be measublack indirectly. In this pa-
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per we consider Hamiltonian perturbations of non-demolition measurements. This
means that the commutator, ε[H,N ], of the Hamiltonian of the system and the
observable N to be measublack indirectly is taken to be non-zero; see Eq. (3). In
this situation one expects that the density matrix of the system remains close to
a rank-one spectral projection onto an eigenstate of N , during most of the time,
with occasional jumps from one eigenstate to another one. In the following, we
will make this picture precise for a simple model and determine the distribution
of such jumps in terms of physical parameters of the system. Similar results in a
continuous-measurement setting have been presented by Bauer, Bernard and Tilloy
in a series of papers; see [10, 11, 12].
Next, we describe the setting of our analysis and explain the main results estab-
lished in this paper. We will always assume that the state space of the subsystem
of interest is finite-dimensional; in the example of cavity QED, this means that
only finitely many photons can be confined inside the cavity. Given a time t, let
Nˆt be the MLE determined by the probe measurement outcomes obtained in the
time interval (t, t + T ), for some T > 0 to be chosen. Recall that ε denotes the
strength of the Hamiltonian perturbation, see (3). We show that, for T = α| log ε|-
for sufficiently large α, and after re-scaling time by ε−2, the process Nˆε−2t converges
in law to a Markov jump process on the spectrum of N , in the natural Skorokhod
topology, as ε tends to zero.
In the limiting Markov process, the rates of transitions between different eigen-
states of N are given as follows: Let N =
∑
ν∈Spec(N ) νPν be the spectral decom-
position of the system-observable and assume that all its eigenvalues ν are non-
degenerate. Then the matrix elements of the generator, Q, of the limiting process
are given by the formula
Q(ν ′, ν) =
2
γ~2
Re
(
−
|〈ν ′|H|ν〉|2∫
dµ(ξ)Vξ(ν ′)V ξ(ν)− 1
)
, for ν ′ 6= ν, (4)
with 〈ν|Vξ|ν ′〉 = δνν′Vξ(ν). Among our results concerning the convergence of the
quantum evolution towards a Markov jump process is the following theorem:
lim
ε→0
〈ν|eε
−2tLερ0|ν〉 =
(
etQπρ0
)
(ν),
where πρ0(ν) := 〈ν|ρ0|ν〉, with |ν〉 the eigenstate of N corresponding to the eigen-
value ν; (see Theorem 2.2).
There is an interesting technical caveat to be noted here: The strongest sense
imaginable in which a limit law may hold is that the stochastic process defined
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by posterior density matrices converges in Skorohod space to a Markov process
on rank-one projections onto the eigenstates of N , with transistion rates given
by Eq. (4). It has been argued in [10] that this strong convergence cannot hold
in general. Our result circumvents this (technical) problem in that it is claimed
that if the process of posterior density matrices is averaged over mesoscopic time
windows convergence does in fact hold. In a forthcoming paper, we will characterise
circumstances under which the “spiky” behaviour observed in [10] occurs.
In future work, we plan to generalize our results by replacing an observable
N with a finite point spectrum by a d-tuple, ~Q, of commuting system-observables
with continuous spectra, for example σ( ~Q) = Rd, (see [28]). Assuming that the
Hamiltonian H of the system does not commute with the operators ~Q, we may
expect that the quantum-mechanical evolution of the state of the system approaches
one corresponding to a stochastic process on Rd with non-vanishing drift given by a
vector field on Rd. Insights of this type are of interest in connection with attempts
to render Mott’s analysis of particle tracks mathematically respectable. Results
relevant for our purposes have been proven in [30, 31].
1.1 Summary of contents
In the next section we describe the setting which this paper is based on in some
detail, and we summarize our main results. In particular, we construct the measure
space of measurement protocols (τ , ξ) of direct probe measurements and equip it
with a measure pblackicting the frequencies of such protocols. We introduce the
maximal likelihood estimate, Nˆ , to be used to prove convergence of Nˆ to a jump
process with the rate given in Eq. (4).
In Sect. 3, we present the proofs of our results. Some auxiliary estimates are
deferblack to Appendix B. In Appendix D we list all relevant notation.
We will work in units in which ~ = 1 and the rate γ of the Poisson process of
interarrival times is unity.
Acknowledgements. J. Fro¨hlich thanks M. Bauer, D. Bernard and A. Tilloy
for useful information about their results. M. Ballesteros is a fellow of the Sistema
Nacional de Investigadores (SNI). His research is partially supported by the projects
PAPIIT-DGAPA UNAM IN102215 and SEP-CONACYT 254062.
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2 Main result
2.1 Setup and notation
2.1.1 Hilbert space and operators
Let H be a finite-dimensional Hilbert space. We denote the algebra of bounded
linear maps from H to itself by B(H). The usual operator norm on B(H) is denoted
by ‖.‖, and the Hilbert-Schmidt norm is denoted by ‖.‖2. For “super-operators”
O : B(H)→ B(H), we use the super-operator norm ‖.‖2,op defined by
‖O‖2,op := sup
‖X‖2=1
‖O(X)‖2. (5)
A natural example of a super operator which figures prominently below is adH(X) :=
HX − XH , for X ∈ B(H). Here, H is an arbitrarily chosen self-adjoint operator
acting on H.
2.1.2 Probe measurements
Given a measure space (X , σ) and a probability measure µ, we consider a measur-
able family of bounded complex-valued functions Vξ(ν) : ν ∈ σ(N )→ C satisfying
the normalisation condition∫
X
|Vξ(ν)|
2dµ(ξ) = 1, for all ν ∈ σ(N ). (6)
The set X represents all possible outcomes of direct measurements taken of a probe
that has previously interacted with the system of interest. The time evolution
of the probe during its interaction with the system is affected by the value of an
observable, henceforth denoted by N , represented by a self-adjoint operator that
we also denote by N . Following [23], we define a family of operators Vξ, ξ ∈ X ,
acting on the Hilbert space H of the system, with Vξ describing the effect of a probe
measurement with outcome ξ on a state of the system. The operators Vξ ≡ Vξ(N )
depend on the observable N . Thus, performing direct measurements on a sequence
of such probes may yield information on the value of N . It will always be assumed
that the interaction of a probe with the system does not affect the value of N .
Let Pν denote the spectral projection of N corresponding to the eigenvalue ν.
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The operators Vξ have the form
Vξ =
∑
ν∈σ(N )
Vξ(ν)Pν . (7)
We introduce the random super-operators
Φξ : B(H)→ B(H), Φξ(X) := V
∗
ξ XVξ.
The map Φξ encodes the effect of a probe measurement with outcome ξ ∈ X on
the state of the system.
2.1.3 Time evolution
To describe the effects of repeated measurements on the state of the system, we
introduce the space Ξ ≡ [0,∞)N × X N of infinite sequences (τ , ξ) of outcomes of
direct probe measurements ξ ≡ ξ1, ξ2, . . . separated by times τ ≡ τ1, τ2, . . . . Here
τj is the time between the (j − 1)st measurement and the jth measurement, for
j > 1; if j = 1 it is the time when the first measurement happens. We equip
this space with the standard sigma algebra, F , generated by cylinder sets. Let P
be a probability measure on (Ξ,F) for which the coordinate functions {τj, ξk}∞j,k=1
are independent, the times τj are exponential random variables with mean 1, and
the measurement outcomes ξk are distributed according to the measure µ. We
denote by E the expectation value associated to P. In Appendix A we give precise
definitions and present additional properties of the measure space that we have just
defined.
The random variables (tj)j∈N, defined by
tj(τ) ≡ tj :=
j∑
i=1
τi,
represent the measurement times: at time tj the jth measurement takes place. The
process of counting the number of measurements up to time s,
Ns(τ) ≡ Ns := sup
{
n : tn(τ) ≤ s
}
,
is a rate-one Poisson process on [0,∞).
Let 0 < ε≪ 1 and εH be the Hamiltonian of the system, assumed to be a Hermitian
operator. The time evolution of the system is represented by the operator valued
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random variable (see also (65))
σ(s,u)ε (τ , ξ) := e
−iε(s−tNs)adHΦξNs . . . e
−iε(tNu+2−tNu+1)adHΦξNu+1e
−iε(tNu+1−u)adH . (8)
Up to a normalization, the super-operator σ
(s,u)
ε ≡ σ
(s,u)
ε (τ , ξ) maps the state of the
system at time u to its state at time s. The following property is a consequence of
the definition above
σ(s,u)ε σ
(u,v)
ε = σ
(s,v)
ε , (9)
for times 0 ≤ v < u < s.
For a measurable set E, we set
σ(s,u)ε (E) :=
∫
E
σ(s,u)ε dP. (10)
In Appendix A we show some important properties of the super-operators in (10),
in particular the factorization property in Eqs. (63) and (11) manifesting Marko-
vianity of the process. Informally, Eq. (11) states that for sets E1, E2 depending
on measurement results in interval (0, u] resp. (u, s] it holds,
σ(0,s)ε (E1 ∩ E2) = σ
(u,s)
ε (E1)σ
(0,u)
ε (E2). (11)
Every state (density matrix) ρ of the system gives rise to a probability measure
P
ε
ρ on (Ξ,F) defined by
P
ε
ρ(E) := tr(σ
(s,0)
ε (E)[ρ]). (12)
We denote by Eερ[·] the associated expectation. Given a point (τ , ξ) ∈ Ξ, the
posterior state at time s is defined by
ρs(τ , ξ) :=
σ
(s,0)
ε (τ , ξ)[ρ]
tr(σ
(s,0)
ε (τ , ξ)[ρ])
. (13)
This posterior state represents the state of the system, given the measurement
outcomes ξ at times t1, t2, · · · .
2.1.4 Log-likelihood function and maximum likelihood estimator
In the non-demolition situation, i.e., for ε = 0, the time-evolution of the system
is trivial between any two consecutive probe measurements. The function f(·|ν),
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defined by
f(ξ|ν) := |Vξ(ν)|
2, (14)
then has the meaning of a conditional probability distribution, and the equation
P
0
ρ(Fs) =
e−ssk
k!
∑
ν∈σ(N )
µν(∆1) . . . µν(∆k)tr(Pνρ), (15)
with
µν(∆j) :=
∫
∆j
f(ξ|ν)dµ(ξ) (14’)
holds for any product set Fs = {Ns = k} × ∆1 × ∆2 · · · × ∆k; (we recall that the
operators Pν are the spectral projections of the observable N ). Equation (15) may
be interpeted as the de Finetti decomposition [32] of the measure P0ρ.
The theory of indirect measurements is closely linked to parameter estimation in
statistics [28]. In particular, if ε = 0 it is natural to regard ν as an unknown quantity
to be estimated based on measured data, namely the measurement outcomes ξi. We
will therefore introduce a consistent estimator. The log-likelihood, or maximum
likelihood, estimator is a natural choice, it is well known that if the measures µν
are “identifiable”, i.e., if µν 6= µν′ , for ν 6= ν ′, then it converges to the true value of
the parameter ν, as the number of data points tends to infinity.
One idea used in this paper is that this estimator can also be used for small
but non-zero ε. Choosing a “sampling time” T > 0, we introduce the log-likelihood
function
lTs (ν|ξ) :=
1
Ns+T −Ns
Ns+T∑
j=Ns+1
log f(ξj|ν). (16)
Further, let
Nˆs(T ) := argmax
ν∈σ(N )
lTs (ν|ξ). (17)
Note that, for a given sequence ξ of probe measurement outcomes, there may
be more than one point ν in the spectrum of N for which the right side of Eq.
(17) is maximized. If such an ambiguity arises we define Nˆs(T ) according to some
agreed-upon rule. However, with respect to P0ρ, the probability of an ambiguous
sample tends to 0 exponentially fast in T .
In order to avoid to have to cope with short time fluctuations, which appear to
be inherent in the process studied here, it turns out to be convenient to consider
times s that are multiples of the sampling time T, and we therefore introduce the
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process
MjT = NˆjT (T ), for j ∈ N, (18)
and extend the definition of Mt to all t ≥ 0 by declaring it to be constant on the
intervals [jT, (j + 1)T ).
2.2 Statement of the result
In this section we state the assumptions upon which our analysis rests and then
describe our main results. Some key ideas of the proofs are sketched in the next
subsection.
Assumption 2.1. We require the following hypotheses:
1. The spectrum of the observable N is non-degenerate.
2. The measures µν introduced in (15) are identifiable; (i.e., µν 6= µν′ if ν 6= ν ′).
We introduce a continuous-time Markov (jump) process, Ys, on the spectrum of N
by specifying its transition function Γt := e
tQ and its initial probability distribution
πρ(ν) at time s = 0. The latter is given by πρ(ν) := 〈ν|ρ|ν〉, and the transition
function of the process has a generator given by the (transition-rate) matrix
Q(ν ′, ν) :=


2Re
(∑
β 6=ν
|〈β|H|ν〉|2∫
X
dµ(ξ)Vξ(β)V ξ(ν)−1
)
for ν = ν ′
2Re
(
− |〈ν
′|H|ν〉|2∫
X
dµ(ξ)Vξ(ν′)V ξ(ν)−1
)
for ν 6= ν ′.
(19)
By definition of Ys, we have that Pr(Ys+h = ν|Ys = ν ′) = δνν′ +Q(ν ′, ν)h+ o(h).
We are now prepared to state our main results in the form of two theorems.
Assumption 2.1 will always be required.
Theorem 2.2. For an arbitrary initial state ρ of the system, we have that
lim
ε→0
〈ν|eε
−2sLερ|ν〉 =
(
Γsπρ
)
(ν).
With the help of additional assumptions we are able to describe the process in a
more detailed manner. We recall that Pν is the spectral projection of N associated
to the eigenvalue ν (see Eq. (7)), and that ρs denotes the posterior state at time s
introduced in Eq. (13).
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Theorem 2.3. Given an arbitrary ε > 0, we choose a sampling time T = T (ε) =
α| log(ε)|, with α > 0. There exists a constant α0 > 0 such that, for α ≥ α0, the
following claims hold true.
(a) With respect to the measures Pερ defined in (12), the processMε−2s on the spec-
trum of N introduced in (18) converges in law to the continuous-time Markov
chain Ys, as ε→ 0.
(b) There exists a constant C - that might depend on α - such that, for sufficiently
small ε (depending on the choice of α) and s > 2ε2T (ε),
E
ε
ρ
[
‖ρε−2s − PNˆ
ε−2s
‖2
]
≤ Cε| log ε|1/2. (20)
An explicit estimate of the value of α0 in terms of data related to the instrument
Φξ will be given in the proof of the theorem.
2.3 Plan of the proof
The proofs of Theorems 2.2 and 2.3 are divided into three parts, which we sketch
in this section.
In the first part, we show that the dynamics of the state ρs arises from an
unravelling of the dynamical semigroup generated by the Lindbladian
Lερ = −iε[H, ρ] + Φ(ρ)− ρ, where Φ(ρ) :=
∫
X
V ∗ξ ρVξdµ(ξ), (21)
see Subsect. 3.1.1. The time evolution generated by Lε leads to decoherence over
the spectrum of N . More precisely, using a series of inequalities, we prove that
the Lindbladian time evolution maps any initial state into the subspace PB(H), as
time tends to ∞, where the projection P is defined by
PX :=
∑
ν∈σ(N )
PνXPν , for X ∈ B(H), (22)
and Pν := |ν〉〈ν| are the (rank-one) spectral projections of N . On this subspace
and for time scales of order O(ε−2), the Lindbladian evolution is then shown to
be norm-close to the time evolution described by the transition function (Γt)t≥0
with generator given by the transition-rate matrix Q introduced in Eq. (19); see
Theorem 2.2. Precise statements can be found in Lemma 3.2 of Subsection 3.1.2.
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The second part of the proof uses the fact, based on Assumption 2.1, that, for
non-demolition measurements, i.e., when ε = 0, the state of the system “purifies”
(i.e., converges) exponentially fast to an eigenstate of N , as the length of the
probe-measurement protocol tends to infinity. This “purification” is expected to
still arise on intermediate time scales for the perturbed dynamics, as long as ε is
very small. To make this precise, we have to judiciously choose a sampling time
T (ε): it should not be too large, because the term εadH plays against large-time
purification. Yet, T (ε) should not be chosen too small either, because one wants
to make sure that our estimator Nˆ.(T ) represents the spectral parameter ν of the
observable N accurately, which will only be the case if, in a time interval of length
T (ε), many probe measurements will typically be made. It will turn out that the
choice T = α log ε, for an appropriately chosen constant α > 0, is adequate.
In the third part of the proof of Theorem 2.3 the results of the previous two
parts are put together. A standard criterion for convergence in Skorokhod space
needed to establish Item (a) of Theorem 2.3 is that, in order to prove conver-
gence in law of a collection of processes, one must first show finite-dimensional
convergence and then prove tightness. Finite-dimensional convergence for the law
of (Mε−2s1, . . . ,Mε−2sn), with 0 < s1 < .... < sn ≤ 1, is a relatively straightforward
extension of the convergence result for a single time. It is formulated precisely in
Lemma 3.6.
On Skorohod space, it is well known that establishing tightness of a sequence
of probability measures is equivalent to showing that, in a uniform sense, these
measures do not put mass on paths that jump very often. To prove this property in
our context requires an intricate, but elementary, analysis of the propagator σ
(s,0)
ε
for small times s.
Inequality (20), i.e., Item (b) of Theorem 2.3, takes relatively little effort; it fol-
lows directly from a comparison of the non-demolition dynamics with the perturbed
dynamics; see Subsect. 3.5.
3 Proofs of Theorems 2.2 and 2.3
3.1 Properties of averaged dynamics
In this subsection we establish some spectral estimates concerning the averaged
dynamics that will be used in our proofs of Theorems 2.2 and 2.3.
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3.1.1 Unravelling of the Master Equation
We first show that the stochastic dynamics,
(
σ
(t,s)
ε (τ , ξ)
)
0<s<t
, defined in Eq. (8) is
an unravelling of the dynamics generated by the Lindbladian Lε of Eq. (21). We
recall that σ
(t,s)
ε (Ξ) = E[σ
(t,s)
ε ].
Lemma 3.1. For t ≥ s,
E[σ(t,s)ε ] = exp((t− s)Lε),
where Lε is the Lindblad operator defined in Eq. (21).
Proof. In Appendix A we have claimed that σ
(t,s)
ε and σ
(t−s,0)
ε have the same dis-
tribution. It is therefore enough to prove the claim for s = 0. The expectation of
σ
(t,0)
ε can be expressed as
E[σ(t,0)ε ] =
∑
k
E[1{Nt=k}σ
(t,0)
ε ] =
∞∑
k=0
∫
tk≤t
e−te−i(t−tk)εadHΦe−iτkεadH · · ·
· · ·Φe−iτ1εadHdτ1 · · · dτk.
Moreover, differentiating E(σ
(t,0)
ε ) with respect to t yields
∂tE[σ
(t,0)
ε ] = (−iεadH − 1)E[σ
(t,0)
ε ]
+
∞∑
k=0
∫
tk−1≤t
Φe−i(t−tk−1)εadH . . .Φe−iτ1εadHdτ1 . . . dτk−1
= (−iεadH − 1 + Φ)E[σ
(t,0)
ε ] = LεE[σ
(t,0)
ε ].
The operator Lε is manifestly a Lindbladian.
3.1.2 Properties of the averaged evolution
Recall that we have defined the projection
PX =
∑
ν∈σ(N )
PνX, where PνX := PνXPν . (23)
The image of P is the subspace of matrices corresponding to the eigenvalue 0 of
the Lindbladian L0. We set P⊥ := 1−P. The index ⊥ refers to the scalar product
〈A,B〉 := tr(A∗B) (24)
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with respect to which L0 is a normal operator. For ε = 0, we have that
etL0P = P, ‖etL0P⊥‖2,op ≤ e
−gspt, (25)
where the spectral “gap” gsp is defined by
gsp = min
ν 6=ν′
Re
(
1−
∫
X
dµ(ξ)Vξ(ν)Vξ(ν
′)
)
> 0,
the expression within parentheses is the negative of the eigenvalue of L0 correspond-
ing to the eigenvector |ν〉〈ν ′|. By Assumption 2.1 we have that, for ν 6= ν ′,∫
X
|Vξ(ν)Vξ(ν
′)|dµ(ξ) < 1,
and, since the state space of the system is finite-dimensional, we have that
g := 1−max
ν 6=ν′
∫
X
|Vξ(ν)Vξ(ν
′)|dµ(ξ) > 0. (26)
Clearly gsp ≥ g. In order to avoid introducing too many constants, we use the letter
g in all spectral estimates below. In the next lemma, estimates on the averaged
evolution for times of order ε−2, for small ε, are presented.
Lemma 3.2. For any t ≥ 0, we have that
‖etLεP⊥‖2,op ≤ e
−tg +
2ε‖H‖
g
, ‖P⊥e
tLε‖2,op ≤ e
−tg +
2ε‖H‖
g
, (27)
and, for g > 4ε‖H‖,
∥∥P [exp(ε−2sLε)− exp(sQ)]P∥∥2,op ≤ 16ε2‖H‖2g2 + 48sε‖H‖
3
g2
. (28)
Proof. Notice that Lε is a dissipative operator, i.e.,
2Re 〈LεX,X〉 = 2Re 〈X,LεX〉 = 〈LεX,X〉+ 〈X,LεX〉 ≤ 0, (29)
for every matrix X , with 〈·, ·〉 as in (24); (this is shown by direct calculation).
That Lε is dissipative is equivalent to etLε being a Hilbert-Schmidt contraction
semigroup; (see Theorem 1.1, Chapter 7, in [19]).
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We now prove the first inequality in (27). For any t ≥ 0, we have that
etLε = etL0 +
∫ t
0
∂u(e
(t−u)L0euLε)du = etL0 +
∫ t
0
e(t−u)L0(Lε − L0)e
uLεdu. (30)
Multiplying by P⊥ from the left and taking the norm we obtain that
‖P⊥e
tLε‖2,op ≤ ‖P⊥e
tL0‖2,op +
∫ t
0
‖P⊥e
(t−u)L0(Lε − L0)‖2,opdu.
≤ e−gt + 2ε‖H‖
∫ t
0
e−(t−u)gdu ≤ e−tg +
2ε‖H‖
g
.
Note that the first inequality follows from the Eq. (30) -Duhamel formula, using
that Lε is the generator of a Hilbert-Schmidt contraction semigroup, and we use
that ‖adH‖2,op ≤ 2‖H‖ to prove the second inequality.
We omit the proof of the second inequality in (27) which is analogous.
The proof of inequality (28) is more involved. Sandwiching Eq. (30) by P and
using that L0P = 0, we find
PetLεP = P +
∫ t
0
PLεe
uLεPdu = P +
∫ t
0
PLεPe
uLεPdu+
∫ t
0
PLεP⊥e
uLεPdu.
The normalization condition (6) on the operators Vξ(N ) implies that PΦPρ = Pρ,
for all ρ, and hence that PLεP = 0. Introducing the notations
Wt := Pe
tLεP, L⊥ε := P⊥LεP⊥,
we may rewrite the last equation as
Wt = P +
∫ t
0
∫ u
0
PLεP⊥e
(u−v)L⊥ε P⊥LεPWvdvdu , (31)
where we have used that
P⊥e
uLεP = P⊥(e
uLε − euL
⊥
ε )P =
∫ u
0
P⊥∂v(e
(u−v)L⊥ε evLε)Pdv.
As already outlined, Assumption 2.1 implies that the constant g defined in (26) is
strictly positive, and, in particular, that the restriction of L0 to the range of P⊥
is bounded invertible, with an inverse bounded in norm by g−1. Using a Neumann
series expansion, using that g ≥ 4ε‖H‖, we conclude that L⊥ε is bounded invertible,
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with ∥∥∥ 1
L⊥ε
∥∥∥
2,op
≤
1
g
1
1− 2ε‖H‖/g
≤
2
g
.
Exchanging the order of integrals in Equation (31), we get
Wt = P −
∫ t
0
duPLεP⊥(L
⊥
ε )
−1P⊥LεPWu
+
∫ t
0
duPLεP⊥(L
⊥
ε )
−1e(t−u)L
⊥
ε P⊥LεPWu︸ ︷︷ ︸
:=It
.
(32)
By It we denote the integral on the second line of (32). Using the Duhamel formula
etL
⊥
ε = etL
⊥
0 +
∫ t
0
e(t−u)L
⊥
0 (Lε − L0)e
uL⊥ε du,
we get that
etg‖etL
⊥
ε P⊥‖2,op ≤ 1 + 2ε‖H‖
∫ t
0
eug‖euL
⊥
ε P⊥‖2,opdu.
Gro¨nwall’s inequality then implies that ‖etL
⊥
ε P⊥‖2,op ≤ e−t(g−2ε‖H‖), and hence, for
g ≥ 4ε‖H‖, we find that
‖It‖2,op ≤ 8
ε2‖H‖2
g
∫ t
0
e−(t−u)(g−2ε‖H‖)du ≤ 16
ε2‖H‖2
g2
.
Next, we introduce two operators
Qε := −ε
−2PLεP⊥(L
⊥
ε )
−1P⊥LεP, (33)
Q := −ε−2PLεP⊥L
−1
0 P⊥LεP.
At the end of this subsection we will prove that Qε is a dissipative operator. It is
left to the reader to verify that the action of Q on any matrix ρ can be expressed
in terms of the matrix elements defined in (19), using that PLεP⊥ = −iεPadHP⊥:
Qρ =
∑
ν∈σ(N )
Q(ν, ν)Pνρνν +
∑
ν 6=ν′∈σ(N )
Q(ν, ν ′)Pν′ρνν .
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Differentiating Eq. (32) in time t yields
d
dt
Wt = ε
2QεWt +
d
dt
It. (34)
Using the method of variation of parameters we find that
Wt = e
ε2tQεP + eε
2tQεP
∫ t
0
e−ε
2uQεP
d
du
Iudu.
After an integration by parts we arrive at
Wt = e
ε2tQεP + It + ε
2Qε
∫ t
0
eε
2(t−u)QεIudu.
Putting t = ε−2s, it follows that
‖Wε−2s − e
sQεP‖2,op ≤ 16
ε2‖H‖2
g2
(
1 + 8s
‖H‖2
g
)
≤ 16
ε2‖H‖2
g2
+ 32sε
‖H‖3
g2
.
To get the first inequality we have used that ‖esQε‖2,op ≤ 1, because Qε is dissipa-
tive, and, to get the second inequality, we have used again that g ≥ 4ε‖H‖. One
further application of Duhamel’s formula yields
‖esQε − esQ‖2,op ≤ 16εs
‖H‖3
g2
,
from which the last inequality claimed in the lemma follows after using the triangle
inequality.
It remains to prove that Qε is a dissipative operator, see Eq. (29). This is a
direct consequence of the fact that L⊥ε is dissipative and of the following calculation:
〈X,QεX〉 = 〈Y, (L
⊥
ε )
−1Y 〉 = 〈L⊥ε (L
⊥
ε )
−1Y, (L⊥ε )
−1Y 〉,
for an arbitrary operator X , with Y := P⊥([H,PX ]).
Theorem 2.2 is an immediate corollary of the lemma.
Theorem 2.2 is a representative of a growing literature devoted to studying vari-
ous aspects of perturbation theory for Lindbladians; see, e.g., [33, 34] and references
therein.
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3.2 Comparison of the full dynamics with the non-demolition
dynamics
We propose to compare the full dynamics σ
(s,u)
ε with the non-demolition dynamics
σ
(s,u)
0 . In order to get estimates that are tight enough to yield a proof of Theo-
rem 2.3, we have to expand the evolution operator σ
(s,u)
ε to third order in ε. This
renders the proof of the following lemma rather tedious. In order not to interrupt
the flow of thought with technicalities of little interest, we relegate some details of
the proof to Appendix B.
Lemma 3.3. Let E be a measurable subset of Ξ and s > u. Then
‖P(σ(s,u)ε (E)− σ
(s,u)
0 (E))P‖2,op ≤ C
[
ε2(s− u) + ε4(s− u)2 + ε3(s− u)3
]
, (35)
‖P⊥(σ
(s,u)
ε (E)− σ
(s,u)
0 (E))‖2,op ≤ C
[
ε+ ε2(s− u)2
]
, (36)
‖(σ(s,u)ε (E)− σ
(s,u)
0 (E))P⊥‖2,op ≤ C
[
ε+ ε2(s− u)2
]
, (37)
for some constant C depending on ‖H‖, g and the dimension of H.
Proof. The set E is the disjoint union of two sets E ∩ {Ns − Nu < 3} and E ∩
{Ns − Nu ≥ 3 }. These two subsets require separate analysis, and, for the sake of
brevity, we only consider the more important latter case. Hence, we assume that
E ∩ {Ns − Nu < 3} is empty. We start from the definition of the time evolution
operator σ
(s,u)
ε in Eq. (8). A standard perturbative expansion yields
σ(s,u)ε (τ , ξ) =σ
(s,u)
0 (τ , ξ)
+
Ns∑
j=Nu+1
σ
(s,tj)
0 (τ , ξ)(Bj − 1)σ
(tj ,u)
ε (τ , ξ),
where BNs = e
−iε(s−tNs )adH , BNu+1 = e
−iε(tNu+1−u)adH , and Bj = e
−iετj+1adH , other-
wise. Notice that by definition (see (8)), and the fact that Ntj = j, it follows that
σ
(s,tj)
0 = ΦξNs · · ·Φξj+1 and σ
(tj ,u)
ε = Φξje
−iετjadH · · ·ΦξNu+1e
−iε(tNu+1−u)adH . Iterating
this expansion step twice, we obtain
σ(s,u)ε (τ , ξ)− σ
(s,u)
0 (τ , ξ) =
∑
j
A
(1)
j (τ , ξ) +
∑
j>k
R
(2)
j,k(τ , ξ)
=
∑
j
A
(1)
j (τ , ξ) +
∑
j>k
A
(2)
j,k(τ , ξ) +
∑
j>k>l
R
(3)
j,k,l(τ , ξ),
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where all indices in the sums are constrained to the interval (Nu, Ns], and the
random variables appearing in the expansion are given by
A
(1)
j =σ
(s,tj)
0 (Bj − 1)σ
(tj ,u)
0 ,
R
(2)
j,k =σ
(s,tj)
0 (Bj − 1)σ
(tj ,tk)
0 (Bk − 1)σ
(tk ,u)
ε ,
A
(2)
j,k =σ
(s,tj)
0 (Bj − 1)σ
(tj ,tk)
0 (Bk − 1)σ
(tk ,u)
0 ,
R
(3)
j,k,l =σ
(s,tj)
0 (Bj − 1)σ
(tj ,tk)
0 (Bk − 1)σ
(tk ,tl)
0 (Bl − 1)σ
(tl,u)
ε .
Estimating the integrations of the above expressions over the set E is quite a
cumbersome task. The main difficulty is that although we have a general estimate,
‖σ(s,t)ε (E)‖2,op ≤ 1, see Lemma B.1, there is no useful estimate on the integral∫
E
‖σ(s,t)ε (τ , ξ)‖2,opdP(τ , ξ). The way to overcome this difficulty is to first bound
traces of such integrals from above by expressions with positive integrands and
then extend the integration to the whole space. Once this is accommplished, the
integral factorizes and we can use the above estimates on σ
(s,t)
ε (E). To obtain the
right scaling with respect to ε and (s − u) these estimates have to be carried out
differently for the R-terms and A-terms. Details are presented in Appendix B.
The correct scaling with respect to ε and (s − u) can be inferred from a simple
bookkeeping argument in which each (Bj − 1) contributes by ετj+1, P(Bj − 1)P
contributes by ε2(τj+1)
2, and P⊥σ
(tj ,tk)
0 contributes by a geometric factor (1−g)
j−k.
We use the obvious bound (see Appendix A - Eq. (60) - for the definitions of Ω
and P ) ∣∣∣ ∫
E
f(τ , ξ)
∣∣∣dP(τ , ξ) ≤ ∫
Ω
∣∣∣ ∫
Eτ
f(τ , ξ)dµ⊗N(ξ)
∣∣∣dP (τ),
where f(τ , ξ) is an arbitrary integrable function, and, for τ ∈ [0,∞)N, we define
Eτ = {ξ : (τ , ξ) ∈ E}. In Lemma B.3 we prove that there exists a constant C such
that
∥∥∥ ∫
Eτ
P(σ(s,u)ε (τ , ξ)− σ
(s,u)
0 (τ , ξ))Pdµ
⊗N(ξ)
∥∥∥
2,op
≤ C
( Ns∑
j=Nu+1
ε2(τj+1)
2
+
∑
Nu+1≤k<j≤Ns
ε4(τj+1)
2(τk+1)
2 + ε2τj+1τk+1(1− g)
j−k−1
+
∑
Nu+1≤l<k<j≤Ns
ε3τj+1τk+1τl+1
)
.
The lines correspond to bounds on A
(1)
j , A
(2)
j,k and R
(3)
j,k,l. To estimate the expectation
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of this sum, we consider two cases. For s − u ≤ 1, we estimate τj+1 by s− u, and
E[(Ns − Nu)k] by a constant, for k = 1, 2, 3. For s − u > 1, the expectation value
is estimated in Appendix C. In both cases we obtain
‖P(σ(s,u)ε (E)− σ
(s,u)
0 (E))P‖2,op ≤ C
[
ε2(s− u) + ε4(s− u)2 + ε3(s− u)3
]
.
This establishes Eq. (35).
In Lemma B.3 we show that there exists a constant C such that
∥∥∥ ∫
Eτ
P⊥(σ
(s,u)
ε (τ , ξ)− σ
(s,u)
0 (τ , ξ))dµ
⊗N(ξ)
∥∥∥
2,op
≤C
( Ns∑
j=Nu+1
ετj+1(1− g)
Ns−j−1
+
Ns∑
j,k=Nu+1
ε2τj+1τk+1
)
.
Taking the expectation value over the (random-time) Poisson process we conclude
that there exists constant C such that (see Appendix C)∥∥P⊥(σ(s,u)ε (E)− σ(s,u)0 (E))∥∥2,op ≤ C [ε+ ε2(s− u)2] .
This yields (36). The proof of Inequality (37) is similar and is omitted.
3.3 Convergence of finite-dimensional distributions to a Markov
jump process
Under the non-demolition dynamics σ
(s,u)
0 , the state ρ of the system asymptotically
purifies to an eigenstate of N . Choosing a sampling time T = T (ε) and using the
definitions in Section 2.1.4, we introduce sets of maximum likelihood
E(T+s,s)ν := {Nˆs(T ) = ν}, (38)
and we use the symbol Eµν to denote an expected value with respect to µν .
Let Xν,ν′(ξ) be given by Xν,ν′(ξ) = log
(
f(ξ|ν)/f(ξ|ν ′)
)
. Jensen’s inequality,
applied to the convex function r 7→ −ra, with r = f(ξ|ν)/f(ξ|ν ′) and 0 ≤ a ≤ 1,
implies that
− logEµν′ [exp(aXν,ν′)] ≥ 0,
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and, by Assumption 2.1.2, it is strictly positive, for a > 0. We define
I := sup
0≤a≤1
min
ν 6=ν′
(
− logEµν′ [exp(aXν,ν′)]
)
. (39)
Then I is a strictly positive number.
Recall the definitions of P,P⊥ from the beginning of Section 3.1.2.
Lemma 3.4. Let T > 0. Under Assumption 2.1, there exists a constant C such
that the inequalities
‖Pσ(T+s,s)0 (E
(T+s,s)
ν )− Pν‖2,op ≤ Ce
−T (1−e−I ), (40)
‖P⊥σ
(T+s,s)
0 (E
(T+s,s)
ν )‖2,op ≤ Ce
−T (1−e−I)/2, (41)
hold for an arbitrary eigenvalue ν of the observable N .
Proof. If (τ , ξ) belongs to the set E
(T+s,s)
ν , then ν maximizes the log-likelihood ratio.
Hence
Ns+T∑
j=Ns+1
log f(ξj|ν) ≥
Ns+T∑
j=Ns+1
log f(ξj|ν
′),
for all ν ′ ∈ σ(N ). From Markov’s inequality, we deduce that the inequality
P
0
Pν′
(E(T+s,s)ν ) ≤ E
0
Pν′
[
exp(a
Ns+T∑
j=Ns+1
(log f(ξj|ν)− log f(ξj|ν
′)))
]
holds for any 0 ≤ a. From the definition of the measure P0Pν′ (see also Appendix
A) we get
P
0
Pν′
(E(T+s,s)ν ) ≤ E
[
(Eµν′ [exp(aXν,ν′)])
Ns+T−Ns
]
.
Using Eq. (39) and the identity E[bNs ] = e−(1−b)s, which is valid for any positive
real number b, we conclude that (we also use stationarity and independence of
increments for Poisson processes)
P
0
Pν′
(E(T+s,s)ν ) ≤ e
−T (1−e−I )
holds for all ν 6= ν ′. Since Pν′σ
(T+s,s)
0 (E
(T+s,s)
ν ) = P0Pν′ (E
(T+s,s)
ν )Pν′ , this implies
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that
‖Pσ(T+s,s)0 (E
(T+s,s)
ν )−Pν‖2,op ≤ |1− P
0
Pν(E
(T+s,s)
ν )|+
∑
ν′ 6=ν
P
0
Pν′
(E(T+s,s)ν )
≤ 2 dim(H)e−T (1−e
−I).
Inequality (41) of the lemma is established in a similar manner. See [17] for related
arguments.
Combining Lemma 3.2, estimates (40), (41), and Lemma 3.3, we obtain an
expansion of the evolution operator to leading order, conditioned on the event that
Nˆt = ν. We constrain the values of the sampling time T such as to get upper
bounds that are all of order ε.
Lemma 3.5. Suppose that g > 4ε‖H‖ and T ∈
(
−
(
log(ε)
)
2(1 − e−I)−1, ε−
1
2
)
.
There is a constant C such that, for any s ≥ 0 and any u ∈ (− log(ε)ε2g−1, 1),
‖Peε
−2uLεσ(T+s,s)ε (E
(T+s,s)
ν )P − e
uQPν‖2,op ≤ Cε (42)
and
‖eε
−2uLεσ(T+s,s)ε (E
(T+s,s)
ν )P⊥‖2,op ≤ Cε, (43)
‖P⊥e
ε−2uLεσ(T+s,s)ε (E
(T+s,s)
ν )‖2,op ≤ Cε. (44)
Proof. The assumption that g > 4ε‖H‖ allows us to apply Lemma 3.2. The bounds
are obtained by standard telescoping. To ease notations, let Tε := σ
(T+s,s)
ε (E
(T+s,s)
ν );
(the explicit dependence on T , ν and s is omitted). We use repeatedly that
||Tε||2,op ≤ 1, see Lemma B.1. To prove the first bound, we use that
Peε
−2uLεTεP − e
uQPν = Pe
ε−2uLε(P + P⊥)TεP − e
uQPν
= Peε
−2uLεPTεP − e
uQPν +R1
where R1 := Peε
−2uLεP⊥TεP is bounded in norm by e−ε
−2ug+ 2ε‖H‖
g
, as follows from
(27). Since u is larger than −ε2 log(ε)g−1, R1 is bounded in norm by a term of
order ε. Similarly, introducing R2 := Peε
−2uLεP(Tε − T0)P, we have that
Peε
−2uLεPTεP − e
uQPν = Pe
ε−2uLεPT0P − e
uQPν +R2
= (Peε
−2uLεP − euQ)PT0P + e
uQP(PT0P − Pν) +R2.
Using Inequality (28) in Lemma 3.2 and the fact that u ∈ (0, 1), the first term in the
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above equation is seen to be norm-bounded by a term of order ε. The second term
is norm-bounded by a constant of order ε, as is seen by using (40) in Lemma 3.4 and
our assumption on the value of T . The Term R2 is norm-bounded by a constant of
order ε, as well, which follows from (35) in Lemma 3.3 and our assumption that T
is smaller than ε−1/2. This establishes Eq. (42). The second inequality, Eq. (43),
is proven by using the estimate
‖eε
−2uLεTεP⊥‖2,op ≤ ‖T0P⊥‖2,op + ‖(Tε − T0)P⊥‖2,op (45)
and by bounding the terms on the RHS by (41) and (37). The last part of the
lemma, follows from Lemma 3.2:
‖P⊥e
ε−2uLεTε‖2,op ≤ ‖P⊥e
ε−2uLε‖2,op ≤ e
−ε−2ug + ε
2‖H‖
g
.
The condition on u ensures that the term e−uε
2g is of order ε.
Lemma 3.6. Suppose that g > 4ε‖H‖, T ∈
(
−
(
log(ε)
)
2(1− e−I)−1, ε−
1
2
)
, and let
(sj)
n+1
j=1 be a strictly increasing sequence of times in the interval (0, 1). Then there
exists a constant C independent of ε and n (but it depends on s1) such that, for
sufficiently small ε (depending on the sequence (sj)
n+1
j=1 ),∣∣∣Pερ({Msjε−2 = νj : j = 1, . . . , n})− Pπρ({Ysj = νj , j = 1, . . . , n})∣∣∣ ≤ Cnε, (46)
and∥∥∥σ(ε−2sn+1, 0)ε (∩nj=1{Msjε−2 = νj})− e(sn+1−sn)QPνn . . . e(s2−s1)QPν1es1Q∥∥∥
2,op
≤ Cnε.
(47)
Proof. We recall that Ms is defined to be NˆmT (T ), whenever s ∈ [mT, (m+ 1)T ),
see Eq. (18), for some m ∈ N. Let rj, j ∈ {1 . . . , n} be positive real numbers such
that rjε
−2 is a multiple of T and sjε
−2 ∈ [rjε−2, rjε−2 + T ). Then we have that
Msjε−2 = Nˆrjε−2(T ). For a fixed sequence (sj)
n+1
j=1 , we choose ε small enough so
that
{
[rj , rj + ε
2T )
}
j∈{1,··· ,n}
are disjoint.
We define sets Ej := {Nˆε−2rj (T ) = νj}. To ease notations further, we use the
abbreviation
Tj := σ
(ε−2rj+T, ε
−2rj)
ε (Ej).
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Using Lemma 3.1 and Eqs. (11), (9), we have that
σ(ε
−2sn+1, 0)
ε
(
∩nj=1 {Nˆε−2rj(T ) = νj}
)
=σ(ε
−2sn+1, 0)
ε
(
∩nj=1 {Msjε−2 = νj}
)
(48)
=eε
−2
(
sn+1−(rn+ε2T )
)
LεTne
ε−2
(
rn−(rn−1+ε2T )
)
Lε
Tn−1 . . . e
ε−2
(
r2−(r1+ε−2T )
)
LεT1e
ε−2r1Lε.
Inserting P +P⊥ = 1 in front of each operator of the form eε
−2(·)Lε and to the right
of eε
−2r1Lε, we obtain that
σ(ε
−2sn+1, 0)
ε (∩
n
j=1{Msjε−2 = νj}) =Pe
ε−2
(
sn+1−(rn+ε2T )
)
LεTnPe
ε−2
(
rn−(rn−1+ε2T )
)
Lε
Tn−1 · · · Pe
ε−2
(
r2−(r1+ε2T )
)
LεT1Pe
ε−2r1LεP +R,
(49)
where, using Lemma B.1, the remainder R is bounded by
∥∥P⊥eε−2(sn+1−(rn+ε2T ))LεTn∥∥2,op + ∥∥P⊥eε−2
(
rn−(rn−1+ε−2T )
)
LεTn−1
∥∥
2,op
+ · · ·
· · ·+
∥∥P⊥eε−2(r2−(r1+ε2T ))LεT1∥∥2,op + ∥∥P⊥eε−2r1Lε∥∥2,op + ∥∥eε−2r1LεP⊥∥∥2,op.
(50)
By Eqs. (44) and (27), this is bounded by nCε, for some constant C > 0 indepen-
dent of ε.1 Next we notice that, for small enough ε, Eq. (42) - Lemma 3.5 - implies
that ∥∥∥Peε−2(rj+1−(rj+ε2T ))LεTjP − e(rj+1−(rj+ε2T ))QPν∥∥∥
2,op
≤ Cε, (51)
for each j ∈ {1, · · · , n}. Eq. (47) then follows form (49), the bounds in (50), (51),
Lemma 3.2 - Eq. (28) - and the fact that |rj − sj| ≤ Cε2, for a finite constant
C (that depends on s1, see Eq. (28)). Finally, inequality (46) is a consequence
of (47), because the probabilities in (46) coincide with the traces of the operators
inside the norm in (47). Since the Hilbert space of the system is finite dimensional,
the trace- and the Hilbert Schmidt norms are equivalent.
1provided we chose ε small enough in order to fulfill the conditions for Eq. (44) and get the
desired bound from Eq. (27) - notice that as ε tends to zero, rj tends to sj .
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3.4 Proof of part (a) of Theorem 2.3
We now set out to prove the first part of our main theorem. To prove convergence
in law of Mε−2s to Ys, we use standard results from the theory of convergence of
stochastic processes; see e.g. [35]. The stochastic process Mε−2s in Theorem 2.3
takes values in σ(N ), which is a discrete subset of R; see Assumption 2.1. Moreover,
the variable s is restricted to the interval (0, 1]. To prove convergence of Mε−2s,
as ε→ 0, we make use of a standard convergence criterion stated here as Theorem
3.7. It is an immediate corollary of Theorem 13.3 in [35].
In he following, convergence in distribution is indicated by the double arrow ”⇒”.
Theorem 3.7. Let (Xn) be a sequence of R-valued stochastic ca`dla`g processes,
each of them defined on a measurable space (Ωn,Fn,Pn), for times s ∈ [0, 1]. Let
X be a R-valued stochastic ca`dla`g process defined on (Ω,F ,P), for times s ∈ [0, 1].
Suppose that
(i) the finite-dimensional distributions of Xn converge to the finite-dimensional
distributions of X, indicated as Xn
fd
⇒n X;
(ii) the limiting process X satisfies X(1)−X(1− δ)⇒δ→0 0;
(iii) for any η, δ > 0, there is θ ∈ (0, 1) and n0 such that, ∀n ≥ n0,
Pn({ sup
t1≤t≤t2
t2−t1≤θ
{|Xn(t)−Xn(t1)| ∧ |Xn(t2)−Xn(t)|} ≥ δ}) ≤ η (52)
where the supremum ranges over all triples of times t, t1, t2 in [0,1] satisfying
the constraints t1 < t < t2 and t2 − t1 < θ.
Then Xn ⇒ X.
Proof of part (a) of Theorem 2.3. We must check the conditions of Theorem 3.7 for
the sequence of processes Xn :=Mε−2n s, for some sequence (εn)
∞
n=0 converging to 0,
with the role of X being played by the Markov chain Ys; see Eq. (19). Note that (ii)
is automatically satisfied by the stochastic process Ys, because Ys is a continuous
Markov chain. Also, (i) follows directly from Lemma 3.6. Hence, to prove Theorem
2.3 (a), it suffices to verify condition (iii) in Theorem 3.7.
The stochastic process Mε−2s has piece-wise continuous paths and |Mε−2s −
Mε−2u| takes values in the finite set {|νj−νk| | νj , νk ∈ σ(N )}. In this special case,
note that spectrum of N is non-degenerate by assumption, the probability in (52)
is independent of δ for δ small enough. Hence (52) is proven once we have shown
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that there exist ε0 such that for all ε ≤ ε0 the probability of paths that have two
or more jumps in any interval of size less than θ goes to zero as θ goes to zero. We
are going to show that this probability goes to zero linearly in θ.
Let F ∈ F be the event that Mε−2s changes its value at least twice in the
interval (si, sf) (of length θ). For fixed ε, T > 0, let (uℓ)
N
ℓ=1 := (ℓT )
N+J0
ℓ=J0+1
, be the
integer multiples of T in ε−2(si, sf). Let us decompose F according to the events
that Mε−2s has jumps at times sj < sk, with ε
−2sj = uj and ε
−2sk = uk: set
Pj,k(ν1, ν2, ν3, ν4) the probability that Mr = ν1 (for r ∈ [uk, uk+1)), Mr = ν2 (for
r ∈ [uk−1, uk)), Mr = ν3 (for r ∈ [uj, uj+1)) and Mr = ν4 (for r ∈ [uj−1, uj)), then
we have that
P
ε
ρ(F ) ≤
∑
j<k
∑
ν1 6=ν2
ν3 6=ν4
Pj,k(ν1, ν2, ν3, ν4). (53)
We define F
(r)
ν := {Mr = ν}. It follows that (see Eq. (11))
Pj,k(ν1, ν2, ν3, ν4) = tr
(
e(ε
−2sf−uk+1)Lεσ(uk+1,uk)ε (F
(uk)
ν1
)σ(uk,uk−1)ε (F
(uk−1)
ν2
)
e(uk−1−uj+1)Lεσ(uj+1,uj)ε (F
(uj)
ν3 )σ
(uj ,uj−1)
ε (F
(uj−1)
ν4 )e
uj−1Lερ
)
.
Due to the symmetry of Pj,k(ν1, ν2, ν3, ν4), it is sufficient to bound in norm a term
of the form erLεσ
(uk+1,uk)
ε (F
(uk)
ν1 )σ
(uk,uk−1)
ε (F
(uk−1)
ν2 )e
ε−2r′Lε, for positive numbers r, r′,
where r = ε−2sf − uk+1 and r′ =
1
2
(uk−1 − uj+1) (changing k by j in the previous
term would require that we take r = 1
2
(uk−1 − uj+1) and r′ = uj−1). We insert
the decomposition of the identity P + P⊥ = 1 in between each of the indicated
factors and bound each resulting term separately. We obtain eight terms, denoted
(β1, β2, β3) with βi ∈ {∅,⊥}, given by
(β1, β2, β3) := e
rLεPβ1σ
(uk+1,uk)
ε (F
(uk)
ν1
)Pβ2σ
(uk,uk−1)
ε (F
(uk−1)
ν2
)Pβ3e
r′Lε, (54)
where P∅ ≡ P . We choose α0 such that the inequalities α0 > 2(1 − e−I)−1 and
α0 > g
−1 are satisfied. By Lemmas 3.2, 3.3 and 3.4 and our choice of T , there is a
constant C > 0 such that the following bounds hold (for every a ≥ 1
2
T ):
‖eaLεP⊥‖2,op ≤ Cε, (55)
‖P⊥σ
(uk+1,uk)
ε (F
(uk)
ν1
)‖2,op ≤ Cε, ‖σ
(uk+1,uk)
ε (F
(uk)
ν1
)P⊥‖2,op ≤ Cε, (56)
‖Pσ
(uk+1,uk)
0 (F
(uk)
ν1
)Pσ
(uk ,uk−1)
0 (F
(uk−1)
ν2
)P‖2,op ≤ Cε
2 (ν2 6= ν1). (57)
It might happen that both r and r′ are smaller that T/2, in the case that uk−1 =
27
uj+1, and it is also possible that uk = uj+1, but the number of these occurrences is
relatively small and therefore these terms are easy to handle. Below we analyze the
other terms. Using (57) and (35), the term (∅,∅,∅) is bounded in norm by Cε2T .
Except when one of r or r′ is smaller than T and (β1, β2, β3) ∈ {(⊥,∅,∅), (∅,∅,⊥
)}, the norm of (β1, β2, β3) is bounded by Cε2, in all remaining cases.
In the special case that r or r′ is smaller than T , and (β1, β2, β3) ∈ {(⊥,∅,∅),
(∅,∅,⊥)}, the norms are bounded by Cε. Such terms appear ∝ N times in (53).
Using (53) and the above bounds, we deduce that
P
ε
ρ(F ) ≤ CN
2ε4T 2 + CNε2. (58)
Since N2CT 2ε4 ∼ Cθ2 and NCε2 ∼ Cθ/T , we arrive at the bound
P
(ε)
ρ (F ) ≤ Cθ
2 + Cθ/T.
Choosing θ small enough we conclude that (52) holds.
3.5 Proof of part (b) of Theorem 2.3
Proof. The condition s > 2ε2T is necessary for the validity of the theorem; the
projection PNˆ0 does not estimate the initial state ρ0. In fact Nˆ0 uses measurement
results in the interval [0, T ) and PNˆ0 is a good estimate of ρT . We employ this
observation in the proof by shifting the argument by T .
For s > 2ε2T , we estimate
E
ε
ρ
[
‖ρε−2s − PNˆ
ε−2s
‖2
]
≤ Eερ
[
‖ρε−2s − PNˆ
ε−2s−T
‖2
]
+ Eερ
[
‖PNˆ
ε−2s
− PNˆ
ε−2s−T
‖2
]
.
The second term on the right side is bounded by twice the probability of making
a jump in the interval of length T , in the proof of part (a) we estimated that
this probability is of order ε2T . Notice that ε2T is dominated by ε for the choice
T = α log ε.
To bound the first term on the right side, we note that
‖ρε−2s − PNˆ
ε−2s−T
‖22 = tr(ρ
2
ε−2s) + 1− 2tr(ρε−2sPNˆ
ε−2s−T
)
≤ 2tr(ρε−2s(1− PNˆ
ε−2s−T
)),
where we have used that tr(ρε−2s) = 1 and tr(ρ
2
ε−2s) ≤ 1. We use definition (13) of
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the posterior state ρs to show that∫
tr
(
ρε−2s(1− PNˆ
ε−2s−T
)
)
dPερ =
∫
tr
(
σ(ε
−2s,0)
ε [ρ](1− PNˆ
ε−2s−T
)
)
dP
=
∑
ν
∫
(E
(ε−2s,ε−2s−T )
ν )
tr
(
σ(ε
−2s,0)
ε [ρ](1− Pν)
)
dP.
Using the factorization property (11), and the Cauchy-Schwarz inequality, we find
that
E
ε
ρ
[
‖ρε−2s − PNˆ
ε−2s−T
‖2
]2
≤ 2
∑
ν∈σ(N )
tr(σ(ε
−2s,ε−2s−T )
ε (E
(ε−2s,ε−2s−T )
ν )
×
(
E
[
σ(ε
−2s−T,0)
ε [ρ]
])
(1− Pν)). (59)
By Lemma 3.2, and Lemma 3.1, P⊥ρi is of order ε (here we use that s > 2ε2T ),
hence
(
σ
(ε−2s,ε−2s−T )
ε (E
(ε−2s,ε−2s−T )
ν )P⊥
)(
P⊥
(
E
[
σ
(ε−2s−T,0)
ε [ρ]
]))
is of order ε2; (here
we use Lemmas 3.4 and 3.3, with ε sufficiently small). Using Lemmas 3.4 and 3.3
again, we prove that the right side of Eq. (59) is of order ε2T , provided ε is small
enough, depending on α. (Notice that tr(P⊥ρ˜ = 0), for every ρ˜). The term ε2T is
dominated by ε for the choice T = α log ε.
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A Underlying measure spaces
The probability measure that we define in Section 2.1.3 has the following form
P ≡ P ⊗ µ⊗N, (60)
where P := υ⊗N is the standard Poisson measure defined on the set Ω := [0,∞)N
(equipped with the sigma algebra generated by cylinder sets), with υ the measure
on [0,∞) with density e−r, r ∈ [0,∞).
The statistics of measurement results ξNu+1, . . . ξNs in a time interval (u, s) is
independent of the measurement results outside of this interval. We next describe
a mathematical construction that captures this fact: we define the set Ξ0 to be the
disjoint union Ξ0 :=
⋃
n∈N
(
[0,∞)n × X n−1
)
, where X 0 = ∅. We endow Ξ0 with
the sigma algebra F0 whose elements have the form A =
⋃
n∈NAn, with An in the
- product - sigma algebra associated to [0,∞)n × X n−1. For arbitrary s > u ≥ 0,
we define a map θ(s,u) : Ξ→ Ξ0 by setting
θ(s,u)(τ , ξ) := (tNu+1 − u, τNu+2, · · · , τNs, s− tNs; ξNu+1, · · · , ξNs) (61)
if Ns > Nu, and
θ(s,u)(τ , ξ) := (s− u) if Ns = Nu.
This definition only makes sense if Ns −Nu <∞; but luckily the set
A :=
{
(τ , ξ) ∈ Ξ
∣∣∣Ns(τ) <∞, for every s ≥ 0} (62)
has full measure.
Basic properties of the Poisson process imply that θ(s,u) and θ(s−u,0) have the
same distribution and that, for every m-tuple of times 0 ≤ s1 < s2 < · · · < sm, the
the random elements θ(sm,sm−1), θ(sm−1,sm−2), · · · , θ(s2,s1) are independent. This, in
turn, implies that, for arbitrary complex-valued, integrable functions f1, · · · , fm :
Ξ0 → C :
E
(
fm ◦ θ
(sm,sm−1) · · · f1 ◦ θ
(s2,s1)
)
= E
(
fm ◦ θ
(sm,sm−1)
)
· · ·E
(
f1 ◦ θ
(s2,s1)
)
(63)
and this also holds if f1, · · · , fm are matrix-valued.
We define Θ : Ξ0 → B(B(H)) as follows:
Θ(s1, s2, · · · , sn+1; ξ1, · · · , ξn) = e
−iεsn+1adHΦξn . . . e
−iεs2adHΦξ1e
−iεs1adH , (64)
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and Θ(s) = e−iεsadH . The time evolution of the system in Eq. (8) has the following
expression:
σ(s,u)ε := Θ ◦ θ
(s,u). (65)
Note that the fact that θ(s,u) and θ(s−u,0) have the same distribution implies that
σ
(s,u)
ε and σ
(s−u,0)
ε have the same distribution. For arbitrary sets A,B ∈ F0 and
0 ≤ u < s, Eqs. (63) and (9) imply that
σ(s,0)ε
((
θ(s,u)
)−1
(A) ∩
(
θ(u,0)
)−1
(B)
)
= σ(s,u)ε
((
θ(s,u)
)−1
(A)
)
σ(u,0)ε
((
θ(u,0)
)−1
(B)
)
.
(66)
B Estimates Required in the Proof of Lemma 3.3
In this section we use two additional super-operator norms
‖X‖1,op := sup
‖X‖1=1
‖XX‖1, ‖X‖∞,op := sup
‖X‖=1
‖XX‖, (67)
where ‖X‖1 is the trace norm on B(H).
Lemma B.1. Let K be a completely positive map on B(H) for which
K1 ≤ 1, and K∗1 ≤ 1,
then
‖K‖1,op ≤ 1, ‖K‖2,op ≤ 1, and ‖K‖∞,op ≤ 1.
Proof. The claim about the infinity norm is standard [36, Cor 3.2.6], however it is
typically stated in the most important case K1 = 1 so we give a full proof here for
readers convenience. By Kadison’s inequality
‖K(A)‖2 = ‖K(A)∗K(A)‖ ≤ ‖K(A∗A)‖‖K(1)‖,
holds for any operator A. Since K(A∗A) ≤ ‖A∗A‖K(1), we conclude that
‖K(A)‖2 ≤ ‖K(1)‖2‖A∗A‖ ≤ ‖A‖2.
The statement about the trace norm follows by a duality argument, ‖K‖1,op =
‖K∗‖∞,op.
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We now prove the remaining claim. By the general theory of completely positive
maps [1], there exists a finite index set I and operators Γα, α ∈ I such that
KX =
∑
α∈I
ΓαXΓ
∗
α.
By Cauchy-Schwartz inequality we then have
[tr(X∗KY )]2 ≤
(∑
α
tr(Γ∗αXX
∗Γα)
)(∑
α
tr(ΓαY
∗Y Γ∗α)
)
.
Using the cyclicity of trace and assumptions K1 ≤ 1 and K∗1 ≤ 1, we conclude
tr(X∗KY )2 ≤ ‖X‖22‖Y ‖
2
2, which implies ‖K‖2,op ≤ 1 (we use that for self-adjoint
positive bounded operators B and D, B ≤ D implies that ‖B‖ ≤ ‖D‖; moreover,
if D is trace class |tr(BD)| ≤ ‖BD‖1 ≤ ‖B‖‖D‖1).
The previous lemma applies in particular to operators eiεadH and P. We use
this in the proof of the following lemma.
Lemma B.2. We have that
‖eiεadH‖2,op = 1, ‖e
iεadH − 1‖2,op ≤ 2ε‖H‖, ‖P(e
iεadH − 1)P‖2,op ≤ 4ε
2‖H‖2.
Proof. The operator adH is a bounded self-adjoint operator on the Hilbert space
J2(H), then the first inequality follows directly from functional calculus. The proof
of the second and third inequalities uses two elementary trigonometric inequalities,
|eix − 1| ≤ |x|, |eix − 1− ix| ≤ x2,
valid for all x ∈ R. . The functional calculus then gives,
‖eiεadH − 1‖2,op ≤ ε‖adH‖2,op,
and the first inequality is established in view of ‖adH‖2,op ≤ 2‖H‖. The second
inequality follows in a similar manner using an inequality
‖eiεadH − 1− iεadH‖2,op ≤ ε
2‖adH‖
2
2,op,
in conjunction with PadHP = 0 and ‖P‖op,2 = 1.
The following lemma lists bounds on the terms appearing in the expansion of
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σ
(s,u)
ε − σ
(s,u)
0 up to the third order in ε. These terms are used and defined in the
proof of Lemma 3.3.
Lemma B.3. Fix τ ∈ Ω and let E be a measurable set on X N, then∥∥∥ ∫
E
PA(1)j (τ , ξ)Pdµ
⊗N(ξ)
∥∥∥
2,op
≤ 4d2ε2(τj+1)
2‖H‖2 (68)∥∥∥ ∫
E
PA(2)j,k(τ , ξ)Pdµ
⊗N(ξ)
∥∥∥
2,op
≤ 16d3ε4‖H‖4(τj+1)
2(τk+1)
2
+ 4d4ε2‖H‖2τj+1τk+1(1− g)
j−k−1 (69)∥∥∥ ∫
E
R
(3)
j,k,l(τ , ξ)dµ
⊗N(ξ)
∥∥∥
2,op
≤ 8ε3τj+1τk+1τl+1‖H‖
3 (70)∥∥∥ ∫
E
P⊥A
(1)
j (τ , ξ)dµ
⊗N(ξ)
∥∥∥
2,op
≤ 2d4ετj+1‖H‖(1− g)
Ns−j−1 (71)∥∥∥ ∫
E
R
(2)
j,k(τ , ξ)dµ
⊗N(ξ)
∥∥∥
2,op
≤ 4ε2τj+1τk+1‖H‖
2, (72)
where d denotes the dimension of H.
Proof. The boundary cases for which any index takes value Ns or Nu need to
be treated separately. For a generic index j, the perturbation Bj = e
−iετj+1adH
= e−iε(tj+1−tj)adH , but for j = Ns the time tj+1 is replaced by s and for j = Nu the
time tj is replaced by u. For the sake of clarity we exclude these cases from the
proof (they can be analyzed with the method me present below).
We start with a proof Eq. (70). We claim that for any matrices X, Y and fixed
j, k, l there holds the inequality∣∣∣tr(X∗ ∫
E
R
(3)
j,k,l(τ , ξ)dµ
⊗N(ξ)Y
)∣∣∣ ≤ 8ε3τj+1τk+1τl+1‖X‖2‖Y ‖2‖H‖3,
which is equivalent to the bound Eq. (70). To prove the inequality we use the
identity (Bj − 1)X = (e−iετj+1H − 1)X + e−iετj+1HX(eiετj+1H − 1) and expand
the expression under the trace to corresponding eight terms. Denoting Sj(·) =
(e−iετj+1H − 1) · (eiετj+1H − 1) we obtain by the Cauchy-Schwartz inequality
∣∣∣ ∫
E
tr(X∗R
(3)
j,k,lY )
∣∣∣ ≤ ∑
Zj ,Zk,Zl
[∫
E
tr(XX∗σ
(s,tj)
0 Zjσ
(tj ,tk)
0 Zkσ
(tk ,tl)
0 Zlσ
(tl,u)
ε 1)
×
∫
E
tr(σ
(s,tj)
0 Z
#
j σ
(tj ,tk)
0 Z
#
k σ
(tk ,tl)
0 Z
#
l σ
(tl ,u)
ε (Y
∗Y ))
] 1
2
,
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where the sum consists of eight terms in which pairs (Zα, Z
#
α ) take either value
(Bα, Sα) or (Sα, 1), α = j, k, l.
Since all traces are now positive, we are in position to extend the integrals to
all X N to obtain∣∣∣ ∫
E
tr(X∗R
(3)
j,k,lY )
∣∣∣ ≤ ∑
Zj ,Zl,Zl
[
tr(XX∗σ
(s,tj)
0 (X
N)Zjσ
(tj ,tk)
0 Zkσ
(tk ,tl)
0 (X
N)Zlσ
(tl,u)
ε (X
N)1)
× tr(σ
(s,tj)
0 (X
N)Z#j σ
(tj ,tk)
0 (X
N)Z#k σ
(tk ,tl)
0 (X
N)Z#l σ
(tl,u)
ε (X
N)(Y ∗Y ))
] 1
2
,
where we denoted
σ(s,t)ε (X
N) =
∫
XN
σ(s,t)ε (τ , ξ)dµ
⊗N(ξ).
By its definition, σ
(s,t)
ε (X N) is doubly-stochastic completely positive map, and
hence ‖σ(s,t)ε (X N)‖1,op = ‖σ
(s,t)
ε (X N)‖∞,op = 1 (see Lemma B.1). Also ‖Bj‖1,op =
‖Bj‖∞,op = 1, and the operator bound ‖eiεH − 1‖ ≤ ε‖H‖ implies ‖Sj‖1,op ≤
ε2(τj+1)
2‖H‖2 as well as ‖Sj‖∞,op ≤ ε2(τj+1)2‖H‖2. Noting that in each eight
terms in the sum there appears exactly one Sα for each α = j, k, l we conclude,
from the inequalities stated above, that each of the eight terms is bounded by
ε3τj+1τk+1τl+1‖X‖2‖Y ‖2‖H‖3 (we use that for any trace class operator A and ev-
ery bounded operator B: |tr(AB)| ≤ ‖AB‖1 ≤ ‖B‖‖A‖1).
The proof of Eq. (72) is analogous. The only difference is that there are only two
perturbations. This eliminates the product τl+1ε‖H‖ and a combinatorial factor of
2.
We now proceed with the proof of Eqs. (68, 71). We express the super-operator
A
(1)
j in the basis consisting of operators |ν〉〈ν
′| formed from the eigenvectors of N .
For eigenvalues ν1, . . . , ν4 we have
tr(|ν1〉〈ν2|A
(1)
j |ν3〉〈ν4|) = VξNs (ν1)V ξNs (ν2) . . . Vξj+1(ν1)V ξj+1(ν2)
× tr(|ν1〉〈ν2|(Bj − 1)|ν3〉〈ν4|)Vξj(ν4)V ξj(ν3) . . . VξNu+1(ν4)V ξNu+1(ν3).
Hence for any matrices X, Y we have
∣∣∣tr(X∗ ∫
E
A
(1)
j Y
)∣∣∣ ≤ ∑
ν1,...,ν4
|Xν2ν1Yν3ν4tr(|ν1〉〈ν2|(Bj − 1)|ν3〉〈ν4|)|
×
∫
Ξ
|VξNs (ν1)V ξNs (ν2) . . . Vξj+1(ν1)V ξj+1(ν2)Vξj (ν4) . . . V ξNu+1(ν3)|dµ
⊗N(ξ), (73)
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where Xνν′ = 〈ν ′|X|ν〉. Note that we extended the integration region after esti-
mating the integrand by its absolute value.
For X, Y diagonal in the eigenbasis basis of N we have ν1 = ν2 and ν3 = ν4 in
Eq. (73). The second line in that equation can be then estimated by 1 and hence
we get
tr
(
X∗
∫
E
PA(1)j PY
)
≤
∑
ν,ν′∈σ(N )
|Xνν ||Yν′ν′ ||tr(|ν
′〉〈ν ′|P(Bj − 1)P|ν〉〈ν|)|.
Using Cauchy-Schwartz inequality we then conclude
tr
(
X∗
∫
E
PA(1)j PY
)
≤ ‖X‖2‖Y ‖2 dim(H)
2‖P(Bj − 1)P‖2,op
and Eq (68) is established using the bound in Lemma B.2.
On the other hand, if X is off-diagonal, i.e. 〈ν|X|ν〉 = 0 for all ν ∈ σ(N ), then
ν1 6= ν2 and the integrand on the second line of Eq. (73) is bounded by (1−g)Ns−j−1
in view of Eq. (26). This gives
tr
(
X∗
∫
E
P⊥A
(1)
j Y
)
≤ (1− g)Ns−j−1
∑
ν1...ν4
|Xν2ν1||Yν3ν4 ||tr(|ν1〉〈ν2|(Bj − 1)|ν3〉〈ν4|)|.
Using Cauchy-Schwartz inequality we then conclude
tr
(
X∗
∫
E
PA(1)j PY
)
≤ (1− g)Ns−j−1‖X‖2‖Y ‖2 dim(H)
4‖(Bj − 1)‖2,op
and Eq (71) is established using the bound in Lemma B.2.
It remains to prove Eq. (69). We insert a decomposition of identity, 1 = P+P⊥,
to express the LHS of the equation as
PA(2)j,kP =Pσ
(s,tj)
0 (Bj − 1)Pσ
(tj ,tk)
0 P(Bk − 1)σ
(tk ,u)
0 P
+ Pσ
(s,tj)
0 (Bj − 1)P⊥σ
(tj ,tk)
0 P⊥(Bk − 1)σ
(tk ,u)
0 P.
Proceeding as in the proof of Eq. (68) we get an estimate for the integral of the
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first line,
∥∥∥ ∫
E
Pσ
(s,tj)
0 (Bj − 1)Pσ
(tj ,tk)
0 P(Bk − 1)σ
(tk,u)
0 P
∥∥∥
2,op
≤ 16ε4‖H‖4 dim(H)3(τj+1)
2(τk+1)
2.
Proceeding as in the proof of Eq. (71) we get an estimate for the integral of the
second line,
∥∥∥ ∫
E
Pσ
(s,tj)
0 (Bj − 1)P⊥σ
(tj ,tk)
0 P⊥(Bk − 1)σ
(tk,u)
0 P
∥∥∥
2,op
≤ 4ε2‖H‖2 dim(H)4(1− g)j−k−1τj+1τk+1.
This finishes the proof.
C Bounds on expectation values over the Poisson
process
The proof of Lemma 3.3 required estimating expectation values of certain random
variables over the Poisson process. Here we justify these estimates. Stopping time
theory for sums of i.i.d. random variables is a convenient level of generality to
present the bounds.
Let (Xi)
∞
i=1 be positive i.i.d. random variables and T a stopping time with
respect to them. We assume that for any k positive E[Xk1 ] ≤ 1 and that all moments
of T are finite. By Walds equation (we use E to denote the corresponding expected
value),
E[
T∑
i=1
Xi] = E[X1]E[T ] ≤ E[T ]. (74)
Now consider a bounded positive function f : N → R. By optional stopping time
theorem (for T < 2 the sum below is set to be zero),
E[
T−1∑
i=1
T∑
j=i+1
f(j − i)Xi(Xj −E[Xj ])] = 0,
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and using the assumption that the mean value of Xj ’s is bounded by 1, we get
E[
T−1∑
i=1
T∑
j=i+1
f(j − i)XiXj] ≤ E[
T−1∑
i=1
T∑
j=i+1
f(j − i)Xi]
≤

E[T−1∑
i=1
X2i ]E[
T−1∑
i=1
(
T∑
j=i
f(j − i)
)2
]


1
2
.
Using Eq. (74) with Xi replaced by X
2
i , we then conclude
E[
T−1∑
i=1
T∑
j=i+1
f(j − i)XiXj ] ≤ (E[T ])
1
2

E[T−1∑
i=1
(
T∑
j=i
f(j − i)
)2
]


1
2
.
This equation is used either for f = 1 in which case it gives
E[
T−1∑
i=1
T∑
j=i+1
XiXj ] ≤ (E[T ])
1
2 (E[T 3])
1
2 , (75)
or for a summable function f for which it gives
E[
T−1∑
i=1
T∑
j=i+1
f(j − i)XiXj] ≤ E[T ]
∞∑
k=1
f(k). (76)
Finally, to bound sums of three point correlation functions we again use optional
stopping time theorem and Cauchy-Schwartz inequality (for T < 3 the sum below
is set to be zero),
E[
T−2∑
j=1
T−1∑
k=j+1
T∑
l=k+1
XjXkXl] ≤ E[
T−2∑
j=1
T−1∑
k=j+1
T∑
l=k+1
XjXk]
≤
(
[E[
T−2∑
j=1
T−1∑
k=j+1
X2jX
2
k ]
) 1
2
(
[E[
T−2∑
j=1
T−1∑
k=j+1
(T − k)2]
) 1
2
.
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Using Eq. (75) with Xj replaced by X
2
j we conclude,
E[
T−2∑
j=1
T−1∑
k=j+1
T∑
l=k+1
XjXkXl] ≤ (E[T ])
1
4 (E[T 3])
1
4 (E[T 4])
1
2 . (77)
We note that in the proof of Lemma 3.3 these inequalities are used in a setting
where for all integers k, E[T k] ≤ CE[T ]k holds for some constant C.
D Notation Index
In this section we compile all relevant notation we use in this paper. However, we
do not report notation that is only locally used, i.e. notation that is only valid
within the limits of a certain proof.
H, B(H), adH Above and Below Eq. (5)
‖·‖, ‖·‖2, ‖·‖1, ‖·‖2,op, ‖·‖1,op, ‖·‖∞,op Eqs. (5) and (67)
N , Pν Below Eq. (6) and Eq. (7)
(X , σ) Above Eq. (6)
µ, Vξ(ν), Vξ Above and below Eq. (6)
Φξ Below Eq. (7)
(Ξ,F),P,E, τ , ξ, tj Beginning of Section 2.1.3 and Appendix A
Ns, H , ε Above Eq. (8)
σ
(s,u)
ε Eq. (8)
σ
(s,u)
ε (E) Eq. (10)
Pερ(E), E
ε
ρ, P
0
ρ(E) Eq. (12) and below, Eq. (15)
ρs(τ , ξ) Eq. (13)
f(ξ|ν) Eq. (14)
µν Eq. (14’)
lTs (ν|ξ) Eq. (16)
Nˆs(T ) Eq. (17)
Mt Eq. (18) and below
Ys and Q(ν
′, ν) Eq. (19) and above
πρ(ν),Γt Above Eq. (19)
T (ε) Theorem 2.3
Lε, Φ Eq. (21)
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P, Pν Eqs. (22), (23)
P⊥, 〈·, ·〉 Eq. (24) and Above
gsp Below Eq. (25)
g Eq. (26)
L⊥ε Above Eq. (31)
Q Eq. (33)
A
(1)
j , A
(2)
j,k , R
(2)
j,k , R
(3)
j,k,l, Bj Lemma 3.3
E
(T+s,s)
ν , Eµν Eq. (38) and below
Xν,ν′(ξ), I Eq. (39) and above.
P, υ, Ω, Ξ0,F0 Beginning of Appendix A
θ(s,u)(τ , ξ) Eq. (61) and below
A Eq (62)
Θ Eq. (64)
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