We consider the size and structure of the automorphism groups of a variety of empirical 'realworld' networks and find that, in contrast to classical random graph models, many real-world networks -including a variety of biological networks and technological networks such as the internet -are richly symmetric. We then discuss how knowledge of the structure of the automorphism group of a network can be used to further understand network properties. In particular, since matrix representations of network automorphisms commute with matrix representations of the network (such as the adjacency and Laplacian matrices) symmetry can give rise to highly degenerate eigenvalues which manifest as spikes in the network's spectral density. We discuss how a network's automorphism group naturally provides a 'geometric' factorization of its characteristic polynomial, enabling association of specific eigenvalues and eigenvectors with specific network motifs.
Introduction
The use of complex networks to model the underlying topology of 'real-world' complex systems -from social interaction networks such as scientific collaboration networks [42, 41] to biological regulatory networks [31] and technological networks such as the world wide web [2] , the internet [50] , and the US power grid [55] has attracted much current research interest [1, 43, 54] . Previous studies have highlighted the fact that seemingly disparate networks often have certain features in common including (amongst others): the 'smallworld' property [3, 33, 55] ; the power-law distribution of vertex degrees [4, 7, 36] ; network construction from motifs [26, 40, 49] ; and hierarchical [46] or fractal structuring [52] of network topology.
Identification of universal structural properties such as these suggests common system independent organizational processes, and allows generic network properties to be decoupled from system-specific features. In this present work we consider the symmetry structure of a variety of real-world networks and find that a rich degree of symmetry is also ubiquitous in complex systems. The fact that large real-world networks are highly symmetric is, at first, surprising since 'almost all' large networks are asymmetric [10] . However, as we will show, real-world symmetry arises naturally, has a specific and universal form and can be related to specific network structures.
In general, symmetry is a source of great abstract beauty [56] and is of great practical use in simplifying complex problems [24] . Accordingly, symmetry is a well-established cornerstone of many branches of physics [57, 58] . However, despite a well developed abstract theory of graph symmetry [12, 17, 35] , the study of symmetry in real-world complex networks has been limited [16, 29] . In fact, when present, symmetry can have a profound effect on network structure and dynamics [8, 24, 34, 51] .
Since graph eigenvalues are well-known to be related to a multitude of graph properties [13] there has been considerable recent interest in studying the spectra of real-world complex networks and their associated models [14, 18, 19, 20, 23, 32, 44, 47] . These studies have highlighted the fact that the spectral densities of real-world networks commonly differ significantly from those of the classical ensembles of random matrix theory [20, 39] . There is therefore considerable interest in understanding real-world spectra and identifying universal organizational principles which generate these differences. For example, in [20] the spectral density of Barabási-Albert 'scale-free' networks [4] and Watts-Strogatz 'small-world' networks [55] are considered. Barabási-Albert networks are found to have a spectral density which consists of a 'triangle-like' bulk with power-law tails; while Watts-Strogatz small world networks are found to have multiple strong local maxima in their spectral density. The authors suggest that these local maxima derive from the blurring of singularities in the spectral density of the highly ordered k-ring structure upon which the Watts-Strogatz model is based.
Similarly, although they are not usually highly ordered, the spectral densities of real-world networks also often contain singularities. In particular, singularities at the 0 and −1 eigenvalues are common. Previous discussions have related the singularity at 0 to local multiplicities in vertices of degree 1 (stars), and the singularity at −1 to complete subgraphs (cliques) [18, 19, 23, 32] although these explanations are not exhaustive. For example, depending upon its size, the ring graph -which contains neither leaves nor complete subgraphs -can also have both degenerate 0 and −1 eigenvalues. Since the relationship between a network and its spectrum is nontrivial, determining general conditions for the presence and strength of singularities in the spectral density is an open analytic problem [18] .
In fact, this problem can be solved at least in part by taking a group theoretic approach to understanding network eigenvalues since degenerate eigenvalues commonly associate with graph symmetries [35] . Since symmetry can take many forms -cliques, stars and rings are all symmetric, for example -the use of symmetry to understand singularities in the spectral density of networks provides a flexible framework for interpreting the effect of a variety of network structures on eigenvalue spectra.
The structure of the remainder of this paper is as follows: In section 2 we consider the size of the automorphism groups of some real-world networks and show that a surprisingly high degree of symmetry is ubiquitous. In section 3 we consider how simple growth processes affect network symmetry and show how growth with preferential attachment can confer symmetry. Since the automorphism groups of real-world networks are typically extremely large their structure is difficult to examine directly even with considerable computational power, so in section 4 we introduce the notion of 'local' symmetry and use this notion to factorize the automorphism groups of a variety of real-world networks. This factorization splits the automorphism group into 'irreducible' components and is computationally efficient for arbitrarily large real-world network automorphism groups. In section 5 we discuss the relationship between network structure and the automorphism group, and show how certain subgroups of the automorphism group can be related to specific network motifs. In section 6 we consider how the network automorphism group interacts with the network spectrum, and associate specific eigenvalues and eigenvectors with the motifs identified in section 5. We also show how the quotient of the network under the action of the automorphism group can be used to factorize the characteristic polynomial. We finish with some examples and general conclusions.
Network Automorphism Groups
Mathematically, a network is a graph, G = G (V, E), with vertex set, V (of size N G ), and edge set, E (of size M G ) where vertices are said to be adjacent if there is an edge between them. Here we consider the symmetry structure of various real-world networks via their automorphism group. An automorphism is a permutation of the vertices of the network which preserves adjacency. The set of automorphisms under composition forms a group, Aut(G ), of size a G [9] . Throughout this discussion we shall let G refer to a generic network, and G to a generic group. If the network is a multi-digraph, we remove weights and directions and consider the automorphism group of the underlying graph. Furthermore, since real-world networks may be disconnected we consider the automorphism group of the largest connected component of the network (which in all the cases we examined contains at least 93% of the vertices in the network). Since the automorphism group of a disconnected network is the direct product of the automorphism groups of its connected components, we may do this without loss of generality. A network is said to be symmetric (respectively asymmetric) if its underlying graph has a nontrivial (respectively trivial) automorphism group and the degree of network symmetry is quantified by a G . In order to compare networks of different sizes with each other we also consider the quantity r G = (a G /N G !) 1/N G which measures symmetry relative to maximum possible symmetry (the complete graph on N vertices and its complement, the empty graph on N vertices, are the most symmetric graphs, both having a G = N !). Other measures of graph symmetry are considered elsewhere [16, 35] . Here, the nauty program [38] -which includes one of the most efficient graph isomorphism algorithms available [21] -is used to calculate the size and structure of the various automorphism groups. Table 1 gives the size of the automorphism group of some real-world complex networks, all of which are highly symmetric. Since classical Erdös-Rényi random graphs are generally asymmetric [10] , this rich degree of symmetry is surprising and begs an explanation. The ubiquity of symmetry in disparate realworld systems suggests that it may be related to generic self-organizational principles. 
Symmetry and Self-Organization
Based upon the observation that many real-world networks are continuously growing and that new vertices often show a preference for attachment to more highly connected vertices, Barabási and Albert proposed a simple model which accounted for the origin of the power-law vertex degree distribution often seen in many real-world networks [4] . Power-law degree distributions have been widely discussed [7, 36] and a number of variations of the Barabási-Albert model have been suggested [11, 45] . Here, we consider a simple variation similar to that given in [45] . We start with the complete graph on k vertices as an initial seed. At each time step the system is updated by introducing a single new vertex and k new edges which connect the new vertex to those already in the system without allowing multiple edges. The probability that vertex v i is chosen at time t to attach the new vertex to is given by
where M (t) = k(k − 1)/2 + kt is the total number of edges in the system at time t, d i (t) is the degree of vertex v i at time t, N (t) = k + t is the total number of vertices in the system at time t and 0 ≤ α ≤ 1. Thus, when α = 0 new vertices are attached to old in a purely uniformly random way, and when α = 1 new vertices are attached to old in a purely preferential way.
Two distinct patterns of behavior emerge dependent upon k, the number of new edges associated with each new vertex. When k = 1, a G grows exponentially and the system becomes increasingly symmetric (see Fig.1a ); while for k ≥ 2, a G rapidly falls to zero, and the system becomes asymmetric for large time (see Fig.1d ). This discrepancy results since the two cases (k = 1 and k ≥ 2) represent two fundamentally different modes of growth. In particular, the network is a tree (that is, a network without cycles) if and only if k = 1. Although the majority of large random Erdös-Rényi graphs are asymmetric [10] , it is common for large random trees to exhibit a high degree of symmetry [28] . Intuitively, this is because the absence of cycles in trees means that the number of tree configurations are combinatorially restricted (the set of trees on N vertices is a thin subset of the set of graphs on N vertices) and this restriction can force repetition of identical branches from the same fork, endowing the tree with symmetries.
For example, every tree contains at least two vertices of degree 1 [27] . These vertices are called leaves and are the end points of branches. Whenever a particular branch ends in 2 or more leaves an automorphism naturally arises by permuting these leaves while holding all other vertices in the tree fixed.
Consequently, the rich degree of symmetry seen in the k = 1 case is due to the fact that these networks grow as trees, rather than the mode of attachment of new vertices per se. However, we find that, given that the network is growing as a tree, preferential attachment increases network symmetry (see Fig.1a -c and Table 1 ). A heuristic explanation for this is that preferential attachment introduces a bias toward multiple short branches and, probabilistically, short branches are more likely to be repeated about the same fork than longer branches.
Local Symmetry and Factorization of the Automorphism Group
Our aim in this section is to derive a computationally efficient method for factorizing large network automorphism groups -which are often too large to allow direct analysis (see Table 1 ) -into 'irreducible building blocks'.
We begin by noting that real-world networks are not expected to possess any 'global' symmetries: that is, permutations which move distant vertices while preserving adjacency (such symmetries are not only very sensitive to changes in network topology, but also suggest strong organizational principles not present in most real-world networks). Thus, we expect that real-world symmetries are generally 'local' in that they move only a small isolated subset of the vertices of the network, while fixing all others. Since network automorphism groups are permutation groups we can formalize this concept of local symmetry in the language of permutation group theory and use it as the basis for a computational efficient decomposition of the automorphism groups of large locally symmetric networks. For brevity full mathematical details of this decomposition not included here, but rather are given in Appendix A.
Consider the permutations of a set of n points X = {x 1 , . . . , x n }. The support of a permutation p is the set of points which p moves, supp(p) = {x i | p(x i ) = x i }. Two permutations p and q are disjoint if their supports are non-intersecting. If p and q are disjoint then they commute (with respect to the composition of permutations), pq = qp. Similarly, two sets of permutations P and Q are support-disjoint if every pair of permutations p ∈ P and q ∈ Q have disjoint supports. Furthermore, the groups generated by P and Q (G P and G Q respectively), are support-disjoint if P and Q are. In particular, since pq = qp for all p ∈ P and q ∈ Q, G P and G Q also commute. Intuitively, if G P and G Q are support-disjoint then we can think of them as acting 'independently' on the set X.
This notion of independent action gives us a useful means to factorize the automorphism groups of complex networks. Let G be a network with automorphism group Aut(G ) generated by a set S of generators. Partition S into support-disjoint subsets S = S 1 ∪ . . . ∪ S n such that each S i cannot itself be decomposed into support-disjoint subsets. Call H i the subgroup generated by S i . Since each H i commutes with all others, we can construct a direct product decomposition of Aut(G ) from these subgroups:
Note that the choice of generators of a group is not unique and different choices of S may give different direct-product decompositions. However, in Appendix A we show that if the set of generators satisfies two simple conditions (which are ensured if, for example, the nauty algorithm [38] is used) then (1) the factors in Eq. 2 cannot be decomposed further (that is, they cannot be written as K × L with K and L support-disjoint) and (2) the decomposition in Eq. 2 does not depend on the choice of generators. In this case, the factorization given in Eq. 2 is well-defined and unique. For brevity, we will call the decomposition given in Eq. 2 the geometric decomposition of Aut(G ), and refer to the factors H i as geometric subgroups (or geometric factors).
We now have a working notion of local symmetry: A network G is locally symmetric if Aut(G ) can be factorized into a large (with respect to |S|) number of geometric factors. Furthermore, each factor H i acts locally on G .
By construction, the geometric decomposition is most powerful when the network is locally symmetric. It is, of course, possible to construct large globally symmetric networks. In these cases, the geometric decomposition is inefficient. However, this situation did not occur in any of the real-world networks which we studied. Neither do we expect it to occur in any real-world situations in which the system is subject to random perturbations. Therefore, for all the real-world networks we considered the automorphism group was factorized efficiently using this method, highlighting the fact that these real-world networks are locally symmetric. A GAP [22] procedure to compute the geometric decomposition of an abstract permutation group is available from the authors on request.
We remark here that the geometric decomposition is similar to, but not the same as, the Krull-Schmidt factorization of a group into the direct product of indecomposable subgroups [48] . Similarly, it is also related to, but not the same as, the decomposition of a permutation group into the subdirect product of its transitive constituents [12] . Table 2 gives the geometric decomposition of a number of real-world networks. In all cases the geometric subgroups are either symmetric groups or wreath products of symmetric groups (for a brief discussion of wreath products in the context of network symmetry see Appendix B). The ubiquity of the symmetric groups in these decompositions can be explained by considering how random perturbations generically affect graph symmetry. First consider a k-star -that is, the graph consisting of a single central vertex of degree k adjacent to k leaves -which has automorphism group S k , of size k!. Random rewiring of this graph (that is adding a new edge between two previously nonadjacent vertices) generically gives a graph with automorphism group C 2 × S k−2 regardless of which two vertices are chosen for rewiring. Thus, a single rewiring divides the size of the automorphism group by k(k − 1)/2. Similarly, a second rewiring affects the graph in a similar way and the size of the automorphism group is either increased or decreased in increments as the graph is rewired, but there is never a catastrophic loss of symmetry. Analagous arguments apply to the complete graph on k vertices which also has automorphism group S k (rather than rewiring in this case, we can add or remove vertices, or remove edges). Thus, stars and complete graphs are robust to symmetry breaking perturbations. This is in contrast to most symmetric graphs which are generically sensitive to symmetry breaking by random perturbations. For example, consider the ring graph (or cycle graph) on k vertices which has automorphism group D k (the dihedral group on k elements). In this case, a single random rewiring generically gives a graph with automorphism group C 2 (the cyclic group on 2 elements), regardless of the choice of vertices for rewiring or k. A second rewiring generically breaks symmetry entirely. The fact that certain graphs with symmetric automorphism groups are robust to symmetry breaking by random perturbations, while generically symmetric graphs are sensitive to symmetry breaking perturbations explains the ubiquity of the symmetric groups in the geometric decomposition of real-world networks, which are commonly subject to continuous stochastic variations in their topology.
It is a classical result of Pólya that the automorphism groups of trees belong to the class C T of permutation groups which contains the symmetric groups and is closed under taking direct and wreath products [8] . Thus, we find that the automorphism groups of real-world networks typically belong to the same class C T as the automorphism groups of trees [8] . However, the relationship between a graph and its automorphism group is nontrivial, and the fact that Aut(G ) ∈ C T for many real-world networks does not necessarily mean that real-world network symmetry is 'tree-like'. In order to determine the extent to which real-world symmetry is tree-like we need to inspect the ways in which network automorphism groups relate to network topology.
Human C The geometric decomposition of the automorphism group of some real-world and random networks.
Automorphism Group Structure and Symmetric Motifs
The induced subgraph on a set of vertices S ∈ G is the graph obtained by taking S and any edges whose end points are both in S. We shall call the induced subgraph on the support of a geometric factor H a symmetric motif, denoted M .
As noted previously (see Table 2 ), most of the geometric factors found in real-world networks are isomorphic to S n (for some n). Furthermore, for the real-world networks we considered all the symmetric geometric factors possess orbits exclusively of length 1 or n. In these cases the associated symmetric motifs have one of a number of generic forms.
Recall that the orbit of a vertex v ∈ G under the action of Aut(G ) is the set ∆(v) = {πv ∈ G : π ∈ Aut(G )} [12] . The following reasoning can be found in [37] . Suppose that we have a graph G with Aut(G ) ∼ = S n for some n with orbits ∆ 1 , . . . , ∆ t of size n and fixed points φ 1 , . . . , φ r . When this is the case, it can be proven that the action of Aut(G ) on each orbit ∆ i is natural symmetric. That is, the induced action of Aut(G ) on each ∆ i realizes all the permutations of the n vertices of ∆ i . Consequently, the induced subgraph on each ∆ i is either complete or empty and each fixed point φ i is adjacent to either all or none of the vertices of each orbit ∆ i (since Aut(G ) acts transitively on the orbits). Additionally, there is no restriction on how the fixed points φ j attach to each other and any two size-n orbits ∆ i = {α 1 , . . . , α n } and ∆ j = {β 1 , . . . , β n } can only attach to each other in four distinct ways: (1) no vertex of ∆ i is adjacent to any of ∆ j ; (2) all vertices of ∆ i are adjacent to all vertices of ∆ j ; (3) α i is only adjacent to β i , for all 1 ≤ i ≤ n, possibly after reordering; (4) α i is adjacent to all vertices in ∆ j except β i , for all 1 ≤ i ≤ n, possibly after reordering. Now consider a generic complex network G , with geometric factors H i and associated symmetric motifs M i . Since the geometric factors are support-disjoint, the above conclusions also apply to every natural symmetric factor. In particular, all the motifs associated with natural symmetric factors consist of complete and empty subgraphs (the induced subgraphs on the orbits) wired together in one of the four way as described above.
In fact, we found that upwards of 88.1% of the natural symmetric factors of each of the real-world networks we considered have only a single orbit of length n (that is, H i acts transitively on M i ). In these cases M i is itself either complete or empty. Consequently, we can associate most real-world symmetry with symmetric cliques (complete subgraphs invariant under the action of Aut(G )) and symmetric bicliques (complete bipartite subgraphs invariant under the action of Aut(G )). We shall call a symmetric motif associated with a transitive natural symmetric geometric factor a basic motif and refer to all other motifs as complex motifs.
Since the relationship between a graph and its automorphism group is, in general, highly nontrivial [37] it is difficult to say anything general about the structure of complex motifs. However, since they are rare they may be considered on a case-by-case basis (see for example, Fig. 2 and example 3 in section 7).
* Figure 2:
Complex symmetric motifs in the US power grid.
Symmetry and Network Spectra
The presence of singularities in the eigenvalue spectra of real-world networks has been previously observed and reasons for these peaks stated heuristically [18, 19, 23, 32] . Singularities in the spectral density of complex networks can be formally investigated by taking a group-theoretic approach to studying eigenvalue spectra. In this section we consider interactions between the automorphism group and the eigenvalues of the adjacency matrix, although the analysis holds equally well for other representations of the network, such as the Laplacian, as long as the associated eigenvalue problem is of local character [15] .
The adjacency matrix of a (simple) network G is the N G × N G (symmetric) matrix
The eigenvalues of G are the eigenvalues of its adjacency matrix (that is, the roots λ, of the characteristic polynomial P A (λ) = det(A−λI)), and the set of eigenvalues S P (λ) is the network's spectrum. The spectral density of G is the density of its eigenvalues, which can be written as a sum of Dirac delta-functions
where λ i is the ith largest eigenvalue of G .
Now consider π, a permutation of the vertices of G , which can be represented by a permutation matrix P where
The relationship between network symmetry and eigenvalue spectra depends upon the fact that π ∈ Aut(G ) if and only if A and P commute (see [35] for a proof of this). A corollary to this result is that if x is an eigenvector of A corresponding to the eigenvalue λ then Px is also an eigenvector of A corresponding to λ. Since Px and x may be (and generally are) linearly independent, this means that network symmetry may naturally give rise to eigenvalues with high multiplicity and therefore singularities in the spectral density.
It would be useful if all singularities in a network's spectral density could be associated with symmetry. A general rule is that the size of a network's automorphism group is inversely related to the number of its distinct eigenvalues [8, 15] . The converse is not true however, and networks with trivial automorphism group and few eigenvalues may be constructed [8, 15] . This means that in general we can associate some but not all degeneracies in the eigenvalue spectrum of a network to its symmetry structure.
Network quotients
Let ∆ = {∆(v 1 ), ∆(v 2 ) . . . , ∆(v s )} be the system of orbits which the vertices of G are partitioned into under the action of Aut(G ). Let d ij (i, j = 1, 2, . . . , s) be the number of edges starting from any vertex in ∆ i and ending in vertices in ∆ j . Since the orbits partition the vertex set into disjoint equivalence classes, d ij depends on i and j alone. The quotient (or divisor) of G under the action of Aut(G ), denoted Q = G /Aut(G ), is the multi-digraph with vertex set ∆ and adjacency matrix d ij . We refer to the network G as the parent of Q.
Let m(v) be a measure on the vertices of G (for example, vertex degree, eigenvector centrality, clustering coefficient etc.). We say that the measure m(v) is orbit conserved if m(v) = m(π(v)) for all π ∈ Aut(G ). Since orbits partition the vertices of a network into disjoint equivalence classes, we expect that welldefined vertex measures are orbit conserved. For example, it is immediate that vertex degree, eigenvector centrality and clustering coefficient are all orbit conserved (see [35] and Appendix C for proofs). Crucially then, orbit conserved measures such as these need only be calculated for whole orbits rather than for every vertex in the network. In practice, this means that rather than working with the full network, we can calculate many network properties via the quotient. Since the quotient can be calculated quickly [38] and can be significantly smaller than its parent (see Fig. 3 for an example), exploiting the network's symmetry structure by using the quotient could provide a significant reduction in the order and complexity of many network algorithms. For example, the set of eigenvalues of Q are a subset of those of G [15] , so the eigenvalues of the parent network can be found easily given knowledge of the orbit structure of the network automorphism group and the eigenvalues of the quotient. Furthermore, the quotient contains none of the symmetric motifs of the parent network. Thus, certain eigenvalues associated with symmetric motifs are removed from the spectrum of the quotient. Figure 4 shows the spectral density of a variety of networks and their quotients. The spectral densities of the parent networks all contain spikes due to the presence of symmetric motifs which are reduced in the spectral densities of the quotients.
A final point concerning quotients worth noting is that the quotient also provides a convenient way to quickly distinguish between symmetric cliques and bicliques in a network without having to inspect each symmetric motif individually. In particular, the quotient retains a loop (that is an edge from an orbit to itself) of weight n − 1 for every n-clique, while the orbits associated with bicliques are loop-free in the quotient.
Symmetric motifs and network spectra
There have been some previous attempts to spot the eigenvalues of key subgraphs in network spectra [32] . However subgraph eigenvalues are not usually contained in network spectra and in general they only interlace those of the network [15] . Nevertheless, under certain circumstances subgraph eigenvalues do appear in network spectra. In particular, degenerate eigenvalues associated with symmetric motifs are retained in network spectra, as follows. We have seen that symmetric cliques and bicliques generically constitute most real-world symmetry. The complete graph on n vertices, K n , has −1 as an eigenvalue of multiplicity n − 1, while the empty graph on n vertices, V n , has 0 as an eigenvalue of multiplicity n. In the case of symmetric cliques, the pair (−1, x (−1) ) is degenerate for all eigenvectors x (−1) . In the case of symmetric bicliques the pair (0, x (0) ) is degenerate for all eigenvectors x (0) . Hence we expect that many real world networks will have singularities in their spectral densities at −1 and 0 with associated eigenstates localizing on the respective motifs. Fig  4 shows that this is the case and that these degeneracies are reduced in the spectra of the quotients.
Examples
In order to see the relationship between network automorphism groups, symmetric motifs and eigenvalue spectra in practice, it is useful to consider a couple of worked examples.
Example 1: Consider the graph G on the top of Fig. 5 which comprises a typical arrangement of the two basic symmetric motifs. The geometric decomposition of the automorphism group of this graph is Aut(G ) ∼ = S 3 × S 3 , and both subgroups act naturally on G . One copy of S 3 derives from the symmetric clique on the left (in red) while the other copy of S 3 results from the star on the right (in blue The repeated −1 eigenvalue from the symmetric clique is retained in the spectrum of G , and the eigenstates of G associated with the −1 eigenvalue are localized to ∆ 1 . The repeated zero-eigenvalue from the star is also retained in the spectra of G , and the eigenstates of G associated with the zero eigenvalues are localized to ∆ 4 . All other eigenvalues of G are simple and their associated eigenvectors are orbit conserved. In particular, the entries in the principal eigenvector -that is, the eigenvector centralities of the vertices of G -are orbit conserved (see Appendix C for details).
The quotient Q of G is on the bottom of Fig. 5 . The eigenvalues of Q are {−2.13, −0.77, 1.77, 3.13}. The loss of the 2 zero eigenvalues corresponds to collapsing the star, while the loss of the two −1 eigenvalues corresponds to collapsing the clique. In this case all the eigenvalues of the quotient are simple.
Example 2: The Mus Musculus Regulatory
Network. This network has the highest relative symmetry of all the real-world networks we considered (compare r G for this network with the others in Table 1 ). The geometric decomposition splits Aut(G ) into 22 factors, all of which are symmetric groups and all of which are natural and act transitively on their supports. Thus, the only symmetric motifs in this network are cliques and bicliques. Furthermore, Q is trace-free, so there are no symmetric cliques in the network and we can associate all symmetry with bicliques. By inspection, all of the bicliques in this network are stars.
We therefore expect a delta-peak in the spectrum of G at λ = 0 and Fig. 4c . shows that this is the case. In fact, the zero-eigenvalue has multiplicity 191. By associating n − 1 zero-eigenvalues with each copy of S n in the geometric decomposition of Aut(G ) we can account for 142 of the zero-eigenvalues due to symmetry. Thus, we expect that the zero-eigenvalue of the quotient has multiplicity 49(= 191 − 142), which cannot be accounted for by the presence of symmetry in the network. Calculation of the eigenvalues of the quotient confirms that this is the case.
Example 3: The US power grid. Of all the networks we considered this network has proportionally the fewest natural symmetric factors in its geometric decomposition (88.1% of the geometric factors are natural symmetric in this case). This is reflected in its spectral density which contains multiple sharp peaks (see Fig. 4) , not just at −1 and 0. Inspection of the motifs associated with natural symmetric factors of its automorphism group shows that this network contains both cliques and bicliques. The complex motifs associated with the other geometric factors are given in Fig. 2 . Here, in order to clarify motif structure, for each geometric factor H the induced subgraph on the support of H and its neighbors is given. Vertices which are fixed by the full automorphism group are in black, while those which are moved are in white. These motifs contribute to additional singularities in the spectral density.
Conclusions
We have considered the automorphism groups of a variety of real-world networks and have found that a high degree of symmetry is ubiquitous. We have constructed a practical decomposition of the automorphism groups of these networks, and found that the automorphism groups can typically be decomposed into direct and wreath products of symmetric groups. We have shown that each geometric factor can be associated with a symmetric motif, and demonstrated that most natural symmetric factors can be related to either a symmetric clique or symmetric biclique. Thus, we find that these two types of motif generically account for almost all real-world network symmetry. We have shown how the presence of symmetric motifs manifests as spikes in the spectral density of real-world networks. In particular, multiplicities in the −1 and zero-eigenvalues commonly relate to symmetric cliques and bicliques respectively.
In real-world networks, symmetric bicliques may originate from natural network growth processes (see Section 3). However, the origin of symmetric cliques is less clear. Since cliques and bicliques are topologically very similar (they are both complete multipartite graphs), the presence of symmetric cliques in complex networks may derive from similar growth processes to those that produce symmetric bicliques in combination with all-to-all local coupling. Alternatively, in cases such as the biological networks, which are thought to be built from network motifs [49] (here the term network motif is used to refer to a statistically significant subgraph and is distinct from our notion of a symmetric motif), network symmetry may originate from network motif symmetry. For example, all simple graphs with 1 < N G ≤ 5 are symmetric [35] .
In the case that a growing network is built from small symmetric building blocks such as these, a degree of non-treelike symmetry may persist in despite the action of random symmetry-breaking perturbations.
In particular, a preference for construction using small multipartite motifs may result in the symmetric structure that we observe in many real-world networks.
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A The Geometric Decomposition is Well-Defined
Here we provide the technical details of the geometric decomposition of an abstract permutation group (see Section 4). We begin with some definitions concerning direct products which form the basis for this decomposition.
A.1 Direct product decomposition
Given a family of groups A 1 , A 2 . . . A n we can form their direct product
, which consists of n-tuples (a 1 , a 2 , . . . , a n ), a i ∈ A i and is a group with multiplication
and identity
represents the n-tuple with a at position i and 1 Aj for all j = i). These subgroups have three key properties which characterize the direct product:
1. they generate G: (a 1 , a 2 , . . . , a n ) = (a 1 , 1) · (a 2 , 1) · . . . · (a n , 1);
their intersection is trivial for all
i = j: A ′ i ∩ A ′ j = {(1 A1 , 1 A2 , . . . , 1 An )};
the elements of A
If G is a group with subgroups A i satisfying these properties then G is isomorphic to the direct product A 1 × . . . × A n (for a proof see [48] ). Note that if G is finite we have |G| = |A 1 | · |A 2 | · . . . · |A n |, where | · | denotes group size.
Consider a network G with automorphism group Aut(G ) generated by a set S of permutations. Partition S into support-disjoint subsets S = S 1 ∪ . . . ∪ S n . Call H i the subgroup generated by S i . These subgroups satisfy the three conditions which characterize the direct product, as follows. Condition (1) is satisfied since S is a generating set. To show condition (2), consider a permutation π ∈ H i ∩ H j , i = j. Since π is a member of two subgroups it can be written in two different ways
with p 1 , . . . , p n ∈ S i and q 1 , . . . , q m ∈ S j . Now, a moved point of a product pq of permutations is necessarily a moved point of either p or q. Thus a moved point of π is a moved point of some p i , and similarly of some q j . However, p i and q j are support disjoint and hence π must be the trivial permutation π = 1. Finally, condition (3) is clear since disjoint permutations commute.
Therefore we can construct a direct product decomposition of Aut(G ) from these subgroups:
We want each H i in this decomposition to be 'irreducible' in the sense that it cannot be broken down into smaller pieces. We formalize this notion of irreducibility by saying that a group G is support-indecomposable (as a group of permutations) if it cannot be written as K × L with K and L support-disjoint groups. The subgroups in Eq.(4) are unique (that is, independent of the choice of generators S) and supportindecomposable when S satisfies the following two conditions:
( * ) S does not contain elements in the form s = gh with g, h = 1 and g, h support-disjoint; ( * * ) if a subset S ′ ⊂ S generates a subgroup H ≤ G and H has two non-trivial support disjoint subgroups A and B which generate H, then there exits a partition S ′ = S 1 ∪ S 2 with S 1 ∩ S 2 = ∅ such that S 1 generates A and S 2 generates B.
If the set S satisfies these conditions we call the decomposition given in Eq.(4) the geometric decomposition of Aut(G ).
A.2 Geometric factors are support-indecomposable
A set S of permutations is support-indecomposable (as a set) if it cannot be written as S 1 ∪ S 2 with S 1 , S 2 = ∅ and both are support-disjoint (as sets of permutations).
Proposition A.1. Let S be a finite set of permutations and H the group generated by S. If H is supportindecomposable as a group, then so is S as a set. The converse is also true when S satisfies ( * ).
Proof : The first claim is clear. For the converse, suppose that S = {s 1 , . . . , s n } is support-indecomposable as a set but
A.3 Geometric factors are unique
Suppose that we have two sets of generators X and Y of a permutation group G, whose associated direct product decompositions are
We want to prove that if X and Y satisfy ( * ) and ( * * ) then n = m and there is a permutation σ of the factors such that
Firstly, we generalize condition ( * * ) to a finite number of subgroups. Let S be a set of generators of a permutation group G. If S satisfies ( * * ) then is also satisfies ( * * ′ ) if S ′ ⊆ S generates a subgroup H ≤ G and H has n non-trivial subgroups A 1 , . . . , A n which generate H and are pairwise support-disjoint then we can partition
The proof is straightforward by induction on n. Now we apply condition ( * * ′ ) to the first set of generators X with respect to the second decomposition
On the other hand, suppose that H 1 is generated by a set {x 1 , . . . , x t } ⊆ X. Since H 1 is supportindecomposable, x 1 must have a common moved point with at least one element of {x 2 , . . . , x t }, say x k . Since x 1 , x k ∈ X = X 1 ∪ . . . ∪ X m , suppose that x 1 ∈ X i1 , x k ∈ X i2 . But the X i 's are supportindecomposable so i 1 = i 2 . This reasoning carries on to prove that {x 1 , . . . ,
If some x ∈ X with x ∈ H j and j = 1 is also in K i1 then, as before, H j ⊆ K i1 . Since K i1 is supportindecomposable this implies H 1 = K i1 . The same argument applies for H 2 , . . . , H n . So, we have proven that if a generating set of Aut(G ) satisfies conditions (*) and (**) then the decomposition given in Eq. (4) is unique and furthermore, that the geometric factors are support-disjoint. When calculating the automorphism group of a given network the nauty algorithm outputs a set of generators which satisfies these two conditions (by parts (1) and (2) of Theorem 2.34 in [38] ). Thus, we can be sure that the geometric decomposition is well-defined if nauty is used to calculate the generators of Aut(G ).
B Wreath Products
In general, each factor in the geometric decomposition (4) may have a rich structure. In particular, a feature naturally appearing in the context of automorphism groups of graphs is that of a wreath product, which is in turn a particular case of a semidirect product [48] .
Let A and B be groups, n ≥ 1 a fixed integer and θ a homomorphism from B to S n , the symmetric group on n elements. The wreath product A ≀ θ B (or simply A ≀ B) is the group whose elements are (n + 1)-tuples (a 1 , . . . , a n , b), a i ∈ A, b ∈ B, with multiplication (a 1 , . . . , a n , b) · (a In other words, B acts on the direct product of n copies of A (A × . . . × A, n times) by 'permuting the coordinates', and we use this action to define the product on the set A × . . . × A × B. Note that the case when n = 1 and θ(b) is the identity for all b ∈ B, yields the ordinary direct product A × B. For clarity, in Table 2 we have made the number of copies of A explicit by writing A n ≀ B instead of A ≀ B. Finally, if the groups are finite, |A ≀ B| = |A| n |B|.
As an example of a wreath product, consider the tree T in Fig. 6 . Here there are three permutations of order 2, swapping vertices 5 and 6, 7 and 8 and 9 and 10 respectively. These permutations commute with each other (in fact, they are disjoint) and generate the direct product C 2 × C 2 × C 2 . In addition, a copy of S 3 permutes vertices 2, 3 and 4 and, therefore, the three branches. This gives a wreath product Aut(T ) ∼ = C 2 ≀ S 3 , with |Aut(T )| = 2 3 × 3! = 48. More generally, a tree with m symmetric branches of length 2 each of which has n leaves contains a copy of S n ≀ S m in its automorphism group. This example shows that the wreath product can be naturally associated with symmetric branches of length 2 or more. Such branches occur commonly in trees and occasionally in real-world networks (see Table 2 ). However, wreath products do not associate only with symmetric branches. For example, the starred motif in Fig. 2 has automorphism group C 2 ≀ C 2 .
C Eigenvector Centrality and Clustering Coefficient are Orbit

Conserved
By the Perron-Frobenius theorem, every graph G has a unique positive eigenvalue λ max such that |λ i | < λ max for all other eigenvalues, λ i ∈ S P (λ). Furthermore, the eigenspace associated with λ max is one dimensional (that is, λ max is simple) and the eigenvector x max associated with λ max has all positive entries [30] . The eigenvalue λ max and eigenvector x max are known as the principal eigenvalue and principal eigenvector of G respectively. The ith component of the principal eigenvector associates with vertex v i ∈ G and is known as the eigenvector centrality of v i . Thus, eigenvector centrality assigns a weight to every vertex based upon both the number of neighbors it has and how important these neighbors are. Vertex ranking by eigenvector centrality forms the basis of numerous network algorithms [43] .
If λ is a simple eigenvalue of G then Px = ±x, where P is the permutation matrix associated with a permutation π ∈ Aut(G ) and x is the λ-eigenvector [8] . Since x max has all positive entries Px max = x max for all π ∈ Aut(G ). So if π(v i ) = v j , then the ith and jth component of x max are identical. Consequently, eigenvector centrality is orbit conserved.
The clustering coefficient c(v) of a vertex v of degree k is defined as the number of edges between neighbors of v, divided by E, the maximum number of edges possible between neighbors of v. For undirected graphs c(v) = 2E/k(k − 1). The clustering coefficient therefore depends only upon vertex degree and local adjacency. Since vertex degree is orbit conserved and by definition automorphisms preserve adjacency, the clustering coefficient is also orbit conserved.
