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Introduction
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In many cases, one can argue persuasively that the changes in values of a function are often more Here, the central B-splines are constructed recursively by
We note that this symmetric filter is suitable only for the interior region, (r + k + 1)/2 elements away 111 from the boundaries of the entire domain since it uses symmetric information around the evaluated 112 point. When filtering near the domain boundaries, we need to use position-dependent filters.
113
In the multi-dimensional case, the filter is a tensor product of the one-dimensional filters (2.5) and
114
can be written as
with the scaled filter K Here x lef t and x right are the left and right boundaries, respectively. In the interior, the symmetric filter 134 uses 2k + 1 central B-splines. In order to provide a smooth transition between the SRV filter and the 135 symmetric filter, a convex combination was used:
where θ(x) ∈ C k−1 such that θ = 1 in the interior and θ = 0 in the boundary regions. The SRV 137 filter showed good performance over uniform meshes in [10] when a multi-precision package was used.
138
However, recent work [8] showed that the SRV filter was not suitable for nonuniform meshes. 
RLKV Filter
140
The performance of the SRV filter strongly depends on three conditions: the problem is linear, the 141 mesh is uniform and the computations are carried out with a multi-precision package (at least quadruple 142 precision). When one of these conditions is not satisfied, the good performance of the SRV filter can 143 no longer be guaranteed. In order to overcome the aforementioned limitations, the RLKV filter was where T is the knot matrix defined in [8] . This knot matrix is a (2k + 2) × (k + 2) matrix such 
We note that the definition above provides more flexibility than the previous central B-spline notation,
152
where T(i) are sequences of equidistant knots. Assume that we want to filter the pointx which is 153 located near the left boundary, then T is given by,
similarly near the right boundary the knot sequence is given by 
Notice that the order of the B-splines is now k + 1 + α instead of k + 1 in (2.5), and the filtered 170 solution becomes a C k−1+α function. Then we can write the αth derivative of the symmetric kernel as
, where
By the property of convolution,
For uniform meshes, [5] showed the filtered solution (2.13) has 2k + 1 superconvergence rate regardless 174 of the derivative order α
Unfortunately, these methods are limited to uniform meshes. For nonuniform meshes, SIAC filtering 176 becomes complicated, and derivative SIAC filtering is more difficult. If we naively apply the same deriva-177 tive filtering technique over nonuniform meshes, we will lose accuracy from
Lemma 3.2. Let u be the exact solution to the linear hyperbolic equation
where the initial condition u 0 (x) is a sufficiently smooth function and the coefficients A i are constants.
191
Here, Ω ⊂ R d . Let u h be the DG approximation over a nonuniform mesh with periodic boundary
The negative order norm estimation of u − u h satisfies, 
+ sup
,
By induction, we have
where C α = 2 |α| C. The proof is similar for d > 1 case.
203
Lemma 3.2 demonstrates the optimal accuracy order estimation of the divided differences of the DG 
where H = h µ and µ = 2k+1 r+k+2+α .
209
By applying Lemma 3.1 and Lemma 3.2, we have
Let the scaling H = h µ such that
We then have that µ = 2k+1 r+k+2+α and
214
Remark 3.1 (Discussion of the Number of B-splines). The filter given in (2.12) uses (r + 1) B-splines.
215
Theorem 3.3 implies that by increasing the value of r, one can increase the value of r+1 r+k+2+α , and then
216
approximate the superconvergence rate 2k+1 as close as we want and regardless of the derivative order α.
217
However, increasing the value of r presents a serious inconvenience for computational implementation.
218
For example, while r 2k, a multi-precision package is required during the computation process, [8] .
219
Another disadvantage is that the support size of the filter, (r + k use r = 2(k + α) instead of r = 2k. However, our experience shows that the benefit of using r = 2(k + α)
225
is limited. It slightly improves the accuracy and smoothness, but increases the computational cost. In 226 this paper, we will focus on using r = 2k for nonuniform meshes. 
Position-Dependent Derivative Filter
228
In the previous section, we discussed the symmetric derivative filtering over nonuniform meshes. As
229
we mentioned before, in order to handle boundary regions, we need to use position-dependent filters.
230
In this section, we extend two position-dependent filters to position-dependent derivative filters. 
and the position-dependent derivative filter is given by
Position-dependent filter with 2k + 1 central B-splines filter (3.5). We have
where
.
261
Proof.
For the second term on the left side of the above inequality, which only involves central B-splines, similar 262 to Theorem 3.3, we have
For the third term with a general B-spline, we have
Then, we have
Similar to the symmetric filter case in Theorem 3.3, we require the scaling H satisfies H 2k+2 = 266 h 2k+1 H −(k+1+α) and finally, we have
where H = h µ and µ = the convergence rates are better than calculating the derivatives of DG approximation directly, k +1−α.
271
For the scaling H = h µ , for convenience we let the degree k → ∞, then the symmetric derivative filter Theorem 3.4, we must choose N large enough so that the support size of filters is less than the domain 281 size, which requires
here r = 2k for the symmetric and derivative RLKV filters and r = 4k for the derivative SRV filter.
283 Table 3 .1 gives the minimum number of elements for different filters. We note that for the SRV filter, the 284 required number of elements is always too large, this is one important reason that the SRV filter performs 285 poorly over nonuniform meshes in the numerical examples. Once N is smaller than the minimum 286 requirement given in Table 3 .1, we have to rescale the filter by using scaling H = 1/(r + k + α + 1).
287
However, this rescaling technique normally has negative effects on the accuracy order. There are two
288
ways by which to overcome these drawbacks. One is to keep the order of B-splines as k + 1 as the 289 Table 3 .1: The minimum requirement of element number N according to the derivative order α. Here, N 1 is used for the symmetric and derivative RLKV filters and N 2 is used for the derivative SRV filter.¨¨¨N 
Numerical Results
296
In the previous section, we proposed two position-dependent derivative filters and investigated how 297 to choose the proper scaling of the filters over nonuniform meshes. We also proved that the filtered and then takes the derivative.
308
• the filtered derivative, ∂ α HK H u h , which uses the higher order derivative filter K (r+1,k+1+α) H 309 for filtering the DG solution.
310
We note that the DG approximation makes sense only when α ≤ k. In addition, the derivative of the
function only). Therefore, we mainly present comparison examples with α ≤ k situation in this section.
313
When α > k, we only present the results of the filtered derivative ∂ • when the number of elements is less than the minimum requirement in 
at time T = 1 with periodic boundary conditions. For uniform meshes, we can also use scaling H = h in Theorem 3.3. This is because for uniform meshes, the scaling H = h can provide a better accuracy 359 order of 2k + 1 compared to the conclusion in Theorem 3.3, especially in the interior region. Also, the 360 SRV filter benefits of the scaling H = h in the boundary region once quadruple precision is used. If the scaling H = h µ is used for uniform meshes, the accuracy order will decrease and the error magnitude 362 will increase in the interior region. However, the RLKV filter will have better accuracy order in the 363 boundary region, and the error magnitude will improve once the mesh is sufficiently refined. Here, we only point out one phenomenon that is very different to the uniform mesh case. The RLKV 379 filter provides better accuracy compared to the SRV filter near the boundaries, see Table 4 .3. However, 
Nonuniform Mesh
383
Now we show the main results of this paper: the position-dependent derivative filtering over arbitrary 384 nonuniform meshes. Before proceeding further, we first give the numerical setting of nonuniform meshes.
385
In order to generate a more general format for nonuniform meshes, we use a random number generator 386 to design the following two meshes.
387
Mesh 4.3. The first nonuniform mesh that we consider is defined by 
In this paper, we only present b = 0.5 case for this mesh, other values of b such as 0.6, 0.8, etc. had 395 been calculated also.
396
We remark that we have tested various differential equations over both kinds of nonuniform meshes: for each nonuniform mesh. of the number of elements for the SRV filter, and we can see that it is difficult to satisfy. Based on 406 these deficiencies, we conclude that the SRV filter is not suitable for approximating derivatives over 407 nonuniform meshes. However, in order to provide a complete view of the position-dependent derivative 408 filters, we still give one example of using the SRV filter for the first derivative over Mesh 4.3. Table   409 4.4 shows that with the SRV filter, the filtered solutions (no matter what order of B-splines is used) 410 are even worse the derivative of DG approximations. In the rest of this section, we focus on testing the 411 RLKV filter over nonuniform meshes. higher-order B-splines we can disregard the requirement that α ≤ k.
422
The point-wise error plots given in Figure 4 .4, the middle column is the filtered approximation accuracy compared to the original DG approximation. 
Variable Coefficient Equation over Mesh 4.4 432
After testing the linear convection equation (4.1), we move to a variable coefficient equation with 433 periodic boundary conditions,
where the variable coefficient a(x, t) = 2 + sin(2π(x + t)) and the right side term f (x, t) are chosen to 435 make the exact solution be u(x, t) = sin(2π(x − t)).
As with the linear convection example, we present the L 2 and L ∞ errors in Table 4 .6 with the first 437 three derivatives over Mesh 4.4. The respective point-wise error plots (k = 2 case) are shown in Figure   438 4.5. The results are similar to the results for the constant coefficient case. In order to save space we no 439 longer repeat the descriptions, which are similar. However, we still want to point out one phenomenon.
440
In this variable coefficient case, the filtered solution ∂ Remark 4.5. Here we conclude the consequences of using B-splines of order k + 1 compared to using 445 normal order k + 1 + α; they are the following:
446
• it can give better accuracy near the boundaries;
447
• it can give better accuracy in the interior regions (when α k), but it damages the smoothness 448 of filtered solution (more oscillations);
449
• it has a smaller support size;
450
• it allows the use of the symmetric filter over a larger area; and
451
• it requires α ≤ k. 
Two-Dimensional Example
453
For the two-dimensional example, we consider a 2D version of the linear convection equation 
Conclusion
463
In this paper, we have proposed two position-dependent derivative filters (the SRV and RLKV filter), 464 to approximate the derivatives of the discontinuous Galerkin solutions over uniform and nonuniform derivative RLKV filter has accuracy order of µ(2k + 2) when using a filter scaling H = h µ (µ ≈ 2/3). Table 4 .1: L 2 − and L ∞ −errors for the αth derivative of the DG approximation ∂ α x u h together with the two filtered solutions (the SRV and RLKV filters) for linear convection equation (4.1), over uniform meshes. The B-spline order is k + 1 + α and the filter scaling is taken as H = h. Table 4 .2: L 2 − and L ∞ −errors for the αth derivative of the DG approximation ∂ α x u h together with the two filtered solutions (the SRV and RLKV filters) for linear convection equation (4.1), over uniform meshes. The B-spline order is k + 1 and the filter scaling is taken as H = h. Table 4 .3: L 2 − and L ∞ −errors for the αth derivative of the DG approximation ∂ α x u h together with the two filtered solutions (the SRV and RLKV filters) for the Dirichlet problem (4.2), over smoothly decreasing meshes. The B-spline order is k + 1 + α and the filter scaling is taken as H = ∆x j . 
