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Abstract: This paper presented a method for random forest based the arrhythmia classification using both heart rate
(HR) and heart rate variability (HRV) features. We analyzed the MIT-BIH arrhythmia database which contains half-
hour ECG recorded from 48 subjects. This study included not only the linear features but also non-linear features
for the improvement of classification performance. We classified abnormal ECG using mean_NN (mean of heart rate),
SD1/SD2 (geometrical feature of poincare HRV plot), SE (spectral entropy), pNN100 (percentage of a heart rate
longer than 100 ms) affecting accurate classification among combined of linear and nonlinear features. We compared
our proposed method with Neural Networks to evaluate the accuracy of the algorithm. When we used the features
extracted from the HRV as an input variable for classifier, random forest used only the most contributed variable for
classification unlike the neural networks. The characteristics of random forest enable the dimensionality reduction
of the input variables, increase a efficiency of classifier and can be obtained faster, 11.1% higher accuracy than the
neural networks.
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I. 서  론
우리나라의 3대 주요 사망 원인중의 하나는 심장 질환이
다. 심장 질환에 의한 사망률이 증가함에 따라 심장질환에
대한 연구를 비롯하여 진단의 정확성을 높일 수 있는 알고
리즘 개발이 필요하다. 심장질환 중에서도 두드러지게 나타
나는 원인은 부정맥으로 심장 박동이 정상보다 빠르거나 느
려 규칙적이지 않은 상태이다. 이러한 심장질환을 진단하는
방법으로 심전도가 사용된다. 심전도는 심장의 전기적 활동
을 측정하는 것으로 비정상적인 리듬을 측정하고 진단하는
가장 좋은 방법이다. 심전도 신호에서 획득한 심박수변이도
는 심장질환을 예측하는데 좋은 지표가 되기 때문에 부정맥
을 진단하는 방법으로 이용되고 있다[1].
심장관련 질환을 자동적으로 진단하기 위한 방법으로 퍼
지이론이나 신경망, SVM 등의 분류기가 주로 사용되었다
[2,3]. 이전에는 시간 영역 분석 방법과 주파수 영역 분석 방
법을 사용하여 선형분석을 이용하여 연구가 진행되었다[4-
6]. 하지만 심혈관계는 선형적으로 표현하기에는 너무 복잡
하므로 비선형 분석 방법이 유용할 것으로 제안되었고,
Owis가 심전도 신호를 이용한 부정맥 검출을 위해 비선형
분석 방법이 의미가 있음을 밝혀냈다[7,8].
본 논문에서는 부정맥을 검출하기 위하여 심박수변이도를
사용하였고 기존의 선형 분석 방법과 비선형 분석 방법을
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이용하여 특징을 추출하였다. 선행 연구에서 사용된 신경망
이나 SVM을 이용한 분류기는 변수 선정 과정을 거치지 않
아 최적화된 분류 모델이라 하기 어려우며, 데이터의 수가
많아지면 학습 시간이 길어진다는 단점이 있다[9]. 특히나
신경망의 경우 트레이닝데이터에 과대적합(Overfitting) 되
거나 분류 결과 지역 최소점에 빠질 수 있으며, 분류 과정
을 알 수 없어 결과 해석이 불가하다[10]. 반면, 랜덤포레스
트는 기존의 분류기와 달리 정확도에 영향을 미치는 변수를
평가하여 중요도가 높은 입력 변수를 선택적으로 사용함으
로써, 모든 변수들을 사용하는 분류기보다 학습 속도가 빨
라 분류 과정이 효율적이다[11]. 분류 정확도에 부정적인 영
향을 미치는 입력변수는 분류과정에서 제외되므로 상대적으
로 높은 분류 정확도를 가지게 된다. 따라서 본 논문에서는
랜덤포레스트를 사용하여 부정맥 분류기의 정확도를 향상시
키는 것을 목적으로 한다.
II. 연구 방법
1. 신호 전처리
부정맥 분류기의 성능평가를 위해 MIT-BIH 부정맥 데
이터베이스를 사용하였다. MIT-BIH 부정맥 데이터베이스
는 Beth Israel 병원의 부정맥 연구소에서 1975년과 1979
년 사이에 수행한 연구로부터 얻어진 4,000개 이상의 장시
간 홀터 기록이다[12]. 이 중 임의로 선택된 23명의 기록과
임상적으로 중요한 증상을 가진 25명의 기록을 포함하여 총
48명 피험자의 데이터베이스를 구성하였다.
심박수변이도를 이용한 비선형 특징을 추출하기 위해서 R
피크(peak) 값을 정확히 추출하는 것이 중요하다. Pan과
Tompkins가 개발한 실시간 QRS 검출 알고리즘을 이용하
여 R피크를 검출한 후, R-R 간격이 32개 포함된 심박수변
이도 구간을 만들었다[13]. 한 사람당 적게는 40개, 많게는
100개 이상의 구간을 가지고 있으며 모든 구간의 수는 총
3,420개이다. 정상 심전도의 R-peak 지점은 모두 검출하였
으나 전체 심전도 중에서 15% 에 해당하는 부정맥 심전도
는 정확한 검출이 되지 않아 MIT-BIH에서 제공하는
Annotation을 참고하여 R-peak 지점을 검출하였다.
2. 선형 분석 방법을 이용한 특징 추출
32개의 R-R간격으로 이루어진 심박수변이도 구간으로부
터 선형 분석 방법을 이용하여 부정맥을 분류하기 위한 특
징을 추출하였다. mean_NN은 R-R 간격의 평균값으로 심
박동의 정도를 나타낸다. SDNN은 전체 R-R 간격의 표준
편차를 나타낸다. SDNN의 감소는 좌심실의 이상과 관련이
있고, 좌심실 빈맥이나 갑작스러운 심정지 등을 예측할 수
있다[14]. RMSSD는 단기간의 심박변이를 나타내며 스트
레스와 같은 질환과 연관되어 값이 커지면 부교감신경의 활
동이 활성화되었다는 것을 의미한다[15]. SDSD는 R-R 간격
차이의 표준편차를 나타낸다. NN5, NN10, NN50, NN100
은 연속적인 R-R 간격의 쌍이 각각 5 ms, 10 ms, 50 ms,
100 ms 이상 차이가 나는 것을 말한다[16]. pNN5, pNN10,
pNN50, pNN100은 전체의 R-R 간격에 대해 NN5, NN10,
NN50, NN100 값들의 비율(%)이며 값이 작을수록 건강한
상태를 의미한다.
3. 비선형 분석 방법을 이용한 특징 추출
심박수변이도의 비선형 분석 방법으로 스펙트럼 엔트로피
와 푸앵카레 그래프를 이용하였다. 스펙트럼 엔트로피는 심
박수변이도와 같이 예측하기 어려운 시계열 신호를 정량화
하기 위해 사용되는 분석 방법이다[17]. 스펙트럼 엔트로피
값은 먼저 푸리에 변환 후 스펙트럼 파워를 계산한다. 모든
주파수에 대해 정규화 한 뒤, 식 1을 이용하여 스펙트럼에
대한 확률 밀도 함수 값을 추정한다[18].
(1)
여기서 pi는 주파수 fi에 상응하는 확률 밀도함수이며,
S(fk)는 같은 주파수 요소에 대한 스펙트럼 에너지이다. 그
리고 n은 FFT의 주파수 성분 총 개수이다. 스펙트럼 엔트
로피의 정의는 식 2와 같다.
(2)
다음으로, 푸앵카레 그래프를 통하여 심박수변이도의 비
선형 특징을 추출하였다. 푸앵카레 그래프는 연속적인 R-R
간격의 상관관계를 그래프로 표현하는 방법이다. 푸앵카레
그래프에서 x축은 n번째의 R-R간격인 RRn 값이며, y축은
n+1번째의 R-R간격인 RRn+1 값, SD1과 SD2는 푸앵카레
타원에서 얻을 수 있는 파라미터이다[19]. SD1은 y = −x로
투영시킨 직선의 표준편차이고 SD2는 y = x로 투영시킨 직
선의 표준편차이다. SD1은 식 3으로 인접한 R-R 간격 차
이의 표준편차인 SDSD 값을 이용해서 계산하였고, SD2는
R-R간격의 표준편차인 SDNN과 SDSD 값으로 계산하여
식 4와 같다[20]. 이때 p1과 p2는 식 5로부터 구할 수 있다.
(3)
(4)
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(5)
4. 부정맥 분류
심전도 신호에서 R-R간격을 추출한 후 32개의 R-R간격
을 포함하는 한 구간이 만들어지면 선형·비선형 분석방법
을 이용하여 특징을 추출하였다. 추출한 특징들의 조합에 따
라 트리의 개수를 여러 경우로 바꾸어가면서 랜덤포레스트
를 이용하여 10-fold cross validation으로 정상구간과 부
정맥 구간을 분류하였다. 랜덤포레스트는 그림 1과 같이 다
수의 의사결정나무(Decision tree)로 구성된 앙상블 학습 방
법이다[11]. 결정 트리는 복잡한 문제를 계층 구조 형태로
간단히 나눔으로써 간편하고 빠른 학습과 테스트가 가능하
며, 임의의 의사결정 트리를 구성하여 앙상블 학습을 수행
함으로써 높은 정확성과 일반화의 성능을 나타낸다. 앙상블
학습 방법은 여러 개의 분류기를 생성하고 그것들의 예측을
결합함으로써 새로운 가설을 학습하는 방법이다. 앙상블 학
습의 목표는 여러 분류기의 예측 결과들을 종합함으로써 단
일 분류기와 비교하여 신뢰성이 높은 예측 값을 얻는 것이
다. 랜덤포레스트는 배깅을 이용하여 앙상블 학습을 수행한
다. 배깅은 분석에 사용되는 데이터 세트에 대하여 중복을
허용하는 부트스트래핑 표본 추출 방법을 적용하여 다수의
샘플 집합을 구성하고, 각 샘플 집합을 학습용 데이터 세트
로 하여 분류기 집합을 만든 후 복합 분류기를 생성하는 방
식이다.
랜덤포레스트의 분류 결과를 성능평가하기 위해 신경망
이론을 적용하여 부정맥을 분류한 M.G. Tsipouras의 선행
연구와 결과를 비교하였다[21]. 이때 심전도 데이터의 좌각
블록, 우각블록, 심박조율기(pace maker)에 의한 비트는 선
행 연구를 참고하여 정상으로 가정하였다[22]. 부정맥 분류
기준은 부정맥의 경우 표 1과 같이 MIT-BIH에서 제공하
는 비트 주석(beat annotation)을 참고하였으며, 그림 2와
같이 한 구간에서 정상 주석(*)이 30개 이상이면 정상, 부
정맥과 관련한 주석이 3개 이상이면 부정맥이라 분류한 결
과와 비교하여 각 알고리즘의 분류 정확도를 계산하였다.
III. 결  과
심박수변이도에 대한 선형적 분석 방법으로 추출된
p1
p2
θcos
θsin
θsin
θcos
RRn
RRn 1+
=
그림 1. 랜덤포레스트 알고리즘 다이어그램.
Fig. 1. Flow diagram of Random forest.
표 1. MIT-BIH 부정맥 데이터베이스의 비트 주석.
Table 1. Beat annotation of MIT-BIH arrhythmia database.
Code Description
B Bundle branch block beat (unspecified)
A Atrial premature beat
a Aberrated atrial premature beat
J Nodal (junctional) premature beat
S Supraventricular premature or ectopic beat
V Premature ventricular contraction
R R-on-T premature ventricular contraction
F Fusion of ventricular and normal beat
e Atrial escape beat
j Nodal (junctional) escape beat
N Supraventricular escape beat (atrial or nodal)
E Ventricular escape beat
? Beat not classified during learning
! Ventricular flutter wave
x Non-conducted P-wave (blocked APC)
그림 2. MIT-BIH 부정맥 데이터베이스 주석 (*: 정상, V: 조기심실수축).
Fig. 2. Annotation of MIT-BIH arrhythmia database (*: Normal, V: Premature ventricular contraction).
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mean_NN, SDNN, RMSSD, SDSD, pNN5, pNN10,
pNN50, pNN100 특징들에 대해 정상구간과 부정맥 구간
에대해 비모수 검정(mann-whitney test)을 실시하여 통계
적으로 유의미한 차이가 있음을 확인하였다. pNN5은 유의
미한 차이를 확인 할 수 없었다. 정상과 부정맥의 각 특징
별 평균(표준편차)값은 mean_NN의 경우 0.81(0.17)와 0.74
(0.15) 이며, SDNN은 0.05(0.05)와 0.16(0.14), RMSSD
는 0.07(0.06)과 0.25(0.21), SDSD는 0.07(0.06)과 0.25
(0.21), pNN10은 75.20%(13.79)와 86.81%(11.76), pNN50
은 28.96%(24.54)와 56.23%(28.89), pNN100은 21.86%
(19.51)과 47.11%(28.16) 이었다. 검정 결과 유의 수준
95%를 만족하면서 0.001 이하의 유의 확률로 그룹간의 통
계적 유의미한 차이가 있음을 확인하였다.
비선형적 분석 방법으로 심박수변이도로 부터 추출된
Spectral Entropy와 SD1/SD2 특징들을 정상구간과 부정
맥 구간에서도 비모수 검정(mann-whitney test)을 실시하여
통계적으로 유의미한 차이가 있음을 확인하였다. Spectral
Entropy는 정상과 부정맥의 평균(표준편차)이 0.11(0.01)
과 0.15(0.05)였으며, SD1/SD2의 정상과 부정맥의 평균값은
0.85(0.37)과 1.58(1.55) 였다. 검정 결과 모든 특징들에서 유
의 수준 95% 에서 유의 확률이 0.001 이하로 그룹간의 유
의미한 차이가 있음을 확인하였다.
랜덤포레스트를 이용한 부정맥 분류 성능을 평가하기 위하
여 신경망 이론을 적용하여 부정맥을 분류한 M.G. Tsipouras
의 선행 연구와 분류 결과를 비교하였다[21]. M.G. Tsipouras
는 심박수변이도에서 선형적 분석 방법을 통해 추출한 총 6
가지의 특징으로 조합 가능한의 63가지의 경우에 따라서 신
경망을 이용하여 정상 구간과 부정맥 구간을 분류하였고 민
감도와 특이도 값을 계산하였다. 같은 특징 종합을 이용하
여 랜덤포레스트로 부정맥 구간을 분류한 결과와 비교하였
다. 그림 3는 신경망과 랜덤포레스트 분류 방법에 따른 민
감도와 특이도의 차이를 분석하였다. 정규성 검정을 통해 정
규분포를 띄지 않는 것을 확인하였으며, 이에 각 분석 방법
간의 비모수 검정(mann-whitney test)을 실시하였다. 신경
망과 랜덤포레스트의 민감도 평균(표준편차)값은 74.14%
(4.86)와 84.72%(3.89) 이며, 특이도의 평균(표준편차)값은
71.71%(10.30)과 66.00%(7.66) 이었다. 검정 결과 유의 수
준 95% 에서 유의 확률이 0.001 이하로 그룹간의 유의미
한 차이가 있음을 확인하였다.
심박수변이도의 특성을 표현하는데 있어 선형적 방법으로
추출한 특징만으로는 한계가 있어 비선형적 방법으로 추출
한 특징을 포함하여 랜덤포레스트 방법으로 부정맥을 분류
하였다. 심박수변이도의 선형 특징에 mean_NN과 비선형
특징 SE(Spectral Entropy), SD1/SD2을 추가적으로 사용
하였으며, pNN5 특징 대신에 pNN100을 사용하였다. pNN5
의 경우는 정상 데이터와 부정맥 데이터의 값이 유사하게
나타나 특징으로 적합하지 않다고 판단하였다[22]. 총 9가
지의 특징을 입력으로 하여 랜덤포레스트 분류기를 사용하
였다. 표 2와 같이 트리의 수를 변경하여 분류기의 민감도,
특이도, 정확도를 측정하였다. 트리의 수가 많아질수록 정확
도가 높아졌으며 100개 이상일 때는 거의 일정한 값을 가
지며 정확도 변화가 없었다.
랜덤포레스트의 장점은 분류기의 입력 특징으로 사용된
변수의 중요도를 평가할 수 있는 것이다. 여기서 입력 변수
는 총 9개의 심박수변이도 특징을 말한다. 변수 중요도를 평
가하기 위해 통계프로그램 R을 이용하였고, 비교를 위해 신
경망과 랜덤포레스트를 함께 분석하였다. 총 9개의 입력 변
수를 모두 사용하였을 때 두 분류기 모두 높은 정확도를 나
타내었다. 신경망의 경우 입력 변수로 이용되는 특징들을 패
턴 분류하는데 모두 사용하는 반면 랜덤포레스트는 무작위
로 선택된 특징들의 조합들 중에서 중요한 변수로 영향을
미치는 특징만을 패턴 분류에 사용하므로 최소 1개 최대 4
개의 변수를 사용하였다. 입력변수의 수를 늘려가며 선택된
조합들의 부정맥 분류 결과의 평균값은 표 3과 같다.
패턴분류에 실질적으로 사용되는 특징의 수가 신경망은 1
개에서 9개까지 증가함에 따라 랜덤포레스트는 신경망과 같
은 수이거나 적은 수의 특징만을 이용함에도 더 나은 분류
정확도를 나타내었다.
그림 3. 신경망과 랜덤포레스트 분류 방법에 따른 비모수 검정 a)민
감도 b)특이도.
Fig. 3. Nonparametric test graph by classification method a)
Sensitivity, b) Specificity.
표 2. 랜덤포레스트의 트리 수에 따른 평균 분류 정확도.
Table 2. The average classification accuracy by the number
of tree.
number of 
trees
Sensitivity(%) Specificity(%) Accuracy(%)
10 94.6 84.7 90.8
20 94.6 86.6 91.6
30 94.9 87.1 91.9
40 94.6 87.6 92.0
50 94.6 88.1 92.1
100 94.5 88.8 92.3
Journal of Biomedical Engineering Research 37: 61-67 (2016)
65
그림 4는 랜덤포레스트의 결정 트리를 결정하는데 상위
노드에 선정되는 특징들을 확인하기 위해 R을 이용하여 변
수 중요도 평가를 수행한 결과이다. 그림 4(a)의 X축은 각
각의 변수를 입력변수로 포함되는 유무에 따라 분류 결과값
의 평균제곱오차(Mean Square Error)를 나타내며 이는 분
류 결과에 미치는 영향을 의미한다. 그림 4(b)의 X축은 각
각의 변수를 대신하여 무작위 값을 입력변수로 하였을 때
분류 결과가 하락할 확률로 값이 클수록 분류 결과에 미치
는 영향이 큰 것을 의미한다. 그림 4를 통해 분류 결과에 영
향을 미치는 중요한 특징들이 mean_NN, SD1/SD2, SE,
pNN100 순으로 확인됨을 알 수 있었다. 표 4는 중요도에
따른 4개의 특징들만을 이용하여 분류기를 구성한 신경망과
랜덤포레스트의 분류 정확도에 대해 통계분석을 하였다. 유
의수준 95% 의 정규성 검정을 실시한 결과 두 그룹 모두
정규성을 띄는 것으로 확인되었다. 정규성 검정 결과를 바
탕으로 분류 알고리즘에 따른 유의수준 95% 의 t-test 를
실시하였다. 검정 결과 신경망을 이용하여 분류한 정확도 평
균은 83.0% 이며 랜덤포레스트를 적용한 분류 정확도는 평
균 92.2% 로 확인되었다. 두 분류 방법의 정확도 평균을 비
교한 결과 유의 확률 0.01 미만으로 알고리즘에 따른 분류
정확도에 유의미한 차이가 있음을 확인하였다.
IV. 고  찰
본 논문에서는 심전도 신호를 이용하여 부정맥을 진단하
기 위해 심박수변이도와 랜덤포레스트를 이용하는 방법을
제시하였다. 심박수변이도로부터 선형적 방법으로 추출한 특
징만으로는 한계가 있어 비선형적 방법을 추가하여 특징들
을 획득하였고 이를 이용하여 부정맥 분류 정확도를 향상할
수 있었다. 신경망을 이용한 부정맥 분류 결과와 비교하였을
때 민감도는 랜덤포레스트 방법을 사용하였을 때 유의미한
차이로 더 높게 나왔고, 특이도는 신경망 방법이 유의미한
차이로 높게 확인되었다. 이는 부정맥이 매 순간 나타나는
것이 아니라 잠시 나타났다 사라지기 때문에 부정맥 구간의
데이터 수보다 정상 구간의 데이터 개수가 훨씬 많아 바이
어스가 생기기 때문이다. 이러한 데이터 불균형의 문제를 해
결하기 위해서 랜덤포레스트의 적은 수를 가지는 클래스에
가중치 주는 weighted 랜덤포레스트나 데이터의 수를 균형
을 맞추는 balanced 랜덤포레스트를 이용하는 방법을 적용
하면 정확도가 더 높아질 것으로 생각된다. 같은 조건에서
신경망을 이용한 부정맥 분류 결과 보다 높은 정확도를 얻
을 수 있었던 것은 랜덤포레스트가 가지는 장점 때문이라
생각된다. 신경망을 이용한 부정맥 분류의 경우 모든 특징
을 사용하기 때문에 부정맥을 분류하는데 불필요한 특징까
지 포함하고 있다. 반면 랜덤포레스트의 경우는 결정 트리가
분기할 때 모든 특징을 평가하여 선택하는 것이 아니라 특
정 개수를 무작위로 선택하여 평가함으로써 랜덤포레스트의
결정 트리상의 상관관계를 줄여주고 분류기의 정확도를 향
상하는 결과를 가져왔다. 이는 변수 중요도를 평가함으로써
불필요한 특징에 인한 정확도가 저하되는 것을 막고 효율적
인 분류기를 만들 수 있을 것으로 생각된다. 신경망의 경우
학습률(learning rate), 모멘텀(momentum), 반복 횟수
(iteration), 은닉층(hidden node)의 개수 등 고려해야 할
요인이 많아 최적의 모델을 찾는 것이 어려워 정확도가 높
은 분류기 조건을 찾는 것이 어려운 반면, 랜덤포레스트의
경우 트리의 개수만을 바꿔 주는 것만으로도 상대적으로 나
은 결과를 얻을 수 있다.
그림 4. 랜덤포레스트 변수 중요도.
Fig. 4. Random forest variable importance.
표 3. 분류에 사용된 특징 수에 따른 평균 정확도.
Table 3. The average accuracy by the number of features
used for classification.
number of features Accuracy (%)
Neural 
Network
Random 
Forest
Neural 
Network
Random 
Forest
1 1 62.0 62.0
2 2 80.5 86.1
3 3 82.1 88.5
4 3 82.1 88.6
5 3 80.9 89.4
6 3 83.7 90.9
7 4 83.8 91.7
8 4 83.9 92.2
9 4 84.4 92.3
표 4. 변수 중요도에 따른 4개의 특징을 사용한 평균 분류 정확도.
Table 4. The average classification accuracy using four
features in accordance with variable importance.
Neural Network Random Forest
Accuracy (%) 83.0 92.2
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심박수변이도에서 예측하기 어려운 시계열 특징을 추출하
기 위하여 비교 논문과는 다르게 비선형 분석 방법을 추가로
사용하였다. 그 결과 선형 분석만 사용했을 때보다 정확도가
향상되었음을 알 수 있었지만, 탈경향변동분석(detrended
fluctuation analysis)이나 최대 리아프노프 지수(largest
lyapunov exponent) 등 비선형 특징들은 긴 시간의 데이
터가 요구되므로 짧은 시계열 구간에서 부정맥 특징을 추출
하기에는 한계점이 있었다. 짧은 시계열 구간에도 심박수변
이도의 비선형 분석을 통하여 부정맥 분류할 수 있는 연구
에 대한 조사가 필요할 것으로 생각된다.
V. 결  론
심전도로부터 심박수변이도 구간을 추출한 후에 선형, 비
선형 분석을 통하여 특징들을 획득한 후 랜덤포레스트를 통
해 부정맥을 분류하는 방법을 제시하였다. 분석 결과 선형,
비선형 특징 추출 방법과 랜덤포레스트를 이용했을 때 정확
도가 92.3%로 신경망을 적용하였을 때의 85% 분류 정확도
보다 높음을 확인하였다. 부정맥 분류기의 분류 정확도를 향
상시킴으로써 보다 정확한 부정맥 분류를 할 수 있었다. 더
나아가 부정맥의 조기 진단과 치료를 통해 심장질환으로 인한
사망률을 낮출 수 있을 것으로 생각된다. 추후 연구로 시간주
파수 영역 분석방법이나 상관차원(correlation dimension) 등
으로부터 추출된 특징변수들을 부정맥 분류에 추가한다면
보다 더 정확하며 세분화된 부정맥 분류가 가능할 것으로
생각된다. 랜덤포레스트를 이용하여 변수 중요도 평가를 하
면 단순히 부정맥을 잘 분류하는 것뿐만 아니라 나이, 성별
등의 명목형 변수도 고려하여 어떤 경우에 부정맥이 생기는
지에 대한 연구도 진행할 수 있을 것으로 생각한다.
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