Abstract. The constrained ℓ 0 regularization plays an important role in sparse reconstruction. A widely used approach for solving this problem is the penalty method, of which the least square penalty problem is a special case. However, the connections between global minimizers of the constrained ℓ 0 problem and its penalty problem have never been studied in a systematic way. This work provides a comprehensive investigation on optimal solutions of these two problems and their connections. We give detailed descriptions of optimal solutions of the two problems, including existence, stability with respect to the parameter, cardinality and strictness. In particular, we find that the optimal solution set of the penalty problem is piecewise constant with respect to the penalty parameter. Then we analyze in-depth the relationship between optimal solutions of the two problems. It is shown that, in the noisy case the least square penalty problem probably has no common optimal solutions with the constrained ℓ 0 problem for any penalty parameter. Under a mild condition on the penalty function, we establish that the penalty problem has the same optimal solution set as the constrained ℓ 0 problem when the penalty parameter is sufficiently large. Based on the conditions, we further propose exact penalty problems for the constrained ℓ 0 problem. Finally, we present a numerical example to illustrate our main theoretical results.
1. Introduction. Signal reconstruction is usually formulated as a linear inverse problem (1.1) b = Ax + η, where x ∈ R n is the true signal, A is an m×n real matrix, b ∈ R m is the observed data and η ∈ R m represents the random noise. Over the last decade, sparse reconstruction has received great attentions [8, 9, 14, 24] . In general, the task of sparse reconstruction is to find a sparse x from (1.1). Obviously, the most natural measure of sparsity is the ℓ 0 -norm, defined at x ∈ R n as
where ♯S stands for the cardinality of the set S and supp(x) denotes the support of x, that is supp(x) := {i ∈ {1, 2, . . . , n} : x i = 0}. When the noise level of η is known, we consider the following constrained ℓ 0 regularization problem
where · 2 denotes the ℓ 2 -norm, and σ ≥ 0 is the noise level. Specially, in the noiseless case, i.e., when σ = 0, problem (1.2) reduces to seeking for the sparsest solutions from a linear system as follows (1.3) min{ x 0 : Ax = b, x ∈ R n }.
Finding a global minimizer of problem (1.2) is known to be combinational and NP-hard in general [13, 20, 27] as it involves the ℓ 0 -norm. The number of papers dealing with the ℓ 0 -norm is large and several types of numerical algorithms have been adopted to approximately solve the problem. In this paper, we mainly focus on the penalty methods. Before making a further discussion on the penalty methods, we briefly review other two types of approaches, greedy pursuit methods and relaxation of the ℓ 0 -norm. Greedy pursuit methods, such as Orthogonal Matching Pursuit [28] and CoSaMP [21] , adaptively update the support of x by exploiting the residual and then solve a least-square problem on the support in each iteration. This type of algorithms are widely used in practice due to their relatively fast computational speed. However, only under very strict conditions, can they be shown theoretically to produce desired numerical solutions to problem (1.2) . Relaxation methods first replace the ℓ 0 -norm by other continuous cost functions, including convex functions [4] and nonconvex functions [11] , such as the bridge functions ·with 0 < q < 1 [19] , capped-ℓ 1 functions [15] , minmax concave functions [30] and so on. Then the majorization-minimization strategy is applied to the relaxation problem, which leads to solving a constrained reweighted ℓ 1 or ℓ 2 subproblems [10, 19] in each step. The cost functions of the iterates are shown to be descent [5] , while the convergence of the iterates themselves are generally unknown.
The penalty method is a classical and important approach for constrained optimization. For an overview on the penalty method, we refer the readers to the book [25] . An extensively used penalty method for problem (1.2) is to solve the following least square penalty problem
where λ > 0 is a penalty parameter. As problem (1.4) still involve the ℓ 0 -norm, the greedy pursuit and relaxation methods mentioned before are applicable for approximately solving the problem. However, it has relatively better structure than problem (1.2) from the standpoint of algorithmic design. More precisely, the proximal operator of ℓ 0 -norm has a closed form, while the least square penalty term in problem (1.4) is differentiable with a Lipschitz continuous gradient. Therefore, it can be directly and efficiently solved by proximal-gradient type algorithms [7, 16, 29] or primal-dual active set methods [17, 18] . One specific proximal-gradient type algorithm for problem (1.4) is the iterative hard thresholding (IHT) [6] . In general, it is shown in [1, 6] that for arbitrary initial point, the iterates generated by the algorithm converge to a local minimizer of problem (1.4) . Under certain conditions, the IHT converges with an asymptotic linear rate. The structure of the least square penalty problem makes it easier to develop convergent numerical algorithms. The penalty parameter λ balances the magnitude of the residual and the sparsity of solutions to problem (1.4) . An important issue is that wether problem (1.2) and (1.4) share a common global minimizer for some penalty parameter λ. It seems intuitive that there exists certain connections between these two problems. However, to the best of our knowledge, there is very little theoretical results on penalty methods for problem (1.2) in general. Recently, Chen, Lu and Pong study the penalty methods for a class of constrained nonLipschitz optimization [12] . The non-Lipschitz cost functions considered in [12] does not contain the ℓ 0 -norm and the corresponding results can not be generalized to the constrained ℓ 0 regularization problems. Nikolova in [22] gives a detailed mathematical description of optimal solutions to problem (1.4) and further in [23] establishes their connections with optimal solutions to the following optimization problem (1.5) min{ Ax − b where D > 0 is a given positive integer. Problem (1.5) also involves the ℓ 0 -norm and is usually called the sparsity constrained minimization problem. However, optimal solutions of problem (1.2) and their connections with problem (1.4) have not been studied in these works.
This paper is devoted to describing global minimizers of a class of constrained ℓ 0 regularization problems and the corresponding penalty methods. As in [2, 26] , we use "optimal solutions" for global minimizers and "optimal solution set" for the set of all global minimizers in the remaining part of this paper. The class of constrained ℓ 0 regularization problems we considered has the following form
where p = 1 or 2. Obviously, problem (1.6) has two cases, the ℓ 2 constrained problem (1.2) and the ℓ 1 constrained problem as follows
The analysis of these two constrained problems and their penalty methods share many common points and thus we shall discuss them in a unified way. Moreover, we introduce a class of scalar penalty functions φ : R + → R + satisfying the following blanket assumption, where R + := [0, +∞).
The function φ : R + → R + is continuous, nondecreasing with φ(0) = 0.
Then the penalty problems for (1.6) can be in general formulated as
where λ > 0 is a penalty parameter. In the case of p = 2, when we set the penalty function φ(z) := z 2 2 for z ≥ 0, the general penalty problem (1.8) reduces to the specific problem (1.4). We shall give a comprehensive study on connections between optimal solutions of problem (1.6) and problem (1.8).
Our main contributions are summarized below.
• We study in depth the existence, stability and cardinality of solutions to problems (1.6) and (1.8) .
In particular, we prove that the optimal solution set of problem (1.8) is piecewise constant with respect to λ. More precisely, we present a sequence of real number λ −1 = +∞ > λ 0 > λ 1 > · · · > λ K = 0 where K ≤ rank(A). We claim that for all j = 0, 1, . . . , K, problems (1.8) with different λ ∈ (λ j , λ j−1 ) share completely the same optimal solution set.
• We clarify the relationship between optimal solutions of problem (1.2) and those of problem (1.4).
We find that, when σ > 0 problem (1.4) probably never has a common optimal solution with problem (1.2) for any λ > 0. This means that the penalty problem (1.4) may fail to be an exact penalty formulation of problem (1.2). A numerical example is presented to illustrate this fact in Section 7.
• We show that under a mild condition on the penalty function φ, problem (1.8) has exactly the same optimal solution set as that of problem (1.6) once λ > λ * for some λ * > 0. In particular, for p = 2
we present a penalty function φ with which the penalty term in problem (1.8) is differentiable with a Lipschitz continuous gradient. This penalty function enables us to design innovative numerical algorithms for problem (1.8).
The remaining part of this paper is organized as follows. In Section 2 we show the existence of optimal solutions to problems (1.6) and (1.8). The stability for problems (1.6) and (1.8) are discussed in Section 3. We analyze in Section 4 the relationship between optimal solutions of problems (1.2) and (1.4). Section 5 establishes a sufficient condition on φ, which ensures problems (1.8) and (1.6) have completely the same optimal solution set when the parameter λ is sufficiently large. We further investigate the cardinality and strictness of optimal solutions to problems (1.6) and (1.8) in Section 6. The theoretical results are illustrated by numerical experiments in Section 7. We conclude this paper in Section 8.
2. Existence of optimal solutions to problems (1.6) and (1.8). This section is devoted to the existence of optimal solutions to problems (1.6) and (1.8) . The former issue is trivial, while the latter issue requires careful analysis. After a brief discussion on the existence of optimal solutions to problem (1.6), we shall focus on a constructive proof of the existence of optimal solutions to problem (1.8) .
Since the objective function of problem (1.6) is proper, lower semi-continuous and has finite values, it is clear that problem (1.6) has optimal solutions as long as the feasible region is nonempty. We present the result in the following theorem. For simplicity, we denote by G σ the feasible region of problem (1.6) , that is (2.1)
Theorem 2.1. The optimal solution set of problem (1.6) is nonempty if and only if G σ = ∅, where G σ is defined by (2.1).
In the rest of this section, we dedicate to discussing the existence of optimal solutions to problem (1.8). Since the objective function of (1.8) consists of two terms, we begin with defining several notations by alternating minimizing each term. To this end, for any positive integer k, we define
Definition 2.2. Given φ satisfying H1 and p ∈ {1, 2}, the integer L, the sets
L } are defined by the following iteration
We first show that Definition 2.2 is well defined. It suffices to prove both the following two optimization problems
have optimal solutions for any k ∈ N 0 n and ∅ = S ⊆ R n . Clearly, problem (2.3) has an optimal solution since the objective function is piecewise constant and has finite values. The next lemma tells us that the optimal 5 solution set of problem (2.2) is always nonempty for any k ∈ N 0 n . We denote by 0 n the n-dimensional vector with 0 as its components. For an m × n matrix B and Λ ⊆ N n , let B Λ formed by the columns of B with indexes in Λ. Similarly, for any x ∈ R n and Λ ⊆ N n , we denote by x Λ the vector formed by the components of x with indexes in Λ. Lemma 2.3. Given φ satisfying H1 and p ∈ {1, 2}, for any k ∈ N 0 n , the optimal solution set of problem (2.2) is nonempty.
Proof. As function φ is nondecreasing in R + , it suffices to show that the optimization problem
has an optimal solution. We first prove that for any Λ ⊆ N n , the optimization problem
has an optimal solution. Obviously, x * ∈ R n is an optimal solution to problem (2.5) if and only if x * Nn\Λ = 0 n−♯Λ and
In the case of p = 2, it is well-known that x * Λ = A † Λ b is an optimal solution to problem (2.6), where A † Λ is the pseudo-inverse matrix of the matrix A Λ . When p = 1, the optimal solution set of problem (2.6) is nonempty since A Λ · −b 1 is a piecewise linear function and bounded below, see Proposition 3.3.3 and 3.4.2 in [2] . Therefore, problem (2.5) has an optimal solution for any Λ ⊆ N n . With the help of problem (2.5), problem (2.4) can be equivalently written as
Clearly, the optimal solution set of problem (2.7) is nonempty, therefore, problem (2.4) has an optimal solution. We then complete the proof. By Lemma 2.3, Definition 2.2 is well defined. We present this result in the following proposition. Proposition 2.4. Given φ satisfying H1 and p ∈ {1, 2}, the integer L and s i , ρ i , Ω i for i ∈ N 0 L can be well defined by Definition 2.2.
We then provide some properties of L and s i , ρ i , Ω i for i ∈ N 0 L defined by Definition 2.2 in the following proposition.
Proposition 2.5. Given φ satisfying H1 and p ∈ {1, 2}, let L and
L be defined by Definition 2.2. Then the following statements hold: 
Since the rank of A is rank(A), without loss of generality, we assume {α i : i ∈ N rank(A) } is the maximal linearly independent group of {α i : i ∈ N n }. Then there exists {a i ∈ R : i ∈ N rank(A) } such that
a i α i . We definex ∈ R n asx i = a i for i ∈ N rank(A) andx i = 0 for i = rank(A) + 1, . . . , n. It is obvious that x 0 ≤ rank(A) and Ax
Then by the definition of s 0 , we have s 0 ≤ x 0 ≤ rank(A). From the procedure of the iteration in Definition 2.2 and
With the help of Definition 2.2, the Euclid space R n can be partitioned into L + 1 sets: {x :
Therefore, in order to establish the existence of optimal solutions to problem (1.8), it suffices to prove the existence of optimal solutions to problem
We present these desired results in the following lemma. Lemma 2.6. Given φ satisfying H1 and p ∈ {1, 2}, let L and (iii) The optimal value of problem (2.9) is s i+1 + λρ i+1 and the optimal solution set of problem (2.9) is
We only need to prove Items (ii) and (iii) since they imply Item (i). We first prove Item (ii). It is obvious that restricted to the set {x : x 0 ≥ s 0 , x ∈ R n }, the minimal value of the first term x 0 is s 0 and can be attained at any x ∈ Ω 0 . By Definition 2.2, the minimal value of φ( Ax − b p ) is ρ 0 and can be attained at any x ∈ Ω 0 . Therefore, the optimal value of problem (2.8) is s 0 + λρ 0 . Let Ω * be the optimal solution set of problem (2.8). Clearly, Ω 0 ⊆ Ω * . We then try to prove Ω * ⊆ Ω 0 . It suffices to prove x 0 = s 0 for any x ∈ Ω * . If not, there exists x * ∈ Ω * and x * 0 = s 0 , then
Then the objective function value at x * is no less than s 0 + 1 + λρ 0 due to the definition of ρ 0 , contradicting the fact that x * is an optimal solution of problem (2.8). Then we get Item (ii). Item (iii)
can be obtained similarly, we omit the details here. For convenient presentation, we define f i :
Now, we are ready to show the existence of optimal solutions to problem (1.8). Theorem 2.7. Given φ satisfying H1 and p ∈ {1, 2}, let L and
L be defined by (2.10). Then, the optimal solution set of problem (1.8) is nonempty for any λ > 0. Furthermore, the following statements hold for any fixed λ > 0:
We omit the proof here since it is a direct result of the fact that
Then, by Theorem 2.7, if L = 0, the optimal value and the optimal solution set of problem (1.8) are ρ 0 λ and {0 n } respectively for any λ > 0.
3. Stability for problems (1.6) and (1.8). In this section, we study the stability for problems (1.6) and (1.8), including behaviors of the optimal values and optimal solution sets with respect to changes in the corresponding parameters. We prove that, the optimal value of problem (1.6) and that of problem (1.8) change piecewise constantly and piecewise linearly respectively as the corresponding parameters vary.
Moreover, we prove that the optimal solution set of problem (1.8) is piecewise constant with respect to the parameter λ.
We begin with introducing the notion of marginal functions, which plays an important role in optimization theory, see for example [2] . Set
where p ∈ {1, 2}. By Lemma 2.3, we have σ
where G σ is defined by (2.1). Clearly, for a fixed σ ≥ σ * , H(σ) is the optimal value of problem (1.6). Thus
H is well defined due to Theorem 2.1. The function H is also called the marginal function of problem (1.6). Similarly, we can define the marginal function of problem (1.8). Given φ satisfying H1 and p ∈ {1, 2}, we define F : (0, +∞) → R at λ > 0 as
Clearly, F is well defined due to Theorem 2.7.
In order to study the stability of the optimal solution sets of problems (1.6) and (1.8), we define Ω :
n at σ ≥ σ * as the optimal solution set of the constrained problem (1.6), that is,
where G σ is defined by (2.1) and 2 R n collects all the subsets of R n . By Theorem 2.1, Ω is well defined. We
For a fixed λ > 0, Ω(λ) is the optimal solution set of problem (1.8), therefore, is also well defined due to Theorem 2.7. Then, our task in this section is establishing the properties of functions H and F as well as properties of mappings Ω and Ω.
3.1. Stability for problem (1.6). This subsection is devoted to the stability for problem (1.6). We explore the behaviors of the marginal function H and optimal solution set Ω with respect to σ.
We begin with a lemma which is crucial in our discussion. Lemma 3.1. Given φ satisfying H1 and p ∈ {1, 2}, let L and
Proof. We first prove Item (i). We prove it by contradiction. If not, there exists x ′ ∈ R n such that
This contradicts the definition of s i . Then we get Item (i).
We next prove Item (ii). Since ♯{z : φ(z) = ρ i } = 1 and φ is nondecreasing, it follows that arg min{φ( Ax− b p ) :
Then from Item (i), the objective function of the convex optimization problem (3.6) is strictly convex. Therefore, we obtain Item (ii). We next show an important proposition which reveals the relationship between Ω i and the optimal solution set of problem (1.6). Clearly, when σ ≥ b p , Ω(σ) = Ω L = {0 n }. Thus, we only discuss cases as σ < b p .
Proposition 3.2. Given φ satisfying H1 and p ∈ {1, 2}, let L and
L be defined by Definition 2.2. Let Ω, G σ and σ * be defined by (3.4), (2.1) and (3.1) respectively. Suppose φ is strictly increasing. Then, the following statements hold:
Proof. We first prove Item (i). Since φ is strictly increasing,
and φ is strictly increasing, we have x ∈ G σ . In order to prove x ∈ Ω(σ), we need to show that for any y ∈ G σ there holds x 0 ≤ y 0 . If not, there exists y ∈ G σ such that y 0 ≤ x 0 − 1 = s k − 1. By the definition of ρ k+1 , we have ρ k+1 ≤ φ( Ay − b ) ≤ φ(σ), which contradicts the fact that ρ k+1 > φ(σ). Therefore, x ∈ Ω k implies x ∈ Ω(σ). Moreover, since x 0 = s k we have H(σ) = s k , where H is the marginal function of problem (1.6), defined by (3.2). Therefore, we have y 0 = H(σ) = s k for any y ∈ Ω(σ). We then get Item (i).
Next, we try to prove Item (ii). By Item (i) of this proposition, we have y 0 = s k for any y ∈ Ω(σ). In order to prove (3.8), we only need to show φ( Ay − b p ) = ρ k for any y ∈ Ω(σ) due to Item (v) of Proposition 2.5. We next show it by contradiction. If there exists y * ∈ Ω(σ) such that φ( Ay
due to y * ∈ G σ , the strictly increasing property of φ and
Thus we get Item (ii) of this proposition.
Finally, we prove Item (iii). We only need to show that there exists y ∈ Ω(σ) such that y ∈ Ω k . Let x ∈ Ω k , we have x 0 = s k ≥ 1. Let Λ := supp(x). Since φ is continuous and
Obviously, S = ∅, y 0 = x 0 = s k and φ( Ay − b p ) ≤ φ(σ). Since φ is strictly increasing, we have y ∈ G σ . By Item (i) of this proposition, y ∈ Ω(σ) due to y 0 = s k and y ∈ G σ . We then show y ∈ Ω k . It amounts to showing φ( Ay 
for different choices of φ once they are all strictly increasing. Therefore, it is reasonable that Ω(σ) has connections with Ω i for i ∈ N 0 L , as shown in Proposition 3.2. Now, we are ready to establish the main results of this subsection. Theorem 3.4. Given φ : R + → R defined at z ≥ 0 as φ(z) = z and p ∈ {1, 2}, let L and s i , ρ i , Ω i for i ∈ N 0 L be defined by Definition 2.2. Let H and Ω be defined by (3.2) and (3.4) respectively. Then the following statements hold:
(i)
In particular, if p = 2, we have
H is a piecewise constant function and has at most rank(A) + 1 values. Further, H is lower semicontinuous, right-continuous and nonincreasing.
Proof. Items (i) and (ii) follow from Proposition 3.2. Then Item (iii) of this theorem follows immediately. By Item (i) and
3.2. Stability for problem (1.8). This subsection is for the stability of problem (1.8). We shall study the behaviors of the marginal function F and optimal solution set Ω with respect to λ.
According to Theorem 2.7,
L is a line with slop ρ i and intercept s i . Therefore, by Items (ii) and (iii) of Proposition 2.5, it is easy to deduce that F is continuous, piecewise linear and nondecreasing. Next we propose an iteration procedure to find the minimal value of f i for i ∈ N 0 L , i.e., the marginal function F (λ), for λ ∈ (0, +∞). Definition 3.5. Given φ satisfying H1 and p ∈ {1, 2}, let L and
are defined by the following iteration We present an example to illustrate the iterative procedure in Definition 3.5. Figure 3 .6. We observe from Figure 3 .6 that, when λ > λ 0 , F (λ) = f t0 (λ) = f 0 (λ). Further, the first and largest critical parameter λ 0 can be obtained by the largest intersection point of f 0 and f i for all i ∈ N 4 . Here, we have that Λ 0 = {1, 2}, which collects all the indexes that f i (λ 0 ) = f 0 (λ 0 ) except t 0 = 0. In order to search for the second critical parameter value λ 1 , we first find that on the second interval (λ 1 , λ 0 ), F (λ) = f t1 (λ), where t 1 = max Λ 0 = 2. Thus, λ 1 can be obtained by the largest intersection point of f 2 and f j for j = 3, 4. Then
The following proposition provides some basic properties of K, {Λ i ⊆ N 
The proof is outlined in Appendix 8.1. The main results of this subsection are presented in the following theorem.
Theorem 3.8. Given φ satisfying H1 and p ∈ {1, 2}, let L and
(ii)
(iii) F is continuous, piecewise linear and nondecreasing, particularly, F is strictly increasing in (0, λ 0 ). To improve readability, the proof of Theorem 3.8 and two auxiliary lemma and proposition are given in Appendix 8.2.
A direct consequence of Theorem 3.8 is stated below.
Corollary 3.9. Under the assumptions of Theorem 3.8, the following statements hold:
and any y ∈ Ω(λ ′′ ).
(ii) If λ ′ < λ ′′ , then x 0 ≤ y 0 and φ( Ax − b p ) ≥ φ( Ay − b p ) hold for any x ∈ Ω(λ ′ ) and any
Proof. Item (i) can be obtained by Item (ii) of Theorem 3.8 as well as Item (v) of Proposition 2.5. Similarly, Item (ii) follows from Item (ii) of Theorem 3.8, Items (ii), (iii), (v) of Proposition 2.5 as well as Item (ii) of Proposition 3.7.
From Theorem 3.8, the optimal value of problem (1.8) changes piecewise linearly while the optimal solution set of problem (1.8) changes piecewise constantly as the parameter λ varies. In addition, by Corollary 3.9, the optimal values of both the first and second terms of (1.8) are piecewise constant with respect to changes in the parameter λ.
Remark 3.10. We observe from Theorem 3.4 and 3.8 that, when σ ≥ b p , problem (1.6) share the same optimal solution set {0 n } as problem (1.8) if λ is chosen to be small enough. Thus, in the remaining part of this paper, we only focus on the nontrivial case when σ ∈ [σ * , b p ), where σ * is defined by (3.1).
4.
Relationship between the the constrained problem and a special penalty problem. In this section we explore the relationship between the constrained problem (1.6) with p ∈ {1, 2} and a corresponding special penalty problem. In the case of p = 2 we shall study the relationship between problem (1.2) and the least square penalty problem (1.4). In the case of p = 1, we shall discuss the connections between problem (1.7) and the following ℓ 1 -penalty problem
In fact, both problems (1.4) and (4.1) can be cast into the general penalty problem (1.8) with φ defined at z ≥ 0, for p ∈ {1, 2}, as
We exhibit the main results of this section in the following theorem. 
∩ Ω(σ) = ∅ for any λ > 0. Proof. We first prove Item (i). From Item (ii) of Theorem 3.8, we have Ω k = Ω(λ) for λ ∈ (λ j , λ j−1 ). By Item (i) of Proposition 3.2, we get that Ω(λ) ⊆ Ω(σ) as λ ∈ (λ j , λ j−1 ). We also obtain that if φ(σ) = ρ k , Ω(λ) = Ω(σ) = Ω k for λ ∈ (λ j , λ j−1 ) from Item (ii) of Proposition 3.2. When λ = λ j or λ = λ j−1 , by item (ii) of Theorem 3.8 and k = t j ∈ Λ j−1 , we have Ω k ⊂ Ω(λ) and x 0 = s k for any x ∈ Ω(λ)\Ω k . Since Ω k ⊆ Ω(σ) and x 0 = s k for all x ∈ Ω(σ), we get Ω(λ) ∩ Ω(σ) = Ω k for λ = λ j or λ = λ j−1 . Clearly, if
We then prove Item (ii). By Item (i) of Proposition 3.2, x 0 = s k for any x ∈ Ω(σ). From Item (ii) of Theorem 3.8, we have Ω k ⊂ Ω(λ j ) due to k ∈ Λ j . Then we get Item (ii) by the fact that x 0 = s k for any x ∈ Ω(λ j )\Ω k and for any x ∈ Ω(λ) as λ = λ j .
We finally prove Item (iii). Similarly, we have x 0 = s k for any x ∈ Ω(σ). However, by Theorem 3.8 x 0 = s k for any x ∈ Ω(λ) and λ > 0 since k ∈ K−1 i=−1 Λ i . Thus we get Item (iii). Remark 4.2. In the case of p = 2, by Proposition 3.2, if ρ k < φ(σ) < ρ k+1 and k ∈ T , then we have Ω(λ) ⊂ Ω(σ) when λ ∈ (λ j , λ j−1 ). Remark 4.3. If K = L, then we have k ∈ T . In such case, Item (i) of Theorem 4.1 holds clearly. According to Item (iii) of Theorem 4.1, in general it is possible that problem (1.4) has no common optimal solutions with problem (1.2) for any λ > 0. This means that in general problem (1.4) may not be an exact penalty method for problem (1.2). However, in the noiseless case, we show in the next corollary that problem (1.4) has the same optimal solution set as problem (1.3) if λ is large enough. 3) and (1.8) have the same optimal solution set when λ ∈ (λ 0 , +∞). Set λ * = λ 0 , we then obtain the desired results.
5. Exact penalty problems for constrained ℓ 0 regularization. In this section, we first establish exact penalty conditions under which problem (1.8) have the same optimal solution set as problem (1.6), provided that λ > λ * for some λ * > 0. Based on the conditions developed, we propose several exact penalty formulations for problem (1.6).
According to the definition of ρ 0 and Ω 0 in Definition 2.2, the penalty term φ( A · −b p ) attains its minimal value at any x ∈ Ω 0 . We also know that φ( A · −b 2 ) attains its minimal value at any x ∈ Ω(λ) when λ > λ 0 by Item (ii) of Theorem 3.8, where λ 0 is defined by Definition 3.5. Since φ is nondecreasing, we have φ( Ax − b p ) ≤ φ(σ) for any x ∈ G σ . Then we obtain the following theorem.
Theorem 5.1. Let φ satisfy H1 and p ∈ {1, 2}. Suppose the feasible region of problem (1.6) is nonempty, that is G σ = ∅, where G σ is defined by (2.1). If
then there exists λ * > 0 such that problems (1.6) and (1.8) with λ > λ * have the same optimal solution set.
Proof. Since (5.1) holds, by the definition of ρ 0 and Ω 0 in Definition 2.2, Ω 0 = arg min{ x 0 : x ∈ G σ }. Thus Ω 0 is the optimal solution set of problem (1.6). Let λ * = λ 0 , where λ 0 is defined in Definition 3.5.
Then, from Item (ii) of Theorem 3.8, Ω 0 is also the optimal solution set of problem (1.8) with λ > λ * . Then
we have that problems (1.6) and (1.8) with λ > λ * have the same optimal solution set.
In general, it is not easy to verify condition (5.1). The next corollary states a simple and useful condition which also ensures the exact penalty property once λ is large enough. Proof. The desired results follows from the fact that condition (5.2) implies condition (5.1).
Next we present several examples of φ satisfying condition (5.2). For z ∈ R, we denote by z + the positive part of z, that is,
Example 5.3. Given p ∈ {1, 2}. Let scalar function φ 1 : R + → R be defined at z ≥ 0 as φ 1 (z) := (z p − σ p ) + . Then φ 1 satisfies H1 and condition (5.2). With the choice of φ = φ 1 , the penalty term in problem
The penalty term (5.3) with p = 2 is well exploited in penalty method for quadratically constrained ℓ q minimization with 0 < q < 1 in [12] . One can easily check that the penalty term (5.3) is convex but non-differentiable for p ∈ {1, 2}.
Example 5.4. Given p ∈ {1, 2}. Let φ 2 : R + → R be defined at z ≥ 0 as
Then φ 2 satisfies H1 and condition (5.2). With the choice of φ = φ 2 , the penalty term in problem (1.8) becomes
By choosing φ = φ 2 , for p = 2 problem (1.8) reads as
According to Corollary 5.2, the following proposition concerning the exact penalization of problem (5.6) holds. Proposition 5.5. Suppose that the feasible region of problem (1.2) is nonempty, then the penalty problem (5.6) shares the same optimal solution set with the constrained problem (1.2), provided that λ > λ * for some λ * > 0.
In particular, when σ = 0, problem (5.6) reduces to the least square penalty problem (1.4). From Proposition 5.5, we deduce that (1.4) has the same optimal solution set as the linear constrained problem (1.3) when λ is sufficiently large. This result coincides with that obtained in Corollary 4.4.
In addition to the advantage of exact penalization, we prove in the next proposition that the penalty term in (5.6) is differentiable with a Lipschitz continuous gradient. For simplicity, we define Φ :
We denote by B 2 the largest singular value of B ∈ R d×r . We also need to recall the notion of firmly
Obviously, a firmly nonexpansive operator is nonexpansive. Now, we are ready to show Φ is differentiable with a Lipshitz continuous gradient. Proposition 5.6. Let Φ : R n → R be defined by (5.7). Then function Φ is differentiable with a Lipschitz continuous gradient. In particular, for
(ii) ∇Φ is Lipschitz continuous with the Lipschitz constant A 2 2 . Proof. We define ϕ :
Obviously, Φ(x) = ϕ(Ax − b) for any x ∈ R n . One can check that for any y ∈ R m , (5.10)
Thus ∇Φ = A ⊤ ∇ϕ(Ax − b) and Item (i) follows.
We next prove Item (ii). We first show ∇ϕ is nonexpansive. Let P : R n → R n be the projection operator onto the set {y : y 2 ≤ σ}. we have ∇ϕ = I − P . Since the set {y : y 2 ≤ σ} is nonempty closed convex, operator I − P is firmly nonexpansive, by Proposition 12.27 in [3] . Thus, ∇ϕ is nonexpansive. For any x, z ∈ R n , we have that
The above inequality leads to Item (ii). Remark 5.7. As mentioned in the introduction, the differentiability of the penalty term has important effect on the algorithmic design for problem (1.8). According to Proposition 5.6, by choosing φ = φ 2 , the penalty term is differentiable with a Lipschitz continuous gradient in problem (1.8) for p = 2. As a result, we are able to develop efficient numerical algorithms with theoretical convergence guarantee for solving this problem, e.g., proximal-gradient type algorithms.
6. Cardinality of optimal solution sets of problems (1.6) and (1.8). In this section, we investigate the cardinality of optimal solution sets of problems (1.6) and (1.8). We also discuss the strictness of their optimal solutions as a byproduct. As it is shown in Section 3, optimal solution sets of these two problems are closely related to Ω k , for k ∈ N 0 L , defined by Definition 2.2. Therefore, we shall first consider the cardinality of Ω k . The cases of p = 1 and p = 2 are discussed in separate subsections, since the analysis and results are different for these two cases.
6.1. Cardinality of Ω k when p = 2. For the case of p = 2, we have the following proposition concerning the cardinality of Ω k .
Proposition 6.1. For φ satisfying H1 and p = 2, let L and
Proof. By the definition of Ω k , we have x 0 = s k for any x ∈ Ω k . Let O := {Λ : Λ ⊆ N n , ♯Λ = s k }. We will first prove that for any Λ ∈ O, ♯(Ω
Further, since Ω k ⊆ Λ∈O Ω ′ Λ and ♯O = C 6.2. Cardinality of Ω k when p = 1. We first present an important lemma. To this end, we define, for any x ∈ R d and δ > 0, U (x; δ) := {x
For convenience, we adopt an assumption for a vector in R m .
For simplicity, we setσ := Bŷ − b 1 . We first prove Item (i). Let O := {z : z i = ±1, i ∈ N m }. Obviously ♯O = 2 m . Then for any z ∈ O, we set S z := {y :
It is clear that ♯S z = 1 due to H2. Then we haveŜ ⊆ z∈O S z . Therefore, ♯Ŝ ≤ 2 m . We get Item (i).
We next prove Item (ii). Since Bŷ − b 0 ≥ m + 2 − d, we set z := sign(Bŷ − b), where sign(·) is the component-wise signum function (0 is assigned to 0). Set Λ := supp(z)
Clearly,ŷ ∈ S. Therefore, we have S = {y : y =ŷ +ỹ,ỹ ∈ S 0 }.
Obviously, S 0 is an Euclid linear space with dimension no less then d − (m − ♯Λ + 1) ≥ 1. Thus, for any δ > 0, there exists 0 = y * ∈ S 0 such that y * 2 ≤ min{δ 1 , δ}. Set y =ŷ + y * . Then, we have y ∈ U (ŷ; δ), sign(By − b) i = z i for i ∈ Λ and y ∈ S. Thus, we have By − b 1 = i∈Λ z i (By − b) i =σ. Then, we get this lemma. Now, we are ready to present a proposition on the cardinality of Ω k for p = 1. Proposition 6.4. For φ satisfying H1 and p = 1, let L and
Proof. Item (i) follows from the fact that Ω L = {0 n }. We next prove Item (ii). By the definition of Ω L−1 and s L−1 = 1, we have x 0 = 1 and
Then Ω L−1 ⊆ i∈Nn O i . By Item (i) of Lemma 6.3, we have ♯O i ≤ 2 m for i ∈ N n . Then we get Item (ii) of this proposition. We finally prove Item (iii). Let Λ := supp(x) andσ :
6.3. Cardinality of optimal solution set of problem (1.6) when p = 2. This subsection is devoted to the cardinality of the optimal solution set of problem (1.6) when p = 2.
We begin with recalling the notion of strict minimizers. Definition 6.5. For a function g :
is a strict minimizer of the problem min{g(x) : x ∈ S} if there exists δ > 0 such that for anyx = x ∈ U (x; δ)∩S there holds g(x) > g(x). It is clear that as σ ≥ b 2 , ♯ Ω(σ) = 1 and 0 n is the unique minimizer of problem (1.6). We next only consider the case when σ < b 2 .
Theorem 6.6. For φ : R + → R defined at z ≥ 0 as φ(z) = z and p = 2, let L and
, where σ * is defined by (3.1). Let Ω be defined by (3.4) . Then the following statements are equivalent:
Proof. We first prove Item (i) implies Item (iv). By Item (ii) of Theorem 3.4, we have Ω(σ) = Ω k since ρ k = σ. Then we have ♯ Ω(σ) is finite due to Corollary 6.2. Thus, we get Item (iv).
It is obvious that Item (iv) implies Item (iii).
We next prove Item (iii) implies Item (ii) by contradiction. Suppose there exists x * ∈ Ω(σ) such that Ax * − b 2 < σ. We will show x * is not a strict minimizer of problem (1.6). Let Λ := supp(x * ). Then there exists δ 1 > 0 such that for any x ∈ U (x * ; δ 1 ) there holds Ax − b 2 < σ. Let
for any x ∈ U (x * , δ * ) ∩ {x : supp(x) = Λ}. Clearly, ♯(U (x * ; δ * ) ∩ {x : supp(x) = Λ}) = +∞. Then, for any δ > 0, there exists x ∈ U (x * , δ) ∩ G σ , such that x 0 = x * 0 , contradicting the fact that x * is a strict minimizer of problem (1.6). Therefore, we obtain that Item (iii) implies Item (ii).
We finally show that Item (ii) implies Item (i). We also prove it by contradiction. Suppose Item (i) doest not hold. Then by Item (i) of Proposition 3.2, there exists ρ j < σ < ρ j+1 , where j ∈ N 0 L−1 and Ω j ⊂ Ω(σ) due to Item (iii) of Proposition 3.2. By Item (ii), Ax − b 2 = σ > ρ j for any x ∈ Ω j , contradicting the fact that Ax − b 2 = ρ j due to the definition of Ω j . Thus we get Item (ii) implies Item (i). Then we complete the proof.
The next corollary follows from Theorem 6.6.
L−1 , the following hold: (i) There exits x ∈ Ω(σ) such that x is not a strict minimizer of problem (1.6).
(ii) ♯ Ω(σ) = +∞.
6.4. Cardinality of optimal solution set of problem (1.8) when p = 2. In this subsection, we discuss cardinality of optimal solution set of problem (1.8) when p = 2.
We state the main results in the following theorem. 
and Ω defined by (3.5) . Then for k ∈ N 0 K , the following statements hold: (i) If ♯S t k = 1, then for any λ ∈ (λ k , λ k−1 ), ♯Ω(λ) is finite and any x ∈ Ω(λ) is a strict minimizer of problem (1.8).
(ii) If k = K and ♯S j = 1 for all j ∈ Λ k ∪ {t k }, then ♯Ω(λ k ) is finite and any x ∈ Ω(λ k ) is a strict minimizer of problem (1.8).
Proof. Problem (1.4) is a special case of problem (1.8) with φ(z) := z 2 2 for z ≥ 0. Since in this case φ is strictly increasing, we obtain the conclusions by Corollary 6.9.
6.5. Cardinality of optimal solution sets of problems (1.6) and (1.8) when p = 1. This subsection provides results on cardinality of optimal solution sets of problems (1.6) and (1.8) when p = 1.
Theorem 6.11. For φ satisfying H1 and p = 1, let L and
K be defined by Definition 3.5. Let λ −1 := +∞. Let Ω and Ω be defined by (3.5) and (3.4) respectively. Then the following statements hold:
then we have ♯Ω(λ) = +∞ for any λ ∈ [λ k , λ k−1 ) and x * is not a strict minimizer of problem (1.8). 
Similar to the proofs of Theorem 6.6, for any δ > 0, there exits y = x * such that Ay − b 1 ≤ σ and supp(y) = supp(x * ). Thus, y ∈ Ω(σ). Therefore, ♯ Ω(σ) = +∞ for
Then by Item (iii) of Proposition 6.4 we obtain Item (iii) of this theorem.
7. Numerical illustrations. In this section, we provide numerical illustrations for some of our main theoretical findings, including:
• the marginal function of problem (1.2) is piecewise constant, while that of problem (1.4) is piecewise linear; • it is possible that the least square penalty problem (1.4) has no common optimal solutions with the constrained problem (1.2) for any λ > 0; • there exists λ * > 0 such that problem (5.6) is an exact penalty formulation of the constrained problem (1.2) for λ > λ * .
All the ℓ 0 optimization problems involved are solved by an exhaustive combinational search. For better readability, all numerical digits are round to four decimal places. We present in detail a concrete example for sparse signal recovery with (m, n) = (4, 5) as follows Specially, we find that H(σ) = 2 when 3.3363 ≤ σ < 4.0502. This together with x * = 2 implies that x * is an optimal solution to problem (1.2) with σ = 3.6. Next we consider the least square penalty problem (1.4) with A, b in (7.1) and (7.3). By Remark 3.3, in this case the marginal function of problem (1.4) is
L are given in (7.4) and (7.5). Then, K, t i , λ i for i ∈ N 0 K , and Λ i for i ∈ {−1, 0, . . . , K − 1} are produced by the iterative procedure in Definition 3.5. We obtain that K = 3,
The plots of f i (λ) := s i + 2 λ for any λ > 0. By Theorem 3.8, we deduce that x 0 = 2 for any x ∈ Ω(λ) and any λ > 0. Therefore, given A, b in (7.1), (7.3), problem (1.4) has no common optimal solution as problem (1.2) with σ = 3.6 for any λ > 0. In other words, problem (1.4) fails to recover or approximate the true signal x * .
In the next numerical test, we discuss penalty problem (5.6) with A, b in (7.1), (7. 3) and σ = 3.6. As shown in Section 5, problem (5.6) has the same optimal solution set with problem (1.2), provided that λ > λ * According to the proof of Theorem 5.1, λ * actually equals toλ 0 produced by the iteration procedure in Definition 3.5. Givens i ,ρ i in (7.7), (7.8), i ∈ N 0 2 , it holds that
Therefore, we conclude that for A, b in (7.1), (7. 3) and σ = 3.6, penalty problem (5.6) share the same optimal solution set as constrained problem (1.2) when the penalty parameter λ > λ * = 9.8678.
Conclusions.
The quadratically constrained ℓ 0 regularization problem (1.2) arises in many applications where sparse solutions are desired. The least square penalty method (1.4) has been widely used for solving this problem. There is little results regarding properties of optimal solutions to problems (1.2) and (1.4), although these two problems have been well studied mainly from a numerical perspective. In this paper, we aim at investigating optimal solutions of a more general constrained ℓ 0 regularization problem (1.6) and the corresponding penalty problem (1.8). We first discuss the optimal solutions of these two problems in detail, including existence, stability with respect to parameter, cardinality and strictness. In particular, we show that the optimal solution set of the penalty problem is piecewise constant with respect to the penalty parameter. Then we clarify the relationship between optimal solutions of the two problems. It is proven that, when the noise level σ > 0 there does not always exist a penalty parameter, such that problem (1.4) and the constrained ℓ 0 problem (1.2) share a common optimal solution. Under mild conditions on the penalty function, we prove that problem (1.8) has the same optimal solution set with problem (1.6) if the penalty parameter is large enough. With the help of the conditions, we further propose exact penalty problems for the constrained problem. We expect our theoretical findings can offer motivations for the design of innovative numerical schemes for solving constrained ℓ 0 regularization problems.
9. Appendix: Proof of stability for problem (1.8) in section 3.2.
9.1. Proof of Proposition 3.7. We begin with an auxiliary Lemma. Lemma 9.1. Given φ satisfying H1 and p ∈ {1, 2}, let L and
K be defined by Definition 3.5. Then
Proof. By the definition of λ i and Λ i , for any k
Conversely, for any k ∈ arg min{s j + λ i ρ j :
. . , L. By the definition of Λ i , one has k ∈ Λ i . Now we are ready to give the proof of Proposition 3.7.
Proof. It suffices to prove Items (ii) and (iii) since Item (i) can be obtained by Item (ii) and Item (iv) is clear from the definition of Λ i .
We first prove Item (ii). By the definition, for any i ∈ N 0 K−1 , it holds that t i < y for any y ∈ Λ i . Thus we get t i < t i+1 for i ∈ N 0 K−1 by the fact that t i+1 ∈ Λ i . Then we obtain Item (ii). We then prove Item (iii). From the definition of t i+1 , t i+1 ∈ Λ i for i ∈ N 0 K−1 . Then by Lemma 9.1, it follows that s ti+1 + λ i ρ ti+1 < s j + λ i ρ j for any j = t i+1 + 1, . . . , L due to t i+1 = max Λ i . Then we have λ i > st i+1 −sj ρj −ρt i+1 for j = t i+1 + 1, . . . , L. According to the definition of λ i+1 , λ i > λ i+1 for i ∈ N 0 K−1 . Item (iii) follows immediately.
9.2. Proof of Theorem 3.8. We first show a lemma which plays an important role in the following analysis.
Lemma 9.2. Given φ satisfying H1 and p ∈ {1, 2}, let L and s i , ρ i , Ω i for i ∈ N Proof. We first prove Items (i) and (ii). From the definition of λ i and t i+1 , it follows that λ i = st i −st i+1 ρt i+1 −ρt i , which implies Item (i). Item (ii) follows from Item (i), Lemma 9.1 and t i+1 ∈ Λ i .
Next we prove Item (iii). Since λ i+1 < λ i , t i+1 > t i and ρ ti+1 > ρ ti , it holds that s ti+1 + λ i+1 ρ ti+1 = s ti+1 + λ i ρ ti+1 + (λ i+1 − λ i )ρ ti+1 < s ti + λ i ρ ti + (λ i+1 − λ i )ρ ti = s ti + λ i+1 ρ ti .
This means that (9.1) holds for j = i. We assume for k ∈ N 0 i−1 , (9.1) holds when j = k + 1. Then we try to show (9.1) holds as j = k, that is (9.2) s ti+1 + λ i+1 ρ ti+1 < s t k + λ i+1 ρ t k .
One finds that
Then (9.2) follows. Therefore, we obtain Item (iii) immediately. Next, we prove Item (iv). Item (ii) implies that λ i ≤ sj −st i+1 ρt i+1 −ρj for all j = t i , . . . , t i+1 − 1. Thus, we only need to prove λ i < sj −st i+1 ρt i+1 −ρj for j ∈ N 0 ti−1 , which is equivalent to (9.3) s ti+1 + λ i ρ ti+1 < s j + λ i ρ j for j ∈ N 0 ti−1 . By Item (ii), for j ∈ N i , it holds that (9.4) s tj + λ j−1 ρ tj ≤ s k + λ j−1 ρ k for k = t j−1 , . . . , t j − 1. From the fact that 0 < λ i < λ j−1 and ρ tj > ρ k > 0, we obtain (9.5) s tj + λ i ρ tj < s k + λ i ρ k holds for k = t j−1 , . . . , t j − 1. By Items (i) and (iii), s ti+1 + λ i ρ ti+1 ≤ s tj + λ i ρ tj for j ∈ N i . This together with (9.5) and Item (i) implies that (9.3) holds for j ∈ N 0 ti−1 . The properties of f i defined in (2.10) are described in the next proposition. 
(iii) f 0 (λ) < f j (λ) for any λ ∈ (λ 0 , +∞) and any j ∈ N L . (iv) f L (λ) < f j (λ) for any λ ∈ (0, λ K−1 ) and any j ∈ N 0 L−1 . (v) For k ∈ N K−1 , there holds f t k (λ) < f j (λ) for any λ ∈ (λ k , λ k−1 ) and any j = 1, 2, . . . , t k − 1, t k + 1, . . . , L. Proof. We first prove Items (i) and (ii). From the definition of λ k and Λ k , for any i ∈ Λ k λ k = Finally, we prove Item (v). By Item (iv) of Lemma 9.2, λ < sj −st k ρt k −ρj for λ < λ k−1 and j ∈ N 0 t k −1 . Thus, f t k (λ) < f j (λ) for any λ < λ k−1 and any j ∈ N 0 t k −1 . By the definition of λ k , we have λ > st k −sj ρj −ρt k for λ > λ k and j = t k + 1, . . . , L. Then, it follows that f t k (λ) < f j (λ) for any λ > λ k and any j = t k − 1, . . . , L. Now, we are ready to show Theorem 3.8.
Proof. We only need to prove Ω(λ i ) = k∈Λi Ω k ∪ Ω ti for i ∈ N 0 K−1 in Item (ii), since Item (i) and the rest of Item (ii) are direct consequences of Theorem 2.7 and Proposition 9.3.
By Item (ii) of Theorem 2.7 and Item (i) of Proposition 9.3, k∈Λi Ω k Ω ti ⊆ Ω(λ i ). Using this fact, it suffices to show f ti (λ i ) < f j (λ i ) for any j ∈ Λ i ∪ {t i }. From Items (i) and (iv) of Lemma 9.2, f ti (λ i ) = f ti+1 (λ i ) < f j (λ i ) for j = 0, 1, . . . , t i − 1. By the definition of Λ i and λ i , we have λ i > st i −sj ρj −ρt i for j ∈ {t i + 1, . . . , L}\Λ i , which implies f ti (λ i ) < f j (λ i ) for j ∈ {t i + 1, . . . , L}\Λ i . Hence f ti (λ i ) < f j (λ i ) for any j ∈ Λ i ∪ {t i }.
