Abstract: This paper gives a full characterization of the reducing subspaces for the multiplication operator M on the Dirichlet space with symbol of finite Blaschke product of order 5I 6I 7. The reducing subspaces of M on the Dirichlet space and Bergman space are related. Our strategy is to use local inverses and Riemann surfaces to study the reducing subspaces of M on the Bergman space. By this means, we determine the reducing subspaces of M on the Dirichlet space and answer some questions of Douglas-Putinar-Wang in [6] .
Introduction
Let D be the open unit disk in the complex plane and let dA be the normalized area measure on the unit disk D. For 2 OE 1=2; 1=2 let D be the Dirichlet type space of all analytic functions f on D with Z D jf 0 .z/j 2 .1 jzj 2 / 1 2 dA.z/ < 1I see also [19, 29] [2] completely characterizes the invariant subspaces of M z . On the Bergman space B 2 , the lattice of invariant subspaces of M z is huge and its order structure is unknown [1] . On the Dirichlet space D 2 , the invariant subspaces are studied in many papers, see e.g. [3, 8, 9, 17, 18, 20, 21] , and there are open questions about the structure of the invariant subspaces of D 2 ( [9] ).
For a multiplier of H, a closed subspace M Â H is called a reducing subspace of M provided that M is invariant for both M and M (the adjoint operator of M ). Let '˛.z/ D˛ z 1 ˛z 8˛2 D be the Möbius transformation sending˛to the origin, and let D '˛1 '˛n be the finite Blaschke product with zeros˛1; ;˛n 2 D, then is a multiplier of H. The study of reducing subspaces of M on H 2 was completed in the seventies (see [5, 26, 27] ). Investigation of reducing subspaces of M on B 2 was started recently, see e.g. [6, 7, 13, 14, 24, 25, 31] . See also [11, 12, 15, 22] for characterizations of reducing subspaces of M for being a monomial of several variables on the Bergman space of polydisk or unit ball. The structure of reducing subspaces on B 2 was completely characterized in [6] . To be more precise, let B. then [6] says that A is a commutative von Neumann algebra of dimension q, where q is the number of connected components of the Riemann surface S of 1 ı . However, how to describe the reducing subspaces of M on B 2 is challenging. The authors in [6] introduce the dual partition, then they use the dual partition to provide a indirect description of the reducing subspaces. But this description does not exhibit all the information of the reducing subspaces. In this paper, we refine their description by using local inverses of and Riemann surface S . By this means, we obtain more information of the reducing subspaces. For an open set V Â D, a local inverse of in V is a function analytic in V which satisfies .V / Â D and . .z// D .z/ on V . Note that the family of local inverses f 0 ;
; n 1 g has a group-like property under composition near the boundary of D. This grouplike property of f 0 ;
; n 1 g, together with the property of the Riemann surface S enables us to describe the reducing subspaces of M , see sections 2 and 6.
There Both [30] and [4] showed that if the order of is 2 and is not equivalent to z 2 then M is irreducible on D 2 ,
i.e. dim e A D 1. Their results also reveal that the study of the reducing subspaces of M on D 2 is difficult. One reason is that the inner product involves the derivatives which make the calculation complicated; the other reason is that M is not a subnormal operator, we cannot use the theory of subnormal operators. In 2016, the second author in [16] established a connection between the reducing subspaces on D 2 and on B 2 , and studied the reducing subspaces of M for no more than 4 zeros. Let U W D 2 ! B 2 be defined by Uf D .zf / 0 , then U is a unitary operator. Luo [16] showed that if M is a reducing subspace of M on D 2 , then U M is a reducing subspace of M on B 2 . This result is the key to investigate the reducing subspaces on D 2 .
This paper is motivated by the idea in [5, 7, 26, 27] of using local inverses, analytic continuation and Riemann surface to study reducing subspaces. In this paper we determine the dimension of e A on D 2 for general Blaschke product . We then show that when the order n of is 5 or 7, M is reducible on D 2 if and only if is equivalent to z n -see Theorems 3.1 & 5.1. We also give a description of the reducing subspaces of M on D 2 for with 6
zeros -see Theorem 4.2. In order to obtain those three theorems, we are led to not only deal with local inverses and von Neumann algebra -see Proposition 1.3 and its Corollary 1.4, but also handle partition and Riemann surfacesee Propositions 2.2, 2.3, 2.4 and 2.7, and Theorem 2.8. Theorem 2.8 also answers a question in [6] . The rest of this paper consists of the following six sections: 6. Concluding remarks.
Local inverses and von Neumann algebra
We follow the description of the local inverses of in [6, 7] . Suppose is a Blaschke product of order n. If
then E is a finite set in D. Such an E is called the set of branched points of . For an open set V in D, a local inverse of in V is a function f analytic in V which satisfies f .V / Â D and .f .z// D .z/ for every z in V . Note that for z 2 D n E, is one to one in some neighborhood
Therefore there are n local inverses 0 ; 1 ; ; n 1 for in D n E, i.e.
Then each i .z/ is locally analytic and arbitrarily continuable in D n E. Suppose 0 is a fixed point on the boundary of D, let be a curve in D passing through the points in E and 0 so that Dn is a simply connected region. As noted in [7] , n local inverses 0 ; 1 ; ; n 1 for are well defined on Dn. We define an equivalence relation on the local inverses. We say that i Ï j if there is a loop in DnE such that i and j are analytic continuation of each other along . Then Ï is an equivalence relation. Using this equivalence relation, we obtain a partition
It is shown in [6] that M has exact q minimal reducing subspaces on B 2 , where q is the number of connected components of the Riemann surface S of 1 ı .
be the commutant of M . Note that the reducing subspaces of M are in one to one correspondence with the projections in fM g 0 , the problem of classifying the reducing subspaces of M is equivalent to studying the projections in fM g 0 . Let
Then [6, Theorem 1.1] says that A is a commutative von Neumann algebra of dimension q. In fact, suppose
; G q g is the partition for f 0 ; 1 ; ; n 1 g and define
The result in [7] asserts that 1 ; ; q are bounded operators on B 2 which are linearly independent, and the von Neumann algebra A is generated by 1 ; ; q . If
then it is shown in [16] that e A is a commutative von Neumann algebra. To determine the dimension of e A , we need two lemmas.
. Then there are a 1 ; ; a q 2 C such that
Proof.
First of all, we mention that for f 2 D 2 ,
where E is the set of branched points of . Since the continuation of any path in D n E leads to a permutation in f W 2 G i g, F i .z/ is unchanged under such a permutation and so is an analytic function well-defined on D n E and analytically extends to the unit disk.
Next, let U W D 2 ! B 2 be defined by
Then U is a unitary operator. Let P 2 e
A be a minimal projection, by Theorem 2.6 [16] , UP U 2 A . Note that e A is a finite dimensional von Neumann algebra, all minimal projections span e
; q g ( [7] ), there are a 1 ; ; a q 2 C such that
This gives
and consequently,
So we similarly have
It then follows from
Similarly,
where F i and G i are defined as above. Using Lemma 1.1, we recover that e
A is a commutative von Neumann algebra as shown below.
A is a commutative von Neumann algebra, and dim e A D dim L.
Proof. Let T 2 e
A , then by the argument in Lemma 1.1, there are a 1 ; ; a q 2 C such that T D P q iD1 a i U i U .
Since i and j commute for any i; j , e
A is a commutative von Neumann algebra. Note that 1 ; ; q are linearly independent. So the rest follows from Lemmas 1.1 and 1.2.
The next result is presented in [16] , but it can be easily obtained from Lemmas 1.1 and 1.2.
n is a primitive n-th root of unity, then 
; n j m g: (
Case (a) doesn't satisfy condition (A 3 ), since G 2 CG 2 D f2; 3; 3; 4g. Similarly, case (b) doesn't satisfy condition (A 3 ). So we have the possible partition .c/.
(iii) If q D 2, then the partition is ff0g; f1; 2; 3; 4gg. Therefore when n D 5, the possible partitions are ( ff0g; f1g; f2g; f3g; f4gg, ff0g; f1; 4g; f2; 3ggI ff0g; f1; 2; 3; 4gg:
We note here that if q D n, then each i is equivalent to itself, thus each i extends analytically to the unit disc and has modulus 1 on the unit circle, so each i is a Möbius transform. Hence is equivalent to ' n ;˛2 D. We are about to show that for most Blaschke products with 5 zeros, the partition is ff0g; f1; 2; 3; 4gg.
Riemann surfaces
Let D P =Q be a finite Blaschke product of order n, where P and Q are two polynomials of degree less than or equal to n. Let f .w; z/ D P .w/Q.z/ P .z/Q.w/:
Then f .w; z/ is a polynomial of w with degree n, and the coefficients are polynomials of z with degree less than or equal to n. In the ring COEz; w, we factor
where p i .w; z/ are irreducible polynomials. Note that on D 2 , .w/ .z/ D 0 if and only if f .w; z/ D 0. Since Bochner's theorem ( [28] ) says that has exact n 1 critical points in D, it follows that (see [7] )
Theorem 3.1 [7] says that the number of connected components of the Riemann surface S equals the number of irreducible factors of f .w; z/. 
Therefore, if the order of is 5, we only need to study the reducing subspaces of M on B 2 when 
is always a minimal reducing subspace of M on B 2 . So we have:
Then the partition is ff0g; f1; 2; 3; 4gg.
Proof. We prove it by contradiction. If the partition is not ff0g; f1; 2; 3; 4gg, then the partition is ff0g; f1; 4g; f2; 3gg. Note that 1 ı .0/ D f0; 0; 0; 0;˛g. So, without loss of generality we may assume
By Theorem 2.1, f 1 ; 4 g forms one component of the Riemann surface S , so if
then f is analytic on D n E and bounded, thus f is bounded analytic on D, i.e., f 2 H 1 .D/. Similarly,
Since f 2 ; 3 g forms another component of the Riemann surface S , 2 C 3 is analytic on DnE, and so in H 1 .D/. This in turn implies
This is a contradiction, hence the partition ff0g; f1; 4g; f2; 3gg is impossible, so the partition is ff0g; f1; 2; 3; 4gg.
Note that M z 4 '˛i s unitarily equivalent to M z' 4 . So, it follows that if D z' 4 ;˛¤ 0, then the partition is also ff0g; f1; 2; 3; 4gg.
Proposition 2.3. Let D z 3 '˛'ˇ;˛;ˇ2 Dnf0g. Then the partition is ff0g; f1; 2; 3; 4gg.
Proof. We prove it by contradiction. We have the following two cases.
(a)˛¤ˇ. If the partition is not ff0g; f1; 2; 3; 4gg, then it is ff0g; f1; 4g; f2; 3gg. Note that 1 ı .0/ D f0; 0; 0;˛;ˇg. So f 1 .0/; 4 .0/g D f0; 0g; f0;˛g; f0;ˇg or f˛;ˇg:
As in Proposition 2.2, we can get
which is a contradiction. 
Note that (b)˛Dˇ. If the partition is not ff0g; f1; 2; 3; 4gg, then it is ff0g; f1; 4g; f2; 3gg. Note that 1 ı .0/ D f0; 0; 0;˛;˛g. So there are essentially two cases: f 1 .0/; 4 .0/g D f0; 0g or f0;˛g. 
we have
thereby getting g.˛/ D 2f .0/ D 3˛-this is a contradiction. Hence the partition is ff0g; f1; 2; 3; 4gg. The proof is complete.
Note that M z 3 ' 2 is unitarily equivalent to M z 2 ' 3 , it follows that if D z 2 ' 3 then the partition is also ff0g; f1; 2; 3; 4gg.
Proposition 2.4. Let D z 2 '˛'ˇ' with˛;ˇ; being mutually distinct and˛ˇ ¤ 0. Then the partition is ff0g; f1; 2; 3; 4gg.
Proof. We prove it by contradiction. If the partition is not ff0g; f1; 2; 3; 4gg, then it is ff0g; f1; 4g; f2; 3gg. Without loss of generality, suppose
Note that 
Since f .0/ D˛, it follows thatˇC D˛D 0 -this is a contradiction. Thus the partition is ff0g; f1; 2; 3; 4gg.
Before discussing the partition for D z 2 ' 2 'ˇ;˛¤ˇ;˛ˇ2 Dnf0g, we need two more lemmas.
Proof. Since
we have the following five equations:
Note that 8 < :
The conclusion follows from the equations of the derivatives of f .
2 'ˇ;˛¤ˇ;˛ˇ¤ 0. If the partition for is ff0g; f1; 4g; f2; 3gg, then Proof. Suppose the partition for is ff0g; f1; 4g; f2; 3gg. If
There are essentially two cases:
Note that
and hence
so˛D 0 -this is a contradiction. Consequently, we have
Now, let f; g be the same as above. Then
This in turn implies
and hence 8 < :
This finishes the proof.
Now we can study the partition for D z 2 ' 2 'ˇ;˛¤ˇ;˛ˇ¤ 0.
2 'ˇ;˛¤ˇ;˛ˇ¤ 0. Then the partition for is ff0g; f1; 4g; f2; 3gg if and only if˛=ˇ2 R and 'ˇ.˛/ D˛2 .
Proof. Suppose D z 2 ' 2 'ˇ;˛¤ˇ;˛ˇ¤ 0, by Lemma 2.5,
If the partition for is ff0g; f1; 4g; f2; 3gg, then by Theorem 2.1, there are two irreducible polynomials p 1 .w; z/ and p 2 .w; z/ such that f .w; z/ D .w z/p 1 .w; z/p 2 .w; z/. Suppose
Note that f 1 ; 4 g and f 2 ; 3 g form two components of S D S f , and the positions for w and z are symmetric, we have a 0 .z/; b 0 .z/ are not 0, and dega i .z/ Ä 2; degb i .z/ Ä 2. Multiplying p 1 .w; z/ with p 2 .w; z/ and comparing the coefficients of w j with f .w;z/ w z , j D 0; 1; 2; 3; 4, we obtain
, and so˛ z is a factor of a 2 .z/ and b 2 .z/. There are essentially two cases.
Case I:
is a factor of a 1 .z/,ˇz 1 is a factor of
.ˇ z/z, this contradicts the fact that˛ z is a factor of a 2 .z/ and
.˛ z/ 2 , similarly, this is also a contradiction.
.˛ z/z, then by (4),ˇ z is a factor of a 1 .z/. It follows that c 1 D 0; a 1 .z/ D 0, then we can easily derive a contradiction.
(
.˛ z/.ˇ z/, then by (4),ˇ z is a factor of b 1 .z/, therefore
But by Lemma 2.6, 1 .z/ C 4 .z/ is not a constant, we get a contradiction.
.˛ z/z, then by (4),ˇ z is a factor of a 1 .z/. Suppose 
Thus by Lemma 2.6, we get
Comparing the coefficients of z j ; j D 1; 2, we get
Equivalently for t D˛=ˇ 1 j˛j
In particular, t is real.
By (4):
Comparing the coefficients of z 2 ; we get˛1
Recall that t D t D˛=ˇ; c 2 D 1,˛1 D˛,˛2 D 2j˛j 2 t; the above equation becomes
Thus 2j˛j
. Then by Lemma 2.6, we have
Suppose t D˛=ˇ, then by (11),
In particular, t is real. By (13) and c 2 D 1, we get and hence the partition for is ff0g; f1; 4g; f2; 3gg.
By Propositions 2.2, 2.3, 2.4 and 2.7, we obtain the following theorem.
Theorem 2.8. Let be a finite Blaschke product of order 5. Then one of the following holds: (a) If is equivalent to ' 5 for˛2 D, then the partition is ff0g; f1g; f2g; f3g; f4gg;
(b) If is equivalent to .z 2 ' 2 'ˇ/ ı ' for˛;ˇ2 Dnf0g; 2 D;˛=ˇ2 R; 'ˇ.˛/ D˛2 , then the partition is ff0g; f1; 4g; f2; 3gg; (c) If is not equivalent to any of the functions in (a) and (b), then the partition is ff0g; f1; 2; 3; 4gg.
Remarkably, the hypothesis of Theorem 2.8 (a) is natural. In fact, according to the definiton of the equivalence of two finite Blaschke products, if˛¤ 0, then
and hence 5 is not equivalent to z 5 . Meanwhile, it is worth mentioning here that both M 5 and M z 5 on B 2 are unitarily equivalent and so they have the same reducibility on B 2 -but on D 2 both M 5 and M z 5 are not unitarily equivalent when˛¤ 0; see Corollary 1.4. On the other hand, when the order n of is prime, it is unknown whether the number q of the connected components of the Riemann surface S can be different from 2 and n ( [6] ), and so Theorem 2.8 answers this question when n is 5. Accordingly, we think that q can also be different from 2 and n (a prime greater than 5).
3 Reducible M on D 2 with being of order 5
Now we are ready to discuss the reducibility of M on D 2 when is a finite Blaschke product of order 5. 
has a nontrivial solution .a 2 ; a 3 /. By Lemma 2.6, we have 
If the partition is ff0g; f1g; f2g; f3g; f4gg, then each i is equivalent to itself, thus each i extends analytically to the unit disc and has modulus 1 on the unit circle, so each i is a Möbius transform. Hence is equivalent to '
If the partition is ff0g; f1; 2; 3; 4gg, then M is irreducible on D 2 in this case.
If the partition is ff0g; f1; 4g; f2; 3gg, then we show dim e as in (f), for f 2 D 2 , the equation
has a nontrivial solution .a 2 ; a 3 /. Next, we show that f ; ıg D f˛;ˇg. If f ; ıg ¤ f˛;ˇg, then, without loss of generality, suppose ı 6 2 f˛;ˇg. 
Consequently, we get˛D 0 -this is also a contradiction. Therefore, dim e A D 1. In either case, we have dim e
The proof is complete.
4 Reducible M on D 2 with being of order 6
In this section, we discuss the reducing subspaces of M on D 2 when the order of is 6. To do so, we say that a finite Blaschke product of order n is reducible provided that there are two nontrivial finite Blaschke products 1 and 2 such that D 1 ı 2 , and then need the following lemma.
Lemma 4.1 ([6]). For a finite Blaschke product of order n, is reducible if and only if
; G k m of the partition arising from .
From this lemma we see that if is a finite Blaschke product of order 6, then the partition ff0g; f1; 5g; f2; 4g; f3gg is impossible -in fact -if the partition is ff0g; f1; 5g; f2; 4g; f3gg, then f0g [ f3g; f0g [ f2; 4g are two subgroups of Z 6 , and hence the proof of Lemma 4.1 in [6] Since 0 ; 3 are local inverses for 1 and analytic in D. By conditions (A 1 ), (A 2 ) and (A 3 ), we obtain that the possible partitions for are ff0g; f1; 5g; f2; 4g; f3gg and ff0g; f1; 4g; f2; 5g; f3gg. But, ff0g; f1; 5g; f2; 4g; f3gg doesn't satisfy Lemma 4.1, so the partition for is ff0g; f1; 4g; f2; 5g; f3gg. ; qg, G i ¤ f3g; f2; 4g; f2g; f4g. Then it is clear that for any i 2 f2; ; qg, G i is not a singleton. Without loss of generality, suppose 3 2 G 2 . If q D 3, then #G 3 D 2, it then follows from (A 2 ) that G 1 3 D G 3 , hence G 3 D f2; 4g, this is a contradiction. Thus q D 2, and G 2 D f1; 2; 3; 4; 5g. So the partition is ff0g; f1; 2; 3; 4; 5gg.
From the above discussion, when n D 6; we have the following possible partitions:
ff0g; f1g; f2g; f3g; f4g; f5ggI ff0g; f1; 3; 5g; f2g; f4ggI ff0g; f1; 4g; f2; 5g; f3ggI ff0g; f1; 2; 4; 5g; f3ggI ff0g; f1; 3; 5g; f2; 4ggI ff0g; f1; 2; 3; 4; 5gg:
Furthermore all these partitions actually happen. The above discussion gives an analogue of Theorem 2.8 for n D 6:
Now we can prove the main result of this section. 
(B) is equivalent to ' 2 .' 3 .z//;˛¤ 0, then the partition is ff0g; f2g; f4g; f1; 3; 5gg. Without loss of generality,
where
3 . Thus by Theorem 2.1, We use Proposition 1.3 to determine the dimension of e A . Recall that for f 2 D 2 , 
Choosing f D ' 1 ' 2 we get a 4 D 0. It follows that a 1 ; a 2 ; a 3 are arbitrary, so dim e
(ii)ˇ¤ 0;˛Dˇ3. Then '˛.'
and similarly, '˛.
. Without loss of generality, suppose
(iii)ˇ¤ 0;˛¤ˇ3. Then˛1;ˇ1; 1 ; 2 ; 3 are mutually distinct and not zero. Upon taking 
For f 2 D 2 , suppose a 1 ; a 2 ; a 3 ; a 4 satisfy 
(ii)ˇ¤ 0;˛Dˇ2. Then˛1 ¤ 0, andˇ1;ˇ2; 1 ; 2 satisfy
Since 0;˛1 satisfy '˛.' 2 .z// D 0, it follows that fˇ1;ˇ2g D f 1 ; 2 g D f0;˛1g, and (17) becomes
Thus 
(ii) ¤ 0. We claim that there existsˇi such thatˇi ¤ 0 andˇi ¤˛1. If we assume this claim, then by the
Now we prove the claim. We prove it by contradiction. Let
Then g.z/ D 2f 1 .z/ C 4 3 .z/ C 4z. There are five cases. We show that˛¤ 2 . If˛D 2 , then
This implies 
only has one zero different from 0 and˛1, this is a contradiction. Thus fˇ1;ˇ2;ˇ3;ˇ4g D f0; 0;˛1;˛1g is impossible. If fˇ1;ˇ2;ˇ3;ˇ4g D f0;˛1;˛1;˛1g, then
-but this is impossible. If fˇ1;ˇ2;ˇ3;ˇ4g D f˛1;˛1;˛1;˛1g, then
Thus f 1 .˛1/ D 4˛1 -this is a contradiction. Therefore the claim is proved.
(E) is equivalent to ' 2 ı .' 2 ' /;ˇ¤ , then the partition is ff0g; f2; 4g; f1; 3; 5g. Suppose 
(ii)˛¤ˇ2 . Noticing thatˇ¤ , we have that at least one˛i is not zero. Since
it follows that (ˇ1ˇ2ˇ3 ¤ 0Į i ¤ˇj 8 .i; j / 2 f1; 2g f1; 2; 3g:
Then by the same argument in (B)-(iii), we get
(F) is not reducible, then the partition is ff0g; f1; 2; 3; 4; 5gg. Thus M has exact two minimal reducing subspaces on .a 8 / If G 2 D f2; 5g, then G 2 CG 2 D f4; 0; 0; 3g, and hence condition .A 3 / yields G 3 D f3; 4g and G 4 D f1; 6g. This case is essentially the case .a 5 /;
.a 9 / If G 2 D f2; 6g, then condition .A 2 / yields G 3 D f1; 5g, and hence G 4 D f3; 4g. But this case doesn't satisfy condition .A 3 /;
.a 10 / If G 2 D f3; 4g, then G 2 C G 2 D f6; 0; 0; 1g, and hence condition .A 3 / implies G 3 D f1; 6g and G 4 D f2; 5g. This case is essentially the case .a 5 /;
.a 11 / If G 2 D f3; 5g, then by condition .A 2 / one has G 3 D f2; 4g and so G 4 D f1; 6g. But this case doesn't satisfy condition .A 3 /;
.a 12 / If G 2 D f3; 6g, then by condition .A 2 / one has G 3 D f1; 4g and so G 4 D f2; 5g. But this case doesn't satisfy condition .A 3 /;
.a 13 / If G 2 D f4; 5g, then by condition .A 2 / one has G 3 D f2; 3g and so G 4 D f1; 6g. But this case doesn't satisfy condition .A 3 /;
.a 14 / If G 2 D f4; 6g, then by condition .A 2 / one has G 3 D f1; 3g and so G 4 D f2; 5g. But this case doesn't satisfy condition .A 3 /;
.a 15 / If G 2 D f5; 6g, then by condition .A 2 / one has G 3 D f1; 2g and so G 4 D f3; 4g. But this case doesn't satisfy condition .A 3 /.
Therefore if q D 4; m D 2, then we have the possible partition ff0g; f1; 6g; f2; 5g; f3; 4gg. .c 5 / G 2 D f1; 3; 4g; G 3 D f2; 5; 6g; .c 6 / G 2 D f1; 3; 5g; G 3 D f2; 4; 6g; .c 7 / G 2 D f1; 3; 6g; G 3 D f2; 4; 5g; .c 8 / G 2 D f1; 4; 5g; G 3 D f2; 3; 6g; .c 9 / G 2 D f1; 4; 6g; G 3 D f2; 3; 5g; .c 10 / G 2 D f1; 5; 6g; G 3 D f2; 3; 4g. The above cases don't satisfy (A 3 ) except the case .c 2 / enjoying .A 4 /. Therefore, if q D 3; m D 3 then we have the only possible partition f1; 2; 4g; f3; 5; 6g.
(vi) If q D 2, then the partition is ff0g; f1; 2; 3; 4; 5; 6gg. From the above discussions, when n D 7, we have the following possible partitions:
ff0g; f1g; f2g; f3g; f4g; f5g; f6ggI ff0g; f1; 6g; f2; 5g; f3; 4ggI ff0g; f1; 2; 4g; f3; 5; 6ggI ff0g; f1; 2; 3; 4; 5; 6gg: 
(b) D z 6 '˛;˛¤ 0. We show that the partition is ff0g; f1; 2; 3; 4; 5; 6gg. Suppose on the contrary that the partition is not ff0g; f1; 2; 3; 4; 5; 6gg, then the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg or ff0g; f1; 2; 4g; f3; 5; 6gg:
(i) If the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg, without loss of generality, suppose 
this is a contradiction.
(ii) If the partition is ff0g; f1; 2; 4g; f3; 5; 6gg, suppose 
This is also a contradiction. Thus the partition is ff0g; f1; 2; 3; 4; 5; 6gg, it follows that M is irreducible on D 2 .
(c) D z 5 '˛'ˇ;˛¤ˇ;˛ˇ¤ 0. We show that dim e A D 1. Suppose on the contrary that dim e A ¤ 1, then the partition is: ff0g; f1; 6g; f2; 5g; f3; 4gg or ff0g; f1; 2; 4g; f3; 5; 6gg:
(i) If the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg, then, without loss of generality, suppose f 1 .0/; 6 .0/g D f0; 0g.
and hence by the same argument we get˛CˇD 0. Let
0g, and˛CˇD 0. Similarly, we also have a contradiction. Thus the partition ff0g; f1; 6g; f2; 5g; f3; 4gg is impossible.
(ii) Suppose the partition is ff0g; f1; 2; 4g; f3; 5; 6gg and dim e
has a nontrivial solution .a 2 ; a 3 ; a 4 /. There are essentially two cases: 
we get
Choosing f D '˛, we have a 2 D 0, thus dim e A D 1 -this contradicts the assumption that dim e A ¤ 1.
Therefore dim e A D 1, and M is irreducible on
2 ;˛¤ 0. We show that dim e A D 1. Suppose on the contrary that dim e A ¤ 1, then the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg or ff0g; f1; 2; 4g; f3; 5; 6gg:
By the same argument in (b)-(i), we see that the partition ff0g; f1; 6g; f2; 5g; f3; 4gg is impossible.
Suppose that the partition is ff0g; f1; 2; 4g; f3; 5; 6gg and dim e A ¤ 1. For f 2 D 2 , assume that the equation 
thus f 1 .˛/ D˛. Since 0 .˛/ D˛, we get
Therefore dim e A D 1, and M is irreducible on D 2 .
(e) D z 4 '˛'ˇ' ;˛ˇ ¤ 0. We show that dim e A D 1. Suppose on the contrary that dim e A ¤ 1, then the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg or ff0g; f1; 2; 4g; f3; 5; 6gg. Since dim e A ¤ 1, it follows that for f 2 D 2 , the equation
has a nontrivial solution .a 2 ; a 3 ; a 4 /. Therefore˛;ˇ; can not be mutually distinct. Without loss of generality, suppose˛Dˇ. If 8 < :
and hence D 0 -a contradiction. So, if the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg, then dim e A D 1.
(ii) If the partition is ff0g; f1; 2; 4g; f3; 5; 6gg and dim e 
has a nontrivial solution .a 2 ; a 3 /, we get˛DˇD , and a 2 D 2a 3 . Also for f 2 D 2 , the equation
Thus if the partition is ff0g; f1; 2; 4g; f3; 5; 6gg, then dim e A D 1. By (i) and (ii), we have dim e
Suppose on the contrary that dim e A ¤ 1, then the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg or ff0g; f1; 2; 4g; f3; 5; 6gg: Next, we show that˛3 D˛4. If˛3 ¤˛4, since dim e A ¤ 1, it follows that for f 2 D 2 , the equation
has a nontrivial solution .a 2 ; a 3 ; a 4 /. Thus˛1 D˛2 or f˛1;˛2g D f˛3;˛4g. If˛1 D˛2 WD˛, and
and hence˛3 C˛4 D 0. If
but this is a contradiction. If f˛1;˛2g D f˛3;˛4g, then setting
which yields a contradiction when˛1 D˛2. So˛3 D˛4 WD˛.
has a nontrivial solution .a 2 ; a 3 ; a 4 /, we obtain that˛1;˛2;˛are not mutually distinct. If˛1 D˛2, we have shown that this is impossible. If˛1 D˛, and f 1 ; g 1 are defined as above, i.e.,
Similarly,˛2 D˛is also impossible. Thus if the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg, then dim e A D 1.
(ii) If the partition is ff0g; f1; 2; 4g; f3; 5; 6gg and dim e then application of the fact that for f 2 D 2 the equation
has a nontrivial solution .a 2 ; a 3 /, derives
this is against the assumption dim e 
Note that hence˛1 D 0 -this is a contradiction. So f˛2;˛3g ¤ f˛4;˛5g. Now we show˛2 ¤˛3. If˛2 D˛3 WD˛, without loss of generality, suppose˛4 ¤˛. We show˛5 ¤˛. If This is a contradiction. If˛1 D˛, then by the argument below, we also have a contradiction. However the last equations contain a contradiction. Therefore˛2 ¤˛3.
We have shown f˛2;˛3g ¤ f˛4;˛5g, without loss of generality, suppose˛4 6 2 f˛2;˛3g. Since dim e A ¤ 1, it follows that for f 2 D 2 , the equation Therefore if f˛2;˛3g ¤ f˛4;˛5g, we have a contradiction. So if the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg;
then dim e A D 1.
(ii) If the partition is ff0g; f1; 2; 4g; f3; 5; 6gg and dim e Therefore if the partition is ff0g; f1; 2; 4g; f3; 5; 6gg, then dim e A D 1. By (i) and (ii), we have dim e
A D 1. (h) D z'˛1 '˛2 '˛3 '˛4 '˛5 '˛6 ;˛1˛2˛3˛4˛5˛6 ¤ 0. We have the following cases. (i) If the partition is ff0g; f1g; f2g; f3g; f4g; f5g; f6gg or ff0g; f1; 2; 3; 4; 5; 6gg, then by the argument in Theorem 3.1, we have M is irreducible on D 2 .
(ii) If the partition is ff0g; f1; 6g; f2; 5g; f3; 4gg, we show dim e We show that f˛1;˛2g; f˛3;˛4g; f˛5;˛6g are mutually distinct. If f˛1;˛2g D f˛3;˛4g, then letting thereby yielding a contradiction. Thus f˛1;˛2g; f˛3;˛4g are distinct. Similarly, we have f˛1;˛2g; f˛3;˛4g; f˛5;˛6g are mutually distinct. Now we show that not both˛1 and˛2 are in f˛3;˛4;˛5;˛6g. Let So it follows that either˛1 or˛2 is not in f˛3;˛4;˛5;˛6g. If˛1 D˛2, then choosing f D '˛3 '˛4 '˛5 '˛6 in the following equation 
