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Classical density functional theory is applied to investigate the validity of a phenomenological force-balance
description of the stability of the Cassie state of liquids on substrates with nanoscale corrugation. A bulk
free-energy functional of third order in local density is combined with a square-gradient term, describing the
liquid-vapor interface. The bulk free energy is parameterized to reproduce the liquid density and the compress-
ibility of water. The square-gradient term is adjusted to model the width of the water-vapor interface. The
substrate is modeled by an external potential, based upon Lennard-Jones interactions. The three-dimensional
calculation focuses on substrates patterned with nanostripes and square-shaped nanopillars. Using both the
force-balance relation and density-functional theory, we locate the Cassie-to-Wenzel transition as a function
of the corrugation parameters. We demonstrate that the force-balance relation gives a qualitatively reason-
able description of the transition even on the nanoscale. The force balance utilizes an effective contact angle
between the fluid and the vertical wall of the corrugation to parameterize the impalement pressure. This
effective angle is found to have values smaller than the Young contact angle. This observation corresponds
to an impalement pressure that is smaller than the value predicted by macroscopic theory. Therefore, this
effective angle embodies effects specific to nanoscopically corrugated surfaces, including the finite range of
the liquid-solid potential (which has both repulsive and attractive parts), line tension, and the finite interface
thickness. Consistently with this picture, both patterns (stripes and pillars) yield the same effective contact
angles for large periods of corrugation.
I. INTRODUCTION
Super liquid-repellent surfaces are important for fun-
damental studies of wetting phenomena, as well as tech-
nological applications, including anti-fouling coatings1,
fog harvesting2, drag reduction3–6, and gas exchange
membranes7,8. Micro- and nanoscale topographic struc-
turing offers significant opportunities for manufacturing
such surfaces, by introducing a special wetting mode –
the Cassie or the “fakir” state9. In this regime, the liquid
resides on top of the topographic corrugations, while the
enclosed space below the liquid is filled with gas (Fig. 1a).
This reduces the adhesion, and a droplet can roll off eas-
ily. Thermodynamically, however, the Cassie state is
frequently only metastable10–13, meaning that it corre-
sponds to only a local minimum of the free energy, com-
pared to the free energy of a slightly deformed droplet.
a)Electronic mail: tretyakov@mpip-mainz.mpg.de
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In such a metastable situation, the absolute free-energy
minimum rather corresponds to the complete-wetting or
Wenzel state14. In the Wenzel state, the liquid permeates
the topographic structure, such that no gas “pockets”
remain, the adhesion is increased, and the contact angle
exhibits a large hysteresis (Fig. 1b). The Wenzel state is
therefore usually not super-repellent11, and hence most
technological applications aim at avoiding it as much as
possible.
To understand the basic physics of the system, let us
consider the coexistence of the liquid and the gas phase,
in the presence of the surface. Let us also assume, as a
first step, that the surface is flat. Since it is repelling, it is
clear that an open system at a pressure slightly above the
bulk coexistence pressure will be “dry”. In other words,
the condensed liquid phase exists away from the surface,
while direct contact with it is avoided. However, the
“dry” layer is very thin; its thickness is roughly compa-
rable to the range of interaction of the repulsion. From a
macroscopic point of view, this means contact, but with a
large interfacial tension γsl between solid and liquid. Now
we add a groove to the surface, and we first assume that
it is infinitely deep. In this situation, the system can ei-
ther be in the Cassie state, where the liquid-gas interface
remains suspended above the groove, or in the Wenzel
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FIG. 1. Various wetting regimes in the simplified two-dimensional geometry: (a) Cassie state, where the liquid-gas interface
resides on top of the solid corrugations; (b) Wenzel state, where the liquid permeates the cavity between the topographic
structure, and (c) Sagging mechanism in the Cassie state, where the liquid-gas interface still resides on top of the corrugations
but due to its curvature (or corrugation dimensions) gets into contact with the bottom of the cavity.
state, where the whole groove is filled with liquid. This
is so because pushing the interface into the groove by a
length h results in a gain of bulk free energy that scales
linearly with h, but also in a loss of liquid-solid surface
free energy that scales linearly with h as well. Since the
system prefers a liquid-gas interface over a liquid-solid
interface, the Cassie state is preferred, unless the bulk
pressure is so large that the bulk free energy prevails and
the system chooses the Wenzel state. For a groove that
is an infinitely long stripe, this consideration results in
a critical excess pressure (additional pressure above the
gas value) of
Pmax = −2γ
D
cos Θflat, (1)
where D is the width of the groove, γ the liquid-gas in-
terface tension, and Θflat the Young contact angle of a
macroscopic liquid droplet on a flat surface (larger than
90◦, due to the repelling surface). For a derivaton of this
relation10,12,15–20, see Appendix A. Within this picture,
the Cassie-Wenzel transition may therefore be viewed as
a first-order phase transition. From the experimental
point of view, it is useful to re-write the relation as
Pmax = −Lc
A
γ cos Θmax
1− f , (2)
where we assume that the total surface has an area A,
of which a fraction f is wetted in the Cassie state, while
the fraction 1 − f is covered with gas. More precisely,
we mean by A the area that is obtained after projecting
the nanostructure onto the surface, and similarly for the
fractions Af and A(1− f). Furthermore, Lc denotes the
contour length of the contact line, while Θmax replaces
Θflat as the maximum contact angle; this is an effective
angle that takes into account that the grooves in general
have a different shape than one-dimensional stripes19. It
should also be noted that the physical origin of the pres-
sure is of course arbitrary17; e. g. it can be the Laplace
pressure due to the curvature of the deposited droplet, a
dynamic pressure during droplet impact on the surface,
or hydrostatic pressure (underwater superhydrophobic-
ity21).
This simple phenomenological picture has been exper-
imentally confirmed, e. g., in the observation of evapo-
rating droplets19. Here the Laplace pressure22 keeps on
increasing during the evaporation process, until it reaches
Pmax (and the contact angle Θmax), and the Cassie state
collapses.
However, in general we may have to take into account
that the groove has a finite depth. In this situation, the
Cassie and Wenzel states look like depicted in Figs. 1a
and 1b, respectively. Apart from these two cases, it is
then in principle possible that yet a third stable state
occurs. It is depicted in Fig. 1c and we refer to it as the
“sagged Cassie” (SC) state. Here the contact line at the
“upper” end of the groove still remains pinned, but the
liquid-gas interface is already in contact with the “bot-
tom” of the cavity, while gas pockets remain in the cor-
ners of the groove. Such a state typically requires strong
hydrophobicity, in order to make sure that the contact
angle at the onset of sagging is still below the Young an-
gle. Another possibility to reach the SC state consists of
very shallow grooves, with a small depth-to-width ratio.
However, for these latter systems the involved pressures
are quite small, which means that they are very diffi-
cult to control and handle. For these reasons, the SC
state has so far rarely been of experimental importance.
Conversely, within the framework of theoretical calcula-
tions as described below, it is, for large hydrophobicity,
quite easily possible to observe the SC state. As a mat-
ter of fact, we did observe it for a system with a Young
contact angle of roughly 150◦. However, the purpose of
the present paper is mainly a test of the theory of the
Cassie-Wenzel transition (i. e. essentially Eq. (2)), which
obviously does not apply to the SC state. For this reason,
we have deferred a study of these phenomena to future
work, and confined the present investigation to systems
where a direct Cassie-Wenzel transition occurs.
Equation (2) shows clearly the challenges of manufac-
turing good super-repellent surfaces. Firstly, one should
realize that the ratio Lc/A is ∼ l−1, where l is the charac-
teristic length scale of the corrugation geometry, assum-
ing that its basic structure type (stripes, pillars, etc.)
remains fixed. Now, one would like to make f as small
as possible in order to facilitate easy roll-off11. How-
ever, to stabilize the Cassie state (or to increase Pmax)
one would like to make f as large as possible. In princi-
ple, this problem is avoided if l is decreased at constant
3f , meaning that both the period of the corrugation and
the lateral dimensions of the asperities are decreased at
the same rate: In this case, Pmax increases without sac-
rificing the frictional properties. However, this “minia-
turization route”10,16,19,20,23 is of course experimentally
difficult.
It is thus obvious that it is highly interesting to un-
derstand the Cassie-Wenzel transition for nanoscopically
structured surfaces. Here, however, one should take into
account that Eq. (2) is based upon a macroscopic consid-
eration. At the nanoscale, there are many aspects beyond
macroscopic physics, which potentially can alter the pic-
ture – or at least modify it when it comes to quantitative
considerations. Such aspects are (i) the finite thickness of
the liquid-gas interface, (ii) line tension effects, (iii) the
finite range of the substrate potential, (iv) the atomic
structure of the substrate, (v) the atomic structure of
the liquid, and (vi) thermal fluctuations. It is thus not
quite clear to what extent Eq. (2) remains valid at the
nanoscale20. Recent in situ x-ray diffraction studies24 of
the Cassie-Wenzel transition indicate that this might be
indeed the case. However, to the best of our knowledge,
extensive theoretical studies of this question are still lack-
ing, and the present paper is intended as a step in this
direction. We therefore investigate a simple microscopic
model and compare its predictions for the stability of the
Cassie state with Eq. (2). In the present study only the
microscopic aspects (i)–(iii) are taken into account, such
that the calculations are not too compute-intensive, and
a large range of parameters can be explored. It is possi-
ble to refine the model and include the aspects (iv)–(vi);
this is however left for future work.
Similar theoretical studies exist, which investigate mi-
croscopic models at structured surfaces. However, these
focus mainly on the dynamics, which is of course also
highly interesting and important. Apart from analyti-
cal theories25,26 there is currently significant interest in
exploring the barriers and the transition pathways be-
tween the two states. This can be done by lattice Boltz-
mann simulations27,28, string-method calculations cast in
the framework of continuum descriptions29 and particle-
based Molecular Dynamics (MD)30, as well as Boxed
MD31.
In the current study, we employ an approach based
on the classical density functional theory (DFT) for liq-
uids. Due to the flexibility of the formalism, wetting
phenomena can be addressed within DFT at different
levels of detail, as has been extensively discussed in sev-
eral reviews32–36. A simple strategy, which we employ
here, is to consider functionals which neglect the molec-
ular structure of the liquid and therefore do not account
for, e. g., layering at walls. At this level, the interactions
between liquid molecules (i. e. the fact that below the
liquid-gas transition the molecules tend to aggregate) is
just taken into account by the square-gradient approx-
imation37, while the bulk thermodynamics is described
by a strictly local functional.
More sophisticated functionals, like, e. g., the
weighted density approximation38, or even more elab-
orate schemes39–45, can be constructed, such that de-
tails of short-range correlations in the liquid are faith-
fully modeled. However, these elaborate functionals are
computationally much more expensive, and hence have
not been used in the present exploratory study. Repre-
sentative studies of liquids on chemically or topographi-
cally patterned substrates (but only in two dimensions!),
based upon such functionals, can be found in Refs.46–48,
while our simple functional allows us to study three-
dimensional systems without major problems. This DFT
model is parameterized on the basis of a few thermo-
dynamic properties of water, known from experiments.
The liquid-substrate interactions are taken into account
by a Lennard-Jones potential. Several cases of strength
of water/solid interactions are considered, realizing dif-
ferent degrees of hydrophobicity of the surface. A highly
related previous DFT study by Zhang and Ren49 was
done in three dimensions as well, and resulted in Cassie-
Wenzel phase diagrams for various surface patterns. In
contrast to the present study, whose aim is the compar-
ison with macroscopic theory, Ref. 49 rather focused on
transition states investigated with the “string method”
and did not attempt to adjust the functional to an ex-
perimental system. Our study should therefore be viewed
as complementary to Ref. 49.
The paper is organized as follows: Sec. II presents the
modeling strategy. In particular, the classical DFT ap-
proach is introduced in Sec. II A, while Sec. II B explains
the parameterization. The method of incorporating cor-
rugated substrates into the model is discussed in Sec. II C
and the numerical scheme is elaborated in Sec. II D. We
proceed with contact angle calculations in the canoni-
cal ensemble in Sec. III A. The predictions of the phe-
nomenological force balance and the classical DFT cal-
culations on nanostructured substrates are compared in
the remainder of Sec. III. We conclude in Sec. IV with a
short summary and an outlook.
II. MODELING APPROACH
A. Density functional theory description
We study the equilibrium thermodynamics of a system
with volume V and temperature T in the grand-canonical
ensemble. The starting point is a grand-canonical poten-
tial Ω, which is a functional of the average local number
density ρ(r):
Ω =
∫
dr ω(ρ(r),∇ρ(r)), (3)
ω
kBT
= ρ(r)
[
ln(Λ3ρ(r))− 1]+ fb(ρ(r)) +
κ
2
(∇ρ(r))2 + Us(r)ρ(r)− µρ(r). (4)
Here kBT is the thermal energy, such that Ω/kBT is
dimensionless. The first term in Eq. (4) describes the
4translational entropy of the liquid molecules. Λ is usu-
ally taken as the thermal de Broglie wavelength, which
gives rise to a normalization volume Λ3 that is needed
for dimensional reasons. Actually, the value of Λ is im-
material, since it only serves to define the zero of the
dimensionless chemical potential µ in the last term. This
is seen from the trivial identity
ρ ln(Λ3ρ)− µρ = ρ ln
(
ρ
Λ−3 exp(µ)
)
, (5)
which means that the only relevant parameter is the
combination Λ−3 exp(µ). The bulk excess Helmholtz
free energy per unit volume and per kBT is denoted by
fb(ρ(r)). The square-gradient term penalizes the pres-
ence of liquid-gas interfaces37. κ controls the interfacial
width and, in general, can be density-dependent50,51. In
the present study, κ is assumed to be a constant. The
influence of the substrate is described by an external po-
tential (per kBT ) denoted by Us(r). The form of this
potential, specific to the current study, is discussed in
sec. II C. It should be noted that Us is dimensionless,
while fb has the dimension of an inverse volume. For
fb(ρ(r)) we choose
fb(ρ(r)) =
v
2
ρ(r)2 +
w
3
ρ(r)3 (6)
with constant coefficients v and w. This is a very sim-
ple model capable of describing liquid-gas coexistence,
due to the competition between attraction (v < 0) and
repulsion (w > 0). These coefficients, and also the inter-
face parameter κ, are chosen to reproduce some reference
properties of liquid water (see Sec. II B for details).
The equilibrium density distribution minimizes Ω and
therefore fulfills the corresponding Euler-Lagrange equa-
tion:
ln(Λ3ρ(r)) +
∂fb(ρ(r))
∂ρ(r)
− κ∇2ρ(r) + Us(r)− µ = 0. (7)
To re-cast this DFT description in terms of Self Consis-
tent Field (SCF) theory52–54, it is instructive to rewrite
Eq. (7) as a system of equations:
W (r) =
∂fb(ρ(r))
∂ρ(r)
− κ∇2ρ(r) + Us(r), (8)
ρ(r) = Λ−3 exp(µ) exp(−W (r)). (9)
The quantity W (r) plays the role of a mean field rep-
resenting the interactions of a liquid molecule with its
surrounding molecules and the substrate. Apart from il-
lustrating the link to the SCF theory framework, Eqs. (8)
and (9) also provide the basis for our numerical scheme.
For a bulk liquid with density ρb, the density profile
is constant, and the surface potential vanishes. In this
situation, Eqs. (8) and (9) are simplified to
Λ−3 exp(µ) = ρb exp
(
∂fb
∂ρ
∣∣∣
ρ=ρb
)
. (10)
Inserting Eq. (10) into Eq. (9), one sees that instead of
the chemical potential we can rather use ρb in the liquid
phase as a control parameter.
For our nanoscopic system with an interface, the con-
cept of pressure needs to be generalized to the concept
of a stress tensor Π
↔
(r). From the general principles of
Lagrangian field theory55 it is clear that the stress tensor
is calculated as
Π
↔
=
∂ω
∂∇ρ ⊗∇ρ− ω 1
↔
; (11)
for our functional this results in50
Π
↔
kBT
= κ
[
∇ρ⊗∇ρ− 1
2
(∇ρ)2 1↔
]
(12)
− [ρ(ln(Λ3ρ)− 1) + fb + Usρ− µρ] 1↔.
For an infinite homogeneous bulk system, the expres-
sion becomes much simpler: Π
↔
= P 1
↔
with
P
kBT
= −ρb(ln(Λ3ρb)− 1)− fb(ρb) + µρb. (13)
Again we can use Eq. (10) to eliminate the chemical
potential; this results in the equation of state
P
kBT
= ρb + ρb
∂fb
∂ρ
∣∣∣∣
ρ=ρb
− fb(ρb). (14)
The stress tensor can therefore also be re-written as
Π
↔
kBT
= κ
[
∇ρ⊗∇ρ− 1
2
(∇ρ)2 1↔
]
+Pbulk 1
↔− Usρ1
↔
, (15)
with the understanding that the abbreviation Pbulk
means the evaluation of the bulk equation of state for
the local density ρ(r).
When adjusting Us(r) to reproduce a desired contact
angle on a non-corrugated substrate, the canonical en-
semble is more convenient. The Euler-Lagrange equa-
tion is then derived by minimizing the Helmholtz free
energy, obtained from Eq. (4). This must be done un-
der the constraint that the total number of molecules N
in the system remains fixed. In this case, the relation-
ship between the mean field felt by the molecule and the
local density is still described by Eq. (8). However the
counterpart of Eq. (9) in the canonical ensemble is
ρ(r) =
N exp(−W (r))∫
dr′ exp(−W (r′)) . (16)
B. Parameterization
At ambient conditions (T = 298.15 K, P = Pa =
0.1013 MPa, P/kBT = 0.0246 (nm)
−3) liquid water has56
a density (number of molecules per volume) of ρa =
533.33 (nm)−3, and a bulk modulus K = ρ∂P/∂ρ =
2.21 GPa, or K/kBT = 537 (nm)
−3. From the equation
of state, Eq. (14), combined with the simple model free
energy, Eq. (6), we find for pressure and modulus
P
kBT
= ρ+
v
2
ρ2 +
2
3
wρ3, (17)
K
kBT
= ρ+ vρ2 + 2wρ3. (18)
Insertion of the the values for ρ, P/(kBT ), and K/(kBT ),
as given above for ambient conditions, gives rise to a
set of two linear equations for v and w. Its solutions is
v ≈ −1.09 (nm)3, and w ≈ 0.023 (nm)6. Throughout the
study, we consider the temperature T = 298.15 K.
Bulk phase coexistence between liquid and vapor oc-
curs at a significantly lower pressure Pc < Pa. Denoting
the densities in the liquid and vapor phases with ρl and
ρv, respectively, the conditions for phase coexistence are
(i) equality of the pressure, i. e.
ρl +
v
2
ρ2l +
2
3
wρ3l = ρv +
v
2
ρ2v +
2
3
wρ3v, (19)
and (ii) equality of the chemical potential, i. e.
ρl exp
(
vρl + wρ
2
l
)
= ρv exp
(
vρv + wρ
2
v
)
(20)
(cf. Eq. (10)). To determine ρl and ρv one needs to
solve this set of equations numerically. For the param-
eters given above, this results in a liquid density that
is slightly decreased relative to the ambient value, but
essentially the same, due to the large value of K (and
identical within the given accuracy). The vapor den-
sity is found to be ρv ≈ 8.7 × 10−4 (nm)−3, while the
coexistence pressure (in units of kBT ) is found to be
Pc/kBT ≈ 8.7 × 10−4 (nm)−3, which is equivalent to
Pc ≈ 3.6 kPa.
Since K is very large, one can alternatively solve the
problem with fairly good accuracy in a simpler way, and
this is the way how we actually determined our parame-
ters: We assume from the outset that at coexistence the
liquid density ρl takes the value ρa, i. e. we neglect the
tiny decrease in density that results from decreasing the
pressure from one atmosphere to the coexistence value.
We then consider Eqs. (18), (19), and (20) as three equa-
tions for the three unknowns v, w, and ρv, which are
solved simultaneously, while the coexistence pressure is
determined after this from Eq. (17). This results in v,
w, ρv, and Pc values that are slightly shifted but, within
the given accuracy, identical to the values already given.
The precise values of the parameters at which the study
was performed are v = −1.086641506142464 (nm)3 and
w = 0.023102120829070 (nm)6. The vapor density and
the coexistence pressure are reasonably close to their ex-
perimental counterparts56, ρv ≈ 7.7 × 10−4 (nm)−3 and
Pc ≈ 3.2 kPa. It should be emphasized that, taking into
account the simplicity of the free-energy functional, it
can be hardly expected to reproduce real experimental
data more faithfully. Nevertheless, the most important
properties of bulk water have been taken into account.
To estimate the parameter κ we consider a flat liquid-
vapor interface in the absence of a substrate potential.
The one-dimensional density profile ρ(z) then varies be-
tween ρv for z → −∞ and ρl for z → +∞. The surface
tension γ is then given by50,57
γ
kBT
= κ
∫ +∞
−∞
dz
(
dρ(z)
dz
)2
. (21)
To proceed, we note that the problem of finding the
one-dimensional density profile ρ(z) is mathematically
identical to solving the one-dimensional equation of mo-
tion of a particle in an external potential, by identifying
Ω with the action integral. The standard method to solve
such a problem58 is to write down the equation for energy
conservation and to separate variables. This allows us,
after eliminating µ, and some straightforward algebra, to
transform the integral to the form
γ
kBT
=
√
κ
∫ ρl
ρv
dρ
√
2φ(ρ) (22)
with
φ(ρ) = ρ ln
(
ρ
ρl
)
+ (ρl − ρ) + v
2
(
ρ2l + ρ
2
)
+
w
3
(
2ρ3l + ρ
3
)− ρ (vρl + wρ2l ) . (23)
Numerical evaluation yields
γ
kBT
=
√
κ · 199.26 nm−9/2. (24)
Experimentally59 γ = 0.07275 N/m or γ/kBT =
17.673 nm−2 and we thus obtain κ = 0.007866 (nm)5.
The interfacial width h can be estimated approxi-
mately by assuming a profile that is linear on a scale
h and flat otherwise. This yields (see Eq. 21)
γ
kBT
≈ κ
h
(ρl − ρv)2 (25)
or h ≈ 0.5 nm. This would however impose the need of
a very fine discretization grid. We therefore increase κ
to the value κ = 0.031478342 (nm)5 (actual value used
in the calculations). This implies γ = 0.1455 N/m and
h ≈ 1 nm (since γ ∝ √κ it follows from Eq. 25 that
h ∝ √κ). This allows us to perform the calculations
employing a lattice spacing of 0.1 nm, which reduces the
computational effort significantly, compared to the oth-
erwise needed value of 0.05 nm. Furthermore, according
to the simulation results of Ref.60, an interfacial width of
1 nm is also expected to be physically more realistic.
C. Corrugated substrates
We model the corrugation geometry by a function
ρ0(r), the number density of the substrate atoms. We
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FIG. 2. (color online) Set-up for defining the substrate poten-
tial. The substrate explicitly present in the calculation box is
shown in pink. To construct the substrate potential a ”bulk”
of the substrate is taken into account (brown). The obtained
substrate unit is subsequently replicated (for clarity only two
images in x-direction are shown in white) based on the cut-off
rc of the LJ potential.
assume that this function is constant (i. e. ρ0(r) = ρ0)
within the space occupied by the substrate and zero else-
where. Describing the substrate in terms of continuum
theory (just as the water), and assuming pairwise addi-
tive interactions, we can hence write
Us(r) =
∫
dr′ Usw (|r− r′|) ρ0 (r′) , (26)
where Usw is the interaction potential between a sub-
strate atom and a water molecule (in units of kBT ). For
the latter, we use a 12-6 Lennard-Jones (LJ) potential:
Usw(r) =
{
4
kBT
[(
σ
r
)12 − (σr )6] r ≤ rc,
0 r > rc,
(27)
where  and σ are the characteristic energy and length
scale, respectively. In our calculations we use σ = 0.3 nm
and rc = 5 nm, while the potential depth  is adjusted to
reproduce the desired contact angle on a flat substrate.
More precisely, it is only the combined parameter ˜ =
ρ0/kBT that matters, and this is what we vary.
As the substrate structure is strictly periodic in the x
and y directions (parallel to the surface), it is sufficient
to restrict attention to one unit cell of the corrugation.
This results in a simulation cell with periodic boundary
conditions in x and y directions. The space z ≤ 0 corre-
sponds to the “bulk” substrate, i. e. ρ0(r) = ρ0 whenever
z < 0. In contrast, the space z > 0 corresponds to the
corrugated part, i. e. here we have ρ0(r) = 0 for the
space left for the water, while ρ0(r) = ρ0 in the regions
where there is substrate material. In z direction we hence
choose a box size that is large enough to faithfully model
(i) the interactions with all the substrate atoms, and (ii)
the thermal equilibrium with a bulk reservoir of water.
This requires an extension of at least rc in the negative z
direction, and an extension in positive z direction that is
significantly larger than the size of the corrugation, plus
the interfacial width. A typical unit cell is illustrated in
Fig. 2 in pink (one repeat unit of corrugation) and brown
(“bulk” of the substrate).
The continuum theory is discretized in terms of a sim-
ple cubic grid with lattice spacing ∆L = 0.1 nm, and
for simplicity we choose the same lattice structure and
constant in both the space occupied by water and sub-
strate. The integral in Eq. (26) is then discretized by a
sum, which has to be evaluated once and for all at the
beginning of the calculation (i. e. with negligible com-
putational cost). This formula is however used only for
those sites r that are not occupied by the substrate.
In order to avoid complicated boundary conditions at
the substrate surface, we allow (in principle) the water to
penetrate into the substrate. In other words, the equa-
tions are solved everywhere in the computational domain,
including the space occupied by the substrate. In this lat-
ter part, however, the water density is very small, since
on the substrate sites we introduce a very large potential
that strongly penalizes water penetration:
Us(r)|ρ0(r)>0 = Ucap, (28)
where Ucap is set to the maximum of all the Us values on
the sites not occupied by the substrate. This potential
replaces Eq. (26) on all sites r within the substrate; note
that in this case Eq. (26) would yield an infinite potential
value and thus an ill-defined model.
The space occupied by the ”bulk” of the substrate and
the replicas of the unit cell (brown and white in Fig. 2,
respectively) is excluded from the iteration scheme. The
solution is only performed within the calculation box en-
capsulating the corrugation unit (pink in Fig. 2) and the
space above it. The boundary conditions will be dis-
cussed in Sec. II D.
The above description of the substrate is acceptable for
a generic study, since the interactions with water are in
any case parameterized in a top-down fashion. It should
be noted that the integral in Eq. (26) can be done analyt-
ically only for fairly simple geometries61,62, and hence we
do it numerically as outlined above. This approach allows
us to implement essentially any desired substrate geom-
etry. When considering real substrates Us(r) must be
defined through more elaborate summation schemes63,64
to avoid, e. g., reduction of the adhesion strength due to
the cut-off. In this context, it should be noted that one
may alternatively view our procedure to calculate Us as
a way to sum up the potential contributions from indi-
vidual atoms located on a simple-cubic lattice of spacing
0.1nm. Therefore, the fact that the discretization of the
integral Eq. 26 introduces a slight corrugation of scale
0.1nm should not necessarily be viewed as an undesir-
able artifact. Rather, this can be interpreted as a means
to take effects of atomic-scale corrugation, like, e. g., in-
terface pinning, into account — of course only in a very
simple and certainly not quantitatively reliable way.
The dimensions of the calculation cell (Lx, Ly and Lz)
depend on the type of corrugation. For striped substrates
7with stripes oriented in the y direction, we can exploit
translational invariance and set Ly to a very small value
(Ly = 1.6 nm). In this case Lx is given by the periodicity
of the stripes a, i. e. Lx = a. The width of the stripe
is controlled by the parameter cx (cf. Fig. 2). In the
case of pillared substrates, the x and y dimensions of the
box are equal, and identical to the period of the pillars
a, i. e. Lx = Ly = a. The pillars have a quadratic
cross section of size cx × cy with cx = cy. For both
substrates, cx and a are the control parameters to vary
the substrate geometry. The height of the corrugations
and the dimension of the box in z−direction are set to
2 nm and Lz = 16.4 nm, respectively.
D. Numerical scheme
To solve the set of Eqs. (8) and (9) (or Eqs. (8)
and (16)) a real-space method is employed, akin to
numerical schemes developed for the treatment of the
SCF formalism in polymers65–67. The system is dis-
cretized through a regular cubic grid, with lattice spacing
∆L = 0.1 nm, and the set of equations is solved to obtain
the values of ρ(r) and W (r) on the nodes of this lattice.
The non-local term κ∇2ρ(r) is approximated by a finite-
difference method. The employed central-difference sten-
cil has 3 points in each of the three dimensions68.
To calculate finite differences at the boundaries of the
calculation cell, we utilize Dirichlet conditions in the
z direction, and periodic boundary conditions in the x
and y directions. For the former, we introduce two lay-
ers located at z = 0 and at z = Lz (the “bottom”
and the “top” layer), at which we prescribe the val-
ues of ρ. The nodes inside the cell are then located at
z = ∆L/2, 3∆L/2, . . . , Lz−∆L/2, and the equations are
only solved at these inner nodes. At the bottom we set
the water density to zero, ρbot = 0, which corresponds
to an infinitely repulsive surface potential acting on that
layer. In the case of grand-canonical calculations, the
density at the top layer is set to ρtop = 33.40 (nm)
−3.
We deliberately choose this value (which is larger than
the coexistence density) to impose on the top of the sys-
tem a moderate pressure, Pmax ' 50 atm (see Sec. III B
for more details). For calculations in the canonical en-
semble, where the droplet fits completely into the cell,
we rather set ρtop = ρv, i. e. the vapor density.
To calculate three-dimensional integrals (e. g. free en-
ergy, partition function, etc.) we use Simpson’s integra-
tion method with semi-open (x and y directions) or open
(z direction) boundaries69.
The numerical solution of the set of Eqs. (8) and (9) (or
(16)) proceeds via simple iteration. Starting from a field
W (r), a new density profile is calculated by inserting W
into the right-hand side of Eq. (9) (or (16)). From this
new profile, a new field Wnew(r) is obtained via insertion
into the right-hand side of Eq. (8).The field W is then
updated not by simply replacing it with Wnew, but rather
with the linear combination λWnew + (1− λ)W . Here λ
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FIG. 3. Shapes of droplets with radii of ca. 2, 4 and 7nm
(symbols) and the corresponding fits of their upper parts with
a spherical cap (solid lines). The contact angle Θflat then
results from the fit parameters.
(0 < λ ≤ 1) is a relaxation parameter introduced to avoid
numerical instabilities in the iteration. For our system,
we found that a fairly small value (λ = 10−3 . . . 2×10−3)
is needed. After a few hundred thousand steps the it-
eration has converged, meaning that the relative change
in the field, summed over all sites, is smaller than 10−25.
The program that we developed for this purpose is paral-
lelized via the Message Passing Interface (MPI) standard,
and publicly available70.
III. WETTING AT FLAT AND CORRUGATED
SUBSTRATES
A. Flat substrate
As a first step, we need to establish a connection be-
tween the interaction parameter ˜ and the contact angle
Θflat of droplets on a flat substrate (i. e. Young’s angle).
For this purpose we perform a series of calculations in the
canonical ensemble, and study droplets of different size
(or different number of water molecules N) at constant ˜.
For any finite size of the droplet, the contact angle is af-
fected by line tension contributions71, and hence the true
asymptotic contact angle is obtained only after extrapo-
lation to droplets of infinite size. Since the line tension
effects are different for spherical and cylindrical droplets,
it is advisable to study both types, such that the extrapo-
lation can be done in a more reliable way. The spherical
droplets are studied in a cell with quadratic cross sec-
tion, Lx = Ly. The cylindrical droplets are aligned in y
direction and infinitely long, such that we can make use
of translational invariance to set Ly to the small value
1.6 nm. We study the two values ˜ = 150 (nm)−3 and
100 (nm)−3. In order to check that the solutions are well-
converged, we start the iteration from two very different
starting configurations (droplets with contact angles 90◦
and 180◦) and confirm that the final results are identical.
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FIG. 4. Comparison of the contact angle of cylindrical (two-
dimensional) and spherical (3D) droplets on a flat substrate of
˜ = 150 (nm)−3 as a function of the droplet’s radius, R. Initial
configurations with contact angle of 180◦ (full cylinder and
sphere) and 90◦ (half-cylinder and semi-sphere) are utilized.
After relaxation to the equilibrium shape, we mea-
sure the contact angle. To this end, we first obtain a
two-dimensional xz-density map in a plane through the
droplet’s center of mass. Then, the liquid-vapor interface
is localized according to the criterion ρ = (ρl + ρv)/2.
As an example, Fig. 3 presents the resulting shapes of
drops of various sizes. To avoid uncertainties near the
substrate, we apply a spherical-cap approximation to the
upper part of the shapes (solid lines in Fig. 3). We thus
obtain fitted radii and fitted positions of the circles’ cen-
ters, from which the contact angles can be directly in-
ferred.
As an example of the extrapolation to infinite droplet
size, we present in Fig. 4 the Θflat data for ˜ =
150 (nm)−3, for both cylindrical and spherical drops, and
the two initial configurations that we studied. For the
other amplitudes ˜ the behavior is similar. As the contact
angle converges from above for cylinders, and from below
for spheres, the extrapolated value can be obtained fairly
accurately. Data for radii ≤ 3 nm should be discarded,
since in this regime the fitting procedure becomes rather
unreliable. This is hardly surprising, in view of the in-
terfacial thickness of 1 nm. Conversely, for radii ≥ 6 nm
the asymptotic behavior is essentially reached. Averag-
ing over these large droplets, we obtain Θflat = 101.26
◦
and 120.03◦ for ˜ = 150 (nm)−3 and 100 (nm)−3, respec-
tively. In the following, we refer to these values as 100◦
and 120◦ for simplicity. Our study therefore spans a
region from weakly to moderately strongly hydrophobic
substrate materials.
B. Corrugated substrates
For striped surfaces, the fraction f of surface that is
covered with liquid in the Cassie state is obviously given
by cx/a. Furthermore, the contour length of the three-
phase line is given by Lc = 2Ly, while the total area A is
A = aLy (see Fig. 5, left). The force-balance equation,
FIG. 5. (color online) The parameters of the substrate of
striped (left) and pillared (right) corrugation type. The con-
verged snapshots represent Cassie (left) and Wenzel (right)
states. Parts of the corrugations re-enter the calculation box
through periodic boundary conditions.
Eq. (2), can hence be re-written as
cx
a
=
b
a
cos Θmax + 1; b =
2γ
Pmax
. (29)
Similarly, for pillars (Fig. 5 right) we have f = c2x/a
2,
Lc = 4cx, A = a
2 and hence in this case Eq. (2) is re-
written as
cx
a
=
b
a
cos Θmax +
√(
b
a
cos Θmax
)2
+ 1 (30)
(meaning of b as above).
In order to test these relations, we pursue the fol-
lowing strategy: We impose the boundary condition
ρtop = 33.40 (nm)
−3 at the top of the calculation box (cf.
Sec. II D). We then evaluate the stress tensor, Eq. (15),
at the top layer. Since the profile is rather flat at the
top layer, the contribution ∝ κ can safely be neglected.
Hence
Π
↔
kBT
∣∣∣∣∣
top
= Pbulk(ρtop)1
↔
, (31)
and therefore we effectively impose a boundary condi-
tion of constant pressure at the top surface, at a value of
P ' 50 atm. This is much larger than the gas pressure at
the bottom, which is of order 10−2atm. For this reason,
we can safely identify the pressure at the top surface with
the excess pressure that enters Eq. (2). We then system-
atically vary cx at constant a, starting with a fairly large
value of cx. In this regime, the Cassie state is stable.
Upon decreasing cx, a critical value is reached at which
the Cassie state collapses and rather the Wenzel state is
observed. Obviously, our calculations permit us to di-
rectly monitor this process. Our iteration scheme starts
with an interface located ∼ 1 nm above the top of the
asperities; therefore the procedure is expected to always
98 12 16 20 24 28 32 36 40
period of the substrate corrugation, a [nm]
0
0.2
0.4
0.6
0.8
1
re
l. 
str
ip
e 
w
id
th
, c
x 
/ a
force balan
ce Θflat =
 100
o
Wenzel
Cassie
(a)
8 12 16 20 24 28 32 36 40
period of the substrate corrugation, a [nm]
0
0.2
0.4
0.6
0.8
1
re
l. 
pi
lla
r w
id
th
, c
x 
/ a
force balance Θflat
 
= 100
o
Wenzel
Cassie
(b)
8 12 16 20 24 28 32 36 40
period of the substrate corrugation, a [nm]
0
0.2
0.4
0.6
0.8
1
re
l. 
str
ip
e 
w
id
th
, c
x 
/ a
Wenzel
force
 bala
nce Θ fl
at
 
= 
120
o
Cassie
(c)
8 12 16 20 24 28 32 36 40
period of the substrate corrugation, a [nm]
0
0.2
0.4
0.6
0.8
1
re
l. 
pi
lla
r w
id
th
, c
x 
/ a
force balan
ce Θflat = 
120
o
Wenzel
Cassie
(d)
FIG. 6. State diagrams presenting the boundary between Cassie and Wenzel states, for striped (panels (a) and (c)) and pillared
(panels (b) and (d)) substrates. The interaction strengths are ˜ = 150 (nm)−3 (panels (a) and (b)), and ˜ = 100 (nm)−3 (panels
(c) and (d)). Open circles mark the limit of metastability of the Cassie state as calculated from DFT. The shaded regions in
the lower right corners of the diagrams correspond to absolute stability of the Wenzel state. In the remaining white regions
the Cassie state is either stable or metastable. Black dashed lines mark the corresponding limit of metastability as calculated
from the macroscopic force-balance relation, employing the respective Young contact angle on a flat substrate of Θflat = 100
◦
(panels (a) and (b)), and Θflat = 120
◦ (panels (c) and (d)). In all cases the hydrostatic pressure is Pmax ' 50 atm.
converge to the (possibly metastable) Cassie state, un-
less it is absolutely unstable. It should be recalled that
the purpose of the investigation is to find this limit of
metastability. Finally, this procedure is repeated for var-
ious values of a, resulting in a state diagram in the plane
a vs. cx/a. If the phenomenological force balance holds,
then the transition line must be given by Eq. (29) for
stripes, and by Eq. (30) for pillars.
At this point, it should be noted that the parameters
that enter the force-balance relation are (i) the geometry
data (input data of the calculations), (ii) the pressure
and the interfacial tension (known accurately, see also
end of Sec. II B), and (iii) the contact angle Θmax, which
is not known. Due to the diffuse nature of the interface
and the nanoscopic corrugation dimensions it is practi-
cally impossible to obtain a contact angle directly from
the simulation data. We therefore pursue the following
two strategies to do the comparison: (i) On the one hand,
we simply assume that the relevant contact angle is just
the Young value Θflat as follows from macroscopic con-
siderations (cf. Appendix A), and check how well the
predicted transition line matches the DFT result. This
strategy relies on the macroscopic assumption that con-
tact angle hysteresis is of no importance for ideal sub-
strates, which has been demonstrated to be valid at least
for some systems72,73. (ii) On the other hand, we solve
the force-balance relation, Eq. 2, for Θmax. We can hence
determine the contact angle as an effective parameter, to
be evaluated along the DFT phase transition line.
The results of this analysis are summarized in Figs. 6
and 7. The state diagrams in Fig. 6 clearly show that
the force-balance relation gives a qualitatively reason-
able description of the Cassie-Wenzel transition even on
the nanoscale. However, the attempt to describe the
phenomenon quantitatively by just employing the Young
contact angle (black dashed lines) fails. The deviations
increase systematically with increasing hydrophobicity,
as clearly shown in Fig. 7, plotting our resulting effective
contact angles Θmax as a function of the substrate period
a for various ˜. The effective angles are smaller than the
corresponding Young angles and the discrepancy grows
significantly with increasing hydrophobicity.
We therefore believe that it is reasonable to assume
that our effective contact angles embody the effects of
(i) the finite range of the substrate potential, (ii) finite
width of the liquid-vapor interface, and (iii) line tension.
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Interestingly, the details of the geometry seem to play
only a minor role: At fixed hydrophobicity the effective
Θmax is practically constant in the case of stripes. Even
more importantly, the pillared geometry yields the same
effective contact angle for large periods of substrate cor-
rugation (a & 20 nm), if only the hydrophobicity is the
same, validating assumption (iii). We believe that the
deviations for smaller values of a are due to the effect of
the pillar corners, whose relative importance decreases
with increasing corrugation dimensions.
Another remarkable observation is the finding that
in the semi-macroscopic limit (a & 20 nm) the effec-
tive Θmax values are fairly similar even for different hy-
drophobicities, and deviate much less from each other
than the corresponding Young angles. Even though at
these scales the contact angles are usually considered as
macroscopic ones, we emphasize that the height of the
corrugation, 2 nm, is nanoscopic, and this may possibly
trigger this effect. In our model hydrophobicity (in other
words, surface “chemistry”) is varied by modifying ˜, i. e.
the energy scale of the attraction, while σ, the charac-
teristic length scale affecting the atomic-scale corruga-
tion, remains unchanged. Apparently, on this level of
description, the phenomenon of super-hydrophobicity is
governed more by geometrical effects and the range of
the substrate potential rather than by the strength of
attraction.
C. Considerations on the absence of thermal fluctuations
An important question refers to the extent to which
the generality of our conclusions is affected by the ab-
sence of fluctuations in classical DFT. Above the length
scales where microscopic roughness of the interface sets
in, a qualitative estimate regarding the role of fluctua-
tions can be obtained from capillary-wave theory74,75 and
its application to fluctuating interfaces60,76–78. Accord-
ing to this theory, the mean square deviation of the local
interface position from its average location is given by
s2 = kBT2γ ln
(
L
Bo
)
, where L is the lateral size of the free
interface between corrugations. Bo stands for a coarse-
graining scale76 below which the capillary-wave Hamilto-
nian is not applicable, being of the order of one nanome-
ter (e. g. Ref. 60 reported a crossover at Bo = 0.8 nm).
We thus find that for the parameters studied in this pa-
per (L of the order of a few tens of nanometers, and
assuming Bo = 1 nm) the fluctuation s remains on the
sub-nanometer scale. This estimate suggests that at least
long-wave fluctuations should not cause significant devi-
ations from the observations reported here.
IV. SUMMARY AND OUTLOOK
The applicability of a phenomenological force-balance
relation for the Cassie-Wenzel transition of a water-vapor
interface has been studied by a simple model based upon
classical DFT. The method allows to study arbitrary sur-
face geometries on the nanoscale, where the phenomeno-
logical picture is least obviously valid. In the present pa-
per we picked corrugations of striped and pillared type.
The macroscopic force-balance relation describes the
absolute stability of the Cassie state in terms of the im-
palement pressure that depends on geometrical param-
eters of the corrugation, the liquid-vapor interface ten-
sion, and the effective contact angle, Θmax. An attempt
to interpret this angle as the Young contact angle fails
on the nanoscale. Instead, the effective angle quanti-
tatively satisfying the force-balance is smaller than the
corresponding Young’s value and takes into account ef-
fects of the finite range of the liquid-solid interactions,
line tension and the diffuse nature of the interface. This
suggestion is corroborated by the fact that in the case
of striped geometry the effective contact angle is inde-
pendent of the substrate period. Furthermore, for large
periods (a & 20 nm) the effective contact angles found
for striped and pillared geometry are the same at fixed
hydrophobicity, as the influence of the corners of the pil-
lars is not too large. We do not find any indication that
the Cassie-Wenzel transition can be of second order at
least for some nanoscopic geometries and hydrophobic-
ity strengths, as was suggested in Ref. 79. However in
that latter study thermal fluctuations were present and
probably played a crucial role in the transition.
In the present investigation we employed a simple clas-
sical DFT model which captures the long-wavelength
properties of a liquid, while neglecting local-scale pack-
ing. The latter can be taken into account through more
elaborate DFT descriptions. We expect that such local
packing will result in a certain shift of the predicted effec-
tive angle in two- and three-dimensional geometries, even
if the macroscopic thermodynamics remains unchanged.
However, we also expect that (at fixed hydrophobicity)
these very different geometries will be still characterized
by a unique value of the effective angle, provided that
the corrugation features are not too strongly miniatur-
ized. A test of this hypothesis is left for future work;
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tured surface in the Cassie state.
within the framework of the present model this is (at
least conceptually) easy to do by implementing more ad-
vanced density functionals. Further possible extensions
include the incorporation of a gas component (air instead
of water vapor) as well as numerical improvements, such
as adaptive-mesh schemes, to reach scales relevant to the
range of optical observations in experiments.
Appendix A MACROSCOPIC THEORY OF THE
CASSIE-WENZEL TRANSITION
We here derive the critical excess pressure for the
Cassie-Wenzel transition. Figure 8 outlines a simple ge-
ometry that is easy to analyze.
We assume that the situation is translationally invari-
ant in the y direction, i. e. the direction perpendicular to
the drawing plane. We assume that the system has an ex-
tension Ly in that direction. We furthermore assume, for
simplicity, that the gas–liquid interface has the shape of
a cylinder surface. Finally, we assume that the gas–solid
interfaces are perpendicular to the (overall) surface, and
that the asperities are so deep that effects of their finite
depth (“sagging”) can be ignored. The figure then shows
the liquid suspended in the Cassie state. We denote the
lateral extension of the cavity with D. It is related to
the cylinder radius R and the opening angle 2ψ via
D
2
= R sinψ, (32)
while the effective contact angle Θ (as defined in the fig-
ure) is given by
Θ = ψ +
pi
2
(33)
(we use radians as units for angles). The area of the
gas–liquid interface is then given by
A = Ly R 2ψ = LyD
ψ
sinψ
, (34)
while the liquid volume corresponding to the shaded area
of the figure is given by
Vl = Ly
(
R2ψ −R sinψR cosψ)
=
LyD
2
4 sin2 ψ
(ψ − sinψ cosψ) . (35)
If we denote the total volume of the cavity with Vtot, then
the volume occupied by the gas, Vg, is obviously given by
Vg = Vtot − Vl. (36)
We now consider the grand potential of the system within
the total volume of the cavity. The bulk contributions are
given by
Ωbulk = −PlVl − PgVg, (37)
where Pl and Pg are the pressures in the liquid and gas
phases, respectively. As a result of the curved interface,
these pressures are not the same (Laplace pressure). We
then can define an excess grand potential (using the gas
phase fully occupying the cavity as a reference state) via
Ωbulkex = Ω
bulk + PgVtot = −PexVl, (38)
where the excess pressure is given by
Pex = Pl − Pg. (39)
The full excess grand potential has also an interface con-
tribution, such that
Ωex = γlgA− PexVl, (40)
where γlg is the liquid-gas interface tension.
Normalizing the potential by the factor D2Ly, we thus
obtain for the normalized potential of the Cassie state
ωC = Γlg
ψ
sinψ
− Pex 1
4 sin2 ψ
(ψ − sinψ cosψ) , (41)
where Γlg = γlg/D.
The equilibrium shape of the interface in the Cassie
state is then obtained by minimizing ωC with respect to
ψ. After some straightforward (computer) algebra, this
results in
sinψ =
Pex
2Γlg
, (42)
or, returning to the angle Θ,
− cos Θ = Pex
2Γlg
. (43)
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FIG. 9. Macroscopic geometry for a liquid penetrating the
cavity. The depth of the penetration is h.
In order to study the stability of the Cassie state, we
compare its grand potential with the grand potential of
a Wenzel-like state, where the interface is pushed into
the cavity by some amount h (Fig. 9). For this latter
potential we obtain
ΩW = ΩC − PexDLyh+ 2 (γsl − γsg)Lyh, (44)
ωW = ωC − (Pex − 2∆Γ) h
D
. (45)
The second term corresponds to the additional bulk con-
tribution from the additional liquid that has been pushed
into the cavity. Similarly, the third term is the interface
contribution, where γsl and γsg are the interface tensions
of the solid-liquid and solid-gas interfaces, respectively.
The difference of these values occurs since a solid-gas in-
terface is replaced with a solid-liquid interface. In the
second equation, we abbreviate ∆Γ = (γsl − γsg) /D.
The equilibrium configuration is then obtained by op-
timizing ωW with respect to both ψ and h. Therefore, ψ
remains unchanged, compared to the Cassie state, while
the solution for h depends on the applied pressure. For
Pex < 2∆Γ we obtain h = 0, i. e. for small pressures the
Cassie state remains stable. Conversely, for Pex > 2∆Γ
the solution is h = ∞, which corresponds to the Wenzel
state.
The critical pressure (or the maximum excess pressure
up to which the Cassie state is stable) is therefore given
by
Pmax = 2∆Γ. (46)
Inserting this into Eq. (43), we find for the contact angle
at the transition
− cos Θ = ∆Γ
Γlg
(47)
or
γsg = γsl + γlg cos Θ, (48)
which is Young’s equation. In other words, the Cassie-
Wenzel transition occurs precisely when the contact angle
has reached the Young value, Θ = Θflat. Therefore, the
critical pressure can also be written as
Pmax = −2Γlg cos Θflat = −2γlg
D
cos Θflat, (49)
which is the formula given in the main text.
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