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Abstract: Scattering amplitudes in D dimensions involve particular terms that originate
from the interplay of UV poles with the (D − 4)-dimensional parts of loop numerators.
Such contributions can be controlled through a finite set of process-independent rational
counterterms, which make it possible to compute loop amplitudes with numerical tools
that construct the loop numerators in four dimensions. Building on a recent study [1]
of the general properties of two-loop rational counterterms, in this paper we investigate
their dependence on the choice of renormalisation scheme. We identify a nontrivial form of
scheme dependence, which originates from the interplay of mass and field renormalisation
with the (D−4)-dimensional parts of loop numerators, and we show that it can be controlled
through a new kind of one-loop counterterms. This guarantees that the two-loop rational
counterterms for a given renormalisable theory can be derived once and for all in terms
of generic renormalisation constants, which can be adapted a posteriori to any scheme.
Using this approach, we present the first calculation of the full set of two-loop rational
counterterms in Yang–Mills theories. The results are applicable to SU(N) and U(1) gauge
theories coupled to nf fermions with arbitrary masses.ar
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1 Introduction
Dimensional regularisation [2] is the most widely used method to regularise the ultraviolet
(UV) and infrared (IR) singularities of scattering amplitudes in quantum-field theory. In
this approach, loop amplitudes are computed in a continuous number D of space-time
dimensions, and the divergences of UV and IR kind assume the form of 1/(D − 4) poles.
For this reason, the (D− 4)-dimensional parts of loop momenta, metric tensors and Dirac
matrices need to be manipulated with special care. In a computer algebra framework this
is rather straightforward, while in the context of numerical algorithms, where algebraic
quantities need to be implemented in an integer number of space-time dimensions, the
consistent treatment of (D−4)-dimensional terms raises nontrivial technical and conceptual
problems.
In the literature a variety of methods have been proposed that aim at restricting the
calculation of loop amplitudes to an integer number of space-time dimensions [3–21]. At
one loop, the most widely used method is based on the idea of splitting loop amplitudes into
two parts according to the dimensionality Dn of the numerators of loop integrands. In this
approach, loop amplitudes can be constructed by means of automated numerical algorithms
in Dn = 4 dimensions, while the remaining (Dn − 4)-dimensional parts contribute only in
combination with UV poles, and can be reconstructed a posteriori by means of process-
independent rational counterterms [11, 22–24]. This method is a key ingredient of the most
efficient and flexible NLO automated tools on the market [25–28], and its extension to two
loops is a natural strategy towards NNLO automation.
As a first step in this direction, recently it was shown that renormalised two-loop
amplitudes in dimensional regularisation can be computed in terms of quantities in Dn = 4
dimensions and rational counterterms [1]. The relevant relation is encoded in the general
formula
R A¯2,Γ = A2,Γ +
∑
γ
(
δZ1,γ + δZ˜1,γ + δR1,γ
)
· A1,Γ/γ + δZ2,Γ + δR2,Γ , (1.1)
where R A¯Γ,2 is the renormalised amplitude of a two-loop vertex function1 or a single
two-loop diagram Γ in D dimensions. The corresponding one-loop subdiagrams and their
complements are labelled γ and Γ/γ, respectively, while A2,Γ and A1,Γ/γ denote the un-
renormalised amplitudes of Γ and Γ/γ in Dn = 4 dimensions. The above formula features
a similar structure as the well-known R-operation [29–32], i.e. it involves the unrenor-
malised two-loop amplitude of Γ in combination with one-loop counterterms associated
with the UV divergences of the subdiagrams γ, as well as two-loop counterterms associ-
ated with the remaining local two-loop divergence. For the subtraction of UV divergences
in Dn = 4 dimensions, the standard counterterms δZ1,γ and δZ2,Γ are supplemented by
additional one-loop counterterms δZ˜1,γ . Such extra UV counterterms are required only
for quadratically divergent selfenergy subdiagrams γ and are proportional to q˜2/ε, where
q˜ is the (D − 4)-dimensional part of the loop momentum that flows through Γ/γ. The
1 Here and throughout the paper by vertex, or vertex function, we mean any N -point function with
N ≥ 2 external lines.
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role of the remaining counterterms δR1 and δR2 in (1.1) is to reconstruct all parts of the
renormalised two-loop amplitude that originate from the interplay of UV divergences with
the (D − 4)-dimensional terms in the loop numerator. The parts stemming from one-loop
subdivergences are reconstructed through the well-known one-loop rational counterterms
δR1, while the two-loop rational counterterms δR2 account for the parts stemming from
the remaining local two-loop divergence.
The relation (1.1) holds for any process in any renormalisable theory, and, similarly
as for the usual UV counterterms, also δZ˜1, δR1 and δR2 are process-independent local
counterterms that depend only on the theoretical model. Thus, once the δZ˜1, δR1 and δR2
counterterms are available, their implementation amounts to a straightforward extension
of the Feynman rules. A general method to derive the two-loop counterterms δR2 in any
renormalisable model was presented in [1]. Technically, this procedure needs to be applied
to all one-particle irreducible (1PI) vertex functions that involve a global UV divergence,
and the required one- and two-loop integrals can be simplified using expansions that give
rise to tadpole integrals with a single mass scale.
So far, the study of two-loop rational terms was restricted to effects of UV origin,
assuming that IR divergences are either absent or are subtracted in a way that does not
interfere with the rational terms. In fact, at one loop IR divergences do not give rise to
any rational term [33]. However, the implications of IR divergences at two loops remain
to be investigated. Another limitation of the original study of [1] lies in the fact that the
derivation of the master formula (1.1) and the available δR2 counterterms for QED [1] are
based on specific renormalisation schemes, namely the MS or MS schemes.
In this paper—after a review in Sections 2–3 of the previous work on δR2 terms [1]—the
study of two-loop rational terms is extended in two new directions. First, in Section 4 we
demonstrate that the master formula (1.1) is valid for arbitrary renormalisation schemes,
and we present a general analysis of the scheme dependence of δR2 counterterms of UV
origin. To this end, we consider a finite multiplicative renormalisation of couplings, masses
and fields, and we study its interplay with the projection of loop numerators to Dn = 4
dimensions. As we will show, these two operations do not commute at two loops, but the
effect of their commutator can be encoded in a new set of scheme- and process-independent
one-loop counterterms δKˆ1. This allows us to derive the general formulas (4.62)–(4.64),
which describe the scheme dependence of δR2 counterterms as the result of the multi-
plicative renormalisation of the known δR1 counterterms plus a nontrivial part that can
be written as a combination of one-loop renormalisation constants and δKˆ1 counterterms.
In this way, the δR2 counterterms for a given theoretical model can be derived, once and
for all, in the form of a linear combination of generic one-loop renormalisation constants,
which can be adapted a posteriori to any desired renormalisation scheme.
The second main novelty of this paper is the first calculation of the full set of δR2
counterterms in Yang–Mills theories. As detailed in Section 5, the relevant calculations
are carried out in a generic renormalisation scheme and for a generic gauge group, while
the results are presented in a form that is applicable both to SU(N) and U(1) gauge
theories coupled to massless or massive fermions. The various tadpole expansions that
have been used to compute and validate the required loop integrals are documented in
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detail in Appendix A. There we present the expansion techniques that have already been
used in [1], as well as a new optimised approach. Finally, for convenience of the reader,
in Appendix B we have collected all relevant UV renormalisation constants for the case of
the MS scheme.
2 Rational terms at one loop
In this section we introduce the conventions used throughout this paper and we briefly
review the properties of one-loop rational terms following [1].
2.1 Notation and conventions
For the regularisation of UV divergences we use the ’t Hooft–Veltman scheme [2], where
external states are four-dimensional, while loop momenta as well as the metric tensors and
Dirac matrices inside the loops live in D = 4 − 2ε dimensions. For the decomposition of
these objects into four-dimensional parts and (D − 4)-dimensional remnants we use the
notation2
q¯µ = qµ + q˜µ˜ , γ¯µ = γµ + γ˜µ˜ , g¯µ¯ν¯ = gµν + g˜µ˜ν˜ , (2.1)
where the bar and the tilde are used to mark, respectively, the D-dimensional and (D−4)-
dimensional parts. To keep track of the dimensionality of loop numerators we use the
parameter Dn, which can assume the values D or 4. The case Dn = D corresponds to
standard calculations in dimensional regularisation, while in Dn = 4 all loop numerators
are projected to four dimensions keeping loop denominators in D dimensions.
For the integration measure in loop-momentum space we use the shorthand∫
dq¯ = µ2ε0
∫
d
D
q¯
(2pi)D
, (2.2)
where µ0 is the scale of dimensional regularisation. For the renormalisation scale we use
the symbol µR and, at variance with [1], in this paper µ0 and µR are treated as independent
scales.
In the ’t Hooft–Veltman scheme the renormalisation of UV divergences and the dis-
cussion of rational term of UV origin can be restricted to amputated 1PI vertex functions.
For more details see [1].
2.2 One-loop amplitudes with four-dimensional external momenta
Let us consider the amplitude of a 1PI one-loop diagram Γ,
A¯1,Γ =
∫
dq¯1
N¯ (q¯1)
D0(q¯1) · · ·DN−1(q¯1) , (2.3)
with denominators
Dj(q¯1) = (q¯1 + pj)
2 −m2j , (2.4)
2For more details see [1].
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where pj are combinations of four-dimensional external momenta. In Dn = D dimensions,
the numerator N¯ (q¯1) can be split into
N¯ (q¯1) = N (q1) + N˜ (q¯1) , (2.5)
where N (q1) is the four-dimensional part, obtained by projecting the metric tensor, Dirac
matrices and the loop momentum to four dimensions. The remnant part N˜ (q¯1) is ofO(ε, q˜1)
and will be referred to as the (D − 4)-dimensional part of the numerator. As discussed in
the following, its contribution can be controlled through a finite set of process-independent
rational counterterms.
In view of the analysis of rational terms beyond one loop, it is convenient to discuss
rational counterterms at the level of renormalised amplitudes. In the minimal subtraction
(MS) scheme, for renormalised one-loop amplitudes we use the notation
R A¯1,Γ = (1−K) A¯1,Γ = A¯1,Γ + δZ1,Γ , (2.6)
where K is an operator that extracts the UV divergence according to the MS prescription,
i.e. in the form of pure 1/ε poles, and δZ1,Γ is the corresponding counterterm. Here and in
the following, R and K should be understood as linear operators. Thus (2.6) is applicable
both when Γ is a single Feynman diagram or a set of diagrams, in which case the result is
equivalent to the sum of the contributions of individual diagrams. This linearity property
holds for all renormalisation identities in this paper.
At one loop, the renormalised amplitude can be constructed from quantities with
Dn = 4 by means of the identity
R A¯1,Γ = A1,Γ + δZ1,Γ + δR1,Γ , (2.7)
where A1,Γ denotes the amplitude in Dn = 4 dimensions,
A1,Γ =
∫
dq¯1
N (q1)
D0(q¯1) · · ·DN−1(q¯1) , (2.8)
which can be computed with numerical tools that handle the numerator in four dimensions,
while retaining the full D-dependence of the loop momentum in the denominator. The UV
divergence of A1,Γ is cancelled by the same δZ1,Γ counterterm as in (2.6), and the δR1,Γ
counterterm embodies the contribution of the N˜ -part of the numerator. At one loop, such
δR1,Γ counterterms originate only from the interplay of N˜ with poles of UV type [33].
Thus, similarly as for UV counterterms, they can be derived once and for all for the set of
UV divergent 1PI vertex functions [11, 22–24], where they take the form of homogeneous
polynomials of degree X in the external momenta {pk} and internal masses {mk}, with X
being the degree of UV divergence of the vertex at hand.
In this paper we focus on the rational terms that originate from N˜ , for which we use
the symbols δRL at L loops. Such terms will be referred to as N˜ rational terms or simply
rational terms.3
3Note that, in the literature on one-loop rational terms, the N˜ -terms of type δR1 are usually labelled
R2, while the label R1 is used for one-loop rational terms stemming from the (D − 4)-dimensional part of
loop denominators. The latter kind of rational terms cannot be described by local counterterms, but can
be controlled in a process-independent way through appropriate reduction algorithms in four dimensions
(see e.g. [34, 35]) and will not be discussed in this paper.
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Figure 1. Examples of UV divergent one-loop subtopologies. The loop momentum q¯1 circulates
inside the subdiagram, while the two external lines that are going to be embedded in a two-loop
diagram depend on the D-dimensional loop momentum q¯2 and carry the Lorentz/Dirac indices
α¯1, α¯2.
2.3 One-loop amplitudes with D-dimensional external momenta
An identity of type (2.7) is needed also for the one-loop subdiagrams of two-loop diagrams.
As depicted in Fig. 1, this kind of one-loop (sub)diagrams involve an internal loop momen-
tum q¯1 and an external loop momentum q¯2. Thus the relation (2.7) needs to be extended
to the case of D-dimensional external kinematics.
For the renormalised amplitude of a generic one-loop subdiagram in Dn = D we have
R A¯α¯1,γ(q¯2) = (1−K) A¯α¯1,γ(q¯2) = A¯α¯1,γ(q¯2) + δZα¯1,γ(q¯2) , (2.9)
where we explicitly indicate the dependence on the D-dimensional external loop momen-
tum q¯2 and the multi-index α¯ = (α¯1, α¯2), which embodies the two Lorentz/Dirac indices
associated with the two q¯2-dependent external lines (see Fig. 1). Since in Dn = D the
momentum q¯2 has the same dimensionality in the loop numerator and denominator, the
renormalised amplitudes (2.9) and (2.6) have the same form, and the corresponding UV
counterterms are related through the simple replacements q2 → q¯2 and α→ α¯.
The extension of the identity (2.7) is more subtle, and the generalised formula for
D-dimensional external kinematics reads [1]
R A¯α¯1,γ(q¯2) = Aα1,γ(q2) + δZα1,γ(q2) + δZ˜
α
1,γ(q˜2) + δRα1,γ(q2) +O(ε, q˜2) . (2.10)
Here the amplitude in Dn = 4 dimensions on the rhs is defined as
Aα1,γ(q2) =
∫
dq¯1
Nα(q1, q2)
D0(q¯1, q¯2) · · ·DN−1(q¯1, q¯2) , (2.11)
where all parts of the loop numerator, including α and q2, are projected to four dimensions,
while q¯2 is kept in D dimensions in the loop denominator. The counterterms δZ1,γ and
δR1,γ on the rhs of (2.10) are equivalent to the ones in (2.7), while δZ˜1,γ is a new UV
counterterm that cannot be obtained from (2.7) via naive q2 → q¯2 continuation. The δZ˜1,γ
counterterm is required in order to cancel the UV divergence of the amplitude in Dn = 4
dimensions (2.11),
KAα1,γ(q2) = −δZα1,γ(q2)− δZ˜
α
1,γ(q˜2) . (2.12)
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C1 C3 C2
V0
V1
ℓ10 ℓ20
ℓ30
Figure 2. A generic irreducible two-loop diagram consists of two vertices, V0, V1, that connect three
chains, C1, C2, C3, which contain, respectively, all propagators that depend on the loop momenta q1,
q2, q3 = −q1−q2. For the sum of the loop momenta `i0 = qi +pi0, which flow out of V0, momentum
conservation requires
∑
i `i0 =
∑
i pi0 = kext, where kext is the external momentum that flows into
V0. In practice, if V0 is a triple vertices (as in the picture) then kext = 0 and all pi0 can be set equal
to zero, while quartic vertices requires at least one non-vanishing pi0.
In renormalisable theories δZ˜1,γ is required only for quadratically divergent selfenergies,
and its general form [1] is
δZ˜
α
1,γ(q˜2) = v
α q˜
2
2
ε
, (2.13)
where vα is independent of q2. The origin of this O(q˜22/ε) counterterm lies in the fact that
q¯2 is kept in D dimensions in the loop denominator while it is projected to four dimensions
in the numerator.
3 Rational terms at two loops
In this section we review the general analysis of two-loop rational terms presented in [1].
3.1 Notation for two-loop diagrams and subdiagrams
Two-loop amplitudes involve reducible and irreducible two-loop diagrams. The former
can be factorised into one-loop parts, which generate, upon renormalisation, only one-loop
rational terms [1]. Thus genuine two-loop rational terms originate only from irreducible
diagrams. A generic irreducible two-loop diagram (see Fig. 2) consists of three chains,
C1, C2, C3, that are connected to each other by two vertices, V0,V1. Each chain Ci includes
a certain number Ni of propagators that depend on the loop momentum qi and Ni − 1
vertices. The loop momenta are related to each other by q¯1 + q¯2 + q¯3 = 0. The two-loop
integral associated with a generic two-loop diagram Γ has the form
A¯2,Γ =
∫
dq¯1
∫
dq¯2
N¯ (q¯1, q¯2, q¯3)
D(1)(q¯1)D(2)(q¯2)D(3)(q¯3)
∣∣∣∣
q¯3 =−q¯1−q¯2
, (3.1)
where each chain Ci contributes through the corresponding set of loop denominators,
D(i)(q¯i) = D(i)0 (q¯i) · · ·D(i)Ni−1(q¯i) , (3.2)
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with
D(i)a (q¯i) =
¯`2
ia −m2ia , and ¯`ia = q¯i + pia . (3.3)
The form of the loop numerator is
N¯ (q¯1, q¯2, q¯3) = Γ¯α¯1α¯2α¯3(q¯1, q¯2, q¯3) N¯ (1)α¯1 (q¯1) N¯ (2)α¯2 (q¯2) N¯ (3)α¯3 (q¯3) , (3.4)
where the parts N¯ (i)α¯i (q¯i) associated to each chain Ci are connected through the multi-indices
α¯i ≡ (α¯i1, α¯i2) to the tensor Γ¯α¯1α¯2α¯3 , which embodies the two vertices V0 and V1.
Irreducible two-loop diagrams Γ involve three one-loop subdiagrams γi, which result
from Γ by truncating the chain Ci. More precisely, each partition i|jk of 123 defines a
subdiagram γi that contains the chains Cj and Ck. Its amplitude reads
A¯α¯i1,γi(q¯i) =
∫
dq¯j
Γ¯α¯1α¯2α¯3(q¯1, q¯2, q¯3) N¯ (j)α¯j (q¯j) N¯
(k)
α¯k (q¯k)
D(j)(q¯j)D(k)(q¯k)
∣∣∣∣∣
q¯k =−q¯i−q¯j
, (3.5)
where q¯i plays the role of external momentum, and α¯i connects γi to its complement Γ/γi,
which contains the chain Ci, and is derived from Γ by shrinking γi to a vertex.
Similarly as in (2.5), the two-loop numerator can be split into four-dimensional and
(D − 4)-dimensional parts as
N¯ (q¯1, q¯2, q¯3) = N (q1, q2, q3) + N˜ (q¯1, q¯2, q¯3) . (3.6)
As discussed below, explicit two-loop calculations can be restricted to the four-dimensional
N contribution, while all N˜ -terms can be reconstructed by means of rational counterterms.
3.2 UV poles and rational parts at two loops
In general, two-loop amplitudes involve subdivergences and additional local two-loop local
divergences. These two kinds of divergences can be subtracted by means of the so-called
R-operation [29–32]. For a single two-loop diagram or a full two-loop vertex function Γ,
the subtracted amplitude has the form
R A¯2,Γ = A¯2,Γ +
∑
γ
δZ1,γ · A¯1,Γ/γ + δZ2,Γ , (3.7)
where A¯2,Γ is the unrenormalised two-loop amplitude in D dimensions. The second term
on the rhs subtracts all relevant subdivergences. When Γ is a single two-loop diagram the
sum involves the three one-loop subdiagrams γ = γ1, γ2, γ3 of Γ. The corresponding UV
divergences are subtracted by the counterterms
δZ1,γi = −K A¯1,γi , (3.8)
and their insertion into the complementary one-loop diagrams Γ/γi read
δZ1,γi · A¯1,Γ/γi =
∫
dq¯i δZ
α¯i
1,γi
(q¯i)
N¯ (i)α¯i (q¯i)
D(i)(q¯i)
. (3.9)
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The counterterm δZ2,Γ in (3.7) subtracts the local two-loop divergence that is left after
subtraction of the subdivergences. If Γ is a full two-loop vertex function, the identity (3.7)
can be applied at the level of the individual two-loop diagrams that contribute to Γ by
handling R as a linear operator. Alternatively, (3.7) can be directly applied to the full
vertex Γ. In this case, δZ2,Γ corresponds to the full UV counterterm for Γ, and δZ1,γ are
the complete one-loop counterterms for the vertices γ that can be inserted into the one-
loop vertex function A1,Γ, while δZ1,γ · A¯1,Γ/γ embodies all possible insertions of a certain
counterterm δZ1,γ into the various one-loop diagrams that contribute to A1,Γ.
The presence of a UV divergence in a subdiagram γi can be identified by means of the
degree of (sub)divergence
X(γi) = Xjk(Γ) = 4 + Uj(Γ) + Uk(Γ) +
1∑
a=0
Ya(Γ) , (3.10)
where Um(Γ) denotes the maximum power in qm along the chain Cm, and Ya(Γ) is the
generic power in q of the vertex Va. Subdiagrams with X(γi) ≥ 0 are UV divergent. The
remaining local two-loop divergences can be identified by means of the global degree of
divergence
X(Γ) = 8 +
3∑
i=1
Ui(Γ) +
1∑
a=0
Ya(Γ) , (3.11)
which corresponds to the total loop-momentum power of the full two-loop diagram. Glob-
ally divergent diagrams, i.e. diagrams with X(Γ) ≥ 0, involve local divergences.
As demonstrated in [1], the renormalised two-loop amplitude (3.7) in Dn = D di-
mensions can be expressed in terms of amplitudes in Dn = 4 dimensions plus appropriate
rational counterterms. The corresponding master formula reads
R A¯2,Γ = A2,Γ +
∑
γ
(
δZ1,γ + δZ˜1,γ + δR1,γ
)
· A1,Γ/γ + δZ2,Γ + δR2,Γ , (3.12)
and is illustrated in Fig. 3. The first term on the rhs is the unrenormalised two-loop
amplitude in Dn = 4 dimensions, which corresponds to A¯2,Γ with the N˜ -part of the nu-
merator (3.6) set to zero. The second term contains all required one-loop counterterms—
see (2.10)—for the cancellation of the UV poles of the subdiagrams γ and for the recon-
struction of the associated rational parts. As for the remaining two-loop counterterms,
δZ2,Γ is the same UV counterterm as in (3.7), while the rational counterterm δR2,Γ recon-
structs all remaining contributions of order ε−1 and ε0 that originate form the interplay of
the N˜ -part of the numerator with local UV divergences.
As demonstrated in [1], the δR2,Γ terms are process-independent local counterterms,
and can be computed once and for all in terms of tadpole integrals.
3.3 Sketch of the proof
In the following we review the key aspects of the proof of the master formula (3.12) and
we outline how to compute δR2 terms from tadpole integrals with one mass scale.
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R

Dn =D
=
=
 + (δZ1,γi + δZ˜1,γi + δR1,γi) + (δZ2,Γ + δR2,Γ)

Dn = 4
Figure 3. Graphical representation of the master formula (3.12) for the case of a globally divergent
two-loop QCD diagram with a single subdivergence.
In renormalisable theories, two-loop diagrams Γ with X(Γ) < 0 involve at most one
divergent subdiagram γ, for which, according to (2.10),
A¯1,γ + δZ1,γ = A1,γ + δZ1,γ + δZ˜1,γ + δR1,γ +O(ε, q˜22) , (3.13)
where q¯2 is the loop momentum that circulates through the complementary part Γ/γ of
the two-loop diagram. Using this identity one can show that, up to negligible O(ε) terms,
A¯2,Γ + δZ1,γ · A¯1,Γ/γ = A2,Γ +
(
δZ1,γ + δZ˜1,γ + δR1,γ
)
· A1,Γ/γ , (3.14)
which is equivalent to the master formula (3.12) with
δZ2,Γ = 0 and δR2,Γ = 0 for X(Γ) < 0 . (3.15)
This means that two-loop rational terms δR2,Γ occur only in the presence of a local di-
vergence. Therefore they can be determined, once and for all, by inverting the master
formula (3.12), i.e. by computing
δR2,Γ = A¯2,Γ −A2,Γ +
∑
γ
δZ1,γ · A¯1,Γ/γ −
∑
γ
(
δZ1,γ + δZ˜1,γ + δR1,γ
)
· A1,Γ/γ (3.16)
for all 1PI amputated vertex functions Γ with X(Γ) ≥ 0. The fact that δR2,Γ terms
originate only from local UV divergences makes it possible to express (3.16) in terms of
tadpole integrals [1]. Technically, this is achieved by decomposing two-loop diagrams into
two parts,
A¯2,Γ = A¯2,Γtad + A¯2,Γrem , (3.17)
where Γtad is constructed through a systematic expansion that embodies the local diver-
gence of Γ in the form of tadpole integrals. Here we focus on the general properties of
such tadpole expansions, while their explicit form and various possible optimisations are
discussed in detail in Appendix A. By construction, the remnant of the expansion in (3.17)
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is free from local divergences, i.e.4
X(Γrem) < 0 . (3.18)
Therefore, according to (3.15) the δR2 terms of Γ arise only from its Γtad part and can be
calculated with the formula
δR2,Γ = A¯2,Γtad −A2,Γtad +
∑
γ
δZ1,γtad · A¯1,Γtad/γtad
−
∑
γ
(
δZ1,γtad + δZ˜1,γtad + δR1,γtad
)
· A1,Γtad/γtad . (3.19)
Here γtad are the various subdiagrams of Γtad, and δZ1,γtad , δZ˜1,γtad and δR1,γtad are the
one-loop counterterms associated with the corresponding subdivergences. The latter do
not need to coincide with the subdivergences of the original diagram Γ. However, as
discussed in Appendix A, the tadpole decomposition (3.17) can be implemented in such a
way that Γtad and Γ have the same subdivergences. More precisely, one can require that
the difference between the corresponding subdiagrams,
A¯1,δγtad = A¯1,γ − A¯1,γtad , (3.20)
is free from UV divergences, i.e.
X(δγtad) < 0 . (3.21)
If this condition is fulfilled, then all subdiagrams of Γtad and Γ have identical UV poles
and rational parts, i.e.
δZ1,γtad = δZ1,γ , δZ˜1,γtad = δZ˜1,γ , δR1,γtad = δR1,γ . (3.22)
The above considerations apply to single two-loop diagrams Γ with related subdiagrams γ,
but can be directly extended—as discussed after (3.9)—to the case where Γ and γ are full
vertex functions.
Based on the formula (3.19) and the general properties of the tadpole expansion (see
Appendix A.1) one can show [1] that the δR2,Γ counterterms associated with 1PI ver-
tex functions take the form of homogeneous polynomials of degree X(Γ) in the external
momenta {pia} and internal masses {mia}.
4 Renormalisation scheme transformations
The goal of this section is to generalise the master formulas (2.7) and (3.12), which have
been derived in the MS scheme and its MS variant, to any renormalisation scheme. As
we will see, the form of the master formulas is independent of the renormalisation scheme,
4This identity should hold in Dn = D dimensions, i.e. both for the four-dimensional and the (Dn − 4)-
dimensional parts of the loop numerator, where terms of O(q˜i) and O(εqi) should be counted on the same
footing as O(qi). The same holds also for (3.21).
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i.e. we will demonstrate that the renormalised one- and two-loop amplitudes in a generic
scheme X fulfil the relations
R(X)A¯1,Γ = A1,Γ + δZ(X)1,Γ + δR(X)1,Γ , (4.1)
R(X)A¯2,Γ = A2,Γ +
∑
γ
(
δZ
(X)
1,γ + δZ˜
(X)
1,γ + δR(X)1,γ
)
· A1,Γ/γ + δZ(X)2,Γ + δR(X)2,Γ , (4.2)
where δZ
(X)
k are the UV counterterms in the scheme X. As we will show, the remain-
ing k-loop counterterms δZ˜
(X)
k and rational terms δR(X)k are related to the corresponding
objects in the MS scheme through transformations that involve only lower-order countert-
erms and rational terms. Actually, apart from a trivial scale dependence, δR1 and δZ˜1 are
scheme independent. As for the δR2 terms, it turns out—see (4.62) and (4.63)—that their
transformation amounts to a finite renormalisation of the corresponding δR1 terms plus a
nontrivial contribution that can be expressed—see (4.64) and (4.100)—as a combination
of one-loop renormalisation constants and auxiliary one-loop counterterms.
Note that, for consistency with the original formulation [1], the generalised master
formulas (4.1)–(4.2) are expressed in the language of the R-operation, where one-loop
subdivergences are subtracted via insertion of UV counterterms δZ
(X)
1,γ at the level of sub-
diagrams. This calls for an operational definition of such δZ
(X)
1,γ insertions in Dn = 4
dimensions in a generic scheme X. Motivated by the practical goal of expressing renor-
malised amplitudes in terms of loop integrals with four-dimensional numerators, we adopt
the definition
∑
γ
δZ
(X)
1,γ · A1,Γ/γ =
[∑
γ
δZ
(X)
1,γ · A¯1,Γ/γ
]
Dn=4
, (4.3)
i.e. the δZ
(X)
1,γ insertions on the rhs of (4.2) should be understood as a standard UV sub-
traction in Dn = D dimensions with a subsequent projection to Dn = 4. Actually, in a
generic renormalisation scheme the subtraction of UV divergences is controlled through
the multiplicative renormalisation of parameters and fields at the level of the Lagrangian.
Thus, contrary to the case of the minimal subtraction scheme, the prescription (4.3) cannot
be applied at the level of individual two-loop diagrams and their subdiagrams, but should
be understood at the level of the full sets of (sub)diagrams that are associated with the
renormalisation of a certain parameter or field. In practice (4.3) can be implemented, as
detailed in (4.67)–(4.68), via multiplicative renormalisation of the amplitude A¯1,Γ of a full
n-point vertex function Γ with a posteriori projection to Dn = 4.
In order to derive the above mentioned properties, in Sections 4.1–4.2 we first introduce
an appropriate scheme-transformations formalism for amplitudes in Dn = D dimensions.
The connection to amplitudes in Dn = 4 dimensions is established in Sections 4.3–4.4, and
the main results for the scheme dependence of rational terms are presented in (4.62)–(4.63)
and in Section 4.5.
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4.1 Multiplicative renormalisation
Let us consider a generic renormalisable theory with a certain set of fields {ϕj} and a set
of parameters {θi} = {α, λ,m}. For simplicity we restrict ourselves to a single coupling
constant α, a gauge-fixing parameter λ, and a mass parameter m, but the formalism
introduced in the following is applicable to any number of parameters.
To define a generic renormalisation scheme we adopt the multiplicative renormalisation
approach, where the cancellation of UV divergences is controlled through the identities
ϕj,0 =
(
Z(X)ϕj
)1/2
ϕi,X , θi,0 = Z(X)θi θi,X for θi = α, λ,m , (4.4)
where ϕj,0 and θi,0 denote the scheme-independent bare fields and parameters, while ϕj,X
and θi,X are their renormalised counterparts. The label X corresponds to a generic renor-
malisation scheme, which may be the MS scheme, the on-shell scheme, or any other scheme.
For the perturbative expansion of the renormalisation constants we use the notation
Z(X)χ = 1 +
∞∑
k=1
δZ(X)k,χ for χ = α, λ,m, ϕj , (4.5)
where the index k is the order in the coupling constant, i.e. δZ(X)k,χ ∝ αkX . Note that
(4.4)–(4.5) imply that
α0
αX
= 1 +O(αX) . (4.6)
The renormalisation formula for a scattering amplitude reads
R(X)A¯Γ ({θi,X}) =
[∏
j
(
Z(X)ϕj
)1/2] A¯Γ ({θi,0}) , (4.7)
where the index j runs over all external legs, and the scattering amplitude AΓ includes
terms of any order in the coupling constant. The combined effect of field and parameter
renormalisation in (4.7) can be cast in the form
R(X)A¯Γ ({θi,X}) =
∞∑
k=0
D
(X)
k A¯Γ ({θi,X}) , (4.8)
where D
(X)
k are operators of order α
k
X that contain combinations of renormalisation con-
stants and derivatives with respect to the corresponding parameters, θi = α, λ,m. Up to
second order they read
D
(X)
0 = 1 , (4.9)
D
(X)
1 =
∑
i
δZ(X)1,θi θi
∂
∂θi
+
∑
j
1
2
δZ(X)1,ϕj , (4.10)
D
(X)
2 =
∑
i
δZ(X)2,θi θi
∂
∂θi
+
1
2
∑
i,k
δZ(X)1,θi δZ
(X)
1,θk
θiθj
∂2
∂θi∂θj
+
1
2
∑
i
∑
j
δZ(X)1,ϕjδZ
(X)
1,θi
θi
∂
∂θi
+
1
4
∑
i
∑
j<i
δZ(X)1,ϕiδZ
(X)
1,ϕj
+
∑
j
[
1
2
δZ(X)2,ϕj −
1
8
(
δZ(X)1,ϕj
)2]
. (4.11)
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Let us now consider the interplay of (4.8) with the perturbative expansion of the
unrenormalised scattering amplitude,
A¯Γ ({θi,X}) =
∞∑
k=0
A¯k,Γ ({θi,X}) , (4.12)
where A¯k,Γ denotes the k-loop contribution, and we assume that A¯k,Γ ∝ αp+kX . Combin-
ing (4.8) with (4.12) we can write the n-loop contribution to the renormalised amplitude
as
R(X)A¯n,Γ =
n∑
m=0
D
(X)
n−m A¯m,Γ , (4.13)
or, more explicitly, up to two loops
R(X)A¯0,Γ = A0,Γ (4.14)
R(X)A¯1,Γ = A¯1,Γ +D(X)1 A0,Γ , (4.15)
R(X)A¯2,Γ = A¯2,Γ +D(X)1 A¯1,Γ +D(X)2 A0,Γ . (4.16)
Note that here we assume that the tree amplitude is free from (D − 4)-dimensional parts,
i.e. A¯0,Γ = A0,Γ.
4.2 Scale dependence and scheme transformations
The subtraction of UV singularities is associated with a renormalisation scale µR, which
enters the renormalisation formulas through a dimensionless ratio of the form
tX =
SXµ
2
0
µ2R
, (4.17)
where µ0 and µR are, respectively, the ’t Hooft scale of dimensional regularisation and the
renormalisation scale. Note that µR can be introduced “by hand” as part of the technical
prescription for the renormalisation of α, like in the MS and MS schemes, or it can arise
from a physical renormalisation condition, like in on-shell schemes, in which case µR is
typically a physical mass or energy scale. The term SX in (4.17) is a scheme-dependent
factor, and its explicit values in the MS and MS schemes are indicated in (4.27) and (4.30).
The scale dependence can be implemented in two different ways, which can be regarded
as two equivalent formulations of a scale-dependent renormalisation scheme. These two
approaches will be referred to as scheme X0 and scheme X. The first approach corresponds
to renormalisation identities of the form
ϕj,0 =
(
Z(X0)ϕj
)1/2
ϕi,X0 , α0 = t
−ε
X Z(X0)α αX0(µ2R) , θi,0 = Z(X0)θi θi,X0(µ2R) , (4.18)
for θi = λ,m. Here the scale dependence is entirely controlled through the factor t
−ε
X in
the renormalisation of the coupling constant, while the renormalisation constants Z(X0)χ
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are free from any explicit scale dependence. Their perturbative expansion has the same
form as (4.5), i.e.
Z(X0)χ = 1 +
∞∑
k=1
δZ(X0)k,χ for χ = α, λ,m, ϕj . (4.19)
At variance with (4.6), the above renormalisation identities imply
α0
αX0
= t−εX +O(αX) , (4.20)
and are thus inconsistent with the formalism of Section 4.1. This issue can be circumvented
by converting the above renormalisation identities into the form (4.4)–(4.5). This can be
achieved by rescaling the coupling constant as
αX0(µ
2
R) = t
ε
XαX(µ
2
R) , (4.21)
while keeping all other parameters and fields unchanged. This finite renormalisation5 turns
the scheme X0 into the equivalent scheme X, and the resulting renormalisation identities
read
ϕj,0 =
(
Z(X)ϕj
)1/2
ϕi,X , θi,0 = Z(X)θi θi,X(µ2R) for θi = α, λ,m , (4.24)
where
Z(X)χ = 1 +
∞∑
k=1
δZ(X)k,χ for χ = α, λ,m, ϕj , (4.25)
with
δZ(X)k,χ = (tεX)k δZ(X0)k,χ
∣∣∣
α=αX(µ
2
R)
. (4.26)
In this way, all scale-dependent factors are reabsorbed into the coupling factors associated
with the renormalisation constants.
The coupling constants corresponding to the schemesX andX0, defined through (4.18)–
(4.19) and (4.24)–(4.26), differ by a factor tεX = 1 + O(ε). Thus these two schemes are
not identical. Nevertheless they are equivalent since finite quantities in the scheme X0
and X differ only by irrelevant terms of O(ε). In particular, at the level of renormalised
amplitudes the schemes X and X0 yield equivalent results. In the following sections we
will treat scale-dependent terms as in (4.24)–(4.26), which guarantees the consistency with
5To be more explicit, such finite renormalisation is defined through (4.21) in combination with
ϕj,X0 = ϕj,X , θi,X0(µ
2
R) = θi,X(µ
2
R) for θi = λ,m , (4.22)
and the renormalisation constants in the schemes X0 and X are related via
Z(X)χ = Z(X0)χ
∣∣∣
α= tε
X
αX (µ
2
R)
for χ = α, λ,m, ϕj . (4.23)
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the formalism of Section 4.1 and makes it possible to use the renormalisation identities
(4.8)–(4.16).
Note that the scale-independent parts δZ(X0)k,χ of (4.26) can involve terms of arbitrary
high order in ε, and the n-loop renormalised amplitudes (4.13) receive finite contributions
from all ε-suppressed terms of δZ(X0)k,χ up to order εn−k.
Minimal subtraction schemes
The MS and MS schemes are simple realisations of the above scale-dependent renormali-
sation prescriptions. In the case of the MS scheme, the rescaling factor in (4.17) is simply
SMS = 1 . (4.27)
Thus for the rescaled renormalisation constants (4.26) we have
δZ(MS)k,χ =
(
µ20
µ2R
)kε
δZ(MS0)k,χ for χ = α, λ,m, ϕj , (4.28)
while their scale-independent parts involve only pure 1/ε poles, i.e.
δZ(MS0)k,χ =
[
αMS(µ
2
R)
]k k∑
m=1
b
(m)
k,χ
εm
. (4.29)
The difference between the MS and MS schemes lies only in the rescaling parameter SMS,
which is defined through(
SMS
)ε
= (4pi)εΓ(1 + ε) =
(
4pie−γE
)ε
+O(ε2) . (4.30)
Otherwise, the scale-independent parts of the renormalisation constants are equivalent.
Thus
δZ(MS)k,χ =
(
SMS µ
2
0
µ2R
)kε
δZ(MS0)k,χ for χ = α, λ,m, ϕj . (4.31)
Here it is implicitly understood that αMS(µ
2
R) is replaced by αMS(µ
2
R) in δZ(MS0)k,χ .
For later convenience, we introduce also a generalised minimal subtraction scheme that
we label MSX and is defined through the renormalisation constants
δZ(MSX)k,χ = (tεX)k δZ(MS0)k,χ =
(
SX µ
2
0
µ2R
)kε
δZ(MS0)k,χ , (4.32)
where the rescaling factor SX is a freely adjustable parameter. The relation between the
coupling constants in the schemes MSX and MS can be easily derived from the scale-
independence of α0 and reads
αMSX (µ
2
R) = αMS
(
µ2R S
−1
X
)
. (4.33)
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Let us analyse the scale dependence of renormalised amplitudes in the MSX scheme,
R(MSX)A¯n,Γ(µ2R) =
n∑
m=0
D
(MSX)
n−m A¯m,Γ . (4.34)
The rhs depends on µR and SX via the renormalisation operators
D
(MSX)
n−m = (t
ε
X)
n−mD(MS0)n−m . (4.35)
Here the part
(
t−εX
)m
of the scale-dependent factor can be reabsorbed into the unrenor-
malised amplitude A¯m,Γ by using(
t−εX
)m A¯m,Γ = A¯m,Γ∣∣∣
µ20 =µ
2
RS
−1
X
, (4.36)
which follows from the fact that the dependence of A¯m,Γ on µ0 amounts to an overall factor
(µ2ε0 )
m stemming from the integration measure (2.2). This yields
R(MSX)A¯n,Γ(µ2R) = (tεX)n
n∑
m=0
D
(MS0)
n−m A¯m,Γ
∣∣∣
µ20 =µ
2
RS
−1
X
, (4.37)
where, due to the finiteness of the renormalised amplitude, the overall factor (tεX)
n gener-
ates only irrelevant O(ε) contributions, while the rest of the scale dependence is entirely
controlled through the prescription µ20 = µ
2
RS
−1
X for unrenormalised amplitudes. For the
special case of the MS scheme the above identity reads
R(MS)A¯n,Γ(µ2R) = (tεMS)n
n∑
m=0
D
(MS0)
n−m A¯m,Γ
∣∣∣
µ20 =µ
2
R
, (4.38)
where tMS = µ
2
0/µ
2
R. Comparing the above equations we see that the renormalised ampli-
tudes in the MSX and MS schemes are connected through the same rescaling as in (4.33).
More precisely,
R(MSX)A¯n,Γ(µ2R) = (SεX)nR(MS)A¯n,Γ(µ2RS−1X ) = R(MS)A¯n,Γ(µ2RS−1X ) +O(ε) . (4.39)
A similar relation holds also for the dependence on the rescaling factor SX in a generic
scheme X.
Scheme transformations
Let us now discuss generic transformations that connect two multiplicative renormalisa-
tion schemes of the form (4.24)–(4.26). Specifically we consider the transformation that
connects the schemes X and MSX defined in (4.26) and (4.32). Such transformations can
be formulated at the level of the renormalisation constants as
Z(X)χ = Z(∆X)χ Z(MSX)χ for χ = α, λ,m, ϕj , (4.40)
where the renormalisation constant
Z(∆X)χ = 1 +
∞∑
k=1
δZ(∆X)k,χ (4.41)
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is free from 1/ε poles. Its k-loop parts can be expressed as
Z(∆X)k,χ = (tεX)k Z(∆X0)k,χ , (4.42)
where Z(∆X0)k,χ denotes the scale-independent part. Note that the scale factors tεX that
enter the renormalisation constants Z(X)χ , Z(∆X)χ and Z(MSX)χ in (4.40) need to be identical.
This is mandatory in order to match all logarithms of tX that arise from terms of type
(αX t
ε
X)
n ε−m.
Based on the factorisation of the renormalisation constants in (4.40), the renormalisa-
tion in the scheme X can be regarded as a two-step procedure consisting of a subtraction
of UV poles in the MSX scheme and a subsequent multiplicative renormalisation with the
finite renormalisation constants (4.41). More explicitly, the renormalised amplitudes (4.13)
in the scheme X can be obtained starting form MSX renormalised amplitude through
R(X)A¯Γ ({θi,X}) =
[∏
j
(
Z(∆X)ϕj
)1/2]
R(MSX)A¯Γ ({θi,MSX}) , (4.43)
which is equivalent to
R(X)A¯n,Γ =
n∑
m=0
D
(∆X)
n−m R
(MSX)A¯m,Γ , (4.44)
where it is understood that θi = θi,X(µ
2
R) for all objects on the rhs, and the operators
D
(∆X)
k are defined as in (4.8)–(4.11) but with renormalisation constants δZ(X)k replaced by
δZ(∆X)k . Note that in (4.44) the parameter derivatives ∂/∂θi contained in D(∆X)k act on
all building blocks of R(MSX)A¯m,Γ, i.e. both on amplitudes and renormalisation constants.
At one and two loops (4.44) reads
R(X)A¯1,Γ = R(MSX)A¯1,Γ +D(∆X)1 A0,Γ , (4.45)
R(X)A¯2,Γ = R(MSX)A¯2,Γ +D(∆X)1 R(MSX)A¯1,Γ +D(∆X)2 A0,Γ . (4.46)
In the following sections, these identities will be used as a starting point to derive the
master formulas (4.1) and (4.2) as well as the rules to transform rational terms from the
minimal subtraction scheme to a generic scheme X. To this end, we will also make use of
the relation
D
(X)
k =
k∑
j=0
D
(∆X)
k−j D
(MSX)
j , (4.47)
which can be derived by applying (4.13) on both sides of (4.44). At one and two loops,
(4.47) reads
D
(X)
1 = D
(∆X)
1 +D
(MSX)
1 , (4.48)
D
(X)
2 = D
(∆X)
2 +D
(∆X)
1 D
(MSX)
1 +D
(MSX)
2 . (4.49)
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4.3 Renormalisation formulas in Dn = 4 in a generic scheme
In this section we establish the generalised master formulas (4.1)–(4.2) by making use of
finite multiplicative renormalisations. To this end, we first transform the original master
formulas (2.7) and (3.12) to the MSX scheme defined in (4.32), and we then extend them
to the generic scheme X by means of (4.45)–(4.46).
In [1] the analysis of rational terms was restricted to the MS and MS schemes, and the
regularisation scale µ0 has been identified with the renormalisation scale µR. In order to
generalise the results of [1] to the MSX scheme with arbitrary scale µ0, let us start from
the master formulas (2.7) and (3.12) in the MS scheme with µ0 = µR,
R(MS)A¯1 = A1
∣∣∣
µ20=µ
2
R
+
(
δZ
(MS0)
1,Γ + δR(MS0)1,Γ
)
, (4.50)
R(MS)A¯2 = A2
∣∣∣
µ20=µ
2
R
+
∑
γ
(
δZ
(MS0)
1,γ + δZ˜
(MS0)
1,γ + δR(MS0)1,γ
)
· A1,Γ/γ
∣∣∣
µ20=µ
2
R
+
(
δZ
(MS0)
2,Γ + δR(MS0)2,Γ
)
. (4.51)
Here all counterterms δZ
(MS0)
k and δZ˜
(MS0)
k involve only poles or order ε
−1, . . . , ε−k, and the
rational counterterms δR(MS0)k involve only finite terms and poles of order ε0, . . . , ε−k+1.
In particular, for µ0 = µR all MS counterterms, including δR(MS0)k , do not depend on any
scale [1]. Note also that on the lhs of (4.50)–(4.51) we do not indicate the special choice
µ0 = µR since renormalised amplitudes are independent of µ0.
Based on (4.39) the above relations can be easily generalised to the MSX scheme by
setting µ20 = µ
2
RS
−1
X on the rhs. Moreover, along similar lines as in (4.34)–(4.37), the scale
dependence can be reabsorbed into the counterterms by using
Am
∣∣∣
µ20=µ
2
RS
−1
X
=
(
t−εX
)mAm , (4.52)
and multiplying R(MSX)A¯n by an overall factor (tεX)n. In this way, discarding irrelevant
O(ε) terms, one arrives at
R(MSX)A¯1 = A1 + Z(MSX)1,Γ + δR(MSX)1,Γ , (4.53)
R(MSX)A¯2 = A2 +
∑
γ
(
δZ
(MSX)
1,γ + δZ˜
(MSX)
1,γ + δR(MSX)1,γ
)
· A1,Γ/γ
+ δZ
(MSX)
2,Γ + δR(MSX)2,Γ , (4.54)
where all scale-dependent factors are absorbed into the counterterms and rational terms
δY
(MSX)
k,Γ = (t
ε
X)
k δY
(MS0)
k,Γ for δY = δZ, δZ˜, δR . (4.55)
These relations can be directly converted to the MS or the MS schemes by simply replacing
tεX by t
ε
MS =
(
µ20/µ
2
R
)ε
or tε
MS
=
(
SMS µ
2
0/µ
2
R
)ε
, respectively.
The explicit calculations of rational terms in [1] and in the present paper have been
carried out in the MS scheme using the special scale choice µ20 = µ
2
RS
−1
MS
, where tMS = 1,
– 19 –
such that all counterterms are free from scale factors, and loop integrals are free from
logarithms of SMS.
In the following we derive the master formulas (4.1)–(4.2) as well as scheme trans-
formation identities for the rational terms by combining (4.53)–(4.54) with the scheme
transformations (4.45)–(4.46). In this context we use the trivial identity
δZ
(X)
k,Γ = D
(X)
k A0,Γ , (4.56)
which relates counterterms in the language of the R-operation to the multiplicative renor-
malisation formalism.
The one-loop master formula (4.1) is obtained by applying (4.53) on the rhs of (4.45).
This results into
R(X)A¯1,Γ = A1,Γ +
(
δZ
(MSX)
1,Γ + δR(MSX)1,Γ
)
+D
(∆X)
1 A0,Γ , (4.57)
which is equivalent to (4.1). Equating the two identities, and using (4.56) together with
(4.48), one arrives at the following scheme-transformation formula for rational terms,
R(X)1,Γ = R(MSX)1,Γ = tεX R(MS0)1,Γ . (4.58)
This means that, apart from the trivial tεX scale factor, one-loop rational terms are scheme
independent. As we will see, this property holds also for the δZ˜1 terms that appear on the
rhs of (4.2), i.e.
δZ˜
(X)
1,Γ = δZ˜
(MSX)
1,Γ = t
ε
X δZ˜
(MS0)
1,Γ . (4.59)
The two-loop master formula (4.2) can be derived by applying (4.53) and (4.54) on the
rhs of (4.46). This yields
R(X)A¯2,Γ = A2,Γ +
∑
γ
(
δZ
(MSX)
1,γ + δZ˜
(MSX)
1,γ + δR(MSX)1,γ
)
· A1,Γ/γ +
(
δZ
(MSX)
2,Γ + δR(MSX)2,Γ
)
+D
(∆X)
1
(
A1,Γ + δZ(MSX)1,Γ + δR(MSX)1,Γ
)
+D
(∆X)
2 A0,Γ , (4.60)
which is equivalent to (4.2). Equating the two relations, and using (4.56) with (4.49)
and (4.58), yields (4.59) together with the following identity between rational terms in the
MSX and X schemes,∑
γ
δZ
(X)
1,γ · A1,Γ/γ + δR(X)2,Γ =
∑
γ
δZ
(MSX)
1,γ · A1,Γ/γ + δR(MSX)2,Γ
+D
(∆X)
1
(
A1,Γ + δR(MSX)1,Γ
)
. (4.61)
This scheme-transformation formula can be rewritten more compactly as
δR(X)2,Γ = δR(MSX)2,Γ +D(∆X)1 δR(MSX)1,Γ + δK(∆X)2,Γ , (4.62)
with
δK(∆X)2,Γ = D(∆X)1 A1,Γ −
∑
γ
δZ
(∆X)
1,γ · A1,Γ/γ . (4.63)
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The term D
(∆X)
1 δR(MSX)1,Γ in (4.62) corresponds to the multiplicative renormalisation of the
one-loop rational term, which requires, according to (4.10), the first derivative of δR(MSX)1,Γ
with respect to all relevant parameters, including the gauge-fixing parameter λ. The re-
maining term (4.63) represents a nontrivial source of scheme dependence that originates
from subtleties related to the subtraction of subdivergences in Dn = 4 dimensions. As
discussed in detail in the next subsections, also this latter source of scheme dependence
can be described in a general and process-independent way. In particular we will show
that (4.63) can be expressed as a linear combination of one-loop renormalisation constants,
δK(∆X)2,Γ =
∑
χ
δZ(∆X)1,χ δKˆ(χ)1,Γ , (4.64)
where δKˆ(χ)1,Γ are scheme- and process-independent one-loop counterterms. Their explicit
expressions are presented in Section 4.5.
4.4 Nontrivial scheme dependence of two-loop rational terms
The origin of the scheme-dependent contribution (4.63) lies in the fact that the subtraction
of UV subdivergences through multiplicative renormalisation in Dn = 4 dimensions yields
different results depending on whether the renormalisation is carried out before projection
to Dn = 4 dimensions, as defined in (4.3), or after.
The first term on the rhs of (4.63) corresponds to the multiplicative renormalisation
of a one-loop amplitude after projection to Dn = 4 dimensions. Schematically, regarding
the integrand of the 1PI one-loop diagram Γ as a product of internal propagators Ga and
vertices Vb, one can write
D
(∆X)
1 A1,Γ =
∑
Ga
[
D
(∆X)
1 Ga
] δ
δGa
A1,Γ +
∑
Vb
[
D
(∆X)
1 Vb
] δ
δVb A1,Γ . (4.65)
This schematic notation indicates that the loop propagators/vertices inside A1,Γ are re-
moved (one by one) by the derivative operators and replaced by the corresponding coun-
terterms within square brackets.6 The sums on the rhs run over all relevant types of
propagators (fermions, gauge bosons, ghosts, scalars) and vertices. Similarly as for deriva-
tives, the operator D
(∆X)
1 is linear, i.e. its effect on a set of diagrams amounts to the sum
of the contributions of individual diagrams. For what concerns the renormalisation of pa-
rameters, i.e. the terms proportional to ∂/∂θi in (4.10), the above identity corresponds to
the chain rule. As for the renormalisation of fields, the overall effect amounts to a factor
6More explicitly, let us consider a generic one-loop diagram Γ containing na propagators of type a, and
let us denote as k
(j)
a the loop momentum flowing through the j
th type-a propagator. In this case, the
propagator-renormalisation operators on the rhs of (4.65) should be understood as
[
D
(∆X)
1 Ga
] δ
δGa
A1,Γ =
na∑
j=1
A1,Γ
∣∣∣∣∣
Ga(k
j
a,ma)→D(∆X)1 Ga(k
(j)
a ,ma)
, (4.66)
where the replacements are applied at the integrand level. The same holds also for vertex-renormalisation
operators.
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1
2δZ
(∆X)
1,ϕ for each external line, while all field-renormalisation factors associated with the
internal loop lines cancel between vertices and propagators as usual.
The second term on the rhs of (4.63) is defined through the prescription (4.3), where
the renormalisation of A¯1,Γ is carried out before projecting to Dn = 4 dimensions. It can
be expressed as follows in the from of one-loop insertions into the internal propagators Ga
and vertices Vb of A1,Γ,∑
γ
δZ
(∆X)
1,γ · A1,Γ/γ =
∑
Ga
[
Ga δZ
(∆X)
1,Γa
Ga
] δ
δGa
A1,Γ +
∑
Vb
δZ
(∆X)
1,Vb
δ
δVb A1,Γ . (4.67)
The two types of counterterm on the rhs correspond to the amputated 1PI two-point
functions Γa, which are related to the propagators Ga via (4.78) and (4.80), and to the
amputated 1PI vertex functions Vb. Such counterterms can be generated from the corre-
sponding tree-level objects via multiplicative renormalisation, i.e.∑
γ
δZ
(∆X)
1,γ · A1,Γ/γ =
∑
Ga
[
Ga
(
D
(∆X)
1 Γa
)
Ga
] δ
δGa
A1,Γ +
∑
Vb
[
D
(∆X)
1 Vb
] δ
δVb A1,Γ .
(4.68)
Note that in (4.65) and (4.67)–(4.68) all Ga, Γa and Va are in Dn = 4 dimensions, as
indicated by the absence of a bar. As a consequence, in (4.67)–(4.68) all loop numerators
are strictly four-dimensional. On the contrary, the term D
(∆X)
1 Ga in (4.65) can give rise
to extra contributions proportional to q˜2 in the loop numerator. This is due to the fact
that the renormalisation of Ga is carried out with D-dimensional denominator and four-
dimensional numerator, i.e. after projection to Dn = 4. As we will see, the interplay of
such q˜2 terms with UV poles is at the origin of the auxiliary counterterm (4.63).
Comparing (4.65) to (4.68) we observe that (4.63) receives contributions only from the
renormalisation of loop propagators and can be expressed as
δK(∆X)2,Γ =
∑
Ga
(
P(∆X)1 Ga
) δ
δGa
A1,Γ , (4.69)
with
P(∆X)1 Ga =
[(
D
(∆X)
1 Ga
)
−Ga
(
D
(∆X)
1 Γa
)
Ga
]
. (4.70)
Here the multiplicative renormalisation (4.10) of the 1PI two-point function Γa yields
D
(∆X)
1 Γa =
(
δZ(∆X)1,ϕa + δZ
(∆X)
1,ma
ma∂ma + δZ(∆X)1,λ λ∂λ
)
Γa , (4.71)
where the renormalisation of the gauge parameter λ is relevant only when Γa is a gauge-
boson two-point function. The first term on the rhs of (4.70) corresponds to the renormal-
isation of a generic propagator and yields7
D
(∆X)
1 Ga =
(
−δZ(∆X)1,ϕa + δZ
(∆X)
1,ma
ma∂ma + δZ(∆X)1,λ λ∂λ
)
Ga . (4.72)
7Note that the sign of the field-renormalisation constants in (4.10) is meant for the renormalisation of
amputated Green’s functions, while the renormalisation of propagators requires the opposite sign.
– 22 –
As discussed in the context of (4.65), the factor −δZ(∆X)1,ϕa compensates the factors 12δZ
(∆X)
1,ϕa
associated with the vertices connected to the two ends of the propagator in such a way
that, at the amplitude level, the net effect of field renormalisation amounts to a factor
1
2δZ
(∆X)
1,ϕa
per external leg.
Gauge-independent propagators
In the following we work out explicit expressions for the propagator corrections (4.70)
starting from propagators that are gauge independent at tree level, i.e. the propagators of
fermions, ghosts and physical scalar fields. In this case, with (4.71)–(4.72) we can express
(4.70) as a linear combination of field and mass renormalisation constants,
P(∆X)1 Ga =
[
δZ(∆X)1,ϕa Pˆ1,ϕ + δZ
(∆X)
1,ma
Pˆ1,m
]
Ga , (4.73)
with scheme-independent operators
Pˆ1,ϕGa = −Ga −Ga ΓaGa , (4.74)
and
Pˆ1,mGa = ma∂ma Ga −Ga
[
ma∂ma Γa
]
Ga . (4.75)
In order to simplify the above identities, let us first discuss the general form of the tree-level
propagator,
Ga ≡ Ga(k¯,ma) = ga(k,ma)
k¯2 −m2a
, (4.76)
where in Dn = 4 the numerator ga and the denominator are, respectively, in four and D
dimensions. This different dimensionality leads to a nontrivial relation between ga, Ga and
Γa. The usual relation in Dn = D dimensions is
g¯a(k¯,ma) Γ¯a(k¯,ma) = −(k¯2 −m2a) , (4.77)
or equivalently,
G¯a(k¯,ma) Γ¯a(k¯,ma) = −1 , (4.78)
i.e. G¯a and Γ¯a are the inverse of each other up to a minus sign. In contrast, for gauge-
independent propagators in Dn = 4 dimensions we have
ga(k,ma) Γa(k,ma) = −(k2 −m2a) , (4.79)
and
Ga(k¯,ma) Γa(k,ma) = − k
2 −m2a
k¯2 −m2a
=
q˜2
k¯2 −m2a
− 1 , (4.80)
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where q¯ = q + q˜ is the loop momentum, and k¯ = q¯ + p is the momentum that flows
through the loop propagator Ga. With this latter identity at hand we find that the field-
renormalisation operator (4.74) corresponds to
Pˆ1,ϕGa(k¯,ma) = −Ga(k¯,ma) k˜
2(
k¯2 −m2a
) . (4.81)
As for the mass-renormalisation operator, the two terms on the rhs of (4.75) can be sim-
plified using
(k¯2 −m2a)ma∂ma Ga = ma∂ma
[
(k¯2 −m2a)Ga
]
−Gama∂ma (k¯2 −m2a)
= ma∂ma ga + 2m
2
aGa , (4.82)
and
(k¯2 −m2a)Ga
[
ma∂ma Γa
]
Ga = Ga
[
ma∂ma Γa
]
ga = Gama∂ma
(
Γa ga
)−Ga Γama∂ma ga
= −2m2aGa −
(
1− q˜
2
k¯2 −m2a
)
ma∂ma ga , (4.83)
where we have exploited (4.76) and (4.79)–(4.80). Combining (4.75) with (4.82)-(4.83) one
finds
Pˆ1,mGa(k¯,ma) = q˜
2(
k¯2 −m2a
)2 ma∂maga . (4.84)
In renormalisable gauge theories without symmetry breaking, the termma∂maga is non-zero
only for the propagators of massive fermions, for which ga(k,ma) = i(/k +ma). Thus
Pˆ1,mGa(k¯,ma) = q˜
2(
k¯2 −m2a
)2 ×

ima for fermion propagators,
0 for ghost, scalar, and massless
gauge-boson propagators.
(4.85)
Gauge-dependent propagators
Let us now consider the two-point function of massless gauge bosons in the so-called
ξ-gauge. The relevant part of the renormalised Lagrangian reads
Lgauge = −1
2
[
ZA ∂µAν (∂µAν − ∂νAµ) + ZA
λZλ (∂
µAµ)
2
]
. (4.86)
Due to Ward identities, the renormalisation constants associated with the gauge field and
the gauge-fixing parameter have identical UV poles. Thus it is convenient to define the
latter as
Zλ = ZAZgp , (4.87)
where Zgp is a finite renormalisation constant that is typically set equal to one.
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At tree level in Dn = 4, the gauge-boson two-point function and the associated prop-
agator read
ΓµνA (k, λ) = − i
[
k2gµν +
(
1
λ
− 1
)
kνkν
]
, (4.88)
and
GµνA (k¯, λ) = −
i
k¯2
[
gµν + (λ− 1)k
νkν
k¯2
]
. (4.89)
Since the two-point function is free from denominators, all objects on the rhs of (4.88)
are projected to four dimensions, while all denominators in (4.89) are in D dimensions.
Due to the different dimensionality of numerators and denominators, the transverse and
longitudinal tensors in (4.89),
PµνT (k¯) = g
µν − k
νkν
k¯2
, PµνL (k¯) =
kνkν
k¯2
, (4.90)
do not fulfil the usual projector properties. In particular,
PT(k¯)PL(k¯) =
k˜2
k¯2
PL(k¯) 6= 0 . (4.91)
As a consequence, instead of (4.80), for gauge-boson propagators we have
GµAρ(k¯, λ) Γ
ρν
A (k¯, λ) = − gµν +
k˜2
k¯2
[
gµν +
(
1− 1
λ
)
kνkν
k¯2
]
. (4.92)
Let us now work out the auxiliary counterterms (4.70) for gauge-bosons propagators.
Along the same lines as in (4.73)–(4.75), we can express the operators (4.70)–(4.72) as linear
combinations of the one-loop renormalisation constants δZ1,A and δZ1,gp = δZ1,A − δZ1,λ.
This yields
D
(∆X)
1 ΓA =
[
δZ(∆X)1,A (1 + λ∂λ)− δZ(∆X)1,gp λ∂λ
]
ΓA , (4.93)
D
(∆X)
1 GA =
[
δZ(∆X)1,A (−1 + λ∂λ)− δZ(∆X)1,gp λ∂λ
]
GA , (4.94)
and
P(∆X)1 GA =
[
δZ(∆X)1,A Pˆ1,A + δZ(∆X)1,gp Pˆ1,gp
]
Ga , (4.95)
with scheme-independent operators
Pˆ1,AGA = (−1 + λ∂λ)GA − GA
[
(1 + λ∂λ) ΓA
]
GA , (4.96)
and
Pˆ1,gpGA = −λ∂λGA +GA
[
λ∂λ ΓA
]
GA . (4.97)
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Inserting the explicit expressions (4.88)–(4.89) and using (4.92) we find
Pˆ1,AGµνA (k¯, λ) =
k˜2
k¯2
(
i gµν
k¯2
)
, (4.98)
and
Pˆ1,gpGννA (k¯, λ) =
k˜2
k¯2
(λ− 1)
[
2 +
(
1
λ
− 1
)
k˜2
k¯2
](
i kνkν
k¯4
)
. (4.99)
Similarly as for the case of gauge-independent propagators, the above auxiliary countert-
erms are proportional to k˜2/k¯2. Note also that the term (4.99) associated with the finite
renormalisation of the gauge parameter vanishes in the Feynman gauge.
4.5 Full scheme dependence of two-loop rational terms
Combining the various results derived in Section 4.4 one can express the nontrivial part of
the two-loop scheme dependence (4.63) as a linear combination of field, mass and gauge-
parameter renormalisation constants,
δK(∆X)2,Γ =
∑
a
[
δZ(∆X)1,ϕa δKˆ
(ϕa)
1,Γ + δZ(∆X)1,ma δKˆ
(ma)
1,Γ
]
+ δZ(∆X)1,gp δKˆ(gp)1,Γ , (4.100)
where the sum extends over all kinds of fields a (gauge bosons, fermions, ghosts or scalars)
that propagate inside the loop diagrams contributing to the one-loop amplitude A1,Γ. The
various coefficients δKˆ1,Γ can be regarded as scheme-independent one-loop counterterms.
The ones associated with the renormalisation of fields are given by
δKˆ(ϕa)1,Γ =
(
Pˆ1,ϕGa
) δ
δGa
A1,Γ , (4.101)
with
Pˆ1,ϕGa = q˜
2(
k¯2 −m2a
) ×

−Ga(k¯,ma) for fermion, ghost, and scalar propagators,
i gµν
k¯2
for massless gauge-boson propagators.
(4.102)
The counterterms associated with the mass renormalisation are given by
δKˆ(ma)1,Γ =
(
Pˆ1,mGa
) δ
δGa
A1,Γ , (4.103)
where Pˆ1,m is defined in (4.85). Finally, the counterterm associated with the finite renor-
malisation of the gauge parameter originates only from gauge-boson propagators GA and
is given by
δKˆ(gp)1,Γ =
(
Pˆ1,gpGA
) δ
δGA
A1,Γ , (4.104)
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where Pˆ1,gp is defined in (4.99). For the standard choice Zgp = 1 this counterterm is
irrelevant.
Note that all quantities in (4.100)–(4.104) are free from UV poles. In particular, the
renormalisation constants δZ(∆X)1,χ in (4.100) are UV finite. For this reason, the ε-expansion
of the auxiliary counterterms (4.101)–(4.104) will be truncated by definition at order ε0.
With other words, terms of O(ε) in the above auxiliary counterterms will be discarded also
when (4.100) is split into UV-divergent parts using
δZ(∆X)1,χ = δZ(X)1,χ − δZ(MSX)1,χ . (4.105)
The counterterms (4.101)–(4.104) involve only finite parts that originate from the interplay
of q˜2 numerator terms with UV poles. Thus they are universal in the same sense as the
usual renormalisation constants and rational terms.
From the viewpoint of UV power counting, the counterterms (4.101) and (4.104) cor-
respond to the insertion of a term of order O(q˜2/q¯2) into the original one-loop amplitude.
Thus whenA1,Γ is UV divergent δKˆ(ϕa)1,Γ and δKˆ(gp)1,Γ are expected to be non-zero. In contrast,
the counterterm (4.103) replaces a fermion propagators of O(1/q¯) by objects of O(q˜2/q¯4),
thereby reducing the degree of UV divergence by one. Thus non-vanishing δKˆ(ma)1,Γ contri-
butions are expected only when A1,Γ involves non-logarithmic UV divergences.
In summary, the identities (4.62) and (4.100)–(4.104) make it possible to transform two-
loop rational terms from the minimal subtraction scheme (or any other reference scheme)
to a generic renormalisation scheme X using only universal one-loop quantities. Since
all scheme-dependent parts in (4.62) are linear combinations of the finite renormalisation
constants (4.105), the two-loop rational terms in the scheme X can be expressed as
δR(X)2,Γ = δR(MSX)2,Γ +
∑
χ
δZ(∆X)1,χ C(χ)1,Γ , (4.106)
where the sum over χ includes all relevant coupling-, gauge-, mass-, and field-renormalisation
constants. Here the scheme dependence is isolated in the renormalisation constants δZ(∆X)1,χ ,
while their coefficients C
(χ)
1,Γ , which are dictated by (4.62), are scheme independent. More
precisely, their scheme dependence consist only of a trivial scale factor tεX .
Contrary to what is suggested by the representation (4.106), the δR(X)2,Γ terms do not
depend on the corresponding rational term in the MSX scheme. This becomes evident
by recasting (4.106), through (4.105), as a linear combination of the full renormalisation
constants in the X scheme,
δR(X)2,Γ = δR(inv)2,Γ +
∑
χ
δZ(X)1,χ C(χ)1,Γ . (4.107)
In this representation δR(inv)2,Γ consists, apart from an overall scale factor t2εX , of terms
of order ε−1 and ε0 that are independent of the schemes X and MSX . In fact (4.107)
and (4.106) imply that
δR(inv)2,Γ = δR(X)2,Γ −
∑
χ
δZ(X)1,χ C(χ)1,Γ = δR(MSX)2,Γ −
∑
χ
δZ(MSX)1,χ C(χ)1,Γ , (4.108)
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and, in practice, δR(inv)2,Γ can be derived from existing results in a minimal-subtraction
scheme, or in any other scheme.
The general scheme-transformation properties derived in this section have been vali-
dated through a direct calculation of all QED and QCD two-loop rational terms in a generic
scheme X.
5 Two-loop rational counterterms for SU(N) and U(1) gauge theories
In this section we present the full set of one- and two-loop rational counterterms for the
generic Yang–Mills theory defined by the Lagrangian (5.2), which describes both SU(N)
and U(1) gauge theories as special cases.
5.1 Technical details of the calculations
To compute all relevant δR1 and δR2 counterterms we have applied the master for-
mula (3.19) to the full set of globally divergent Feynman diagrams that contribute to
the various 1PI vertices with two, three and four external lines.
Based on the general scheme-transformation properties derived in Section 4, we have
computed the δR2,Γ counterterms in a generic renormalisation scheme. To this end we
have recast the master formula (4.2) in the form (3.19). For the calculation of the relevant
loop integrals we have employed the tadpole expansions presented in Appendix A. The
one-loop counterterms δZ1,γ , δZ˜1,γ and δR1,γ that are required for the derivation of two-
loop rational counterterms can be found in Section 5.3. In order to keep the scheme choice
fully flexible we have decomposed all one-loop renormalisation constants as
δZ(X)1,χ = δZ(MSX)1,χ + δZ(∆X)1,χ , (5.1)
where the generalised minimal-subtraction constant δZ(MSX)1,χ , defined in (4.32), contains all
explicit UV poles (see Appendix B), while the finite remainder δZ(∆X)1,χ is treated as a free
parameter. The final results are presented in the form (4.107), i.e. as linear combinations
of the full renormalisation constants δZ(X)1,χ . In the rest of this section the scheme label X
will be kept implicit.
All calculations have been performed twice and independently using different tools.
On the one hand we have used Geficom [36], which is based on Qgraf [37], Q2E and
Exp [38, 39] for the generation and topology identification of Feynman diagrams. Within
Geficom algebraic manipulations, one-loop insertions and tadpole decompositions are
implemented in Form [40, 41]. Massive tadpole integrals are computed with Matad [42],
and gauge-group factors with Color [43], both of which are based on Form. Tadpole
expansions are carried out with the methods described in Appendices A.1 and A.4. The
algebraic structures of the result are expressed in terms of a minimal set of independent
Lorentz, Dirac and colour tensors, which are isolated in the beginning of the calculation
using projectors that saturate all external indices.
To cross check all calculations we have developed a second in-house framework imple-
mented in Python that uses Qgraf [37] for the amplitude generation and Form [40, 41]
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as well as python-Form8 for the amplitude manipulations. In this framework all al-
gebraic objects are directly reduced in the form of Dirac, Lorentz and group-theoretical
tensors, i.e. without applying any projection to the indices associated with external lines.
The gauge-group algebra is handled as described in Section 5.2 or, alternatively, based on
the colour-flow representation [44] for the SU(N) case. The tadpole expansions are im-
plemented in the four different versions described in Appendices A.1–A.4. The resulting
tensorial tadpole integrals are expressed as combinations of metric tensors, and the coeffi-
cients are automatically reduced to master integrals with an in-house algorithm based on
IBP identities [45, 46].
In both frameworks, two-loop amplitudes are directly decomposed into loop chains
and connecting vertices according to (3.4) in such a way that enables the relevant power-
counting operations and the further processing of the (sub-)diagrams. For what concerns
dimensional regularisation, all calculations are carried out by handling D = 4− 2ε and the
loop-numerator dimension Dn as independent free parameters. In this way all relevant UV
poles and rational terms can be determined a posteriori by setting Dn = D and Dn = 4.
All results presented in Section 5.3 have been derived independently in the two com-
puting frameworks. In addition the following consistency checks have been carried out.
1. We have checked that all δR2 results are independent of the auxiliary mass M .
2. For all 1PI vertices in Section 5.3 we have verified the cancellation of UV poles in
the two-loop master formula (4.2). Note that the δR2 terms involve 1/ε poles, and
finite results are obtained only when all one- and two-loop counterterm contributions
of UV and rational type are combined.
3. To validate the consistency of the employed tadpole expansions, all calculations have
been repeated using the four types of expansions presented in Appendices A.1–A.4
finding consistent results. Note that changing the tadpole expansion method shifts
the finite parts of the expanded amplitudes. Thus the validation at hand corresponds
to a test of the master formula (4.2) at the level of the finite parts of the amplitudes.
4. We have checked that the Taylor-expansion method of Appendix A.3 is independent
of the choice of parametrisation. To this end we have carried out all δR2 calculations
using independent parametrisations for one- and two-loop integrals.
5. We have verified that the renormalisation-scheme dependent parts of all δR2 coun-
terterms are consistent with (4.62)–(4.63). To this end we have explicitly derived the
δK2 parts using (4.100)–(4.104).
6. The one-loop counterterms δZ1,γ , δZ˜1,γ and δR1,γ that enter the calculation of δR2,Γ
have been treated in two alternative ways. On the one hand we have used available
results at the level of full one-loop vertex functions γ. Alternatively, we have gen-
erated such counterterms at the level of individual two-loop diagrams by applying
tadpole expansions to the relevant subdiagrams.
8https://github.com/tueda/python-form
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5.2 Renormalised Lagrangian
We have computed the rational counterterms for the generic Yang–Mills theory defined by
the renormalised Lagrangian
L =
∑
f∈F
Zf ψ¯f
(
iγµD
µ −Zmf mf
)
ψf − 1
4
F aµνF
a,µν − Zgp
2λ
(
∂µAaµ
)2 − Zu u¯a∂µDµab ub ,
(5.2)
with the field-strength tensor and the covariant derivatives
F aµν = Z1/2A
[
∂µA
a
ν − ∂νAaµ + (ZαZA)1/2 g fabcAbµAcν
]
,
Dµ = ∂µ − i (ZαZA)1/2 g T aAaµ ,
Dµab = ∂
µδab − (ZαZA)1/2 g fabcAcµ , (5.3)
where taF = T
a and (taA)bc = −ifabc are the generators of the gauge group in the fundamental
and adjoint representations, while g =
√
4piα is the gauge coupling. For the gauge fixing
we adopt the Feynman gauge, which corresponds to λ = 1. The gauge interaction acts on
a certain number nf of fermions, f ∈ F , which belong to the fundamental representation,
and the various fermion masses can have arbitrary values mf ≥ 0.
In the fundamental (r = F) and adjoint (r = A) representations, the generators satisfy
the identities [
tar , t
b
r
]
= i fabc tcr , Tr
(
tart
b
r
)
= Tr δ
ab , (5.4)
and the quadratic Casimir operators have eigenvalues
CF =
TFdA
dF
, CA = TA , (5.5)
where dr denotes the dimension of the r representation, and dF = N . Our results are
expressed in terms of the invariants CF, CA, N and TF. Note that the normalisation of all
generators and combinations thereof is controlled by TF. In particular, T
a and fabc scale
like T
1/2
F , while CF and CA scale like TF.
For all two- and three-point counterterms presented in Section 5.3 we have obtained
compact expressions using generic identities that are valid for any simple or abelian gauge
group, while for the four-point counterterm (5.30) we have employed identities like
T aij T
a
kl = CATF
(
1
N
δilδkj − δijδkl
)
+ CFδijδkl , (5.6)
which are valid for SU(N) and U(1) groups. The explicit expressions of the rational coun-
terterms for SU(N) and U(1) gauge theories can be obtained from the results of Section 5.3
by applying the substitutions listed in Table 5.2. The SU(N) case with N = 3 and α = αS
corresponds to QCD with nf active quarks with masses mf ≥ 0, while the U(1) case with
α = αEM corresponds to QED with nf fermions with charges Qf and masses mf ≥ 0.
– 30 –
dF T
a fabc δab dA TF CF CA
SU(N) N T a fabc δab N2 − 1 12 N
2−1
2N N
U(1) 1 Qf 0 1 1 Q
2
f Q
2
f 0
Table 1. Values of the various group-theoretical quantities for SU(N) and U(1) gauge theories. In
the U(1) case the replacements T a → Qf , TF → Q2f and CF → Q2f involve the charge Qf , where
f is the fermion on which T a, TF or CF acts. For diagrams that involve external fermions one
should use the substitution CF → Q2f at one loop, and the two-loop substitutions C2F → Q4f and
nfTFCF → Q2f
∑
f ′ Q
2
f ′ , where the sum runs over all fermions f
′ ∈ F that circulate in closed loops.
Instead, for vertices without external fermions one should use the one-loop substitutions nfTF →∑
f ′ Q
2
f ′ and TF
∑
f ′ m
2
f ′ →
∑
f ′ Q
2
f ′m
2
f ′ , and the two-loop substitutions nfTFCF →
∑
f ′ Q
4
f ′ and
TF
∑
f ′ CFm
2
f ′ →
∑
f ′ Q
4
f ′m
2
f ′ .
The renormalisation scheme is specified through generic renormalisation constants us-
ing the formalism of Section 4. The constants Zα and Zmf renormalise α and the fermion
masses, while Zgp = ZA/Zλ is a finite parameter that renormalises the gauge-fixing term,
see (4.87). Finally, the constants Zf , ZA and Zu control the renormalisation of the fermion,
gauge-boson and ghost fields. At the level of renormalised amplitudes, the net effect of
field renormalisation amounts to a factor (Zϕext)1/2 for each external leg associated with
the field ϕext. Note, however, that the δR2,Γ counterterms depend also on other field-
renormalisation constants. This dependence originates from the contributions δK(∆X)2,Γ ,
which are defined in (4.62)–(4.63) and depend, see (4.100), on the δZ1,ϕin factors associ-
ated with the renormalisation of one-loop ϕin-selfenergy subdiagrams. In the renormalised
two-loop amplitude (4.2) the dependence on δZ1,ϕin cancels when the δR2,Γ counterterm is
combined with the contribution of the δZ1,γ counterterms associated with ϕin selfenergies.
This nontrivial cancellation mechanism can be exploited to validate the implementation of
the master formula (4.2).
The perturbative expansion of the various renormalisation constants is written in the
form
Zχ = 1 +
∞∑
k=1
(
α tε
4pi
)k
δZˆk,χ for χ = α, mf , f, A, u , gp , (5.7)
where t = Sµ20/µ
2
R embodies the dependence on the regularisation scale µ0, the renormali-
sation scale µR, and the rescaling factor S (see Section 4.2). At variance with [1], where µ0
was set equal to µR, here µ0, µR and S are treated as independent parameters. Note that
the renormalisation-scheme label X used in Section 4 is kept implicit in this section. Still,
the renormalisation constants (5.7) describe a fully generic renormalisation scheme, which
may be the minimal subtraction scheme, the on-shell scheme, or any other scheme. It
is implicitly understood that the renormalised parameters depend on the renormalisation
scale µR, but, depending on the scheme, µR may be replaced by a physical mass scale,
such as me or MZ . Explicit expressions for the various renormalisation constants in the
MS scheme are reported in Appendix B.
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5.3 Rational counterterms
In the following we present the rational and UV counterterms for the Yang–Mills La-
grangian (5.2) at order α and α2. As usual UV singularities are regularised in D = 4− 2ε
dimensions. The rational terms associated with a certain 1PI vertex function Γ are pre-
sented in the form
δRα1...αNk,Γ = i
(
α tε
4pi
)k∑
a
δRˆ(a)k,Γ T α1...αNa,Γ , (5.8)
where k = 1, 2 is the loop order, and T α1...αNa,Γ are independent tensor structures carry-
ing the indices α1 . . . αN of the external lines of the vertex function at hand. A similar
decomposition is used also for the full k-loop counterterm δZα1...αNk,Γ associated with Γ.
We recall that, when one-loop counterterms δZα1...αN1,γ (q1) are inserted into one-loop
diagrams in the context of two-loop calculations, the associated tensor structures and their
dependence on the loop momentum q1 have to be adapted to the dimensionality of the
loop numerator, i.e. in Dn = D and Dn = 4 numerator dimensions δZ
α¯1...α¯N
1,γ (q¯1) and
δZα1...αN1,γ (q1) have to be used, respectively.
Fermion two-point function
For the two-point function of a fermion f with mass mf we have
i1, α1 i2, α2
= i δi1i2
{ (
/p−mf
)
α1α2
+
2∑
k=1
(
α tε
4pi
)k [(
δZˆ
(P)
k,ff + δRˆ(P)k,ff
)
/pα1α2
+
(
δZˆ
(m)
k,ff + δRˆ(m)k,ff
)
mf δα1α2
]}
, (5.9)
with UV counterterms
δZˆ
(P)
1,ff = δZˆ1,f , δZˆ(P)2,ff = δZˆ2,f ,
δZˆ
(m)
1,ff = −δZˆ1,f − δZˆ1,mf , δZˆ(m)2,ff = − δZˆ2,f − δZˆ2,mf − δZˆ1,f δZˆ1,mf , (5.10)
and rational counterterms
δRˆ(P)1,ff = − CF ,
δRˆ(P)2,ff =
(
7
6
C2F −
61
36
CACF +
5
9
TF nf CF
)
ε−1 +
43
36
C2F −
1087
216
CACF +
59
54
TF nf CF
− CF
(
δZˆ1,α + 2
3
δZˆ1,f − 2
3
δZˆ1,gp
)
, (5.11)
δRˆ(m)1,ff = 2CF ,
δRˆ(m)2,ff =
(
−2C2F +
61
12
CACF − 5
3
TF nf CF
)
ε−1 + C2F +
199
24
CACF − 11
6
TF nf CF
+ CF
(
2 δZˆ1,α + 4 δZˆ1,mf −
3
2
δZˆ1,A − 1
2
δZˆ1,gp
)
. (5.12)
– 32 –
As usual the direction of the momentum p in (5.9) coincides with the fermion flow.
Gauge-boson two-point function
For the gauge-boson two-point function we have
µ1 µ2
a1 a2
= i δa1a2
{
− p2gµ1µ2
+
2∑
k=1
(
α tε
4pi
)k [(
δZˆ
(P)
k,gg + δRˆ(P)k,gg
)
pµ1pµ2 +
(
δZˆ
(G)
k,ggp
2 + δRˆ(G)k,gg p2 + δZ˜(G)k,gg p˜2
)
gµ1µ2
]}
,
(5.13)
with UV counterterms
δZˆ
(P)
1,gg = δZˆ1,A − δZˆ1,gp , δZˆ(P)2,gg = δZˆ2,A − δZˆ2,gp ,
δZˆ
(G)
1,gg = − δZˆ1,A , δZˆ(G)2,gg = − δZˆ2,A , (5.14)
and rational counterterms
δRˆ(P)1,gg = −
CA
3
,
δRˆ(P)2,gg =
[
19
36
C2A + TF nf
(
−32
9
CA + 2CF
)]
ε−1 + TF nf
(
217
108
CA − 71
18
CF
)
+
1211
864
C2A + CA
(
−1
3
δZˆ1,α − 35
12
δZˆ1,A + 3
4
δZˆ1,gp + 1
6
δZˆ1,u
)
+
4
3
TF
∑
f∈F
δZˆ1,f , (5.15)
and
δRˆ(G)1,gg =
(
CA
2
+
2
3
TF nf
)
− 4TF
∑
f∈F
m2f
p2
,
δRˆ(G)2,gg =
[
−4
9
C2A + TF nf
(
35
9
CA − 2CF
)]
ε−1 + TF nf
(
−193
108
CA +
109
36
CF
)
− 541
432
C2A − TF
∑
f∈F
[
(CA + 6CF) ε
−1 +
13
6
CA − 7CF
]
m2f
p2
+
(
CA
2
+
2
3
TF nf
)
δZˆ1,α +
(
71
24
CA +
2
3
TF nf
)
δZˆ1,A − 7
8
CA δZˆ1,gp
+
CA
12
δZˆ1,u − 4TF
∑
f∈F
[
1
3
δZˆ1,f +
(
δZˆ1,α + δZˆ1,A + δZˆ1,mf
) m2qi
p2
]
.
(5.16)
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In addition, due to the presence of a quadratic divergence, the usual UV counterterm for
the gluon two-point function needs to be supplemented by
δZ˜
(G)
1,gg =
(
2
3
CA +
2
3
TF nf
)
ε−1 . (5.17)
This extra term is relevant only when it is inserted into a one-loop diagram in the context
of two-loop calculations, and its two-loop extension δZ˜
(G)
2,gg is required only for calculations
beyond two loops.
Ghost two-point function
For the ghost two-point function we have
a1 a2
= i δa1a2
{
p2 +
2∑
k=1
(
α tε
4pi
)k (
δZˆ
(P)
k,uu + δRˆ(P)k,uu
)
p2
}
, (5.18)
with UV counterterms
δZˆ
(P)
1,uu = δZˆ1,u , δZˆ(P)2,uu = δZˆ2,u , (5.19)
and rational counterterms
δRˆ(P)1,uu = 0 ,
δRˆ(P)2,uu =
(
7
18
C2A −
5
18
TF nf CA
)
ε−1 +
10
27
C2A −
17
108
TF nf CA
− CA
(
1
2
δZˆ1,A − 1
6
δZˆ1,gp + 1
6
δZˆ1,u
)
. (5.20)
The vanishing of the one-loop rational term is due to the fact that, apart from coupling
factors, the numerator of the ghost one-loop selfenergy is simply given by q¯µ¯ p
µ = qµ p
µ,
where p is the external momentum, and is thus free form (D− 4)-dimensional parts. Note
also that the quadratic mass dimension of the ghost two-point function may require a
p˜2/ε counterterm of type (2.13). However, this is not the case since, due to the absence
of quadratic terms in q in the loop numerator, the one-loop ghost selfenergy is free from
quadratic divergences.
Gauge-boson–fermion three-point vertex
For the gauge-boson–fermion–antifermion vertex we have
i2, α2
i1, α1
a
µ
= i g γµα1α2 T
a
i1i2
{
1 +
2∑
k=1
(
α tε
4pi
)k (
δZˆ
(V)
k,ffg + δRˆ(V)k,ffg
)}
, (5.21)
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with UV counterterms
δZˆ
(V)
1,ffg =
1
2
(
δZˆ1,α + δZˆ1,A
)
+ δZˆ1,f ,
δZˆ
(V)
2,ffg =
1
2
(
δZˆ2,α + δZˆ2,A
)
+ δZˆ2,f − 1
8
(
δZˆ21,α + δZˆ21,A
)
+
1
2
δZˆ1,f
(
δZˆ1,α + δZˆ1,A
)
+
1
4
δZˆ1,A δZˆ1,α , (5.22)
and rational counterterms
δRˆ(V)1,ffg = − 2CF ,
δRˆ(V)2,ffg =
[
− 5
144
C2A −
26
9
CACF +
4
3
C2F +
7
9
TF nf (CA + CF)
]
ε−1
+
829
864
C2A −
563
54
CACF +
109
18
C2F −
TF nf
27
(
7CA − 55
2
CF
)
− 3CF δZˆ1,α
+
1
2
(CA − 3CF) δZˆ1,A + 1
6
(2CA + 5CF) δZˆ1,gp + 1
6
(CA − 8CF) δZˆ1,f .
(5.23)
Gauge-boson three-point vertex
For the triple gauge-boson vertex we have
a2
µ2
a3
µ3
a1
µ1
p1
p2
p3
= g fa1a2a3
[
gµ1µ2(p1 − p2)µ3 + gµ2µ3(p2 − p3)µ1
+ gµ3µ1(p3 − p1)µ2
]{
1 +
2∑
k=1
(
α tε
4pi
)k (
δZˆ
(V)
k,ggg + δRˆ(V)k,ggg
)}
,
(5.24)
with UV counterterms
δZˆ
(V)
1,ggg =
1
2
δZˆ1,α + 3
2
δZˆ1,A ,
δZˆ
(V)
2,ggg =
1
2
δZˆ2,α + 3
2
δZˆ2,A − 1
8
δZˆ21,α +
3
8
δZˆ21,A +
3
4
δZˆ1,A δZˆ1,α , (5.25)
and rational counterterms
δRˆ(V)1,ggg = −
11
12
CA − 4
3
TF nf ,
δRˆ(V)2,ggg = −
[
11
48
C2A + TF nf
(
23
6
CA − 8
3
CF
)]
ε−1 + TF nf
(
25
9
CA − 119
36
CF
)
+
145
288
C2A −
(
11
8
CA + 2TF nf
)
δZˆ1,α −
(
13
4
CA + 2TF nf
)
δZˆ1,A
+
5
4
CA δZˆ1,gp − CA
24
δZˆ1,u + 4
3
TF
∑
f∈F
δZˆ1,f . (5.26)
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Gauge-boson–ghost three-point vertex
For the gauge-boson–ghost–antighost vertex we have
a1
a2
a3
µ3
p1
= − g fa1a2a3 pµ31
{
1 +
2∑
k=1
(
α tε
4pi
)k (
δZˆ
(V)
k,uug + δRˆ(V)k,uug
)}
, (5.27)
with UV counterterms
δZˆ
(V)
1,uug =
1
2
(
δZˆ1,α + δZˆ1,A
)
+ δZˆ1,u ,
δZˆ
(V)
2,uug =
1
2
(
δZˆ2,α + δZˆ2,A
)
+ δZˆ2,u − 1
8
(
δZˆ21,α + δZˆ21,A
)
+
1
2
δZˆ1,u
(
δZˆ1,α + δZˆ1,A
)
+
1
4
δZˆ1,A δZˆ1,α , (5.28)
and rational counterterms
δRˆ(V)1,uug = −
CA
4
,
δRˆ(V)2,uug = −
(
7
36
C2A −
5
36
TF nf CA
)
ε−1 − 107
432
C2A −
19
216
TF nf CA
− CA
(
3
8
δZˆ1,α + 1
4
δZˆ1,A − 5
12
δZˆ1,gp + 1
24
δZˆ1,u
)
.
(5.29)
Gauge-boson four-point vertex
For the quartic-gluon vertex we find
a1 a2
a4 a3
µ1 µ2
µ4 µ3
= i g2
∑
pi(234)
{
fa1a3efa2a4e Vµ1µ2µ3µ4I
[
1 +
2∑
k=1
(
α tε
4pi
)k
δZˆ
(AI)
k,4g
]
+
2∑
k=1
(
α tε
4pi
)k [ ∑
β=I,II
(
TF δ
a1a2δa3a4 δRˆ(Bβ)k,4g +
Tr(T a1T a3T a2T a4)
TF
δRˆ(Cβ)k,4g
)
Vµ1µ2µ3µ4β
]}
,
(5.30)
where
Vµ1µ2µ3µ4I = gµ1µ2gµ3µ4 , Vµ1µ2µ3µ4II = gµ1µ3gµ2µ4 + gµ1µ4gµ2µ3 , (5.31)
and pi(234) denotes the six permutations of the particle labels 234. Note that the Lorentz
tensors (5.31) are separately invariant wrt 1 ↔ 2 and 3 ↔ 4 . Thus the sum over pi(234)
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generates only three independent Lorentz tensors for each Vµ1µ2µ3µ4β . When these Lorentz
tensors are combined with the various group-theoretical structures in (5.30), i.e.
Ca1a2a3a4A = fa1a3efa2a4e , Ca1a2a3a4B = TF δa1a2δa3a4 , Ca1a2a3a4C =
Tr(T a1T a3T a2T a4)
TF
,
(5.32)
the summation of each combination Ca1a2a3a4α Vµ1µ2µ3µ4β over pi(234) yields,∑
pi(234)
Ca1a2a3a4α Vµ1µ2µ3µ4β =
[
Ca1a2a3a4α + Ca1a2a4a3α
]
Vµ1µ2µ3µ4β + (2↔ 3) + (2↔ 4) , (5.33)
where each of the three terms on the rhs is separately invariant wrt 1 ↔ 2 and 3 ↔ 4.
As a consequence (5.33) is totally symmetric in the four particle indices 1234. Note that
the ordering of the generators in the trace of the gauge-group structure Ca1a2a3a4C in (5.30)
and (5.32) is T a1T a3T a2T a4 . Note also that in the definition of CB and CC we include
explicit TF factors in such a way that all gauge-group structures in (5.32) scale like TF.
The UV counterterms for the quartic vertex (5.30) read
δZˆ
(AI)
1,4g = δZˆ1,α + 2 δZˆ1,A ,
δZˆ
(AI)
2,4g = δZˆ2,α + 2 δZˆ2,A + δZˆ21,A + 2 δZˆ1,α δZˆ1,A , (5.34)
and for the rational counterterms we find
δRˆ(BI)1,4g = −
1
3
CA
N
δRˆ(BI)2,4g =
CA
2
[(
13
12
+
1
6
nf
N
)
TF ε
−1 −
(
571
288
− 53
36
nf
N
)
TF − 1
N
(
4
3
δZˆ1,α + 29
24
δZˆ1,A
+
1
4
δZˆ1,u − 1
8
δZˆ1,gp
)]
, (5.35)
δRˆ(BII)1,4g = −
1
3
CA
N
δRˆ(BII)2,4g =
CA
2
[(
−23
12
+
7
6
nf
N
)
TF ε
−1 +
(
233
72
+
23
36
nf
N
)
TF − 1
N
(
4
3
δZˆ1,α + 29
24
δZˆ1,A
+
1
4
δZˆ1,u − 1
8
δZˆ1,gp
)]
, (5.36)
δRˆ(CI)1,4g = −
8
3
CA − 10
3
TF nf
δRˆ(CI)2,4g = −
[
271
144
C2A + 2
CA TF
N
+ TF nf
(
247
36
CA − 20
3
CF
)]
ε−1 − 421
3456
C2A
+
167
48
CA TF
N
+ TF nf
(
199
27
CA − 43
6
CF
)
−
(
16
3
CA +
20
3
TF nf
)
δZˆ1,α
−
(
379
48
CA +
20
3
TF nf
)
δZˆ1,A − CA
24
δZˆ1,u + 157
48
CA δZˆ1,gp + 8
3
TF
∑
f∈F
δZˆ1,f ,
(5.37)
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δRˆ(CII)1,4g =
7
6
CA + 2TF nf
δRˆ(CII)2,4g =
[
119
144
C2A +
CA TF
N
+ TF nf
(
143
36
CA − 10
3
CF
)]
ε−1 +
857
3456
C2A
− 167
96
CA TF
N
− TF nf
(
1649
432
CA − 17
6
CF
)
+
(
7
3
CA + 4TF nf
)
δZˆ1,α
+
(
175
48
CA + 4TF nf
)
δZˆ1,A − CA
24
δZˆ1,u − 77
48
CA δZˆ1,gp − 4
3
TF
∑
f∈F
δZˆ1,f .
(5.38)
Note that for U(1) gauge theories the coefficients (5.35)–(5.36) vanish.
When using the MS renormalisation constants listed in Appendix B and applying the
U(1) substitutions of Table 5.2, all results presented in this section agree with previous
results for QED rational counterterms in the λ = 1 gauge [1].
6 Conclusions
The most widely used tools for the automated calculation of one-loop amplitudes are based
on numerical algorithms that build the numerators of loop integrands inDn = 4 dimensions,
while the remnant parts are reconstructed by means of rational counterterms. This ap-
proach has proven to be very flexible and efficient for the automation of NLO calculations,
and its extension to two loops can become an important ingredient in the development
of automated tools at NNLO. As a first step in this direction, in [1] it was shown that
renormalised two-loop amplitudes in D = 4− 2ε dimensions can be related to correspond-
ing amplitudes in Dn = 4 dimensions, i.e. with four-dimensional loop numerators, making
use of process-independent rational counterterms. More precisely, all two-loop contribu-
tions stemming from the interplay of UV poles with the (D− 4)-dimensional parts of loop
numerators can be reconstructed through insertions of the well known one-loop rational
counterterms δR1 into one-loop amplitudes and insertions of two-loop rational countert-
erms δR2 into tree amplitudes. In addition, for the subtraction of one-loop subdivergences
in Dn = 4 dimensions the usual UV counterterms δZ1 need to be supplemented by extra
counterterms δZ˜1 proportional to q˜
2/ε.
In this paper we have presented a general analysis of the dependence of two-loop ra-
tional terms on the choice of renormalisation scheme. Specifically we have demonstrated
that the form of the master formula for renormalised two-loop amplitudes—initially es-
tablished within the minimal subtraction scheme—is independent of the renormalisation
scheme. Moreover we have derived general formulas (4.62)–(4.63) that describe the scheme
dependence of δR2 counterterms as the combination of two contributions: the naive renor-
malisation of δR1 counterterms and an extra nontrivial contribution, which is due to the
fact that the multiplicative renormalisation of subdivergences does not commute with the
projection of loop numerators to Dn = 4 dimensions. In renormalisable theories, such
nontrivial contributions originate only from one-loop selfenergy subdiagrams and can be
controlled through auxiliary one-loop counterterms as specified in (4.100)–(4.104).
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As a consequence, the scheme-dependent part of δR2 counterterms can be expressed
as a linear combination of one-loop renormalisation constants with process- and scheme-
independent coefficients. This makes it possible to derive the δR2 counterterms for a given
renormalisable theory in terms of generic one-loop renormalisation constants, which can
be adapted a posteriori to any desired scheme.
Using the above approach we have generalised the known δR2 counterterms for QED
from the minimal subtraction scheme to any renormalisation scheme. Moreover, we have
presented the first calculation of the full set of δR2 counterterms for Yang–Mills theories.
All calculations have been carried out in the Feynman gauge, and the results are presented
in compact formulas that are applicable to SU(N) or U(1) theories with nf massless or
massive fermions.
Technically, for the calculation of δR2 counterterms we have used various expansions
that capture the UV divergences of all relevant one- and two-loop diagrams in the form of
massive tadpole integrals. Such tadpole expansions are described in detail in Appendix A,
including the expansions employed in [1] as well as a new variant that reduces the number
of expansion terms and allows also for a fully flexible parametrisation of loop momenta.
In the future we plan to investigate two-loop rational terms within spontaneously
broken gauge theories and to study the interplay of rational terms with infrared divergences.
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A Tadpole expansions
In this Appendix we review the techniques that have been used in [1] to express rational
terms in the form of massive tadpole integrals and we present various optimisations.
A.1 Iterative tadpole decomposition
The UV poles of multi-loop integrals and the associated rational parts can be isolated
via recursive decomposition of the loop propagators by means of the partial-fractioning
formula [47–49]
1
D
(i)
a (q¯i)
=
1
q¯ 2i −M2
+
∆ia(q¯i)
q¯ 2i −M2
1
D
(i)
a (q¯i)
, (A.1)
where the denominator D
(i)
a (q¯i) is defined in (3.3), and
∆ia(q¯i) =
(
q¯ 2i −M2
)−D(i)a (q¯i) = −p2ia − 2q¯i · pia +m2ia −M2 , (A.2)
while M is an auxiliary mass scale. The above formula splits a generic scalar propagator
into a tadpole propagator 1/(q¯ 2i −M2) and a remnant part that consists of the original
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propagator times a factor ∆ia(q¯i)/(q¯
2
i −M2), which is suppressed by O(1/q¯i) in the UV
limit q¯i →∞.
Iterating the above identity Xi + 1 times makes it possible to capture all UV con-
tributions of the propagator 1/D
(i)
a (q¯i) up to relative order 1/q¯
Xi
i in the form of tadpole
integrands. This procedure can be easily extended to chains of q¯i-dependent scalar prop-
agators (3.2). To this end the identity (A.1) should be iterated on all Ni propagators in
the chain, and terms with denominators of the form
(
q¯ 2i −M2
)p
D
(i)
a1 (q¯i) · · ·D(i)ar (q¯i) with
p+r > Ni+Xi should be discarded. This algorithm can be encoded in a tadpole expansion
operator S
(i)
Xi
, which yields combinations of tadpole integrands
S
(i)
Xi
1
D
(i)
0 (q¯i) · · ·D(i)Ni−1(q¯i)
=
Xi∑
σ=0
∆
(σ)
i (q¯i)(
q¯ 2i −M2
)Ni+σ , (A.3)
where the numerators on the rhs read
∆
(σ)
i (q¯i) =
σ∑
σ0=0
. . .
σ∑
σNi−1=0
Ni−1∏
a=0
[
∆ia(q¯i)
]σa∣∣∣∣∣
σ0+···+σNi−1=σ
, (A.4)
and correspond to polynomials of homogeneous degree σ in q¯i ·pia and in the squared mass
scales {p2ia,m2ia} and M2.
By construction, the tadpole integrands on the rhs of (A.3) capture the leading and
subleading UV contributions of the original propagator chain up to relative order 1/q¯Xii .
Thus, formally
1− S(i)Xi = O
(
1/q¯Xi+1i
)
. (A.5)
Note that suppressed contributions of order 1/q¯Xi+1i and beyond are present also in (A.3).
This is due to the fact that terms of O(q¯ 1i ) and O(q¯ 0i ) in (A.2) are treated on the same
footing. Possible optimisations that minimise the number of irrelevant higher-order terms
in 1/q¯i are discussed in the subsequent sections.
For loop chains,
F¯ (i)α¯i (q¯i) =
N¯ (i)α¯i (q¯i)
D(i)(q¯i)
, (A.6)
where N¯ (i)α¯i and D(i)(q¯i) are defined in (3.2) and (3.4), the S
(i)
Xi
expansion can be defined as
S
(i)
Xi
F¯ (i)α¯i (q¯i) = N¯
(i)
α¯i (q¯i)S
(i)
Xi
(
1
D(i)(q¯i)
)
, (A.7)
where the loop numerator is kept unexpanded. For one-loop diagrams,
A¯1,Γ =
∫
dq¯1 F¯ (1)(q¯1) , (A.8)
we define
A¯1,Γtad = S
(1)
X1
A¯1,Γ =
∫
dq¯1 S
(1)
X1
F¯ (1)(q¯1) , (A.9)
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where the order X1 of the expansion should be set equal to the degree of divergence of
Γ. Due to (A.5), this choice guarantees that A¯1,Γrem = A¯1,Γtad − A¯1,Γ has negative degree
of divergence, which implies that all UV divergences of Γ are embodied in the tadpole
expansion (A.9).
At two loops, UV divergences can be isolated in tadpole integrals by means of three
separate tadpole expansions S
(i)
Xi
with i = 1, 2, 3, each of which acts exclusively on the
q¯i-dependent chain Ci. More explicitly, for the generic two-loop diagram (3.1) one can
define
A¯2,Γtad =
3∏
i=1
S
(i)
Xi
A¯2,Γ =
∫
dq¯1
∫
dq¯2
[
Γ¯α¯1α¯2α¯3(q¯1, q¯2, q¯3)
3∏
i=1
(
S
(i)
Xi
F¯ (i)α¯i (q¯i)
)]
q¯3 =−q¯1−q¯2
. (A.10)
Here the order of the various S
(i)
Xi
expansions should be chosen as
Xi = Xi(Γ) = max {X(Γ), Xij(Γ), Xik(Γ)} , (A.11)
where X(Γ) is the global degree of divergence, i|jk is a partition of 123, and Xim(Γ) with
m = j, k are the degrees of divergence of the subdiagrams that contain the chain Ci, i.e. the
subdiagrams that are subject to the S
(i)
Xi
expansion. With this choice, for each individual
S
(i)
Xi
expansion the discarded (1−S(i)Xi) contribution of order 1/q¯Xi+1 has a global degree of
divergence X(Γ) −Xi(Γ) < 0, and a degree of subdivergence Xim(Γ) −Xi(Γ) < 0 for the
subdiagrams that are subject to the S
(i)
Xi
expansion. This means that each S
(i)
Xi
expansion
retains the full local divergence as well as the full divergences of the two subdiagrams that
contain the chain Ci. For what concerns the subdiagram γi, which does not contain the
chain Ci, its subdivergence factorises wrt the S(i)Xi expansion. This implies that also the
(1−S(i)Xi) finite remnant of the expansion of the chain Ci factorises wrt the γi subdivergence.
As a result, the remnant of the complete expansion (A.10) still contains the divergent parts
A¯2,Γrem,div =
3∑
i=1
(
1− S(i)Xi
)
S
(j)
Xj
S
(k)
Xk
A¯2,Γ
∣∣∣∣∣
{j,k}={1,2,3}\{i}
, (A.12)
which involve the full subdivergence of the various γi subdiagrams combined with the
remnants of the expansions of their complementary chains Ci. These missing UV divergent
parts are not globally divergent. Thus, according to (3.15), they do not contribute to
δR2,Γ.
As for the tadpole expansion (A.10), as discussed above it matches the full local diver-
gence of Γ as well as the divergences of its individual subdiagrams, thereby fulfilling the
requirements (3.18) and (3.21). Thus two-loop rational terms can be computed using the
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formulas (3.19) and (3.22). More explicitly,
δR2,Γ =
∫
dq¯1
∫
dq¯2
[
Γ¯α¯1α¯2α¯3(q¯1, q¯2, q¯3)
3∏
i=1
(
S
(i)
Xi
F¯ (i)α¯i (q¯i)
)
− Γα1α2α3(q1, q2, q3)
×
3∏
i=1
(
S
(i)
Xi
F (i)αi (qi)
)]
q3=−q1−q2
+
3∑
i=1
∫
dq¯i
[
δZα¯i1,γi(q¯i)S
(i)
Xi
F¯ (i)α¯i (q¯i)
−
(
δZαi1,γi(qi) + δZ˜
αi
1,γi(q˜i) + δRαi1,γi(qi)
)
S
(i)
Xi
F (i)αi (qi)
]
, (A.13)
where
F (i)αi (qi) =
N (i)αi (qi)
D(i)(q¯i)
(A.14)
is the projection of the chain (A.6) to Dn = 4 dimensions. The orders Xi for the expansions
of the various chains Ci in (A.13) have to be chosen according to (A.11). In the presence
of UV divergent subdiagrams, their determination can be facilitated by observing that9
Xi(Γ) = max {X(Γ), Xij(Γ), Xik(Γ)} = X(Γ) if X(γi) = Xjk(Γ) ≥ 0 . (A.16)
This relation is especially useful for the one-loop integrals with δZ1,γi , δZ˜1,γi and δR1,γi
insertions, since such counterterms are non-vanishing only for divergent subdiagrams γi,
i.e. when X(γi) ≥ 0. Thus, according to (A.16), the order of the expansion of the comple-
mentary chain Ci is simply given by Xi = X(Γ) and does not depend on the details of the
two chains Cj , Ck inside γi.
In (A.13) rational terms arise from the interplay of the (D−4)-dimensional parts of the
numerators with UV singularities, and by construction only local divergences contribute,
while subdivergences cancel out. This property has various important implications. First of
all it makes it possible to discard the divergent parts (A.12), and thus to reduce δR2,Γ terms
to tadpole integrals. Moreover, it guarantees that all terms depending on the auxiliary
tadpole mass M cancel in (A.13). This cancellation mechanism can be understood by
observing that, before applying the S
(i)
Xi
expansion, the original integrals are independent
of M . This implies that the truncated expansions S
(i)
Xi
and their remnants (1 − S(i)Xi)
must have identical M -dependent parts with opposite signs. Moreover, we know that the
remnants do not contribute to δR2,Γ since their divergent parts (A.12) are free from local
divergences, and non-divergent parts cannot generate rational terms. For this reason, also
the M -dependent parts of the truncated tadpole expansion (A.10) must cancel in (A.13). In
practice, the cancellation of the M -dependence in (A.13) is guaranteed by the fact that all
UV poles and rational parts stemming from the subdivergences of two-loop amplitudes are
compensated by the corresponding counterterm insertions in the last two lines of (A.13).
9The relation (A.16) is a direct consequence of the inequalities
X(Γ) ≥ Xjk(Γ) +Xim(Γ) for m = j, k , (A.15)
where ijk is a permutation of 123. See Section 5.2 of [1].
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A.2 Power counting in 1/q¯i and parametrisation dependence
The tadpole expansion defined in the previous section makes it possible to capture all
terms up to relative order 1/q¯Xii in a very simple way, namely by iterating (A.1) on the
denominators of a loop chain. However, as mentioned above, this naive expansion does not
retain only the required terms of O(1/q¯Xii ) and lower, but also many unnecessary terms of
O(1/q¯(Xi+1)i ) and higher.
The number of terms, and related tadpole integrals to be computed, can be reduced in
a drastic way by applying a strict power counting in 1/q¯i. In practice the expansion (A.7)
can be redefined as
S
(i)
Xi
F¯ (i)α¯i (q¯i) = P
(i)
Xi
[
N¯ (q¯i)S(i)Xi
(
1
D(i)(q¯i)
)]
, (A.17)
where the operator P
(i)
Xi
truncates all terms beyond relative order 1/q¯Xii . With this im-
provement a large number of irrelevant terms are discarded, while the entire analysis
of Section A.1, including the formula (A.13), remains valid.
When applying the tadpole expansions (A.17) or (A.7) on the rhs of the δR2 for-
mula (A.13), care must be taken that the cancellation of all UV poles and rational terms
stemming from subdivergences is not disturbed. This requires a one-to-one correspondence
between the expansions that are applied to the two-loop integrals and to the related one-
loop integrals with counterterm insertions in (A.13). Let us consider, for example, the
counterterm contribution∑
γi
δZ1,γi · A¯1,Γtad/γi,tad =
∑
γi
∫
dq¯i δZ
α¯i
1,γi
(q¯i)S
(i)
Xi
F¯ (i)α¯i (q¯i) , (A.18)
which embodies the UV singularities of the various subdiagrams γi in Dn = D dimensions.
Here the expansion S
(i)
Xi
of the complementary one-loop chain Ci must be identical to the
S
(i)
Xi
expansion that is applied to the corresponding two-loop amplitude with Dn = D
in (A.13). To this end, the propagators of the two-loop diagrams and the corresponding
propagators in the one-loop insertions need to be parametrised in the same way. This
is mandatory since, in general, after tadpole expansion the two-loop diagrams and the
related one-loop insertions depend on the parametrisation of the loop momenta, and only
their combination is parametrisation-independent. This is due to the fact that a loop-
momentum shift q¯i → q¯i+∆pi, where ∆pi is a linear combination of the external momenta,
turns each term of fixed order (1/q¯i)
K into combinations of terms of order (1/q¯i)
K′ with
K ′ ≥ K. In the case of the counterterm δZα¯i1,γi(q¯i) in (A.18) all extra higher-order terms
resulting from the shift are retained, while in the case of the chain F (i)α¯i (q¯i) they are in part
truncated by the S
(i)
Xi
expansion. In general, this results into a dependence on the shift ∆pi.
Therefore, changing the parametrisation of two-loop diagrams and corresponding one-loop
diagrams with one-loop counterterms independently from one another can jeopardise the
cancellation of subdivergences in (A.13) and give rise to fake δR2,Γ contributions.
In principle, (A.18) may be rendered parametrisation invariant by extending the 1/q¯i
expansion to the full integrand, including also the counterterm (see Appendix A.5). How-
ever, this is not consistent with the method of Section A.1, which requires the expansion of
– 43 –
each chain Ci to be independent of the complementary subdiagram γi. Thus the countert-
erm should be excluded from the 1/q¯i expansion, and when δZ1,γi(qi) depends on qi, i.e.
when the subdiagram γi involves a non-logarithmic divergence, then (A.18) is not invariant
wrt shifts of q¯i.
A.3 Taylor expansion in the external momenta and masses
In the following we introduce an improved tadpole-expansion approach that renders the
calculations more efficient and makes it possible to parametrise two-loop integrals and
one-loop counterterm insertions independently from each other. This approach is based
on Taylor expansions in the external momenta and internal masses, which correspond to
expansions in the dimensionless parameters {pia/q¯i}, {mia/q¯i} and thus to 1/q¯i expansions
at level of loop integrands.
To carry out Taylor expansions in the parameters {pia,mia} associated with a certain
chain Ci we introduce the rescaled parameters
pˆia = λi pia , mˆia = λimia , for a = 0, . . . , Ni − 1 , (A.19)
and the associated expansion operators
T
(i)
K =
1
K!
(
d
dλi
)K ∣∣∣∣∣
λi=0
and T
(i)
[0,Xi]
=
Xi∑
K=0
T
(i)
K . (A.20)
For a function f({pia,mia}) the terms of fixed order K in {pia,mia} are obtained by
applying T
(i)
K to f({pˆia, mˆia}), while T(i)[0,Xi] corresponds to the truncated Taylor expansion
up to order Xi. In the case of loop integrands, the dependence on the external momenta
pia arises only from the internal momenta
ˆ`
ia = q¯i + pˆia . (A.21)
Thus the T
(i)
K operator corresponds to
1
K!
(
d
dλi
)K ∣∣∣∣∣
λi=0
=
1
K!
(∑
a
pµia
∂
∂ ˆ`µia
+
∑
a
mµia
∂
∂mˆµia
)K ∣∣∣∣∣
pˆia = mˆia = 0
. (A.22)
Contrary to the methods of Sections A.1–A.2, the above Taylor expansion generates
only scaleless tadpole integrals, since all momenta and masses are set to zero in the denom-
inators. This can be avoided by supplementing each propagator denominator by auxiliary
squared mass terms
Mˆ2i = (1− ω2i )M2 . (A.23)
Physical amplitudes correspond to ωi = 1, i.e. Mˆi = 0, but can be described through an
expansion in ωi around ωi = 0. To this end we introduce the operators
M
(i)
J =
1
J !
(
d
dωi
)J ∣∣∣∣∣
ωi=0
and M
(i)
[0,Xi]
=
Xi∑
J=0
M
(i)
J . (A.24)
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Note that loop amplitudes with ωi 6= 1 depend only on the squared mass Mˆ2i . Thus the
operator M
(i)
J yields zero for odd values of J , while for even values of J it generates terms
of relative order (M/q¯i)
J . In practice, renormalisable theories require expansions only up
to order Xi ≤ 2, and, once all {pia,mia} have been set equal to zero in the denominators
as a result of (A.22), only the two following trivial Mˆi expansions are required,
M
(i)
[0,Xi]
1
(q¯2i − Mˆ2i )Pi
=
1
(q¯2i −M2)Pi
for Xi ≤ 1 ,
M
(i)
[0,2]
1
(q¯2i − Mˆ2i )Pi
=
1
(q¯2i −M2)Pi
(
1− Pi M
2
q¯2i −M2
)
for Xi = 2 . (A.25)
Here 1/(q¯2i − Mˆ2i )Pi is a tadpole denominator that results from the {pia,mia} expansion of
a certain chain Ci with auxiliary mass (A.23).
In order to express the expansion of a generic loop chain in terms of the operators (A.20)
and (A.24), let us define the modified loop chain
F¯ (i)({ˆ`ia, mˆia}, Mˆi) =
N¯ (i)({ˆ`ia, mˆia})
D(i)({ˆ`ia, mˆia}, Mˆi) , (A.26)
where we explicitly indicate the dependence on ˆ`ia, mˆia and Mˆi, and the modified chain
denominator is defined as
D(i)({ˆ`ia, mˆia}, Mˆi) = Ni−1∏
a=0
(
ˆ`2
ia − mˆ2ia − Mˆ2i
)
, (A.27)
while the associated numerator in (A.26) corresponds to the usual chain numerator N¯ (i)α¯i (q¯i)
with pia → pˆia, mia → mˆia and with the multi-index α¯i kept implicit. For λi = ωi = 1 the
modified chain (A.26) is equivalent to (A.6), while applying T
(i)
KM
(i)
J to (A.26) generates
a massive tadpole chain of order K in {pia/q¯i,mia/q¯i} and order J in M/q¯i. Thus the
truncated tadpole expansion (A.17) can be generated by applying (A.26) to all T
(i)
K M
(i)
J
combinations with K + J ≤ Xi, i.e.
S
(i)
Xi
F¯ (i)(q¯i) =
Xi∑
J=0
Xi−J∑
K=0
T
(i)
K M
(i)
J F¯ (i)
({ˆ`ia, mˆia}, Mˆ2i ) . (A.28)
In order to arrive at a more efficient expansion, we first observe that the expansions
in λi and ωi can be decoupled from each other by replacing
Xi∑
J=0
Xi−J∑
K=0
T
(i)
K M
(i)
J → T(i)[0,Xi] M
(i)
[0,Xi]
. (A.29)
Such a modified expansion generates unnecessary extra terms up to order (1/q¯i)
2Xi for
each chain. However it makes it possible to combine the T
(i)
[0,Xi]
expansions of all chains
into a global expansion in {pia,mia} that extends to the full integral, including also the
vertices that connect the various chains. In this way, exploiting the fact that δR2 terms are
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homogeneous polynomials of order X in {pia,mia}, all contributions of lower and higher
order can be discarded. Thus one can replace∏
i
T
(i)
[0,Xi]
M
(i)
[0,Xi]
→ TX
∏
i
M
(i)
[0,Xi]
, (A.30)
where TX extracts terms of fixed order X in all {pia,mia}. More precisely, one can apply
a global rescaling parameter λ to all momenta and masses inside loop chains, connecting
vertices and counterterms,
pˆia = λ pia , mˆia = λmia ∀ i, a , (A.31)
and define the expansion operator
TX =
1
K!
(
d
dλ
)K ∣∣∣∣∣
λ=0
. (A.32)
With these conventions one can define the optimised tadpole expansion10
A¯k,Γtad = TX
(∏
i
M
(i)
[0,Xi]
)
A¯k,Γ , (A.33)
where A¯k,Γ is the amplitude of a generic k-loop diagram, and the product includes all
relevant loop chains, i.e. one chain at one loop and three chains at two loops. For one-
loop diagrams with a counterterm insertion the expansion should be carried out as for
bare one-loop diagrams, applying TX also to the momentum and mass dependence of the
counterterm.
When using the optimised tadpole expansion (A.33) for the calculation of δR2 terms,
on the rhs of (A.13) one should apply a global Taylor expansion TX , where X = X(Γ) is
the global degree of divergence of the two-loop diagram at hand, and replace S
(i)
Xi
by M
(i)
Xi
,
where Xi = Xi(Γ) is defined in (A.11). More explicitly, for an individual two-loop diagram
the above expansion amounts to the following operations.
1. Rescale all external masses and internal momenta according to (A.31) and insert the
auxiliary mass term Mˆ2i in every propagator denominator that depends on the loop
momentum q¯i.
2. Apply the operator TX , which selects terms of fixed total order X = X(Γ) in
{pia,mia}, at the level of the full two-loop diagram. This yields tadpole integrals
with denominators of the form
∏
i(q¯
2
i − Mˆ2i )Pi , where Pi ∈ [Ni, Ni +X].
3. Apply the auxiliary-mass expansions
∏
iM[0,Xi] using (A.25).
The same procedure should be used for one-loop diagrams with counterterm insertions. In
that case, according to (A.16), the order of the M
(i)
[0,Xi]
expansions is simply Xi = X(Γ).
10Here and in the following is is implicitly understood that the parameters of the amplitude A¯k,Γ on the
rhs should be rescaled according to (A.23) and (A.32) before applying the TX and M
(i)
[0,Xi]
operators.
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Note that steps 2 and 3 of the above algorithm may be inverted. Alternatively, they may
be implemented by means of the recursive tadpole decomposition (A.1) with subsequent
selection of terms of total order X(Γ) in {pia,mia} and from order zero to Xi in Mˆi.
Contrary to the naive tadpole expansion discussed in Sections A.1–A.2, the optimised
expansion (A.33) and its further simplification described in Section A.4 are invariant wrt
shifts of the loop momenta. This is demonstrated in Section A.5.
A.4 Taylor expansion with auxiliary one-loop counterterms
In this section we outline an alternative tadpole expansion method that is widely used in
multi-loop calculations of beta functions [47–49]. This method makes it possible to isolate
local divergences without applying any auxiliary-mass expansion. It can be understood by
starting from the expansion (A.33) and disentangling the effects of the TX and M
(i)
Xi
opera-
tors. Applying only the TX expansion to a generic k-loop integral results into combinations
of tadpole integrals of type
TX
(∏
i
M
(i)
[0,Xi]
)
A¯k,Γ =
(∏
i
M
(i)
[0,Xi]
) ∑
~P
∫ ∏
i
dq¯i
T~P ({q¯k, pka,mka})∏
j(q¯
2
j − Mˆj)Pi
(A.34)
where ~P = (P1, . . . ) describes the denominator powers of the various loop chains. The
numerators T~P ({q¯k, pka,mka}), which result from the TX expansion of the original integral,
is a polynomials of homogeneous degreeX in {pia,mia}. Moreover, in the case of amputated
1PI diagrams, the superficial degree of divergence X corresponds to the mass dimension
of the diagram. Therefore the massive tadpole integrals on the rhs of (A.34) must have
vanishing global degree of divergence. Let us now consider the effect of the auxiliary-mass
expansions. The leading contribution
M0 =
∏
i
M
(i)
0 , (A.35)
which amounts to inserting by hand a mass term Mˆi = M in all denominators, does not
modify the superficial degree of divergence. Instead, the remnant part
∆M =
∏
i
M
(i)
[0,Xi]
−M0 , (A.36)
is either vanishing (when Xi < 2 for all i) or contains at least one auxiliary-mass derivative,
which results in a M2/q¯2i suppression. This implies that such terms have a negative degree
of superficial divergence. Therefore they are only relevant for a correct description of all
subdivergences, i.e. in order to guarantee (3.21)—(3.22), but they do not contribute to
δR2,Γ.
This implies that two-loop rational terms can be computed using the minimal expan-
sion
A¯k,Γtad = TXM0 A¯k,Γ . (A.37)
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With this approach the formula for the calculation of δR2 terms becomes
δR2,Γ = TX
∫
dq¯1
∫
dq¯2
[
Γ¯α¯1α¯2α¯3(q¯1, q¯2, q¯3) M0
3∏
i=1
F¯ (i)α¯i (q¯i)− Γα1α2α3(q1, q2, q3)
×M0
3∏
i=1
F (i)αi (qi)
]
q3=−q1−q2
+
3∑
i=1
TX
∫
dq¯i
[
δZα¯i1,γtad,i(q¯i,M)M0 F¯
(i)
α¯i (q¯i)
−
(
δZαi1,γtad,i(qi,M) + δZ˜
αi
1,γtad,i
(q˜i) + δRαi1,γtad,i(qi,M)
)
M0F (i)αi (qi)
]
, (A.38)
where it is understood that, before applying TX , all physical masses and momenta should
be rescaled according to (A.31). Since the omission of the higher-order terms (A.36)
modifies all quadratic subdivergences, the various UV and rational one-loop counterterms
in (A.38) should be adapted to the modified one-loop subdiagrams M0 A¯1,γi . For instance,
the required UV counterterm in Dn = D is
δZα¯i1,γtad,i(q¯i,M) = −KM0 A¯
α¯i
1 γi
(q¯i) . (A.39)
Assuming that subdivergences are at most quadratic, (A.39) is related to the standard UV
counterterm through
δZα¯i1,γtad,i(q¯i,M) = δZ
α¯i
1,γi
(q¯i) +K
[
M2
d
dM2
(
M0 A¯α¯i1 γi(q¯i)
)]
. (A.40)
The M -dependent term on the rhs contributes only in the presence of quadratic subdiver-
gences and can be treated as an extra auxiliary counterterm. Similar M -dependent terms
need to be included also in the rational terms δRαi1,γtad,i(qi,M), while in renormalisable the-
ories δZ˜
αi
1,γtad,i
(q˜i) is independent of M , since the full M -dependence of the UV counterterm
in Dn = 4 can be absorbed into δZ
αi
1,γtad,i
(q˜i,M).
A.5 Invariance with respect to shifts of the loop momenta
As discussed in Section A.2, tadpole expansions can depend on the parametrisation of loop
integrals, i.e. shifts of the loop momentum can lead to a different result. For this reason,
when computing δR2 terms care must be taken that parametrisation-dependent terms do
cancel out as they should. To this end, when using the naive expansions of Sections A.1–A.2,
two-loop diagrams and related one-loop counterterm insertions should be parametrised in
the same way. On the contrary, as demonstrated in the following, when using the opti-
mised tadpole expansions (A.33) and (A.37) the parametrisations of all loop integrals can
be chosen independently from one another.
As a starting point, let us consider the interplay of a loop-momentum shift q¯i → q¯i+∆pi
with the expansion (A.33) of a generic one-loop integral,
TXM
(i)
[0,Xi]
A¯1({pia + ∆pi,mia}) =
∫
dq¯i T˜XM
(i)
[0,Xi]
F¯({ˆ`ia, mˆia}, Mˆ2i )
∣∣∣∣∣
ˆ`
ia=q¯i+∆pˆi+pˆia
,
(A.41)
– 48 –
where X is the superficial degree of divergence of the diagram at hand, while Xi may
have arbitrary values, and the case Xi = 0 corresponds to the expansion (A.37). The
momentum shift ∆pi is a certain combination of the external momenta pia. Thus ∆pi
should undergo the same λ-rescaling (A.31) and expansion (A.32) as the original external
momenta. However, for a transparent bookkeeping of the dependence on ∆pi we introduce
an independent rescaling
∆pˆi = λ˜∆pi , (A.42)
and on the rhs of (A.41) we carry out a simultaneous expansion in λ and λ˜, which is
embodied in the operator
T˜X =
1
X!
(
d
dλ˜
+
d
dλ
)X ∣∣∣∣∣
λ=λ˜=0
=
X∑
K=0
1
K!(X −K)!
(
d
dλ˜
)K ∣∣∣∣∣
λ˜=0
(
d
dλ
)X−K ∣∣∣∣∣
λ=0
,
(A.43)
where (
d
dλ˜
)K ∣∣∣∣∣
λ˜=0
=
(
∆pµi
∑
a
∂
∂ ˆ`µia
)K ∣∣∣∣∣
λ˜=0
=
(
∆pµi
∂
∂q¯µi
)K ∣∣∣∣∣
λ˜=0
. (A.44)
Since λ˜, λ and ωi are independent expansion parameters, the corresponding derivatives
commute. Thus combining (A.32), (A.41) and (A.43)–(A.44) we can write
TXM
(i)
[0,Xi]
A¯1({pia + ∆pi,mia}) =
=
X∑
K=0
∫
dq¯i
1
K!
(
∆pµi
∂
∂q¯µi
)K TX−KM(i)[0,Xi] F¯({ˆ`k, mˆk}, Mˆ2)
∣∣∣∣∣
ˆ`
k=q¯i+pˆk
 .
(A.45)
Here all terms with K > 0 on the rhs integrate to zero since the corresponding integrands
have the form of a total ∂/∂q¯µi derivative, while the remaining K = 0 term corresponds to
the expansion of the original integral with ∆pi = 0, i.e.
TXM
(i)
[0,Xi]
A¯1({pia + ∆pi,mia}) = TXM(i)[0,Xi] A¯1({pia,mia}). (A.46)
This demonstrates that, when applied to one-loop integrals, the tadpole expansions (A.33)
and (A.37) are invariant wrt shifts of the loop momentum. Along similar lines one can
show that this holds also beyond one loop.
B Renormalisation constants in the MS scheme
For convenience of the reader, in this appendix we list the explicit expressions of the
renormalisation constants that enter the Yang–Mills Lagrangian (5.2) for the case of the
MS scheme. Similarly as in Section 5 we adopt the Feynman gauge, and we use the
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convention (5.7) for the perturbative expansion of the various renormalisation constants.
In the the MS scheme, the rescaling factor S that enters t = Sµ20/µ
2
R in (5.7) is defined
through (4.30) and, according to (4.32), the scale-independent parts of the renormalisation
constants are the same as in the MS scheme,
δZˆ(MS)k,χ = δZˆ(MS)k,χ = δZˆ(MS0)k,χ . (B.1)
The gauge-fixing term does not receive any finite renormalisation in the MS scheme, i.e.
Zgp = 1, while the scale-independent parts of the other renormalisation constants read
δZˆ(MS)1,α =
(
−11
3
CA +
4
3
TF nf
)
ε−1 ,
δZˆ(MS)2,α =
(
121
9
C2A −
88
9
TF nf CA +
16
9
T 2F n
2
f
)
ε−2 −
[
17
3
C2A − TF nf
(
10
3
CA
+ 2CF
)]
ε−1 , (B.2)
δZˆ(MS)1,f = − CF ε−1 ,
δZˆ(MS)2,f =
(
1
2
C2F + CACF
)
ε−2 +
(
3
4
C2F −
17
4
CACF + TF nf CF
)
ε−1 , (B.3)
δZˆ(MS)1,mf = − 3CF ε−1 ,
δZˆ(MS)2,mf = CF
[(
9
2
CF +
11
2
CA − 2TF nf
)
ε−2 −
(
3
4
CF +
97
12
CA − 5
3
TF nf
)
ε−1
]
,
(B.4)
δZˆ(MS)1,A =
(
5
3
CA − 4
3
TF nf
)
ε−1 ,
δZˆ(MS)2,A =
(
−25
12
C2A +
5
3
TF nf CA
)
ε−2 +
[
23
8
C2A − TF nf
(
5
2
CA + 2CF
)]
ε−1 , (B.5)
δZˆ(MS)1,u =
CA
2
ε−1 ,
δZˆ(MS)2,u =
(
−C2A +
1
2
TF nf CA
)
ε−2 +
(
49
48
C2A −
5
12
TF nf CA
)
ε−1 . (B.6)
These renormalisation constants have been computed in the same framework as the
rational terms and agree with those in the literature, which have been available for a
long time [50–52]. Specific results for SU(N) and U(1) gauge theories can be obtained by
applying the substitutions in Table 5.2.
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