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CHAPITRE 1 INTRODUCTION 
Toute instruction doit se trouver en mémoire centrale j;our pou-
voir s'èxécuter. Dans les systèmes à mémoire virtuelle paginée, 
les parties de programmes se retrouvent al t ernativement en mé-
moire centrale ou sur le support de mémoire auxili a ire. Lorsque 
le programme à exécuter référence une zone de don~ é es ou une 
instructi0n qui ne se trouve pas en mémoire centrale, il se .ro-
duit un déf aut de pa ge. La page référenc ée doit être amen~e en 
mbmoire centrale pour que l'exécution p ::is3e se poursuivre, avec, 
le cas échéant,libération d'un cadre occupé . Le phénom ène est 
cofiteux pui s qu'il correspond ~ un travail suppl6menta i re : effec-
tuer par le système et a llonge le temps d'exécuti on (elapsed t i me) 
des programmes des utilisateurs. ( 01 Dès que la dégra-
dation devient trop import~nte (trashing), des mesures radicales 
. -· 
doivent être prises :arrêt d'introduction de nouvelles tâches, 
Les systèmes courant s de gestion de la mémoire sont conçus de 
façon à éviter ces situation, bien ~u'ils ne soient p s O?timaux. 
Plutôt que de remet t re en cause la stra tégie de gestion de lamé-
moire d'un syst ème, une am ,.)lioration substantiel le peut être 
obtenue en a doptant les pro gramme s ~ exécuter ~ la strat égie en 
vigueuï- ou tout c-. u moins, en les oreo.nisant quelque peu. Ce tra-
vail est appelé restructur tion. 
Il consiste â réarranger les blocs résultant d'une découpe logique 
des programmes, dans des pages, uni té d' /, change entre mémoire 
centrale et auxiliaire. 
L'intér~t de la restr ucturation ne fait aucun doute, et n 6té mon-
tré dès 1967 par Corneau. ( 08 ) 
CHAPITRE 2: SITUATION ET BUT 1lU TRAVAIL 
2 .1. Cadre du travail 
Nous nous plaçons dans le cadre d'un système à mémoire virtuelle 
paginée et multiprogrammé. Nous considérons que la pagination 
s'effectue à la demande, c'est-à-dire que toute page n'est 
amenée en mémoire principale qu' à partir du moment o~ elle est 
nécessaire pour la suite de l'exécution du programme demandeur. 
Aucune page n'est chargée préventivement. 
Indépendaament de l'environnement, c'est-à-dire sans remet t re 
en cause la stratégie de gestion de la mémoire ni la charge du 
système considéré, nous désirons restructurer les pro grammes des 
utilisateurs - et éventuellement certains utilitaires tels que 
compilateurs, programmes de tri, de conversion ••• - de fa ~on à 
am éliorer leur schéma de pagination et d'utilisation de mémoire 
centrale. 
La restructuration aura des conséquences au niveau du comporte-
ment global du sy.stème ( tlll'ou r,hput ) • Notre invœtigntion se 
limitera cepend: nt à déterminer son influence au niveau de s 
programmes concernés. 
Le trava il à effectuer poursuit celui entrepris par G. Gaspard 
(voir 16) et consistera notamment en un examen d'algorithmes 
supplémentaires. 
2.2. Le_problème_vu_par_le_~estionnaire_du __ centre 
Av~nt d'entrer plus avant dans les techniques de r estructuration 
proprement dites, il serait bon d'avoir une vi sion globale du 
j)roblème. 
Les programmes s ont de plus en plus conçus de façon modulaire, 
et leur comportement interne est généra lement mal connu. Si, 
pour une exécution donnée, l a consommation totale en temps CPU 
est f a cilement identifiable , l a ven t i l nt i on pa r routine est m~ins 
évidente. La façon dont le contrôle du process eur évolue dans 
le t emps est encore plus diff icile â dét erminer. Si, parallèle-
ment, on désire connaître les zones suc ce • s ivement r 6f érenc ées, 
des outils d'espionnage du programme deviennent né ces 1aires. 
Le phénom ène de loca l i t é P. st déf i ni comme t a nt l e f a i t que, 
durnnt tout intervalle d'exécution, un process us ré f érence cer-
taina de se s constituants plus que d' autres. ( 24 
La séquentialité des i nstructions, la modularité et les méca-
nismes de pro gr a 1n mati •n t, 0 Ls l <i s boucles, en sont les principales 
raisons. Ces éléments s :~ nt i ntrins~ ~ues aux pro gramm es. 
Ass ociés à chaque programme, nous trouvons d ' autre part les 
facteurs suivants 
- la durée de vie, ou plus précisément, le nombre d'exécutions 
futures 
8. 
- le coftt de chacune, plus exactement, la consommation des res-
sources qui nous occupent plus particulièrement : mémoire 
centrale et défauts de page. 
L'environnement est constitué de composantes de deux types 
- fixes: stratégie de gestion mémoire du système 
- taille de la page ; 
support auxiliaire de la mémoire ... 
- variables s retenons es ~entiellement l a charge, c'est-à-dire 
l'ensemble des processus concurrents 
Ces considérations vont ~tre pris es en compte pour déterminer 
quel est, pour chaque 1; rogramme, 1 1 i nt érêt d I effectuer une 
restructuration. Cette dernière n'est pas un but en soi. 
En effet, les procédures utilisées pour la réaliser sont coû-
teuses, alors que le défaut de page n'est gênant que d·0 ns la 
mesure où il dégrade les performances globales. Ceci dépend 
essentiellement de la charge. 
La démarche proposée vise en premier l ieu à détermine r les pé-
riodes où une amélioration globale (c'est-à -dire pour la charge 
totale) est nécessaire, ainsi que le niveau de cette dernière. 
Elle est fonction du dommage entraîné p · r le défaut de page qui 
représente l'influence de celui-ci sur le "throughput" et dé-
pend des facteurs suivants: 
- overhead CPU entraîné: temps CPU consommé par le système pour 
prendre en compte et satisfair e la requête, avec gest i on des 
tables et fik, d'attente con c e rn6es 1 
- durée de satisfaction du dé fa ut de page: temps 11 elapsed 11 
entre la dé tecti on du défaut de page et l'instant où le pro-
gramme demandeur est à nouv eau prêt à p oursu i vre son exé cution. 
En plus de la pré cé dente, les composantes suivantes entrent en 
ligne de compte : 
- encombre ment des canaux dû au paging 
- taille mémoire centrale disponible. Dans le cas où lare-
cherc he d'un ou plusi e urs cadres libres n'abouti t pas, le 
système e s t a mené à libérer et éventuellement à recop ier, une 
ou p lus ieurs pages appartenant au proces s us de ,aandeur ou è. un 
autre ; 
- taux d o défauts de page. Ce sont en effet les " point es " cor-
respondant n un nombr e élevé de dé fauts de page pendant un 
court int erval : e de temps, qui sont les plus n éfastes. 
10. 
Il est clair que le dommage varie dans le temps, ess entiellement 
en rapport avec la charge. Tenir compte de tous ces éléments en 
tant que tels pour se définir un critère pratique d ' am élioration 
est pratiquement irréalisable vu la difficult 5 de mesure et du 
co6t engendr6. Un critère accept~ble est le t cux de défauts de 
page , c'est-à-dire le nombre de défauts de page apparais s ant dans 
un intervalle de temps à déterminer. Si ce dernier est trop 
grand, les effets des pointes s ~nt mini tnis és.S 1 il est trop petit 1 
le taux est r6duit artificiellement. 
Il faudra en premier lieu déterminer quel est le taux acceptable 
pour l'installation, l'am( lioration â obtenir découlant de la dif-
férence entre taux observé et acceptable. Visualisons cela sur 
un schéma: 






L'étape suivante vise à ventiler la dégradation entre les diffé-
rents constituants de la charge. Il s'agit d'identifier ln 
respons abilité de chacun et d 'at t e i ndre l'objectif fixé à un 
coût minimum. La ventila tion se f e ra sur base du nombr e. de dé -
fauts de page provoqués par chacun des ~roc essus C(. ncur en ts pour 
c t a cune des périodes consid6ré e s (P1 et P2 sur l'exemple pr ·c~-
dent), l'améliora tion devant alors être exprimée en nombre de 
d é fauts de page. 
Outre les solutions radicales qui remettent en cause l'instal-
l a tion ou l n charge, apparaît la poss ibilit 6 de restructuration. 
Pour un .·rogramme don n6 , l' intér~t d~pend 
- du nombre d'exécutions futures; 
- d e la consommation en d é fauts de pa ge. 
Il conviendra donc de délaisser les p rogrammes :, eu utilis é s ou 
peu consommateurs et de reporter sur les autre ~ , l' a,~ ~liorati c n 
à obtenir. De même pour ceux qu'il ne sera pas possible de res-
tructurer. La r es tructurat ion n'ayant lieu qu'une fois pour un 
programme donn ~ , la procédure à choi ~ir pour c e lui-ci sern c e lle 
qu i assure le niveau de performance maximum exig( vour ce , rogramme. 
Le problime se résu 1e a dé termi ner quels sont les programmes a 
restructurer, et à quel degré . 
Pour le formaliser, dénotons par 
Ci, le coBt de restructur ;1tion pour le programme i 
Eih, l'efficacité à at Le indre pour le proaramme i dans l a 
période h (Ei = max Eih) 
12. 
Oh, l'am6liorati onàréaliser pour la période h, déterminée 
à l'étape préc édente. 
Si de plus on admet que le coOt de restructuration est fonction 
de l'efficacité à ~tteindre: Ci= Fi (Ei) 
min L Fi (Ei) 






f Eih ~ Oh 
La troisième étape consiste à déterminer la procédure de restruc-
turation à choisir pour chacun des programmes à restructurer, et 
à effectuer l es restructura tions. 
Le but de ce ménoire est de r éaliser un outil qui permet t e de 
eomparer, tant du point de vue coOt qu'efficacité, une série de 
proc édures de restructuration, de fa çon à effectuer le choix de 
la procédure ad hoc. Cet outil doit en mê me temps être utilisa-
ble pour effectuer lea restructurati ons en question. 
La dernière étape consistera en une vérificnti on des résultats 




La comparaison, comme &vaqué pr~cédemment, doit se faire d deux 
niveaux: coat et efficacité. Il nous f a ut donc d é terminer des 
critères qui permet ~ent de la réaliser. 
a)point de vue coût 
Les critèr e s sont ceux ayant rapport aux ressor c es consommées 
pour effe ctuer la restructura tion: temps CPU, temps ri e con-
nexion, activité des périphériques, mémoire utilisée 
b)point de vue efficacité : 
... 
L'ef f icacit é de la restructuration s e tra duit à deux niveaux 
celui de la pagination et celu i d e l'utilisat i on de lamé -
moire. 
Les critères les p lus communément cités sont 
- le nombre d e d é fauts de p a ge 
- Parachor curye 
- taille du working set moyen et maximum 
- n ombre de pages en exc è s 
- " Pa g e survival in dex" 
- temps moyen entre deux défauts de page 
et d'autres pour lesquels nous r ev oyon s a la bi ,il iog raphie 
(03,07,11,17,24) 
CHAPI'rRE 3 RESTRUCTURATION ET OUTILS 
EtaEes_classiques_de_la_restructuration ( 12 125) 
Les étapes classiques de la restructuration, a insi que les hypo-
th~ses faites s unt exposées dans ce qui suit. 
Etape 1 : Définiti on de blocs relocatables 
Etape 2 
Le programme est décou~A en blocs re Locatables qui 
seront arrangés dans un ordre nouveau afin d'attein-
dre l'objecti f relatif au nombre de défa uts de page 
provoqués. 
Une premi t r e hypoth~se concerne l a dimension de ces 
blocs qui, idéalement, d ;;ivent être de pe tite taille 
vis J vis de la taille de la page du s ys t~me consi-
déré. Les chiffres de 1/10 â 1/3 sont e ~n6 r al e ment 
avanc és . ( 17 ) 
Une autre hyp otl .ês c ce t ~uc l'on s'interdit de de-
s cendre à l'intérieur des blocs définis : leur 
structure ne sera pas remise en cause. Il n'y aura 
pas discr [ mination entre zones contenant des données 
et zones d'instructions constituant ces blocs. 
Acquisition des donn é es 
Suivant le type des a1gorith~es de l'étape 3, les don-
nées sont acquises de façon différente. 
16. 
el l. es sont enregistré e s lors d'une exécution du programme à 
restructurer. Celui est espionné. Les références faites 
sont utilisées directement, ou stockées de façon à cons ti-
tuer une chaîne. La finesse du suivi du pro gramme dé p end de 
l 'outil disponible pour la prise d'in f ormation et peut aller 
de l'interprètation au simple suivi des passages de contrôle 
entre blocs. Le coût varie en f oncti , ,n : de 50 fois le coilt 
original dans le premier cas ( 23 ), à moin s de 10% de 
supplément da ns le second. Les réfé rences aux zones de 
ionnées peuvent être ou non prises en compte . L'échantil-
lonnage est une pos s ibilité supplémentaire. 
- elles sont déduites de la structure du ~rogramme - par ~x em-
ple sur base de la s uurce - o ~ les possibili tés potentielles 
de passage de c ,Jntrôle entre blocs, de référence a ux zones de 
données••• sont étudiées. 
Etape 3 Calcul d 'af f inité entre blocs (algorithme de "res-
tructuration") 
Une matrice d'affinité qui estime l e s liens p lus 
ou moins grands e xistant entre les blocs, e st cons-
titué e. 
Ce point est dévelo p pé au C~apitre 5. 
Cette matrice est créée par l ~s ::lgori thmes dits de 




Définition du nouvel arrangement 
Les blocs relocatables sont groupés dans une ou plu-
sieurs puc es, sur ba se de la matrice construite à 
l'étape 3. Ce sont les lis .es créés par les algo-
rithmes de "clust e: rin g" exa:-:; inés au chn.pi tre 6. Ces 
listes sont elles-m~mes séquencées. La possibilit 0 
de dédoubler certains blocs, c'est-à~dire d'en in-
clure plusieurs exemplai res dans des listes différentes 
ne sera pas prise en considérati on. Celle de tasser 
les listes afin de réduire la consommation mémoire 
- densificati ~n - le sera (chapitr e ?). 
Création du pro gramme restructuré 
L'arrangement déf i ni est réalisé p~r une édition ee 
liens (L INKAGE-EDITOR) de façon à placer C' tacun des 
blocs dans l'ordre déf i ni. 
Pour cette é tape, il est nécessa ire de d i sposer de la 
biblio t hèque contenant les mo dules objets correspon-
dant aux blocs constituant le programme . Nous ferons 
de plus l'hypothèse suivante : le bloc contenu t le 
point d'entrée initial peut ne pas être le premier 
inclus lors de l'édition de liens. L'arranGement ef-
fectué e :3 t en effet indépend[tnt des c•mtraintes J; ropres 
à l'éditeur de liens. Si ce n'est le cas, il faudra 
réviser lég~rement la séquence obtenue de fa çon à 
répondre aux contraintes tech niq ues du système sur le-




Test du nouveau programme 
Le comportement du proJ ram rn e modifié ,0 st test é de 
façon â vérifier que les am0liorations ré pondent 
aux objectifs assignés. Cette étape n'aura plus de 
raisons d'être dès que les assura -1ces r elatives a 
la validit 6 des ; roc édures seront suffisantes. 
Un enchaînement du type restructuring - clustering -
densification .::: era nppelé " procédure de restructuration". 
Schémas_~oss ibles 
Nous ne considérons ici . ue l'approche basée sur les données ob-
tenues lors de l'exécution du pr ogramme â restructurer. Cette 
option seru justifiée plus loin (chapitre 5). 
Essentiellement deux possibilité , peuv ~nt être considéré es : la 
restructuration s'effectuera d,2 façon 11 on line" ou diff {. rée. 
Dans le premier cas , l'avantage est de ne pas devoir e nreGistrer 
(entièrement) la chaîne des référ ences et de suivre l'évolution 
du pro gramme en temp3 réel, entrainant une connaissance plus 
concrè te de son comportement. ( 23 ) Pour ce qui est de notre 
pro : o~ , nous ne cons i dérerons que le deuxi~me cas. 
Les sch ~mas suivants repr6sentent le • dif f érentes étapes cit 6es 
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Deux cadres sont représenté s : réel ou simulé. 
Le coût total pour restructurer un J ro ~ramme est la somme des 
coûts repr é sent é s et passés en revue ci-après. La not a tion 
= signifie l'égalit é des coûts spécifiés p our chacun des 
deux cadres considérés. 
1 = I coût d'instrumenta ti on du pr ogramme oricinal, in-
cluant une éventue lle prise de c opie et passage par 
le "linkage editor" .(Cfr infra) 
2, II coût d'exécution du programme instrumenté. La 
chaîne de r é férence est enregistrée. 
3 = III 
4 = IV 
2 =II+ coût d'ex traction des valeurs de ~ critères 
retenus pour la comparaison. 
5 = V coût d'app lication des algorit hmes sélect ~s: res-
pectivement, "restructuring", "clustering",densifica-
tion. 
VI coût de sin1ulation du program rn e original, basée sur 
l'implantation existante des blocs. 
VII coût de simulati on du p ro 8ra~m e r estructuré, basée sur 
la nouvelle implantation fournie par la p rocédure de 
restructura ti n s éle ctée. 
VIII= 6 
coût de 11 relinkage 11 
7 coût d'exé c ution du pro gram::e r e structuré avec extrac-
tion des valeurs d e s critères 
22. 
Il est essentiel de pouvoir examiner les résultats de lares-
tructurati0n, ce qui se fera, sur base de critères définis 
ci-apr&s, en comparAnt l'exécution des programmes original et 
restructuré. Si on travaille dans le cadre réel, il faudra 
exécuter proGramme original et r ,, structuré avec les mêmes don-
nées, ce qui n'est pas un problème majeur. Cependant, une des 
deux e*6cution est inutile puisqu'el l e doit conduire aux mimes 
résultats. Ce qui n'est pas obligatoirement plus coûteux que 
les deux simulations nécess;•.ire s d ns l'autre cas. ,•,ais le 
problème le plus ardu réside da ns le fait que, dans le ca drb 
réel toujours et pour l'exécution du programme remodelé, il 
va être i ndispensable de reconstituer exactement les mêmes 
conditions, en clair, la charge, que lors de la premi ; r e ex~-
cution. Ceci afin que la compara i son soit valable. C'est à 
la fois très difficile et très coûteux. Par contre, la simu-
lation place les deux pro gramm e s exac tement dans l e s mêmes con-
ditions et permet l'indépenda nce par rapport à l'environnement 
(ch~rge et syst ~me). Le coût est de plus mod6ré. D'autre p2rt, 
il est beaucoup plus f a cile d'obt enir les va l eurs des c rit ~r es 
n~ces n ire s a la compa raison pa r l e biais de l a simule tion ~ue 
par celui de la mesu~ sur le syst ème réel. Le proces ~us de si-




Considérant que nous devons réali s er un outil pratique, 
c'est-à-dire ::l la fois fac i lement utili ·. a:J le, r{ialiste et 
modérément coûteu;~ , nous avons choisi les crit &r es de com para ison 
entre programme original et restructuré dans cet esprit. Ces 
critères serviront également u comparer le s différents pro-
c6dures de restructuration. 
Les coûts de cha cune des étapes af f éren~ à l a restructura tion sont 
expri ,n&s en t e rmes de temps CPU consommé . 
L'efficacité de la restructuration s era mesur ( e sur base des cr i -
tères suivants: 
- nombre de d&faut s de page ; 
- taille du worlc:ing set moyen 
- taille du working set maxi mum. 
Le worlc.ing set 0tant l'ensemb l e des pa ge s utilisées, c'est-à-dire 
r { f 6rencées, par un processus pend=nt un interva lle de temps dé-
t erminé (cfr 5.1.2.) 
24. 
Les contraintes 
Nous nous proposons ici de définir les contraintes à respecter 
par l'outil de restructuration à mettre en place. 
En premier lieu, un impératif évident est de r especter l'inté-
grité du programme à restructurer. La restructuration ne peut 
en aucun cas conduire à une modification des résultats produits 
par le programme en question, ni Btre source d'err eurs. 
D'autre part, l'exécution du r, rogramme réalisée pour obtenir 
les donn ées nécessaires à la restructuration ne doit pas être 
perdue et reste utile pour l'utilisateur tout comme une exécu-
tion "ordinaire". 
En ce qui concerne les coûts, la restructuration doit être pos-
sible sans dépasser des bornes accef tables, ce qui annul erait 
son utilit 6 . Dans cet t e optique, c ertains algorithmes seront 
délaissés . Modifications dans les programme s et re-compilations 
sont à éviter . Dans la mesure du possible, la restructuration 
d'un program ,c devra se faire indé pen damment de s l angages de 
programma tion et du systême. Notons cepend~nt que certa lns 
algorithme o sont mieux adapté s à une s trat ~gie de ge stion mé moire 
qu'à une autre, entraînant donc des résultats de qualit é varia-
ble s ,· iv,.:. nt le système sur lequel l e travail es t réal i s é. 
Il est cependant &vident qu'en co nt repartie, un certa i n nombre 
d' il.Y pot ilCo ses vont être faites conc , .. rnant les programmes ô restruc-
tur er, en r e l a tion a vec les outils qui seront utilisés. 
No us t 5cherons de les limit ~r â un minimum. 
Les outils 
Les schémas précédents (3.2. ) font ressortir la n 0cessité de 
disposer de deux outils annexes à la procédure de rest r uctu-
ration proprement dite: le mesur e ur qui extrait la chu!ne 
de référence lors de l'exécution du programme à restructurer, 
et le simulateur qui permet l a comparaison entre programme 
original et restructuré. 
Le mesureur 
Il poss~de la structure proposée par Bergeron et 
Bulterman ( 05 )' et respecte les conditions posées 
par Holtwick ( 18 ). 
25. 
L'hyp othèse faite sur les programmes est qu'ils r ~spec-
tent les conventions standard de "linkage" en O. S •• 
Rappelons bri èvement que toute routine appelon te doit 
mettre à la disposition d l'appelée une zone (SAVE AREA) 
o~ seront stockés les registres gé néraux dans l'état o~ 
il s se trouvent lors de la ré ~eption du contrBle pa r ce 
dernier, les "save area s 11 éta nt doublement chaînées. 
26. 
Les instructions standa r d utilisée s sont de la forme 
L 13, = A (SAVE) chargement adresse de la 
zone de sauvetage 
(A1'PELE)chargement adresse de 
branchement 
chargen ent adresse de 
reto ur; Branchement 
L 15 , = V 






STM 14,12,12(13) sauvetage des r egistres de 




LM 14, 12, 12(1 3 ) restaura tion 
BR 14 retour 
Les conventions sur les registres sont l es suivantes 
R15 a dresse de branchement 
R14 adresse de retour 
R13 adresse d e l a z on e de s a uv e tag e 
(SAVE AREA) 
L'appelant a la responsabilit é de les charger; l'appelé doit 
effectuer les sauvetage et re s tauration néc e s saires. 
Ainsi, pour intercept er le c ontrôl e lors d' un appel, il suf fit de 
détecter l'instruction STM. Le contenu du r egistre 14 à cet ins-
tant donne l'adresse de retour. 
Le STM sera remplacé par une i nstructio :1 d I a ppel superviseur SVC 
qui, créant une int ~rrup tion , provoq ue le d éroute rJe nt lors de 
la réception du contrôle, et par un num é ro de routin e . 
27. 
Le contenu du registre 14 sera modifié pour permetLre un nouveau 
déroutement lors du retour. à l'appelant. 
L~rs d'un appel, les informations suivr ntes sont enregistr~es 
- registres 14, 15; 
- n° routine; 
( -4 
- instant CPU exprimé en 10 secondes). 
Lors d'un retour, l'instant CPU et un indicatif de retour sont 
mém orisés. Périodiquement, ces informations sont vidées sur une 
bande. Toutes les précautions sont prises pour respecter l'in-
tégrit 6 du programne. 
Les interférences entre le mesureur et le programme mecuré. notam-
ment au po i nt de vue temps CPU consommé, sont pratiquement nulles. 
L'obtention des données n 6ces s aires à la restructuration se f ~ra 
donc en deux étape s 
- instrumenta tion du progr a mme : d · t cction des i nstructi ons STM 
et remplacement par un SVC avec c f fe c t~ Li ~n du num~ro de routine 
- exécution du J rogramme instrume nté et cr 6~ tion de la bande con-
t enant les données d&sirées. 
L'instrume ntation peut se fRire sur l e p rogra m .. e charceable (Load 
module) ou sur la bibliothèque des modules objets, a uqu e l cas 
une édition de liens s era nécessa ire. 
Remarques supplémentaires 
les routines qu i ne respectent pa s les conventions standard 
doive nt 8tre rendu es standard ou s e ront n ~glig( es; 
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- lorsque l e programme à r ~s t ructurer a été rédigé dans un lan-
gage "évolué" ( ex. : FORTRAN, C(J) 01), ime série de modules 
supplémentaires sont inclus pour la construction du yrogramme 
char6_eable. Il existe un probl ,~me pour ces ro :1 tines qui ne 
respectent pas touj ours les conve ntions standard, et dont 
l'utilité n'est pas tou j ours très claire. Si on désire les 
faire parti c iper à la restructurati on, il faudra modifier 
la librairie sur laquelle elle s se trouvent, ce qui entraine 
un risque difficile a évaluer. Elles n'ont pas é t é pri s es 
en considération. 
- la "routine" sera "1 1 · . .mité d e restructuration". Autrement 
dit : bloc r e locatable = r outine. 
Les sir.,ulateurs 
Afin de valider les résulta ts, et pour ne pas pénaliser 
les algorithmes orientés da ns le s e ns d'une stratégie de 
gestion mémoire particuli ère comme exprimé lors du pas-
sage en revue des diff érents algorithmes, nous avons 
impl émenté deux simu l ateurs. Le s stratégies choi s ies, 
.i savoir LRU Ci.ast R:-ncent ly Used) e t working set pur, 
sont suffi[am~ent simp l e s pour que le coût de l a simu-
lation ne soit pas exc essif. Il a urait été inutile de 
compliquer ces simula teurs pGur être a u si 1_1 roche que 
possible de l'une ou l'autre stra tégie r é elle~ent i m-
plément é e sur un sys tème r é el. 
En effet, en plus du coût de l'op ération, le r s ultat 
atteint serait de toute façon rest 8 à un sta .e appro-
ximatif vu le nombre élevé d'éléments di f férents pris 
en considér, tion sur un système op é rationnel. De 
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plus, la généralité en aurait souffert. Nous avons 
simplement essayé de voir si deux approches différentes 
dans leur philo s oph i e, qui sont d'ailleurs des standards 
de référence, conduisent à des résultats semb l a bles. 
Toujours avec le soucis de ne pas pénalis 2r certains 
algorithmes. Le comporte ment du programme restructuré 
et original est simu lé sur base de l a bande extraite l orR 
de l'exécution. Il suffit de disposer d'une table qui 
fasse correspondre à chaque r outine (bloc relocatable) 
identifiée par un ~uméro, son adres s e début et fin da n s 
chacune des deux impl ~mentations: originale et restruc-
turée. 
Les adresses enregistrées sur la b nde (registres 14 et 
15) sont exploitées directement, ou sont transformées pour 
obtenir la nouvelle adresse et partant,la page référen-
cée. 
Les paramètres de fonctionne ment sont 
- la taille de la pa ge considéré e 
- le no ~bre de pa. es a llouées. 
Les résultats sont exprimés en nombr e de d é fauts de page 
détectés. Au début de l'ex~cution, un certain nombre de 
cadres de mémoire centrale sont alloués au probramme. 
Cet espace reste constant durant toute l'exé cution. Les 
pages référencAes sont empilées par ins tant de r é f : rence 
croissant, les plus récemment utilisées se trouvant au 
sommet. 
L I enregistrement des instants des références sur la b ·,nde 
n'est pas nécessaire. 
A chaque réf&rence, deux cas peuvent se présenter. Ou 
bien la page référenc ée est déjà da ns la p ile. Auquel 
cas cette dernilre est mise à jour de façon l ce que cette 
page rejoi~ne le sommet. Si la page référencée n'est pas 
reprise dans la pile, il s e produit ,!!E_ défaut de page. 
La paGe du fond de l a pile, c'est-à-dire la plus "vieille", 
est éjectée et la nouvelle est placé e au sommet, les 
autres reculant d'un e ,· lace. 
2!2!~!~! Simulateur_workin~_set 
Les paramètres de fo nctionnemen t sont 
- la taille de la pag e consid6rée 
- la f e nêtre du workine set. 
Les r 0sultats sont expri~6 s en nombre de défauts de pa ge 
détect ~s, ainsi que par la t a ille du working set moyen 
et maxi , 1u 1.1 o-:.: -; ·r I0 !5 p nndant la simulation. 
Il faut disposer des instants des référ ences. 
Le working set de dép :œt e:: t con ,~t :i.tué · par l'ensemble 
des p ges référencées dur~nt une période de temps corres-
pondant à la fenêtre considérée. A partir de cet instant, 
lors de l'exame n de chaque nouvelle référe nce vena nt 
de la bande, les pages qui ne font plus partie du wor-
king set sont éliminées. Ce sont celles dont l'instant 
de la dernière réfé r enc e est inférieur à l'instant cou-
rant moins la fenê t re. Deux cas peuvent se prés ,:nter. 
La nouvelle page fait partie du working set actuel et 
son enre gi r; trement de temps est mis à jour. Sinon,~ 
défaut de pag e est d l t ec té ; la nouvel l e page est in-
cluse da ns le worki ng s e t et s on enregistremen t de temps 
est mémoris é . Le nombr e de pages qui const i tuent le 
work j ng s et varie dynamiquement. La t ai lle moyenn e 
et maximale est calculée en cons équence. 
32. 
Une faiblesse des deux simulateurs décrits est qu'ils ne p rennent 
en com pte qu'un seul défaut de page â la foi s . Dans l a réal j té, 
un programme peut réclamer plus qu'une seule pag e pour poursuivre 
son exécution. Le nombre maximum est de 8 défa uts de page simulta -
nés pour l n même instruction, da ns le cas BS 2000 ( 28 ). 
Cette remarque est illustrée par l · exemple suiv · nt. Supposons 
qu'aucune des pages r eprésent é es ne se trouve en mémoire et con-
sidérons les instructions: 
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CHAPITRE 4 STRUCTURE D.E L'OUTIL DE RESTRUCTURATION IM PLBf,iENTE 
Sont reprises ici les différentes opérations nécessa ires pour ef-
fectu e r l a restructuration, ainsi que les fichiers associés. 
Les supports choisis pour leur impla ntation sont é gale ment sym-
bolisés. Sous la rubrique IN sont notés les fichiers d'entrée 
sous la rubrique OUT,tous les fic t iers qui se retrouvent à la 











































La structure de l'outil de res tructuration pro~ement dit est 
donnée ci-après . Le soucis majeur lors de la ré · lisa tion a ét 6 
de créer un outil qui soit utilisable pour des tâches a ussi di-
verse s que possible. Citons com 11 e exemples: comparer des procé-
dures de restructuration différentl"?s, restructurer unpro gramn,e 
à l'aide d'une procédure bien précise,déterminer l'influence de 






























CHAPITRE 5 LES ALGORITHMES DE RESTRUCTURA'rION (RESTRU , 'TURUTG ) 
INTRODUCTION 
L'exécution d'un programme peut Atre représentée par une 
chaîne composée de toute s les références aux blocs cons-
tituant ce programme, ainsi que des instants de ces 
r éférences. 
1 1 affin i té entre deux blocs quelc .:, n ques eat alors as simi-
l é e à la tendance qu'ont les références à ces deux blocs, 
d'apparaître de façon conjointe dans la chaîne ( 16 ). 
Ceci constitue une approche dynamique du concept d'affiniti. 
Cet Le approche f ait une hypothèse implicite quant à la 
stabilité du comp or tement du .1rogramrn e suivi en fonction 
des donn ~es d'entrée, ce qui est générale~ent le cas (12,25) . 
De là, l a n écess it é d'observer le pro~ramme d restructurer 
lors d'une exéc ution basée sur des doni1<: es ''typiques". 
Une aut re approc he , statique cette fois, est de consid&rer 
l'affinité comme 1• ~ventail de ~ possibilités_~u•il y ait, 
à l'exécution, p a ssage de contrôle - ou référence - d'un 
bloc vers - à - un ~utre. (02,20,27) 
39. 
L'affinité dynamique dépend de 
- l a proximité des r é f é renc e s aux deux bloc s , cette 
pro ~imité l t a n t exprimée en terme de distance entre 
r é f é rence s dan s la c haîne ou en terme de temps écoulé 
entre les réf érences; 
la fré quence d' appariti on conjointe. 
L'affinité "statique " néglige ces aspects ( Le rapport 
code exécuté/ code t o tal est généralement faible: cfr 
routines de trait emen t d'erreurs et de cas particuliers, 
ro utines d'initialisat ion et de clôture rarement utilis~es ••• 
( 19 ) ) pourtant fondame ntaux nu niveau de la stratégie 
de ~estion mémoire qui va conditionner le comportement de 
pagination du programme. 
Les algorithmes de restruc t u r ation "statique" seront donc 
délib é r ément passés sous silenc e. 
4o. 
Le principe est de constituer une matrice d'affinité 
entre blocs en analysa nt l a cha î ne de réfé r ences - et 
de temps - enregistrée lors de l' exé cution du programme 
à restructurer. 
A tout couple de blocs di s tinct s est associée une va -
leur reflétantleur affinité. 
Deux aspects doivent être pris en considération: 
- la proximité dans l a cha î ne , de références 4 deux 
blocs dé finis 
- l'éloigneme nt de ces occurences simultanées. 
Pour éclairer ce point importa nt, considérons l'exemple 
s u ivant : ( 22 ) 
Soient deux cha îne s de l ongueur 100 000. 
Da ns la premi ère, de s références consécutives aux blocs 
I et J appar ai ssent une fois toutes les 1 000 références, 
soit 100 foi s au t otal . 
Dans la deuxième,des références consécutives aux blocs 
I et J apparaissent 100 fois entre la 10 oooème et la 
11 oooème soit toujours 100 fois a u total. 
Il est bien clair que l e groupement de I et J dans la 
même page e s t plus i ntéressant dans le premier cas que 
dans le s econd,du point de vue charge mémoire. 
Dans la néga tive, le nombr e de défauts de page avoisine-
rait 100 dans le pr emier cas et vraisemblablement un 
seul dans le se cond . 
41. 
L'affinité calculée devrait donc tenir compte de la dis-
tance - en nombre de référ enceSou en temps - entre a · pa-
ritions conjointes. 
De façon génér~le, les algorithmes sont basés sur la pro-
pri,; té de localité vérifiée par la plupart des programmes 
(21,24 ) qui, dure.nt leur exécution, comportent alter-
nativement des zones stables et instables. Dans une zone 
stable, les références se rapportent au même ensemble de 
blocs. Schéma tiquement, on peut représenter l'exécution 
comme suit: 
a ::_; r ès une période instable corr spond . nt au chargement 
e t initialisation, le _. roce ssus s e déplace vers une zone 
stable qui conserve le cont rôle du processeur pendant un 
certain temps. Cette phase te .·minée, le co ntrôle du pro-
casseur va évolu ~r vers une ~ut ·e ~one stable qui s era 
atteinte après un nouveau laps de temps ••• 
Le working set w( t ,T ) r eprése nte l I ensemble des blocs re-
référencés entre 1 1 i nstant t - T et l' i nstar,t t ( 09 
M (ti, ti+1) = w (ti+1, T 
des blo cs manGuants 
\.w( ti, T ) est appelé ensemble 
E (ti, ti+1) = w (ti, T )\. w( ti+1,T ) est appel ,'.: ensemble 
des blocs en exc ès. ( 12 ) 
Afin de réduire le nombre de déf~uts de page, il s'avérera 
utile de grouper un bloc f u isa ~ partie du w .rking set es -
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timé avec un bloc manquant, et un bloc en exc~s avec un 
bloc faisant partie du working set estimé. 
La matrice construit e peut ~tre rendue symétrique ~uisque 
l' ~ffinité entre I e t J est la m~me que c ~lle de J avec 
I. De plus, les affinit ~s du type (I,I) n'ont pas de 
sens pour notre propos. 
L'implémentation des algorithmes e s t réalisée en ce sens 
et nous nous content erons donc d'une sous-matrice trian-
gulaire. 
- la c haîne de référence devrait normnlle :ent contenir 
1° les pc .:sae es de contrSle entre blocs = r &férences aux 
instructions. 
2° les références aux donn Ces, param è tres ••• contenus 
dans les blocs. 
L'outil de mesure dont n ~us disposons ne permet mal-
heureusement pas de tenir compte du point ~ - Ceci ne 
chanee en rien la philoso phie et l a d émar ch e reste vala-
ble, bien que les informa tions de dé part s oi ent a ?1put é es 
de données importantes ( 10 ). 
- Une autre remarque concerne la taille de pa reilles c haînes. 
Vu les caractéristiqu s (t a ille - temp s d'ex~cution) des 
programmes à re structurer, il va s'avérer utile, voire 
n ~cessHire d' échantillonner l n chaî ne de r &f ~rence. 
Cer ! ains algor i t h:·1 es s ont spécialement c nçus en ce 
sens (l·IAS UDA) 
Notons aussi que l a restructuration est quelquefois 
orient ée da ns l e s ens d'une strat égie de gesti ~n 
mémoire dé t er minée (CWS, AB sont orient és 11 working 
set"). 
RELEVE 
Cet algorithme est basé sur la notion de working set. 
Toute entrée (i, j) de la .1atrice e :;.; tjn crément ~e de 1 
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chaque foiG que l 'une des deux situations suivantes se 
présente 
i t w( tk ,'!) ,, t j E ~î (tk, tk+1) (T =tk+1-tk) 
ou i E E (tk,Lk+1) et j E w (tk+ l ,T) 
Chaque n~uve l le r éfé r ence j est donc compar6e aux anci e~-
nes (celles qui constituent le working set actuel) et les 
entré es ( i, j) sont i ncréme r1tée s de une uni té 't/ i E V ( tk, T) 
chaque fo i s que j n'appartient pas à ce même working set. 
De ~lus, il faudra a t tendre la fin de la période tk+1 
(soit l'instant t k+1 + T) pour pouvoir déterminer E (tk,tk+1) 
et incréme nter le s entrées de la matrice. 
La valeur j e ~, t conservée pour cons tr:: ire w ( tk..- 1, T qui 
remplacera w( tk, T ) l orsque 1~ premi ère référence de temps 
s upé rieur it tk+ 1 + T sera at ', einte. 
L'algorithme tient compte à l a fois des blocs "manquants" 
et des blocs en "excès". Il favorise le gro:ipement d .s 
blocs ''manquants" avec les blocs précédemment utilisés et 
tend à ninimiser le nombre moyen de pages occupées en 
mémoire centrale. 
D'autre part, il favorise le groupement des blocs 
"en excès" avec les blocs utilisés ensuite et tend à 
ma i ntenir l e plus longtemps possi ule en mémoire centrale, 
toute page qui y a été amené e. 
Le résultat escompté est d'obtenir un workinG set aussi 
petit et stable que possible. 
C'est une simplification du précédent : il ne tient compte 
que des blocs dits "manquants" et permet la mise à jour 
immédiate de la matrice â cha que nouvelle r ~férence. 
2!ê!~! Altîorithme_B ( 12 ) 
5.2.4. 
------
Il r~sulte également d'une simpli f icati o n de l'al~orithme 
AB et ne tient compte que des blocs dits "en exc ès". 
Algorithme_CWS (Crit ical Working Set) (11,14 ) 
Toujours basé sur la notion de working s et, cet al ~orithme 
recherche les 11 r &f é rences critiques". 
Le working set de départ Ct a nt constitué, 1 1 entr0e sui-
vante j de la chaine de réfé rence est examin~e et consi-
d é r é e comme r é féren c e critique si le bloc qu'el l e stipule 
n'appartient pas au workin5 set à cet instant. Le s éléments 
(i,j) de la ma trice,\/ if.. Worki r,g set sont a l ors incréme ,.lt 6s 
d'une unité. Le orking set est mis à jour en 
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tenant compte de cette référence et la suivante dans la 
chnîne examinée à son tour ••• 
CWS peut être considéré comme . n algorithme A continu 
où le ti varie à chaque référence examinée. 
Cet algorithme tend à minimiser le nombre de défauts de 
bloc provoquant des défa uts de page. 
Nearneas Matrix. ( 17 ) 
Pour toute paire de références (i,j) contigUes dans la 
chat ne, l'élément (i,j) de la matrice est incrément s d'une 
unité. 
La chaîne est don c examin&e en travers d'une fenêtre 
de longueur 2. L'algorithme tend donc à c rouper ensemble 
les blocs qui soient le s plus proches d ns l a séquence 
d'exé cution du programme. 
Les élém ents (i,j) de la matrice ainsi constituée repré-
sentent à tout instant le no .,bre de passages directs de 
contrôle (ou d'accès) de i4-j. 
L'algorithme ne demande p s l'enregistreme nt d'informations 
de temps lorG de l'extra ction de la c!,u îne. Il en sera 
de m~me po ur les suivants. 
5.2.6. ~!fi~:!~~~~-~~-~!~~~-~~~~-!:~~~:=-~~-~~!!!:_~_ 
et vecteur d'incréme ntation b de dimension m-1 
( 25· ) 
Le principe est le m8me que précé~emment, maisl• taille 
de la fenêtre d'observation n'est pas réduite à 2. 
Le vecteur d 1 incréme ntation donne la va leur â ajouter 
aux éléments (i,j) en fonction de leur distance respec-
tive dans la chaine. La ~eule re ~triction f a ite sur les 
valeurs cont enues dans le vecteur b est qu'elles doivent 
être décroissant es . L'auteur préconise une fen ê tre de 
taille 6 e t un vecteur b = (5,4,),2,1). Cette recomman-
dation est corroborée d:·ns les observations faites pa r 
Gaspard. 
~!~!Z! Algorithmes_de_Masuda (22) 
Ils sont basés sur un é cha ntillonnage pér i odique de l a 
chaîne de r éfé renc e. 
Cet échantillonnage peut s e faire 
- sur base des références seules - : l e s échantillons, de 
taille fi xe et comportant m référenc e s, sont alors cons-
titués to utes les ' M référen ces; 
- sur base du temps CPU : l e s é chantil ans sont c onstitués 
des r é f éren ces survenues p endant un intervall e de temps 
fixe t toutes l e s T unités de temps. 
Les deux algorit l1mes ne différent que par la valLur â 
ajouter aux éléments (i,j ) de la matrice : 
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(1) pour c haque échantillon, tout élément (i,j) de la 
matrice est incrémenté de 1 si i et j sont présents 
dans l'échantillon. 
(2) pour chaque j chantil o n , tout 6lément (i,j) de la 
matrice est incr&menté de ni*nj où ni et nj re-
pr ésentent respectivement le nombr d 1 occurences de 
i et j dans 1 1 éch - ntillon. 
Ces algorithmes tendent à favoriser le groupement de blocs 
apparaissant conjoint ement d · ns la chaîne de référence. 
Le deuxième tient compte dans le calcul, du nombre d 1 oc-
curen ~es conjointes. 
C01'1PARA ISON 
La philosophie des algorithmes aynnt été exprimée lors de 
leur énum ération, nous nous contenterons d'une sommaire 
comparaison de structure e t nous attacherons plutôt au 
'point de vue de leurs exigences pour l'implémentation. 
Structurelle 
AB-A-B-CWS 
Ils tiennent compte de 
- la proximité des r éféren ~es dans le temps ; 
- la fréquence d'appar ition conjointe dans un intervall e 
de temps , qui est le paramètre de working set. 
Basés sur l n notion de working set, ils sont orientés dhns 
le sens d'une stratégie ' de gesti n mémoire de ce même type. 
Nl::ARNESS riATRIX 
Il tient compt e de la 
- proximité des r éférences 
- fréquence d'appariti ~n cons écutive . 
Il est très restrictif dans le calcul d'affinit é (notam-
ment lors d I a ppels en cascade : si en ne considèr e que les 
pas ~ages de contrôle, des séquences du type 
! ,-B -.c -n-c-B -.A ne t.: ontribuent pas à r endre 
l'affinité entre les blocs A et C plus importante). 
Il néglige le facteur temps. 
Soient A--B---.A- C-A 
instant CPtr de 
la transition 
tem ps CPU passé 





Si nous supposons une stratégie de gestion m~moire du type 
WS (le plus courant) il a . parait plus intéressant de grou-
per A et B plutôt que A avec C, en recnrd du temps passé 
dans les blocs B etc. 
RYDER (m,b) 
Il tient compte de 
- la proximité des références; 
- la fr équen ce d'apparition conjointe. 
Il est d I autant moim r (: strictif dans le calcul d'affinité 
que l a fenêtre d'observation est grande. 
Il néglige le facteur temps. 
MASUDA (1) et (2) 
Ils tiennent compte de 
- la proximité des riférences 
- la fréquence d 1 a pparjtion conjo inte (et plus spécialement 
le second). 
Ils nf gligent le facteur temps i l'intérieur des ~chantillons, 
ou même tot él leme nt si l'échantillonnage se fait sur base 
des références seules. 
Un échantillonnage basé sur le t emps permet de faire inter-
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venir ce facte~r dans le calcul d'affinit i , puisque 
la fen~tre choisie d6fini t le seuil â partir duquel 
on considère la "distanc e " (en terme de temps é coulé 
entre deux références) comme trop gra nde pour influer 
sur le cblcul d'affinit é . 
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2!2!~! !~2g~I~~~ 
Notre objectif pour l'impl&mentation a été de minimiser 
le temps d'exécution nécessaire pour effectuer l a res-
tructuration, . parfois au détriment du facteur espace 
mémoire. Les stacks ont donc fait place à des tables, 
même si celles-ci sont creus es. 
~!2!~!2! Exi~ences_en_ place_mémoire 
A. Nécessite la mémorisation d'un working set 
w (tk, ·i1 ) 1w(tk+1, T) doit cepe nda nt être 
construit alors que le premier exis te tou-
jours. 
Taille= 2 ~ le nombr e (maximum ) de blocs. 
B. Idem. L'in cr éme nt a tion est s implement poct• 
posée à l'instant o ù l e s econd est complet. 
AB. Idem. 
CWS. Néces s ite 1 seul worki ng s et mi s â jour a 
chaque nouvelle réf&rence . 
Ta ille = nombre maximum de blocs . 
Nearness Matrix. Néant. 
RYDER (m,b). Néces s ite la mémori s ation du 
vecteur d 1 incrémentation . 
MASUDA (1) et (2). Mémorisa tion en t ab le des 
bloc s r éfé r encés. 




- toutes ces zones sont mises en 11 COi·iMON 11 ; 
- la chaîne est traitée par b .locs de 1024 * 2 
ou 1024 entr ~es suivant le cas où l'al~orithme 
utilise le temps des références ou non ; 
- comme évoqué dans l'introduction, l a matrice 
d'affinit é construite est de la forme : 
6 bloc8 
Les caract é ristiques sont : 
- taille= n(n-1) sin e s t le nombre de blocs 
2 
différents ; 
- enregistrée ligne par ligne ; 
- fonction d'accès 
= (i-1) (i_-Q_ 
2 + 
adresse d e l'élément (i,j) 
j - 1 
Algorithme Mémorisation de 
l a chaine 
La pl~ce mbmoire est ca lculée, r &s ervée et libé-
r &e dynamiquement. Les algorit ·~es de restruc-
turc tion (= construction de la matrice) sont 
écrits en l.,angage FORTR /. N. 
L1accis â l n matrice se fait par 
- une "fonction" de le cture ; 
- 2 'h1broutines II d'écriture et incrémentation. 
La structure de la mat i·ice e s t rendue invisible 
pour FORTRAN. 
Lescorrectiona d'adressage se fo nt a utomati~ue-
ment. 
Présence du temps 
de la chaîne 
Echantillonn c1 ge 
obligatoire 
Echnn tillonnage 
























Cet te estime tion n' est pra t iquen:en t p os · ible que 
pour les algorit hm es s :.' iva nts : 
Nearness Matrix : N-1 
Ryder : (N-n) ( n-1) 
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o~ N est la t a ille de la chaine de référence 
(en nombre de références), et n l o taille de la 
fenêtre d'observation. 
L'échnntillonnage permet une réduction du t emps 
de c ulcul dans une proportion M/m (Met m repré-
sentant respectivement la fenêtre et l a fréquence 
d'échantillonna ~e). 
La façon dont est réalisé l'échantillonnage dépend 
du mesureur disponible pour espionner l'exécution 
du programme à restructurer. Il peut permettre 
d'échantillonne r dir e ctement lors de l a constitu-
tion de la chaine. Si ce n'est pas le cas la 
chaine sera enr o~istr&e compl~tement, et amputée 
par la suite d e s r é férences non désirées. 
Notre façon de proc &der corr~spond à la derniire 
citée. 
CHAP ITRE 6 LES ALGORIT Hi-iES D~ CONST I TUTION DE LISTES (CLUSTE}-[:NG) 
6 .1. INTRODUCTION 
Dans le chapitre pré cédent, nous a vo ns vu c omment constituer 
une matrice d' a ffinit é entr e blo c s relocatnbles. Cetl e ma-
tric e va êtr e exploitée par les a l gorit hmes d e 11 clustering'' 
afin de constituer des li s te s de charg ement . Le but est de 
grouper, sur u n e ou p l usieur s pages, des blocs rel0catables 
dont l'affinité estim6e e s t maximale. Ils tiennent compte 
de l a taill e de la png e e t d e la taille des blocs con s idérés , 
et tendent â minimise~ l e nombre de blocs tr ~versant une fron-
tière de pa i e. Il subsi stera cependant un certain nombre 
de b l ocs non c roupés, so it pa rce GUe leur a ff in ité avec les 
a u t res e s t in s ir,n ifian t e, s oit :î. cause des c :.ntraintes mises 
sur l a t a ille de s b l o c s â Grouper ensemble. Les b l o c s non 
cas ~s se r ont a l ors plac és ~n fonction d'un , utilisation aussi 
dens e qu e . os ~i ble d e l a mémoire. 
6.2. RELi VE 
La matrice est d'abord simplifiée sur base des 
règles suivant e s : 
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a nnuler les affinités entre blocs de taille supé-
rieure à u ne page (de façon a ce que les blocs 
so ient alignés sur une fronti ère de page : lors de 
la réda ct ion du programme, éviter de placer une 
boucle de part et d' ~utre d'une frontière de page) 
- a nnuler les affinit és entre tout bloc de taille 
proche d'une pa ~e, et les autres blocs ; 
- a nnuler les affin ités entre tout couple de blocs 
te l s qu'ils occupent autant de p a ges ensemble ~ue 
s 'ils étaient pl·1cés sépar&ment . (ex. : 1bloc de 
3/ 4 de paLe ave _ un bloc d'1/2 page) 
L'algor ithme demanJe aussi que les blocs ayant une 
affinité très faible soient placés en fonction d'une 
u t ilisation a ussi dense que poss ible de la mémoire. 
Etan t donné la complexit é de d ~finition du seuil de 
c e t t e affinité, cette r Jgle n'a pa s ét& impl ~me ntée. 
La matrice est ensui te exploitée co : .. me suit : 
- ~echercher l' é l ément de valeur maximale de la 
matrice. Si l a matrice est null e ,l'algorithme 
est terminé ; 
- Sinon, les blocs correnpondants sont 
- groupé s en nouvelle liste; 
ou - ajoutés à une liste existante 
ou - s'ils appa rti ennent d é jà à une l i ste, les 
2 listes c or r espondantes sont fusio nnées. 
Les affinités af f éren t es sont a n nul ées. Les condi-
ti ons suiva ntes do i vent être r e spe c t ~es 
- jamais deux blocs plus : r unds que 1 ~ t a ille de la 
page ne seront plac és da ns la même l jste 
- un bloc plus grand q u' une pag « doit être a l i gné sur 
frontière de pa g e ; 
- 2 blocs, ou 2 li s t es , ou un e li s te e t un bloc sont 
groupés uniquement s'ils occupent mo i ns de pages 
ensemble que s'ils étaien t p l a c é s s éparé ment. 
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L'algorithme début e avec n essaims, constitués 
chacun d'un bloc re l ocatab l e. Il recherche l'él(J-
ment (i,j) maximum de la matrice. S'il e s t nu l , 
l'algorithme prend fin. Sinon, les essaims i e t j 
sont ~roupés, sous c ontrainte qu'ils doiv ent occuper 
moins de pa ges q u e s'ils restaient séparés. La ma-
t r ice d'aff inité est alors mise à jour 
- les l ignes e t c olonnes des 2 e ssaims associés sont 
c roupé ~s e n un e seule (i et j--.i), l'autre étant 
annul é e ; 
- les alc orithmes diff~rent dans la fa ~on de regrou-
per li gne s et colonnes précit 6e s (voir plus bas). 
Il convi e nt ensuite de rechercher le nouveau maximum 
Nous supposons pour c e qui suit que : 
n = nombre d'essaims au départ 
... 
Mpq = l'élément (p,q) de la mo trice d'af-
finité 
Technique NN ( Nearnest Neighbour) 
'r:/k = 1 ••• n k / i et k / j : Mi,k = max ( Mik, h jk) 
(Nk,i = max ( Mki,Mkj)) 
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Technique FN (Furthest Neighbour) 
'If/ k=1 ••• n k /. i et k /. j 
Technique AV (Av e rage) 
'rJ k = 1 ••• n k / i et k /. j 
Mik = min (Mik,Mkj) 
(Mki = rni n (Mki,Mkj)) 
i '. ik _ _J__ ' ' 
- . nik t:... '-
p q 
Mpq 
p &: q r eprése ntent les bl ocs a ppartenant 
respectivement aux essaims (actuels) i 
et k, l ' e ~saim i étant le groupement 
des essa i ms i et j de l'étape pr é c é d e nte. 
Les Mpq Sont ceux de la ma trice in i tiale. 
nik = # { Mpr: J O} = nombre de Mpq non nuls 
Technique MA ( Modifi ed Ave rage) 
'(/ k = 1 ~ •• n k / i et k /. j : Mik 1 
·ti+t'.<: L [ Mpq p q 
Cette technique fait intervenir la t a ille 
des blocs et donc des essaims lors de la 
mise à jour de la matrice. La valeur 
(moyen ne) calcul6e pour déterminer l 1 af-
finit 0 d u nouvel essaim a v e c les a utres 
est cette fois fonction de leurs tailles 
respectives, ti et tk représentant l a 
tail le des essaims i et k respe ctivement 
soient l a som me des tailles des blocs 
qui les compo s ent. 
Il existe encore d' a utr e s n l ~o ri t hme.s dûs p rincip(;lement a 
Hatti e l d et Gerald, e t à Fe r r a r i . ( 17 ,13) 
La complexité de leur i mp l ém e n t a t i on et des t e chn iques u ti-
lis6 es nous ont ;,eus s é à n e p a s les prendre en consid ~rati o n . 
De plus, une é tu:ie compara t iveréalisée p r Masud., ••• (22 ) 
te :!d à montrer q u e les ré sul tats fournis par ces algorithmes 
n e justifient pn s leur co~pl exit é . 
0 .3. REMARJ UBS 
---------
- les algorithmes de cons t itution de li s tes étudiés ne sont 
pas biaisés dans le sens d'une stratégie de gestion mémoi-
re particuliè re. 
I l s _p os e nt des c •.:: ntra intes quant à l ·- t . ille des listes 
constituées, p a r rap port à l a taille de la ;1 :2['.; e (Ry (~ er 
é t an t d'ailleurs p lus re s trictif à ce sujet) ; 
- i l est à noter q ue,lor s que l'al5orithme tou t he â sa fin, 
u n c ur tain nombre d e blocs n'ont pu ~tre r a tach6s a ux 
l is t e s constitu6 e b . De plus, les listes ne r emplissent pas 
compl è tement l e s p 3e e s qui leur sont allouées. Une procédure 
e st employ é e afin d'arriver à une utilisa tion :· ussi dense . 
que p os s ible de la mé moire, ceci afin de n'utilise r- qu·•u.n 
min i mum de p ages supplémentaires pour caser les blocs non 
encore groupés. 
Une strat&gie MAX-MIN essay e de pl a cer successivement les 
blocs les plus l;rands dans les "trous" les pl us petits. 
CHAPI TRE 7 LE ~HOBL~~E DE LA DENS IFICATION 
CADRE 
Les blocs relocatables s e trouvent, à c e momen t , r a ssemb l é s 
dans des listes de chargement. A l' é tape pr é c é dent e , les 
blocs non group~s ont é té pla cé s de faç onà obtenir un e 
utilisat i on aussi dense que possible de la mémoire. Les 
listes constitué es occupe n t un nombre entier de pag es, c e 
qui entraîne encore un espace inu tili sé en fin de chaque 
liste. Le problème de l a densif ication est dv~Dle : 
1) Quel est l' i ntérêt d e tas s e r les listes obtenues, afin 
de sup primer le gas pillage de place, et par le fait 
même,d'évite r l e charg ement e n m~moir e d'espaces inu-
tilis és? (Soient le s espaces re • tés v ierges da ns la 
derni è r e pag e de c haque liste). Pour le même nombre 
d' i nstructions exé cut ~es ; il faudrait en moyen ne plus 
de p lace mémoire centrale . ( 17 ) Ceci aura c ependant 
p o ur cons équen ce d e modifi ,! r le s alignements op é r ~s sur 
les blocs par l es algorithmes du cha11itre préc 6denl. 
2 ) Comment d é finir l'ordr e dans lequel les listes vont 
être placées à l a suite un e de l'autre? Le but est 
ici, non p QS de gr ouper le s liste s , c e qui n'a pas 
d' i ntérêt au point de vue pagination, ma i s bien de 
l es séq uenc er. Ce problème n'existe évidemment q ue 
64. 
dans le cas o ù on décide de "tasser". Pour s'assurer 
que les 2 p a ges qui contiennent la routine "à cheval" 
soient en mémoire e n même temps, on concatène les listes 
ayant l'affi nité la plus grande. 




On ne densi fie pas, de façon à respecler stri-
ctement les indications fournies par les algo-
rithmes de constitution de list€9e Il faudra 
spécifier ~u LINKAGE EDITOR les adresses de 
cha roement correspond~nt à chaque li s te, ou 
si ce n'est pas possible, générer des routines 
"bidon" de tailles équivalentes aux espaces 
à laisser inoc c upés. 
On tasse simplement les listes dans un ordre 
~r ~itraire. Ceci ne dema ~de l'application d'au-
cun algorit hm e et permet de récupérer les 
"trous" précités. 
On s équen c e les listes av~nt d'o pérer la den-
sification. Le problè me, semblable à celui 
du voyageur de commerce, est générale ~ent ré-
solu par PS~P (Branch a nd Bound) ; voir (15 ) 
Les listes sont c ons idéré es comme étant les 
sommets d'un graphe non orie nt &. Les poids 
des arête s son t définis comme suit : 
aij = r 
pt. i 
q€j 
Cpq , l'affinité entre deux 
listes i et j étant la somme des affi nités entre 
les blocs qui les composent. 
La matrice d' affinité, d é truite par les al-
gorithmes de J. ' é tape précédente, devra donc 
être sauvée pour le calcul de l'affinité entre 
listes. 
Vu la complexité de PSEP, tant a u point de vue 
implémentation que coût d'utilisatLn ( il exis-
te (n - 1) 1 circuits hamiltoniens dans un 
graphe complet et symétrique d'ordre n} 
nous a vons imagin6 un algorithme simplifié. 
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7.2. ALGORITHME PRO PuRE 
Notre but est de construire un vecteur Cordonné de listes 
de chargement. 
Etape 1 Calculer l a matrice d'affinité as s ociée aux listes 
à partir de la mntrice d'affinité entre les blocs. 
M(j,i) = ~ 
pEi 
qEj 
aff(p,q) V P,q = 1 ••• n ; n = nombre 
de b l ocs du procramme. 
Le vect e ur C de départ est vide. 
Etape 2 Rechercher l'élé ment maximum de la matrice 
i et j ses coordonnées . 
Annuler M (i, j) • 
Introduire i et j dans C. 
so ient 
Etape 3 Rechercher l'élément maximum dans ch~que zone (ligne 
et c olonne) associ é e aux éléments extrèmes de c. 
Soient Maxi et Maxj de coordonnées (k,i) et (j,l) 
Si h AXi = Ï·i AXj = O, al , er à l'étarJ e 4. 
Si MAXi) MAXj annuler les éléments M(k, z) V z €. C 
introduire k a v nnt i d~ns C 
al .er à l 'étape 3 • 
Si MAXi < MAXj annuler les éléments M(l,z)\/ zE C 
introduire l apr~s j d: ns C 
aller à l' ~tape 3. 
r 
Etape 4 Introduire dans Q, à la s uite une de l'autre, 
toutes les listes non groupées. 
1) Comme nous l'avons fait pour la mat r ice d'affinité entre 
bl es, nous ne construirons qu'une demi matrice d'affini-
té entre listes. 
Les principes d'adres s age - ainsi qu e les routi nes asso-
ciées - restent les mêmes. Ceci explique que, dans la 
description de l'algorithme précédent, les notn tions 
(r,s) et (s,r) représe a tent le mêm e é l &me nt. 
2 ) Le schéma proposé n'est p a s optimal. 
Pour s'en convaincre, il suffit d'examiner l'ex emple sui-
vant. Soient la matri c -. d'affi n i ! é e ntre li s t e s et le 






1 2 3 4 5 
7 
1 10 
1 9 8 
5 1 1 4 
On trouverait C = (1 5423), soit un chemin de poi ds 
5 + 4 + 9 + 10 = 28 
or il existe le c hemin 123 4 5 de poids 29. 




















~ 4 s 6 
3 
1 0 
0 0 0 
Le résultat obtenu est C = (6134) 
or, il existe 612534. 
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CHAPITRE 8 METHODOLOGIE 
Nous avons déjà émis l'opinion que le niveau d'amélioration 
à obtenir n I est pas constant po ·.1r toui, les programmes à re.s -
tructurer. Nous désirons de ce fait réaliser la correspondance 
entre coût et efficacité. 
La méthode suivie pour comparer des procédure~ de restructura-
tion ("r :! structuring11 + 11 clustering11 + densification) est 
exposée. 
Elle consiste en un essai des combin~isons possibles des différents 
algorithmes sur des programmes 11 types 11 • Du point de vue pratique , 
l'intérêt de comparer des algorithmes de "restructuring" entre 
eux, ou des algorithmes de 11 clust ering" ent r e-eux, est limité. 
Les deux étap es étant obligatoires pour effectuer une res Lructu-
ration, ce sont les r ésultat• de leurs combina isons qui importent. 
Ce serait cependant int éressant si on désirait, p~r exemple, dé-
velopper de nouveaux algorithmes. 
Avant d' exposer la méthode suivie, il nous paraît utile d'établir 
une clas ;ifica tion des algorithmes implément és et des paramèt res 
asso c iés. 
Lee paramètres de la restructuration sont en ra . port direct 
avec le ~rogramme ou le système, ceftains étant cependant très 
difficileaà situer et intervenant aux deux niveaux. 
Le même paramètre peut avoir une influence, une "valeur", 
diffé rente suivant l'al r,orithme concerné. Le relevé des 
principaux paramè tr e s intervenant dans les différents 
algorithmes impl ément éseat accompagn ~ d'une discussion de 
leur signification. 
8.1.1. La_fenêtre_du_working_se! (CWS, AB, A, B) 
Les algorithmes fournisse nt une matrice d'affinité 
basée sur la chaîne de référence extraite du pro-
gramme lors de son exécution et ce, p our la 
fenêtre spé ~ifi ée . Les blocs réf6rencés conjointe-
ment dans un intervalle de temps correspond , nt sont 
d é terminés. L'affinité est pondérée par la fré quen ce 
d'a ) parition simultann ~e et servira à gro uper les 
b l ocs dans des pa ,r~L·s. Une fenêtre 1nadéq ua t e 
conduit à une mauvaise a ,, ) ro:,.: imation de la localité 
trop petite,elle contribue à une sous-estimation de 
l'espa ce m~moire r ; ellement n écessaire au programae , 
tro p 3rande â une sur-estimation. 
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Si la stratégie de gestion m6moire est du type 
working set, la fenêtre correspond au temps maxi-
mum de maintien d'une page en mémoire princ ipale. 
Il a ppara1t idéal de faire correspondre la fenêtre 
utilisée lors de la restructuration avec la pr ~cé-
dente cit é e, de fa çon à ce que l'arrangement obtenu 
épou s e a u mieux les objectifs de l'algorithme ~e 
pagination. Malheureusement, celui-ci est rare-
ment "worki n g se t " pur, et l a fenêtr e a sso c iée, 
difficile à déter;üner avec p r é cision. 
Il peut même être d'un type totalement différent. 
Rien i ,o urt ,_nt ne permet d e dir e que les a l gorithmes 
CWS, AB, A et B sont inutilisa bles, ni même à dé-
laisser. Sur que l l e s bases d é f i nir l e choix de la 
fen être à ut i liser da n s ce cas? 
Nous avons d é j à f a it ressort i r qu'un pro Gramme évo-
lue d'une local it é ver s une autre. La fenêtre de-
vra it être cho is i e en v ertu des principes suivants 
- elle est g r ande a s sez pour que la p rob a bil i té quLune 
page a ppartena nt à la local ité courante ne soit 
pas dans le work ing set, so i t petite 
- ~lle est petite ass ez pour que, lors du passa ge 
d'u ne local i t é à une autre, l a p robab i .LL t é d'avoir 
plus d'une page de la n -; uvel l e dans l e working s ~t, 
soit petite (C6). 
d.1.2. 
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Fréguence_et_fenêtre_d'échantillonnag e (algorithmes 
d e "r estr ·..1cturing") 
Ils correspondent à une faci l ité que l'on s'autorise 
à prendre et sont soumis â des contra intes p rovena~ t 
de sources diverses: 
- des algorithmes utilisant une fenêtre (cws, AB, 
A, B) de façon à ce que les tail l es des deux fe-
nêtres soient compatibles. Pour AB, p~r exemple, 
la fenêtre d'échantillonnage doit au moins être 
le double de la fenêtre choisie pour l'algorithfte 
- du temps d'exé cution du 1,rogramme à re,:, tructurer de 
façon à ce que le nombre d ' é cha ntil l ons extraits 
soit suf f isant 
- de la densité de s informations enreg i ~tr é es par 
le mesureur l ors de l a c r &ation de l a c ha ine, de 
fa ç on à ce que l es é chantil l ons soient suffisamment 
ga rnis, et surtout non vides. 
Des précautions do i vent être p rises de f a çon a d &-
t e ct e r e t s upprimer le s é chantil l ons inut i li aGbles 
pour le calcul d'affinité et à ave~tir l'utilisateur. 
Notons cependant que, pour les algorithmes de Masuda, 
la fenêtre prend un e significati r n comparable â 
celle de la fenêt r e util i sé e par les a lgorithmes 
orient é s ~orking s e t (CWS, AB, A, B). 
&.1.4. 
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Vecteur d'incrémentation (Ryder H,B) 
Il définit la force des connexions entre blocs en 
fonction de le~r di s tance dans l a chaine de réf6-
rences . La tai l l e :'. e ce vecteur n'e s t pas une 
fenêtre~ propreme n t parler. Le facteur temps 
n'intervient pas. Le coût d'utili s ation devient 
exh orbitant pour des valeurs de M sup ~rieures i 
10. Les liens exista nt entre les va leurs "acc ( ptables" 
de ce paramètre et une éventuelle fenêtre de t e mps 
au niv eau de la stratégie de gestion de l a mémoire 
sont q uasi nuls. La détermination de la valeur à 
c hoisir pose d e ce f Ll it peu de p rob lèmes à c e ni-
veau et peut être fixée dans l'absolu. ( 5 . 2 . C.) 
Taille_ de_ la _pag!; ( al ;;ori th: ,es d e " c luste ring") 
Elle es t fixe et connue pour un s ystème donn é et 
ne p résente pas mati è r e i discussion. 
8 . 2 . Class ification_defi _algor i t hmes 
11Restructuring 11 
- p r é sence du temps: CWS AB A B 
para. mè tres rela ti fs a u s ystè me fenêtre du womng set 
au pr ogramme fenêtre, fréqu e nce 
d'échantillonnage 
- échant i llonnage "obligato ire" : MASUDA (2 al gorithmes) 
paramè tres r e l ati f s au système : fenêtre d'échantil• 
lon na e 
au prog ramme : fenêtre, f réquence 
d'échantillonnage 
- autres: Ne arness Matrix; Ryder ( M,B) 
paramèt r es rela tifs a u programme 
" propres" 
"Cl uster i n e " 
fenêtre, f réquence 
d ' .. chan tillonna p; e 
taill e et contenu 
du vec teur d'incré-
mentat i on. 
- trè s restri c ti f s ur t aille d e s essaias (list es) RYD~ 
paramètr e rela tif au système ta i lle de la page 
- peu restrictifs : NASUDA NU ,FN, AV, MA 
param ~tre relatif a u système : t a ille d e la page 
~-
Méthode suivie 
Nous désirons répondre a l a doubl e quest i on de 
déterminer comment effectuer la compa raison de procédure s 
de restructuration dans le cadre d'unsys tème donné ; 
- définir le• coût et efficacit é de chacune par l'utili-
sation de l'outil développé. 
Les résultats obtenus oeront donn é s àtitre indicatif, non 
à titre dé finitif, en raison des di fférences qui existent 
entre les systèmes. (taille de la pa ge, fenêtre du working 
set à choisir ••• ). 
Nous pensons par contre qu e la méthode suivie est générale 
et appli eable quel que soit le syst ème c onsidéré . 
L'idée directrice de la méthode expos 6e a 6 té exprimée par 
Hatfield et Gerald: la comparaison doit 3e f ai re da ns des 
conditi ons norna les d ' exécution du , •ro gramme obs ~rvé, et pas 
aux extrêmes (17). 
Etape préliminaire 
Fixation des paramètres " p ropres" a ux algorithmes. 
Cette étape relève de la compara ison de l'algorithme avec lui-même. 
Afin de ne pn s multiplier les essais effectués i l' ~tape 3 , il 
convient au dépa rt de déterminer dans quelles conditions les 
algorithmes implémentés ont un rendement maximum au nive a u de 
leur fonctionnement interne. Ce problème est généralemen t 
résolu dans 1. littérature, notemment par les a uteurs qui ont 
développé ces algorithmes. Citons comme exemple la dimension et 
le contenu du vecteur d 1 incrément~tion as s ocié i l'al gorithme de 
Ryder ( 5 .2.6.). 
Etape 1 Choix des conditions de dépa rt 
Cette étape concerne la fixation des paramètres ayant un ra 1-port 
direct avec le système considé r é . 
La taille de la page ne pose pas de di f ficultés, p u isqu'elle est 
géné ralement fixe et connue pour un système donné . 
Le pro bl &me majeur concerne le choix de l a fenêtre du working set 
â utiliser dans le cas o~ auc une indication ne pe rmet d e la 
déd uire d,1 système sur lequel on tra v a ille. ,\ ucune méthode gé-
nérale n'existe ~ourla définir de façon précise. Les auteurs 
s'avancent très p eu da ns ce domaine et se contentent de simples 
conseils. (cfr 8.1.1.) 
Pour 1 .~ • odèle LRU, où la taille de mémoire cen :; ral e allouée 
au pror,ramme au début de son exécution réelle est connue, ou 
résulte d'une fonction connue ·, nous pro posons la mé thode 
suivante utilisant le simulateur working set. 
77. 
Com me montré par Coffman et Dennin (06), la probabi li té de 
défrlut de page du mo ,1.èle working set, où le working set moyen 
est de taille p, eat Jn bon estimateur de la probabilit é de 
défa ut de page du modèle LRU allouant la m&me quantité de 
ménoire p. p étant co -· nu, il suffit de paramètrer le sir.iu-
lateur WS. 
Dès que le vorking set moyen de vient égal a p, la fen&tre 
correspondante est relevée. 
Etape 2 ~~oix d'un cobaye 
Le processus suivi pour la comparaison consiste en un e s sai d~s 
diff érentes combinaisons possibles des alGor ithmes sur un certain 
nombre de i; rogrammes repré sentat ifs de la ohar,;e et des utilisa-
teurs . 
En plus des c onsidérations de cofit, la sélec tion de ces r rogrammes 
est basée sur les &l ~me nts suivants 
- taille; 
- consom:.1ation CPU : proaramme de gestion ou de calcul 
- typ e : conversati (, nnel ou 11 batch 11 ; 
- l :1 ng: ges de t1 ro1ramma tion : langage ma ch ine ou évolué. 
78. 
La stabilité d . a comp0rtements vis~ vis des données d'entrée 
devrait idéalement être vérifiée, les données choisies pour l'exé-
cution des programmes sélecté s étant représentativ ,:s des exécutions 
normales. La dif f iculté de tenir co ipte de touR les facteurs cités 
résulte des coûts engendrés. L'investissement consenti sera 
en rapport avec le degré de sécurit é voulu. L'h~pothèse que les 
r ésultats obt e nus sur un nombre restreint de programmes sont 
valables pour tous, ,. st faite par touo les auteurs ci tés. 
Une me sure sur le système réel, bien ~ue coûteuGe, serait d'une 
grande utilité pour vérifier la correspondance des résultats 
ave (; l;- réalité. 
Etape j Essais des c: if±ërentvs procédures de restructuration 
Les princi paux aspects i ex~miner sont les suivants 
A. Déter mi n&t ion de l'influence de l'échantillonnage 
Afin de réduire le coOt de cha cune des r ~structurations a 
réaliser d ~ns le futur, il convient de dét ~rminer : 
- les conditions dans lesquelles l'échantillonnag e est pos ~ible 
(Fréq uence, fen&tre ) sans oublier les contraintes exprim l es 
dans l'introducti on du chapitre ; 
- les proc é dures o~ il est a pli cable et les d ~g radations 
de perfor~ance~ / amélioration de coBt imptitables. 
- les procédures o ~ il e s t à proscrire. 
B. uit ermination de l'utilité de la densification 
79. 
La densification ne constitue pas une ~tape obligatoire 
dans la procédure de restructuration. Son coût est par 
ailleurs modique. L'expérience montre que son utilité dé-
pend essentiellement du programme con~idéré. Les condi-
tions à réunir pour que son utilisation soit bénéfique 
seront précisées. 
C. Détermination des procédures à proscrire 
A première vue, aucun élément ne permet de déduire des 
contradictions entre les ~lgorithmes des différents types. 
Il se peut cependant que des incomp~tibilités existent. 
Les as s ociations ~ proscrire seront relevées. 
D. Déduction d'un tableau comparatif coût - performance 
Sur base d e s essa is effectués sur le s diff éren t s pro~ramnes 
choisis à l' é tape 2 , l n compa raison des proc é dures utilisables 
s'effectue â deux niv ~aux: 
1) Niveau des coûts 
La difficulté est de définir une référentiel de base pour 
la compara ison. Le s élément s e ntrant en li gne de compte 
da ns le coût d'un algorithme son t nombreux. Pour un 
algorith~e donné, chacun des p ~r a mètres influe de façon 
variable sur le coû t d'utilisat ion. 
Il est pour ainsi dire impossible de prévoir avec pré-
cision le co6t de la restructuration d'un programme à 
l'aide d'une procédure donnée. 
Le m8me algo~ithme aura un co6t d'utilisation différent 
d'un systime â l'autre (taille de la pege ) et sur le 
mime systême, d'un pro c ramme a l'autre (no~br e de blocs 
r e l ocatables, longueur de la chu ine de référence). 
Comrne référence de base, le 1;lus simple e c t de choisi.: 
le co6t de la proc édure la mo i ns consommatrice. 
2) Niveau_des_performances 
Les améliorations seront exprimées pur rapport au com-




Il reste à vérifier la cohérence des résultats obtenus 
lors des essai s réalisés. Les divergences observées 
permettent d' ~valuer le de gré de sensibilité des 
pro cédures vis i vis des c a ractéristiques propres des 
di f férents pro . rammes, et par le fait m&me, le de gré 
de certitude quant à leur utilisati Jn globale pour 
tous les pro grammes â restructurer. En fonction du 
degré de certitude voulu, la dé cision est prise de 
stopper ou de poursuivre des essais, auquel cas, un 
nouveau "cobaye" est séle c té. 


































Le but avoué est, dans un premier temps, de simplifier progresai-
Tement le problème afin de satisfaire à l'impératif de réduction 
dea cotte. La démarche suiTie vise à 
- fixer le plus grand nombre possible de paramètres (A) 
- définir où l'échantillonnage eat possible (B) 
- définir le simulateur à utiliser (C) 
- séparer la densification de la procédure de restructuration (D) 
- éliminer les procédures où des incompatibilités existent (E) 
- trouTer les procédures moins performantes et plus conteuses 
que d'autres (F) 
CHAPITRE 9 TESTS ET RESULTATS 
9.1. CADRE ES ES .SAIS 
2.:2.:2.: Dif f icultés 
Pour que les résultats obt enus en s uivant la méthode 
proposée soient valable, il est impératif de réaliser 
les essais sur un nombre suf f isant de programmes "types". 
Deux obstacles majeurs surgissent lors du passage â la 
pratique : 
- la difficulté d'obtention de "cobayes" utilisables et 
d'instrumentation de ces programmes. Les outils 
utilisé s pour ce faire sont au stade expérimental et 
les lacunes qui e n découlent sont encore nom breuses. 
De p lus, les compilateurs (CO BOL) ne générent pa s des 
objets rigoureusement respectueux des conventions 
standard. Par contre, les coûts d'instrumentation sont 
n é gli t~eables ; 
- les coBts observés lors de l'utilisation de l'outil 
de restructuration et des si~ulateurs sont tr~s élevés . 
Ceci a constitué un obstacle majeur quant au nombre des 
es :;ais effectués, étant donr..é le budcet dont nous avons 
disposé. Quelq ues chiffres sont donnés dans l a suite, 
â titre indicatif. Il3 montrent que la consomma tion 
de ressource temps CPU devient rapidement exhorbitante. 
Force est donc de reconnaitre que l'int é rêt de l' out il 
dévelop9 é e s t malheureusement limi L par des cons idé-
rati ons matérielles. 
L'analy3e technique des sorties f ournies par les simu-
lateurs est insp irée des recommandations exprim ,·es 
83. 
par Tsao, Corneau et Margolin. Désira nt dét e r miner l'in-
fluence de 4 f~cteurs sur le p rocessus de pagination, 
ils ont con s enti un investissement de 60 heures CPU 
(26 ). 
Notre problème, bien que diff é rent, pos 3ède une dimension 
comparable. Dan s notre cas, l'étude complète et rigoureuse 
des 120 combinaisons (8x5x3) des algorithmes im p lém ent é s 
- chacun é tant de ~l us para~ étra ble - est i mpos r ible. 
Nous a von s ; té contraints de ne considérer qu'un seul 
programme, choisi relativement importa nt. Cette op tion 
de pr éf&rer un seul " c ros" ,Jrogramme à _• lusiEurs petits 
est justifiée dans le fai t q ue la restructurat i on, p;~r 
esse n ce mime, s'applique à des f rO [ rammes im p or t ants. 
Le choix inverse faisait courir le risque de faus s er 
les r &sultats vu le pet it nombre de r nutines impliquées 
et de mi nimi s er l'int ~rêt de l a res t ·ucturation. 
Au niveau des coûts, une c , préciation erronée a urait 
été probable. 
2:2:2! Détermination_des_paramè tres 
Pour l'algorithme de Ryd~r (M,b), la taille du vecteur 
a été fixée à 6, le cont enu é tant (5,4,j,2,1), valeurs 
qui correspondent aux recommandati ons de ( 25) et(1 6 ). 
La taille de la pag e est d e 4096 by tes (4K) sauf indi-
cations contra ires. L~ fenêtre choisie (100 ms) 
correspond à des cand i t i •.;ns "normales". 
Des essais réa lisés avec des v~ leurs v~riant entre 10 
et 500 ms sur le simulateur WS portent â croire q u e l a 
fenêtre idéale est com prise e ntre 50 et 20U ms. 
84. 
Afin de conserver la correspondance avec les tra vaux 
des aut e urs consultés, la valeur 100 a ét é s éJ ectionnée . 
2.:.2.:.~.:. P:•: o~ramme _ te s té 
FUNTSr e s t un programï1e d'analyse statiatique écrit en lan-
gag e FORTRAN. 
Les donné e s d'entr é e sont re présentatives de son utili s a-
tion normale, bien q ue rela tive weut ·réduiteade façon â 
ne pas générer une chaîne ue référence trop i ~portante 
et de ce fait, à rédu ire le coût des ess ais, not amm ent 
au ni veau des algori t hr.ies de " restructurini " et ,:es simu-
lateurs. 
Ses caractéristiques sont les suiTantes 1 
- tailler 
- totale t 508 1 b7tes 
- 4ea routines programmées (par opposition à celles 
incluses par le Linkage Editor et provenant de 
la librairie FORTRAN) 20? K 
- des zones "COMMON": 254 K 
- nombre total de routines: 182, soient 106 "utilisateur" 
et 76 autres (non auiTies) 
- aombre de routines effeotiTe• ent référencées lors de 
l'exécution: 66 (sur 106) 
- teaps CPU consoui lors de l'extraction de la chatne: 
21 • econdes 
- aombre de références enregistrées dans la cha!ne 1 11860 
- nombre moyen de références dans une fen&tre de 100 ms 1 
56. 







20 29.25 ~ 
1 
10 1 
' 14.15 1 I 1 
0 
1 l4.72 1 6.60 1 J 1 
-
1 2 3 4 5 K bytes 
A ceci s'ajoutent 3 blocs de grande taille 
(respectivement 8, 15 et 16 K) 
Nombre de routines< 1/3 de page: 55 (page de 4 K) 
Nombre de routines> page 1 11 
" 
86. 
Le nombre de combinaisons possibles des algorit hmes est 
de 120 (8x5x3). Un essai de chacune des p rocédures a 
été rénlisé, puis les nouveaux arrang em ents des blocs, 
sihulés par working set et LRU. La consomma tion totale 
en CPU se répartit comme s .it : 
- pour 1 , restructuration 2 800 s ec 
- sinulation WS 3000 sec (arrêtée apre s 
simulation de 60 arrangements) 
1150 sec (complète) - simulation LRU 
y.1.6. ~nfit des simulateurs 
------ --------------------
Influence des principaux facteurs s ur le cofit de simu-
lation: 
A) LRU: nombr e de pages al louées nulle 
B) WS 
taille de la page nulle 
nombre de blocs r elocatables non i d entifiée 
Fenêtre du working set nul le 
taille de la page inv ersément propor~ 
tionnell e 
nombre de blocs relocatables non identifiée 
Dans les deux cas, le coût de simulation est p ro portionnel 
à la longueur de la cha ! n e enre c istr• e . 
A titre indicatif, voici les coût s de si~ulation d'~ 
arrangement pour une cha îne de longueur 10 000 avec 
une page de 4 K (106 blocs) 
WS LRU 
40 sec 8 sec 
Un f , cteur 5 apparaît entre les coûts de s deux méthodes 




ESSAIS REALI SES 
Coût_des_algorithmes 
Le coût d'une procédure de re s tructura tion est cons-
titué des composantes suivantes 
- coût de res t ructuring 
- coût de clustering; 
- coût de densific a tio n . 
Pour prévoir le coût d'uti lisation d'un a l gorithme, 
il faut 
- identifier les facteurs s u 3cep t i b l es d ' influer (examen 
de 1 1 impl6me ntation réal i s ée ) ; 
- déterminer les facteur.a dont l'inf luence est la p l us 
mar uée ; 
- en déduire une fonct ion de coût . 
Etude du cas CWS 
Les fac t eurs sus c e ptibles d 1 i nfl u or sont : 
- la lon~u eur de la chaine exprimé e en n Jmb re de référenc e u 
(plutôt qu'en tem ps d'exé cution c e qui n' es t guère s ign i-
ficatif) ; 
l e nom j re d e bl oc s rel oc Jtables ré fé r e ncés 
- la taill e de la f enêtra du work i n g se t. 
90. 
Des variations sur la longueur de la chaîne et le nombre 
de blocs référencés ont été obtcnuespar écha ntillonnage. 
Un essai d'ajustement par moindres carrés (bas é sur 30 
observations) s'est révélé inefficace. Le seul résultat 
tangible est le coefficient de corrélation entre le 
coût et la longueur de l a chaîne (C, 92). 
Cette expérience montre la difficulté de prévision du 
coût des algorithmes. 
Conditionss fréquence d'échantillonnage 
tenltre d'échantillonnage 
tenltre 4u vorking set 
1 000 ms (F) 
500 ma (f) 
100 11a (v) 
91. 
L•• tableau auivanta •onnent la dégradation observée 
par rapport aux résultat• de l'arrangement effectué sans 
échantilloanage dans les mimes conditions, ainsi que les 
diminutions de colt• obtenues. Aucune densification n'a 
été réalisée. Rappelons que les critères concernés sont 
respectivement le nombre de défauts de page et le temps 
CPU con• ommé. 
Dégradation des performances(%) 
~ Ryder NN FN AV MA • 
cws 17.14 17.ol+ 30.78 13.96 16.37 
A 24.30 25.12 32.1+5 17.53 26.41 
B 27.81 32.70 47.30 29.6'+ 31.45 
AB 19.72 26.46 25.76 22.38 20.97 
Diminution des codts totaux (Res.+Clus. )(~ ) 
~ Ryder NN FN AV MA 
cws 43.27 55.10 53.95 53.04 48.13 
A 39.21 32.72 32.40 28.83 23.44 
B 30.58 32.06 31.53 33.65 21.99 
AB 34.194 37.75 35.95 33.28 34.64 
Di• iaution du coGt de restructur.(%) 
cws A B AB 
70.70 61.33 57.51 65.30 
Di• iaution du coGt de cluatering (%) 
!~ R. Ryder NN FN AV MA 
cws 33.69 16.40 11.72 17.36 12.52 
A 37.86 20.41 20.43 18.09 13.07 
B 28.79 20.41 20.35 25.55 11.92 
AB 32.31 21.24 18.88 17.39 23.35 
Mct7eue 33.16 19.61 17.84 19.59 15.21 
L•• algorithmes "•ophistiqués" aont moins sensibles 
à l'échantillonnage au niveau des performancee. 
92. 
De• eaaaia supplémentaires réalisés sur la combinaison CWS-MA 
en taisant varier F, f et v, il ressort que 1 
C(t/!') <. c(;) pour k ') 1 
93. 
et que P(f/!') < P(j) (k ? 1) saut ai F-t <. ••v avec a ~1 
où Cet P représentent respective• ent le cott de la reatructu-
ratioa et les performance• enregistrées (par rapport au 
programme original). 
Le t Performance rappor colt apparait alors comme étant maximisé 
pour F=1 000 et f=SOO. 
Les graphiques suivant• illustrent oea constatations. Seules ont 
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95. 
Ut i lité de la densification 
---------------------------
L'utilisation d'une méthode de den s ification dans le cas 
du programme étudié n'a été favorable pour a ucun des 
algorithmes de "clustering". No uns ne po .1vo ns cepen-
dant pas généralise~ cette constatation. La densification 
a le désavantage de perturber l'arrangement effedtué. 
Elle devrait le compenser par 1 1 économie de ·. •lace qu I elle 
réalise. Pour FUUTSP , l'explication de son inefficacité 
est basée s ur deux constatations : 
- la taille du working set moyen est faible : pour 
une fenêtre de 500 ms, 1j pages de 4 K pour le programme 
original (207 K, tombant à 10 pages aprè s restructu-
ration. 
- le nombre de rou tines effe c tivement référenc é es eet re-
lativement bas (62¾). Ces blocs, n'intervenant pas 
dans le calcul d'affinité, sont p lacés de faç on à 
réaliser une occupation aus 3 i dense que possible de la 
mémoire. La pla ce ga s ;i illé e e s t donc trè s p eu impor-
tante (4800 bytes, soi e nt 2, 26%). Ne p ~rmet t ant pas 
une économie de pla ce s uf f isa nte ma is contrariant 
cependant l'arrangement effectué par les a lgorithmes 
de 11 clustering", la densification __; 1 avè r e nui r, i ble dans 
ce cas précis. 
Les essQiS effectués permet ~ent cependa nt de tirer certains 
ens eignements relu tifs â la mét hode de densif i c a tion p&r 
tassement pur et simple et â la méthode utilisant la 
matrice d'affinité. Sur l'ensemble des essais réalisés 
cette derni~re s 'est montrée supérieure 
• . . 1 Algorithme 1 Am&lioration moyenne : 1 J : 1 : 
1 1 ~ 1 
' 




1 NN i 2,91 ~ ! : ~ 




AV 0, 77 % 
1 
1 MA 9, 87 cl : N 
. 
-~ 
Etant donné le coGt i n 8 i gnifiant d e l'algorithme proposé, 
ces constatations sont encourageantes. 
Ryder étant apparemment le i: lus restrictif, il ~tait 
surprena nt d e voir q ue l' a mélioration reste a us s i basse. 
Des essais furent réal i s 6s en ramenant la taille de la 
pa ge â 2K, l 1 am 0l i oration ~assant dans ce cas â 10, 89%. 
9.2.4. Incompatibilités 
------ ----------------
Par incompatibilité, nous entendons le fait ~ue des 
algorithmes associés conduisent à un arrangement des 
blocs manifestement mauvais, résultant par exemple, 
d'objectifs contradictoires,et se traduisant dans une 
dégrad ~tion des performances, par rapport au compor-
tement du pro gramme original.Bous n'en avons r e levé 
aucune entre les algorithmes de " rcstructuring " et 
de 11 clustering11 imp l émentés. 
A noter cependant que les combina isons Nearn e ss- i' i;-i , 
Nearness-FN et Nearness-AV sont r edonda ntes puisque, 
pour la même èhaîne et le même jeu de p a r a mèt res, 
97. 
ell es conduisent toujours à tes résul t a ts i dent iques. 
AV étant le plus coûteux, il est inut i le de l'utiliser. 
~!!E!~!!!2!!: (Prograue aon tensitié, non échantillonné) 
Les ebittres donnés doiTent Atre pria oone des indioatioas, 
aoa oo•• dea certitudes, TU le aombre restreint d'essais 
réalisée. 
98. 
A• éliorati on• p. r. au ~rogra• me or ,r na U D • e i i l (~ d b d déf. de p.) 
1~ RYDER !ffl FN AV MA 
cvs 36.J1 31.65 30.87 31.06 37.08 
A 28.34 26.21 2'f-.O? 26.60 19.02 
B 31.26 32.03 22.71 32.42 26.60 
AB 29.12 28.15 2lf..66 33.00 33.39 
!Hearnea IS 16.50 14.56 14.56 14t.56 15.72 
IRJd • (•, ~)21.94 20.38 11.Slf- 20.77 22.91 
M1 24.85 19.41 21.55 21. 9'f- 21.55 
M2 18.05 12.81 9.90 9.90 19.22 
Cotte totaux enregiatréa (res.+olua.) <•••• CPU) 
~ RYDER NN FN AV MA 
cvs 318 116 115 12., 135 
A 23'f- 45 46 54 63 
B 227 45 47 56 64 
AB 246 52 5J 59 73 
Nearneas 85 37 37 43 56 
Ryd(m,b) 152 47 50 56 69 
M1 136 32 32 39 48 
H2 149 33 33 3? 4? 
N.B. Pour M1 et M2, les fréquence et fenltre d'échantillonnage 
----
sont respective• ent 500 et 100. 
99. 
~ RYDER Nlf J'N AV MA 
cws 0.11 0.27 0.26 0.25 0.27 
A 0.12 0.58 0.52 o.49 0.30 
B 0.13 0.71 o.48 0.57 o.41 
AB 0.11 0.54 o.46 0.55 0.1+5 
NearneelB 0.19 0.39 0.39 0.33 0.28 
R7tl(a, t ) o.1q. o ... , 0.23 0.37 0.33 
M1 0.18 0.60 0.67 0.56 o.44 
M2 0.12 0.38 0.30 0.26 o.4o 
100. 
El!-~J!~!~J-2!~-~l~.:i-J;.lt.!'.!.!_j1_~].~~!,EJ.!)S 
(par algorithme de reatruct. aur base des améliorat.) 
R7der NN FN AV MA 
cws 2 3 5 4 l1) 
A 1 , 4 2 5 
B 3 2 5 1 4 
AB 3 4 5 2 1 
Nearn. 1 3 3 3 2 
Ryd(H, 1 ) 2 4 5 3 1 
H1 1 5 3 2 3 
M2 2 3 4 4 1 
(par algorithme de clustering aur base dea aaéliorations) 
cws A B AB ~•arnes1 Ryd(M,b) M1 M2 
RYDER 1 4 2 3 8 6 5 7 
NN 2 4 1 3 7 5 6 8 
FN 1 3 4 2 6 7 5 8 
AV 3 4 2 1 7 5 6 8 
MA C0 7 3 2 8 4 5 6 
101. 
L• tableau suiYant donne les augmentations de codts (te• ps CPU; ~) 
et améliorations (diminution du nombre de défauts de page;~) 
obserYéea par rapport aux résultats de la prooédure la moins codteuse 
--------------(Nearaeaa - NN). Ce tableau eet transposé dans les graphiques qui 
suiYent. Les pointa aoat identifiée par deux chiffres représentant 
respectivement l'algorithme de restncturiag et de olusteriDg concernés. 
Les combinaisons contenant les algorithmes M1 et H2 ne sont pas repri-
ses, étant donné la sensibilité des co6ta à l'échantillonaage,qui 
fausserait la relatiYité des résultats. 
2 3 
c. RYDER Nif FN AV MA 
R. 
Colt Pert. Coilt Pert. Co!t Pert. Co9t IPert. Co!t Perf. 
1 cws 772 25 217 20 215 19 238 19 269 ~6 
2 A 540 16 22 14 · 26 11 48 1't- 71 5 
3 B 5l2 ~o 2'+ 20 29 10 5.) 21 76 14 
4 AB 574 17 43 16 46 12 62 22 99 22 
s fearaeai 131 2 0 0 1 0 18 0 53 1 
6 



























































La taille du working set • 07en et aaxin• diminue, pour 
toutes les co• binaiaons (sans densification), dans une 
proportion variant de 1/4 .à 1/8. 
104. 
La plus importante partie des amélioration• réalisables lore 
de la res,~ucturation d'ua programme, peut ltre obtenue pour 
un co4t modeste. Une diminution du nombre de défauts de page 
proToquéa,de l'ordre de 20 ~, est possible pour un invea. 
tiaae• ent limité. Par contre, le passage à un niveau de 
performances supérieur nicessite l 1utilisatioa d'algorit~mea 
plus complexes et se répereute seneible• ent dans les codts. 
Lee algorithmes de "cl~atering" les plue élaborés perme~tent 
de releTer le aiTeau des résultats obtenus pa~ dea algori-
thmes de "reatructuring" peu codteux, mais relativement peu 
performants. 
Les algorithmes les plue performants étant les plus codteux, 
leur utilisation sera vraisemblablement réservée à dea pro-
grammes de taille mo7enne. Nous avons de plus le sentiment 
qu'il est préférable d'utiliser les algoritÀmes les plus per-
formants en échantillonnant la chatne de références, plut&t 
que les algorithmes les moins codteu. 
La P••r•uit• tee •••ais pa••• par un t • p,ratif •• 
r••••tioa ••• ••tte. L• pro••••ua ••-t itératif, 1•• 
réeulta•• ••roat atfinia au fur et à ••sure 4ea teste 
etteetuéa 81U' le• cobaye• aileatés. 
105. 
La eontrainte •• eett noue a• ène à prendre de• option•• 
Certaines déciaiena Yoat paraitre arbitrair•• dans la • e-
aure où elle• ne repoaent • ar aucune "certitude atati• tiq••"• 
• ai• pluta, aur les indication• résultant des pre• iera teata, 
aur l'ex,érienoe acquise ea 1•• réaliaant et sur l•• traYau 
effectuée par eertaina auteur•• (11,22) 
Dana cette optique, les déeisione •1-aprà• apparaiaaent 
~•iaeanables 1 
• éliaiaation 4•• algorithllea auiYanta 1 
-----------
Son eett est toujoura •upérieur à celui•• !ffl 
pour dea pertoraano•• intériaurea (aauf un oaa 
où la différence eat minime). 
Peur de• eott• ••••iblt• ent égaux, l'algorithae 
B fournit de • eilleura réaultats (saut un cas 
oà la 4iftéreaee eal • ini• e). 
• !!!!~!!!~t!~1-!!.!!!!~!.•1t.•j (noté M2) 
Pour lea al• ea raiaona, via-à...t• 4e l'autre 
algorith• e de Maau4a .(aoté M1). Pareilles•••-
olusiona ne peuyent ltre tirées à ce ata4e pour 
106. 
lea algorith• ea Ryder (• 1b) et Nearn••• Matrix. 
La seneibilité •• M1 Yia-à-Ti• du progra••• à 
~eatructurer et •ea para• àtrea 4 1échlll'ltillouage 
a•étaat pa• ceuue, le risque ••erreur est de ce 
tait trop gru4, étant tonné la différence•• 
philoeophie eatre N1 et le• deux précédente cités. 
arbitraire pour le• raison• exprimé•• a•§ 9.2.3. 
----------
- L'utilisation du ai• ulateur LRU est eujette à eautioa. 
--------------Il a tendance à péaaliser lee algorithmes orientée 
"working • et". Lee réaultata fourni• Tarient tràa tort 
ea tonctioa 4u no• bre de pagea alloué••• et lee améliora-
tion• sont sureati• ée•, •• qui est apparu ea Téritiant 
la ooaoor4ance •• quelques réaultata &Tee lea études 
rialiaéea par oertaina auteurs. Par ooatre, VS donne 
eatiire aatiatactioa à oe aiT•••• L•utiliaation du ei-
• ulateu LRU 4eYrait ltre li• itée au problè• ee 4e co•-
paraiaon de la • l • e pro•i4ure aoua ••• oonditioaa 4itfé-
reatea. 
- Le proeea• ua te •••aifioatioa est à 4iaaocier •• la 
prooidure de restructuration telle que noua l'avons 
eoaaitiré• jusqu'à présent. Soa utilieatioa eera aubor-
4oanée - au progra• ae à restructurer (taille des blocs 
et•• workiag aet), 
- à la taille àe la page, 
- due une aoiadre • esure, l l'algorith• e de 
"•lueteriag" utilisé. 
107. 
La ,our••ite 4•• ••Hi• Tiserait •••entielle .. nt à 
- ••q•6rir ••• ••rtit•••• quant à l'influence de 
1 1 6ehuti11ouage. O• 4ernier coaatitue un • 07en 
4•• pl•• effi••••• pour réduire les eott• 4ana un• 
large • esur•, 1•p,ratif à aatiatair• ai on a,aire 
efteotuer ••• teata à un• iohelle plu• •••t•. 
- •6tiair lea ooaditiona préois•• d'utilisation de la 
••••itioation. 
- 46ter• iner l'opportunit, de conaerTer lea algorithmes 
de "r•atructuring" Nearneaa •atrix et Ry4er (• ,b). 
- La plia.•• 4• •i•plitioatioa ter• inée, dea ••••i• 
1nteneit• (ayeo para• itr age) aur l ea algorith• ea 
oonsenéa devraient per• ettr• 4• 4éfini r Talable• ent 
leura ootta et performances pour un tn•••tiaae• ent 
deTenu aeeeptabl•• 
108. 
CHAPITRE 10 1 CONCLUSION 
Due ua a7• t••• à mémoire virtuelle paginée, la restructuration 
••• progra•••• eet hautement utile. Sana re• ettr• en eau•• le 
a7at•••• ai poaer de contraint•• inacceptables, elle permet 
4 1adapter le• progra-ee de façon à réduire le nombre 4• défauts 
de page provoquée et la taille du working set. L'a• ,lioration ee tra-
duit ••••1 -ien dan• le oo• portement de• prograuea concerné• (elapaed 
\ime et vraiae• b1a,1,• eat, te• p• CPU oon• o•• 6) que dana le "tllroughput". 
De• réaultat• appréoiàblee peuvent ltre obtenva pour u iaveetiase-
• ent • odeate. La • odularité de plu• en plus grande oonatatée dans 
lea progranea, lui ouvre de large• perepeotiv••• 
En dépit du no• br• restreint d 1eaaaia effectué•, d•• indications 
intéressantes ont pu ltre déduites. Réau• ona eommaire• ent l•• 
principal•• 1 
- difficulté de prévision du coet 4•• algorith• ea, 
• efficacité de l'échantillonnage 4uant à la réduction dea 
coftte, sana dégrader exceaaivement les performances, 
- utilisation aélective de la densification, 
- résultat• comparatifs (colt-efficacité) 4ea combinaisons des 
algorithmes, 
- élimination de certaine algorithmes, 
~ •6t!aao• Yi• -à-Yia du aimulateur LRU. 
La néceaeité de pourauivre les essais est évidente pour tirer dea 
conclusions précis••• L• coftt des e• aai• reste cependant un facteur 
limitatif. 
CON'.fENU DES ANNEXES 
Le lecteur qui le désire pourra trouYer dans une tarde 
annexe lea listings suivante a 
•Programme source de la restructuration 
-Programme source du simulateur LRU 
•Programme aouroe du simulateur WS 
-Programme source du générateur du fichier de 
commandes pour le "RELINK" 
-Exemples de sorties des simulateurs 
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