Whole transcriptome studies typically yield large amounts of data, with expression values for all genes 13 or transcripts of the genome. The search for genes of interest in a particular study setting can thus be a 14 daunting task, usually relying on automated computational methods. Moreover, most biological 15
Here, we explore the use of supervised learning methods to rank large ensembles of genes defined by 20
their expression values measured with RNA-Seq in a typical 2 classes sample set. First, we use one of 21 the variable importance measures generated by the random forests classification algorithm as a metric 22
to rank genes. Second, we define the EPS (extreme pseudo-samples) pipeline, making use of VAEs 23 (Variational Autoencoders) and regressors to extract a ranking of genes while leveraging the feature 24 space of both virtual and comparable samples. 25
We show that, on 12 cancer RNA-Seq data sets ranging from 323 to 1210 samples, using either a 26 random forests based gene selection method or the EPS pipeline outperforms differential expression 27 analysis for 9 and 8 out of the 12 datasets respectively, in terms of identifying subsets of genes 28 associated with survival. 29
These results demonstrate the potential of supervised learning-based gene selection methods in Seq studies and highlight the need to use such multivariate gene selection methods alongside the widely 31 used differential expression analysis. 32 1 Introduction 34
Transcriptomics studies making use of RNA-Seq usually produce large amounts of data, namely one 35 expression value for each gene or transcript of each sample assessed [Wang2009, Mortazavi2008]. 36
Searching for genes of interest or prioritizing genes in the context of case-control studies related to 37 diseases or other experimental conditions constitutes an important task ascribed to RNA-Seq 38 experiments [Trapnell2009, Garber2011, Love2014, Wenric2017]. 39 Current methods often make use of differential expression analysis, to select genes of interest and 40 assign them a p-value related to a statistical test assessing changes in expression between different 41 conditions. 42
Most commonly used software packages performing differential expression analysis make use of the 43
negative binomial distribution to model read counts for each gene. This distribution, which is an 44 extension of the Poisson distribution, has two parameters: the mean and the dispersion, which allows 45 modeling of more general mean-variance relationships than Poisson. The dispersion parameter allows 46
to take into account the biological variability arising in RNA-Seq data [Love2014, Huang2015]. 47
However, even though software packages like DESeq2 model relationships between genes by 48 assuming that genes of similar average expression have a similar dispersion, the statistical test 49 conducted to assess significance is a univariate test performed independently for each gene. Albeit 50 providing particularly useful and usually accurate information regarding disruptions of gene expression 51 between conditions, these methods thus do not take into account the potential correlation and 52 concordant or discordant effect between groups of genes. However, such gene-gene interactions are 53 present in most tissues and conditions and they are known to play key roles in said conditions, with 54 groups of genes which might have a significant effect as a group but not when each gene is considered 55 independently [Kanehisa2000, Joshitope2005, Phillips2008, Vidal2011]. 56
Here, we explore the use of multivariate classifiers to rank genes in a case-control RNA-Seq 57 experiment. Namely, we're using the permutation importance of the random forests classifier to rank 58 genes, and a newly developed method (EPS) making use of Variational Autoencoders. 59
Machine learning methods are progressively being applied to problems arising in genomics related 60 fields and the idea of using importance measures generated by the random forests algorithm to extract 61 a ranking of features has already been explored with several different data sets, although, to our 62 knowledge, this has never been done with RNA- are not present in the original datasets but closely imitate their statistical properties, in that they share 68 the properties of independent and identically distributed samples from the same distribution as the real 69
data. 70
The idea of using autoencoders to classify and examine genomics datasets is not new [Tan2015]. 71
However, VAEs differ from other autoencoders in that they can create a meaningful latent 72 representation space where one can choose a new vector in the latent space and create a valid, 73 previously unseen sample in real space that closely follows the real samples (the aforementioned 74 pseudo-samples). 75
Additionally, although autoencoders have been used as an auxiliary tool in the classification of existing 76 datasets, no attempt has been made to extract the knowledge learnt by the autoencoders in this process 77 to trace the analysis and results back to the actual gene expression values and their relationships. Here, 78
we suggest a way to make use of that obtained (the permutation importance is computed by randomly permuting the values of the 105 feature of interest and measuring the resulting increase in error). 106
• The Extreme Pseudo-Sampling method (see 2.3) is applied on the training set(s) to extract a 107 ranking of genes. 108
• Let RF denote the random forests based gene ranking, DE the differential expression based 109 gene ranking and EPS the extreme pseudo-samples based gene ranking. ' denotes the i-th 110 gene of the random forests based gene ranking. Similarly, ' denotes the i-th gene of the 111 differential expression based gene ranking and ' denotes the i-th gene of the extreme 112 pseudo-samples based gene ranking. 113
• For both rankings, 20 gene signatures are generated, including an incremental number of genes. 114
Let ' denote the i-th gene signature based on the random forests ranking, ' denote 115 the i-th gene signature based on the differential expression ranking and ' the i-th gene 116 signature based on the extreme pseudo-samples ranking. The signatures are formally defined 117 as: 118 For each data set, correlation coefficients have been computed between the expression values of the 130 50% most expressed genes; a hierarchical clustering of the 50% most expressed genes was performed, 131
to assess if multicollinearity played a role in the performance of the RF based method (multicollinearity 132 denotes the presence of non-independent features such that the relationship between each of these 133 features and the model output is influenced by the relationships between the non-independent features). 134
A hierarchical clustering of all samples was also performed, with the 50% most expressed genes. 135
Enrichment analysis was performed on gene lists from both methods. 136
The correlation coefficient between each top-ranked gene from both list and the 50% most expressed 137 genes has been computed for each data set. 138
Globally, the correlation between the overall survival at 5 years of all cancer types, and the performance 139 of the presented methods was computed. 140
Extreme Pseudo-Sampling 141
It is worth noting that, in most data sets considered in this study, the samples from both classes reside 142 in a high dimensional space and are tightly coordinated together, such that a linear classifier cannot 143 separate them at all. The low count of normal samples compared to the total sum of samples also 144 contributes to the failure of linear classifiers; which tend to receive bias from such unbalance of class 145 membership statistics. 146
We decided to use a dimensionality reduction technique in order to both address the curse of 147 dimensionality and find a representation in which these samples lay in a linearly-separable subspace. While selecting zn is a random process, once a zn has been drawn from any of the distributions, 173
reconstructing ẋn ≈ xn from zn is a deterministic process done by the decoder. However For each data set, 60 log-rank tests have been performed on the validation set, using gene signatures 196 sigDEi, sigRFi, and sigEPSi with i = {1, 2, ..., 20} which contain from 1 to 20 genes out of the gene 197 ranking derived from differential expression analysis, the gene ranking derived from the random forests 198 classifier, and the gene ranking derived from the Extreme Pseudo-Sampling method respectively. The 199
p-values of these tests have been compared two by two. 200 Table 2 summarizes the results and shows the number of gene signatures where the random forests 201 based gene ranking outperforms the differential expression based gene ranking and where the Extreme-202
Pseudo Sampling method outperforms the differential expression based gene ranking. 203 pseudo-samples based gene rankings share the same number of best performing signatures. For 2 out 225 of the 12 data sets (breast invasive carcinoma, lung squamous cell carcinoma), the differential 226 expression based gene ranking outperforms the random forests based gene ranking. For 3 out of the 12 227 data sets (uterine corpus endometrial carcinoma, lung squamous cell carcinoma, liver hepatocellular 228 carcinoma), the differential expression based gene ranking outperforms the extreme pseudo-samples 229 based gene ranking. 230 Figure 2 shows the log-rank p-values for the 3 different methods (DESeq2, random forests, extreme 231 pseudo-samples) and their respective gene signatures ranging from 1 to 20 genes, for the 4 largest data 232 sets (TCGA-BRCA, TCGA-LUAD, TCGA-UCEC, TCGA-KIRC). Similar figures for the 8 other data 233 sets are available as supplementary data. The log-rank p-values for the 20 gene signatures related to 234 the 3 rankings for each dataset and the genome wide ranking of genes based on the permutation 235 importance computed by the random forests classifier and on the extreme pseudo-samples method can 236 be found in Supplementary Table 1 and Supplementary Table 2 respectively. 237
Name Cancer type Random forests Extreme pseudosamples
No significant difference in the average absolute correlation coefficient obtained between the 50% 238 most expressed genes was found between the different cohorts whose DE based signatures performed 239 better than the RF and EPS signatures and the cohorts whose RF or EPS based signatures performed 240 better than the DE ones. No significant difference in terms of the number of clusters of samples 241 obtained with a hierarchical clustering with the 50% most expressed genes when using a constant 242 height cutoff value of h = 2*10^6 was found between the different cohorts whose DE based signatures 243 performed better than the RF and EPS signatures and the cohorts whose RF or EPS based signatures 244 performed better than the DE ones. No significant difference in terms of the number of clusters of 245 genes obtained with a hierarchical clustering with the 50% most expressed genes when using a constant 246 height cutoff value of h = 10^5 was found either. No significant difference was found between the 247 correlation between the top-ranked genes selected with both methods and the 50% most expressed 248 genes. No correlation was found between the overall survival at 5 years of the different cancer types 249 and the performance of either method (measured as the ratio of n/20 top-performing signatures). There 250 is, however, a loose correlation (Pearson correlation coefficient: 0.627, p-value: 0.029) between the 251 number of best-performing DE based signatures among the 20 signatures of each data set and the 252 number of differentially expressed genes (adjusted p-value < 0.05) in each data set. Correlation 253 coefficients and numbers of clusters are present, for all data sets, in Supplementary Table 3 . 254
4
Discussion 255
Highlighting genes of interest has always been a part of transcriptomics studies and the advent of 256
RNA sequencing technologies has but further emphasized this endeavor. Traditionally, genes of 257 interest, in case-control studies where one had access to their expression values, were genes where 258 said expression varied greatly from one class to the other. This definition has led to the development 259 of numerous methods making use of diverse statistical models and tests, achieving impressive results 260 in a lot of different use cases. However, these methods often implicitly neglected the importance of 261 gene-gene relationships, by only looking at univariate changes. 262
Here, we propose a paradigm shift, by directing the search for genes of interest towards the use of 263 machine learning methods originally conceived to predict the membership of a sample in a class, as 264 these methods intrinsically model the inter-variable relationships (i.e. the previously overlooked 265 gene-gene links). 266
An obvious kind of data sets which should theoretically benefit from this are cancers, as these 267
pathologies are known to involve several genes in a multistep process, with different mechanisms 268 implicating intricate relationships between said genes [Vogelstein2013, Yates2012]. 269 By using 12 data sets containing samples of various cancers, we have shown that supervised 270 classification algorithms could be used to extract a meaningful ranking of genes. Namely, the 271 permutation importance (also known as Mean Decrease in Accuracy) generated by the random 272 forests algorithm and the weights coefficients used in the extreme pseudo-samples provided a 273
ranking of genes which outperformed classical methods in most data sets. 274
The permutation importance is not the only variable importance generated by the random forests 275 classifier, as the Gini importance (or Mean Decrease in Impurity) is also available. However, using 276
the Gini importance to classify the genes of these data sets yielded slightly worse results than the 277 results obtained with the permutation importance. Using a combination of both variable importances, 278
as in [Frères2016], also produced worse results than when using the permutation importance alone. 279
Given the fact that neither the random forests based gene ranking nor the extreme pseudo-samples 280 based one outperformed the differential expression based one for all of the 12 data sets, one might 281 wonder if using both a supervised learning based gene selection technique in conjunction with 282 differential expression would not yield better results. However, using the supervised learning based 283 gene selection method after the differential expression one (i.e. using only the genes with a 284 significant differential expression adjusted p-value as input features of the random forests classifier 285 or the EPS method) also produced worse results than when using the random forests gene ranking or 286 the EPS gene ranking alone. 287
Using survival analysis as a way to validate gene lists coming from cancer data sets whose average 288 survival differs greatly might spark questions, however there does not seem to be a link between the 289 overall survival (OS) of these cancers and the performance of the proposed methods. Survival 290 information constitutes a quantifiable and relatively easily available information for different data 291 sets. However, using the presumed relationship between the expression values of a gene and the 292 survival of a patient as a proxy for the role of said gene in the selected disease relies on a strong 293 hypothesis whose validity might vary across data sets. Therefore, other gene ranking validation 294 methods should be further explored to assess the performance of a random forests based gene ranking 295 method and the EPS method in a wider range of RNA-Seq experiments. 296
In conclusion, we have shown that using the permutation importance internally computed by the 297 random forests algorithm, when said algorithm is used to build a classifier based on gene expression 298 values of a case-control RNA-Seq data set, allowed to obtain a ranking of genes; Variational 299
Autoencoders could be used to generate pseudo-samples mimicking the properties of real samples, 300 albeit with extreme localizations in latent space; Using the feature weights of said pseudo-samples 301 allowed to obtain a ranking of genes. These rankings were compared with the results of a differential 302 expression analysis, with all three gene rankings being evaluated through survival analysis on a 303 validation cohort different from the cohort used to generate both rankings. The results have shown 304 that the random forests based method and the extreme pseudo-samples outperformed the differential 305 expression based method for 9 and 8 out of the 12 data sets analyzed, respectively. Although the 306 genes selected by both methods are different, there is no significant difference in the number of 307 highly correlated genes between both methods. Although the goal of this research is not to supersede 308 differential expression analysis to select genes of interest in RNA-Seq studies, we have shown that 309 differential expression analysis might miss out on important genes, and a supervised learning based 310 gene selection method should be used alongside. 311
As the field of machine learning contains many different supervised classification and feature 312 selection algorithms, it would be of interest to extend this work by testing the performance of other 313 methods for gene selection in the context of case-control RNA- Table 2 . The random forests column denotes the number of random forests based signatures having a lower log-rank p-value than their corresponding differential expression based signatures. The extreme pseudo-samples column denotes the number of extreme pseudo-samples based signatures having a lower log-rank p-value than their corresponding differential expression based signatures. The 3 colors (green, yellow, red) refer to cases where the proposed methods have a higher number, the same number, and a lower number of best-performing gene signatures than DESeq2, respectively.
