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Modality Mixture Projections for Semantic
Video Event Detection
Jialie Shen, Member, IEEE, Dacheng Tao, Member, IEEE, and Xuelong Li, Senior Member, IEEE
Abstract—Event detection is one of the most fundamental com-
ponents for various kinds of domain applications of video infor-
mation system. In recent years, it has gained a considerable in-
terest of practitioners and academics from different areas. While
detecting video event has been the subject of extensive research ef-
forts recently, much less existing approach has considered multi-
modal information and related efficiency issues. In this paper, we
use a subspace selection technique to achieve fast and accurate
video event detection using a subspace selection technique. The
approach is capable of discriminating different classes and pre-
serving the intramodal geometry of samples within an identical
class. With the method, feature vectors presenting different kind
of multi data can be easily projected from different identities and
modalities onto a unified subspace, on which recognition process
can be performed. Furthermore, the training stage is carried out
once and we have a unified transformation matrix to project dif-
ferent modalities. Unlike existing multimodal detection systems,
the new system works well when some modalities are not available.
Experimental results based on soccer video and TRECVID news
video collections demonstrate the effectiveness, efficiency and ro-
bustness of the proposed MMP for individual recognition tasks in
comparison to the existing approaches.
Index Terms—Multimodule, semantic event video detection.
I. INTRODUCTION
A T the beginning of the 21st century, empowered byadvances in networking, data compression and physical
storage, modern information systems deal with ever-increasing
amounts of video stream. Consequently, there are growing
efforts to develop technologies for video information retrieval
and database management. Those technical advancements
allow general consumer to enjoy rich set of functionalities for
the easier and better access video information.
As one of the most fundamental components for video infor-
mation management systems, the main functionality of event
detection is to extract event and exploit their relationships in-
side large scale collections. The technique has a lot of domain
applications including video surveillance and monitoring, video
highlight extraction, content summarization, and many more.
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The basic procedure for the existing event detection methods
[1]–[6] can be generally divided into two main steps—1) gen-
erating video content representation, where the video proper-
ties are extracted from raw sequence, and 2) decision making
process for detection. In the second step, different kinds of data
mining or statistical methods can be applied as detectors with
preselected training examples. However, achieving accurate and
robust detection is very difficult and challenging task. The main
reason is due to fact that in comparison to traditional structured
data, video information enjoys many unique characteristics and
the most ones are as follows.
• Rich semantics: Video data contains a large amount of in-
formation relative to its high-level semantic meaning. Most
of user queries are semantically-based (e.g., find all video
shots with music performed by Michael Jackson). How to
generate a concise comprehensive representation for such
information is still open research question to the related
community. Any useful solution must be efficient in terms
of effectiveness, efficiency, and robustness in calculating a
content descriptor that represents the semantics of the data
item.
• Large volume: In real life applications, the size of video
data is huge (even each item is much larger than a tuple in
a conventional (relational) data repository). Dealing with
such data items requires large amounts of computational
resources such as storage and data processing power. A
typical example is that video data may exceed gigabytes
on personal computers. Storage, data and retrieval man-
agement solutions provided by even state-of-art video in-
formation retrieval systems is generally not adequate for
such cases in terms of scalability, efficiency and robust-
ness. New techniques for accommodating such large data
sets need to be developed to provide economic and effec-
tive access and management.
• High dimensionality: Video contains a large amount of vi-
sual, audio and textual information. The related represen-
tation are high-dimensional in nature. In extreme cases, it
could require thousands of dimensions to represent a par-
ticular feature, and dozens of dimensions are typical. It is
extremely difficult for the current techniques to process
such kind of data efficiently. As a consequence, dimension-
ality reduction becomes an important technique in dealing
with video data. However, it is important that the resulting
feature space does not lose useful discriminative informa-
tion for indexing, recognition and classification.
• Complex internal structure: Video can be treated as a
nonlinear composition of various kinds of information.
This could lead to complexity level of video content ex-
tremely high. In this case, applying traditional solutions
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developed for the extraction of knowledge and classi-
fying results from structured data (e.g., tabular data) is
not feasible and stratificatory result can not be expected.
Further, it appears that knowledge discovery and retrieval
in video collection can not be simply based on the linear
concatenation of the partial information obtained from
each part of the target object. Therefore, developing
multimodal techniques to integrate different kinds of in-
formation seamlessly is central of importance for effective
knowledge discovery and information retrieval. Particu-
larly, event detection is an important problem for mining
large video collection and to the best of our knowledge,
no existing techniques consider multimodal information
combination.
In addition, the most of the previous approaches suffer from
poor flexibility. In general, their basic framework is constructed
based on standalone computational model using domain spe-
cific features for each genre. When applied to other video
types, it is very difficult to achieve good performance in terms
of effectiveness due to pertinence to certain video genre. In
fact, very less previous research studies how to develop generic
event detection framework which enjoys superior accuracy
across different video genres. Moreover, the existing systems’
efficiency are generally poor due to high dimensionality of
low level video feature vectors. The main contribution of
this research is a fast and effective video event recognition
framework based on a novel subspace selection method, which
can integrate different video features seamlessly. To facilitate
this advancement, this framework contains two basic compo-
nents—video preprocessing component and event detection
component. In the first component of the proposed method,
video stream is segmented into small segments and various
kinds of video features are extracted from those segments.
Then, a new dimension reduction method, called Modality
Mixture Projections (MMP), is used to generate compact video
signature. MMP is a linear discriminant algorithm based on
geometry preserving projections [7]. It can effectively preserve
local information from different sources by capturing the
intramodal geometry. To overcome the nonlinear problems in
real world and gain the further performance improvement, we
also propose its nonlinear variant—kernel MMP (KMMP) by
applying the kernel substitution. With MMP, all the raw video
feature data from various heterogenous information source
can be effectively fused to obtain single unified subspace
via learning process. The accurate event recognition can be
performed using the obtained subspace efficiently. In addition
of the development of above framework, another major contri-
bution also includes a comprehensive experimental study and
careful result analysis based on two large video test collections
constructed using soccer video and TRECVID news video. The
results from carefully designed experimental study demon-
strate that the framework can generate superior performance
improvement over state-of-the-art approaches from different
aspects. In addition, it is most robust scheme against different
distortion and noise cases.
The rest of the paper is structured as follows. Section II gives
some background knowledge and related work in video event
detection and dimensionality reduction (subspace selection)
methods. Section III presents the architecture of the proposed
system. Section V introduces the experimental configure.
Section VI describes a performance study and gives a detailed
analysis of results from a suite of comprehensive experiments
based on video from soccer and TRECVID competition. Fi-
nally, in last section we draw some conclusions and indicate
future directions for this work.
II. RELATED WORK
In this section, we provide a brief survey of related works
for this research. Owing to its wide range of applications, video
event detection has has gained a considerable interest of practi-
tioners and academics from different areas. Consequently, var-
ious techniques have been proposed in recent years. Due to
space limitation, it is impossible to give a comprehensive survey
in this paper. Instead, we drill down our focus and provide some
research results directly associated to this study.
For video content representation, existing approaches
for event detection can be roughly classified into two cate-
gories—unimodal and multimodal approach. A lot of earlier
studies in this problem mainly applied the unimodal approach.
However, due to the complexity of video content, better detec-
tion performance can be easily expected by using multimodal
features. A typical example is news video. Compared to video
in other application, news video enjoys distinguishing prop-
erties. It contains a relative fixed structure pattern and a large
amount of speech components. Using this specific property,
various semantic concept can be easily defined for effective
event detector construction. Further, multimodal approaches
have been widely applied to facilitate accurate detection [2],
[8], [9], [10]. The features as content representation considered
typically include visual features, audio features, automatic
speech recognition (ASR) transcript-based feature. Also, the
development of event detection techniques for sport video has
also gained a considerable momentum as a means to video
management [3]. Related literature can be found for different
sport genres including baseball [11], [12], cricket [13], Amer-
ican football [14], formula-1 [15], soccer [16], [17], and various
field sports [3]. In order to achieve better recognition accuracy,
the multimodal approaches were designed to characterize the
content of sport video via combining audio, visual and texture.
Unfortunately, the main weakness of those approaches is poor
flexibility and their basic model is constructed using domain
specific features for each sports genre. When applied to other
sports types, the effectiveness will degrade significantly. Rel-
atively little previous research studies how to develop generic
event detection framework covering different genres.
On the other hand, decision making plays a very impor-
tant role to determine final performance of event detection
technique. In recent year, various data mining technique have
been employed to discover knowledge and special pattern
from large video sets. One of examples is the work on un-
supervised video structure discovery carried out by Xie [1].
In the study, an unsupervised Hierarchical Hidden Markov
Model (HHMM) framework with multilayer structure was
develop to discover patterns in soccer video. Low-level features
including motion intensity and dominant color is used at the
lower level of the HHMM and binary labels are considered
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Fig. 1. Architecture of the video event detection system.
Fig. 2. Examples of video shots from test collections used for empirical study.
at the upper level of the HHMM. Xu and Chang developed a
discriminative kernel-based visual event detection method via
special multilevel alignment [2]. The system has been tested
based on the TRECVIDE 2005 corpus and the best detection
accuracy achieved is about 43%. More recently, [4] proposed a
subspace based data mining framework for event detection. The
approach contains three components—video preprocessing,
distance based data ming subcomponent and rule based data
mining subcomponent. C4.5 decision tree has been applied as
classifier. Similarly, in [3], each video shot was represent by a
shot feature vector and well-known Support Vector Machines
(SVMs) has been adopted as classification algorithm. A 97%
event retrieval ratio was achieved for a test corpus containing
180 events. However, the size of corpus was not given in
the article. While both of two approach used various feature
as content representation for video, none of them consider
joint effects between multimodal features and issues how to
combine different information sources. The size of related
test collections is either unknown or quite small. The detail
specification such as member of video sequences in subclasses
is generally not available. Thus, it is very difficult task to assess
the impact of the results in a meaningful way. On the other
hand, large collections of video data have more important role
than ever before and modern video retrieval system is required
TABLE I
SUMMARY OF SYMBOLS AND DEFINITIONS
to handle huge amount video data. Unfortunately, the goal of
most existing approaches is to enhance effectiveness of event
detection process. Based on our survey, there is no existing
scheme considering scalability and efficiency issues.
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III. SYSTEM ARCHITECTURE
In this section, we present a new method to facilitate video
event recognition and the architecture of the system is illus-
trated in Fig. 1. It contains two basic components—video
preprocessing component and a novel dimensionality reduction
scheme—modality mixture module for video signature gener-
ation.
A. Preprocessing Video Data
The main functionality of the video preprocessing component
is to extract various kinds of content representation from video
streams. In the first step, each video sequence is partitioned into
a number of smaller segments based on shot boundary. The al-
gorithm proposed in [18] is used for this task. Afterwards, var-
ious kinds of features are extracted from the video segments
through analysis of data sources. In this study, we consider both
visual and audio features from video. The visual features include
color [19], texture [19] and shape [?]. The acoustic features con-
sidered include timbre, rhythm and pitch and detail information
can be found in [20].
B. Novel Multimodal Dimensionality Reduction Scheme
There are two main functionalities for the second component
in our proposed multimodal event recognition system. They in-
clude dimensionality reduction and event detection in the sub-
space. To facilitate it, all raw features from various modalities
are mixed and sorted by individuals, i.e., an individual is a class.
Note that each vector is normalized to the same size and scanned
into a long vector by writing its values in a fixed order. Denote
the multimodal feature vector set ,
and each datum belongs to one of the classes, each of
which has two or more modalities. The number of all the modal-
ities is . The data is the training data set, on which the
MMP algorithm is developed. The system obtains a transfor-
mation matrix that maps the set of points to
the set , such that , where
. Given the testing set , we can project it to the subspace
via the transformation matrix as . Finally, we clas-
sify the dimension-reduced testing data in the subspace by
matching with the corresponding training data .
1) MMP—A Modality Mixture Projection Approach: Specif-
ically, in the low-dimensional subspace, our aim is to map the
raw feature data from different individual classes as far apart
as possible, while preserving the geometric properties of the
data which belong to the same modality of each class. With our
proposed method, the data from different classes are separated
while the intramodal data from same class remain nearby as be-
fore. In the low-dimensional space, we expect that the different
class points can be mapped as far as possible. Consider that the
interclass margin can better characterize the separability of dif-
ferent classes than the interclass variance. Hence, we only map
the neighbor different class points far apart
(1)
where if and are from the different classes, and
is one of nearest neighbors of or is one of nearest
neighbors of , otherwise 0. Equation (1) reduces to
(2)
where denotes the trace operator, , and is a
diagonal matrix with .
At the same time, we expect that in the subspace, the geo-
metric configurations of various modalities of each class can be
preserved. So, we characterize the intramodal geometry of each
class by linear coefficients which can reconstruct the given data
point by other points from the same modal. The fashion of rep-
resentation is similar to that of LLE [21]. LLE regards each data
point and its nearest neighbors as the local patch. Here, since the
modal information is available, we treat each modality of each
class as the locality. We can obtain the coefficient matrix by
minimizing the reconstruction error
(3)
where unless and are from the same modality
of each class, and the rows of sum to . With
these constraints mentioned above, the coefficient matrix can
be computed in closed form. We give a demonstration on how to
obtain the coefficients of an arbitrary point in the following.
Denote ’s same-class intramodal points and the
corresponding coefficients , the reconstruction error
can be converted to
(4)
where , called local Gram ma-
trix. By solving the least squares problem with the constraint
, the optimal coefficients are given
(5)
To faithfully preserve the intramodal geometric properties of
each class, we assume that the coefficients which reconstruct
the input in the high-dimensional space will also reconstruct
the output from the corresponding intramodal points in the
low-dimensional space. Hence, for all the points, we need to
minimize the cost function as follows:
(6)
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Equation (6) can be reduced to
(7)
where and is an identity matrix. Com-
bining (1) and (6) together, we can write the final objective func-
tion which needs to be solved as follows:
(8)
where is a scaling factor with the range of 0–1.
According (2) and (7), (8) can be transferred to
(9)
To uniquely determine , we impose the constraint
, that is, the columns of are orthonormal. Now, the objective
function has the final form
(10a)
(10b)
Obviously, the above optimization problem can be converted to
solving a standard eigenvalue problem
(11)
Let the column vectors be the solutions of (11),
ordered according to the eigenvalues, .
Thus, the optimal transformation matrix is given
(12)
The proposed algorithm successfully avoids the singular
problem since it never computes the inverse of one matrix,
different from the algorithms which lead to the generalized
eigenvalue problem and are thereby troubled with the problem
of singularity.
Note that the raw data may be high-dimensional and thereby
the eigen-decomposition on would be com-
putationally expensive. So, the step of PCA projection is
recommended for compressing the raw data. Moreover, the
preprocessing using PCA can reduce the noise which may
degrade the recognition rates. We can choose the optimal
value for the reduced dimension in the PCA step, without
the discriminant information loss. Thus, we perform MMP in
the PCA-projected subspace and the ultimate transformation
matrix is .
2) Kernel Extension: MMP is essentially a linear algorithm.
It always has limitations under the situations when the multi-
modal feature data are highly nonlinear. In that nonlinear case,
the measurement using the Euclidean distance fails to give the
true neighbor relationship for discriminant and fails to detect the
intramodal geometric structure. In this subsection, we attempt
to overcome this nonlinear problem by using the kernel trick,
which produces the algorithm: kernel MMP (KMMP).
The raw data is firstly mapped
into a high-dimensional feature space via a nonlinear map-
ping . So, we have
(13)
Assume that, in the feature space, there is the transforma-
tion matrix which projects to the 1-D space
for simplifying the discussion, such that
. According to the pre-
vious analysis, we have the new objective function
(14)
Because the transformation matrix should lie
in the span of , there exist coefficients
, such that
(15)
Combining (15) and (16), we can have
(16)
where is a kernel matrix with
(17)
Considering the constraint , we have the
final objective function for KMMP
(18a)
(18b)
The above minimization problem can be converted to solving
a generalized eigenvalue problem as follows:
(19)
The eigenvector associated with the smallest eigenvalues are
the solution. If a testing sample comes, we have the projection
(20)
IV. EVENT DETECTION PROCESS IN SELECTED SUBSPACE
By using the MMP algorithm, the projection of matrix is
yielded, and then the training data can be projected into the sub-
space . As introduced in Sec-
tion III-A, the testing data are projected onto . The
dimension-reduced testing data and the dimension reduced
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training data have the same space where we can perform the
recognition.
Given a testing individual constituted by the multimodal fea-
tures , where is the number of the modalities of
the individual and , note that, the number is not
constrained to , that is, it is permitted that some modalities
of testing samples are missing. For each modality , we mea-
sure the Euclidean distance between a given feature and all the
dimension-reduced training samples . So we have the
distance vector for modality
(21)
where . Since the training samples
come from the different modalities, it is necessary to normalize
the distance measurement for each modality. Denote the
number of data in th modality in the training set. We have the
normalization
(22)
where we assume and come for the same th modality.
Rewrite as
(23)
Considering all the modalities of the testing individual, we
have the following decision:
label (24)
if , for
and . It means the label of event is assigned to
subsequence with minimum distance. On the other hand, we
also can apply standard classification scheme (such as SVM or
neural network) on subspace generated by MMP for event de-
tection. In Sections V and VI, experimental results with SVM
will be present.
V. EXPERIMENTAL CONFIGURATION
We now describe our experimental setup. The testbed plays
an important role in evaluating content based video retrieval
systems. In this study, we used two datasets for support our ex-
perimental investigation. Data set I is selected from TRECVID
2004 and 2005 video collections. It contains 120 video se-
quences (nearly 90,000 shots) and covers various kinds of
news video captured from MSNBC, NBC Nightly News, ABC
World News Tonight and CNN. The language is English. The
total duration is about 100 h. For testing purpose, ten events
are chosen from the LSCOM lexicon [22] and they are Car
Crash, Demonstration or Protest, Airplane Takeoff, Election
Campaign Greeting, Shooting, Rocket Launching, Ground
Combat, Cave Outside, Walking and Running. Data set II we
used for the empirical study is constructed using soccer video
from different events. They include FIFA World Cup (2002 and
2006) and European Cup (2002 and 2005). Data set II includes
50 video sequences (10,000 shots) and overall length is about
15 h. The events related to this dataset include goal, corner,
TABLE II
EVENT DETECTION ACCURACY OF VARIOUS METHODS WITH DATASET I
foul and penalty. In addition, learning examples for training the
scheme are selected randomly from test collection and cover all
subclasses uniformly. The number of training examples is 10%
of the corresponding test collection. All methods have been
tested on a Pentium(R)D, 3.20 GHz, PC running the Windows
XP operating system.
To evaluate systematic performance of different event detec-
tion methods, we define two metrics—average detection accu-
racy and average response time. The average detection accuracy
( ) is used as evaluation metric for performance study and its
definition is as follows:
Number of shots detected correctly
Total number of input shots (25)
The response time is used to evaluate how fast the
system can return the result back to users. This is main metric
for assessing efficiency of different approaches
Total time of detection
Total number of input (26)
VI. EXPERIMENTAL RESULTS AND ANALYSIS
This section presents an experimental study to evaluate the
proposed method and its competitive scheme. Comprehensive
results demonstrate the superiority of this method against ex-
isting approaches from three difference aspects—effectiveness,
efficiency, and robustness. For all experiments, we employ same
testing setup (datasets, similarity notions and evaluation met-
rics) as described in the Section V.
A. Effectiveness Study
In this section, we present the results of an experiment to
verify the effectiveness of our approach for event detection. Ta-
bles II and III1 report the results of our experiments to test the
accuracy of event detection for events using a variety of ap-
proaches. Among the approaches tested, MMP SVM denotes
the scheme applying SVM as classification method for event de-
tection based on subspace generated by MMP. The recognition
problems were carried out on two different data collections. The
detail is described in Section V.
Based on Tables II and III, SC approach yields lower ac-
curacy rates than any other approaches. The poor accuracy
observed in this experiment verifies the claim that effective
detection cannot be achieved by considering low-level video
feature constructed via linear concatenation. From results
1SXCC and SC denote video event detection schemes present in [4] and [3].
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TABLE III
EVENT DETECTION ACCURACY OF VARIOUS METHODS BASED ON DATASET II
obtained using data set I, it is not hard to find that the pro-
posed methods—both KMMP and MMP, outperform other two
existing approaches significantly. For example, in the case of
Car Crash event, the rate increases from 39.2% with SC
to 59.7% with KMMP. There is a nearly 30% improvement.
Furthermore, event detection process based on KMMP achieves
much better accuracy comparing MMP, i.e., KMMP, the
rate over ten event classes is increased from 38.9% to 42.5%.
This demonstrates the contribution of our kernel extension
method. On the other, The accuracies achieved by MMP
SVM for both test collections are very closer to ones with
MMP. In fact, with incorporating multimodal information and
considering their joint effects, more discriminating information
could be easily squeezed into a smaller dimension of feature
space which leads to superior performance for event detection
in terms of both effectiveness and efficiency.
Table III demonstrates the performance of our proposed ap-
proaches based on soccer sport video collection. There are two
points worth noting for results. First, it can be shown that all
the four method achieve relatively better accuracy comparing to
ones based on data set II. We believe that this is due to lower
content complexity of soccer video collection and smaller size
of test collection. Second, both KMMP and MMP can result
in superior detection accuracy comparing to other two method
for all our events. For example, in case of Goal event, rate
of KMMP and MMP are 80.7% and 72.7%. Meanwhile, cor-
responding rate for SXCC is only 67.2%. In fact, we can
also find that the variance of rate between different events
is fairly small. This result shows that KMMP and MMP enjoy
better insensitivity to event cases.
B. Efficiency Study
The processing speed of event detection scheme is a very im-
portant metric, especially when handling large scale of video col-
lection.Tocarryout fastdetectionprocess,acompactbutwelldis-
criminating feature space generated by our approaches not only
provides superior accuracy but also saves a large amount of pro-
cessing time. To further illustrate the performance advantage, we
computed theactualprocessing timefordifferentmethodsand try
to answer the question—how fast different systems can response
detection request via a empirical study.
In comparison with SXCC and SC, the main premise of
KMMP and MMP is to construct of a vector space with
superior discriminating power for video data via a nonlinear
mapping. In fact, the relatively large size of input feature vectors
can make the learning process for any classifiers very inefficient
in terms of training time. Table IV shows the empirical study
results of different methods. Among all four approaches, with
TABLE IV
EVENT DETECTION EFFICIENCY OF VARIOUS METHODS
WITH DATASET I AND II
reduction of dimensionality via subspace selection, detection
process’s efficiency can be improved significantly. For ex-
ample, in case of TRECVID data set, the this improvement
with MMP against SXCC and SC is about 47% and 42%. For
data set II, the corresponding improvement is about 41% and
36%. Among all detection methods, the MMP gives the best
results, whatever kind of data set is used. The time required for
data set I and II is 34.4 and 31.5 ms, respectively. It is worth to
note that comparing to MMP, its kernel extension did not give
good performance in terms of efficiency. This is because kernel
method requires extra operation for nonlinear projection. From
above, we can conclude that the proposed method is a highly
effective and efficient technique of video event detection.
C. Robustness Study
Video data from many real world applications can generally
contain a large amount of noise and distortion. The reasons
could be poor editing skill and data transformation under re-
source limitation environment. On the other hand, a lot of videos
generated by unprofessional users can contain large amounts of
low-quality signal. Those raw signal can influence the final de-
tection performance greatly. At the same time, it is desirable
for detection systems to enjoy good robustness. The goal of this
study is to evaluate capability of different approaches against
various alterations or noise on detection performance. Since our
approach considers more features from video signal, it could
enjoy better robustness.
To facilitate the evaluation process, same set of tests as de-
scribed in Section V for two datasets were evaluated. However,
each video sequence was distorted before using it in the test
and the results were compared against the results obtained from
using a nondistorted case. In this study, 10% video shots of each
sequence in both collections was distorted with audio and visual
noise. Noise type chosen is Salt & Pepper with 65 dB SNR.2
Those video shots are selected randomly. This was repeated for
different event cases and different test collections. Experimental
results shown in Tables V and VI clearly demonstrate that, com-
pared with other approaches, both KMMP and MMP emerge as
the most robust technique performing well on distortion case.
For example, it is shown that with car crash event in test collec-
tion I, SXCC only result in the 38.2% and 36.5% accuracy. In
addition, event detection accuracy achieved by KMMP is 55.7%
and 54.6% for visual noise and audio noise addition case re-
spectively, equivalent to about 40% relative improvement. From
above, we can conclude that due to multimodal information
combination, our approach can result in better robustness under
the noisy condition.
2We use equation SNR       to calculate signal-to-noise
ratio, where   is signal power,  is noise power and its unit is dB.
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TABLE V
ROBUSTNESS STUDY WITH VISUAL AND AUDIO NOISE (SALT & PEPPER
NOISE—SNR 65 DB)- EVENT DETECTION ACCURACY OF VARIOUS METHODS
WITH DATASET I. VN AND AN DENOTE VISUAL NOISE AND AUDIO NOISE
TABLE VI
ROBUSTNESS STUDY WITH VISUAL AND AUDIO NOISE (SALT & PEPPER
NOISE—SNR 65 DB)- EVENT DETECTION ACCURACY OF VARIOUS METHODS
WITH DATASET II. VN AND AN DENOTE VISUAL NOISE AND AUDIO NOISE
D. Effects of Multimodal Features
Video generally contains a large amount of heterogenous in-
formation such as image, sound, and text. Different kinds of
video features can make various contribution on the final per-
formance of detection process. It is very interesting to study the
problem via a detail designed experiment. In this section, we try
to answer the following questions:
• How do the different kinds of multimodal information af-
fect the effectiveness of our method?
• Which kind of features can have larger contribution on de-
tecting which video event?
To achieve this goal, a series of experiments have been car-
ried out, which incorporated different kinds of video informa-
tion into our system and compared the results on a single set
of queries. Our system was tested based on two different fea-
ture sets: visual features and audio features. Tables VII and VIII
summarize the results of this study via the detection accuracy
measurements.
The main observation is that combining multimodal infor-
mation gives big performance gain. In addition, generally vi-
sual feature information still plays a crucial role in determining
final performance of the proposed system. For the most event
cases, system only considering visual feature results in much
better accuracy in comparison to one with audio features only.
For example, system using visual features to detect event Run-
ning provides an accuracy of 70.5%, which is 30% better than
using audio features. However, we also observe that for some
event cases, audio feature provides better detection accuracy.
All of those events contain a large amount of audio information
in specific domain. Typical examples include Airplane Takeoff,
Car Crash, and Shooting. From above, we can conclude that it is
very important to integrate multimodal information to achieve
superior results for different cases. On the other hand, we also
TABLE VII
EVENT DETECTION ACCURACY OF VARIOUS METHODS (DATASET I) WITH
DIFFERENT FEATURE SETTINGS. VF AND AF DENOTE SYSTEM WITH VISUAL
FEATURES AND AUDIO FEATURES
TABLE VIII
EVENT DETECTION ACCURACY OF VARIOUS METHODS (DATASET II) WITH
DIFFERENT FEATURE SETTINGS. VF AND AF DENOTE SYSTEM WITH VISUAL
FEATURES AND AUDIO FEATURES
TABLE IX
TRAINING COST OF VARIOUS METHODS BASED ON DIFFERENT FEATURES
WITH DATASET I AND II
compare training cost using different kinds of feature for both
test collections. The results are illustrated in Table IX, showing
that training costs for two feature configurations are very sim-
ilar. This is because the dimensionality of input feature for both
configuration is close. In this case, the size of test collections
plays a crucial role in the case.
VII. SUMMARY AND FUTURE DIRECTION
One of most important reasons behind the popularity of video
data is the richness of its content and its popularity. The signif-
icance of knowledge discovery over large video collections is
profound and yet to be fully investigated. How to design and de-
velop the methods to facilitate effective video information man-
agement is still a challenging task. This article describes a novel
event detection framework to assist the process. The basic idea
of this approach is to apply a novel subspace selection tech-
nique to generate video descriptor via learning process. As a
discriminant algorithm, the optimization scheme focuses on the
interclass margin points. These points possess more discrimi-
nant abilities than the global interclass points. Meanwhile, the
related method can preserve the intramodal geometric structure
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by using linear reconstruction coefficients. A unified transfor-
mation matrix can be learnt for the raw video data formed by
various modalities. It enable the system more flexible since it
can also work well when one or more modalities of the testing
samples are not available. On the other hand, Kernel variant has
been also proposed to overcome the nonlinear problem and fur-
ther improve the ability of basic scheme. The system has been
fully implemented. As shown in experimental evaluation based
on large video collections, our method significantly improves
the effectiveness and efficiency over the state of art systems. At
the same time, better robustness against different kinds of noise
or distortion is achieved. The current work can be extended in a
few directions for future investigation.
• Training Sample Generation: One of the major limitation
is that performance of those techniques largely depends on
the limited size of the labeled training data set. The current
approach to select training examples is still expensive in
terms of human-related cost (i.e., the labeling of training
examples). To address the problem of the limited number
of labeled training samples and expensive cost, a possible
solution is to use unlabeled data to obtain more accurate
estimation. Basic idea of the approach is to use existing
data to train classifier to categorize data and label them
based on suitable class information. Those classified data
can be used as training samples.
• Analysis of Statistical Evaluation Results: Since cur-
rently evaluation scheme used in this study have been
tested based on limited classes of video collections. It
would be interesting to apply same techniques to video
collections in other domains and make a comprehensive
empirical study. The results from such quantitative anal-
ysis should be helpful in rounding out our understanding
of system behavior and in providing feedback into the
design and tuning of identification systems.
• System Performance Prediction: A large number of es-
timation techniques have been developed to exploit per-
formance information about result distribution. It is fea-
sible to apply some of them, such as regression estima-
tors, to evaluating stability estimation over different col-
lection sizes and domains. In addition, other multivariate
data analysis techniques besides automated cluster anal-
ysis, such as multidimensional scaling and logistic regres-
sion, could be useful for reducing relative data size signif-
icantly. This could be investigated in a future study.
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