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Abstract
In this work, we study the problem of computing the coefﬁcients of holonomic formal series in two
commuting variables. Given a formal series (x, y) =∑n,k0 cnkxnyk speciﬁed by a holonomic
system
∑d1
j=0 pj (x, y)
j
x = 0 and
∑d2
j=0 qj (x, y)
j
y = 0, with a suitable ﬁnite set of initial
conditions {[xayb](x, y)}, we show that the coefﬁcient [xiyj ](x, y) can be computed in time
O(i + j) under the uniform cost criterion.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of computing the coefﬁcients of formal power series (known as the coef-
ﬁcient problem) is of primary interest in many different areas such as combinatorics and
theory of languages. For example, the problem of counting objects with a given property
that belong to a combinatorial structure S can be reduced to computing the coefﬁcients of
suitable formal power series: we represent the property by a weight function w : S → N
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and then we consider the formal series
∑
s∈S w(s) s. So, the counting problem associated
with S and w consists of computing the function f (n) = {s ∈ S|w(s) = n}.
Another setting where the coefﬁcient problem arises is the random generation of combi-
natorial structures (see, for instance, [7]). Efﬁcient algorithms for the random generation of
strings in a language can also be derived by considering the generating function associated
with the language (see, for example, [5]).
We can also consider a more general version of the coefﬁcient problem for multivari-
ate formal series in commutative variables. More precisely, the coefﬁcient problem for a
class A of commutative formal series consists of computing, given a series in k variables
f =∑
n∈Nk cnx
n ∈ A and a multi-index i ∈ Nk , the coefﬁcient ci of f, [xi]f (x).When we
deal with counting and random generation, this generalization appears whenever a multiple
output weight function w : S → Nk is considered. For example, multivariate formal series
are used in counting or random sampling words with ﬁxed occurrences of symbols [2] as
well as in the random generation through object grammars [6].
In this paper we consider the coefﬁcient problem for the class Q[[{x, y}]]h of the holo-
nomic formal series in two commuting variables. These are power series expansions of
suitable holonomic functions deﬁned by systems of linear differential equations with poly-
nomial coefﬁcients.
Given a couple of integers (i, j) and a holonomic system for a formal series (x, y),
d1∑
k=0
pk(x, y)
k
x = 0,
d2∑
k=0
qk(x, y)
k
y = 0,
we show that the coefﬁcient [xiyj ](x, y) can be computed in time O(i + j) under the
uniform cost criterion. Our method is based on the theory of holonomic functions and
extends the result given in [10], where an efﬁcient algorithm for computing the coefﬁcient
of a bivariate rational series is given. In order to compute [xiyj ](x, y) in an efﬁcient
way, we use suitable recurrence equations with polynomial coefﬁcients associated with the
holonomic system for (x, y). This is a remarkable improvement with respect to a more
general algorithm presented in [9], where it is shown how to compute [xiyj ](x, y) in time
O(i · j).
2. Preliminaries
We denote byN (Q) the set of the natural (rational) numbers. A 2-dimensional sequence
c with values in Q is a function c : N2 → Q, usually denoted by {cnk}. We denote by
Q(2) the ring of 2-dimensional sequences onQwith the operations of sum, {ank}+{bnk} =
{ank + bnk}, and product, {ank} · {bnk} = {cnk} where cnk =∑ l+m=n
i+j=k
alibmj .
Moreover, we consider the following operators from Q(2) into Q(2):
• External product by e ∈ Q: e · {ank} = {eank};
• (left) Shift : En{ank} = {an−1 k}, Ek{ank} = {an k−1};
• Multiplication by n, k : n{ank} = {nank}, k{ank} = {kank}.
Then, the so called shift algebra Q〈n, k, En,Ek〉 is a particular Ore algebra (see, for
instance, [4]) and can be interpreted as a (noncommutative) ring of linear operators on
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Q(2), with pseudo-commutative rules given by
nk = kn, nEk = Ekn, kEn = Enk, EkEn = EnEk,
nEn = Enn + En, kEk = Ekk + Ek.
Note that everynormalizedpolynomial inQ〈n, k, En,Ek〉 corresponds to a linear recurrence
with polynomial coefﬁcients and vice versa. Particular sequences, calledP-recursive, satisfy
linear recurrences with polynomial coefﬁcients and will be of interest in this paper.
A one-dimensional P-recursive sequence is deﬁned as follows:
Deﬁnition 1. A sequence {an} is called P-recursive if and only if there exists P(n,En) ∈
Q〈n,En〉 such that
P(n,En){an} =
d∑
i=0
pi(n)E
i
n{an} = 0.
The notion of P-recursiveness can be extended to n-dimensional sequences as shown in
[9]. We recall here useful deﬁnitions for the two-dimensional case (see [9, Deﬁnitions 3.1,
3.2] for the general case).
Deﬁnition 2. Let h ∈ N. An h-section of a sequence {cnk} is a one-dimensional sub-
sequence that is obtained by holding one of the variables n or k ﬁxed at values < h.
Then, we have:
Deﬁnition 3. A sequence {cnk} is called P-recursive if there exists h ∈ N such that
(1) for i, j ∈ {0, . . . , h} there are polynomials pij (n) qij (k) such that
h∑
i,j=0
pij (n)En
iEk
j {cnk} = P(n,En,Ek){cnk} = 0,
h∑
i,j=0
qij (k)En
iEk
j {cnk} =Q(k,En,Ek){cnk} = 0,
where pi1j1 , qi2j2 = 0 for some integers i1, j1, i2, j2 ∈ {0, . . . , h};
(2) all the h-sections of {cnk} are P-recursive.
2.1. Formal series, holonomic functions and recurrences
Let Xc be the commutative free monoid generated by the alphabet X = {x, y}. A com-
mutative formal series  with values in Q and variables in X is a function  : Xc → Q,
usually encoded by the sum (x, y) =∑n,k0 cnkxnyk where cnk = (xnyk). We denote
by Q[[X]] the ring of commutative formal series with coefﬁcients in Q equipped with the
usual operations of sum (+) and product (·). The support of  is the set of monomials
{xnyk |(xnyk) = 0} andQ[X] is the ring of polynomials, that is, formal series with ﬁnite
support. The coefﬁcient cnk of a formal series  will be often denoted by [xnyk](x, y).
We are interested in a particular subclass of Q[[X]] that is the class Q[[X]]h of the
holonomic formal series in two commutative variables. This class can be formally deﬁned
as follows (see [9, Proposition 2.2]).
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Deﬁnition 4. A series (x, y) ∈ Q[[X]] is holonomic if and only if there exist some
polynomials
pij ∈ Q[X], 1 i2, 0jdi, pidi = 0
such that
d1∑
j=0
p1j
j
x = 0,
d2∑
j=0
p2j
j
y = 0.
The above equations are said to be a holonomic system for .
As a matter of fact, holonomic series are power series expansions of suitable functions
that belong to the class of holonomic functions. This class was ﬁrst introduced by I.N.
Bernstein in the 1970s [1] and deeply investigated by Stanley, Lipshitz, Zeilberger and
others (see, for instance, [3,8,9,11,12]). Note that there exist holonomic functions that are
not holonomic formal series. For example, the function f (x, y) = 1/(x + y) is holonomic
since (x + y)xf + f = 0 and (x + y)yf + f = 0, while it is not a holonomic formal
series since it has a pole in (0, 0).
In our setting, we are interested in recurrence equations satisﬁed by sequences of coefﬁ-
cients of holonomic formal series.Therefore,we recall the following result [9,Theorem3.7]:
Theorem 5. Let (x, y) = ∑n,k0 cnkxnyk be a holonomic series. Then the sequence{cnk} is P-recursive.
By noting the following correspondence between operators,
xrysix
j
y ≡
(
i∏
h=1
(n − r + h)
j∏
h=1
(k − s + h)
)
Er−in E
s−j
k r > i, s > j, (1)
we can easily associate with a holonomic system a system of recurrence equations. In fact, if
we left-multiply a holonomic system by a suitable monomial xy and apply the correspon-
dence above, we obtain the recurrences P(n,En,Ek),Q(k,En,Ek) given in Deﬁnition 3.
Moreover, given a holonomic series, we can obtain a system of recurrences that is useful
for computing most of the values belonging to h-sections of {cnk} (for arbitrary integers h).
Theorem 6. Let (x, y) = ∑n,k0 cnkxnyk be a holonomic series. Then the sequence
of coefﬁcients {cnk} satisﬁes a system of linear recurrence equations with polynomial
coefﬁcients
P(n, k, En){cnk} = 0, Q(n, k, Ek){cnk} = 0, (2)
where P(n, k, En) = ∑ri=0 pi(n, k)Eni and Q(n, k,Ek) = ∑sj=0 qj (n, k)Ekj belong to
Q〈n, k, En,Ek〉 and p0, q0 = 0.
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Proof. By [9, Lemma 2.4] we know that there exists a system
P(x, xx, yy) =
∑rˆ
i,j pˆij (x)(xx)
(i)(yy)
(j) = 0,
Q(y, xx, yy) =
∑sˆ
i,j qˆij (y)(xx)
(i)(yy)
(j) = 0,
satisﬁed by . According to Correspondence (1) we have x ≡ En, y ≡ Ek , xx ≡ n and
yy ≡ k. Then, the system associated with the sequence {cnk} is
P(n, k, En) {cnk} =∑rˆi,j pˆij (En)nikj {cnk} = 0,
Q(n, k, Ek) {cnk} =∑sˆi,j qˆij (Ek)nikj {cnk} = 0.
At last, by using the pseudo-commutative rules of Q〈n, k, En,Ek〉, we obtain the system
P(n, k, En){cnk} =∑ri=0 pi(n, k)Eni{cnk} = 0,
Q(n, k, Ek){cnk} =∑sj=0 qj (n, k)Ekj {cnk} = 0,
for suitable polynomials pi, qj and suitable integers r, s. 
We point out that the computation of a system of type (2) starting from a holonomic
system requires the solution of an elimination problem in Q〈n, k, En,Ek〉. As shown in
[12, Sections 4.1, 4.2], it is ﬁrst necessary to consider a system with appropriate initial
conditions (some more equations might be added to the system from the annihilation ideal
of  or {cnk}). Then, an elimination method is applied to the system. In [12, Section 5]
Sylvester’s classical dialytic elimination method is adapted to Q〈n, k, En,Ek〉. A different
elimination method is based on the computation of the Gröbner basis of a set of polyno-
mials in Q〈n, k, En,Ek〉 (with suitable initial conditions, as indicated before) that we can
obtain by mapping the holonomic system into Q〈n, k, En,Ek〉. A useful package for such
computation, for example, is given by [4].
3. Computing the coefﬁcient
Given a holonomic system for a series  ∈ Q[[X]]h, we can easily obtain two linear
recurrence equations with univariate coefﬁcients, P(n,En,Ek) and Q(k,En,Ek), satis-
ﬁed by {[xnyk](x, y)}. Then, we can use them for computing an arbitrary coefﬁcient
[xiyj ](x, y) once a suitable set of initial conditions is known. On the other hand, be-
cause both En and Ek might appear in P and Q, this technique requires in general O(ij)
coefﬁcients in order to determine [xiyj ](x, y).
As shown before, the theory of holonomic systems allows us to obtain particular linear
recurrence equations with polynomial coefﬁcients that are more suitable for computing
coefﬁcients. More precisely, Theorem 6 provides us with two operators of the shift algebra
Q〈n, k, En,Ek〉 that depend on n, k and either En or Ek . So, we can efﬁciently compute
all the coefﬁcients along a line n = n or k = k if the leading and the least coefﬁcients of
such recurrences do not vanish on that line.
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Our approach takes advantage of both types of recurrences (those in Deﬁnition 3 and
Theorem 6) in order to get a method that efﬁciently computes the coefﬁcient [xiyj ](x, y)
by starting with a suitable set I of initial conditions and proceeding by choosing at each step
the “right” recurrence to use. So, we formally deﬁne the following problem for holonomic
series in two variables:
Problem: The coefﬁcient problem for Q[[X]]h
Input: A tuple 〈Bn,Bk,Sec, Un, Uk, I, i, j〉 where:
• Bn,Bk are polynomials in Q〈n, k, En,Ek〉,
Bn(n,En,Ek) =
h∑
i,j=0
pij (n)En
iEk
j ,
Bk(k, En,Ek) =
h∑
i,j=0
qij (k)En
iEk
j ,
that identify two recurrences satisﬁed by the sequence {[xnyk](x, y)} of (x, y) ∈
Q[[X]]h (see Deﬁnition 3).
• Sec = {Ti(n,En), Vi(k, Ek) | 0 i < h} is a family of 2h univariate recurrences for the
h-sections of {[xnyk](x, y)} with
Ti(n,En){[xnyi](x, y)} =
di∑
j=0
tij (n)E
j
n{[xnyi](x, y)} = 0,
Vi(k, Ek){[xiyk](x, y)} =
fi∑
j=0
rij (k)E
j
k {[xiyk](x, y)} = 0.
• Un,Uk are two polynomials in Q〈n, k, En,Ek〉,
Un(n, k, En) =
r∑
i=0
ai(n, k)En
i ar (n, k) = 0,
Uk(n, k, Ek) =
s∑
j=0
bj (n, k)Ek
j bs(n, k) = 0,
that identify two recurrences satisﬁed by the sequence {[xnyk](x, y)} (see Theorem 6).
• I is a ﬁnite set of initial conditions, I = {[xnyk](x, y) | n, k ∈ {0, . . . , d}}, where:
◦  = (Bn) = max{n ∈ N | ∃i, j ∈ {0, . . . , h}, pij (n) = 0};
◦  = (Bk) = max{n ∈ N | ∃i, j ∈ {0, . . . , h}, qij (n) = 0};
◦  = (Sec) = max{n ∈ N | ∃i, j, (tij = 0 ∧ tij (n) = 0) ∨ (rij = 0 ∧ rij (n) = 0)};
◦ d = max{r, s, h, , , , f0, f1, . . . , fh−1, d0, d1, . . . , dh−1}.
• (i, j) ∈ N2.
Output: The coefﬁcient [xiyj ](x, y).
Note that several recurrences appears in the previous deﬁnition. Therefore, for sake of
clarity, we show in Fig. 1 where the different recurrences are used by the algorithm we
describe later.
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Fig. 1. Initial conditions and use of recurrences.
3.1. Clusters and coefﬁcients
Informally, our algorithm works by ﬁnding a sequence S of O(i + j) points from (0, 0)
to (i, j) such that for each (a, b) in S the coefﬁcient [xayb](x, y) can be computed by
at least one of the known recurrences applied to suitable values [xuyv](x, y) with (u, v)
preceding (a, b) in S.
In order to do that, we consider a tiling of N2 with suitable deﬁned parallelograms, to-
gether with a set of rules that let us to compute the coefﬁcients associated with the points
within a parallelogram from the knowledge of the coefﬁcients associated with parallelo-
grams in the neighbourhood. Hence, we ﬁrst introduce the deﬁnition of parallelogram and
some related notations.
Deﬁnition 7 (P (ab)(x, y)). Let a, b ∈ N. Then, for each (x, y) ∈ N2 such that x(b+1)a
and yb, the parallelogram P (ab)(x, y) is the set of points
P (ab)(x, y)= {(x′, y′) ∈ N2 | y − by′y
∧ x − (b + 1)a + (y − y′)ax′x + (y − y′)a}.
Deﬁnition 8 (P (ab)Start ). The starting parallelogram P (ab)Start is the parallelogram P (ab) ×
((b + 1)a, b).
We consider a tiling of N2 with parallelograms that are obtained by moving at each
step the starting parallelogram P (ab)Start (see Fig. 2) towards North or East according to the
following partial functions (see, for instance, Fig. 3):
N(P (ab)(x, y)) = P (ab)(x − ba, y + b) (deﬁned if x(2b + 1)a),
E(P (ab)(x, y)) = P (ab)(x + (b + 1)a, y).
Note that (P (ab)(x, y) ∩ N(P (ab)(x, y))) = (b + 1)a + 1 and (P (ab)(x, y) ∩ E(P (ab)
(x, y))) = b + 1. More formally, we are interested in the set of parallelograms deﬁned as
follows:
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Fig. 2. The starting parallelogram P (2 4)Start .
Fig. 3. P and its neighbours.
Deﬁnition 9 (PAR(ab)). Let a, b ∈ N. The set of parallelograms generated by P (ab)Start is
PAR(ab) =
{
P (ab)(x, y) | ∃(u, v) ∈ N2, P (ab)(x, y) = Nu(Ev(P (ab)Start ))
}
.
Note that all the parallelograms in PAR(ab) lie in the ﬁrst quadrant.
Actually, the algorithm deals with sequences of elements in PAR(ab) that are obtained by
moving at each step a parallelogram towards North, East, South or West, so we deﬁne also
the functions
S(P (ab)(x, y)) = P (ab)(x + ba, y − b) (deﬁned if y2b),
W(P (ab)(x, y)) = P (ab)(x − (b + 1)a, y) (deﬁned if x2(b + 1)a).
Given a direction T ∈ {N,E, S,W } and P ∈ PAR(ab), we write T i(P ) for T (T i−1(P )),
T 0(P ) = P . Moreover, we also consider the shortcuts SW(P ) = W(S(P )), NW(P ) =
N(W(P )), SE(P ) = S(E(P )) and NE(P ) = N(E(P )).
The neighbours of a parallelogram are deﬁned through the following reﬂexive and sym-
metric relations on PAR(ab).
Deﬁnition 10 (♦,). Given P (ab)1 , P (ab)2 ∈ PAR(ab), then
• P (ab)1 ♦P (ab)2 ⇔ ∃T ∈ {N,NE,E, SE, S, SW,W,NW }, P (ab)1 = T (P (ab)2 ),
• P (ab)1 P (ab)2 ⇔ ∃T ∈ {N,E, S,W }, P (ab)1 = T (P (ab)2 ).
We say that P1 is 8-adjacent (4-adjacent) to P2 if and only if P1♦P2 (P1P2). Particular
sequences of parallelograms will be of interest when considering the behaviour of the
algorithm.
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Deﬁnition 11. Let Seq = P1, . . . , Pk be a sequence of parallelograms in PAR(ab). Then,
Seq is
• 8-connected iff Pi♦Pi+1, 0 i < k;
• 4-connected iff PiPi+1, 0 i < k;
• descending iff Seq is 8-connected or 4-connected and Pi+1 = Ti(Pi) with Ti ∈ {E, SE,
S, SW,W }, 0 i < k;
• ascending iff Seq is 8-connected or 4-connected and Pi+1 = Ti(Pi) with Ti ∈ {W,NW,
N,NE,E}, 0 i < k.
Henceforward,we ﬁx an instance 〈Bn,Bk,Sec, Un, Uk, I, i, j〉 of the coefﬁcient problem
for a series (x, y) ∈ Q[[X]]h and we associate with it the following values:
• Z = Z(Un,Uk) = {(x, y) ∈ N2 | ar(x, y) = 0 ∨ a0(x, y) = 0 ∨ bs(x, y) = 0 ∨
b0(x, y) = 0};
• a = a(Un, Bn, Bk) = max{r, h};
• b = b(Uk, Bn, Bk) = max{s, h + 1};
• P0 = P (ab)Start ;
• P ∈ PAR(ab) univocally identiﬁed by the integers
c1 = (i + (j − b)a)/((b + 1)a) − 1, c2 = j/b − 1
such that (i, j) ∈ P = P (ab)(™, E) = Nc2(Ec1(P0)).
Given an instance, we will write P and PAR instead of P (ab) and PAR(ab) whenever the
context is clear.
Deﬁnition 12 (PAR(P ),PARV(P )). Let P = Nc(Ed(P0)) ∈ PAR (c, d ∈ N). Given
V ⊆ N2 we have
PAR(P )=
{
Q ∈ PAR | ∃u, v ∈ N, ud, vc,
Q = Wu(Sv(P )) = Nc−v(Ed−u(P0))
}
,
PARV (P ) = {Q ∈ PAR(P ) |Q ∩ V = ∅}.
Note that PARZ(P ) consists of those parallelograms in PAR(P ) that contain at least one
point (n, k) such that at least one of the following methods fails:
ComputeN(n, k): use Un to compute [xnyk] from the values [xn−lyk] or [xn+lyk],
1 lr;
ComputeK(n, k): use Uk to compute [xnyk] from the values [xnyk−l] or [xnyk+l],
1 ls.
The elements of PARZ(P ) can be considered as “obstacles”, in the sense that their
associated coefﬁcients can be computed only by using Bn or Bk . Henceforward, we call
them singular parallelograms.
The size of PARZ(P ) will be of interest in the analysis of the algorithm we propose, in
a way that will become clear later. So we state the following:
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Lemma 13. PARZ(P ) = O(™ + E).
Proof. We ﬁrst note that if (x, y) ∈ Q with Q ∈ PARZ(P ) then 0y E. Note that if
(k − y) is not a factor of a0(n, k), ar(n, k) (in Un) or b0(n, k), bs(n, k) (in Uk), then the
univariate polynomials a0(n, y), ar(n, y), b0(n, y) and bs(n, y) admit at most
Dmaxn = max{degn(a0(n, k)), degn(ar(n, k)), degn(b0(n, k)), degn(bs(n, k))}
zeroes. Let Z™E = {(x, y) ∈ Z | 0x ™, 0y E}. Since the number of factors of type
(k − y) and the associated multiplicities are bounded by
Dmaxk = max{degk(a0(n, k)), degk(ar (n, k)), degk(b0(n, k)), degk(bs(n, k))},
we have
Z™E4Dmaxn(E + 1) + 4Dmaxk (™ + aE) = O(™ + E).
Since each parallelogram in PARZ(P ) contains at least one point in Z™E and each point
in Z™E belongs to at most four singular parallelograms, we have PARZ(P )4Z™E and so
PARZ(P ) = O(™ + E). 
We indicate by Coeff(P ) the family of coefﬁcients of  associated with P ∈ PAR,
that is,
Coeff(P ) = {[xnyk](x, y) | (n, k) ∈ P }.
The following lemmas show how to compute the coefﬁcients in Coeff(P ) from the
knowledge of the coefﬁcients associated with neighbours of P.
Lemma 14. Let P be a nonsingular parallelogram. If there exists T ∈ {N,W, S,E} such
that Coeff(T (P )) is known, then Coeff(P ) can be computed in time O(1).
Proof. Let P = P(l,m). We consider two cases:
• (T ∈ {E,W }). Without loss of generality let us consider T = E, that is, suppose
that Coeff(E(P )) = Coeff(P (l + (b + 1)a,m)) is known. It is immediate to obtain
Coeff(P (l + (b + 1)a − 1,m)) by computing b + 1 coefﬁcients in Coeff(P (l + (b +
1)a−1,m))\Coeff(P (l+ (b+1)a,m)): this is done by using Un and the values of the
b+1 “rows” of Coeff(E(P )).We obtain Coeff(P (l,m)) by iterating this computation
(b + 1)a times.
• (T ∈ {N, S}).Without loss of generalitywe suppose thatCoeff(N(P )) = Coeff(P (l−
ba,m+b)) is known.We obtain the coefﬁcients in Coeff(P (l−(b−1)a,m+b−1)) in
two steps: ﬁrst, we applyUk to the “columns” l−ba+1, . . . , l−ba+a of Coeff(P (l−
ba,m+b)) in order to get the leftmost a coefﬁcients in Coeff(P (l− (b−1)a,m+b−
1)) \Coeff(P (l − ba,m+ b)). Second, from these a values we compute the remaining
ba values on the right by applying Un ba times. We obtain Coeff(P (l,m)) by iterating
this computation b + 1 times.
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Therefore, Coeff(P (l,m)) is computed in time O(1) (independent of l or m) since the
computation of one coefﬁcient requires max(a, b) arithmetical operations and we compute
((b + 1)a + 1) · (b + 1) coefﬁcients (a,b constants). 
The next lemma refers to the integer constant d that appears in the formal deﬁnition of the
coefﬁcient problem for a series (see the deﬁnition of I in the tuple 〈Bn,Bk,Sec, Un, Uk, I,
i, j〉).
Lemma 15. Let P be a singular parallelogram such that if (a, b) ∈ P then a > d and
b > d. If Coeff(W(P )), Coeff(SW(P )) and Coeff(S(P )) are known, then Coeff(P )
can be computed in time O(1).
Proof. We deﬁne an ordering ≺ on P as follows: (, ) ≺ (, ) iff  <  or  = 
and . Then, we compute the coefﬁcients in Coeff(P ) according to the ≺, starting
with [x0y0 ](x, y) ((0, 0) = min(P )) and using Bn or Bk . At each step we compute
one coefﬁcient using at most ab arithmetical operations. Since the number of coefﬁcients is
(b+1) ·(a(b+1)+1), Coeff(P ) can be computed in time O((b+1) ·(a(b+1)+1) ·ab) =
O(1) (independent of l or m). 
The transitive closure  deﬁnes an equivalence relation on PARZ(P ), i.e. it deﬁnes a
partition of PARZ(P ) into equivalence classes that we call clusters. Informally, a cluster can
be seen as a group of singular parallelograms that form a connected ﬁgure. More precisely,
let P =  ∩ PARZ(P ) × PARZ(P ) and consider the following:
Deﬁnition 16 (Cluster). The cluster generated by P ∈ PARZ(P ) is
ClPP = [P ]
P
=
{
Q ∈ PARZ(P ) |Q P P
}
.
It is immediate to observe that we have the partition
PARZ(P ) =
k⋃
h=1
· ClPPh
with Ph ∈ PARZ(P ) and Ph1 /P Ph2 if h1 = h2.
Example 17. Let us consider the function (x, y) = (x + y)ey(x+y) and the recurrences
Bn = −EnE2k − E2nEk − 2En + nEk + nEn,
Bk = −2Ek − E2nEk − 2E3k − 3EnE2k + kEk + kEn,
Un = (14n − 45 + 4k + k2 − n2)En2 + 40n2 − 84k − 2n2k + 26nk − 266n
+588 − 2n3,
Uk = (2n + 2k − 2)Ek2 − 2n + 4k − 3 + n2 − k2,
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Fig. 4. The cluster ClP
(2 3)(70,60)
P (2 3)(8,3) associated with (x+y)e
y(x+y).Elements ofZ(Un,Uk) are indicated by crosses.
associated with it. Let P = P (2 3)(70, 60) and P = P (2 3)(8, 3). The graphical representa-
tion of the cluster ClPP is given in Fig. 4.
Given a cluster ClPQ we deﬁne its border as the set B(ClPQ) of nonsingular parallelograms
that are 8-adjacent to parallelograms in ClPQ,
B(ClPQ) = {P ∈ PAR(P ) \ PARZ(P ) | ∃P ′ ∈ ClPQ s.t. P  P ′}.
It is immediate to verify that B(ClPQ) = O(ClPQ) = O(™ + E).
3.2. The algorithm
As shown in the previous section, an instance 〈Bn,Bk,Sec, Un, Uk, I, i, j〉 univocally
identiﬁes a set Z, two integers a, b and two parallelograms P0, P . So, we compute the
coefﬁcient [xiyj ](x, y) through aprocedure that startswith the computationofCoeff(P0)
and halts having computed the family Coeff(P ), with [xiyj ](x, y) ∈ Coeff(P ), after
O(i + j) steps.
The basic idea is quite simple: we would like to compute the sequence of families
Coeff(P0), Coeff(E(P0)), . . . ,Coeff(Ec1(P0)), Coeff(N(Ec1(P0))), . . . ,Coeff
(Nc2(Ec1(P0))) by going ﬁrst eastwards and then northwards, until Coeff(Nc2(Ec1(P0)))
= Coeff(P ) is computed.
If no singular parallelograms are found, the pth family is easily computed by the (p −
1)th family using Lemma 14. Otherwise, we eventually go through a singular parallelo-
gram Pp and then the only knowledge of Coeff(Pp−1), is not sufﬁcient to proceed. To
deal with this situation, we go round Pp (clockwise), starting from Pp−1 and computing
430 P. Massazza, R. Radicioni / Theoretical Computer Science 346 (2005) 418–438
Fig. 5. An example of computation. Parallelograms are numbered with respect to the order of computation. The
grey parallelogram is singular.
the associated families of coefﬁcients until Coeff(S(Pp)), Coeff(SW(Pp)) and Coeff×
(W(Pp)) are known. Then we can apply Lemma 15 and compute Coeff(Pp). If another
singular parallelogram is found while going round Pp we recursively compute the associ-
ated family in the same way. Fig. 5 illustrates a sequence of families of coefﬁcients that
are computed according to this method. More precisely, we design a procedure that works
in two steps. The ﬁrst step has to be considered as a sort of precomputation: it computes
O(i+j) suitable coefﬁcients in time O(i+j). Such coefﬁcients act as halting condition for
the recursive computations that might occur in the second step. The core of the algorithm
is indeed the second step.
Step 1: Compute all the coefﬁcients [xnyk](x, y) with either n max(d, 2(b + 1)a +
ba + 1) and d < k E or d < n ™ + ba(c2 + 1) and kd.
Step 2: For 0 < jc2, compute the family Coeff(Nj (Ec1(P0))) having as input Coeff
(Nj−1(Ec1(P0))) according to the following rule: ifNj(Ec1(P0)) is nonsingular then com-
puteCoeff(Nj (Ec1(P0))) as shown inLemma14, otherwise applyLemma15 and compute
all the coefﬁcients associated with the cluster ClN
j (Ec1 (P0))
Nj (Ec1 (P0))
(in a suitable order that derives
from the recursive method illustrated before).
We give here an outline of how to compute the coefﬁcients involved in Step 1. First,
we compute the coefﬁcients [xnyk](x, y) with d < n ™ + bac2 and 0k < h by
using Tk(n,En) in Sec and the initial conditions I. Then, we compute the coefﬁcients
[xnyk](x, y), with d < n ™ + bac2 and hkd, according to the following order:
[xy](x, y) is computed before [xy](x, y) iff  <  or  =  and  < . This is
done by using Bn and I.
We then proceed by computing the coefﬁcients [xnyk](x, y) with 0n < h and d <
k E (we use the recurrence Vn(k,Ek) in Sec and the initial conditions I). At last, the
coefﬁcients [xnyk](x, y), with hn max(d, 2(b + 1)a + ba + 1)) and d < k E,
are computed by using Bk and I in a way such that [xy](x, y) is computed before
[xy](x, y) iff  <  or  =  and  < .
Fig. 6 shows where the different recurrences are used.
Note that after Step 1 we know all the families Coeff(P (l,m)) with either (b +
1)a l ™+bac2 and bmd or (b+1)a l max(d−ba, 2(b+1)a+1) and bm E.
In particular, this means that the sequence
Coeff(P0),Coeff(E(P0)), . . . ,Coeff(Ec1(P0))
has been computed.
P. Massazza, R. Radicioni / Theoretical Computer Science 346 (2005) 418–438 431
Fig. 6. Recurrences, initial conditions, and the target parallelogram P .
Procedure COEFF(i, j )
Begin
P0 := P (ab)Start ;
c2 := j/b − 1;
c1 := (i + (j − b)a)/((b + 1)a) − 1; /* (i, j) ∈ Nc2(Ec1(P0)) */
PRECOMPUTE(Sec,Bn,Bk ,I,i,j); /* Step 1 */
For c from 1 to c2 do /* Step 2 */
if Nc(Ec1(P0)) /∈ PARZ(P )
then compute Coeff[Nc(Ec1(P0))] by using Lemma 14 and
Coeff[Nc−1(Ec1(P0))];
else COMPUTE(Nc(Ec1(P0)), Nc−1(Ec1(P0)));
return [xiyj ](x, y) from Coeff[Nc2(Ec1(P0))];
End;
Fig. 7. Procedure COEFF.
In Fig. 7 we deﬁne a procedure COEFF(i, j) that takes two positive integers i, j in
input and returns the value [xiyj ](x, y). In the code, two procedures COMPUTE and
PRECOMPUTE are called.All the procedures use a suitable data structure Coeff[] for the
families Coeff(P ). Moreover, we suppose that all the items given in the instance of the
problem are available as global variables, as well as those values univocally associated with
the instance (e.g. the integers a and b, deﬁning the size of the parallelogram, independent
of i or j).
Procedure PRECOMPUTE(Sec, Bn, Bk, I, i, j) corresponds to Step 1. Procedure
COMPUTE(Pout, Pin) takes two parallelograms Pout, Pin such that PoutPin and com-
putes Coeff(Pout) under the assumption that Coeff(Pin) has been computed. It moves
clockwise and uses the coefﬁcients previously computed. In the code we ﬁnd an indexed
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Procedure COMPUTE(Pout, Pin)
Begin
While Coeff[S(Pout)], Coeff[SW(Pout)], Coeff[W(Pout)]
are not known do
P ′ := nextPout (Pin);
if Coeff[P ′] is not known then
if P ′ /∈ PARZ(P ) then compute Coeff[P ′] by using Lemma 14 and
Coeff[Pin];
else COMPUTE(P ′, Pin);
Pin := P ′;
EndWhile
compute Coeff[Pout] by using Lemma 15 and
Coeff[S(Pout)], Coeff[SW(Pout)], Coeff[W(Pout)];
End;
Fig. 8. Procedure COMPUTE.
function nextPc(P ): this is used to identify the parallelogram P ′ that is 8-adjacent to Pc and
follows P (clockwise). More formally:
nextPc(P ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
NE(Pc) if P = N(Pc)
E(Pc) if P = NE(Pc)
SE(Pc) if P = E(Pc)
S(Pc) if P = SE(Pc)
SW(Pc) if P = S(Pc)
W(Pc) if P = SW(Pc)
NW(Pc) if P = W(Pc)
N(Pc) if P = NW(Pc)
 


Pc
 








 



Function next












Let us consider, for example, the call COMPUTE(P, S(P )). This call knows the value
Coeff[S(P )] and assigns a value to Coeff[P ]. So, if P is singular then Coeff[SW(P )]
and Coeff[W(P )] are needed, as shown in Lemma 15. Hence, the procedure advances
clockwise around P, in order to compute (recursively) Coeff[SW(P )] (with Coeff[S(P )]
known) and Coeff[W(P )] (with Coeff[SW(P )] known). Fig. 8 shows COMPUTE,
while Fig. 9 shows a run of COEFF for the function (x + y)ey(x+y) in Example 17.
4. Complexity
It is easy to see that COEFF(i, j ) computes [xiyj ](x, y) if and only if every call
COMPUTE(Nk(Ec1(P0)), Nk−1(Ec1(P0))) terminates and computes the family Coeff
(Nk(Ec1(P0))). Hence, the problem is to analyse the families of coefﬁcients computed by
the recursive procedure COMPUTE.
A call COMPUTE(Pout, Pin) recursively calls itself if and only ifPout is singular. So, let
Out0 = Nk(Ec1(P0)) and In0 = Nk−1(Ec1(P0)) for a suitable integer kc2, and consider
the sequence of calls
COMPUTE(Out0, In0), . . . ,COMPUTE(Outl , Inl )
contained in the stack associated with the call COMPUTE(Out0,In0) (at the bottom).
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Fig. 9.RunningCOEFF(55,70) for the function (x+y)ey(x+y) (Example 17). Parallelograms that are not numbered
belong to the set I of initial conditions or are computed by PRECOMPUTE.
For each 0p < l, let Stepp = Pp1 , . . . , Pph be the 4-connected sequence of parallelo-
grams 8-adjacent to Outp such that
Ppi =
{
Inp if i = 1
nextOutp (Ppi−1) if i > 1
and h = min{j | nextOutp (Ppj ) = Inp+1}.
We consider three sequences of parallelograms, Seq, S˜eq and Ŝeq, associated with the
stack and deﬁned as follows:
• Seq = Out0, . . . ,Outl is the 8-connected sequence of singular parallelograms such that
Coeff(Outi ) is not known (0 i l);
• S˜eq = P0, E(P0), . . . , Ec1(P0), N(Ec1(P0)), . . . , Nk−1(Ec1(P0)) is the 4-connected
ascending sequence of c1 + k parallelograms such that Coeff(P ) is known, P ∈ S˜eq;
• Ŝeq = Step0, . . . ,Stepl−1, Inl is the 4-connected sequence such that for all P ∈ Ŝeq,
Coeff(P ) has been computed by recursive calls to COMPUTE.
The families of coefﬁcients computed by COMPUTE are identiﬁed by the following:
Lemma 18. Let COMPUTE(Nk(Ec1(P0)), Nk−1(Ec1(P0))) be a call occurring in
COEFF. Then, for all the calls COMPUTE(Pout, Pin) that are pushed onto the stack
we have
Pout ∈ ClNk(Ec1 (P0))Nk(Ec1 (P0)).
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Proof. Let Out0 = Nk(Ec1(P0)) and let Seq, S˜eq and Ŝeq be the sequences associated with
the stack having the call COMPUTE(Out0, S(Out0)) at the bottom. We show that for all
Outi in Seq we have Outi ClOut0Out0 , that is, Outi ∗Out0 Out0. Hence, since Outi  Outi+1 for
0 i < l, it is sufﬁcient to prove that
Outi ∈ PARZ(Out0). (3)
Observe that {Seq} ∩ {Ŝeq} = {Seq} ∩ {S˜eq} = ∅ and note that we can univocally identify
g sequences Seqi (1 ig) such that Seq = Seq1,Seq2, . . . ,Seqg , where
• Seq1 is the maximal descending sequence appearing at the beginning of Seq;
• Seq2i is the maximal ascending sequence after Seq1, . . . ,Seq2i−1, 1 < 2ig;
• Seq2i+1 is the maximal descending sequence after Seq1, . . . ,Seq2i , 1 < 2i + 1g.
We prove (3) by induction on the number g of ascending or descending sequences in the
decomposition of Seq above considered.
(Basis). Seq consists of one descending sequenceOut0, . . . ,Outl whereOuti = Ewi (Wvi
(Sui (Out0))) and either Out1 = W(Out0) or Out1 = SW(Out0). We state that vi > wi
for 1 i l (and then Outi ∈ PARZ(Out0)). In fact, let ™ˆ = min{i | vi < wi} (note that
v™ˆ = w™ˆ since {Seq} ∩ {S˜eq} = ∅). Then, we would have v™ˆ−1 > w™ˆ−1 and v™ˆ < w™ˆ, that is,
Out™ˆ−1 / Out™ˆ.
(Induction) Seq = Seq1, . . . ,Seqn−1,Seqn. By induction we know that all parallelo-
grams in Seq1, . . . ,Seqn−1 satisfy (3). Let Seqn = Outs , . . . ,Outl and let Outs−1 be the
last parallelogram of Seqn−1. We distinguish two cases.
(n is odd) Seqn is a descending sequence. By induction we have Outs−1 ∈ PARZ(Out0),
that is, Outs−1 = W s−1(Sus−1(Pˆ )) with s−1, us−1 ∈ N, s−1 > 0. Since Outs =
T (Outs−1), with T ∈ {SW, S, SE}, we have Outs = W s (Sus (Out0)) with s , us ∈ N,
s0. Again, s = 0 since {Seq} ∩ {S˜eq} = ∅. Now, the same analysis done for the basis
shows that parallelograms in Seqn satisfy (3).
(n is even) Seqn is an ascending sequence, that is, Outs = T (Outs−1) with T ∈ {NW,N,
NE}. We claim that Outs−1 = NE(Outs−1). In fact, each sequence Stepi of parallelo-
grams examined by COMPUTE(Outi , Ini ) before calling COMPUTE(Outi+1, Ini+1)
is 4-connected. This means that Ins−1Outs−1. In particular, Ins−1 = N(Outs−1) since in
the other three cases the call COMPUTE(Outs−1, Ins−1)would compute Coeff(Outs−1)
without any recursion. Therefore, COMPUTE(Outs−1, Ins−1) recursively calls
COMPUTE(NE(Outs−1), Ins) with Ins = Ins−1 = N(Outs−1) ∈ Ŝeq.
Now, consider the 4-connected sequence Ŝeq obtained by joining S˜eq to Ŝeq,
Ŝeq = P0, E(P0), . . . , Ec1(P0), N(Ec1(P0)), . . . , Nk−1(Ec1(P0)),
Step0, . . . ,Steps−1, Ins .
Wehave {Ŝeq}∩{Seqn} = ∅. In fact,Coeff(P ) is known ifP ∈ Ŝeq andunknownotherwise
(P ∈ Seqn). Informally, this means that the parallelograms in the ascending sequence Seqn
are restricted to lie in a closed area (delimited by Ŝeq) consisting of parallelograms that
satisfy (3). 
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An immediate consequence of the previous lemma is:
Corollary 19. Let Pk = Nk(Ec1(P0)) be a singular parallelogram. If a call COMPUTE
(Pk, S(Pk)) occurring in COEFF computes Coeff(P ), then
P ∈ B(ClPkPk ) ∪ Cl
Pk
Pk
.
Proof. By inspecting the code of COMPUTE, we note that if it computes Coeff(P ),
either P is singular (and COMPUTE(P, Pin) is a call generated by COMPUTE(Pk, S
(Pk))) or P is nonsingular and 8-adjacent to a singular parallelogram Ps such that there
exists a recursive call COMPUTE(Ps,Q), generated by COMPUTE(Pk, S(Pk)), that
computes Coeff(P ). In the ﬁrst case Lemma 18 states that P ∈ ClPkPk while in the second
we have P ∈ B(ClPkPk ). 
Lemma 20. The stack associated with a call COMPUTE(P, S(P )) occurring in COEFF
does not contain two identical calls.
Proof (by contradiction). Let COMPUTE(Outh, Inh) be the ﬁrst repeated occurrence of
a call, that is, h = min{0 i l | ∃  > 0, Outi = Outi− ∧ Ini = Ini−}. Without loss of
generality, we suppose that Inh = W(Outh). Consider the 8-connected subsequence of Seq
given by
S = Outh−,Outh−+1, . . . ,Outh,
and the 4-connected subsequence of Ŝeq,
Ŝ = Steph−,Steph−+1, . . . ,Steph−1, Inh.
For each P ∈ Ŝ, the family Coeff(P ) is known. Moreover, we have that for each P ∈ Ŝ
(P ∈ S) there exists Q ∈ S (Q ∈ Ŝ) such that P Q. Note that both sequences are “closed”,
that is, their ﬁrst and last parallelograms coincide. Moreover, we have {S} ∩ {̂S} = ∅.
For each closed sequence S, denote by Inside(S) the set of all parallelograms in PAR(P )
that lie in the area surrounded by S. Then, it is immediate to observe that we have only
two cases:
Ŝ ⊆ Inside(S). This means that if P ∈ Ŝ it is impossible to ﬁnd a 4-connected sequence
TP = P0, . . . , P such that {TP } ∩ {S} = ∅. On the other hand, we know that for every
P ∈ Ŝ there exists a 4-connected sequence TP from P0 to P, consisting of parallelograms in
PAR(P ), such that if Q ∈ TP the family Coeff(Q) has been computed (see the sequence
Ŝeq in the proof of Lemma 18). Therefore, we have Ŝ Inside(S).
S ⊆ Inside(̂S). Let k1, k2 ∈ N such that
Nk1(Ek2(P0)) ∈ S and Nh1(Eh2(P0)) ∈ S ⇒ k1 + k2h1 + h2.
Let Outh = Nk1(Ek2(P0)). Since S ⊆ Inside(̂S), it is immediate to prove that S(Outh) and
W(Outh) belong to Ŝ. More precisely, because Ŝ is 4-connected, it follows that
Ŝ = Inh, . . . , S(Outh), SW(Outh),W(Outh), . . . , Inh.
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Then, the call computing Coeff(SW(Outh)) is COMPUTE(Outh, Inh). By observing
the code, we note that if COMPUTE(Outh, Inh) computes Coeff(SW(Outh)) then it has
previously computed Coeff(S(Outh)) and it necessarily computes Coeff(W(Outh)). So,
this call would terminate without recursion. 
The following lemma states that we can develop an efﬁcient data structure for storing all
the coefﬁcients computed by the algorithm.
Lemma 21. Thedata structureCoeff[] canbe implemented in spaceO(i+j)andaccessed
in time O(1).
Proof. Coeff[] could be easily implemented as a matrix Mc1+1×c2+1 that requires O(i · j)
space and admits O(1) access time. We give here an outline of how to lower the space
requirement to O(i + j). Let us consider two integers
Dmaxn = max{degn(ar(n, k)), degn(a0(n, k)), degn(bs(n, k)), degn(b0(n, k))},
Dmaxk = max{degk(ar (n, k)), degk(a0(n, k)), degk(bs(n, k)), degk(b0(n, k))},
univocally associated with an instance 〈Bn,Bk,Sec, Un, Uk, I, i, j〉 (see also Lemma 13).
Consider now the subset L ⊂ {0, 1, . . . , c2} such that, for c ∈ L, we have {Nc(Eh(P0)) ∈
PARZ(P )} = (i + j). It is easily shown that L4Dmaxk , since for each c ∈ L there is
necessarily a factor of type (k−k1)1 in one of the polynomials a0, ar , b0, bs . Moreover, for
c ∈ {0, 1, . . . , c2}\L we have {Nc(Eh(P0)) ∈ PARZ(P )} <  = 4Dmaxn(b+1) = O(1).
In other words, we have to develop an efﬁcient implementation for a sparse matrix having
O(c1 + c2) entries different from 0.
So, we deﬁne an array of c2 +1 links to tables of size 9 (for each singular parallelogram
we have to consider at most eight 8-adjacent parallelograms). The ith element of the array
allows us to access the families Coeff(Ni(Eh(P0))).As long as a table is not full it supports
insertion operations in time O(9) = O(1). Suppose that the cth table is full and we want
to insert a new element: this means that c belongs to L, so we dynamically replace the cth
table with an array of size c1 = O(i + j) in order to maintain O(1) access time. Note that
the number of replacements is at most 3 · L. Therefore, Coeff[] can be implemented in
space O(i + j) and accessed in time O(1). 
Theorem 22. The total number of calls to COMPUTE during the execution of
COEFF(i, j) is O(i + j).
Proof. Recall that (i, j) ∈ P = P(™, E) = Nc2(Ec1(P0)), with c2 = O(j) and c1 =
O(i + j). Let
COMPUTE(P1, S(P1)), . . . ,COMPUTE(Pt , S(Pt ))
be the sequence of calls observed in COEFF(i, j) (t = O(j)). Moreover, let
TOT = {COMPUTE(P1, P2) |P1 ∈ PARZ(P ), P1P2}
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and, for 1k t , let
TOTk = {C ∈ TOT |C is a call originated by COMPUTE(Pk, S(Pk))} .
For 1k t , each call COMPUTE(Pk, S(Pk)) recursively generates calls of type COM-
PUTE(P,Q), with P ∈ ClPkPk , such that Coeff(P ) has not previously been computed by
COMPUTE(Pl, S(Pl)) with 1 l < k. In other words, TOTl ∩ TOTm = ∅, for l = m.
Lemma 20 guarantees that COMPUTE(Pk, S(Pk)) generates exactly TOTk recursive
calls. Hence, recalling Lemma 13, the total number of calls is
t∑
k=1
TOTk = 
t⋃
k=1
TOTk  TOT = 4 · PARZ(P ) = O(™ + E)
= O(i + j). 
At last, we have:
Theorem 23. COEFF(i, j) runs in time O(i + j) and in space O(i + j).
Proof. We have already noted that PRECOMPUTE(Sec, Bn, Bk, I, i, j ) can be easily im-
plemented in time O(i + j) and space O(i + j). Then, by Theorem 22, we know that
COMPUTE is called O(i + j) times. By inspecting the code, we note that each call con-
sists of a constant number of operations because the cost of accessing Coeff[] is O(1) (see
Lemma 21). Moreover, the space requirement is bounded by the sum of the maximum stack
size and the size of the data structure Coeff[]. So, we conclude that COEFF(i, j) runs in
time O(i + j) using O(i + j) space. 
5. Conclusions
In this paper we have presented an algorithm that computes the coefﬁcient [xiyj ](x, y)
of a bivariate holonomic formal series(x, y) in time and spaceO(i+j) (under the uniform
cost criterion).
We recall that this is an improvement with respect to the algorithm presented in [9] that
runs in time O(i · j) in the bivariate case. So, it would be interesting to study whether the
technique we have presented can be modiﬁed in order to deal with more than two variables.
More precisely, we would like to answer to the question: is there an algorithm that solves the
coefﬁcient problem for ∈ Q[[X]]h withX = {x1, . . . , xn},n > 2, in timeO(i1+· · ·+in)?
In case of a positive answer, we would have a dramatic improvement of the O(i1 · . . . · in)
upper bound given by Lipshitz’s algorithm.Actually, it is quite natural to extend our method
to holonomic power series in three variables but this leads to a quadratic algorithm (versus
the cubic Lipshitz’s algorithm). Therefore, a deeper investigation is needed.
Last but not least, we would like to develop a robust implementation of the algorithm for
a computer algebra system. For testing purposes, we took advantage of the package ‘Mgfun’
(implemented by Chyzak in [3]) to compute the recurrences needed by the algorithm and
to develop a prototypical implementation under Maple.
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