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We study a generalization of the fully overdamped Frenkel–
Kontorova model in dimension n  1. This model describes the
evolution of the position of each atom in a crystal, and is
mathematically given by an inﬁnite system of coupled ﬁrst order
ODEs. We prove that for a suitable rescaling of this model, the
solution converges to the solution of a Peierls–Nabarro model,
which is a coupled system of two PDEs (typically an elliptic PDE in
a domain with an evolution PDE on the boundary of the domain).
This passage from the discrete model to a continuous model is
done in the framework of viscosity solutions.
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1. Introduction
In this paper we are interested in two models describing the evolution of defects in crystals, called
dislocations. These two models are the Frenkel–Kontorova model and the Peierls–Nabarro model. The
Frenkel–Kontorova model is a discrete model which describes the evolution of the position of atoms in
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A.Z. Fino et al. / J. Differential Equations 252 (2012) 258–293 259a crystal. On the contrary, the Peierls–Nabarro model is a continuous model where the dislocation is
seen as a phase transition. The main goal of the paper is to show rigorously how the Peierls–Nabarro
model can be obtained as a limit of the Frenkel–Kontorova model after a suitable rescaling.
1.1. Peierls–Nabarro model
Let us start to present the Peierls–Nabarro model. We set
Ω = {x = (x1, . . . , xn) ∈ Rn, xn > 0},
and for a time 0< T +∞, we look for solutions u0 of the following system with β  0:
⎧⎪⎨
⎪⎩
βu0t (x, t) = u0(x, t), (x, t) ∈ Ω × (0, T ),
u0t (x, t) = F
(
u0(x, t)
)+ ∂u0
∂xn
(x, t), (x, t) ∈ ∂Ω × (0, T ), (1.1)
where the boundary ∂Ω is deﬁned by:
∂Ω = {x = (x1, . . . , xn) ∈ Rn, xn = 0},
and the unknown u0(x, t) ∈ R is a scalar-valued function with the initial data
u0(x,0) = u0(x) for
{
x ∈ Ω := ∂Ω ∪ Ω if β > 0,
x ∈ ∂Ω if β = 0. (1.2)
We assume the following conditions on the function F :R → R and on the initial data u0:
F ∈ W 2,∞(R) and
{
u0 ∈ W 3,∞(Ω) if β > 0,
u0 ∈ W 3,∞(∂Ω) if β = 0.
(1.3)
For simplicity we have taken a high regularity on the initial data, but this condition can be weaken.
The classical Peierls–Nabarro model corresponds to the case β = 0 with a 1-periodic function F (see
Section 2). For a derivation and study of the Peierls–Nabarro model, we refer the reader to [22] (and
[30,28] for the original papers and [29] for a recent review by Nabarro on the Peierls–Nabarro model).
Let us mention that a physical and numerical study of the evolution problem (1.1) has been treated
in [27].
In this paper we consider the general case β  0, since the case β = 0 is natural in the Frenkel–
Kontorova model (see Section 2), and mathematically the case β > 0 is easier to study. In the special
case β = 0, this problem can be reformulated (at least at a formal level) as a nonlocal evolution
equation written on ∂Ω in any dimension. See in particular [18] for such a reformulation in dimension
n = 2 and a limit of the Peierls–Nabarro model to the discrete dislocation dynamics (see also [26] for
a homogenization result of the Peierls–Nabarro model). We refer the reader to [10] for the study of
stationary solutions of our model when F = −W ′ .
1.2. Frenkel–Kontorova model
We now present the Frenkel–Kontorova model. This is a discrete model which contains a small
scale ε > 0 that can be seen as the order of the distance between atoms. We set the discrete analogue
of Ω:
Ωε = (εZ)n−1 × ε(N \ {0})
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∂Ωε = (εZ)n−1 × {0},
and we set
Ωε = Ωε ∪ ∂Ωε.
We look for solutions uε(x, t) with x ∈ Ωε, t  0, of the following system for β  0:
{
βuεt (x, t) = ε
[
uε
]
(x, t), (x, t) ∈ Ωε × (0, T ),
uεt (x, t) = F
(
uε(x, t)
)+ Dε[uε](x, t), (x, t) ∈ ∂Ωε × (0, T ), (1.4)
with initial data
uε(x,0) = u0(x) for
{
x ∈ Ωε if β > 0,
x ∈ ∂Ωε if β = 0, (1.5)
where we have used the following notation for the discrete analogue of  and ∂
∂xn
respectively:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ε
[
uε
]
(x, t) = 1
ε2
∑
y∈Zn, |y|=1
(
uε(x+ εy, t) − uε(x, t)),
Dε
[
uε
]
(x, t) = 1
ε
∑
y∈Zn, |y|=1, yn0
(
uε(x+ εy, t) − uε(x, t)). (1.6)
In this model, the function uε(x, t) describes the scalar analogue of the position of the atom of index x
in the crystal. The classical fully overdamped Frenkel–Kontorova model is a one-dimensional model. It
corresponds to the particular case n = 2 where uε(x, t) = 0 if x ∈ Ωε, and therefore only the uε(εx, t)
for x ∈ Z × {0} can be nontrivial (we refer the reader to [9]). Remark that in the case β > 0, we can
consider classical solutions using the Cauchy–Lipschitz theory, while at least in the case β = 0, it is
convenient to deal with viscosity solutions (see Section 3).
More generally, Frenkel–Kontorova are also used for the description of vacancy defects at equilib-
rium, see [20]. See also [19], where the authors study the problem involving a dislocation inside the
interphase between two identical lattices. Their model corresponds to our model (1.4) at the equilib-
rium with F = −W ′ where the potential W is a cosine function. For other 2D FK models, see [12,13].
For homogenization results of some FK models, we refer the reader to [17].
1.3. Main result
Our main result is the following theorem which establishes rigorously (for the ﬁrst time up to our
knowledge) the link between the two famous physical models: the Frenkel–Kontorova model and the
Peierls–Nabarro model.
Theorem 1.1 (Existence, uniqueness and convergence). Let ε > 0, β  0 and 0 < T +∞. Under the condi-
tion (1.3) there exists a unique discrete viscosity solution uε of (1.4)–(1.5). Moreover, as ε → 0, the sequence
uε converges to the unique bounded viscosity solution u0 of (1.1)–(1.2). The convergence uε → u0 has to be
understood in the following sense: for any compact set K ⊂ Ω × [0, T ), we have:
∥∥uε − u0∥∥L∞(K∩(Ωε×[0,T ))) → 0 as ε → 0.
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the deﬁnition of viscosity solutions. The proof of convergence is done in the framework of viscosity
solutions, using the half-relaxed limits. The uniqueness of the limit u0 follows from a comparison
principle that we prove for (1.1), using in particular a special test function introduced by Barles in [5].
Most of the diﬃculties arise here from the unboundedness of the domain, and in the nonstandard
case β = 0, where the evolution equation is on the boundary of the domain instead of being in the
interior of the domain. Let us notice that because system (1.4) can be seen as a discretization scheme
of system (1.1), then Theorem 1.1 can be interpreted as a convergence result for such a scheme. In
the literature on numerical analysis of ﬁnite difference schemes, we ﬁnd other results of convergence
for different equations (see for instance [8] and [7]). Let us mention that an estimate on the rate of
convergence of uε to u0 is still an open question for our system.
Remark 1.2. From the proof of Theorem 1.1, it is easy to see that the result still holds true if F is
replaced by a sequence (F ε)ε of functions which converges in W 2,∞(R). For such an example of
application, see (2.3) at the end of Section 2; see also [16].
1.4. Organization of the paper
This paper is organized as follows. In Section 2, we present the physical motivation to our problem.
In Section 3, we present the deﬁnitions of viscosity solutions for the discrete and continuous problem
(1.4)–(1.5) and (1.1)–(1.2) respectively. Section 4 is dedicated to construct uniform barriers of the
solution uε of (1.4)–(1.5). Using those barriers, we prove in Section 5 the existence of a solution
for the discrete problem (1.4)–(1.5). Section 6 is devoted to the proof of Theorem 1.1. Sections 7
and 8 are respectively devoted to the proofs of the comparison principle for the discrete problem
(1.4)–(1.5) and the continuous problem (1.1)–(1.2), that were presented in Section 3 and used in the
whole paper. Finally, in Appendix A, we give a convenient corollary of Ishii’s lemma, that we use in
Section 8.
2. Physical motivation
2.1. Geometrical description
We start to call (e1, e2, e3) an orthonormal basis of the three-dimensional space. In the corre-
sponding coordinates, we consider a three-dimensional crystal where each atom is initially at the
position of a node I of the lattice
Λ = Z2 ×
(
1
2
+Z
)
.
This lattice is simply obtained by a translation along the vector 12 e3 of the lattice Z
3, and will be
more convenient for the derivation of our model. We assume that each atom I ∈ Λ of the crystal has
the freedom to move to another position I + uIe2 where uI ∈ R is a unidimensional displacement.
In particular, we will be able to describe dislocations only with Burgers vectors that are multiples
of the vector e2 (see [22] for an introduction to dislocations and a deﬁnition of the Burgers vector).
Moreover we introduce the general notation
I = (I ′,−I3) for all I = (I ′, I3) ∈ Z2 ×
(
1
2
+Z
)
with I ′ = (I1, I2) ∈ Z2
and will only consider antisymmetric displacements uI , i.e. satisfying
uI = −uI for all I ∈ Λ. (2.1)
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(∇du)I =
(uI+e1 − uI
uI+e2 − uI
uI+e3 − uI
)
.
Generally, the core of a dislocation is localized where the discrete gradient is not small. In our model,
screw and edge dislocations will be represented as follows.
Screw dislocation For I = (I1, I2, I3), we can consider a dislocation line parallel to the vector e2, with
a displacement uI independent of I2, i.e. such that uI = s(I1, I3). We will assume for instance that
⎧⎪⎪⎨
⎪⎪⎩
s
(
I1,+1
2
)
= −s
(
I1,−1
2
)
→ 0 as I1 → −∞,
s
(
I1,+1
2
)
= −s
(
I1,−1
2
)
→ 1
2
as I1 → +∞.
Moreover, if there is no applied stress on the crystal, then it is reasonable to assume that
dist
((∇du)I ,Z3)→ 0 as ∣∣(I1, I3)∣∣→ +∞
which means that the crystal is perfect far from the core of the dislocation.
Edge dislocation For I = (I1, I2, I3), we can consider a dislocation line parallel to the vector e1, with
a displacement uI independent of I1, i.e. uI = e(I2, I3). We will assume for instance that
⎧⎪⎪⎨
⎪⎪⎩
e
(
I2,+1
2
)
= −e
(
I2,−1
2
)
→ 0 as I2 → −∞,
e
(
I2,+1
2
)
= −e
(
I2,−1
2
)
→ 1
2
as I2 → +∞.
Moreover, if there is no applied stress on the crystal, then it is reasonable to assume that
dist
((∇du)I ,Z3)→ 0 as ∣∣(I2, I3)∣∣→ +∞.
Remark that this model can also describe more generally curved dislocations, which are neither screw,
nor edge, but are mixed dislocations.
2.2. Energy of the crystal
We assume that each atom I is related to its nearest neighbors J by a nonlinear spring, whose
force is derived from a smooth potential WI J . Then formally the full energy of the crystal after a
displacement u = (uI )I∈Λ is
E(u) = 1
2
∑
I, J∈Λ, |I− J |=1
WI J (uI − u J ).
We assume that the dislocation cores are only included in the double plane I3 = ± 12 . We also assume
that
WI J (a) =
{
εW (a) if |I3| = | J3| = 12 ,
W (a) if |I3| = 1 or | J3| = 1 .2 2
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are very weak in comparison to the other springs. This will allow the core of the dislocation to spread
out on the lattice as ε → 0 and will allow us to recover the Peierls–Nabarro model in this limit, after
a suitable rescaling.
Notice that, to be compatible with the antisymmetry (2.1) of the crystal, it is reasonable to assume
that
W (−a) = W (a) for all a ∈ R.
Recall that each line of atoms I0 + Ze2 only contains atoms of identical nature (i.e. surrounded by
a similar conﬁguration of springs). Therefore for uI = s(I1, I3), a lattice of atoms at the position I +
uIe2 and another lattice of atoms at the position I + uIe2 + k(I1,I3)e2 with arbitrary k(I1,I3) ∈ Z are
completely equivalent. Therefore their energy should be the same, and it is then natural to assume
that the potential W is 1-periodic, i.e. satisﬁes
W (a + 1) = W (a) for all a ∈ R.
We will also assume that non-deformed lattices minimize globally their energy, i.e. satisfy
W (Z) = 0 and W > 0 on R \Z.
Let us now assume that a constant global shear stress is applied on the crystal such that it creates a
global shear of the crystal in the direction e2 with respect to the coordinate I3. This means that there
exists a constant τ ∈ R such that
dist
((∇du)I − τe3,Z3)→ 0
as I goes far away from the core of the dislocation. Remark that this assumption is compatible with
the antisymmetry (2.1) of u. If there is no dislocations, we can simply take for instance uI = τ I3.
2.3. Fully overdamped dynamics of the crystal
The natural dynamics should be given by Newton’s law satisﬁed by each atom. This dynamics is
very rich and for certain shear stress τ , it is known (see [14,21]) in 2D lattices that certain edge
dislocations can propagate with constant mean velocity. This is due to the fact that part of the energy
is lost by radiation of sound waves in the crystal. This phenomenon is similar to the effective drag
force created by the surrounding ﬂuid on a boat or an airplane. The resulting behavior is a kind of
dissipative dynamics that we modelize here by a fully overdamped dynamics of the crystal. See [23,
25,24] for a fundamental justiﬁcation of overdamped type dynamics based on explicit computations
in a 1D Hamiltonian model. For general physical justiﬁcations of the dissipative effects in the motion
of dislocations, see also [22,1].
We recall that we assume that the dislocation cores are only contained in the double plane I3 =
± 12 . For this reason, we will artiﬁcially distinguish the dynamics inside this double plane and outside
this double plane. We consider the following fully overdamped dynamics (where the velocity of each
atom is proportional to the force deriving from the energy) which is written formally as:
αI u˙ I = −∇uI E(u) with αI =
{
1 if |I3| = 12 ,
α if |I3| = 12 ,
(2.2)
for some constant α  0. Here u˙ I denotes the time derivative of the displacement uI and
∇uI E(u) :=
∑
J∈Λ, | J−I|=1
W ′I J (uI − u J ).
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dislocations (i.e. small velocity with respect to the velocity of sound in the crystal), it is reasonable
to assume that α = 0, i.e. the lattice is instantaneously at the equilibrium outside the double plane
I3 = ± 12 .
We also assume that the potential is harmonic close to its minima, i.e. satisﬁes
W (a) = a
2
2
for |a| δ < 1
2
and assume that the strain is small enough in the crystal outside the double plane I3 = ± 12 , i.e. we
assume that
|u J − uI | δ for any J , I ∈ Λ such that | J − I| = 1 and |I3| = 1
2
or | J3| = 1
2
.
This assumption allows us, in the region I3 = ± 12 , to consider forces that can be expressed linearly in
terms of the displacement. We also set
τ = εσ for some σ ∈ R and v I = uI − εσ I3.
Using the antisymmetry of the solution (2.1), we deduce that we can rewrite the dynamics (2.2) with
α = 0 as
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0=
∑
J∈Λ, | J−I|=1
(v J − v I ) for I3 > 1
2
,
v˙ I = εσ − εW ′(2v I + εσ ) +
∑
J∈Λ, | J−I|=1, J3 12
(v J − v I ) for I3 = 1
2
.
Then we see that
uε(x, t) = v
( xε + 12 )
(
t
ε
)
solves (1.4) with β = 0 and F replaced by
F ε(a) = σ − W ′(2a + εσ ). (2.3)
Remark 2.1. At the level of modeling, we could also consider more general lattices than Zn with more
general nearest neighbors interactions, but this case is not covered by the result of Theorem 1.1 and
would require a speciﬁc work.
3. Viscosity solutions
In this section we present the notion of viscosity solutions and some of their properties for the
discrete problem (1.4)–(1.5) and then for the continuous problem (1.1)–(1.2). For the classical notion
of viscosity solutions, we refer the reader to [3,4,15].
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Before stating the deﬁnition of viscosity solutions for the discrete problem (1.4)–(1.5), we start by
deﬁning some terminology. Let ε, δ > 0 and 0 < T  +∞. Given a point P0 = (x0, t0) ∈ Ωε × [0, T ),
the set N εδ (t0) ⊂ Ωε × [0, T ) is deﬁned by:
N εδ (P0) =
{
P = (y, t) ∈ Ωε × [0, T ); |y − x0| ε and |t − t0| < δ
}
. (3.1)
The spaces USC(Ωε × [0, T )) and LSC(Ωε × [0, T )) are deﬁned respectively by:
USC
(
Ωε × [0, T ))= {u deﬁned on Ωε × [0, T ); ∀x ∈ Ωε, u(x, ·) ∈ USC([0, T ))} (3.2)
and
LSC
(
Ωε × [0, T ))= {u deﬁned on Ωε × [0, T ); ∀x ∈ Ωε, u(x, ·) ∈ LSC([0, T ))}, (3.3)
where USC([0, T )) (resp. LSC([0, T ))) is the set of locally bounded upper (resp. lower) semi-continuous
functions on [0, T ). In a similar manner, we deﬁne the space Ck(Ωε × [0, T )), k ∈ N, by:
Ck
(
Ωε × [0, T ))= {u deﬁned on Ωε × [0, T ); ∀x ∈ Ωε, u(x, ·) ∈ Ck([0, T ))}. (3.4)
Next, given β  0, we present the following deﬁnition:
Deﬁnition 3.1 (Viscosity sub/super-solutions).
1. Viscosity sub-solutions. A function u ∈ USC(Ωε × [0, T )) is a viscosity sub-solution of problem
(1.4)–(1.5) provided that:
(i) u(x,0) u0(x) for
{
x ∈ Ωε if β > 0,
x ∈ ∂Ωε if β = 0,
(ii) for any ϕ ∈ C1(Ωε × [0, T )), if u − ϕ has a zero local maximum at a point P0 = (x0, t0) ∈
Ωε × [0, T ) (i.e. ∃δ > 0 such that ∀P ∈ N εδ (P0), we have (u − ϕ)(P ) (u − ϕ)(P0) = 0) then⎧⎪⎨
⎪⎩
βϕt(P0)ε[ϕ](P0)
∣∣∣∣ for P0 ∈ Ωε × (0, T ) if β > 0,for P0 ∈ Ωε × [0, T ) if β = 0,
ϕt(P0) F
(
ϕ(P0)
)+ Dε[ϕ](P0) for P0 ∈ ∂Ωε × (0, T ).
(3.5)
2. Viscosity super-solutions. A function u ∈ LSC(Ωε × [0, T )) is a viscosity super-solution of problem
(1.4)–(1.5) provided that:
(i) u(x,0) u0(x) for
{
x ∈ Ωε if β > 0,
x ∈ ∂Ωε if β = 0,
(ii) for any ϕ ∈ C1(Ωε × [0, T )), if u − ϕ has a zero local minimum at a point P0 = (x0, t0) ∈
Ωε ×[0, T ) (i.e. ∃δ > 0 such that ∀P ∈ N εδ (P0), we have (u − ϕ)(P ) (uε − ϕ)(P0) = 0) then⎧⎪⎨
⎪⎩
βϕt(P0)ε[ϕ](P0)
∣∣∣∣ for P0 ∈ Ωε × (0, T ) if β > 0,for P0 ∈ Ωε × [0, T ) if β = 0,
ϕt(P0) F
(
ϕ(P0)
)+ Dε[ϕ](P0) for P0 ∈ ∂Ωε × (0, T ).
(3.6)
3. Viscosity solutions. A function u ∈ C0(Ωε × [0, T )) is a viscosity solution of problem (1.4)–(1.5) if
it is a viscosity sub- and super-solution of (1.4)–(1.5).
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ﬁes (ii) in Deﬁnition 3.1.
Remark 3.3. Note that a function u is a viscosity sub-solution of (1.4) if it satisﬁes the viscosity
inequalities on Ωε × (0, T ) if β > 0 and on (Ωε × (0, T )) ∪ (Ωε × {0}) if β = 0.
Theorem 3.4 (Comparison principle in the discrete case). Let u ∈ USC(Ωε × [0, T )) (resp. v ∈ LSC(Ωε ×
[0, T )) be a viscosity sub-solution (resp. super-solution) for the problem (1.4)–(1.5) where 0 < T < ∞, such
that ‖u‖L∞(Ωε×[0,T )),‖v‖L∞(Ωε×[0,T )) < +∞. Then
u(x, t) v(x, t) for all (x, t) ∈ Ωε × [0, T ).
Theorem 3.4 will be proved in Section 7.
3.2. Viscosity solutions for the continuous problem
Similarly as in Section 3.1 we denote by USC(Ω × [0, T )) (resp. LSC(Ω × [0, T ))) the set of locally
bounded upper (resp. lower) semi-continuous functions on Ω × [0, T ). We also denote by Ck(Ω ×
[0, T )) the classical set of continuously k-differentiable functions on Ω × [0, T ).
Deﬁnition 3.5 (Viscosity sub/super-solutions).
1. Viscosity sub-solutions. A function u ∈ USC(Ω ×[0, T )) is a viscosity sub-solution of problem (1.1)–
(1.2) provided that:
(i) u  u0 on
{
Ω × {0} if β > 0,
∂Ω × {0} if β = 0,
(ii) for any ϕ ∈ C2(Ω × [0, T )), if u − ϕ has a zero local maximum at a point P0 = (x0, t0) ∈
Ω × [0, T ) then
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
βϕt(P0)ϕ(P0)
∣∣∣∣ for P0 ∈ Ω × (0, T ) if β > 0,for P0 ∈ Ω × [0, T ) if β = 0,
min
{
βϕt(P0) − ϕ(P0),
ϕt(P0) − F
(
ϕ(P0)
)− ∂ϕ
∂xn
(P0)
}
 0 for P0 ∈ ∂Ω × (0, T ).
(3.7)
2. Viscosity super-solutions. A function u ∈ LSC(Ω × [0, T )) is a viscosity super-solution of problem
(1.1)–(1.2) provided that:
(i) u  u0 on
{
Ω × {0} if β > 0,
∂Ω × {0} if β = 0,
(ii) for any ϕ ∈ C2(Ω × [0, T )), if u − ϕ has a zero local minimum at a point P0 = (x0, t0) ∈
Ω × [0, T ) then
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
βϕt(P0)ϕ(P0)
∣∣∣∣ for P0 ∈ Ω × (0, T ) if β > 0,for P0 ∈ Ω × [0, T ) if β = 0,
max
{
βϕt(P0) − ϕ(P0),
ϕt(P0) − F
(
ϕ(P0)
)− ∂ϕ
∂x
(P0)
}
 0 for P0 ∈ ∂Ω × (0, T ).
(3.8)n
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it is a viscosity sub- and super-solution of (1.1)–(1.2).
Theorem 3.6 (Comparison principle in the continuous case). Let u ∈ USC(Ω × [0, T )) (resp. v ∈ LSC(Ω ×
[0, T )) be a viscosity sub-solution (resp. super-solution) of problem (1.1)–(1.2) where 0 < T < ∞, such that
‖u‖L∞(Ω×[0,T )),‖v‖L∞(Ω×[0,T )) < +∞. Then
u  v on Ω × [0, T ).
This theorem will be proved in Section 8.
Remark 3.7. Remark that in the case β = 0, the problem can be reformulated (at least for smooth
solutions) as a nonlocal evolution equation written on the boundary ∂Ω. See for instance the work
[11] on the relation between fractional Laplacian and harmonic extensions. Note that there is also a
viscosity theory for nonlocal operators (see [6]).
4. Construction of barriers
This section is devoted to the construction of barriers for the solution uε of (1.4)–(1.5) for all
β  0.
4.1. Discrete harmonic extension
Here we construct the discrete harmonic extension of u0 on Ωε , i.e. we prove the existence of a
solution of the following problem
{−1[uD0 ]= 0, in Ω1,
uD0 = u0, on ∂Ω1,
(4.1)
where 1 = ε for ε = 1 is deﬁned in (1.6). We note here that, for the sake of simplicity, we have
taken ε = 1, while otherwise it can be treated in the same way (or simply deduced by rescaling). We
will say that a function u is a sub-solution (resp. super-solution) of (4.1) if the symbol “=” in (4.1)
is replaced by the symbol “” (resp. “”).
Lemma 4.1. If u0 ∈ L∞(∂Ω1), then there exists a unique (viscosity) solution of (4.1) on Ω1 .
Proof.
Step 1: Existence. Deﬁne
u = sup
∂Ω1
u0 and u = inf
∂Ω1
u0,
then u (resp. u) is a sub- (resp. super-) solution of (4.1). Consider now the set
S = {u :Ω1 → R, sub-solution of (4.1) s.t. u  u  u},
and in order to use Perron’s method, we deﬁne
uD0 := supu.
u∈S
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uD0 is a sub-solution of (4.1). Hence, it remains to prove that u
D
0 is a super-solution for (4.1). Suppose
that there exists x0 ∈ Ω1 such that
{−1[uD0 ](x0) < 0, if x0 ∈ Ω1, or
uD0 (x0) < u0(x0), if x0 ∈ ∂Ω1.
Then we construct a sub-solution w ∈ S such that w > uD0 at x0. Two cases are considered.
Case −1[uD0 ](x0) < 0 for x0 ∈ Ω1. Let w be deﬁned by
w(x) =
{
uD0 (x) if x = x0,
uD0 (x0) + 12n1[uD0 ](x0) if x = x0.
We check that u  w  u, and we compute
1[w](x) =
{
1[uD0 ](x) 0 if x = x0,
0 if x = x0,
where we have used the fact that w  uD0 to deduce the inequality. Therefore, we have w ∈ S and
w(x0) > uD0 (x0) which is a contradiction.
Case uD0 (x0) < u0(x0) for x0 ∈ ∂Ω1. Let w be deﬁned by
w(x) =
{
uD0 (x) if x = x0,
u0(x0) if x = x0.
By construction, we have u  w  u. Moreover, as w  uD0 it follows that 1[w]1[uD0 ] 0 on Ω1.
Therefore w ∈ S and w(x0) = u0(x0) > uD0 (x0); this implies a contradiction.
Step 2: Uniqueness. We simply adapt Case 1(i) of the proof of the comparison principle (Theorem 3.4),
given in Section 7. 
4.2. Continuous harmonic extension
For the case β = 0, we need to consider the harmonic “extension” uc0 :Ω → R of the initial data u0.
This function is the solution of
{−uc0 = 0 on Ω,
uc0 = u0 on ∂Ω.
(4.2)
This section is devoted to recall the existence of the continuous harmonic extension and to show
some of its properties. Let z = (z′, zn) ∈ Ω where z′ is identiﬁed to an element of ∂Ω and zn > 0, and
let H be a new function deﬁned by
H
(
z′, zn
) := 2zn
2 ′2 n/2 , (4.3)ωn(zn + z )
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uc0(x) :=
∫
∂Ω
H
(
x′ − z′, xn
)
u0
(
z′
)
dz′ for all x = (x′, xn) ∈ Rn−1 × (0,+∞). (4.4)
Note that H(x′ − z′, xn) is the Poisson kernel. We have the following three lemmas:
Lemma 4.2 (Existence of a continuous harmonic extension). If u0(z′) is bounded and continuous for z′ ∈ ∂Ω,
then the function uc0(x) deﬁned by (4.4) belongs to C
∞(Ω) and is harmonic in Ω and extends continuously to
Ω such that uc0 = u0 on ∂Ω.
Proof. See [2, Section 7.3, p. 129]. 
Lemma 4.3 (Estimate on the harmonic extension). If u0 ∈ W 3,∞(∂Ω), then we have
∣∣Duc0(x)∣∣ C1+ xn ,
∣∣D2uc0(x)∣∣ C1+ x2n for all x=
(
x′, xn
) ∈ Rn−1 × (0,+∞). (4.5)
Proof. Since u0 is bounded, then by adding an appropriate constant to u0 we can always assume,
without loss of generality, that u0  0. From (4.4) and from the following property (see [2, p. 126])∫
∂Ω
H
(
x′ − z′, xn
)
dz′ = 1 for all x = (x′, xn) ∈ Ω,
we have:
∣∣uc0∣∣
∫
∂Ω
H
(
x′ − z′, xn
)∣∣u0(z′)∣∣dz′  ‖u0‖L∞
∫
∂Ω
H
(
x′ − z′, xn
)
dz′ = ‖u0‖L∞ ,
and then
∥∥uc0∥∥L∞  ‖u0‖L∞ . (4.6)
Next, for x= (x′, xn) ∈ Rn−1 × (0,+∞), using (4.3) and (4.4), we have, on the one hand with μ = 2ωn :
1
μ
∂uc0
∂xn
=
∫
∂Ω
u0(z′)
(x2n + (x′ − z′)2)n/2
dz′ −
∫
∂Ω
nx2nu0(z
′)
(x2n + (x′ − z′)2)n/2+1
dz′, (4.7)
then we obtain ∣∣∣∣∂uc0∂xn
∣∣∣∣ ‖u0‖L∞xn + n
‖u0‖L∞
xn
 C
xn
where we have used (4.6). On the other hand, we have:
1
μ
∂uc0
∂x′
= −n
∫
xnu0(z′)(x′ − z′)
(x2n + (x′ − z′)2)n/2+1
dz′, (4.8)
∂Ω
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xn
∣∣x′ − z′∣∣ 1
2
(
x2n +
(
x′ − z′)2), (4.9)
we conclude that ∣∣∣∣∂uc0∂x′
∣∣∣∣ nμ2
∫
∂Ω
u0(z′)
(x2n + (x′ − z′)2)n/2
dz′  n
2xn
‖u0‖L∞  C
xn
.
Therefore
∣∣Duc0(x)∣∣ Cxn .
In order to prove the second inequality in (4.5), we differentiate (4.7) and (4.8), we get
1
μ
∂2uc0
∂x′∂x′
=
∫
∂Ω
u0(z′)[−nxn I ′]
(x2n + (x′ − z′)2)n/2+1
dz′ +
∫
∂Ω
xnu0(z′)(n)(n + 2)(x′ − z′) ⊗ (x′ − z′)
(x2n + (x′ − z′)2)n/2+2
dz′,
where I ′ is the identity matrix of Rn−1, then, as 1/(x2n + (x′ − z′)2) 1/x2n, we obtain
1
μ
∣∣∣∣ ∂2uc0∂x′∂x′
∣∣∣∣ n
∫
∂Ω
u0(z′)xn
(x2n + (x′ − z′)2)n/2x2n
dz′ + n(n + 2)
∫
∂Ω
u0(z′)xn(x′ − z′)2
(x2n + (x′ − z′)2)n/2(x2n + (x′ − z′)2)2
dz′.
Thus, using the following inequality
(x′ − z′)2
(x2n + (x′ − z′)2)2
 1
x2n
,
we deduce that
∣∣∣∣ ∂2uc0∂x′∂x′
∣∣∣∣ Cx2n . (4.10)
Moreover, we have
1
μ
∂2uc0
∂x′∂xn
=
∫
∂Ω
u0(z′)(−n)(x′ − z′)
(x2n + (x′ − z′)2)n/2+1
dz′ +
∫
∂Ω
u0(z′)x2n(n)(n + 2)(x′ − z′)
(x2n + (x′ − z′)2)n/2+2
dz′
= 1
x2n
∫
∂Ω
u0(z′)xn(−n)xn(x′ − z′)
(x2n + (x′ − z′)2)n/2(x2n + (x′ − z′)2)
dz′ +
∫
∂Ω
u0(z′)x2n(n)(n + 2)(x′ − z′)
(x2n + (x′ − z′)2)n/2+2
dz′.
Then, using (4.6) and (4.9), we infer that
∣∣∣∣ ∂2uc0∂x′∂x
∣∣∣∣ C2 .n xn
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1
μ
∂2uc0
∂xn∂xn
= −3n
∫
∂Ω
u0(z′)xn
(x2n + (x′ − z′)2)n/2+1
dz′ + n(n + 2)
∫
∂Ω
u0(z′)x3n
(x2n + (x′ − z′)2)n/2+2
dz′,
we use similar arguments as above in order to obtain
∣∣∣∣ ∂2uc0∂xn∂xn
∣∣∣∣ Cx2n .
Notice that this last inequality also follows from (4.10) joint to the harmonicity of uc0.
Finally, we use Schauder’s estimate near the boundary ∂Ω:
∣∣uc0∣∣C2,α(B1(x′,0)∩Ω)  C(∣∣uc0∣∣Cα(B2(x′,0)∩Ω) + |u0|C2,α(B2(x′,0)∩∂Ω))= C |u0|C2,α(B2(x′,0)∩∂Ω),
for all x′ ∈ Rn−1, where Cα and C2,α , α ∈ (0,1), are the Hölder spaces of order α and 2+ α, respec-
tively. The ball Br(x′,0), r = 1,2, stands for the ball of center (x′,0) and radius r. We ﬁnally conclude
that:
sup
x′∈Rn−1
∣∣uc0∣∣C2,α(B1(x′,0)∩Ω)  C sup
x′∈Rn−1
|u0|C2,α(B2(x′,0)∩∂Ω),
and the result follows. 
Lemma 4.4 (ε-uniform bound). Under the assumption (1.3) we have
∣∣Dε[uc0](x)∣∣ C11+ xn ,
∣∣ε[uc0](x)∣∣ C11+ x2n for all x=
(
x′, xn
) ∈ Ωε, (4.11)
where C1 > 0 is a positive constant independent of ε.
Proof. Let us set ρ−n = 0 and ραi = 1 otherwise. Then using Taylor’s expansion, we have for x ∈ Ωε:
εDε
[
uc0
]
(x) :=
∑
±
n∑
i=1
ρ±i
(
uc0(x± εei) − uc0(x)
)=∑
±
n∑
i=1
ρ±i
1∫
0
dt Duc0(x± εtei)(±εei),
where ei = (0, . . . ,0,1,0, . . . ,0) is the unit vector in Rn with respect to the i component. Then, using
(4.5), we get
∣∣Dε[uc0](x)∣∣ (2n − 1) sup
1in±
1∫
0
dt ρ±i
∣∣Duc0(x± εtei)∣∣ C11+ xn .
Then, in order to terminate the proof, it is suﬃcient to write ε[uD0 ] using Taylor’s expansion as
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[
uc0
]
(x) :=
∑
±
n∑
i=1
(
uc0(x± εei) − uc0(x)
)
=
∑
±
n∑
i=1
(
±εei∇uc0(x) +
1∫
0
dt
t∫
0
ds D2uc0(x± εsei)(±εei)(±εei)
)
= ε2
∑
±
n∑
i=1
1∫
0
dt
t∫
0
ds D2uc0(x± εsei) · (ei, ei). (4.12)
Thus, thanks to (4.5), we ﬁnally obtain:
∣∣ε[uc0](x)∣∣ 2n sup
1in±
1∫
0
dt
t∫
0
ds
∣∣D2uc0(x± εsei)∣∣ C11+ x2n ,
and the proof is done. 
4.3. Uniform barriers for β  0
In this subsection, we show uniform barriers for the solution uε of (1.4)–(1.5) for all β  0 in the
special case where u0 = uc0.
Proposition 4.5 (Uniform barriers in ε for all β  0 for u0 = uc0). Under assumption (1.3), there exists a
constant C > 0 independent of ε > 0, β  0 and T such that if
{
u+(x, t) := uc0(x) + C(
√
1+ xn − 1+ t)
u−(x, t) := uc0(x) − C(
√
1+ xn − 1− t)
∣∣∣∣∣ for (x, t) ∈ Ωε × [0, T ), (4.13)
then u+ (resp. u−) is a super-solution (resp. sub-solution) of (1.4)–(1.5). However, if uε is a bounded viscosity
solution of (1.4)–(1.5), then we have
u−  uε  u+ on Ωε × [0, T ), (4.14)
and moreover:
∣∣uε(x, t)∣∣ ‖u0‖L∞ + t‖F‖L∞ for (x, t) ∈ Ωε × [0, T ).
Proof.
Step 1: Sub/super-solution property. We ﬁrst check that u+ is a super-solution of (1.4)–(1.5). Indeed:
• If (x, t) ∈ Ωε × {0}, then u+(x, t) uc0(x) = u0(x).• If (x, t) ∈ ∂Ωε × (0, T ), then we take C > 0 such that
C  F
(
u+(x, t)
)+ Dε[uc0](x) + CDε[√1+ xn] ⇐⇒ u+t (x, t) F (u+(x, t))+ Dε[u+](x, t).
Using the fact that Dε[√1+ xn](xn = 0) 12 , we see that such a constant C exists.
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ε
[
uc0
]
(x) C1
1+ x2n
 C
4(1+ xn)3/2 ,
where the last inequality is true for C > 0 large enough. Moreover, by repeating the same com-
putations as in (4.12), we easily get with f (a) = √1+ a:
ε[√1+ xn ] =
1∫
0
dt
t∫
0
ds
∑
±
f ′′(xn ± εs)
1∫
0
dt
t∫
0
ds.2. f ′′(xn) f ′′(xn)
= − 1
4(1+ xn)3/2 , (4.15)
where we have used the concavity of the function f ′′ . Then we have
ε
[
uc0
]
(x) C
4(1+ xn)3/2 −C
ε[√1+ xn ],
hence
βu+t (x, t) = βC  0ε
[
u+
]
(x, t).
As a consequence, we ﬁnally deduce that u+ is a super-solution. In a similar way, by taking in
addition the following assumption on C :
C −F (u−(x, t))− Dε[uc0](x) + CDε[√1+ xn ]
we can prove that u− is a sub-solution.
Step 2: Bounds on uε . Let us call v(x, t) := ‖u0‖L∞ + t‖F‖L∞ . It is easy to check that v is a super-
solution of (1.4)–(1.5). Then
min
(
u+, v
)
is still a super-solution and is bounded. Therefore, if uε is a bounded viscosity solution of (1.4)–(1.5),
we can then apply the comparison principle (Theorem 3.4) to conclude that
uε min
(
u+, v
)
.
This shows the upper bounds. For the lower bounds, we proceed similarly with max(u−,−v). 
4.4. Barriers for β > 0
We have the following
Proposition 4.6 (Barriers for β > 0). Under the assumptions of Theorem 1.1, for every β > 0, there exists a
constant Cβ > 0 such that for all ε, if uε is a bounded viscosity solution of (1.4)–(1.5), then we have
∣∣uε(x, t) − u0(x)∣∣ tCβ for (x, t) ∈ Ωε × [0, T ).
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u0(x)+ tCβ is a super-solution for a suitable constant Cβ > 0 and apply the comparison principle. We
proceed similarly for sub-solutions u0(x) − tCβ . 
5. Existence and uniqueness of a solution for the discrete problem
The aim of this section is to prove the existence of solutions of problem (1.4)–(1.5). Cauchy–
Lipschitz method is the main tool used to prove the existence of solutions for β > 0, while in the
case β = 0 we need barriers to prove the existence.
Theorem 5.1 (Existence and uniqueness, β > 0). If u0 and F satisfy (1.3) and β > 0, then there exists a unique
bounded solution uβ,ε ∈ C1(Ωε × [0, T )) of problem (1.4)–(1.5).
Proof. The proof is done using the classical Cauchy–Lipschitz theorem. Let B := L∞(Ωε) be the Ba-
nach space with the norm
‖u‖B := sup
x∈Ωε
∣∣u(x)∣∣, for every u ∈ B,
and F : B → B be the map deﬁned, for every u ∈ B and x ∈ Ωε, by
F[u](x) :=
{
1
β
ε[u](x), x ∈ Ωε,
F (u(x)) + Dε[u](x), x ∈ ∂Ωε,
where ε[u](x) and Dε[u](x) are deﬁned as in (1.6), dropping the variable t on both sides of (1.6).
Then, for every u, v ∈ B and x ∈ Ωε, we have two cases; either x ∈ Ωε , and hence we obtain
∥∥F[u](x) − F[v](x)∥∥B 
∥∥∥∥ 1β ε[u − v](x)
∥∥∥∥
B
 4n
βε2
‖u − v‖B ,
or x ∈ ∂Ωε , then:
∥∥F[u](x) − F[v](x)∥∥B  ∥∥Dε[u − v](x) + ∣∣F (u(x))− F (v(x))∣∣∥∥B

(
2(2n− 1)
ε
+ ∥∥F ′∥∥L∞(R)
)
‖u − v‖B .
In all cases we conclude that F is globally Lipschitz continuous. By the Cauchy–Lipschitz theorem, we
get the existence and uniqueness of a solution uβ,ε ∈ C1(Ωε × [0, T )) satisfying
uβ,εt (·, t) = F
[
uβ,ε
]
(·, t),
such that uβ,ε(·,0) = u0(·). 
Theorem 5.2 (Existence and uniqueness, β = 0). If u0 and F satisfy (1.3) and β = 0, then there exists a unique
bounded continuous solution u0,ε on Ωε × [0, T ) of the problem (1.4)–(1.5).
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uˆ = limsup
β→0
∗uβ,ε and uˇ = lim inf
β→0 ∗u
β,ε.
Then, using Proposition 4.5, we obtain
u−  uˇ  uˆ  u+ and |uˇ|, |uˆ| ‖u0‖L∞ + t‖F‖L∞ . (5.1)
Using standard arguments similar to those in Step 1.1 of the proof of Theorem 1.1 in Section 6, we
can show that uˇ (resp. uˆ) is a super- (resp. sub-) solution of the problem (1.4). The only diﬃculty is
to recover the viscosity inequality on Ωε × {0}. This last inequality follows from the fact that uβ,ε is
a classical solution and then satisﬁes the equation also at t = 0. Finally, using (5.1), we deduce that uˇ
(resp. uˆ) is a super- (resp. sub-) solution of the problem (1.4)–(1.5). Then the comparison principle
(Theorem 3.4) implies that uˆ  uˇ. So uˇ = uˆ =: u0,ε is a continuous bounded solution of (1.4)–(1.5).
The uniqueness of this solution follows again from the comparison principle. 
As a conclusion, there exists a unique (viscosity) solution uε ∈ C0(Ωε × [0, T )) of problem (1.4)–
(1.5) deﬁned by:
uε :=
{
uβ,ε if β > 0,
u0,ε if β = 0. (5.2)
Remark 5.3. The existence of a solution could also be proven by Perron’s method.
6. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. Note that in the sequel, we use the following
notation:
ΩT := Ω × (0, T ), ∂ lΩT := ∂Ω × (0, T ), Ω T := Ω × [0, T ),
and
ΩεT := Ωε × (0, T ), ∂ lΩεT := ∂Ωε × (0, T ), ΩεT := Ωε × [0, T ),
where ∂ l denotes the lateral boundary.
Proof of Theorem 1.1. The proof is divided into two steps.
Step 1: u and u are, respectively, sub- and super-solution of (1.1)–(1.2). Let uε be the bounded viscos-
ity solution of the problem (1.4)–(1.5). We deﬁne, for (x, t) ∈ Ω T , the functions u and u as follows:
u(x, t) := limsup
y→x, s→t, ε→0
y∈Ωε, s∈[0,T )
uε(y, s) and u(x, t) := lim inf
y→x, s→t, ε→0
y∈Ωε, s∈[0,T )
uε(y, s). (6.1)
We start by showing that u is a viscosity sub-solution of (1.1)–(1.2).
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a zero local maximum at P0. Without loss of generality, we can assume that this maximum is global
and strict. Therefore we have
∀r > 0, ∃δ = δ(r) > 0 such that ϕ − u  δ > 0 in Ω T \ Br(P0), (6.2)
where Br(P0) ⊂ Rn ×R is the open ball of radius r and of center P0. Now, let wε := ϕ − uε for some
ε > 0. Then, using the deﬁnition of u, and inequality (6.2), we infer that
wε  δ
2
in ΩεT \ Br(P0), (6.3)
for all r > 0 and for ε > 0 small enough. Using [4, Lemma 4.2], it is then classical to see that there
exists a sequence P∗ε = (x∗ε, t∗ε) ∈ ΩεT ∩ Br(P0) such that, as ε → 0, we have
P∗ε → P0, uε
(
P∗ε
)→ u(P0) and uε − ϕ has a local maximum at P∗ε . (6.4)
Two cases are then considered.
Case 1. P0 ∈ Ω ×[0, T ). We argue by contradiction. Assume that there exists a positive constant γ > 0
such that
βϕt(P0) = ϕ(P0) + γ
∣∣∣∣ for P0 ∈ Ω × (0, T ) if β > 0,for P0 ∈ Ω × [0, T ) if β = 0. (6.5)
Moreover, using (6.4) and the fact that uε is a viscosity sub-solution of problem (1.4)–(1.5), we
conclude that
βϕt
(
P∗ε
)
ε[ϕ](P∗ε), (6.6)
and by Taylor’s expansion, this inequality (6.6) implies
βϕt
(
P∗ε
)
ϕ
(
P∗ε
)+ oε(1). (6.7)
Combining (6.5) and (6.7) yields:
γ −β(ϕt(P∗ε)− ϕt(P0))+ ϕ(P∗ε)− ϕ(P0) + oε(1),
where the right-hand side goes to zero as ε → 0. This contradicts the fact that γ > 0.
Case 2. P0 ∈ ∂ lΩT . We repeat similar arguments as in Case 1. Suppose that
min
{
βϕt(P0) − ϕ(P0), ϕt(P0) − F
(
ϕ(P0)
)− ∂ϕ
∂xn
(P0)
}
= γ1 > 0. (6.8)
Inequality (6.8) implies
βϕt(P0) − ϕ(P0) γ1, (6.9)
and
ϕt(P0) − F
(
ϕ(P0)
)− ∂ϕ (P0) γ1. (6.10)
∂xn
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same reasoning as in Case 1. On the other hand, if P∗ε ∈ ∂ lΩεT , then using (6.4) and the fact that uε is
a sub-solution of (1.4)–(1.5) we obtain:
ϕt
(
P∗ε
)
 F
(
ϕ
(
P∗ε
))+ Dε[ϕ](P∗ε),
and then, using Taylor’s expansion, we obtain
ϕt
(
P∗ε
)
 ∂ϕ
∂xn
(
P∗ε
)+ F (ϕ(P∗ε))+ O (ε).
Finally, subtracting this inequality from (6.10), we conclude, after passing to the limit as ε → 0, that
γ1  0; contradiction.
Step 1.2: Proof of 1(i) in Deﬁnition 3.5. From Propositions 4.5 and 4.6, we can pass to the limit and
get from the barriers
∣∣u(x, t) − u0(x)∣∣
{
tCβ if β > 0
C(t +√1+ xn − 1) if β = 0 and u0 = uc0
∣∣∣∣ for all (x, t) ∈ Ω T .
Therefore for t = 0 we recover 1(i) in Deﬁnition 3.5 for all β  0.
Step 2: Existence and convergence. From Step 1 we conclude that u is a viscosity sub-solution of
(1.1)–(1.2) and by a similar manner, we can show that u is a viscosity super-solution of (1.1)–(1.2).
Moreover u and u are bounded, because Proposition 4.5 implies
|u|, |u| ‖u0‖L∞ + t‖F‖L∞ .
Then by the comparison principle for problem (1.1)–(1.2) (Theorem 3.6), we have u  u. On the other
hand, by the deﬁnition of u and u, we have u  u. As a consequence, we deduce, for (x, t) ∈ Ω T , that:
u(x, t) = u(x, t) = lim
ε→0, y→x, s→t u
ε(y, s) =: u0(x, t) (6.11)
where u0 is then a continuous viscosity solution of problem (1.1)–(1.2). Moreover u0 is unique, still
by the comparison principle. Finally, we also observe that the convergence uε → u0 as ε → 0 is locally
uniform in the following sense: ∥∥uε − u0∥∥L∞(K∩ΩεT ) → 0 as ε → 0,
for any compact set K ⊂ Ω T . Indeed, suppose that there exists θ > 0 such that for all k > 0 there
exists εk satisfying 0< εk <
1
k with∥∥uεk − u0∥∥L∞(K∩(Ωεk×[0,T ))) > θ.
Then, there exists a sequence Pk ∈ K ∩ (Ωεk × [0, T )) such that∣∣uε(Pk) − u0(Pk)∣∣> θ. (6.12)
Now, since K ∩ (Ωεk ×[0, T )) ⊂ K with K compact, there exists a subsequence, denoted for simplicity
by Pk , such that Pk → P∞ as k → ∞. Finally, taking the lim infk→∞, Pk→P∞ in the inequality (6.12)
and using (6.11), we obtain 0> θ which gives a contradiction. 
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Let us notice that for β = 0, we have natural barriers for the ε-problem, which are:
uD,ε0 (x) ± Cεt
where uD,ε0 = uD0 is the discrete harmonic extension (we make its dependence explicit on ε) associ-
ated to the operator ε , and with the constant Cε satisfying
Cε  Dε
[
uD,ε0
]+ ‖F‖L∞ .
Then another possible approach to show the convergence of uε to u0, could be to control the solution
as ε goes to zero, showing that:
(1) the constant Cε can be taken independent of ε (using the regularity of u0 on ∂Ω),
(2) the discrete harmonic extension uD,ε0 converges to the continuous harmonic extension u
c
0 as ε
tends to zero.
Then we could also introduce a (more classical) notion of viscosity solution in the case β = 0,
assuming that at t = 0, we can compare the sub/super-solution to the initial data (taken to be equal
to the harmonic extension uD,ε0 for the ε-problem and u
c
0 for the limit problem). Nevertheless, this
other approach would require some additional work (to show (1) and (2)), and would not simplify
the proofs.
Remark 6.1 (Convergence of the discrete harmonic extension to the continuous harmonic extension). Notice
that point (2) is a consequence of our convergence theorem (Theorem 1.1) in the case β = 0. Indeed,
in the case β = 0, the bounded solutions satisfy
∣∣uε(x, t) − uD,ε0 (x)∣∣ Cεt
and then
uε(x,0) = uD,ε0 (x).
On the other hand, the functions
uc0(x) ± C0t
are barriers for the limit problem if
C0 
∥∥∥∥∂uc0∂n
∥∥∥∥
L∞
+ ‖F‖L∞ .
Then bounded solutions of the continuous problem satisfy∣∣u0(x, t) − uc0(x)∣∣ C0t
and then
u0(x,0) = uc0(x).
Finally from the (locally uniform) convergence of uε to u0 in particular for t = 0, we deduce that uD,ε0
converges, locally uniformly, to uc0.
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In order to emphasize the main points, we perform the proof in several steps.
Step 1: Rescaling. We want to reduce the problem (1.4)–(1.5) to the case ε = 1 and with a nonlin-
earity F replaced by a monotone one. To this end, we introduce the new functions
u(x, t) := e−λtu(εx, εt), v(x, t) := e−λt v(εx, εt), (x, t) ∈ Ω1 × [0, T ),
where T = T /ε and λ > 0 is a constant to be determined later. We see easily that u (resp. v) is a
sub-solution (resp. super-solution) of the following problem
{
βut = 1[u] − βλu in Ω1 × (0, T ),
ut = F (u, t) + D1[u] on ∂Ω1 × (0, T ),
(7.1)
and
u(x,0) = u0(εx) for
{
x ∈ Ω1 if β > 0,
x ∈ ∂Ω1 if β = 0, (7.2)
with
β = εβ and F (u, t) = εe−λt F (eλtu)− λu.
We argue by contradiction assuming that
M := sup
Ω1×[0,T )
(u − v) > 0.
From the deﬁnition of M, there exists a sequence Pk = (xk, tk) ∈ Ω1 × [0, T ) such that u(Pk) −
v(Pk) → M > 0 as k → ∞. Let us choose an index k0 such that
u
(
Pk0
)− v(Pk0) M
2
.
At this stage, if we write x= (x′, xn) with x′ = (x1, . . . , xn−1), we deﬁne
Ψ (x, t, s) := |t − s|
2
2δ
+ η
T − t + α
∣∣x′∣∣2 + γ√1+ xn, (x, t, s) ∈ Ω1 × [0, T )2,
where δ,η,α,γ > 0 will be chosen later, and we consider
M := Mδ,η,α,γ := sup
x∈Ω1, t,s∈[0,T )
(
u(x, t) − v(x, s) − Ψ (x, t, s)). (7.3)
Step 2: A priori estimates. Now, if we choose η, α, γ such that:
η
T − tk0 + α
∣∣(xk0)′∣∣2 + γ√1+ xk0n  M4 ,
we conclude that
M  u
(
Pk0
)− v(Pk0)− Ψ (xk0 , tk0 , tk0) M > 0.
4
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u(x, t) − v(x, s) − Ψ (x, t, s) = M > 0 (7.4)
and
|t − s|2
2δ
+ η
T − t + α
∣∣x′∣∣2 + γ√1+ xn  C (7.5)
where
C = ‖u‖L∞(Ω1×[0,T )) + ‖v‖L∞(Ω1×[0,T )).
Step 3: Getting contradiction. In this step, we have to distinguish two cases:
Case 1. t > 0 and s > 0. In this case, we have two sub-cases:
(i) If x ∈ Ω1. From the deﬁnition of (x, t, s), we see that
u(x, t) ϕu(x, t) := M + v(x, s) + Ψ (x, t, s).
Even if u has not the required regularity, we see by a simple approximation argument that we can
choose
ϕu(x, t) = u(x, t) for x = x.
Then ϕu is a test function for u at (x, t) and we deduce the following viscosity inequality
β
η
(T − t)2 + β
(t − s)
δ
1[u](x, t) − βλu(x, t). (7.6)
Similarly, we have
v(x, s) ϕv(x, s) := −M + u(x, t) − Ψ (x, t, s),
and we choose
ϕv(x, s) = v(x, s) for x = x.
We then get the viscosity inequality
β
(t − s)
δ
1[v](x, s) − βλv(x, s). (7.7)
Subtracting the two viscosity inequalities and setting w(x) = u(x, t) − v(x, s), we get
0 β η
(T − t)2 
1[w](x) − βλw(x)
1
[
M + Ψ (·, t, s)](x)
 α
∑
|y−x|=1, y∈Zn
(∣∣y′∣∣2 − ∣∣x′∣∣2)+ γ ∑
|y−x|=1, y∈Zn
(
√
1+ yn −
√
1+ xn) =: A + B,
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equality for y = x. Remark that, B = γ ζ(xn) with, for a 1,
ζ(a) = f (a+ 1) + f (a− 1) − 2 f (a) with f (a) = √1+ a,
hence we get as in (4.12) or (4.15)
ζ(a) =
∑
±
1∫
0
dt
t∫
0
ds f ′′(a± s) f ′′(a)
where we have used the concavity of f ′′ . Using moreover the a priori estimate (7.5) we have√
1+ xn  C/γ , and we deduce that
B −C ′γ 4 with C ′ = 1
4C3
.
On the other hand, we have
A = α
∑
|y−x|=1, y∈Zn
(
y′ − x′)(y′ + x′) 2nα(1+ 2∣∣x′∣∣) 2n(α + 2√α√C), (7.8)
where we have used the a priori estimate (7.5) (α|x′|2  C). Finally, if we take α,γ small enough so
that 2n(α + 2√α√C) < C ′γ 4, we conclude that 0 A + B < 0, and hence a contradiction.
(ii) If x ∈ ∂Ω1. This is a similar case of the latter one where we use the same arguments. After
the same choice of the test function, we arrive at
η
(T − t)2 +
t − s
δ
 F
(
u(x, t), t
)+ D1[u](x, t), (7.9)
and
t − s
δ
 F
(
v(x, s), s
)+ D1[v](x, s). (7.10)
Subtracting (7.9) and (7.10), we infer that
η
(T − t)2  γ (
√
2− 1) +
∑
|y−x|=1, y∈Zn, ynxn
α
(∣∣y′∣∣2 − ∣∣x′∣∣2)+ [F (u(x, t), t)− F (v(x, s), s)]
 γ +
∑
|y−x|=1, y∈Zn
α
(∣∣y′∣∣2 − ∣∣x′∣∣2)+ [F (u(x, t), t)− F (u(x, t), s)]
+ [F (u(x, t), s)− F (v(x, s), s)]. (7.11)
Now, if we take λ ε‖F ′‖L∞(R), we get F ′u  0 and
F
(
u(x, t), s
)− F (v(x, s), s) 0, (7.12)
thanks to the fact that u(x, t) − v(x, s) 0. Moreover, as |F t | C0 = C0(ε,λ,‖F‖W 1,∞(R)), we get
∣∣F (u(x, t), t)− F (u(x, t), s)∣∣ C0|t − s| C0√2Cδ, (7.13)
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and (7.13) into (7.11), we infer that
0<
η
(T − t)2  2n(α + 2
√
α
√
C) + γ + C0
√
2Cδ.
Finally, for η > 0 ﬁxed, we get a contradiction by choosing δ,α and γ small enough.
Case 2. t = 0 or s = 0. For η, α, γ ﬁxed, we assume that there exists a sequence δ → 0 and (x, t, s) =
(xδ, tδ, sδ) ∈ Ω1 × [0, T )2 such that tδ = 0 or sδ = 0. We deal with the case tδ = 0 as the other case
sδ = 0 is similar. Then
u
(
xδ,0
)− v(xδ, sδ)= M + Ψ (xδ,0, s) M
4
> 0.
From (7.5), we deduce that, up to an extraction of a subsequence, we have (xδ, sδ) → (x,0) ∈ Ω1 ×
[0, T ) as δ → 0. Therefore for β > 0 we have
0 <
M
4
 limsup
δ→0
(
u
(
xδ,0
)− v(xδ, sδ)) u(x,0) − v(x,0) 0,
where we have used the comparison to the initial condition. This leads to a contradiction in the case
β > 0 or β = 0 and x ∈ ∂Ω1. For the case β = 0 and x ∈ Ω1, we get a contradiction exactly as in
Case 1(i).
It is worth noticing that, in the whole proof, we ﬁrst ﬁx η, and then we choose respectively γ , α
and δ small enough.
8. Proof of Theorem 3.6
In this section we ﬁrst present the construction of an auxiliary function ξ which plays a crucial
role in the proof of Theorem 3.6.
Lemma 8.1 (Auxiliary function). Let u ∈ USC(Ω × [0, T )), v ∈ LSC(Ω × [0, T )) such that u  C0 , v −C0 ,
C0  0, and let M := supΩ×[0,T )(u − v) > 0. Then for all c > 0, there exist a C∞-function ξc :Rn × [0, T ) →
R with |ξc | 3C0 and a positive constant ac > 0 such that for every x, y ∈ Ω and s, t ∈ [0, T ):
v(y, s) ξc
(
x+ y
2
,
t + s
2
)
 u(x, t),
if u(x, t) − v(y, s) M − ac , |x− y| + |t − s| ac and |x|, |y| c.
Proof. We essentially revisit the proof of Lemma 5.2 in Barles [5]. Without loss of generality, we can
extend the proof of our result on [0, T ] by deﬁning the end point of u and v as follows:
u(x, T ) = limsup
t<T , (y,t)→(x,T )
u(y, t), v(x, T ) = lim inf
t<T , (y,t)→(x,T ) v(y, t).
Let M := supB2c×[0,T ](u − v) with B2c := {x ∈ Ω; |x|  2c}. Let F = {(x, t) ∈ B2c × [0, T ]; u(x, t) −
v(x, t) = M}. We have u  C0, v −C0 and u − v = M on F . This implies that
|u|, |v| C0 + M  3C0 on F . (8.1)
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u and v to F are continuous. Therefore, the restriction to F of the function (x, t) → (u + v)/2 is
also a continuous function on F which satisﬁes (8.1). We may extend this function as a continuous
function in Rn ×R (still bounded by 3C0) and then, by standard regularization arguments, there exists
a C∞-function ξ˜ such that
∣∣∣∣ξ˜ (x, t) − u(x, t) + v(x, t)2
∣∣∣∣ M8 on F and |ξ˜ | 3C0 on Rn ×R. (8.2)
In order to show the lemma, we now argue by contradiction assuming that there exist two se-
quences (xac , tac ), (yac , sac ) such that for ac small enough, u(xac , tac ) − v(yac , sac )  M − ac and
|xac − yac | + |tac − sac | ac and such that, say, u(xac , tac )− ξ˜ ( xac+yac2 , tac+sac2 ) < 0. Extracting, if neces-
sary, subsequences, we may assume without loss of generality that (xac , tac ), (yac , sac ) → (x, t). Then
it is easy to show the convergence of u(xac , tac ) − v(yac , sac ) to M = u(x, t) − v(x, t). By considering
the upper semi-continuity of u and the lower semi-continuity of v , this implies, on the one hand,
u(xac , tac ) → u(x, t), v(yac , sac ) → v(x, t). On the other hand, by using the continuity of ξ˜ , we obtain
u(x, t) − ξ˜ (x, t) = lim
ac→0
(
u(xac , tac ) − ξ˜
(
xac + yac
2
,
tac + sac
2
))
 0. (8.3)
But since u(x, t) − v(x, t) = M, with (x, t) ∈ F , we deduce from (8.2) that
ξ˜ (x, t) u(x, t) + v(x, t)
2
+ M
8
= u(x, t) − 3M
8
< u(x, t),
which contradicts (8.3). Finally, we arrive to the result by taking ξc as the restriction of ξ˜ on [0, T )
multiplied by a cut-off function ψ ∈ C∞(Rn) such that ψ = 1 on Bc and zero outside B2c . 
Proof of Theorem 3.6. The proof is divided into three steps.
Step 1: Test function. In order to replace the nonlinearity F by a monotone one, we deﬁne the new
functions
u := e−λtu and v := e−λt v,
where λ > 0 is a constant which will be determined later. Obviously, u (resp. v) is a sub-solution
(resp. super-solution) of the following problem
⎧⎨
⎩
βut = [u] − βλu in Ω × (0, T ),
ut = ∂u
∂xn
+ F (u, t) on ∂Ω × (0, T ), (8.4)
and
u(x,0) = u0(x) for
{
x ∈ Ω if β > 0,
x ∈ ∂Ω if β = 0, (8.5)
with
F (u, t) = e−λt F (eλtu)− λu.
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the supremum, there exists Pk0 = (xk0 , tk0) ∈ Ω × [0, T ), for some index k0, such that
u
(
Pk0
)− v(Pk0) M
2
. (8.6)
Let us introduce the following constant:
C∗ = ‖u‖L∞(Ω×[0,T )) + ‖v‖L∞(Ω×[0,T )).
We now take the following notation: x = (x′, xn) with x′ = (x1, . . . , xn−1), and for α,γ ,η > 0 (to be
ﬁxed later), we can approximate the functions u, v by the functions:
u˜(x, t) := u(x, t) − α∣∣x′∣∣2 − γ√1+ xn − η
T − t  C∗, (8.7)
v˜(y, s) := v(y, s) + α∣∣y′∣∣2 + γ√1+ yn + η
T − s −C∗ (8.8)
and deﬁne
M˜ := sup
x∈Ω, t∈[0,T )
(
u˜(x, t) − v˜(x, t)).
In order to dedouble the variables in space and time, following the proof of Theorem 3.2 in [5], we
deﬁne the function Φ˜ : (Ω × [0, T ))2 → R by:
Φ˜(x, t, y, s) := (x− y)
2
ε2
+ B(xn − yn)
2
ε2
+ (t − s)
2
δ2
+ 2(t − s)(xn − yn)
δ2
− (xn − yn)F
(
ξ
(
x+ y
2
,
t + s
2
)
,
t + s
2
)
,
where the parameters B, ε, δ > 0 will be chosen later. Moreover c > 0 is a constant that will be
deﬁned later (only depending on α, γ , λ, C∗ , ‖F‖L∞(R)) and the smooth function
ξ = ξc (8.9)
is the auxiliary function associated to u˜ and v˜ , and given by Lemma 8.1, which shows in particular
the following estimate
|ξ | 3C∗. (8.10)
We note that Φ˜(x, t, x, t) = 0. Then we set
M = MB,ε,δ := sup
x,y∈Ω, t,s∈[0,T )
(
u˜(x, t) − v˜(y, s) − Φ˜(x, t, y, s)) M˜. (8.11)
Step 2: A priori estimates. By choosing η, α, γ small enough such that
η
k0
+ α∣∣(xk0)′∣∣2 + γ√1+ xk0n  M ,
T − t 8
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M  M˜  u˜
(
Pk0
)− v˜(Pk0) M
4
> 0. (8.12)
Hence, from the deﬁnition of M, there exist sequences xk, yk ∈ Ω, tk, sk ∈ [0, T ) such that
u˜
(
xk, tk
)− v˜(yk, sk)− Φ˜(xk, tk, yk, sk)→ M > 0 as k → ∞,
and, by taking k large enough, we deduce that
u˜
(
xk, tk
)− v˜(yk, sk)− Φ˜(xk, tk, yk, sk) M
2
> 0. (8.13)
From (8.10), it follows that
∣∣∣∣F
(
ξ
(
xk + yk
2
,
tk + sk
2
)
,
tk + sk
2
)∣∣∣∣ rC1 = C1(λ,C∗,‖F‖L∞(R)).
Then if we take ε  δ  1, Young’s inequality yields
∣∣∣∣(xkn − ykn)F
(
ξ
(
xk + yk
2
,
tk + sk
2
)
,
tk + sk
2
)∣∣∣∣
 (x
k
n − ykn)2
ε2
+ C
2
1ε
2
4
 (x
k
n − ykn)2
ε2
+ C
2
1δ
2
4
, (8.14)
and
|2(tk − sk)(xkn − ykn)|
δ2
 1
2
(tk − sk)2
δ2
+ 2 (x
k
n − ykn)2
ε2
. (8.15)
Using (8.14), (8.15), we deduce that for B  3
Φ˜
(
xk, tk, yk, sk
)
 (x− y)
2
ε2
+ (B − 3)(xn − yn)
2
ε2
+ (t − s)
2
2δ2
− C
2
1δ
2
4
−C
2
1δ
2
4
.
Using (8.13), we conclude that
(xk − yk)2
ε2
+ (t
k − sk)2
2δ2
+ α(∣∣(xk)′∣∣2 + ∣∣(yk)′∣∣2)+ γ√1+ xkn + γ
√
1+ ykn + η
T − tk +
η
T − sk
 C∗∗,
with (for δ  1)
C∗∗ = C∗ + C
2
1
4
= C∗∗
(
λ,C∗,‖F‖L∞(R)
)
.
Then, up to an extraction of a subsequence, we have
(
xk, tk, yk, sk
)→ (x, t, y, s) ∈ (Ω)2 × [0, T )2 as k → ∞,
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u˜(x, t) − v˜(y, s) − Φ˜(x, t, y, s) = M > 0 and Φ˜(x, t, y, s)−C
2
1δ
2
4
(8.16)
and the same a priori estimate
(x− y)2
ε2
+ (t − s)
2
2δ2
+ α(∣∣x′∣∣2 + ∣∣y′∣∣2)+ γ√1+ xn + γ√1+ yn + η
T − t +
η
T − s
 C∗∗. (8.17)
Step 3: Getting contradiction. In order to get a contradiction, we have to distinguish two cases:
Case 1. t > 0 and s > 0.
(i) If x ∈ ∂Ω or y ∈ ∂Ω . We only study the case x ∈ ∂Ω as it is similar for y ∈ ∂Ω . Let ϕu :Ω ×
[0, T ) → R be the function deﬁned by
ϕu(x, t) := M + v˜(y, s) + Φ˜(x, t, y, s) + α∣∣x′∣∣2 + γ√1+ xn + η
T − t .
Using (8.16), we see that ϕu is a test function for u and hence we obtain
min
{
βϕut (P0) − ϕu(P0) − βλu , ϕut (P0) − F
(
ϕu(P0), t
)− ∂ϕu
∂xn
(P0)
}
 0,
where P0 = (x, t). We note that the case βϕut (P0) − ϕu(P0) − βλu  0 can be treated as in the
sub-case (ii) below, so it is suﬃcient to study the case where ϕut (P0) − F (ϕu(P0), t) − ∂ϕ
u
∂xn
(P0) 0,
which implies, with xn = 0:
η
(T − t)2 +
2(xn − yn)
δ2
− γ
2
√
1+ xn
+ F
(
ξ
(
x+ y
2
,
t + s
2
)
,
t + s
2
)
− F (u(x, t), t)
− 2(1+ B)(xn − yn)
ε2
− (xn − yn)
2
(F )′u .ξ ′t +
(xn − yn)
2
(F )′u .ξ ′x −
(xn − yn)
2
(F )′t  0, (8.18)
where
ξ ′t = ξ ′t
(
x+ y
2
,
t + s
2
)
, (F )′t = (F )′t
(
ξ
(
x+ y
2
,
t + s
2
)
,
t + s
2
)
(8.19)
and
ξ ′x = ξ ′x
(
x+ y
2
,
t + s
2
)
, (F )′u = (F )′u
(
ξ
(
x+ y
2
,
t + s
2
)
,
t + s
2
)
(8.20)
are the ﬁrst partial derivatives of ξ and F . On the one hand, from (8.16) and (8.11), we deduce that
u˜(x, t) − v˜(y, s) M˜ − C
2
1δ
2
. (8.21)
4
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|x|, |y| C2 = C2(α,γ ,C∗∗) and |x− y| ε
√
C∗∗, |t − s| δ
√
2C∗∗. (8.22)
Then in (8.9), we can choose
c = c(α,γ ,λ,C∗,‖F‖L∞(R)) := C2
and Lemma 8.1 gives the existence of a number ac > 0. Then choosing 0 < ε  δ small enough, we
deduce from (8.21) and (8.22) that
u˜(x, t) − v˜(y, s) M˜ − ac, |x− y| + |t − s| ac and |x|, |y| c.
Therefore, we deduce from Lemma 8.1 that
ξ
(
x+ y
2
,
t + s
2
)
 u˜(x, t) u(x, t).
On the other hand, for the choice λ ‖F ′‖L∞(R) , we have F ′u  0 and then we can estimate
F
(
ξ
(
x+ y
2
,
t + s
2
)
,
t + s
2
)
− F (u(x, t), t)−C |t − s|. (8.23)
Now, as the terms in (8.19) and (8.20) are bounded, we conclude from (8.18), (8.23) and (8.17) that
η
T 2
− γ
2
 O
(
ε
δ2
)
+ O (ε) + O (δ).
Moreover, for η > 0 ﬁxed, we get the contradiction if we take ε, δ, γ small enough so that ε = ε(δ)
δ3  1 and γ < η/T 2. We note that in the case of (x, y) ∈ Ω × ∂Ω, the test function for v is given by
ϕv(y, s) := −M + u˜(x, t) − Φ˜(x, t, y, s) − α∣∣y′∣∣2 − γ√1+ yn − η
T − s .
(ii) If x ∈ Ω and y ∈ Ω . We know from (8.16) that u(x, t) − v(y, s) − Φ(x, t, y, s) has a local
maximum at (x, y, t, s), where
Φ(x, t, y, s) := Φ˜(x, t, y, s) + α(∣∣x′∣∣2 + ∣∣y′∣∣2)+ γ (√1+ xn +√1+ yn) + η
T − t +
η
T − s .
Then it is natural to apply the classical Ishii’s lemma in the elliptic case with the new coordinates
(x˜ = (x, t), y˜ = (y, s)) and this is what we do. Indeed, we only use a corollary of Ishii’s lemma, namely
Corollary A.3 which is given in Appendix A. Applying Corollary A.3, we get for every μ > 0 satisfying
μA < I (with A deﬁned in (A.2) and I is the identity matrix of R2(n+1)), the existence of symmetric
n× n matrices X , Y such that(
τ1, p1,
(
X ∗
∗ ∗
))
∈ D+u(x, t),
(
τ2, p2,
(
Y ∗
∗ ∗
))
∈ D−v(y, s), (8.24)
and
−
(
1
μ
+ ‖A‖
)
Iˆ 
(
X 0
0 −Y
)
 A + 2μ(A2 + A1 · AT1 ), (8.25)
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(x, t, y, s): τ1 := ∂tΦ, p1 := DxΦ, τ2 := −∂sΦ, p2 := −DyΦ, and
A =
(
D2xxΦ D
2
xyΦ
D2yxΦ D
2
yyΦ
)
and A1 =
(
D2xtΦ D
2
xsΦ
D2ytΦ D
2
ysΦ
)
.
A simple computation shows that
A = 2
ε2
(
I −I
−I I
)
+ 2B
ε2
(
In −In
−In In
)
+ 2α
(
I ′ 0
0 I ′
)
− γ
4
⎛
⎝ 1(1+xn)3/2 In 0
0 1
(1+yn)3/2 In
⎞
⎠
−
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎛
⎜⎜⎝
0
· P ′
0
P ′ 2Pn
⎞
⎟⎟⎠
⎛
⎜⎜⎝
0
· −P ′
0
P ′ 0
⎞
⎟⎟⎠
⎛
⎜⎜⎝
0
· P ′
0
−P ′ 0
⎞
⎟⎟⎠
⎛
⎜⎜⎝
0
· −P ′
0
−P ′ −2Pn
⎞
⎟⎟⎠
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
− (xn − yn)
(
D2 F˜ D2 F˜
D2 F˜ D2 F˜
)
.
Here I is the identity matrix of Rn and for all i, j ∈ {1, . . . ,n}, (In)i, j = 1 if i = j = n and 0 otherwise,
and (I ′)i, j := 1 if i = j  n− 1 and 0 otherwise. Moreover
F˜ (x, y) := F
(
ξ
(
t + s
2
,
x+ y
2
)
,
t + s
2
)
, P ′ := Dx′ F˜ = Dy′ F˜ , Pn := Dxn F˜ = Dyn F˜ ,
for all x= (x′, xn) ∈ Rn−1×R and y = (y′, yn) ∈ Rn−1×R. Then we can write the viscosity inequalities
for the limit sub/superdifferentials D−v(y, s) and D+u(x, t). This gives
βτ1 + βλu(x, t) − tr(X) 0
and
βτ2 + βλv(y, s) − tr(Y ) 0,
where tr is the trace of the appropriate matrix. Subtracting these viscosity inequalities and using
(8.16), we get
β(∂tΦ + ∂sΦ) + βλ(Φ + M) tr(X − Y ),
i.e.
β
(
η
(T − t)2 +
η
(T − s)2 − (xn − yn)
(
(F )′t + (F )′uξ ′t
))+ βλ(Φ + M) tr(X − Y ).
Moreover, using the deﬁnition of Φ, we conclude that
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(
η
(T − t)2 +
η
(T − s)2 − (xn − yn)
(
(F )′t + (F )′uξ ′t
))+ βλ(M − (xn − yn)F )
+ βλ
(
B(xn − yn)2
ε2
+ (t − s)
2
δ2
+ 2(t − s)(xn − yn)
δ2
)
 tr(X − Y ). (8.26)
Using the fact that B  1 and M > 0, we deduce that
2β
η
T 2
− β(xn − yn)
(
(F )′t + (F )′uξ ′t + λF
)
 tr(X − Y ).
From (8.22), we deduce that
2β
η
T 2
 tr(X − Y ) + O (ε). (8.27)
On the other hand, taking the matrix inequality (8.25) on the vectors
( ξ
ξ
)T
and
( ξ
ξ
)
, we get
ξ T (X − Y )ξ  K1 + K2
with
K1 =
(
ξ
ξ
)T
A
(
ξ
ξ
)
= 4α∣∣ξ ′∣∣2 − γ
4
(
1
(1+ xn)3/2 +
1
(1+ yn)3/2
)
ξ2n − 4(xn − yn)ξ T D2 F˜ ξ
and
K2 = 2μ
(
ξ
ξ
)T (
A2 + A1 · AT1
)( ξ
ξ
)
 4μ
∥∥A2 + A1 · AT1∥∥|ξ |2.
Using again the a priori estimate (8.17), we have
−γ
4
{
1
(1+ xn)3/2 +
1
(1+ yn)3/2
}
−C ′γ 4,
and we conclude that
tr(X − Y ) 4α(n − 1) − C ′γ 4 − 4(xn − yn) tr
(
D2 F˜
)+ 4μn∥∥A2 + A1 · AT1∥∥. (8.28)
From (8.27) and the bounds on F in W 2,∞(R), we deduce that
2β
η
T 2
 4α(n − 1) − C ′γ 4 + O (ε) + 4μn∥∥A2 + A1 · AT1∥∥.
Because all the terms are independent of μ, we can ﬁrst take the limit μ → 0. Recall that β  0, and
then we cannot use η to get a contradiction as usual. We then have to get a contradiction only using
the following inequality:
0 4α(n − 1) − C ′γ 4 + O (ε).
To this end, for given γ > 0, we get a contradiction choosing α,ε small enough such that ε  γ 4 and
8α(n− 1) < C ′γ 4.
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δ → 0 and (x, t, y, s) = (xδ, tδ, yδ, sδ) ∈ (Ω ×[0, T ))2 such that sδ = 0 or tδ = 0. It is suﬃcient to study
the case tδ = 0 as the other case can be deduced similarly. Thus
u˜
(
xδ,0
)− v˜(yδ, sδ)= M + Φ˜(xδ,0, yδ, sδ),
and we deduce from (8.17) (with ε  δ3  1) that, up to extraction of a subsequence, we have
(xδ,0, yδ, sδ) → (x,0, x,0) ∈ (Ω × [0, T ))2 as δ → 0. Hence in the case β > 0, we conclude that (us-
ing (8.16))
0 < M  limsup
δ→0
(
M + Φ˜(xδ,0, yδ, sδ))= limsup
δ→0
(
u˜
(
xδ,0
)− v˜(yδ, sδ)) u(x,0) − v(x,0) 0,
where we have used the comparison to the initial condition. This gives a contradiction in the case
β > 0 and in the case β = 0 if x ∈ ∂Ω . In the case β = 0 and x ∈ Ω , we get a contradiction exactly as
in the Case 1(i).
In the whole proof, we ﬁrst ﬁx η and B . After that, we ﬁx respectively γ , α, δ, ε (and μ). 
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Appendix A
This appendix is dedicated to the proof of a corollary of Ishii’s lemma (Corollary A.3), which is
used in the proof of Theorem 3.6. First, we recall the elliptic sub- and superdifferentials of semi-
continuous functions and the classical Ishii’s lemma. In all what follows, we denote by Sn the set of
symmetric n× n matrices.
Deﬁnition A.1 (Elliptic sub- and superdifferential of order two). Let U be a locally compact subset of
R
n and u ∈ USC(U ). Then the superdifferential D+u of order two of the function u is deﬁned by:
(p, X) ∈ Rn × Sn belongs to D+u(x) if x ∈ U and
u(y) u(x) + 〈p, y − x〉 + 1
2
〈
X(y − x), y − x〉+ o(|y − x|2)
as U  y → x. In a similar way, we deﬁne the subdifferential of order two by D−u = −D+(−u). We
also deﬁne:
D+u(x) =
⎧⎨
⎩
(p, X) ∈ Rn × Sn, ∃(xn, pn, Xn) ∈ U ×Rn × Sn
such that (pn, Xn) ∈ D+u(xn)
and (xn,u(xn), pn, Xn) → (x,u(x), p, X)
⎫⎬
⎭ .
The set D−u(x) is deﬁned in a similar way.
Now recall the classical elliptic version of Ishii’s lemma.
Lemma A.2 (Elliptic version of Ishii’s lemma). Let U and V be locally compact subsets of Rn, u ∈ USC(U ) and
v ∈ LSC(V ). Let ϕ :U × V → R be of class C2. Assume that (x, y) → u(x) − v(y) − ϕ(x, y) reaches a local
A.Z. Fino et al. / J. Differential Equations 252 (2012) 258–293 291maximum at (x, y) ∈ U ×V .We note p1 = Dxϕ(x, y), p2 = −Dyϕ(x, y) and A = D2ϕ(x, y). Then, for every
μ > 0 such that μA < Iˆ, there exist X, Y ∈ Sn such that:
(p1, X) ∈ D+u(x), (p2, Y ) ∈ D−v(y), −
(
1
μ
+ ‖A‖
)
Iˆ 
(
X 0
0 −Y
)
 A +μA2,
(A.1)
where Iˆ is the identity matrix of R2n. The norm of the symmetric matrix A used in (A.1) is
‖A‖ = sup{|λ|: λ is an eigenvalue of A}= sup{∣∣〈Aξ, ξ〉∣∣: |ξ | 1}.
For the proof, we refer the reader to Theorem 3.2 in the User’s Guide [15].
Then we have:
Corollary A.3 (Consequence of Ishii’s lemma). Given T > 0. Let U and V be locally compact subsets of Rn,
u ∈ USC(U ×[0, T )) and v ∈ LSC(V ×[0, T )). LetΦ :U ×[0, T )×V ×[0, T ) → R be of class C2. Assume that
(x, t, y, s) → u(x, t)− v(y, s)−Φ(x, t, y, s) reaches a local maximum in (x, t, y, s) ∈ U ×[0, T )×V ×[0, T ).
Computing the following quantities at the point (x, t, y, s), we set τ1 = ∂tΦ , τ2 = −∂sΦ , p1 = DxΦ , p2 =
−DyΦ and
A =
(
A A1
AT1 A2
)
with A =
(
D2xxΦ D
2
xyΦ
D2yxΦ D
2
yyΦ
)
,
A1 =
(
D2xtΦ D
2
xsΦ
D2ytΦ D
2
ysΦ
)
, A2 =
(
D2ttΦ D
2
tsΦ
D2stΦ D
2
ssΦ
)
. (A.2)
Let I be the identity matrix ofR2(n+1) . Then for everyμ > 0 such thatμA < I, there exist X, Y ∈ Sn such that
(where we denote by ∗ some elements that we do not precise):
(
τ1, p1,
(
X ∗
∗ ∗
))
∈ D+u(x, t),
(
τ2, p2,
(
Y ∗
∗ ∗
))
∈ D−v(y, s),
and
−
(
1
μ
+ ‖A‖
)
Iˆ 
(
X 0
0 −Y
)
 A + 2μ(A2 + A1 · AT1 ),
where Iˆ is the identity matrix of R2n.
Proof. Because Φ ∈ C2 and u(x, t) − v(y, s) − Φ(x, t, y, s) admits a local maximum in (x, t, y, s), we
can then apply the elliptic Ishii’s lemma (Lemma A.2) with the new variables x˜ := (x, t) and y˜ :=
(y, s). We obtain, for every μ satisfying μ A˜ < I with the 2(n + 1) × 2(n + 1) matrix A˜ = D2Φ , that
there exist X˜, Y˜ ∈ Sn+1 with
X˜ =
(
X C
tC δ
)
, Y˜ =
(
Y D
t D ρ
)
with X, Y ∈ Sn, C, D ∈ Rn and δ,ρ ∈ R
such that:
(
(p1, τ1), X˜
) ∈ D+u(x, t), ((p2, τ2), Y˜ ) ∈ D−v(y, s)
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−
(
1
μ
+ ‖ A˜‖
)
I 
⎛
⎜⎝
X C
tC δ
0
0
−Y −D
−t D −ρ
⎞
⎟⎠ A˜ +μ A˜2. (A.3)
We ﬁrst remark that the matrix A (deﬁned in (A.2)) is obtained from A˜ by relabeling the vectors of
the basis (going from coordinates (x, t, y, s) for A˜ to coordinates (x, y, t, s) for A). Therefore we have
‖ A˜‖ = ‖A‖ and the condition μ A˜ < I is equivalent to μA < I .
Next, for ξ,η ∈ Rn, applying the vector V˜ = (ξ,0, η,0)T to the matrix inequality (A.3), yields with
V = (ξ,η)T :
−
(
1
μ
+ ‖A‖
)
〈 Iˆ · V , V 〉
〈(
X 0
0 −Y
)
· V , V
〉

〈(
A˜ +μ A˜2) · V˜ , V˜ 〉=: J . (A.4)
Remark that using the relabeling of the vectors of the basis, we have
〈
A˜k V˜ , V˜
〉= 〈AkV , V 〉 with V = ( V
0R2
)
, for k = 1,2.
We compute
(
V
0
)T (
A A1
AT1 A2
)(
V
0
)
= V T AV
and
(
V
0
)T (
A A1
AT1 A2
)2(
V
0
)
= V T A2V + V T A1AT1 V + 2
〈
AV , AT1 V
〉
 2
(|AV |2 + ∣∣AT1 V ∣∣2).
This gives
J  V T AV + 2μ(|AV |2 + ∣∣AT1 V ∣∣2)
and then (A.4) implies
−
(
1
μ
+ ‖A‖
)
Iˆ 
(
X 0
0 −Y
)
 A + 2μ(A2 + A1 · AT1 ),
which achieves the proof. 
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