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Re´sume´. De nos jours, les me´dias sociaux sont de plus en plus utilise´s par les patients
et les professionnels de sante´. Il s’agit d’une ressource textuelle riche, ge´ne´re´e par les tre`s
nombreux e´changes entre patients et, dans certains cas, professionnels de sante´. Dans cet
article, nous utilisons le mode`le d’apprentissage non supervise´ connu sous le nom de LDA
(Allocation de Dirichlet Latente) afin de de´tecter les diffe´rents the`mes aborde´s sur les
forums de sante´ et les re´seaux sociaux par les patients. Notre objectif est de repe´rer les
nouveaux the`mes directement issus des pre´occupations des patientes atteintes de cancer
du sein et de les comparer aux the`mes existant dans les auto-questionnaires propose´s dans
les essais cliniques en oncologie.
Mots-cle´s. Cancer du sein, fouille de texte, me´dias sociaux, apprentissage non-
supervise´.
Abstract. Nowadays, social media is increasingly used by patients and health pro-
fessionals. This is a rich text resource, generated by many exchanges between patients
and in some cases health professionals. In this paper, we use unsupervised learning model
known as LDA (Latent Dirichlet Allocation) to detect the different topics on health fo-
rums and social networks discussed by patients. Our main objective is to detect the
different themes by patients during their accounts in social media and compare them
with predefined themes existing in the questionnaires used in clinical trials. We also show
pretreatments to be performed on these data for such tasks.
Keywords. Breast cancer, text mining, socials medias, unsupervised learning.
1 Introduction
Les me´dias sociaux comme Facebook, Twitter ou les forums de´die´s a` la sante´ ont e´volue´
pour devenir des outils participatifs facilement accessibles pour l’e´change de connaissances
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et d’expe´riences. Ils constituent une collection structure´e de donne´es textuelles tre`s riche.
Ces me´dias sociaux permettent aux patients de maintenir leur anonymat tout en discutant
librement avec d’autres patients ou des professionnels de sante´. Alors que les communica-
tions avec les me´decins et le personnel me´dical dans les hoˆpitaux peuvent principalement
tourner autour de questions techniques, sur la maladie et le traitement, les me´dias so-
ciaux, quand a` eux, offrent l’acce`s a` des e´changes, le partage d’expe´riences et favorisent
le soutien mutuel entre patients confronte´s a` une situation similaire. Ainsi, les me´dias
sociaux peuvent eˆtre conside´re´s comme une ressource pre´cieuse pour l’e´tude de la qualite´
de vie (QdV) lie´e a` la sante´. Certaines e´tudes [7] montrent que l’environnement anonyme
des me´dias sociaux facilite l’expression d’opinions comme le doute et la peur.
Dans ce travail, nous proposons une approche pour structurer et e´valuer les informa-
tions cliniquement pertinentes a` partir des donne´es textuelles extraites des me´dias sociaux
tout en mettant l’accent sur la qualite´ de vie des patients atteints d’un cancer du sein.
Si des progre`s constants de la me´decine conduisent a` de nouveaux traitements ame´liorant
les chances de prolonger la quantite´ de vie, il est tout autant ne´cessaire de s’inte´resser
a` la qualite´ de ce gain de survie. Dans ce contexte, la qualite´ de vie peut donc eˆtre
conside´re´e comme un crite`re d’e´valuation clinique d’inte´reˆt. En particulier, dans les sit-
uations ge´riatriques et palliatives afin de s’assurer en priorite´ du confort et du bien-eˆtre
des patients.
Le but de notre de´marche est multiple : 1) Acce´der et exploiter des donne´es supple´men-
taires a` celles ge´ne´re´es par les essais cliniques ; 2) De´couvrir des opinions et des sentiments
sur-exprime´s par les patients en dehors de l’environnement clinique et la relation me´decin-
patient ; 3) Offrir un point de vue alternatifs a` celui des essais cliniques ou` la qualite´ de
vie est mesure´e sur la base de questionnaires pre´-formule´s; 4) Aider les experts cliniques
a` comprendre les besoins et les pre´occupations des patients tout le long de leur prise en
charge.
2 Me´thodologie utilise´e
Dans ce travail, nous utilisons la LDA [3] pour de´couvrir les the`mes e´voque´s dans les
forums de sante´ et illustrer comment ces the`mes peuvent eˆtre utilise´s dans l’e´tude de la
qualite´ de vie. Le mode`le d’apprentissage non supervise´ LDA est ge´ne´ralement utilise´
pour la de´tection des the`mes dans un corpus de textes. C’est un mode`le probabiliste avec
une de´finition hie´rarchique de ses composants. Il est plus constructif, en ce sens qu’on
pourrait ge´ne´rer de nouveaux documents a` partir d’un mode`le donne´. Il est relativement
simple et robuste, avec une repre´sentation en “sac-de-mots”, il ne prend en conside´ration
ni l’ordre d’apparition des termes, ni la structure du texte lors des traitements.
Dans un corpus textuel, nous avons un vocabulaire ayant une taille nW , il s’agit d’une
collection de termes pre´traite´s qui occurrent dans le corpus. Nous avons e´galement un
nombre nD de documents et un nombre de the`mes k.
2
Le mode`le de ge´ne´ration du corpus de LDA est le suivant [8] :
• Pour chaque the`me t ∈ {1 . . . k}, tirer ale´atoirement les parame`tres des lois discre`tes
probabilisant les occurrences des mots du vocabulaire selon une loi de Dirichlet
βt = (βt1, . . . , βtnw)
• Pour chaque document d ∈ {1, . . . , nD} :
– Tirer ale´atoirement la distribution des the`mes dans d selon
αd = (αd1, . . . , αdnT ) ∼ Dir(λα, . . . , λα). Chaque αdt indique donc la propor-
tion des occurrences du document d qui sont associe´es au the`me t.
– Pour chaque position i dans d, i ∈ {1, . . . ld}
∗ Tirer ale´atoirement un the`me selon une loi discre`te Tdi ∼ Disc(αd).
∗ Tirer ale´atoirement un mot conditionnellement au the`me selon :
Wdi ∼ Disc(βTdi)
L’information principale que nous pouvons apprendre en ajustant un tel mode`le sur
un corpus de donne´es textuelles est la de´tection des the`mes et la distribution des the`mes
sur les documents contenus dans le corpus. Le nombre e´leve´ de parame`tres inconnus dans
ce mode`le rend l’infe´rence difficile, mais les techniques de Bayes comme l’e´chantillonnage
de Gibbs se sont ave´re´es fiables. Base´es sur la distribution a priori des poids des termes
dans les the`mes et des the`mes dans les documents, ces techniques d’infe´rence confrontent
le mode`le a` des donne´es et estiment les distributions a posteriori. Plus important encore,
la structure des the`mes la plus probable et les probabilite´s d’occurrence des the`mes dans
chaque document sont propose´es.
Pour le mode`le LDA, il faut spe´cifier deux distributions a priori de type Dirichlet,
chacune caracte´rise´e par un parame`tre de concentration ν > 0; un pour les k vecteurs
de poids ωti des termes dans les the`mes avec parame`tre νtheme et un autre pour les D
vecteurs de poids ωdt de the`mes dans les documents avec des parame`tres νdoc.
2.1 Choix des parame`tres α et δ
Outre le parame`tre k, deux autres variables souvent note´es α et δ ont une influence sur la
re´partition des probabilite´s pour chaque the`me des messages. Ce sont des parame`tres de
concentration pour les distributions a priori des the`mes sur un message (α) et d’un mot
sur un the`me (δ).
Dans ce qui suit, nous expliquons notre choix de α sur la base de son influence sur la
distribution de probabilite´s des the`mes pour les messages et la distribution des termes pour
les the`mes. Lorsque α = 1, la distribution a priori pour le vecteur de sujet probabilite´s
correspond a` une distribution uniforme dans le simplexe avec k sommets. Lorsque α
augmente, cette distribution se concentre de plus en plus fortement vers le centre du
simplexe, de sorte que la plupart des probabilite´s sont pre`s de 1/k. Lorsque α diminue, elle
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se concentre de plus en plus fortement vers les sommets, ce qui conduit a` des probabilite´s
e´loigne´es de 1/k. Avec α fixe´, les probabilite´s se concentrent de plus en plus autour de
1/k lorsque k augmente. Dans [6], les valeurs α = α0/k avec la constante α0 = 50 sont
pre´conise´es, ou` la division par k maintient constante une certaine mesure de la complexite´
sur le mode`le. Une analyse exploratoire a montre´ que α0 = 50 conduit a` des vecteurs de
probabilite´ “tre`s plats” dans notre cas, ce qui rend difficile l’attribution d’un petit nombre
de the`mes a` l’indexation pour chaque message. D’autre part, une valeur tre`s petite de
α0 conduit a` des the`mes difficilement interpre´tables. Ceci e´tant duˆ a` une distribution
de probabilite´s plate des termes dans les the`mes et une apparition des termes similaires
dans plusieurs the`mes. Certaines e´tudes [5] ont montre´ que que le choix automatique des
parame`tres a` travers un crite`re de se´lection d’un mode`le rend l’interpre´tation difficile des
the`mes. Nous allons donc utiliser plusieurs me´thodes pour choisir le meilleur k sur nos
donne´es.
2.2 Choix du parame`tre k
Nos expe´rimentations ont e´te´ faites sur les corpus de´crits dans la section 3.1. Un accent a
e´te´ particulie`rement mis sur le choix du nombre de the`mes k. Pour cela, nous cherchons
a` trouver le mode`le pour lequel on obtient le parame`tre k optimal. E´tant donne´ qu’il est
impossible de comparer les mode`les LDA par des techniques classiques telles que l’AIC ou
le BIC, car difficile de calculer la vraisemblance du mode`le, nous utilisons des me´thodes
permettant de trouver le mode`le ayant le k optimal. Les trois me´thodes que nous avons
utilise´es sont les suivantes pour trouver le nombre de the`mes k optimal :
• Me´thode base´e sur la moyenne harmonique [6]. Le but ici est de calculer la
probabilite´ p(w|k). Vu qu’il est tre`s difficile, voire impossible d’avoir cette valeur,
on peut approximer p(w|k) en prenant la moyenne harmonique d’un ensemble de
valeurs de p(w|z, k). Le mode`le que nous retiendrons en faisant varier k sera celui
qui aura la valeur la plus e´leve´e.
• Me´thode base´e sur la densite´ [4] et me´thode base´e sur la divergence
de Kullback-Leibler [1]. Ces deux me´thodes suivent le meˆme principe, mais
diffe`rent juste sur certains points. Le principe revient a` calculer des similarite´s (ou
des distances) entre toutes les paires de the`mes pour diffe´rents mode`les obtenus
en faisant varier le nombre de the`mes. LDA peut eˆtre vu comme une me´thode
de “Factorisation par matrices non ne´gatives” M pouvant eˆtre de´compose´e en une
matrice M1 de the`mes-mots et une matrice M2 de documents-the`mes. La mesure
de divergence utilise´e est calcule´e par la formule 1 pour chaque valeur attribue´e a`
k. Le k optimal est celui qui a la plus faible divergence.
Div(M1,M2) = KL(CM1||CM2) + kl(CM2||CM1) (1)
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ou` CM1 est la de´composition en valeurs singulie`res de la matrice M1 et CM2 est la
distribution obtenue par normalisation du vecteur L ∗M2. L est le vecteur de taille
1 ∗D contenant la longueur de chaque document dans le corpus.
3 Application aux donne´es des forums
Les textes issus des forums de sante´ tels que CancerDuSein.org et lesimpatientes.
com puis des re´seaux sociaux tels que les “ les groupes Facebook” ne donnent qu’une
repre´sentation relativement frustre des the`mes aborde´s par les utilisateurs. De plus, le
nombre de “posts” sont fortement de´se´quilibre´s dans toutes les cate´gories. Ici, nous
cherchons une caracte´risation plus fine des the`mes avec des informations sur l’attribution
des termes aux the`mes et de l’attribution des the`mes aux “posts”.
3.1 Donne´es utilise´es et pre´traitements
Dans ce travail, nous utilisons diffe´rents me´dias sociaux (Facebook, cancerdusein.org, les-
impatientes.com). Nous avons 96 925 messages extraits du groupe Facebook, 130 000
messages extraits du forum “lesimpatientes.com” et 16 900 messages du forum
“CancerDuSein.org”.
Les messages des forums ont plusieurs particularite´s linguistiques qui peuvent influer
sur l’exe´cution de plusieurs taˆches [2]. Les utilisateurs de me´dias de sante´ sociale emploient
de l’argot, un vocabulaire informel, font beaucoup de fautes d’orthographe et utilisent
des abre´viations. Pour cette raison, nous avons pre´traite´ les donne´es en supprimant les
tags utilisateurs, hyperliens, adresses mails, pseudonymes et les expressions fre´quemment
utilise´es dans les me´dias sociaux tels que “lol, mdr, ...”
3.2 Expe´rimentations
Le mode`le a e´te´ applique´ sur les donne´es pre´sente´es pre´ce´demment, plusieurs the`mes ont
e´te´ se´lectionne´s et interpre´te´s par un oncologue spe´cialiste du cancer du sein.
La liste des the`mes de´termine´s n’est pas exhaustive puisqu’elle est associe´e au choix
du parame`tre k (ici k = 30). Les principales pre´occupations des patientes atteintes d’un
cancer du sein qui e´mergent des donne´es textuelles e´tudie´es ont e´te´ regroupe´es selon
des the´matiques qui concernent principalement cinq cate´gories : l’annonce de la maladie
(de´pistage, diagnostic et annonce du cancer, recherche de renseignements me´dicaux ), les
traitements et leurs effets inde´sirables (chirurgie, re´action a` l’annonce d’une chirurgie
du sein, reconstruction mammaire, protocole de chimiothe´rapie/radiothe´rapie, alope´cie
(duˆ a` la chimiothe´rapie), effet secondaire de la chimiothe´rapie, hormonothe´rapie et ses
effets secondaires), les relations avec le personnel me´dical (interaction avec les infirmie`res,
confiance dans le personnel me´dical), le ressenti des patientes par rapport a` leur maladie
(anxie´te´, e´tat d’esprit, soins et image du corps pendant le cancer, soutien de l’entourage),
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et enfin, tout ce qui concerne des aspects plus “pratiques” de leur vie (aspect financier,
vie quotidienne, vie professionnelle au cours du cancer).
4 Discussion
Nous avons remarque´ de bonnes correspondances entre les the`mes de´tecte´s et les auto-
questionnaires pour les patients atteints du cancer du sein, ce qui justifie la construction
rationnelle de ces questionnaires. Par ailleurs, nous pouvons confirmer que les me´dias
sociaux peuvent eˆtre une importante source d’informations pour les oncologues. De plus,
le nombre de the`mes est tre`s important dans la mesure ou` la taille des corpus a` traiter
diffe`re a` chaque fois. Il est donc important de trouver une me´thode semi-automatique
qui nous permettra de faciliter le choix du parame`tre k, car meˆme si manuellement on
aboutit parfois a` de bons re´sultats, cela est tre`s couˆteux en temps.
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