Beamformer is one of the main techniques for spatio-temporal neuroelectromagnetic source reconstruction. However, the classical Beamformer is extremely sensitive to strongly coherent sources, thereby encountering difficulty in localizing the highly correlated bilateral auditory cortices in auditory evoked field (AEF) or auditory steady state evoked potential. The multiple constrained minimum-variance Beamformer with coherent source region suppression (Beamformer-CS) can potentially overcome such difficulties. However, when coherent interferer is located close to the edges of the suppression region, Beamformer-CS has localization bias and the closer it is, the larger it will be. Here, we present an improved Beamformer-CS that can localize coherent sources with much less localization bias, especially in the case of the interferer close to the edges of the suppression region. First, based on approximate information about source energy distribution from other neuroimaging techniques, a region encompassing the coherent interfering sources is defined. Then, the dominant eigenvectors of the lead field matrix, weighted using source energy information obtained by other imaging method, for the suppression region is incorporated into Beamformer design as hard null constraints. Such weighting strategy is able to improve the localization performance. Simulation test shows that, compared to Beamformer-CS, the new weighting approach is of much smaller localization bias, sharper peak of the estimated sources, more robust against noise, and less sensitiveness to the number of the eigenvector components for the suppression region, as is also confirmed by real AEF data test.
INTRODUCTION
Reconstruction of electrical sources in the brain is an important problem in magnetoencephalography/electroencephalography (MEG/EEG). From the scalp EEG recordings to estimating the underlying sources is an ill-posed problem since infinite combinations of sources within brain can explain the identical scalp recordings. Many algorithms, each employing a different set of assumptions, have been proposed to overcome such limitations. Among them, a class of adaptive spatial filters, called Beamformer [1] [2] [3] attracted much attention because of its high spatial resolution and localization accuracy. 4 However, the ability of Beamformer reconstructing sources is limited by the implicit assumptions that the time courses between sources are not correlated, 5 and in such cases the coherent canceling phenomena 6 will lead to the failure of coherent sources localization. Usually, an equivalent diffused source will be located somewhere between the coherent sources. In recent years, two variants of Beamformers designed for coherent source localization were proposed, one is Beamformers with coherent source region suppression (Beamformer-CS), 7 and the other is Beamformers with Partial sensors coverage (Beamformer-P). Beamformer-CS was of higher localization accuracy than Beamformer-P. 9 Though it is designed specially for coherent source localization, Beamformer-CS is not dependent on the degree of source correlation. In this point, it has advantages over recently introduced dual source Beamformer. 10 In Beamformer-CS, a region encompassing the coherent interferers is defined, noted as suppression region. The dominant singular vectors of the lead field matrix for the suppression region (DLS) are incorporated into the Beamformer design as null constraints. Such process can suppress the activation of the coherent interferers, leading to substantially improved performance for coherent source localization. However, the coherent interferer may locate at any positions of the suppression region. For different interferer positions, the DLS in Beamformer-CS is the same, even when the interferer position is very close to the edge of the suppression region, in which case the Beamformer-CS may not adequately be steered to the interferer's locations, increasing the likelihood of localization errors and the closer, the larger (Fig. 4) . Here, based on Beamformer-CS, we proposed a further improved Beamformer which adopt weighted coherent source region suppression to handle coherent sources (Beamformer-WCS). The information about the interferers' approximate locations and the corresponding energy distribution are supposed to be obtained by other neuroimaging techniques, such as fMRI, PET, SPECT, or an approximate MEG/EEG imaging method, such as the low resolution brain electromagnetic tomography (LORETA), 11−13 or its various developments: the self-coherence enhancement algorithm (SCEA), 14 the Lp norm iterative sparse solution (LPISS). 15, 16 The approximate energy distribution is utilized both to determine the suppression region, and to weight the lead field matrix within the suppression region. Such weighting strategy will make the coherent interferers to be better suppressed. The paper is organized as follows: We describe the methodology in the section on "Methods". We have tested and compared the methodology with Beamformer-CS in the section on "Simulation study". Beamformer-WCS was applied to localize bilateral auditory cortices from MEG auditory evoked field (AEF) recording in the section on "application to AEE data", and finally, we conclude this paper with discussions and conclusions in the section on "Conclusions and discussions".
METHODS

The Classical Beamformer
The MEG can be modeled as Y = AS, where Y, M (channels) × N (sample points) matrix, indicates the MEG recordings, A, M × 2p(grid points), lead field matrix and S, 2p × N matrix, the time courses of the underlying sources. An adaptive Beamformer estimates the moment of the source at the location q by applying the following linear operator
where W(r) indicates the spatial filter weights for location r. The adaptive Beamformer seeks a weight W so as to pass the signal from location r and block the contribution from the locations other than r. Under the implicit assumption that the source moments associated with different sources are temporally uncorrelated, the solution to such minimization problem is given as 2,17
where R is the data correlation matrix. The power emitted by the source r is estimated as
where tr{•} is the trace operator. Using P (r) as the imaging index, the 3D source distribution can be obtained. Coherent sources are subject to cancelations. For example, suppose there are two coherent sources, whose waveforms are s 1 and s 2 , located at distinct positions with lead field L 1 and L 2 , respectively. Suppose s 1 = ks 2 , k is the scaling factor. Then
Inserting Eq. (4) into Eq. (3), a diffuse source, located at r c , whose field matrix L c will best match the combined field pattern (L 1 + kL 2 ), may be localized since P will get maximum values at r c . Instead, the true sources lead field matrix, either L 1 , L 2 , or any other field matrix in solution space, may not match (L 1 +kL 2 ) well; thus, the corresponding positions will not be noticed in the final image. As a result, the true coherent sources will be missed and a false equivalent blurred source will be located somewhere between the two true sources.
Beamformer with Coherent Source Region Suppression
To overcome the difficulty in coherent sources imaging, Beamformer-CS was proposed, 7 in which, coherent interfering source region is suppressed by imposing hard null constraints over the extended brain region that encompass the interfering source region. The DLS is obtained by singular value decomposition of the lead field matrix for the suppression region and then, is incorporated into the Beamformer design as additional constraints to null out the contribution at those positions represented by these singular vectors. In this way, thousands of the lead field vectors as constraints is avoided, and reasonable dominant singular vectors to represent the lead field matrix is feasible in computational practice. The lead field matrix of the suppression region Σ can be expressed as
By employing singular value decomposition to C Σ , the dominant left singular vectors, C S = [c 1 , . . . , c p ], representing the desired suppression region can be obtained. Usually, a small number of singular vectors can account for relatively large brain regions. Throughout our study, those singular vectors representing 97.5% of the variance are adopted. Then, C S is incorporated into the Beamformer design to block the activation within the suppression region by setting additional constraint C T S W(r) = [0]. Correspondingly, the lead field matrix L(r) will be augmented with the contribution from the desired suppression region and become
The potential disadvantages of such strategy are that mis-specification of the suppression region, especially when the interferer position is too close to an edge of the suppression volume, will increase the likelihood of localization error.
Beamformer with Weighted Coherent Source Region Suppression
Here, we propose a Beamformer with weighted coherent source region suppression (Beamformer-WCS) which aimed to further improve the coherent source localization accuracy by weighting the lead field matrix of the expected suppression region using approximate source distribution from other imaging method. In this work, LORETA was utilized to provide the approximate source information. However, LORETA is a nonadaptive method (the method depends on the model, not on the recorded data) and it is not influenced significantly by the temporal correlation of source time courses, usually causing a low resolution diffused source distribution. In our method, the distribution information can just be used to guide the definition of the suppression region, and the energy distribution D from LORETA is just used to weight the field matrix at each grid points within the suppression region. By employing the weighting strategy to the calculation of the lead field matrix for the suppression region, Eq. (5) turns into
where D(r Σi ) indicates the LORETA-based power at location r Σi . C Σ indicates the LORETA weighted lead field matrix for the suppression region. Correspondingly,
indicates the dominant left singular vectors from the weighted suppression region. For Beamformer-CS, no matter where the interferers are located within the suppression, center or close to the edge, the representative singular vectors remains constant, since the composite lead field matrix C Σ is fixed. Further, for Beamformer-WCS, when the DLS is calculated, the lead field matrix of the grid points closer to the true source will get more heavy weight, closer and more heavy (the aim of the singular value decomposition is to sort the eigenvectors according to the size of the corresponding eigenvalues). Such weighting strategy will make sure that the points surrounding the true coherent sources have more likelihood of being singled out as DLS, which will be incorporated into Beamformer design as null constraints. In other words, C Σ can better characterize the suppression region, since it incorporates the information about interfering source distribution within the suppression region into the calculation of DLS, not like in Beamformer-CS, in which the DLS keeps fixed for the identical suppression region with various source distribution. Theoretically, in Beamformer-WCS, as the suppression region is defined according to the energy distribution, the possibility that an interferer is close to an edge of the suppression region is low; furthermore, the grid points around the coherent sources are valued with higher weights, thus they are quite possibly being represented by DLS. In summary, C S not only characterizes the suppression region, but also heavier weights at those grid points around the sources are expected to be suppressed. Apparently, such a strategy suppresses the interferers with some degree of adaptation.
SIMULATION STUDY Simulation Settings and Evaluation Indexes
The sensor configuration of the 275-channel CTF Omega 2000 biomagnetic measurement system (VSM MedTech, Coquitlam, BC, Canada) was used in our simulations. The source space was based on a real subject's head shape from an anatomical MRI scan. The coordinates are defined as follows: the axis directed away from the origin to the left pre-auricular point was defined as the +y axis, and that from the origin to the nasion was the +x axis. The +z axis was defined as the axis perpendicular to both these axes and was directed from the origin toward the vertex. Two identical 10 Hz sine waves were used to simulate the time courses of the coherent sources. Localization bias (LB) and normalized blurring index (NBI) 15 in the region of interest (ROI) were used to measure the localization accuracy and spatial resolution ability of the proposed methods, respectively. The LB measures the distance between simulated sources and the estimated sources of maximum power within a sphere neighbor of the simulated sources. The NBI was introduced first in Ref. 13 , which is defined as
where the subscript i refers to a grid point of the discrete solution space in the 3D model, for the reconstructed distributions, it is selected as the point with maximum power within a sphere neighbor of the corresponding simulated source. The subscript k refers to the neighboring points within the spherical ROI surrounding the point i. The r k and r i are the spatial location vectors corresponding to the grid points k and i, respectively. Further, NBI can exhibit the distribution of sources, ROI. Generally, the smoother the sources spread in ROI, the closer to 1 the NBI is; otherwise, if the sources are sharply distributed, NBI is close to zero. Obviously, a smaller NBI is expected.
Performance Comparison of Two Methods in the Case of the Interfering Source Located Near the Center of the Suppression Region
Two identical synchronous sine wave sources were placed at (−40, 30, 40) mm and (−25, −25, 40) mm. A sensor lead field was calculated using a realistic geometry head model as the forward model, with a 5-mm-grid spacing. Gaussian white noise was added to the generated data such that the signal-to-noise (SNR) was equal to 2. The SNR was defined as the ratio of the Frobenius norm of the MEG data matrix to that of the noise matrix. In this simulation test, the suppression region defined is one with size of 55×50×40 mm (−55 ≤ x ≤ 0, 0 ≤ y ≤ 50, 20 ≤ z ≤ 60), and it encompasses the coherent interfering source at (−25, 25, 40) mm. Clearly, the interfering source was located nearly at the center of the suppression region. We took such suppression region for both Beamformer-CS and Beamformer-WCS. The results were described in Fig. 1 . Both Beamformer-CS and Beamformer-WCS can localize the other coherent source with LB = 0. Compared with Beamformer-CS (NBI = 0.78), Beamformer-WCS (NBI = 0.71, compared NBI = 0.78 in Beamformer-CS, p < 0.05) can pinpoint the source more sharply. The only difference is that the source distribution information obtained from LORETA was used to weight the field lead matrix of the suppression region in Beamformer-WCS.
Performance Comparison of Two Methods in the Case of the Interfering Source Located Near the Edge of the Suppression Region
Two identical coherent sources were placed at (−50, −45, 40) mm (S1) and (−40, 30, 40) mm (S2), respectively. The SNR was set to 2. Figure 2 shows the reconstruction results by LORETA. The slice at z = 40 mm was not shown because the estimated source distribution was very weak in this slice although the simulated sources was located there. However, LORETA (A) (B) Fig. 3 The reconstruction profile on the z = 40 mm plane and time course at the spatial peak, using Beamformer-CS (A) and Beamformer-WCS (B). The SNR was set to 2. The black diamond symbol indicates the simulated source positions. The outlined was defined as the suppression region.
provides approximate position information of the coherent sources. A region 55 × 50 × 40 mm (−55 ≤ x ≤ 0, −50 ≤ y ≤ 0, 20 ≤ z ≤ 60) encompassing the broad active region of source S1 was outlined as the suppression region. Source S1 was exactly located at the lateralright corner of the suppression region. It should be noted that the suppression region outlined in left subplot of Fig. 2 does not adequately cover the estimated active region of source S1 obtained by LORETA but is biased toward the front. Such a process is aimed at simulating the practical condition in which the LORETA may get larger estimation bias due to model error and lower the SNR and the true source may be located at the corner of the suppression region. 
Statistical Features of the Two Localization Methods
To assess how well a coherent interferer is suppressed depending on its position within the suppression region, this simulation was conducted. A source was fixed at (0, −30, 40) mm and a suppression region with size of 70 × 30 × 40 mm was located at (−35 ≤ x ≤ 35, 15 ≤ y ≤ 45, 20 ≤ z ≤ 60), encompassing the coherent interferer source at (0, 30, 40) mm. The SNR was set to 1.5. We searched for the fixed source at (0, −30, 40) mm, with the interferer source positioned at each of 1071 locations throughout the suppression region. For each location, 100 trials were generated and the final results were the mean over 100 trials. Such a simulation was conducted using Beamformer-CSRS and Beamformer-WCS, respectively. Figure 4 shows the localization bias of the source of interest as a function of the interferer within the suppression region, using Beamformer-CS. The mean LB was 4.3 mm, with 72% of the locations within the suppression region yielding reconstruction errors of 5 mm or less. In contrast, as expected, Beamformer-WCS can localize the fixed source with zero LB (the result was not presented here), no matter where the coherent interfering source was placed in the suppression region.
APPLICATION TO AEF DATA
In this section, the performance of the two Beamformers was evaluated on auditory evoked MEG data, which was acquired from a 24-year-old female using pure tones. The auditory stimuli consisted of 1 kHz pure tones of 400 ms durations. The interstimulus interval was randomly varied between 1.5-1.6 s. The sampling frequency was set to 1200 Hz. A total of 112 trials were averaged (Fig. 5(A) ). The paradigm was known to induce bilateral highly correlated activities across the left and right auditory cortices. Figure 5 (B) shows the reconstruction profile on z = 40 mm plane by employing LORETA to the temporal peaks. Two main active source regions emerge, respectively, on the left and right temporal cortices. Source reconstruction using the classical Beamformer shows a failure result of simultaneous bilateral activation, placing a low amplitude diffuse source near the center of the model sphere (Fig. 6(A) ).
According To assess how well the coherent source reconstruction is influenced by the definition of suppression region in real data, we conducted another experiment. The suppression region was deliberately confined to a region, away from the spatial peak of the left auditory cortex, (50 × 30 × 40 mm, ≤ x ≤ −20, 30 ≤ x ≤ 60, 20 ≤ z ≤ 60) (see the outlined region in (Figs. 7(A) and 7(B) ). Then, the two Beamformer techniques were implemented. Beamformer-WCS localized the right source at (0, −45, 40) mm with LB = 5 mm (Fig. 7(A) ) and Beamformer-CS at (−5, −55, 40) mm with LB = 10 mm (Fig. 7(B) ), in comparison with the case investigated above where the suppressed source was near the center of the suppression region and is prone to being suppressed sufficiently. at (−10, 45, 40) mm with LB = 5 mm and NBI = 0.5 ( Fig. 7(C) ) and Beamformer-CS at (−10, 50, 40) mm with LB = 7 mm and NBI = 0.6 ( Fig. 7(D) ). Likewise, the source distribution obtained by the former is more focal. We also investigated the case in real AEF data when the estimated spatial peak of the active source was located at the corner of the suppression region. Figure 8 shows the reconstruction results under such condition. The reconstructed time courses of the left source retrieved by Beamformer-CS is inverted to the reasonable one in Fig. 6(B) and clearly, the noise increased. Furthermore, due to the incomplete blocking of the interferer activation (compare Figs. 6(A) and 8(A)), a false source (peak at (15, −5, 40) mm) near the model center emerged, although the true source position exhibited diffusive and weaker activation. The reconstruction results obtained by Beamformer-WCS are not so bad as that by Beamformer-CS, although the reconstructed time courses was contaminated slightly and the LB increases a little (localized at (−15, 55, 40) mm, compared with the results (−10, 45, 40) mm in Fig. 6(B) ).
CONCLUSIONS AND DISCUSSIONS
The Effect of the Number of the Chosen Eigenvector Components on Localization Performance of the Two Methods
In practice, the defined suppression region typically contains/consists of several thousand voxels and therefore, the SVD must be conducted to single out the representative eigenvectors for the suppression region. Too small a number of the eigenvector components may cause the suppression region not to be represented sufficiently and therefore, the source desired to be suppressed could not be blocked down efficiently. As a result, such an inefficient blocking will be prone to localization bias, especially when the interferer position is outside or too close to the edges of the suppression volumes. The simulation described in Fig. 4 has given evidence for such phenomenon. On the contrary, too many eigenvector components may reduce the available degrees of freedom for the adaptive Beamformer that could be used to suppress other interferers. This can become a significant issue when analyzing single trials or raw data.
9 Furthermore, each additional eigenvectors increases the computational load proportionately.
7 Figure 9 compares the localization performance with the increase of the eigenvector components. The simulation setting was the same as that in the section on "Beamformer with weighted coherent source region suppression". As the eigenvector components increases, the general trend of the LB of Beamformer-CS decreases, while the LB of Beamformer-WCS keep zero. Similarly, for almost each component, the NBI of Beamformer-WCS is smaller than that of Beamformer-CS, revealing that the former can achieve sharper peak at the estimated source positions. This simulation shows that when the interferer is located at the corner of the suppression region, above five eigenvectors will lead to stable and accurate localization of the coherent source of interest, without the cost of computational load and sacrificing the freedom of the Beamformer. Beamformer-WCS has apparent advantages on this issue over Beamformer-CS. Figure 10 compares the localization performance of the two methods with the increase of the SNR. The simulation setting was the same as that in the section on "Beamformer with weighted coherent source region suppression". When the SNR is as low as 0.5, Beamformer-WCS can still localize the coherent source with LB = 0. But, when the SNR is above 6, Beamformer-CS just localized the source with LB = 0. Beamformer-WCS is more robust against noise than Beamformer-CS.
The Effect of the SNR on Localization Performance of the Two Methods
CONCLUSIONS
Beamformer techniques can reconstruct spatio-temporal dynamics of the neural activities with high resolution. However, it encounters difficulties in handling highly correlated sources. A widely known example is the failure of localization of bilateral auditory cortical activities. Another example is the generators of the interictal epileptic spikes. Epileptic seizures are suggested to be caused by hypersynchronization of the neuron; so, significant synchronization may exist during the generation and propagation of epileptiform waves.
18
Accurate localization of epileptic foci (coherent sources) is crucial for pre-surgery assessment and avoidance of introduction of new lesions.
By suppressing the activities from coherent interfering region, Beamformer-CS can reconstruct the coherent sources. In such a method, a priori info about the approximate locations of coherent sources is needed. An extended region encompassing the coherent interferers is defined according to the a priori information. The suppression region can be represented by the dominant singular vectors of its field lead matrix, which can be incorporated into Beamformer design as null constraints. The simulated and real data test shows such strategy can localize coherent sources with high localization accuracy. A potential disadvantage of this strategy is the requirement of a priori information used to define the suitable suppression volume that encompasses the interferers. The newly proposed improvement presented a practical technique to define such a region. The source distribution information at the instance of interest obtained by such as LORETA can guide suppression region selection. Another problem of Beamformer-CS is that, no matter where the interferer is located in the suppression region, Beamformer-CS generates the identical dominant singular vectors to represent the suppression region. We proposed an adaptive strategy to generate the dominant singular vectors. The LORETA-based energy distribution can be used to weight the lead field matrix of the corresponding grid points in the suppression region. Such a strategy can make sure that, no matter where the interferer is located in the suppression region, the grid points surrounding it can get larger weights and the closer to it, the larger the weight is. The dominant vectors will vary with the location of interferer within the suppression region; thus, it can adaptively represent the region. As a result, the suppression will concentrate more on the directions of the lead field vectors of the interferer. However, it should be noted that, although the proposed method presented two strategies (LORETA-guided selection of the suppression region and LORETA-weighted lead field matrix for the suppression region) to make sure that the sources of interest can be localized accurately, when the suppression region is mistakenly defined at somewhere far away from the true interferer even outside of the extended active region, Beamformer-WCS will lose its advantages and provide the same results like Beamformer-CS since, in such situations, LORETA cannot provide useful information about the source distribution anymore.
Overall, using weight obtained from other neuroimaging techniques, not only the suppression region can be better determined, but also a better suppression constraint can be provided for the Beamformer algorithm, thus a better coherent source imaging can be achieved. The theoretical analysis and simulation test show the Beamformer-WCS can localize coherent sources with improved performance, such as less localization bias, more robustness against SNR, and insensitiveness to the number of DLS.
