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ical  change,  based  on  regional  climate  model  results  and  subsequent  hydrological 
modeling  schemes,  are  very  uncertain  and  poorly  validated.  The  Rio Mannu  di  San 
Sperate Basin, located in Sardinia, Italy, is one test site of the CLIMB project. The catch‐




logical data  is poor as  it  is  common  for many Mediterranean  catchments. The  lack of 
available measured  input  data  hampers  the  calibration  of  the model  setup  and  the 
validation of model outputs. A soil sampling campaign was conducted together with the 
department of Geography of the University of Kiel to assess more precisely the physical 
properties of  the  top soil  (30cm depth) at 239  locations  in  the Rio Mannu catchment. 
Different  deterministic  and  hybrid  geostatistical  regionalization  methods  like  Multi‐
Linear Regression,  Inverse Distance Weighting, Ordinary Kriging and Regression Kriging 
(Odeh et al. 1995) were used  to  calculate  spatially distributed maps of particular  lab‐
analyzed soil information. The applied regionalization methods were then tested on the 
prediction performance. The best performing prediction method was used to calculate a 





validation. WaSiM‐ARU was  calibrated  and  validated with  spatially  distributed  evapo‐
transpiration  rates  derived with  the  triangle method  (Jiang  and  Islam,  1999)  and  soil 
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moisture records, due  to missing adequate gauging  information  in  the catchment. The 
modeled evapotranspiration result girds using WaSiM‐RKS setup with the improved soil 
model setup show a better fit especially for the growing season to those derived from 
remote  sensing without  further  calibration. Both WaSiM  setups were driven with  the 
meteorological  forcing  taken  from  4  different  ENSEMBLES  climate  projections  for  a 
reference (1971‐2000) and a future (2041‐2070) times series. The climate change impact 
was assessed based on differences between reference and future time series and with 
climate change  indices  like  the standardized difference precipitation  index,  the evapo‐
transpiration  index  and  by  the  number  of  consecutive  flow  conditions.  Furthermore 
long‐term annual and monthly mean changes were analyzed. 
The  simulated  results  show  a  reduction  of  all  hydrological  quantities  in  the  future. 




results which were  processed with  other  hydrological models  in  the  test  site within 
CLIMB. Those models used a very similar setup as WaSiM‐ARU. The comparison shows a 





















































































































































































































































































































































summarizes  an  increasing  air  temperature  throughout  the 21st  century. Those projec‐
tions are a robust feature across climate models and the temperature increase is nearly 















medium  confidence,  southern  Europe  is  expected  to  be  more  severely  affected  by 
droughts  due  to  a warmer  and  drier  climate  (Alacamo  et  al.  2007,  Christensen  et  al. 
2013). In a climate analysis of 20 GCMs using up to 3 IPCC emission scenarios (A1B, A2, 
B1), Giorgi (2006) found that the Mediterranean area is one of the most prominent “hot‐











Figure  1:  Maps  of  precipitation  changes  for  Europe  and  Mediterranean  in  2080–2099  with 
respect to 1986–2005 in June to August (above) and December to February (below) in the SRES 
A1B scenario with 24 CMIP3 models  (left), and  in  the RCP4.5 scenario with 39 CMIP5 models 
(middle). Right figures are the precipitation changes in 2075–2099 with respect to 1979–2003 in 















(2013)  found  that  the recharge of water bodies may concentrate  in  the winter season 
and dramatically decrease  in  the  summer–autumn  season  leading  to an  increased dry 
season duration, which  is exacerbating  the current problems  in water  supply.  In  sum‐





conditions. Over  exploitation  of water  resources  and  climate  change  impacts  on  the 
other hand already imply a threat to agricultural productivity, with a possible increasing 
trend  in  the  future.  The  Italian  island  of  Sardinia  is  one  example  for  a  region  that  is 
already  facing  temporal  water  scarcity  problems.  Sardinia  was  recently  affected  by 
water shortage, due  to very dry conditions  in the second half of  the year 2014. L’Ente 
acque della Sardegna (ENAS) reported that the water reservoirs of the island were only 
filled by 56.3%  in  the beginning of 2015. Due  to  this  fact water  supply  for agriculture 
irrigation was prohibited  in  the  time of 19.02.‐30.04.2015  in  the northern part of  the 
island. The recent water resource  issues are not only a consequence of the recent very 
dry climate conditions,  in fact the quantity of fresh water resources  is affected further‐
more  by  a  combination  of  factors  like  eutrophication,  water  losses  due  to  a  poor 
infrastructure  system  (storage  capacity  and  efficiency  of  networks)  and  fragmented 
water  management  (Sannitu  2006).  Furthermore  the  Water  Plan  presented  under 
Sardinian Renewable Program  in 1988  shows  that  there  is a  large mismatch between 
water  supply  and  water  demand  leading  to  a  water  deficit  of  ‐280 million m³/a  in 
southern  Sardinia  and  ‐543 million m³/a  for  the  whole  island.  The  total  demand  of 




years  (Sannitu  2006).  The  severe  fresh water  resource  situation might  be  even more 
exacerbated by climate change. To face current and future water resource problems  in 












With  this  procedure  a  spatial  feasibility  for  hydrological  impact  modeling  can  be 
achieved,  but  it  comes  together with  the  confinement  that  the  uncertainties  of  the 
modeling  results will  increase.  For  a more  precise  assessment  of  current  and  future 
hydrological  conditions  on  the  climatological  timescale,  a  complex modeling  chain  is 
required (Muerth et al. 2012). 





hydrological  climate  change  impact  assessment  in  the  Mediterranean,  use  simple 
average annual  climate data  (Molina‐Navarro et al. 2014). Furthermore projections of 
future hydrological changes based on regional climate modeling results are very uncer‐
tain  and  modeling  schemes  often  poorly  validated  (Ludwig  et  al.  2010a).  In  many 
Mediterranean  catchments  long‐term  time  series  of  recorded  discharge  and  climate 
variables  that are needed  to calibrate and validate process‐based hydrological models 
are  not  available.  The  lack  of  information  is  one  reason why  the  amount  of  studies 
focusing on regional hydrological impact assessment of climate change is low (Raposo et 
al. 2013). Thus,  in order  to meet  the needs of policy makers and stakeholders  for  the 
adaptation  to climate change, hydrological modeling capabilities must be adapted and 
improved to overcome existing limitations, (Ludwig et al. 2010a). 
Process‐based  hydrological  models  require  numerous  soil  (‐hydraulic),  terrain  and 
vegetation parameters  in an appropriate spatial and temporal resolution. Although  it  is 









hand  there  is a worldwide  increasing demand of high  resolution soil data  to meet  the 
data  requirements of  sophisticated environmental and hydrological models. The main 
limiting factor of the modeling projection quality is the quality model input data which is 
especially  true  for  spatially  highly  distributed  soil  information  (Sumfleth  2008).  Com‐
monly available high‐resolution soil maps have a resolution of 1:25.000 to 1:50.000, but 
the resolution is often much coarser, thus hampering the spatially modeling quality and 
increases  uncertainties  in modeled  projections.  Behrens &  Scholten  (2006)  and Dutt‐
mann & Sumfleth (2007) agree that the development of new cost effective, soil property 










an  region  is a common problem  for present and  future water management. Physically 
based hydrological models, like the Water balance Simulation Model (WaSiM) presented 
in  section  5,  are  needed  to  simulate  the  non‐linear  climate  change  impacts  on  the 
hydrological quantities catchment scale. Thus, the analysis of those simulations can help 
to  improving  the knowledge of  future hydrological  impacts and  is a prerequisite  for a 
sophisticated water management, as well for adaption strategies and policy making. The 






cation of uncertainties that are coming  from different sources  is  important to  improve 
and value the quality of modeling results. Especially in ungauged catchments a sophisti‐








I. Hydrological  resources  and  the  agricultural production  are endangered by 
climate change impacts in the Mediterranean semi‐arid area. 
II. A solid soil physical parametrization of physically based fully distributed hy‐
drological  models  hydrological  models  is  crucial  to  simulate  reliable 
modeling results for the spatial and temporal domain. 
III. Different  regionalization methods applied  to  soil physical data will  lead  to 
different spatial distributions of soil textures in the catchment. 
IV. Setting up WaSiM’s soil model with soil  information coming  from different 
sources will  have  a  considerable  impact  on  the  hydrological modeling  re‐
sults. 
V. The hydrological climate change  impact assessment  implies high uncertain‐




The  European  FP‐7  project  CLIMB  aimed  to  project  climate  induced  changes  on  the 






ed hydrological modeling  to  improve process descriptions  and understandings  and  to 









solid  setup  and  parameterization  of  process‐based  hydrologic models  and  increases 
uncertainties  in  the modeling  results.  A  prediction  of  hydrological  quantities  in  un‐
gauged  basins  is  one  of  the  grand  challenges  in  hydrology.  To  tackle  this  challenge 
hydrological  modeling  needs  to  accept  and  integrate  multi‐scale  heterogeneity  of 





to  gain  knowledge  about  soil properties  and heterogeneity within  the 
basin. 
(ii) Different deterministic and hybrid geostatistical  interpolation methods 




















(ETI),  change of  soil water  (CSM) and number of  consecutive  low  flow 
days were calculated and compared. 






approaches  and methods have been  developed  to  regionalize  soil  surface properties. 
Those deterministic  and  (geo‐)  statistic methods  are named with different  synonyms, 
which  imply Digital Soil Mapping  (Mc Bratney 2003), Pedometric Mapping, and Predic‐
tive  Soil Mapping  (Scull et  al. 2003)  and  are  summarized with  the name Pedometrics 
(McBratney et al. 2000, Webster 1994). Up to date there is no explicit definition for the 
term Pedometrics. The best approach to define Pedometric in one sentence is given by 
Heuvelink  (2003):  “Pedometrics  is  the  application  of  mathematical  and  statistical 
methods  for  the  study  of  the  distribution  and  genesis  of  soils.”  In  this  scientific  field 
various approaches are used to predict soil properties or classes including univariate and 









which  imply climate  (CL), organisms  (O), relief  (R),  its parent material  (P), and time  (T) 
(CLORPT). The CLORPT‐approach was modified by McBratney et al. (2003) and applied to 
digital soil mapping to explain relationships of soil properties and other spatially distrib‐
uted  environmental  quantities  (co‐variables)  (Moonjun  et  al.  2010).  In  the  SCORPAN 
model McBratney et al. (2003) added the factors S: Soil, T was replaced by A: Age and N: 
Space, spatial position. With this modification the prediction was made temporally and 
geographically  explicit  (Grunwald  2010).  These  spatially  distributed  quantities  or  co‐
variables  are  normally  available  in  higher  spatial  resolutions  than  the  surveyed  soil 
samples. A model  that  implies a solid  relationship between a  target variable  (sampled 
soil properties) and spatially high distributed co‐variables allows a continuously distrib‐
uted prediction of soil properties at unsampled locations in the spatial resolution of the 
co‐variable  and  with  a  certain  degree  of  significance.  Improving  the  relationship  of 
target and  co‐variables  is  still a  state of  the art  research  field  in Digital Soil Mapping. 
Grunwald (2010) gives an overview of commonly used co‐variables, which  imply Digital 
Elevation Model  (DEM),  primary  and  secondary  terrain  attributes  (deviations  of  the 
DEM),  like  Slope,  Aspect,  Analytical  Hill  shading,  Topographic  Wetness  Index  etc., 
satellite and air borne, active and passive remote sensing products  (optical and micro‐
wave  remote  sensing),  as  well  as  products  from  ground  based  geophysical  remote 






do  not  consider  functional  relationships  between  soil  properties  and  soil  forming 
environmental  factors. Kriging has been a  synonym  for geostatistical  interpolation  for 
many decades  (Hengl 2009). Kriging  is a geostatistical method  that was  introduced by 
Krige in 1951 and further improved by Matheron (1963). Kriging is a linear predictor that 
uses the spatial autocorrelation of a target variable. Those models estimate the values 
by a weighted averaging of nearby  samples  (Ahmed et al. 2010) by a  semi‐variogram 




studies.  The  advantage  of  kriging  compared  to  other  pure mathematically  based  soil 
prediction methods is that it is an unbiased prediction method (predicted values are the 
same  as  target  variable  values  at  sampled  locations)  and  that  it  provides  a  spatially 
distributed measure of uncertainty based on the prediction variance  i.e. the estimated 
variance  of  the  prediction  error  (Hengl  2009).  The most  commonly  used method  in 
digital  soil mapping  is Ordinary  kriging  (OK)  (Adhikari  et  al.  2013). A  disadvantage  of 
purely mathematical  interpolation models  is  that predicted maps often  show patterns 
that appear unnatural. Kriging  tends  to under‐estimate  large values and overestimate 
small values at unsampled locations (Oliver & Webster 2015). 
A  solution  to  avoid  these  problems  is  to  use multivariate  prediction  techniques  that 
include  co‐variables  in  the  geostatistical  prediction model  (Adhikari  et  al.  2013).  So‐







and  Stockmann  et  al.  (2015).  The  terms  cokriging,  regression  kriging  and  kriging with 
external drift  refer  to a  family of hybrid  regionalization methods  that are only  slightly 
different. Other methodologies used are neural network (Behrens et al. 2005, Malone et 
al. 2009 and Guo et al. 2013, Blaschek 2015), imply genetic programming, simulation of 
gaussian  fields, Markov  Chain  Random  Fields  or  mechanistic  models,  but  require  a 
profound mathematical expertise  (Grunwald 2010). Minasy & McBratney  (2007)  sum‐
marize that RK appears to be a robust technique to predict soil properties in various soil 
regions  and  suggest  this method  for  practical  applications.  RK  is  a  combination  of  a 
multivariate deterministic regression model and  the stochastic kriging model, was  first 
introduced by Odeh et al. (1995) and is also called kriging with external drift. RK involves 
various  combinations of different  regression  and  kriging models  (Ahmed  et  al. 2010). 
The  so  called  regression  kriging  approach  of  Odeh  et  al.  (1995)  uses  a multi  linear 




















Models  use  and  have  parameters,  which  are  numerical  measures  of  a  property  or 
characteristics  that are constant under certain conditions  (Wheater et al. 2007). Most 
important  input data sets for those models are climate records, for a defined drainage 
area,  along with  the  characteristics  of  the watershed,  like  soil  properties,  vegetation 
cover and its characteristics, topography, and soil moisture content (Devia et al. 2015).  
Hydrological models  can  be  grouped  into  various  categories  upon  the modeling  ap‐
proaches  used  (Daniel  et  al.  2011).  They  can  be  distinguished  for  example  on  their 




many  scientific  publications  for  example  in  Devia  et  al.  (2015),  Sood  and  Smakhtin 
(2015), Golmohammadi et al. (2014), Daniel et al. (2011), Rochester (2010), Beckers et 
al. (2009), Moradkhani and Sorooshian (2008), Wheater et al. (2007) and many more. 
In  areas  where  hydrological  records  are  lacking  hydrologists  may  favor  to  use  less 
complex lumped and/or empirical models (Daniel et al. 2011). Those data driven models 
try  to  find  a  function  relationship between  inputs  and outputs, based on  regressions 




system Devia et al.  (2015). Due  to  that  they are only valid within defined boundaries. 
Modeling detailed hydrological processes can be challenging since it involves highly non‐




The Rio Mannu catchment  in Sardinia  Italy  is  the  test site used  for  this study and was 
one major test site of the CLIMB project. This Mediterranean catchment is characterized 
by  complex  hydrological  response  due  to  the  non‐uniform  and  seasonal  variation  of 
precipitation events and strong inter‐annual variability (Moussa et al. 2007). The terrain 
is  furthermore  characterized  by  highly  heterogeneous  land  and  surface  properties 







to  that  asking  for  the  application  of  physically  based  fully  distributed  hydrological 
models. 
Physically‐based  models  are  a  mathematically  idealized  representation  (Devia  et  al. 
2015) of real hydrological system. In such models mass, transfer, momentum and energy 
are  simulated  using  differential  equations.  Those  equations  are  solved  using  various 
numerical methods such as the Richards equation for the unsaturated zone flow or the 
Penman‐Monteith equation for the evaporation Daniel et al.  (2011). Those models are 
capable to quantify the vertical and  lateral water  fluxes  for continuous time steps  in a 
spatially explicit manner (Mascaro et al. 2013). As a result physically based hydrological 
models  are  more  capable  to  represent  the  strongly  non‐linear  precipitation‐runoff 
relationship of the hydrological system.  





State  of  the  art  research  fields  using  physically  based  hydrological  models  are  the 
improvement  of  input  data  and  parametrization  of  such  models,  by  using  remote 
sensing  techniques and products,  field  survey, generic and  geostatistical  interpolation 
approaches and GIS applications. Beckers et al. (2011) stated that the better quantifica‐
tion  of  climate  change  impact  on  hydrology  is  one  key  area  of  computational 
improvements in hydrological modeling. 
For  example Daniel  et  al.  (2011) points out  that  the distribution  of  soil  types  and  its 
linked hydrological properties need to be improved by using remote sensing techniques, 
GIS applications and genetic algorithms. Rötzer et al.  (2014) used WaSiM  to  compare 
modeled  and  upscale  soil moisture  content with  derived  soil moisture  of  (SMOS  and 
ASCAT) radar remote sensing products.  
WaSiM was  applied  successfully  for many hydrological  climate  change  impact  assess‐
ment studies, for example by Gampe et al. (2015), Meyer et al. (2016), Cornelissen et al. 
(2013), Gädecke et al.  (2013), Muerth et al.  (2013), Ott et al.  (2013), Velázquez, et al. 


































headwaters  in  the north of  the  catchment. The basins outlet  is  close  to  the  city Mo‐
nastir.  Here  a  dam was  constructed  in  the  nineteen‐sixties.  Since  that  time  the  Rio 
Mannu fills this artificial reservoir (10000m³). The basin ranges in elevation from 67m to 
966 m above  sea  level with an average of 295m. The catchment  is characterized by a 
mountainous region in the eastern part and a plain valley area (campidano plain) in the 
south‐western part. The headwater of  the main  river channel  is  located  in  the moun‐
tains of Sette Fratelli (south‐east of the basin), an area with higher elevation (up to 800 
m.a.s.l.)  and  rugged  terrain.  The  lower  areas,  closer  to  the  outlet,  have more  gentle 
topography and are part of the Campidano plain. The flat downstream areas have been 
drained artificially through a system of channels since the 20th century. This was done to 
convert  the  former  swampy  land  into  fertile  agricultural  fields  (Mascaro  et  al.  2013). 
Study site characterization 
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Intensive agricultural activity  is still  the main economic activity  in this region  (De Giro‐
lamo et al. 2010). 
 




2007)  land  use  land  cover  information.  The most  important  crops  grown  are wheat 
(durum wheat), corn silage, aslike clover, beans and artichokes, which are cultivated  in 
these  flat valley areas. These areas are classified  in  the CORINE 2006  land use map as 
non‐irrigated arable land and dominate the campidano plain. The eastern mountainous 
areas  of  the  catchment  are  covered  by  grass  land,  vineyards,  olive  trees,  broad  leaf 
forest,  and  coniferous  forest  and  in  higher  elevations  by  Sclerophyllous  vegetation 
(maquis shrub land or Macchia mediterranea). Due to a project internal model harmoni‐
zation  strategy  land  use  classes were  aggregated  to  6 main  land  use  classes  for  the 
hydrological modeling (methodologies section 5.2.3.1). 






Plate  tectonics  is  the  primary  control  on  the  geodynamic  evolution  of  the Western 
Central Mediterranean  (Carmignani et al. 2015). The geological structure of Sardinia  is 
linked to the collision of Africa, Eurasia and the smaller Adriatic and Iberian plates active 
since  the Mesozoic  (Casula et al. 2001). Sardinia  is  the only  sector of  the outcropping 
Hercyian orogeny  in  Italy  that  is not superimposed by Alpine or Apennistic  thrust belt 
(Doglioni & Flores 1997). It was part of a large Pallaeozoic mountain system, which was 
built 480‐250 Ma ago from the diachronic collision of two continents (Laurentia–Baltica 
to  the NW and Gondwana  to  the SE). Sardinia  is part of  the Amorica micro continent 
that  was  detached  from  Gondwana  docked  onto  Laurentia  and  Baltica  (Rossi  et  al. 
2009). During the Mesozoic and Paleocene Sardinia separated from the European plate 
and  drifted  into  its  current  position  during  the  Burdigalian  in  a  counter‐clockwise 
rotation together with Corsica (Casula et al. 2001).  
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Figure 4  reports  the  simplified geological  structure of  southern part Sardinia  together 
with  the  location of  the Rio Mannu catchment. The main geological units,  reported  in 
Carmignani et al. (2015), in whole of Sardinia and in the southern part of the island are:  























mous  Region  of  Sardinia  the main  geological  features  can  be  identified:  In  the most 
northern  part  of  the  catchment  predominantly  sandstones  and  conglomerates  of  the 
burdigalian  are  present  and  followed  by  an  area  in  the  south‐west  characterized  by 
alternating  layers of  silty marls and  sandstone developed  from coarse  to  fine volcanic 
sediments. The Gerrei area,  in the eastern mountainous part of  the catchment  (Figure 
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geological  processes  that  took  place  in  the  Rio Mannu  catchment  in  history  can  be 
illustrated. 
 
Figure 4: Simplified geological  features of southern Sardinia  (source: Carmignani et al.  (2015) 
changed, the black rectangle shows the geological features of the Rio Mannu catchment). 
Casula et al. 2001 describes the historical process during the Burdigalian horsts, grabens 
and  titled  blocks  formed  controlled  by  tectonics  and  volcanic morphology.  The  uplift 
occurred  along  the  campidano  margins  and  was  linked  to  strong  erosion  with  the 
development of mega‐breccias, breccias and continental conglomerates clasts (Casula et 
al. 2001). Those formed deposits of a red violaceous, sandy clayey matrix at the foot of 
the  fault  escarpments with  a  centimeter  to  several meter  thickness.  The Ussana  for‐
mation  is  covered  by  a  layer  of  mainly  fine‐grained  sediment  succession  (Mancosu 
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2013).  No  significant  Pliocene  erosion  occurred  in  the  southern  Campidano.  In  the 
Pliocene  the  Samassi  Formation  developed  by  the  erosion  of  redeposited  Miocene 
sediments from the eastern flanks. The Samassi formation consists of continental marls 
and  silts, with  occasional  sand  and  pebble  beds  in  layers  of  clay.  This  sedimentation 
process continued until the Quaternary (Casula et al. 2001). The geology  in this area  is 
rather complex and certain geodynamic settings and structural evolutions, like Miocene 











In  the Mediterranean  the soil  forming process  is characterized by an effective dissolu‐
tion and leaching of calcium carbonate and other soluble elements. This process is most 
active  in  the  rainy winter  time  (Verheye &  de  la  Rosa  2006). Most  important  parent 
materials in the Mediterranean are carbonaceous rock, which are dominated by relative‐
ly  soluble  CaCO3  fraction. Verheye &  de  la  Rosa  2006  indicate  that  the  speed  of  the 
development  of Mediterranean  soils  over  limestone  is  strongly  influenced  by:  (I)  the 
dilution speed of the carbonate fraction; (II) the amount of precipitation that  infiltrates 
into  the soil and  (III)  the  initial CaCO3 content. Those soils when developing over  lime 
stone  have  a  reddish  color  (Terra  Rossa)  and  a  high  content  of  clays  and  silty‐clay 
material  (Durn  2003).  Terra  Rossa  in  the Mediterranean  are  characterized  by  silica 
enrichment and by clay mineral assemblages which are often dominated by less weath‐
ered clay minerals such as smectite (Lucke 2014). The development of many soils in the 
Mediterranean area  is also affected  significantly by dust  that coming  from  the Sahara 
desert.  It was proven by using stable  isotopes that most of the fine silt fractions  in the 
climax soils developed over Terra Rossa are of aeolian origin  (Yaalon 1997). The more 




nated  soils  on  slopes  and  accumulation  of  soil material  at  lower  positions  (Blaschek 
2015). 
The  spatial  distribution  of  soil  properties  varies  strongly  within  the  catchment  and 
influenced  by  the  parent  rock material  and  in  fertile  areas  by  the  1000  year  lasting 
agricultural activity  (Fanni et al. 2004).  Following  the  FAO  classification ambisols,  reg‐
osols, and vertisols or marls, sandstones and conglomerates characterize the soils in the 
valley  part  of  the  catchment, while  cambisols  and  lithosols  on  crystalline  schists  and 
quartzite are present  in  the rocky mountainous region.  In  the area close  to  the village 
Ussana,  regic anthrosols and  calcaric  regosols are present with  slightly alkaline  condi‐
tions. The  flood plain consists mainly of alluvial  soils, predominantly gravelly or  sandy 
gravelly  (Aru  et  al.  1990).  Following  the  USDA  classification major  soil  types  in  the 
catchment  are  typic  dystrict,  Lithic  Xerorthents  (clay‐loam,  deep),  Lithic  Xerochrepts 
(sandy‐loam  to  loamy‐clay,  deep),  and  Lithic  Xerorthents  (sandy‐loam,  to  loamy  clay, 
shallow) (De Girolamo et al. 2010, Aru et al. 1990). 
In a field campaign together with a team from the University of Kiel (CAU) 3 soil profiles 
were  investigated  at  the  Azienda  di  San  Michele  in  March  2011.  The  Azienda  San 
Michele  is an agricultural  research  farm  that  is operated by  the CLIMB‐Project partner 
ARGIS.  Two more  soil  profiles  were  investigated  by  the  CAU  at  the  Azienda  di  San 
Michele  in March 2013 additionally. The profiles were classified  following  the German 
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4. Chromic Cambisol  (Ap1, Ap2, Bw1, Bw2). This profile was  located  in a  small de‐














from  October  to  April  and  very  dry  and  hot  summer months.  The mean  annual  air 
temperature is 17 °C. The annual precipitation ranges from about 400 to 700 mm (Figure 
5)  and occurs  almost  entirely  in  the winter  season  (Vacca  et  al.  2000). Delitala  et  al. 
(2000) show  that  the yearly mean precipitation sums can vary highly on  the Sardinian 
island and show a clear correlation of wet and dry years with the NAO  (North Atlantic 
Oscillation). Rainfall events are unevenly distributed, as they are rather short but intense 
and exert a great amount of  influence on  the  flow  regime  (De Girolamo et al. 2010). 
Besides the temporal variance, precipitation sums can vary highly within short distances 







gauging stations  for  the  time series 1925 to 1935 using  inverse distance weighting. The map 
was overlaid with a transparent hill shading layer to give an impression of the topography. 
The identification and collection of available geographical, hydrological, and climatologi‐
cal data of each CLIMB case study and  the distribution of  this data  to CLIMB partners 
was one of the first working steps at the beginning of the project. 
A  set with  daily  precipitation  rates  of  76  rain  gauging  stations  of  southern  Sardinia 
during the period  from 1922 to 1996, a dataset with maximum and minimum air tem‐
peratures  for Cagliari  and  recorded discharge of  the Rio Mannu di  San  Sperate Basin 
(RMB) at  the Monastir gauging station  for the time series 1925‐1935 was delivered by 
the CLIMB partner CINFAI.  
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The  daily mean  precipitation  dataset  unfortunately  contained  long  lasting  data  gaps. 
Only 12 gauging stations were consistent for time series >10 years and only two gauging 
stations in Serrenti and S. Andrea de Frius recorded a nearly consistent time series of 30 





mean  of  658mm was  recorded  for  the  time  series  1959‐1988,  only  80%  of  this  rate 




gauging  stations.  Sannitu  (2006)  pointed  out  that  the  precipitation  rate  in  southern 
Sardinia was reduced by 50‐60% in the last 20 years. This reduction is at least not visible 
in the recorded annual precipitation sums for Cagliari until the year 2000.  
Figure  5b  reports  the  inverse  distance  weighting  interpolated  recorded  data  of  12 
gauging stations for the time series 1925‐1935. The map was overlaid on a Hill shading 
layer to give an impression of the catchments topography. The map shows a clear trend 
of  lower precipitation rates  in  the valley area  in  the western part of  the catchment  to 




catchment  for  the  time  series  1925‐1935.  This  time  series  was  the  only  discharge 
information that was available in a daily mean temporal resolution.  
Highest discharge is generated in the months December to February, with a mean peak 
in  January  and  a median  peak  in  February.  The  strong  deviation  between mean  and 
median values indicates that mean high flow conditions are affected by single short time 
extreme events and that the histogram of discharge  is heavily  left skewed for this time 
of  the year. The median value of February  for example reaches only 47% of  the mean 
discharge. The months March to June and November are transition months in which the 











Flow duration  curves  (FDC) were  calculated  from  the historical  recorded discharge of 
1925‐1936. A flow duration curve measures in X‐axis direction from high to low flow and 
the  Y‐axis  gives  the  discharge  quantity  for  each  percent  exceedance  value  (1‐100%). 
Based  on  the  derived  FDCs  of  the  recorded  discharge  as well  as  for  the  hydrological 




Low  flows  are  defined  as  90%‐100%  flow  exceedance  percent  (0.0349‐0  m³/s),  dry 
conditions are in the range 90%‐60% flow exceedance percent (0.035‐0.299 m³/s), mid‐




are  dominant  from  July  to  October.  The  transition months  from March  to May  are 
dominated by days with wet conditions. As soon as  the mid‐range  flow conditions are 
increasing discharge is significantly dropping in May. The small number (<5 days) of high 
flow  conditions  in March  and  April  has  a  significant  impact  on  the mean  discharge, 
which  is about 1.5m3/s higher compared  to May, where days with wet conditions are 
about the same. 








In  January and February  the mean discharge has  the highest values,  those month are 
mainly characterized by days with wet conditions and high flows. Note that the analysis 
of the flow conditions also shows some errors in the recorded time series in March and 
April,  where  days  with  low  flows  are  present  but  no  dry  conditions.  The  recorded 
discharge  drops  from  28.02.1928  to  01.03.1928  from  0.89 m³/s  to  0 m³/s.  The  value 
stays  at  the  0 m³/s  level  for  the  total March  and April  1928  and  at  1st  of May  1928 





















































texture  information was  still  present  in  ranges  of  soil  texture  classes  per  soil  region 
polygon. Due to this, a distinct linking of soil type and soil grid value of the soil map was 
not possible. Since, every class still included a range of different soil texture classes; the 
weighted  average  soil  texture  of  every  class  was  used. With  this  procedure  it  was 
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possible  to  set up  the  soil model  lookup  tables  in WaSiM with  six unique  soil  texture 
classes following the German classification system of Sponagel (2005). 
First hydrological modeling  tests backed  the assumption  that  the Aru et al.  (1990) soil 
information seemed rather inaccurate, additional soil texture information was surveyed 
by collecting a  total of 239 soil samples  in  the catchment during  two  field campaigns. 
Soil  samples were  taken  following  a  design‐based,  stratified,  two‐stage  sampling  (de 
Gruijter et al. 2006)  in early October 2010 and  in March 2011. The selection sampling 
locations was done by University of Kiel. The stratification was based on quantiles of the 
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The  final  sampling  scheme  was  chosen  in  a  way  that  the  geographical  spread  was 
maximal.  The  sampling was  done  on  two  scales.  A  spatially  very  dense  sampling  ap‐




Neural Network  interpolation  approach  to  regionalize  the  soil  properties  of  this  sub‐
catchment. A  number  of  50  additional  soil  samples were  collected  for  the  larger  Rio 
Mannu catchment. Both sample sets, small and large scale were used to provide spatial 
soil information for the hydrological modeling on the large scale. Composite soil samples 









All other  lab‐analysis was done by  the Department of Geography of  the University of 
Kiel. Soil  samples were analyzed  for grain  size distribution, calcium carbonate content 
(CaCO3),  organic  content,  Soil  pH,  exchangeable  cations,  available  potassium  and 
phosphorus content, free iron oxides and amorphous iron oxides.  






smaller 2mm  to eliminate gravel  fractions. The  resulting  fine  fractions of  the  samples 
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were  treated  with  different  chemicals  to  eliminate  organic matter,  iron  oxides  and 
carbonate  and  to  remove  coatings  of  the  soil  particles.  The  treated  samples  were 
dispersed using sodium pyrophosphate (Na4P2O7) and the sand fractions were separated 
using the wet sieving method to classes of (2000‐630, 630‐200 and 200‐63 µm). The final 
step was  the  separation of  the  silt  and  clay  classes. A defined  amount of  the diluted 
fraction  smaller  63µm  gets  extracted  after  certain  sedimentation  time  steps.  The 
extracted amount of liquid was after dried. The different silt fractions (63‐20, 20‐6.3 and 
6.3‐2µm)  and  the  clay  fraction  (<2µm) were  after  determined  by weighing  the  dried 
extractions. Finally seven fractions of sand, silt and clay content were available in weight 
















݌ݔ ൌ 	ට݋ܾݏ ∗ ܣ ∗ ଵ଴ల௡ ∗ 100 ൅ 0.0005	,           (1) 
where A  is the catchment area  in km², n  is the number of samples and obs equals 2.5 
observations per cm² on the map Hengl (2006) 
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and  the  SAGA wetness  index  (SWI) were processed using  terrain  analysis modules of 
SAGA  GIS  (SAGA  User  Group  Association  2011).  Each  calculated  variable  represents 





(Scheffer &  Schachtschabel  2002).  The  β  has  a major  impact  on  the  thickness  of  soil 
horizons,  the nutrient  availability,  as well  as  the  soil  texture  composition. Areas with 
high β angles are often characterized by a thin soil horizons thickness, a poor nutrient 
availability and coarser soil texture composition. Low angles indicate deep soil layers, a 
higher  nutrient  availability  and  finer  soil  texture  compositions  (Gessler  et  a.  2000, 
Schauppenlehner 2008). The spatial distribution of the slope angle  in the catchment  is 
presented  in Figure 10. The slope angle  in this  figure was recalculated to degree  (°) to 
increase the readability.  
Aspect  (A) defines  the  cardinal direction  in 0‐360°  that a  surface  is  facing. The A of a 
slope  can  influence  the  local  (micro)‐climate  (exposure  to  sun  light, precipitation  and 
wind etc.), and often shows correlations with soil moisture content, the distribution of 
vegetation,  soil  organic matter  and  soil  texture  compositions.  In  the  northern  hemi‐
sphere  south‐facing  slopes  (south  aspects)  are  normally warmer  and  drier  due  to  a 
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of 0% would say  that  the same number of vectors  that point  into  the direction of  the 
central point away from it (Figure 9b). 
For  the channel network base  level  the vertical distance  to  the  local channel network 
base level is calculated. The channel base level is the elevation at the channel bottom at 
the  point where  all  runoff  from  the watershed  leaves  the watershed.  The  algorithm 
calculates  the CNBL  two major steps: First  the channel network base  level elevation  is 
interpolated, and afterwards  this base  level  is  subtracted  from  the original elevations 
(Conrad 2002). 






catchment  area  (SCA).This  algorithm  calculates  for  every  pixel  the  up  slope  drainage 
area. It is a prerequisite to calculate the SAGA wetness index. 
The TWI (Beven and Kirkby 1979) was derived by the equation TWI = ln(α/tan β), where 
α  is  local  upslope  contributing  area  and  β  is  the  local  slope.  It  is  commonly  used  to 
quantify  topographic  controlled  hydrological  processes  (Sørensen  et  al.  2006).  In  this 




catchment, which have a strong  relation  to soil  forming processes. However,  in  rather 
flat areas of a catchment differences  in altitude cause random  like flow pattern, which 
distinctly  limit  the  predictive  capacity.  The  SAGA wetness  index modifies  the  specific 
catchment area SCAM of each grid cell in iterations as a function of slope angle β and the 





The  SAGA wetness  index  is  then  computed  as  a  tangent  function  of  slope  and  SCAM 
(Böhner et al. 2006). 
ܹܵܫ	 = ݈݊ ቀௌ஼஺ಾ୲ୟ୬ఉቁ                (3) 








the  TWI  are  clearer  drawn  and  differences  in  the  index  are  strongly  related  to  the 






create  a  geo‐database  and  lab‐analyzed  information  about  grain  size distribution  and 
organic content. 




information  (e.g. DEM, SLOPE, ASPCET etc.)  to predict  the  target variable at unknown 
locations. This is often done by a linear regression model, which is developed based on 
the  relationship of  target variable and  secondary  information at  sampled  locations, as 
illustrated in sections (1.3, 3.5 and 3.7). The R‐gstat library (Pebesma 2004) was used to 






The multi  linear  regression  is  a widespread  statistical  analytical method  to  predict  a 
target  variable Z by one or a  set of  independent  coefficients or  co‐variable(s), by  the 
assumption that the conditional mean function is linear.  
ܼሺܵ଴ሻ ൌ ߚ଴ ൅ ߚଵߚ ଵܺሺܵ଴ሻ ൅ ⋯൅ ߚ௤ߚܺ௤ሺܵ଴ሻ ൅ ߳,        (4) 
where ߚ଴	is  the  intercept, ߚଵ, … , ݍ are  the  regression coefficients  for  the  independent 
information (explanatory factors) and ߳ is the residual error. 
The multiple  linear  regression equations were determined by applying  the data of  the 
soil physical data and the terrain attributes into the MLR model:  
መܼை௅ௌሺܵைሻ ൌ ෌ ߚመ௞ݍ௞ሺݏ଴ሻ	௣௞ୀ଴                (5) 
Where qk(s0) are the values of the p covariates and βk are coefficients that have to be 
estimated using the Ordinary Least Squares (OLS) with, 
ߚመ ൌ ሺݍ் ∗ ݍሻିଵ ∗ ݍ் ∗ ݖ,               (6) 
where q  is the matrix of predictors (n*p+1) and z  is the vector of sampled observation. 
The prediction error  (residuals) was  calculated by determining  the mean  square error 
(MSE) around the regression line (Hengl 2009). 




the appropriate  final  regression equations, a backward  stepwise procedure was used. 





As  a  second  interpolation method  an  inverse  distance weighting  (IDW)  interpolation 




̂ݖሺݏ଴ሻ ൌ ∑ ߣ௜௡௜ୀଵ ሺݏ଴ሻ ∗ ݖሺ ௜ܵሻ               (7) 
Where ߣ௜ is the weight of neighbor i. The interpolation is unbiased as long as the sum of 







; 	ߚ ൐ 1               (8) 
Where ݀ሺܵ௢, ௜ܵሻ is the distance between sampled points and ߚ is the coefficient that is 
used  to  adjust  the weights. By  this method  sampled points  that  are  close  to  the un‐










Geostatistics have  its origin  in  the  gold mining  industry  and  got popular with  the  re‐
search of  the  engineer Krige  (1951), who developed  a  stochastic  approach  to predict 
gold  deposits.  Since  that  time  this  basic  (Kriging)  approach  was  further  developed, 
modified  and  improved  along with  the  evolution of  computational performance.  This 
field of applied mathematics deals with  the description and prediction of natural phe‐
nomena  in space and  time  (Akin & Siemes 1988). Today different geostatistical kriging 
approaches are applied widely and with increasing sophistication in petroleum engineer‐
ing, mining  and  geology, meteorology,  hydrology,  soil  science,  precision  agriculture, 
pollution control, public health,  fishery, plant and animal ecology, and  remote sensing 
(Webster & Oliver 2015). 
The value of a natural variable z can change  in space and  time completely  random or 
discontinuous or more or less continuous. This fact reveals the problem that a complete 
and  true mathematical description of  the variance of z  is neither possible by statistics 
nor by a deterministic formula. However, a functional description of  local variance can 
be made, by the fact that  in natural systems values of neighboring points are normally 
more  common  than  those at  larger distances. Matheron  (1965)  improved  the  idea of 
Krige (1951) by treating the variation of z as though it were random. In this case z at the 
location x (z(x)) is one realization of infinity values of a random variable Z(x). The set of 

















ߛሺ݄ሻ ൌ ଵଶ ܧሾሼܼሺݔሻ െ ܼሺݔ ൅ ݄ሻሽ²ሿ             (9) 
Where h is the separation in both distance and direction, Z(x) and Z(x+h) are the values 
of Z at places x and x+h and E denotes the expectation. On grounds of the semi‐variance 
function one  can  calculate  the experimental  variogram  from  the  sampled data points 
z(xi): 
ߛොሺ݄ሻ ൌ ଵଶ௠ሺ௛ሻ ∑ ൛ݖ൫ݔ௝൯ െ ݖ൫ݔ௝ ൅ ݄൯ൟ
௠ሺ௛ሻ
௝ୀଵ ²,           (10) 
where m(h)  is  the number of paired  comparisons  at  lag h.  The  semi‐variances  at un‐
known locations can then be computed by fitting a smoothing curve to the experimental 
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In  this  study  the  theoretically  variograms  were  determined  by  using  the  isotropic 
spherical‐plus‐nugget model, which is the most popular variogram function (Webster & 
Oliver 2015). 





ଷൠ 	݂݋ݎ	0 ൏ ݄ ൑ ݎ           (11) 
ൌ ܥை ൅ ܥ	݂݋ݎ	݄ ൐ 0                 (12) 
ൌ 0	݂݋ݎ	݄ ൌ 0                  (13) 
Where  h=|h|  is  the  lag  distance,  CO  the  nugget  variance,  C  the  spatially  correlated 
variance, and a the range, which is the limit of the spatial correlation.  
The  total of sampled points of N=239  for Rio Mannu catchment were applied  into  the 
variogram  analysis  as  a  prerequisite  for  the  applied  Ordinary  Kriging  interpolation 
(section 3.6.1). The same was done with the residuals of the MLR and  is a prerequisite 
for  the  Regression  Kriging  (section3.7).  The  single  soil  physical  properties  and  the 
residuals of the MLR were tested on normal distribution and second order stationarity 
before. Variogram models were  computed  automatically using  an  automated R‐script 
and  the  R‐statistic  packages  “gstat”  (Pebesma  2004)  and  automap  (Hiemstra  et  al. 
2008).  Oliver  and Webster  (2014)  strongly  recommend  to  not  fit  variograms  by  eye 
anymore,  since  the  results are unreliable. They  instead  recommend  for  the variogram 
modeling  a method  that  is  implement  in  the  automap  R‐library.  The  algorithm  uses 
initial values. The initial sill value is estimated as the mean of the max and the median of 
the  semi‐variance  and  the  initial  range  is  defined  as  0.10  times  the  diagonal  of  the 
bounding box of the data. The “autofitVariogram”  function  in “automap”  iterates over 
possible variogram models and picks  the model  that has  the  smallest  residual  sum of 
squares  with  the  sample  variogram  (Hiemstra  2008).  The  results  of  the  kriging  ap‐




Kriging  is a generic  term  for a  range of  least‐squares methods  to provide,  in  terms of 
minimum variance, the best linear unbiased prediction (BULP) (Webster & Oliver 2015) a 
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standard  version  of  kriging  is  Ordinary  Kriging  (OK)  (Matheron  1965),  in  which  the 
prediction are based on the Model: 




መܼை௄ሺܵ଴ሻ ൌ ∑ ߣ௜ሺܵ଴ሻ ∗ ܼሺ ௜ܵሻ ൌ ߣ଴் ∗ ܼ௡௜ୀଵ ,           (15) 
 Where ߣ଴்  is the vector of the kriging weights ߣ௜ and ܼ is the vector of n observations at 
primary location (Hengl 2009). 
The weights of  the kriging predictor are determined  for a point ܵ  in  the way  that  the 
prediction error  is zero, the variance of the prediction error  in minimal and the sum of 
weight  a  (ߣ௜ሻ  is  one.  The  variance  error  is  minimized  by  introducing  the  lag‐range 
multiplier which leads to an equation that can be solved: 
ߛሺ݄ሻ ൌ ൜∑ ߣ௜ߛሺ݆ܵ െ ܵ݅ሻ ൅ ψሺܵ଴ሻ ൌ ߛሺ݆ܵ െ ܵ଴ሻ݆ ൌ 1,… , ݊
௡௜ୀଵ
∑ ߣ௜௡௜ୀଵ ൌ 1         (16) 




methods since  it serves well  in most situations with  its assumptions easily satisfied. OK 
solves  a  set  of  linear  equations  in  the  kriging  system,  and  needs  for  this  the  semi‐
variances that come from the fitted variogram model (Webster & Oliver 2015).  
The  OK  interpolation  was  applied  on  the  sampled  soil  properties  as  well  as  on  the 
residuals of the MLR and then applied into the Regression Kriging model (section 3.7).  
 





A  disadvantage  of  pure  deterministic  or  pure  stochastic  interpolation models  is  that 
predicted maps  often  show  patterns  that  appear  unnatural.  Kriging  tends  to  under‐
estimate  large values and overestimate  small values at unsampled  locations  (Oliver & 
Webster 2015). 
A  solution  to  avoid  these  problems  is,  to  use multivariate  prediction  techniques  that 
include  co‐variables  in  the  geostatistical  prediction model  (Adhikari  et  al.  2013).  So 
called  hybrid  methods  are  able  to  overcome  disadvantages  of  pure  mathematically 
based or pure CLORPT & SCORPAN based models and are able to combine advantages of 









መܼை௄ሺܵ଴ሻ ൌ ෝ݉ሺܵைሻ ൅	 ݁̂ሺܵைሻ =	∑ ߚመ௞ ∗ 	ݍ௞ሺܵ଴ሻ ൅ ∑ ߣ௜ ∗ ݁ሺ ௜ܵሻ௡௜ୀଵ௣௞ୀ଴      (17) 
where  ෝ݉ ሺܵைሻ	 is the fitted deterministic part, ݁̂ሺܵைሻ is the interpolated residual, ߚመ௞  are 
estimated deterministic model coefficients (ߚመ௞  is the estimated intercept),	ߣ௜ are kriging 
weights  determined  by  the  spatial  dependence  structure  of  the  residual  and where 
݁ሺ ௜ܵሻ is the residual at locations  ௜ܵ (Hengle 2009). 
The regression coefficients ߚመ௞  were estimated in this study by a MRL (section 3.5) which 
was applied  to  the soil physical properties and  the  terrain attributes  (section 3.3) and 
fitted using ordinary  least squares  (OLS) method. A backward stepwise procedure was 
used  to  reduce  the amount of co‐variables and getting an appropriate  final  regression 
equation.  Only  those  auxiliary  variables  that  were  significantly  correlated  with  the 




initial  regressors.  The  applied  co‐variables  of  the  final  regression model were  finally 
tested on multicollinearity (Hengl et al., 2004). The final regression models were deter‐
mined, by relating the soil properties with the pixel values of the terrain attributes at the 
sampled  location. With  this  procedure  a  single  deterministic  grid  Zpr*  for  every  soil 
texture was  interpolated. The  resulting  residuals of  the  final  regression models, based 







is normally available  in higher  resolution  then  the  target variable. The  stochastic part 
respects and applies the interpolation error of the deterministic model spatially distrib‐










The  prediction  performance  of  applied  interpolation models  was  tested  against  the 
sampled  soil physical properties. The model performance was assessed using a  leave‐
one‐out  cross‐validation  (Isaaks &  Srivastava 1989). Both  the  root mean  square  error 
(RMSE) and the mean absolute error (MAE) are regularly employed in model evaluation 
studies.  But  if  the  error  distribution  is  expected  to  be Gaussian,  than  RMSE  is more 
appropriate to represent model performance than the MAE (Chai and Draxler 2014). 
Due to that the accuracy of each model run was compared with the Root Mean Square 
Error ܴܯܵܧ ൌ ሾ1 ݊⁄ ∑ ሺ̂ݖ௜ െ ݖ௜ሻ௡௜ୀଵ ሿଵ ଶ⁄ ,           (18) 
with zො୧ and z୧ being the predicted and measured values, respectively.  
 











The descriptive  statistics of  the collected 239  soil  samples are  summarized  in Table 1. 
The sand content is increasing with higher elevation while for clay it is the opposite. The 
samples show highest clay values of up to 50%  in the north‐western part of the catch‐
ment,  while  sand  fractions  are  dominant  in  the  middle  and  eastern  part  of  the 
catchment. Silt is the dominant fraction in a small area in the southern middle and in the 
southeastern part of  the catchment. The  standard deviation  (SD) of  silt 6.85  is  signifi‐
cantly lower compared to sand 13.48. 
Table 1: Descriptive statistics of collected and lab‐analyzed soil samples; Rio Mannu (N=239).  
TARGET  Min  Max  Mean  Median  SD  CV  Skewness  Kurtosis 
Rio Mannu, N=239 
CLAY %  5.20  63.19 31.00  31.87  11.29 36.42 0.05  ‐0.60 
SILT %  6.16  50.23 26.32  26.57  6.85  26.01 0.11  0.84 
SAND %  6.89  88.64 42.68  40.65  13.48 31.58 0.54  0.69 
 
Figure 13  reports  the  sampling  locations  and  the  classified  soil  textures  following  the 
German KA5  (Sponagel 2005) and the United States Department of Agriculture (USDA) 
classification system. Note that the class breaks of the German classification system  in 
soil  texture  triangle  are black, while  those of  the USDA  system  are  red.  Sampled  soil 






is dominated by clay  loam, sandy clay  loam and  loam (USDA = ClLo, SaClLo, Lo). Those 
soil  texture classes are also very dominant close  to  the basin outlet  in  the  southwest. 
The mountainous region  in  the east  is whether covered by  loam or sany  loam  ( KA5 = 
Ls3, Ls4, Sl4; USDA = Lo, SaLo). 
The  relative higher  sand  content  in  those exposed  areas  indicates  that  finer  fractions 
were already eroded and transported in to the lower areas of the catchment. The rather 
low variance of silt might be an  indication the spatial distribution  is strongly  influenced 
by Aeolian processes and as indicated already in section 2.1.3.  





States Department of Agriculture  (USDA) Classbreaks. Black  lines  represent  the German classification  system, while  the  red  lines  represent  the USDA system. Each grey cross  in  the 
triangle represents one sampling location. 






the  local  gravity,  climate,  water  and  living  environment  (Scheffer  &  Schachtschabel 
2002).  This  hypothesis  was  tested  for  the  sampled  soil  data  by  correlating  the  soil 
textural  fractions  with  the  primariy  and  secondary  terrain  attributes  presented  in 
section 3.3. 
The  Pearson  coefficients  of  correlation  (r)  for  each  soil  texture  fraction  and  the  co‐
variables  are presented  in  Table  2.  For both methods  correlation  coefficient  are  low. 







Co‐Variable  CLAY  SILT  SAND 
A  ‐0.01 ‐0.15 0.12
β  ‐0.27 0.08 0.21
CDI  0.03 ‐0.06 0.03
Ch  0.02 ‐0.03 0.03
Cv  ‐0.03 ‐0.03 0.07
DEM  ‐0.34 ‐0.10 0.36
LS  ‐0.30 0.09 0.24
SPI  ‐0.22 0.12 0.13
SWI  0.33 ‐0.08 ‐0.28
TWI  0.17 ‐0.04 ‐0.15
 
The same, but  in an opposite manner,  is true for the correlation of both fractions with 
the Saga‐Wetness‐Index  (SWI). This  reveals  that at  locations with high  clay  content  in 
the catchment  the specific catchment area  is  larger  than at  locations with a high sand 
content.  However,  the  low  correlation  of  all  terrain  attributes  reveal  that  important 
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processes which  significantly  influence  the distribution of  the  soil properties  can’t be 
explained  by  the  terrain  attributes.  This  is  especially  true  for  the  fraction  silt.  This 
confirms the assumption that the silt distribution  is dominated by other processes  like 




correlations  to  the  stream power  Index  (SPI)  indicate  that  local gully erosion only has 
minor influence on the distribution of the soil textures clay and sand. 
The  low correlation might also be a  result of  the  large scale of  the case study. Krüger 




The co‐variables of  the  terrain attributes were used as predictors  in a stepwise  (back‐
ward and forward) Multi Linear Regression (MLR) and Regression Kriging (RK) model. A 
maximum of 4 predictors  (βi) were applied  into  the MLR and RK  following Hengl et al. 
(2007). The derived MLR equations for clay, silt and sand are as followed: 
Clay   = 7.10 + (‐0.02*DEM) + (0.06*CDI) +(1.63*SWI);       (19) 
(R²=0.2; p ≤ 0.001)   
Silt   = 22.62 + (0.41*TWI) + (‐0.01*A) + (18.32*ß);         (20) 
(R²=0.1; p ≤ 0.001)   





clay and sand) and TWI  (with silt), surprisingly  these  terrain attributes  found entrance 








The collected and  lab‐analyzed  soil  samples were automatically  interpolated  following 
the equations introduced in the sections 3.5 & 3.6 by using the R package “automap” of 
Hiemstra et  al.  (2008)  (section 3.5). Variogram models were  calculated  for  the  target 
textures clay, silt and sand (Figure 14a) and for the residuals derived from the MLR (4.2) 
for each texture, respectively (Figure 14b). All variogram models were calculated using 









effect  of  soil  properties  (Zhao  et  al.  2012).  The  theoretical  variogram models  of  soil 
properties show a medium spatial dependence with a nugget to nugget sill ratio (NSR) of 
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<25%  to >75%. The  low NSR of 26% of  the sand  fraction  indicate  the strongest spatial 
dependence. The low NSR and the high semi‐variance fit well the findings in sections 4.1 
& 4.2. The variogram model of the silt fraction in comparison is rather flat, and the NSR 
of 51% percent  indicates a much  lower  spatial dependence  for  this  soil property. The 
same  is true  for the variogram of residuals of the silt fraction. The shortest ranges are 



















CLAY  Spherical  48 123 2113  39 
SILT  Spherical  27 53 4292  51 
SAND  Spherical  58 226 5485  26 
CLAYres  Spherical  56 113 3880  50 
SILTres  Spherical  24 52 5037  46 
SANDres  Spherical  62 208 6648  30 
 
The semi‐variance  in the experimental variogram of the clay fraction  is  increasing after 
reaching  sill  at  a  range of  approximately 5000m  to 10000m  and  then dropping  again 





















southern‐center  to eastern center and  two spots of high silt content are visible at  the 
catchment boundary in the western center and in the southeast. 
The local patterns of high and low values of the textures in the predicted maps, on the 



















shows  the  limitations of  the MLR method  for  the  soil  texture prediction. The MLR  silt 
prediction shows a large patch of high values in the south‐eastern part of the catchment 
which are not visible in the IDW and OK prediction. This patch seems to be wrong and is 
a  result of  the  rather poor correlations of  silt and  the applied predictors, as shown  in 
section 4.2. The spatial prediction of MLR silt map  follows strongly  the positive spatial 
correlation with the slope grid. The maps of the OK predictions also show the “bulls eye 
effect” but  less strong compared  to  IDW predictions. The  transition of areas with high 
and  low  values  in  the OK predictions  appear much  smoother  compared  to  IDW.  This 
smoother appearance is a well‐known problem of the OK prediction for example report‐
ed in Rezaee et al. (2011) and Yamamoto (2005). 





Figure 16: Spatial distributed prediction  results of  the  soil property  silt using a) Multi‐Linear 













Error  (RMSE)  presented  in  Table  5  identifies  RK  as  the  best  performing  prediction 






















CLAY  Sampled  MLR  IDW  OK  RK 
Min.  5.2  6.4 11.4 9.4 10.4
Max.  63.2  41.2 56.7 50.2 48.2
Mean  31  26.3 29.8 26.2 25.7
Median  31.9  26.4 28.9 22.6 23.2
SILT  Sampled  MLR  IDW  OK  RK 
Min.  6.2  21.8 11.6 16.1 15.6
Max.  50.2  36.0 44.3 35.6 38.9
Mean  26.3  27.2 25.9 26.3 26.5
Median  26.6  26.6 26.0 26.4 26.3
SAND  Sampled  MLR  IDW  OK  RK 
Min.  6.9  31.4 8.9 17.1 20.7
Max.  88.6  69.3 74.9 74.5 69.7
Mean  42.7  46.5 44.3 47.5 47.8
Median  40.7  46.5 45.1 51.1 50.5
 
The lowest RMSE in predicting the sand fraction are achieved by the OK regionalization, 
even  though  sampled mean  and median  are worst  represented  by  this method.  The 
range of sampled values is best represented by IDW. Highest prediction errors of RMSE 
10.7‐12.8% are visible  for  the sand  fraction, while  the RMSE of silt  is  the  lowest of all 
applied regionalization methods.  
Table 5: Cross‐validation results of the soil texture regionalization. 
      CLAY  SILT  SAND
RMSE MLR  10.21  6.71  12.85
RMSE IDW  9.18  5.96  10.77
RMSE OK  9.02  5.91  10.51




hybrid  Regression  Kriging  (RK) model  showed  the  best  prediction  performance  with 
lowest RMSE. But IDW, OK and RK produce nearly the same RMSE results for the silt and 
sand fraction with only minor differences. RK shows the best performance for the clay 
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Figure 18b‐e  report  the  results  and differences of  the  soil maps  that were  calculated 
based on the applied interpolation techniques. While in the map of IDW the typical local 







compared  to  the  Aru  et  al.  (1990)  soil map  (ARU map).  In  the  ARU map  only  6  soil 
texture  classes  are  present, while  the  interpolated maps  distinguishes  up  to  16  soil 
texture  classes.  This  indicates  clearly  a  more  natural  spatial  representation  of  soil 
properties  in  the  catchment,  since  the  composition  of  soil  textures  naturally  varies 
highly in spatial extent. 












western part of  the  catchment  is  classified  as  sandy  loam  (Sl4)  in  the ARU map. This 
texture  class  is only  visible  in  small patches  in  the  IDW, OK  and RK  soil maps, but  is 
relatively  large  in the MLR map. This  indicates the ARU map was maybe derived based 
on  a MLR  regionalization  approach.  In  all  predicted maps  Lts  and  Ls4  are  the most 
dominant  soil  textural classes  in  the catchment. Surprisingly  the LTS  soil  textural class 
doesn’t even appear in the ARU map. 
 















Ehlers et al.  (2015)  into a kriging model to predict top soil texture  in the test site. The 
prediction errors of the resulting soil texture maps of this study are in good correspond‐
ence or  in  some  cases even outperform  their  results. The RMSE of  the predicted  clay 
texture map RMSE = 8.8 % (Regression Kriging approach)  is below the results of Sun et 





the silt prediction  in  this  study RMSE = 5.8% and outperform  the prediction  results of 




3))  indicate that a  lot of small‐scale variability (semi‐variance)  is not represented  in the 
field data. The Nugget value and the coefficient of variation of the silt fraction are much 
lower. This  is  leading  to better  spatial prediction and  lower prediction error. The  low 
NSR of 51% furthermore indicates that the silt fraction has a minor spatial dependence.  




soil  textures  show  patterns  that  are  strongly  influenced  by  the  applied  prediction 
method.  From  all  applied prediction methods OK  and RK  show  the best performance 
(sections  4.4  and  4.5).  The  soil  texture maps  that were  processed  using RK  have  the 
most naturally looking patterns, since this interpolation methods accounts for both, the 
natural patterns in the deterministic model and the model error in the stochastic part.  
On  the  one  hand  the  RMSE  of  the  applied  regionalization models  reveal  only minor 
differences  in  the prediction power of  the  regionalization methods, but on  the other 
hand if one compares the different soil textural maps (Figure 15, Figure 16 & Figure 17) 
and the classified maps  (Figure 18), significant differences  in  the spatial distribution of 
predicted soil properties can be noticed. Applying these different soil maps might cause 
uncertainties  in  the hydrological modeling.  Since  the RK prediction  results performed 
best  for  two  textural classes  (clay and silt),  the derived  textural soil map was used  for 
further investigations and tested in the physically based hydrological model WaSiM. The 




















The  fully distributed process‐based Water balance Simulation Model  (WaSiM)  (Schulla 
1997) was  applied  in  the  test  site  to  perform  the  hydrological  simulations. WaSiM  is 
available  in two different versions. Version 1 uses the more empirical based Topmodel 
approach to calculate the fluxes within the unsaturated zone, while version 2 uses the 
more  physical  based Richards‐equation.  In  this  study  the WaSiM  version  2  (Richards‐
equation) was applied.  
WaSiM was  applied  successfully  for many hydrological  climate  change  impact  assess‐
ment studies for example by Cornelissen et al. (2013), Gädecke et al. (2013), Muerth et 
al. (2013), Ott et al. (2013), Velázquez, et al. (2013) and many more. WaSiM is a distrib‐
uted,  deterministic,  and  mainly  physically  based  hydrological  model  which  runs  in 
constant time steps in a grid‐based structure and uses the Richards equation to calculate 
water flux within the unsaturated zone. WaSiM is composed in sub‐modules (Figure 19) 














with  several  numerical  layers  (Schulla  2015).  In WaSiM  the  soil  profiles  are  typically 
formatted in multiple horizons, of different thicknesses each. If the groundwater module 
































The  hydraulic  properties  are  dependent  on  the water  content  of  the  soil.  In  the  soil 
model this is considered in a discrete manner. The flux between 2 numerical layers with 
indices ݑ (upper) and ݈ (lower) is then given by: 






























rated status, ETR  is equal  to ETP. Besides a  reduction as a  result of dry soils	൫ΘሺΨሻ ൏
	Θஏ௚൯ also the impact of too wet soils ሺη ∗ Θ௦௔௧ ൏ 	ΘሺΨሻ ൏ Θ௦௔௧ሻis considered.  
  ETRi=0              ΘሺΨሻ ൏ Θ௪௣  (25) 
  ETRi= ETPi*	൫ΘሺΨ௜ሻ െ Θ௪௣൯/൫Θஏ୥ െ Θ௪௣൯  Θ௪௣ ൑ ΘሺΨሻ ൑ Θஏ୥  (26) 
  ETRi= ETPi          ΘΨg ൑ η ∗ Θݏܽݐ   (26) 
  ETRi= ETPi*	൫Θ௦௔௧ െ ΘሺΨ௜ሻ൯/ሺΘ௦௔௧ െ η ∗ Θ௦௔௧ሻ    η ∗ Θ௦௔௧ ൏ 	ΘሺΨሻ ൑ Θ௦௔௧ 












(Ψ ൌ 1.5	MPa ൎ 150mሻ 
 
The parameters of the equation above are given as suction for each crop type to respect 
land use  variations. Due  to  this ETR depends on  soil and  crop  type and  can easily be 
converted into a time dependent parameter as well (Schulla 2015). 
A  multiple  land  use  table  can  be  implemented.  Therefore,  the  parameterization  of 
vegetation within the model can be arranged in Julian Days. For each defined Julian Day 
and  each  crop  type,  varying  stomatal  behavior,  root  depth,  leaf  area  index  (LAI)  and 
Albedo can be defined. The days  in between two defined Julian Days are automatically 
linearly  interpolated  to simulate  the  full vegetation cycle each year. Sensitivity studies 
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by  Schulla  and  Jasper  (2007)  showed  that  the  resistance parameters  rs  and  ra  in  the 
Penman‐Monteith equation are very sensitive to the resulting evapotranspiration. These 
two parameters can be calibrated in the land use table, and serve as a fitting parameter 









exfiltration of ground water  into  the  channel network. The model was applied  in  this 
study without  using  the  groundwater model.  In  this  case  the  base  flow  is  generated 
similar to the TOPMODEL‐approach: 
ܳܤ ൌ ܱܳ ∗ ܭݏ ∗ ݁൫݄ܩܹെ݄݃݁݋,0൯/݇ܤ             (28) 
with 








Interflow  is generated at  soil  layer boundaries  if  the  slope angle  is > 0 and a drop  in 
hydraulic  conductivity  is present.  Interflow  calculation  starts  from  the  last  completely 
saturated layer, down to the groundwater layer. Interflow is generated if the suction in a 
layer  holds  <3.45m water  column.  In  this  condition  the maximum  possible  drainable 
water content of the actual  layer  is calculated and  interflow as a result of conductivity 
river density and hydraulic gradient  is generated. The smaller result of that calculation 




into  infiltration  from  rivers  and  lakes.  Interflow  is  calculated  by  a  one  dimensional 
vertical  finite difference scheme.  Interflow will be  translated by  the model  to  the sub‐
basin outlet using a  flow  time histogram  (isochronic method). A more  comprehensive 
description of runoff generation is given in Schulla (2015). Finally surface runoff is ether 












The  climate  variables  were  provided  by  different  General  Climate  Model  (GCM)  – 
Regional Climate Model  (RCM)  combinations of  the EU  FP‐6 ENSEMBLES project. One 
first  skill measure of a  climate  simulation  is  to  reproduce  the  climatology  in a  certain 




ized  by  a  rapid  economic  growth,  a  global  population  growth  that  peaks  in  the mid‐
century  and  declines  thereafter  and  a  rapid  introduction  of  new  and more  efficient 
technologies. The A1  scenario  family develops  into 3  groups  that describe  alternative 
directions of technological change  in energy systems: The fossil‐insensitive (A1FI), non‐
fossil energy  sources  (A1T), and a balance across  all  sources  (A1B)  (Christensen et al. 
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the art CRU E‐OBS  reference datasets  for  the control period of 1951–2010  (Bird et al. 
2015),  was  best  reproduced  by  the  ENSEMBLES  RCMs  ECHAM‐5  REMo  (ECH‐REM), 
ECHAM‐5 RacMO  (ECH‐RMO),  ECHAM‐5 RCA  3  (ECH‐RCA)  and HadleyCM3 RCA  (HCH‐
RCA). 
Since even the best performing RMCs showed quite a deviation to the observed clima‐















The  E‐OBS  bias  corrected  precipitation  was  downscaled  using  multifractal  cascades 
starting  from  areal  averages  of  daily  precipitation  (Deidda  et  al.  2013).  For  the  Rio 
Mannu basin a total of 800 precipitation events were used to derive model parameter 
and  identify  the  calibration  relations  as  a  function  of  R  for  the  study  area.  Detailed 




and Deidda  et  al.  (2013).  Finally  remaining  local  biases were  corrected  based  on  the 
observation data of 13 precipitation gauging stations within the catchment over a period 
of  1951‐2008  Piras  et  al.  (2014).  Air  temperatures  from  the  ENSEMBLE  RCMs  were 
downscaled based on the procedure described in Liston and Elder (2006). 
















budgets  and  extremes.  In  the  Rio Mannu  catchment  the  three  different  hydrological 
models WaSiM,  tRIBS, mGROWA,  and  SWAT  were  applied  and  results  compared  to 
investigate model based uncertainties in the hydrological climate impact assessment. To 
investigate  the model  internal uncertainties, hydrological model  input data as well as 
the model parametrization of the catchment were harmonized as far as this was possi‐
ble for the three different model architectures. Models were setup with the same  land 
use  information  (section 5.2.3.1.) and  the same Aru et al.  (1990) soil  information  (sec‐
tion 5.2.3.3). Unique parameters were applied for the land use classes and soil types as 
far as the different model architectures allowed this. 
WaSiM was  set up with a grid  resolution of 250m,  reflecting a compromise  to ensure 
acceptable  computational  performance,  as  well  as  the  spatial  representation  of  the 







The  land use  land cover (LULC) map of 2008 (Figure 3) was aggregated to 8 major  land 




vine  yards  (2%),  and water bodies  (1%).  Land use  specific model parameters  like  leaf 
area  index  (LAI),  root  depth,  and  stomatal  resistance were  collected  from  literature 
(Cermák et al. 2007, Schulla 2007, Villalobos et al. 2005, Winkel & Rabal 1993). Irrigated 
agriculture  is  only  present  in  a  small  north  western  part  of  the  catchment.  Due  to 













the months of  July, August, and September, before  increasing slowly and reaching  the 
peak  in April and May.  In comparison  to that, Forrest, Olives, Macchia / shrub vegeta‐
tion, and vineyards, were parametrized with still high LAI, VCF, Z0 and RD. Woody  land 
















[m²/m²]  [‐]  [m]  [s/m]  [m] 
Agriculture  0.4 ‐ 3  0.1 ‐ 0.95  0.1 ‐ 0.5  60 ‐ 120  0.3 ‐ 0.4 
Forest  3 ‐ 7  0.7 ‐ 0.95  2  50 ‐ 110  1.8 
Olives  3.5  0.88  2  116  0.013 
Pasture  0.1 ‐ 2.1  0.2 ‐ 0.9  0.2 ‐ 0.4  35 ‐ 80  0.03 ‐ 0.04 
Macchia / Shrubs  4 ‐ 5  0.95  2  30 ‐ 150  1.82 
Settlements  0  0.3  0  100  100‐150 
Vineyards  0 ‐ 1.48  0.35 ‐ 0.59  1.2  70 ‐ 155  1.82 




equation  to model  the water  fluxes  in  the unsaturated soil zone  in a one‐dimensional 
vertical  direction  (Schulla  2012).  The  parametrization  is  done  using  lookup  tables  for 
each soil type. Based on soil textural information the van Gnuchten method (van Gnuch‐
ten 1976) is applied to calculate the actual water content per modeled time step. 
ߠ ൌ ߠ௥ ൅ ሺߠ௦ െ ߠ௥ሻ ቀ ଵଵାሺటఈሻ೙ቁ
௠
,            (30) 






terization was done using  the pedo‐transfer‐function  (PTF) of Wörsten et al.  (1999). A 
constant soil depth of 10m was assumed for the whole catchment, which is indeed not 
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realistic  especially  for mountainous  regions.  This  depth was  chosen  for  the  different 
hydrological models (section 5.2.3 ) applied  in the test site within the CLIMB project to 
investigate  hydrological model  dependent  uncertainties  in  the  climate  change  impact 
assessment. To do so, every applied model had to have a setup, with maximum similari‐
ty.  The  different  layers within  the  soil  horizons were  parameterized  uniformly  for  all 






ksat and  interflow generation with  increasing soil depth, but since soil  information was 
only  present  for  the  top  soil  layer,  this  appeared  to  be  a  practical  parametrization 











in  the  basin.  Each  of  the  6  soil  type  polygons  consisted  of  a  range  of  different  soil 
textures. WaSiM soil model needs to be setup with van Gnuchten parameters.  













van Gnuchten parameters based on  literature  sources of  Sponagel  (2005). The deter‐
mined parameters are presented in Figure 22a‐e). The presented hydrological properties 
of Figure 22a‐e) were  transferred  for each  soil  texture class  into one distinct  soil  look 
table for each soil texture class in the WaSiM control files. 
The soil model was setup with two horizons. The first horizon (H1) consisted of 5 layers 
of  0.2 meter  thickness  for  every  soil  texture  class  (total  of  depth  1m).  The  second 
horizon (H2) consisted of 5  layers of 1.8 m thickness each (total of 9 m) (Note that the 
number of  layers has  to be  same  for each horizon due  to numerical  reasons  (Schulla 











in  the  WaSiM‐RKS  model. WaSiM’s  parameterization  was  done  by  using  the  pedo‐
transfer‐function (PTF) of Wörsten et al. (1999) and Vereecken et al. (1989). The PTF of 
Vereecken et al.  (1989) was only used  to calculate  residual soil water content θr. This 
decision was made  since  in  the  approach  of Wösten  et  al.  (1999)  the  residual water 









α =   exp(  ‐14.96 + 0.03135 * C + 0.0351 * U + 0.646 * Corg +15.29 * dB  ‐ 0.192 * 1  ‐ 
4.671 * dB² ‐ 0.000781 * C² ‐ 0.00687 * Corg² + 0.0449 / Corg + 0.0663 * log(U) + 
0.1482*  log(Corg)  ‐ 0.04546  * dB  * U  ‐ 0.4852  * dB  * Corg  + 0.00673  * 1  * C),   




* (dB * Corg) + 0.00718 * (1 * C)), (Wörsten et al. 1999)      (34) 












organic content  (Corg), and  the bulk density  (Figure 23) were calculated and applied  in 
the  PTF  of Wösten  et  al.  (1999)  and  Vereecken  et  al.  (1989).  Figure  24  reports  the 
hydrological parameters that were applied to the WaSiM soil table. 
The  soil  in WaSiM‐RKS was  parameterized  in  3  horizons.  The  first  horizon was  sub‐
divided  into 5  layers; note  that  the number of  layers has  to be  the  same  for all each 
horizon due to numerical reasons (Schulla 2012), with a layer depth (H1layer) of 0.2 meter 
for each layer, so that the total depth is 1m. 


























widely  used  in  different  areas  of  hydrology.  A  flow  duration  curve  is  a  cumulative 
frequency  curve  showing  the  percent  of  time  or  probability,  specific  discharges were 








ܨ ൌ 100 ∗ ோேାଵ                  (36) 
Where, 




derived  FDCs  of  the  recorded  discharge  as well  as  for  the  hydrological modeling  dis‐
charge results, threshold values for the different flow conditions were determined.  
 










This  setup was afterwards  transferred  to  the WaSiM‐RKS  setup except  the  soil model 
parametrization. The mean flow duration curves of the WaSiM‐ARU and the WaSiM‐RKS 
ensemble for the reference time series were used to determine the threshold values for 








































Assimilating  remote  sensing  data  is  especially  important  for  ungauged  catchments 
(Hrachowitz et al. 2013). For example Mohamed et al.  (2006), Winsemius et al.  (2008) 





the surface energy balance. The actual evapotranspiration  is equivalent  to  the surface 
latent heat flux. The surface latent heat flux was calculated as followed: 
ߣܧ ൌ ܴ௡ െ ܩ െ ܪ,                (37) 
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ܧܨ ൌ ఒாோ೙ିீ,                   (39) 
and gives 
ܧܨ ൌ ϕ ∗ ቂ ∆∆ାఊቃ,                 (40) 
The method  uses  the  feature  space  of  land  surface  temperature  plotted  against  the 






NDVI value  is caused by  the evaporative cooling effect and  is strongly related  to plant 
available  soil water  content.  Thus,  the  higher  the  soil water  content,  the  higher  the 
evaporation  rate  and  the  lower  the  LST.  Dots  close  to  the  blue  line  in  the  example 















ϕ  boundary  conditions,  the  Jiang  and  Islam  (1999)  interpolation  approach  slightly 
modified by Stisen et al.  (2008), was applied  to obtain ϕ values  for each pixel. This  is 
done  in a  two‐step process by determining  first  the  lower bound ϕi,min  (eq. 42) and 
after upper bound with (eq. 43). The upper bound of ϕ	ሺϕ௜,௠௔௫ሻ corresponds to the wet 
edge. As  it  is constant regardless of  the  land surface, ϕ௜,௠௔௫  it  is equal  to ϕ,௠௔௫=1:26 
independently of the NDVI value (Stisen et al. 2008). By applying a linear equation with 
the  slope of  the dry edge and  the  temperature of  the wet edge as y‐intercept  to  the 
NDVI values, the maximum LST for every NDVI, equal to the dry edge was determined 
(Huber Garcia 2013).  For  the  calculation of  the evaporative  fraction  (eq. 40) now  the 
slopes of  the saturated vapor pressure at air  temperature  [kPaK‐1] ∆ and  the psychro‐
metric constant ߛ [kPaK‐1] have to be obtained. Where, ∆ and ߛ were determined by the 
approach of Allen et al. (1998) (eq. 44). This approach is based on the Penman‐Monteith 














global  radiation. With  the  now  full  set  of  needed  quantities  to  solve  eq.  38  ߣܧ was 
estimated.  Further  information on  the  Triangle‐Method  can be  found  in  Jiang &Islam 
(1999), Wang  et  al.  (2006),  Tang  et  al.  (2010) Huber Garcia  (2013)  and Gampe  et  al. 
(2015).  
The processing scheme to determine the evaporative patterns is as follows: 
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I. Conversion  of  Landsat  TM/ETM  radiances  in  LST  (°C  or  K)  for  each  pixel 
(Figure 26 yellow box) and calculation of the Normalized Difference Vegeta‐
tion Index (NDVI)  
ܰܦܸܫ ൌ ሺேூோିோ௘ௗሻேூோାோ௘ௗሻ ൌ
ሺ௅்ெ	ௐ௔௩௘௕௔௡ௗସି௅்ெ	ௐ௔௩௘௕௔௡ௗଷሻ
ሺ௅்ெ	ௐ௔௩௘௕௔௡ௗସା௅்ெ	ௐ௔௩௘௕௔௡ௗଷሻ,    (41) 
where  LTM  waveband  3  =  Red  (630‐690nm)  and  LTM waveband  4=  Very 
Near‐Infrared (760‐900nm) in planetary reflections 
calculate and scale	ϕ with, 
ϕi,min ൌ ϕmax ቂே஽௏ூ೔ିே஽௏ூ೘೔೙ே஽௏ூ೔ିே஽௏ூ೘ೌೣቃ
ଶ
         (42) 
where ܰܦܸܫ௜   is  the NDVI of  the actual pixel ܰܦܸܫ௠௜௡  is  the minimum ob‐
served NDVI  value  of  vegetation  (generally  set  to  0.1.)  and ܰܦܸܫ௠௔௫  the 
maximum observed value (Figure 26 purple box).  
II. Define  the boundary conditions with  the  triangle and calculate ϕi  for each 
pixel (Figure 26 green boxes),with  
߶௜ ൌ ௅ௌ்೔,೘ೌೣି௅ௌ்೔௅ௌ்೔,೘ೌೣି௅ௌ்೔,೘೔೙ ∗ ൫߶௠௔௫ െ ߶௜,௠௜௡൯ ൅ ߶௜,௠௜௡       (43) 






ሺ்ାଶଷ଻.ଷሻమ             (44) 
where T is the air temperature[°C] (Allen et al. 1998). In this study the mean 
catchment air temperature at observation day was chosen. 
 ߛ ൌ ஼ು∗௉ఌ∗ఒ                     (45) 










P was  determined  by means  of  a  temperature  dependent  variation  of  the 
barometric formula after Roedel (1994) 
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tion  grid  (ETR‐TRI)  for  every month  of  the  year.  For  each  image  evapotranspiration 
patterns  are  calculated  and  images  belonging  to  a  certain month  of  the  year  were 




of Montaldo et al.  (2013).  In  this  study ETR  rates over grass  land were derived  in  the 
neighbor catchment Flumendosa River using the eddy covariance method (Montaldo et 
al. 2013). Since there are different  land use  land cover types  located  in the Rio Mannu 
catchment  and  in  the model  set up  the  actual  evapotranspiration over  grassland  can 
only be used as a validation source in a limited manner.  





MM  Date  LS  Date  LS  Date  LS  Date  LS  No. 
JAN  07.01.2002  ETM                    1 
FEB  02.02.2002  ETM                    1 
MAR  25.05.2002  ETM  09.03.2003  ETM              2 
APR  06.04.1987  TM                    1 
MAY  21.05.1986  TM                    1 
JUN  25.06.1987  TM  20.06.2000  ETM  07.06.2001  ETM  18.06.2002  TM  4 
JUL  27.07.1987  TM  22.07.2000  ETM  25.07.2001  ETM  07.07.2003  TM  4 
AUG  21.08.1999  ETM  26.08.2001  ETM  08.08.2003  TM  24.08.2003  TM  4 
SEP  04.09.1984  TM  13.09.1987  TM  08.09.1991  TM  24.09.1991  TM  4 
OCT  10.10.2000  ETM  13.10.2001  ETM  16.10.2002  ETM        3 
NOV  09.11.1999  ETM  11.11.2000  ETM              2 




In  the  following  sub‐section  three  different  indices  for  the  climate  change  impact 
assessment will be introduced. Those indices were used in the CLIMB‐Project on the one 
hand  to  better  compare  climate  change  impacts  among  the  project’s  different  case 
studies in the Mediterranean, to assess the uncertainties of results that come from the 
different  applied hydrological models  and on  the other  they were  intended  to  give  a 
more easy to digest information on climate change impacts on the hydrology. 
The Standardized Precipitation Index is used to analyze changes in the main hydrological 
input  precipitation.  It  shows  the  climate  change  impact  on  precipitation  in  the  basin 
from different temporal points of view. In comparison to the other two indices, changes 
of  this hydrological quantity are only  forced by  the applied RCM. The  range of  results 















The Standardized Precipitation  Index  (SPI) developed by Mc Kee et al.  (1993; 1995)  to 
improve  the  representation of  abnormal wetness  and dryness,  is  a  spatially  invariant 















3.0  occurs  once  in  approximately  200  years  (Hayes  et  al.  1999). McKee  et  al.  (1993) 
suggest the following classification scale of the SPI: +2 and above = (extremely wet), +1.5 







of  drought,  helps  assessing  drought  severity  and  is  less  complex  as  for  example  the 
Palmer Drought Severity  Index and many others  (WMO 2012).  It has  the disadvantage 
that  it only quantifies  the precipitation deficit. No soil water‐balance component,  thus 
no ratios of evapotranspiration/potential evapotranspiration (ETR/ETP) can be calculat‐





























The  index describes  the missing percentage  to  full plant water  availability.  This  index 






In  this  chapter  the  calibration  and  validation  efforts  for  the WaSiM model  in  the Rio 
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ing  depth.  The  value  reduces  the  conductivities  downward  up  to  a  soil  depth  of  2m 
(fixed model  internal parameter). Below depth of 2m dr remains constant with the 2m 
value (Schulla 2014).  











catchment, even  though a  short  time  series of  recorded discharge data was available. 
Stream  flow data  in a daily resolution was measured at  the river outlet  in Monsatir  in 
the years of 1925‐1935, but unfortunately no recorded discharge data was available for 
the reference period (1971‐2000). To run WaSiM V.2 (Richards‐Equation) the availability 





heavily modified  in  the  last 80  years. Due  to  the  strong artificial modifications of  the 
steam network  it can be expected  that  the discharge behavior  is significantly different 
nowadays compared to the recorded discharge of 1925‐1935. For ungauged catchments 
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Blöschl  (2005)  suggested  calibrating  hydrological models  based  on  recorded  data  of 









corrected  climate model  forcing of  the  reference  time  series  (1971‐2000) which were 
delivered  by Deidda  et  al.  (2013). WaSiM’s  computed  discharge  outputs  (1971‐2000) 








The  calibration of  those parameters was done  in  a 250m  spatial  resolution using  the 
outputs for the total Rio Mannu catchment area. The soil model was setup with the soil 
information of the Aru et al. (1990) soil map. The parameter combination of dr= 10 and 
Krec =0.8 was  found  to  fit best  the observation of 1925‐1935 on a  long‐term monthly 




that were  found  in  literature. WaSiM’s  spatial  evapotranspiration outputs were  com‐
pared  to  spatial  reference  evapotranspiration  that was  derived  by  LANDSAT  satellite 
imagery.   














Figure 28 reports  the  long‐term monthly mean discharge values of  the WaSiM simula‐
tions in comparison to the observed long‐term monthly mean of 1925‐1935. The model 




distribution of  the  runoff  (high  flows  from November  to February, mean  flows  in Oct, 
March‐May  and  low  flows  from  June‐September)  is  well  represented  in  the  model 
outputs using the current model setup with regional climate model forcing.  
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Also  general  trends of  simulation output errors  are  visible. While  autumn  and winter 
discharge  are  overestimated  in  the  simulations,  spring  and  summer  discharge  are 
underestimated.  Those  errors  in  the  simulations might  occur  by  different  uncertain 




model  inputs  for the reference time series  (1971‐2000) and the recoded gauging station data 
(1925‐1935). 
Especially the daily precipitation rates and the discharge behavior of the stream network 
for  the observation  time  series might be highly different  to  the ones of  the  reference 
period  and  already  strongly  impacted  by  the  changing  climate.  For  example  Sannitu 
(2006) pointed out the precipitation rate was reduced by 50‐60% within the last 20 years 
in this region. In Figure 27 long‐term monthly mean precipitation sums of the RCMs for 
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tion  sum  of  1925‐1935  (Figure  5 &  Figure  27).  The  calibration  results  using  the  Flow 
Duration Curves (FDC) (Figure 29) show that the WaSiM outputs represent a good fit of 
modeled and  recorded  flows  that are above 1m³/s while  the  reproduction of extreme 
mid‐range  to  low  flows  under  1m³/s  shows  a  distinct  picture.  The  dry  to  low  flow 
conditions under 0.1 m³/s might  imply a relative higher measurement error. For those 
conditions modeling uncertainties seem to be very high. The gap between observed and 
modeled mid‐range  flow  conditions  (0.1‐0.6m³/s) might  be  caused  by  the  difference 




































































The  root mean square errors are presented  following  the FDC classification scheme  in 
Figure 29. With  the current WaSiM‐ARU model setup, best results  for high  flows were 
achived using the HadCM3‐RCA climate inputs while the ECHAM‐5 REMO forcing shows 
the highest error  for high  flows. Moist  conditions on  the other hand have  the  lowest 
error for the ECHAM‐5 REMO run. The Mid‐flow to low flows RMSEs are very similar for 
all  climate model  inputs. Especially  for  the  low  flow  conditions  the RMSE  is nearly as 
high as the flow range. This model error might be a consequence of significantly  lower 
climate model precipitation  input, compared  to  the precipitation of 1925‐1935,  in  the 
season (March‐July) where the majority mid to low flows are generated. 
After the calibration WaSiM generated plausible discharge and runoff outputs. 











   RMSE  flow range  RMSE  flow range  RMSE  flow range  RMSE  flow range 
High f.   7.88  21.69‐6.27  8.71  19.47‐4.93  6.23  26.90‐5.8  3.61  36.37‐5.67 
Moist cond.   0.58  6.26‐0.5  0.29  4.92‐0.34  0.38  5.79‐0.40  0.45  5.66‐0.41 
Mid‐range f.  0.24  0.49‐0.16  0.29  0.33‐0.14  0.27  0.39‐0.15  0.26  0.40‐0.15 
Dry cond.  0.07  0.16‐0.12  0.08  0.14‐0.11  0.07  0.15‐0.11  0.07  0.15‐0.11 
Low   0.10  0.12‐0.09  0.09  0.11‐0.09  0.09  0.11‐0.09  0.09  0.11‐0.09 






actual  evapotranspiration, which were  simulated  in  the WaSiM model with  patterns 
derived  from  remote  sensing  imagery.  This  step was  done  on  the  optimized WaSiM 
model after the calibration on observed discharge was conducted. 
The WaSiM  simulation  results  in  the Rio Mannu of  the  reference are only  for  certain 
months in good correspondence with derived act. Triangle evapotranspiration (ETR‐TRI) 
and  reference  grass  evapotranspiration  of Montaldo  et  al.  (2013)  (Figure  31).  Little 
deviations  between  reference  ETR  over  grass  (Montaldo  et  a.  2013)  and  modeling 







spiration  patterns. One  reason  for  the mismatch might  occur  from  the  problem  that 
remote sensing  imagery  features only a short snapshot of a particular situation, which 
may not display  long‐term characteristics  for  this region. This  is especially  true  for  the 
months of December  to March where only one  remote sensing  image per month was 
available. A better temporal cover was available for the months June to September with 
4  satellite  images  per month,  while  November  and March  are  covered  by  two  and 
October by 3 images. The mismatch modeling results might be intensified by the too low 
precipitation climate model inputs in this season. 







Exemplary derived ETR‐TRI patterns as  spatially distributed grids  in comparison  to  the 
WaSiM‐ARU and WaSiM‐RKS hydrological modeling results are shown  in Figure 32,  for 
the months May  and  June.  The  derived  ETR  sums  from  the  ETR‐TRI  patterns  show  a 
mean evapotranspiration sum of 94 mm for May and 79 mm for June. A gradient can be 
detected  from minimum values  in the  lower southwestern valley areas, where agricul‐
tural  land  use  is  dominant,  to  higher  values  in  the  more  mountainous  regions, 
characterized by olive trees and macchia vegetation. 




Figure  32:  a)  &  d)  Triangle  Method  Evapotranspiration  pattern  (ETR‐TRI)  versus  spatially 
distributed b) & e) ETR results maps of WaSiM‐ARU and c) & f) WaSiM‐RKS. 
The  gradient  is  even  larger  in  June.  During  this month, many  agricultural  crops  are 
already harvested (Bird et al. 2015) and it can be assumed that soil moisture content is 
rapidly dropping to values close to permanent wilting point  in the  lower valley region. 
The higher  ETR  values  in  the mountainous  regions  can be  explained by  the  lower  air 
temperatures and higher humidity  in higher elevations and by  the  fact  that  the domi‐
nant  land uses – olive  trees and macchia plants –  can extract water  from deeper  soil 
horizons of the unsaturated zone. The comparison of the two WaSiM soil model setups 
shows that WaSiM‐RKS outputs fit better the derived ETR‐TRI patterns (Figure 33).  





high values of ETR  in  the southwestern part of  the Rio Mannu basin  (Figure 18b & e). 
The distinct boundaries of  this pattern  look untrustworthy, as  they  relate almost per‐
fectly  to  the ARU  soil  texture  class  loamy  clay  (Tl)  in  the Aru  et  al.  (1990) based  soil 
texture map (Figure 18). In the RKS soil model, the same soil texture class is only present 




months  of  the  year might  be  that  irrigation  is  not  considered  in  the  current WaSiM 
setup. From  the study of  the Landsat remote sensing  imagery,  it gets clear  that  in  the 
north‐eastern part of the catchment irrigation is applied in the dry season, but unfortu‐
nately it was not possible to get any information about the length of irrigated days, nor 
about  the  total amount of  irrigation water used  in  this  region. The scarce  information 
about  irrigation  activities  in  the  test  site made  a  consideration  in  the model  set  up 
infeasible. For future WaSiM setups this  information  is vulnerable to  improve the fit of 
observations and simulations.  
The R² of  scatterplot  results of WaSiM‐RKS  in Figure 33ii) &  iv)  reveal a better match 




0.01  (250m &  30m)  for May  and  0.09  (250m) &  0.09  (30m)  for  June,  in  a  negative 
relation.  
 









Finally,  considering  point measurements  for  validation, WaSiM’s  SWC model  results 
were  compared with  recorded  soil water  content  from  2010‐2012  (section  5.3.2).  In 
Figure 34  field observed SWC  is compared  to model  results using WaSiM‐ARU  (a) and 










by  Cassiani  et  al.  (2012)  using  electric  resistivity  tomography  and  electromagnetic 
induction.  











Those  results  reveal  strong  improvements  in  reproducing  SWC  behavior  using  the 






time  series were  compared  and  analyzed.  The  comparison was  first made  based  on 
changes  of  annual mean  hydrological modeling  results.  This  was  done  for  both  soil 






Table 9 quantifies  the WaSiM outputs  for  the major water balance components on an 
annual mean basis for the REF and FUT. Part b) of Table 9 summarizes the annual mean 
relative  changes  in  the  single water  balance  components  for  the  future  time  series. 
Columns 1‐3 represent the annual modeling results that are  independent from the soil 
model setup of WaSiM.  
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For all  regional  climate  forcings, annual precipitation  rates are dropping  in  the  future 
time series. The decline  ranges  from  ‐39mm or  ‐7%  (ECHAM‐5 REMO)  to  ‐124mm or  ‐
21% (HadleyCM3 RCA) per year. The applied RCMs show an increase in air temperature 
of 1.8°C (ECHAM‐5 RCA & RACMO) up to 3.1 °C (HadleyCM3 RCA).  
The range of modeled potential evaporation  (ETP) outputs  fit well  the annual value of 
1500 mm/as published by the EEA (2013). Highest values for the REF were modeled by 
WaSiM when applying  the ECHAM‐5 REMO. All  future model outputs  show  increased 
ETP values from 182 mm (ECHAM‐5 RCA) up to 338 mm (HadleyCM3 RCA) per year. This 
is mainly  caused by  rising  temperatures.  These  results  show  that  in  terms of  climate 
change impact within the A1B emission scenario the HadleyCM3 RCA is a more pessimis‐
tic  climate  forcing  while  the  ECHAM‐5  driven  RCMs  show  a more moderate  future 
climate change projection.    
Note that Table 9 shows WaSiM results of the same water balance components (runoff 





20%),  significant  annual  changes  of  up  to  ‐37%  for WaSiM‐ARU  and  up  to  ‐46%  for 
WaSiM‐RKS  are  revealed  when  driven  with  the  HadleyCM3. WaSiM‐RKS  driven  with 
ECHAM‐5 RACMO shows even a Q increase of 2%.  
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Annual  quantities  of modeled Q  using WaSiM‐ARU  fit well  the  results  of  Piras  et  al. 
(2014), who applied the same ARU et al. (1990) soil map and the same regional climate 














er  variation  in  both  REF  and  FUT.  The  monthly  mean  P‐sum  represents  well  the 
Mediterranean nature of the catchment with high P‐sums in the winter months and very 










WaSiM’s  hydrological  outputs  based  on  long‐term monthly means were  analyzed  to 








for  the  IPCC  seasons  December,  January,  February  (DJF;  winter), March,  April, May 
(MAM; spring), June, July, August (JJA, summer), September, October, November (SON, 
autumn) are presented in Figure 37 for the REF and FUT. High P sums are present in the 
mountainous  eastern  areas  of  the  catchment  and  lower  values  are  generated  in  the 
valley areas,  for  the FUT as well as  for  the REF. Only  in  the summer season no spatial 
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and  slightly  increase  in winter.  Little deviation  (7mm)  in  the annual  total P  sums and 
distribution is visible for both applied RCMs in the REF. In contrast to that is the annual 
deviation of 47mm highly increased between the two applied RCMs in FUT. The HadCM3 
RCA  is  in  comparison  to  ECHAM‐5  RCA  the more  extreme  climate  projection  since  it 
processes  highest  P  sums  in winter  and  the  lowest  P  sums  in  summer  of  all  applied 
RCMS (Appendix 1). Highest deviations of the P sums in the FUT are present in autumn, 
where HadCM3 RCA is about 30% lower than ECHAM‐5 RCA.    




Figure 37: Spatially distributed precipitation of ECHAM‐5 RCA and HadCM3 RCA  for  the  IPCC 
seasons a) REF and b) FUT period. 





38  and  Figure  39,  respectively.  The  4  upper  graphs  of  the  figures  belong  to  the  REF 
model precipitation while the lower 4 graphs belong to the precipitation for the FUT of 
the same climate models. The 6‐month SPI compares  the precipitation  for  that period 
with the same 6 months over the historical record, while the 12‐month SPI is the same 
for 12 consecutive months. The 6‐month SPI  indicates  seasonal  to mid‐term  trends  in 
precipitation.  It  is  supposed  to be very effective  in  showing precipitation over distinct 
seasons.  It  is  especially  good  to  analyze  drought  seasons  in  the  very  important wet 





12  than  in  the  SPI‐6.  In  both  figures  the  FUT  is  characterized  by  a higher  number of 
extremely dry events (value = ‐2). The ECHAM‐5 REMO (ERE) precipitation also shows a 
higher  number  of  extreme  wet  events  in  the  FUT.  Severely  dry  and  extremely  dry 
periods  increase from March to July SPI‐6 FUT. Those projection results reveal that the 
wet seasons (October to March (SPI‐6 March)) and the wet to growing seasons (January 
to  July  (SPI‐6  July)) will  be more  effected  by  severe  droughts  in  the  future.  In  those 
seasons all climate models precipitation  inputs point  in  the  same direction of change. 
Furthermore FUT results show that drought events are supposed to  last  longer than  in 
the REF. This can be very clearly observed from the HadCM3 RCA (HCH) FUT precipita‐
tion where extremely dry conditions projected for the years 2051‐2053 and 2064‐2067. 
The  latter period  is also confirmed  in parts (2064‐2066) by the ECHAM‐5 driven RCMs. 
The SPI‐6 change  to more severe droughts  in  the FUT  is significantly confirmed by  the 
SPI‐12  increase  in Figure 39 and by the  increased number of months with severely dry 






























42  respectively  on  a  long‐term monthly mean  basis  for  the  REF  and  FUT.  The  SWC 
outputs of WaSiM‐ARU reveal a plausible distribution within the course of the year, with 
low values in the dry summer season and a peak SWC in the winter season in February. 
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A very narrow  range of hydrological model outputs  is visible  in autumn  for all applied 























the two soil model setups  is even higher  in the wet winter season; here WaSiM RKS  is 
processing about a 5 vol.‐% higher SWC per month. 
Table 10 reports the relative SWC changes of WaSiM‐ARU and WaSiM‐RKS for all applied 
RCMs  as well  as  for  the  ensemble mean  between  REF  and  FUT.  Except  for  January, 
relative soil moisture change in the future is negative for all SWC outputs of WaSiM‐ARU 













the  IPCC  season are  reported  in  Figure 43 and  Figure 44,  respectively. Distinct north‐
western and southeastern SWC pattern can be observed  in the processed maps, which 
strongly  follow  the  classified  soil  texture  classes of  the  applied ARU  soil  texture map 
(Figure 18 a)). For the winter and spring season high soil SWC values are present in the 
northwestern pattern. This pattern is classified as pure clay in the ARU soil texture map. 










relative SWC  reduction  in  the northwestern  lower elevated areas  for all applied RCMs 
and over all seasons. The strongest relative SWC reduction can be observed in the spring 
and autumn season, where SWC only  reaches 91‐81% and 90‐80%,  respectively of  the 
REF level. A slight increase of soil moisture is visible for the all RCMs in the mountainous 









land  use  hold  the  lowest  SWC  similar  to WaSiM‐ARU.  In  the  FUT  projection  SWC  is 
reduced  for  all  IPCC  seasons  and  all  applied  RCMs.  The WaSiM‐RKS  CMS  results  are 
presented in Figure 46.  
The strongest relative SWC reduction can be observed in the spring and autumn season, 
where  SWC  only  reaches  93‐82%  and  94‐86%,  respectively  of  the  REF  level. While 
WaSiM‐RKS  CSM  results  reveal  for  all  RCMs  the  strongest  CC  impact  for  the  spring 
season, WaSiM‐ARU driven with ECH‐5 REMO,  ‐RACMO and HadCM3 RCA projects this 
for the autumn season.  
































In  this  section WaSiM’s actual Evapotranspiration  (ETR) outputs are compared  for  the 




The ETR outputs using WaSiM‐ARU driven with  the climate ensemble  for  the REF and 
FUT are presented in Figure 47. The distribution of ETR outputs with in the course of the 
















Also  the peak month of  the REF changed  from May  in  the WaSiM‐ARU  to April  in  the 
WaSiM‐RKS. Both WaSiM setups produce reduced ETR rates  for the months of May to 
October, slightly increased rates for December and January and slightly decreased rates 
for November  and  February  to  April, when  driven with  the  FUT  climate  projections. 
Table 11 reports the relative changes of WaSiM‐Aru & WaSiM‐RKS ETR outputs between 
the REF  and  FUT  period  for  all  applies RCMs.  The model  results  reveal  the  strongest 
quantitative mean reduction of ETR  in May (WaSiM‐RKS; –15mm) and  in June (WaSiM‐
ARU; ‐13mm). The relative change, presented in Table 11 on the other hand is strongest 
in July  (‐28% WaSiM‐ARU &  ‐30% WaSiM‐RKS) for both model setups but this  is repre‐
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senting  a  less  strong  total  reduction  of  –  9mm  for  both  hydrological model  setups. 
WaSiM‐RKS driven with HadCM3 RCA produces the  lowest ETR rates of all applied FUT 
climate forcings over the year and for most of the month, with a relative reduction of up 
to 41%  in  July. The applied ECHAM‐5 driven RCMs produce  less negative ETR outputs. 
HadCM3  RCA  produces  an  interesting  deviation  between  the  two  soil  setups  for  the 
months of December and January. Only WaSiM‐ARU  in combination with HadCM3 RCA 
shows a reduction of ETR for those months.  





Spatially  distributed  ETR modeling  results  of WaSiM  driven  with  ECHAM‐5  RCA  and 
HaCNC3 RCA are presented  in Figure 49  (WaSiM‐ARU) and Figure 50  (WaSiM‐RKS)  for 
the  IPCC  seasons. The  seasonal absolute  results of WaSiM of both applied  soil model 
setups follow roughly the ETR distribution presented  in Figure 47 and & Figure 48. The 
ETR result maps of WaSiM‐ARU show a similar spatial pattern like for the SWC, with high 
ETR rates (spring 241‐276mm)  in the northwestern part of basin and  lower rates  in the 
southeastern part (spring 172‐206mm).  






















Table  12:  a)  Difference  of  ETI  results  depending  on  the  applied  soil  model.  Comparison  of 





results  of  the  hydrological  ensemble  for  both  WaSiM‐ARU  and  WaSiM‐RKS  reveal 









driven with  ECHAM‐5 RCA and HadCM3 RCA  for  the  IPCC  seasons  in  the a) REF and b)  FUT 
period. 
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in  the  REF  for  the wet winter  season  and  in  the  spring  season  and  negative  in  the 
summer and autumn seasons. The catchment average positive GWR  is for both WaSiM 
setups very similar. The patterns of increased GWR on the other hand are very different 
between  the  two WaSiM  setups.  The  result maps  of  the WaSiM‐RKS  setup  show  in‐
creased GWR  in a  large area  in  the  southwestern part of  the  catchment. The area of 
increased GWR  in  the WaSiM‐ARU  setup  is  smaller, but  the  total GWR  rate  for  those 






texture  information.  For  the applied HadCM3 RCA projection WaSiM‐RKS  results  indi‐
cate a strong decrease in the northwestern part of the catchment, which is not present 








Figure  53:  Modeled  spatially  distributed  ground  water  recharge  (GWR)  using  WaSiM‐ARU 
driven with  ECHAM‐5 RCA and HadCM3 RCA  for  the  IPCC  seasons  in  the a) REF and b)  FUT 
period. 




Figure  54:  Modeled  spatially  distributed  ground  water  recharge  (GWR)  using  WaSiM‐RKS 
driven with  ECHAM‐5 RCA and HadCM3 RCA  for  the  IPCC  seasons  in  the a) REF and b)  FUT 
period. 
 






December. A  second peak of Q  in February  in  the  results  is visible  for applied Hadley 
CM3  climate  forcing.  The modeling  outputs  reveal  low  flow  conditions, with Q  rates 
under 0.5 m3/s, for the months June to September for all applied climate forcings in the 
REF and FUT. The ensemble average mean Q modeling  results of  the  future  scenarios 




























The mean  hydrological  ensemble  Q  outputs  reveal  also  for  the WaSiM‐RKS  setup  a 
reduction of Q  for all months except  for  January and  February.  Since  the WaSiM‐RKS 
setup produces  less  total discharge,  the  reduction of  the  total quantities  is  less  com‐








August  and  for  the  ECHAM‐5  REMO  for  the month  of March.  All modeling  outputs 
project a decreasing Q  trend  for  the months of September, October, December, May, 
and  July with  a  strong  negative  gradient  in  October  and May.  The  increasing mean 
ensemble Q trend for February  is only visible for the ECHAM‐5 driven RCMs, while the 
Hadley driven RCM shows a decreasing Q trend for all months of the year. Very interest‐
ing hydrological modeling results are visible  for  January, since modeling results of  two 





for  the ECHAM‐5 RCA  in  January,  for  the ECHAM‐5 REMO  for  the months of  January, 
June, and August,  for  the ECHAM‐5 RACMO  for  the months of September, November, 
December, February, and June and for the HadCM3‐RCA for the months of September, 
February, March, May to August, with deviations of 10% or more. 
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Table  13:  Comparison  of  relative Q  change  in %  of  the WaSiM‐ARU  and WaSiM‐RKS model 
outputs; Note the green upward arrow = 50 ‐ 100%, green upward arrow tip = 1 ‐ 49%, orange 
sideward arrow = 0%, downward red arrow tip =  ‐1  ‐  ‐49% and downward red arrow =‐50  ‐  ‐
100% change. 
 
The  spatially distributed  runoff  results are presented  in Appendix 7  (WaSiM‐ARU) and 
Appendix 8  (WaSiM‐RKS), respectively.  In the WaSiM‐ARU setup runoff  is generated  in 
the  southeastern part of  the  catchment, where  sandy  loam  soil  textures  are present. 
The northwestern part which  is  covered by  clay  textures  generates  low  runoff  for  all 
IPCC  seasons  (compare Figure 18). One  can  clearly  recognize  the unnatural appearing 
patterns of the ARU soil texture map in the runoff grids, for the wet season. The spatial 
patterns of the WaSiM‐RKS setup appear differently. The runoff generation is in general 
lower, especially  in  the spring and autumn season. This  lower  runoff generation has a 
strong  link  to  the high SWC of  the generated by WaSiM‐RKS. The  runoff generation  is 





flows  (MRF), moist  conditions  (MC)  and high  flows  (HF) have been  calculated  (5.4.2). 








and LF. The highest decreasing  trend  is visible  for  the WaSiM‐ARU  results  in  the MRF, 
while  for WaSiM‐RKS  days with MC  decrease most.  LF  are  increasing mostly  in  both 
WaSiM setups with a  trend of +1.1 days/per year  (WaSiM‐ARU)  to +2.2 days/per year 
(WaSiM‐RKS)  in the REF and those trends are strongly  increasing to +3.9 days/per year 
(WaSiM‐ARU) and +6.07 days per years (WaSiM‐RKS) in the FUT.  




















climate  change  impacts  on  the  water  resources  in  the  Mediterranean  Rio  Mannu 
catchment located on the island of Sardinia, Italy. 
WaSiM had  to be calibrated based on a historically  recorded  time  series of discharge, 
derived  Landsat  evapotranspiration  patterns  and  a  short  time  series  of  record  soil 
moisture,  due  to  the  scarce  filed  data  situation  in  the  catchment.  All  results  of  the 
applied calibration attempts have to be considered with caution. The available discharge 
time  series  was  recorded  from  1925‐1935.  The  hydrological  basin  has  been  heavily 









Aru et al.  (1990) map with nearly no mandatory  information. Based on  this map high 











hydrological  conductivity.  This  parameter  was  parameterized  based  on  a  recession 
constant.  
This  simplification does not  consider  changes  in  soil organic matter, bulk density  and 
processes  like  clay  leaching  into  sub  soil  layers.  But  those  parameters  can  change 
significantly the hydrological properties of the soil layer, for example clay horizons based 
on  clay  leaching  will  increase  the  accumulation  of  soil  water  in  the  top  soil  layers, 
increase surface runoff and decrease the infiltration rate. 
However, based on  the available  information  the soil physical parametrization of both 
WaSiM setups in this study can be stated as solid. The physical and conceptual parame‐




The  calibration  outputs  of  soil  moisture  content  and  actual  evapotranspiration  of 
WaSiM‐RKS  setup outperform  those of  the WaSiM‐ARU, while  the WaSiM‐ARU  setup 
seems to better match the historical discharge. However, none of the applied calibration 
approaches are able  to  replace  the quality of a calibration with a  long‐term  record of 




data  situation  should  not  detain  hydrological  climate  change  impact  assessment  re‐
search  in  those  regions,  since  as  shown  in  paragraph  1.3  climate  change  is  already 
significantly  affecting  those  regions.  This means  all  available  resources  of  calibration 
data sets need to be taken into account, even if they might also imply high uncertainties. 







ration  process  is  not  recorded  constantly  and  as  soon  as  clouds  are  present  in  the 
catchment, measurements are strongly deteriorated. Constant point estimation, such as 
eddy covariance or Bowen ratio, has the disadvantage that it is only valid for the specific 
combination  of  land  use  and  soil  type.  The  Triangle method  is  advantageous  when 
spatially distributed  information  is required for heterogeneous  land use classes. Under 
these conditions, the ETR‐TRI measurements can be a very attractive validation source 
for data scarce regions. By comparing the spatial pattern of the ETR‐TRI results with the 
modeling  outputs.  The  WaSiM‐RKS  setup  shows  a  clear  improvement  compared  to 
WaSiM‐ARU setup.  
The  soil moisture  calibration data  set on  the other hand  is  rather precise  in  terms of 
absolute values (±3 %), but this measurement is limited to one point of the catchment. 
In this study the point information was compared to a 250m*250m modeled pixel at the 
same  location.  The  average  soil  physical  properties  of  the  250m  pixel  and  the  point 
measure might be completely different. However, this available data should be consid‐
ered  at  least  in  terms  of  plausibility.  Here  once  again  the  WaSiM‐RKS  outputs 
outperform  the WaSiM‐ARU  outputs  and  show  that  high  quality  soil  information  can 
improve certain modeled hydrological quantities SWC significantly.  
The  comparison  of  the  ETR,  soil moisture  and  discharge  calibration  results  reveal  a 
paradox situation  in spring and summer time, since all modeled outputs  in this time of 
the  year  are  lower  than  the  reference datasets. But here one needs  to  consider  that 
none of  the data sets covers  the same  time series, which means  that every  reference 
dataset is affected by a different meteorology. Furthermore the meteorology of each of 
the calibration dataset  is different  to  the meteorology of  the  reference climate model 
data applied for the calibration. This problem for example can be observed in Figure 21. 
The  recorded  precipitation  1925‐1935  is  higher  compared  to  the  reference  climate 
model precipitation  for the months of May,  June, and  July.  In this case  it makes sense 
that the modeled reference discharge is lower than the recorded one of 1925‐1935.  
Climate change impact of the RCM input 
In  this section  the WaSiM modeling  results using  the WaSiM‐ARU and  the WaSiM‐RKS 
will be discussed with those of Piras et al. (2014), Piras (2013) and Ehlers (2014). In those 






the mGROWA model  are  similar  to  the WaSiM‐ARU  set  up.  All  three models where 




ed  in section 6 draw a  future picture of decreasing water  resources  in  the Rio Mannu 
basin. The hydrological quantities, evapotranspiration, soil water content, discharge and 
ground water recharge are projected  to decrease  in  the basin. This decrease  is mainly 
related to the projected dropping of precipitation sums and rising air temperature in the 
future time series.  
The annual and monthly mean  relative  changes are  in good  correspondence with  the 
studies of Piras et al.  (2014), Ehlers  (2014) and  the one  conducted by Senatore et al. 
(2011)  in  southern  Italy. The  total modeled hydrological quantities on  the other hand 
differentiate significantly compared to the other studies and seem to be more uncertain.  
The  comparison  of  climate model  input  data  in  the  sections  6.2.1  and  6.2.2  show  a 
decrease  in  annual precipitation of  ‐7%  (ECHAM‐5 REMO)  to  ‐21%  (HadleyCM 3 RCA) 




projections  are  similar.  Temperature  is  projected  to  increase  for  all  climate  forcings. 
Uncertainties  in  this  trend  are  especially  low  since  all  RCMs  indicate  this  trend.  The 
degrees of change  indicate  that  the RCM  temperature change  in  the  future  is strongly 
influenced by the GCM, since all ECHAM‐5 driven RCMs show a temperature increase of 
the  region  by  1.8°C while  the HadleyCM3  driven  RCM  is  increasingly  stronger.  Those 
results are also similar to Piras et al. (2014) and Ehlers (2014). 
WaSiM’s annual reference potential evaporation ETP (Table 9) fits well the ETP of Saadi 










al.  (2014), with peak ETR  in May and with  increasing water stress from August to Sep‐




most agricultural  fields are  free of  crops. The presented monthly mean  results of  the 
reference time series (Figure 47, 46, 47 & 48) fit well those of Maselli et al. (2014) and 
















used  for  agricultural  production,  are  affected  by  the  strongest GWR  reduction  in  the 
future scenario, but GWR results indicated a high uncertainty depending on the applied 
soil model  setup. Note  that  those  results have been processed with  a  very  simplified 







Modeled monthly mean  soil water  content  (SWC)  results of WaSiM‐ARU, WaSiM‐RKS 
and tRIBS produce a similar shape over the course of the year, with high soil moisture 
values  in  the winter  season  and  low  values  in  the  summer  season. However,  strong 
deviations are visible  in  the absolute values. The ensemble mean maximum SWC out‐
puts of 27 vol.‐% in tRIBS are processed in December and the minimum of 23 vol.‐% are 
processed  in August  for  the  reference  time  series.  The  SWC  of  both WaSiM  outputs 
show  a much higher  range over  the  course of  the  year with  a maximum  in  February 
(WaSiM‐ARU  =  22.5  vol.‐%  and WaSiM‐RKS  =  27  vol.‐%)  and  a minimum  in  August 
(WaSiM‐ARU = 11 vol.‐% and WaSiM‐RKS = 13 vol.‐%). The projected average decrease 
of  SWC  of WaSiM  outputs  (WaSiM‐ARU  =  ‐10.75  vol.‐%  and WaSiM‐RKS  =  ‐9.25%)  is 
higher for tRIBS projection (tRIBS = ‐5.39%) and lower for the projection of Senatore et 
al.  (2011) with  a projected  reduction of  about  ≈  ‐20%. Both WaSiM  and  tRIBS model 
outputs show the largest projected SWC decline in the spring time (WaSiM‐ARU = ‐13%, 









Both WaSiM  setups  seem  to produce more plausible  SWC outputs,  since  SWC of  the 
tRIBS outputs never drop under permanent wilting point even  in  the  summer months 
and also do not  fit well  to  the  results of Senatore et al.  (2011). Due  to  that  the  tRIBS 
SWC modeling result seems to be very unlikely for a semi‐arid region. The soil textures 
of the WaSiM‐RKS setup have in average a higher threshold of permanent wilting point 





release  in dry  conditions  in  terms of  runoff and evaporation  is  less. The higher water 
content  in wet and warm conditions  (growing season WaSiM‐RKS),  increases  the  tran‐








grown,  since  it  is heavily dependent on  the given  soil  texture at each wheat  location. 
This means a poor quality of soil information in a catchment increases the uncertainty of 
determining  the  climate  change  induced  threats  to  agricultural  production  in  the  Rio 
Mannu. The higher SWC outputs of the WaSiM‐RKS soil moisture outputs and the lower 
relative change  in the modeled  future results  indicate that the probability of yield  lost 
based on the WaSiM‐RKS values is lower compared to the WaSiM‐ARU results.  
Modeled runoff and discharge 
The  simulation  of  projected Q  changes  involves  the  highest  uncertainties,  since  it  is 
depending strongly on the RCM  input. Future Q changes range from an  increase of 2% 
(ECHAM‐5  RACMO)  to  a  decrease  of  ‐46%  (HadleyCM3  RCA).  Furthermore, WaSiM’s 
modeling results of the REF and FUT discharge and runoff show the largest response to 
the soil model parameterization. The WaSiM‐RKS results for the REF and FUT are signifi‐
cantly  lower  compared  to  the WaSiM‐ARU  results.  This  shows  that  the  soil  physical 















Rio Mannu  catchment within  the  CLIB‐Project  are  presented  in  Figure  58. All models 
were driven with  the same climate model meteorology presented  in section 5.2.1 and 
WaSiM‐ARU, SWAT and tRIBS used the same  land use, soil  information and catchment 
setup  based  on  the  CLIMB  model  harmonization  presented  in  section  5.2.3.  Only 
WaSiM‐RKS uses a different soil  information  input as presented  in section 5.2.3.4. The 
applied models are all physically based and range from semi‐distributed (SWAT) to fully 
distributed (tRIBS & WaSiM). The modeling results are very diverse for many months of 
the  year.  This  is  especially  true  for  seasons  (winter  and  spring)  in which more  Q  is 
generated  (Figure 58a).  In December and  January of  the REF WaSiM‐ARU processes a 
considerable  higher  amount  of  runoff  compared  to  SWAT  and  tRIBS.  From May  to 
August WaSiM‐ARU,  ‐RKS  and  SWAT  correspond well, while  tRIBS processes higher Q 
from April to August in the REF and FUT. The hydrological models WaSiM‐ARI, ‐RKS and 
SWAT respond to the REF annual precipitation peak  in December with a peak  flow  for 
the same month, while tRIBS Q peak is in February. SWAT is the only model responding 
with a second Q peak to the second precipitation peak  in February. This  is  indicating a 
higher sensitivity of the precipitation input for SWAT. 





They confirm  the  findings of Velázquez et al.  (2013) and Muerth et al.(2013),  that not 




















Especially  in ungauged  catchment  like  the Rio Mannu  those uncertainties need  to be 
considered  in  the  climate  change  impact  assessment  analysis,  the  resulting  adaption 





















WaSiM‐ARU  ‐20%  ‐12%  ‐5%  ‐37% 
WaSiM‐RKS  ‐20%  ‐8%  2%  ‐46% 
SWAT  ‐18%  2%  5%  ‐16% 
tRIBS  ‐35%  ‐16%  ‐23%  ‐52% 
  
The magnitude  in  uncertainty  of  average  total modeled  Q  outputs  for  the  different 
applied models as well as for the soil input increases for the high flow (winter) and wet 
conditions  (spring),  in this  low  flow dominated catchment. Those  findings are contrary 
to  those  of  Velázquez  et  al.  (2013)  who  demonstrated  an  increasing  uncertainty  of 
hydrological model Q outputs for low flow conditions. However, their findings are based 
on a  study made  in  catchments with humid and  snowmelt dominated  runoff  regimes 
and due to that not fully comparable to the findings made in this study. Those uncertain‐
ties and the non‐linear nature of hydrological modeling results are further reflected by 
the  projected  annual  climate  change  impact  on  ΔQ  as  presented  in  Table  14.  ΔQ  is 
projected to decline  for all WaSiM‐ARU and  tRIBS simulations, while  for WaSiM‐RKS & 
SWAT driven with ECHAM‐5 RACMO and SWAT driven with ECHAM‐5 REMO is projected 






RK  (ECHAM‐5  RACMO)  compared  to  the  negative  trend  of  WaSiM‐ARU  (ECHAM‐5 
RACMO)  and  the  more  pessimistic  negative  trend  of  WaSiM‐RKS  (HadleyCM3  RCA) 
compared to WaSiM‐ARU (HadleyCM3 RCA), shows the non‐linear behavior of WaSiM to 
the  combination  meteorological  and  structural  model  inputs  like  soil  texture  infor‐
mation.  Those  results  confirm  on  the  one  hand  that  in  a  climate  change  impact 
assessment uncertainties related to other aspects of the assessment procedure  includ‐






II. “the hydrological uncertainty  is very significant and that the  lack of robust‐

















soil  texture  information  needed  to  setup  WaSiM  and  applied  for  the  hydrological 




to  soil  physical  data will  lead  to  different  spatial  distributions  of  soil  textures  in  the 




findings  of Minasy & McBratney  (2007)  that  RK  appears  to  be  robust  to  predict  soil 
properties in various soil regions and suggest this method for practical applications, but 
has  a major  limitation,  if  the  relationship  between  target  and  covariates  is  low.  The 
assumed stationary condition across  the space  (Kumar 2015)  is not always valid and a 
major  limitation of  this method. Despite  the  low  relationship between  target and  co‐
variable regression kriging delivered the best performance and proved to be a solid and 
relatively easy to apply regionalization method. An improvement of those results might 
be  possible  by  implementing  different  co‐variables  from  airborne  and  infield  remote 
sensing  techniques,  like  synthetic aperture  radar  (Meyer 2009) or geophysical  remote 
sensing  like  (gamma  ray  spectrometry,  electromagnetic  resistivity,  or  time  domain 
reflectance) as used  in Cassiani et al. (2012).  In data scarce regions  like the Rio Mannu 







the growing  season  (March  to  June). ETR  rates are  significantly  reduced  from April  to 
October  for  the  future  time  series  in  all  simulation  results.  The  reduction  of  ETR  is 
caused by lower soil water content, where even the permanent wilting point is reached 
at  an  earlier  time of  the  year  in  the  future  scenarios.  Sufficient water  availability  for 
plants  is crucial for the agricultural production  in this season, being the main source of 
income  in the RMB. The earlier onset of dry conditions  in the catchment  is a threat to 
agricultural  production  in  the  future,  asking  for  the  development  of  an  adaptation 
strategy, such as a water resources management plan which takes such simulations into 
account.  These  findings  clearly  confirm  hypothesis  I  in  section  1.1  that  “Hydrological 
resources and the agricultural production are endangered by climate change impacts in 
the  Mediterranean  semi‐arid  area.”  The  quality  quantification  of  future  threats  to 
agricultural  productivity,  as  done  by  Bird  et  al.  (2015),  is  highly  dependent  on  solid 
hydrological modeling  results.  The  study  shows  that  in  ungauged  data  scarce  catch‐
ments the provision of certain hydrological climate change impact projections is strongly 





dependency  from  the  applied  soil  model  parameterization.  The  WaSiM‐ARU  setup 
produces significantly higher amounts of runoff and low SWC outputs, while this obser‐
vation  is reversed for the WaSiM‐RKS setup. The bias of modeled Q produced with the 
difference soil  texture parametrizations  (WaSiM‐ARU & WaSiM‐RKS)  is  in  the  range or 
even higher than the Q bias compared to other hydrological modeling results presented 
by Piras et al. (2014) using tRIBS and processed by CRS4 using SWAT, respectively. With 
those  findings  the  two hypothesizes  IV “Setting up WaSiM’s  soil model with  soil  infor‐
mation  coming  from  different  sources  will  have  a  considerable  impact  on  the 
hydrological modeling results” and V “I. The  hydrological  climate  change  impact  assess‐






Beside  the  climate  model  input  related  uncertainties,  hydrological  climate  change 
impact assessment needs  to consider  the structural, parametrization, and hydrological 
model related uncertainties. This confirms hypothesis II in section 1.1, that “II.  “A  solid 
soil  physical  parametrization  of  physically  based  fully  distributed  hydrological models 





implies  lower model  induced  uncertainties  and might  give  a  better  and  reasonable 
orientation of future changes in the RMB. However, an improved management of water 
resources, adaptive to climate change impacts, will be strongly hampered as long as no 









The  combination  of  soil  sampling,  hybrid  regionalization methods  and  ETR measure‐













III. due  to  the poor availability and quality of  long‐term hydrological quantity 
records, hydrological  impact assessment  is more affected by uncertainties 
especially  in  the  structural model  setup,  parametrization  and  validation, 
than in catchments that are well monitored and sampled.  
In order  to  reduce  the massive prevailing uncertainties, especially  in ungauged basins, 
any possible data source or validation method has to be taken into account to improve 
process  understanding  and  the  overall  robustness  of  model  results  related  to  the 
assessment of future hydrological impact of climate change. 
Especially  in  ungauged  catchments  hydrological  climate  change  impact  assessment  is 
asking for a holistic approach,  in which the close collaboration of the disciplines clima‐
tology,  pedology,  remote  sensing,  and  hydrology  reduces  uncertainties  as  far  as 
possible. The combination of sophisticated climate model downscaling and bias correc‐
tion  techniques,  improved  hydrological  model  parametrization  with  improved  soil 
information, and validation with in‐situ and remote sensing measurements, as shown in 
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GCM =           General Circulation Model 
RCP =          Representative Concentration Pathway 




lation  Model  ECHAM‐5  of  Max‐Planck‐Institut  für 
Meteorologie (MPI) 
ECHAM‐5 REMO & ECH‐REM =   Regional  Climate  Model  REMO  Max‐Planck‐Institut  für 
Meteorologie  (MPI) driven with General Circulation Model 
ECHAM‐5 of Max‐Planck‐Institut für Meteorologie (MPI) 



















reaches 9 billion  in 2050 and  then gradually declines.  The 
quick  spread  of  new  and  efficient  technologies.  A  conver‐
gent  world  ‐  income  and  way  of  life  converge  between 









Continuously  increasing  population.  Regionally  oriented 
economic development. 
B1 =  The B1 scenarios are of a world more integrated, and more 
ecologically  friendly.  Characterized  by:  Rapid  economic 
growth as  in A1, but with  rapid changes  towards a service 





B2 =  The  B2  scenarios  are  of  a world more  divided,  but more 
ecologically friendly. Characterized by: Continuously increas‐
ing population, but at a slower rate than in A2. Emphasis on 
local  rather  than  global  solutions  to  economic,  social  and 
environmental stability. Intermediate levels of economic de‐



















IDW =           Inverse Distance Weighting 
Max =          Maximum 
Min =          Minimum 
MLR =           Multi‐Linear Regression 
NSR =          Nugget to Sill Ratio 
OK =           Ordinary Kriging   
OLS =          Ordinary Least Squares 
RK =           Regression Kriging 
RMSE =           Root Mean Square Error 
SD=          Standard Deviation 













FUT=          Projected time series 2041‐2007 
USDA =          U.S. Department of Agriculture 
Q =          Discharge 
REF =          Reference time series 1971‐2000 
SWAT =          Soil Water Assessment Tool 
tRIBS =  TIN‐based Real‐time Integrated Basin Simulator of Vivoni et 
al. (2000) 
WaSiM =          Water Flow and Balance Simulation Model    
WaSiM‐ARU =  WaSiM  setup with  the  soil  information  of  the  Aru  et  al. 
(1990) soil map   
WaSiM‐RKS =  WaSiM  setup with  the  soil  information  derived  in  a  field 
servey within  CLIMB  and  regionalized  by  applying  regres‐
sion kriging.     
 
 
