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Orthogonal frequency division multiplexing (OFDM) is considered in this paper from the perspective of usage in imaging radar
scenarios with deception jamming. OFDM radar signals are inherently multifrequency waveforms, composed of a number of
subbands which are orthogonal to each other. While being employed extensively in communications, OFDM has not found
comparatively wide use in radar, and, particularly, in synthetic aperture radar (SAR) applications. In this paper, we aim to show
the advantages of OFDM-coded radar signals with random subband composition when used in deception jamming scenarios. Two
approaches to create a radar signal by the jammer are considered: instantaneous frequency (IF) estimator and digital-RF-memory-
(DRFM-) based reproducer. In both cases, the jammer aims to create a copy of a valid target image via resending the radar signal
at prescribed time intervals. Jammer signals are derived and used in SAR simulations with three types of signal models: OFDM,
linear frequency modulated (LFM), and frequency-hopped (FH). Presented results include simulated peak side lobe (PSL) and
peak cross-correlation values for random OFDM signals, as well as simulated SAR imagery with IF and DRFM jammers’-induced
false targets.
1. Introduction
Synthetic aperture radar (SAR) technology has been used
since the 1960’s for the purposes of imaging landscapes and
seascapes—both for the civilian and military purposes [1].
In the latter scenarios, the enemy may frequently use specific
electronic countermeasures (ECM) [2] to introduce false
imagery into the radar-collected data to prevent accurate
battle scene assessment. Such methods of ECM are classified
as deceptive [3]. Deceptive ECM techniques—or deception
jammers—operate by sensing incoming radar signals and
reproducing them to the best of jammer’s capabilities,
then resending resultant pulses in a particular fashion,
so as to hinder correct imaging of enemy targets. False
Target Generation (FTG) is one such commonly used form
of deception jamming. The replicated and delayed SAR
waveform is transmitted at the next expected arrival of the
radar signal and is seen as an actual target after image recon-
struction. This type of FTG can be accomplished using a
digital radio frequency memory (DRFM) repeat jammer [4].
Another possible approach to FTG is to generate the replica
waveforms by determining the instantaneous frequency (IF)
of the incoming radar signal [5]. The eﬀectiveness of ECM
can be degraded using electronic counter-countermeasures
(ECCM) techniques [2, 4, 6, 7]. One of the most robust
ECCM methods against deception jamming is pulse diversity
of radar signals, for example, multi-tone phase modulation
and slowly varying chirp rate of linear frequency modulated
(LFM) chirps are explored in [4]. Another method involves
coding signals in such a fashion that a transmitted waveform
at an arbitrary pulse repetition interval (PRI) will produce
a low value of peak cross-correlation with the waveform
at the previous PRI, thus severely limiting the eﬀectiveness
of deception jamming during the correlation process—one
example of such an approach is random noise radar [5, 8–
11]. Orthogonal frequency division multiplexing (OFDM)
can also be employed in this fashion; it is currently being
implemented in multiple commercial communications sys-
tems [12–14], however its applications to radar have been
somewhat limited to this day [15–20]. Advances in sampling

















Figure 1: Block diagram of OFDM transmitter.
technology have made ultra-wideband (UWB) wave shaping
a possibility for OFDM systems [21]. In our paper we con-
trast multifrequency UWB SAR signals based on OFDM with
several common types of wideband SAR waveforms with
certain similarities to OFDM. LFM chirps [22, 23], while
easily implemented and widely used for SAR processing due
to the relatively simple and eﬃcient range-Doppler algo-
rithm, experience high susceptibility to jamming because of
the linear nature of the IF. Frequency-hopping (FH) signals
[24, 25], similarly to OFDM, change spectral composition at
each PRI, thus limiting the eﬀectiveness of DRFM jammers.
However, because their IF is constant, if the hopping
interval is known, this type of signal may also be aﬀected
by IF jamming. On the other hand, ultra-short Gaussian
monopulses [26], while allowing for submeter resolution
and exhibiting good multipath performance, are usually
processed using a diﬀerent technique, backprojection, which
is computationally expensive and varies significantly from
range-Doppler processing employed in our simulations, thus
these UWB SAR signals are not considered in the paper.
This paper investigates the ECCM capabilities of an
UWB OFDM signal and the benchmark LFM chirp
and FH signals against an IF jammer and a DRFM
repeat jammer. Section 2.1 describes the OFDM signal
model, Section 2.2 explores peak side lobe (PSL) and
peak cross-correlation performance of wideband OFDM
radar pulses with random subband composition, and
Section 2.3 describes signal characteristics for the bench-
mark waveforms. Sections 3.1 and 3.2 describe decep-
tion jammer models for an IF estimator and a DRFM
repeat jammer, respectively; Section 3.3 discusses how tar-
get image reconstruction is performed. Section 4 presents
the simulation results, while conclusions are oﬀered in
Section 5.
2. Signal Modeling and Characteristics
2.1. OFDM Signal Construction. The analog baseband
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where xk is the kth data symbol, N is the number of
subcarriers, and T is the signal duration. The signal s(t) is
simply the sum of individual RF pulses known as subcarriers.
Each subcarrier has a unique center frequency kΔ f where
Δ f = 1/T is the frequency separation between each
subcarrier. The individual spectra located at multiples of
Δ f are known as subbands. Each kth subcarrier has a
corresponding subband which is described by a sinc function
centered on kΔ f . The subbands will overlap, but because of
their orthogonality the peak of one subband will coincide
with zeros for all other subbands. If we then sample s(t)
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where T/N is the sampling rate, 1/T has been replaced with
Δ f . The spectral characteristics of s[n] are determined solely
by the sampling rate of the D/A converter and the chosen
number of subbands, N . Figure 1 shows a simplified block
diagram of an OFDM transmitter.
A switch first determines whether a random or pseudo-
random binary source will be used in generating the signal.
The samples are sent from the source where they accumulate
in an IFFT setup buﬀer. The buﬀer will eventually contain
a vector representing the spectrum of the OFDM signal
where each element is a subband of the signal. Recalling
that the subcarriers are cosine waveforms it is advantageous
to begin signal construction in the spectral domain by
populating the vector with 1’s, 0’s, and −1’s to produce
the correct spectra for the subcarriers. The Ns samples
are then sent along an Ns-bit bus to an IFFT processor
where an inverse fast Fourier transform is performed on the
digital frequency domain samples to obtain a discrete time
domain representation of the OFDM signal. Another Ns-
bit bus passes the new time domain vector through an un-
buﬀer and the elements are sent one at a time to the D/A
converter to generate the analog OFDM signal. Similar to
actual signal construction, simulation of an OFDM signal
begins by randomly or pseudorandomly populating the
digital frequency domain vector. The MATLAB format for
filling a spectral domain vector is as follows: (1) the first
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Figure 2: Simulated OFDM signal sampled at 1 Gs/s: (a) time domain signal, (b) signal spectrum.
element is the DC component and is zero in our case,
(2) the positive half of the spectrum is added and (3)
the negative half of the spectrum is added. The negative
frequency block needs to be flipped before being added. An
IFFT is performed on the frequency domain vector to create
the simulated time domain OFDM signal. Figure 2(a) shows
a simulated arbitrary OFDM signal sampled at rate of 1 Gs/s
and Figure 2(b) shows the corresponding signal spectrum.
2.2. Peak Side Lobe and Cross-Correlation Performance of
Random OFDM Signals. Radar ambiguity function (AF)
is an important tool for understanding performance of a
waveform. Conventionally, narrowband form of AF is used
and closed-form integral solution for analog cases is obtained
before plotting the function [23]. Such an approach, for
example, was taken in [18] to plot AF of OFDM signal
consisting of 8 subbands spread over 5 MHz bandwidth.
However, UWB OFDM signal should be treated diﬀerently
due to its wide bandwidth. The error resultant from using
narrowband approximation for computation of wideband
signal’s AF is derived and discussed in [19], which uses con-
ventional integral format of AF definition. In [20] a similar
approach is used to derive and optimize a narrowband AF
of OFDM radar signals with up to 7 orthogonal subbands.
In this work we derive the discrete form of UWB OFDM
radar signal AF, as information extraction in OFDM system
is performed on a digital baseband waveform—that is, all
analysis below is based upon the down-converted receiver
signal vectors sampled at the prescribed rate.
Normalized point target return for any type of wideband
radar signal can be written as(3)
sRX(t) = sTX(t −D(t)), (3)
where sTX is the transmit signal, D(t) is roundtrip time
delay. When target or radar platform (or both) is in motion,
the roundtrip time delay D(t) is a function of target range
R(t) = R0 + vt where R0 is point target’s initial range and v
is the radial velocity, which is assumed to be constant during
radar observation time; from [27],
D(t) = 2R(t − (D(t)/2))
c
= 2(R0 + vt)
c + v
, (4)
where c is the velocity of light. Next, we need to convert
(3) from general sample format into discrete time format;
to translate sample indices into discrete time values we use
tk = (k − 1)Δt, where Δt is sampling interval, which is an
inverse of D/A converter’s sampling rate. This produces the













, k = 1 · · · 2N+1.
(5)
Then, substituting (5) into (3) into it, we express sampled
OFDM received signal as function of time and target’s radial

















Radar range profile reconstruction is performed via matched
filtering. Instead of integral format, cross-correlation of




sRX(tk, v) · ŝRX(τm − tk), (7)
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where ŝRX is the reference signal function, which is obtained
from (6) by setting v = 0.
Calculating absolute value of (7) and squaring it we
recognize the result as a discrete AF of UWB OFDM radar
signal:
χ(τm, v) = |MF(τm, v)|2. (8)
An example of thus simulated AF for the case of a
500 MHz-bandwidth OFDM pulse with 128 subbands with
weights randomly selected from the set of {0, +1,−1} and
the total number of subbands with zero weight equal 17 is
shown in Figure 3.
Due to the random nature of subband distribution,
however, it is more beneficial to consider Monte Carlo
simulations for an ensemble of realizations. In particular,
when sRX and ŝRX in (7) have the same underlying subband
composition, a measure of peak side lobes (PSL)—which is
defined as ratio of peak side lobe value to the peak main
lobe value—can be obtained from the resultant zero-Doppler
plots of an AF to evaluate range reconstruction performance.
Conversely, when sRX and ŝRX have diﬀerent subband
compositions, the cross-ambiguity function (XAF) will result
from (8), which is a measure of orthogonality between
two randomly generated OFDM pulses. PSL performance
of a 500 MHz-bandwidth OFDM radar signal with random
subband compositions, various numbers of subbands and
subband fill ratios—defined as a ratio of nonzeroed subband
number to the total number of subbands in a signal—is
illustrated in Figure 4(a), whereas the plot of the maxima of
XAFs for the case of 500 MHz-bandwidth and a total of 128
subbands is shown in Figure 4(b).
It is seen that with subband fill ratios above 50% and
total number of subbands 128 or higher, OFDM signals
exhibit better PSL performance than the benchmark same-
bandwidth LFM pulse (more on the benchmark pulse
construction is in Section 2.3 below). It is also evident from
the plot that if PSL is desired to be ≤ −20 dB, a minimum
number of subbands has to be 128 and a subband fill ratio
greater than 80%. In Figure 4(b) “inverse” scenario refers
to the simplest method for cross-correlation minimization,





Sk1[n] = ±1, for n odd,




Sk2[n] = 0, for n odd,
Sk2[n] = ±1, for n even.
(9)
Unfortunately, this method of signal generation is not
optimal in practical applications, especially in jamming
scenarios. Having only two unique signals dramatically
increases the radar’s susceptibility to deception jamming.
Therefore, to penalize the jammer, it is essential that
a radar system be capable of employing pulse diversity,
while maintaining reasonable cross-correlation values. The
ultimate pulse diversity can be achieved if the radar signal
contains randomness, or, in the extreme case, bandlimited
random noise can be used as a radar signal [5, 9–11].
Thus, if random OFDM subband distribution is assumed,
it ensures transmission of a unique pulse at every PRI. As a
comparison to other frequency-modulated schemes, in [24]
it is noted, for example, that simultaneous minimization of
AF everywhere except the point of origin (thus minimizing
PSL) and XAF for every time-frequency point is challenging
for frequency coded signals—signals with ideal AF (such as
Costas arrays) will have poor CAF characteristics and vice
versa—and the codes proposed by the authors of [24] exhibit
maximum XAF peak of approximately −6 dB compared to
the AF peak value. For simulated UWB OFDM signal this
level is reached at approximately 30% of subband fill ratio
and it improves with higher fill ratios. If the second pulse
is constructed as described in (9) we can obtain even better
performance, reaching−20 dB when the first pulse has nearly
90% subband fill ratio and, consequently, the second pulse
has approximately 10% subband fill ratio. This, however, is
a trade-oﬀ, as lowering the subband fill ratio for the second
pulse to 10% will significantly degrade range resolution and
ECCM characteristics of the radar, as discussed above.
2.3. Benchmark Signals Construction. An LFM chirp can be
expressed as
slfm(t) = Alfm exp
[
jπ · (2 fc + kLFMt
) · t], 0 < t < T ,
(10)
where Alfm is the constant envelope used to equalize the
energy, fc is the center frequency, kLFM is the modulation
rate, and T is the duration of the chirp. Basic analog
LFM transmitter implementation initially requires a pulsed
sinusoid waveform at fc to be amplified and passed through
an up/down-chirp filter. Using a passive surface acoustic
wave (SAW) chirp filter as in [28] greatly reduces hardware
complexity and decreases power needed in the transmitter
design. The chirped pulse is passed through a power
amplifier (PA) and transmitted through the antenna. The
constant envelope (CE) waveform of the LFM chirp gives it
high tolerances against nonlinearities requiring less stringent
constraints in the PA.
An FH radar signal is given as
sfh(t) = Afh exp
[
j2π · ( fi + fc
) · t],
i = 0, 1, 2, . . . , 0 < t < T ,
(11)
where Afh is the constant used to equalize the energy, fc is
the center frequency, and fi are the frequencies determined
by pseudorandom selections of i within a pre-determined
range of frequencies. The transmitter consists of a clocked
pseudorandom number (PN) generator that sends a number
i to a frequency synthesizer which generates a sinusoid at fi.
The sinusoid is mixed with the carrier sinusoid at frequency
fc to generate a sinusoidal waveform at ( fi + fc). The new
waveform is band-pass filtered to eliminate the ( fi − fc)
component acquired from mixing the two sinusoids. The
waveform is then amplified and transmitted. Similar to the
LFM chirp the FH signal is a CE-waveform and exhibits
























































Figure 3: Example plot an UWB OFDM radar AF with random subband distribution: (a) 3-D plot of AF; (b) Contour plot of the center
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Figure 4: Monte Carlo simulation results for 500 MHz-bandwidth OFDM radar signals: (a) PSL performance; (b) Peak XAF performance
for 128 subband case.
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Figure 5: Benchmark signals: (a)-(b) LFM chirp and its spectrum; (c)-(d) FH signal and its spectrum.
the same high tolerances to nonlinearities in the amplifier.
Figure 5 shows the time domain signals and corresponding
spectrums for the benchmark waveforms.
Multifrequency characteristic of OFDM signals in com-
parison to the benchmark waveforms can be further illus-
trated via time-frequency analysis using spectrograms. An
example of the spectrograms of the three types of radar
signals is shown in Figure 6.
The graphs exhibit the diﬀerences between the three
types of signals from the perspective of an intercepting entity.
It is easy to see that the LFM signal’s time-frequency behavior
not only can be exactly inferred, but it can also be predicted.
The tolerances in choosing appropriate time window lengths
and shapes and sampling frequency are very wide and it is
intuitive that the clarity of the analysis will remain the same
for a number of chirps—not just LFM, but also nonlinear FM
chirps, such as quadratic, logarithmic, and so forth, Thus,
qualitatively, FM chirp will require the least time for the
intercepting jammer to analyze and reproduce the signal.
The second signal—FH pulse—is admittedly more diﬃcult
to reproduce and predict, as its time-frequency representa-
tion does not follow any mathematical function. However,
knowing the hop interval and starting point of the pulse we
can choose the time window so that it coincides with the hop
interval, providing for the graph shown in Figure 6. Locating
y-axis maxima within each time window then clearly shows
that we can, indeed, recover time-frequency portrait of an FH
signal—white dots overlaid on top of the spectrogram graph
represent both the locations of maxima and the original
values of hop frequencies in the FH signal. Of course, there
are limitations to this perfect-case scenario: the interceptor is
required to know the hop interval duration—which must be
constant within a pulse—and oversampling of the received
signal is required to ensure quality capture of the signal































































































































Figure 6: Time-frequency representation of the three types of SAR signals: LFM, FH and OFDM.












Aj exp ( j(ωc + ω̂dn )n)
φ̂n φ̂n−1
jr(t)
Figure 7: Block diagram of an instantaneous frequency deception jammer.
within each hop interval (in our case we collect 40 samples
per hop interval of 8 ns). The third signal—OFDM pulse—
is evidently the hardest to intercept and predict. In fact, its
uniqueness is such that no amount of oversampling and no
size of a fractional sample window will allow the interceptor
to resolve the time-frequency characteristics of an OFDM
signal precisely. This is due to the fact that the signal is
inherently multifrequency.
3. Deception Jammer Model Implementation
3.1. Instantaneous Frequency (IF) Estimator. The analytic
signal z(t) is given as
z(t) = A(t) exp[ jφ(t)], (12)
where A(t) is the time dependent amplitude and φ(t) is
the phase function of the real signal. The IF of (12) has




However, examples given in [29, 30] show that (13) may
not be a suitable definition in all cases, particularly the
case of multi-component signals. It was stated in [29]
that (13) will give physically meaningful results only if the
spectrum of the signal is symmetric about a center frequency.
The UWB OFDM signal, LFM chirp, and FH signal all
exhibit this characteristic and, therefore, (13) is suﬃcient for
determining the IF of the waveforms.
A block diagram of an IF deception jammer is shown
in Figure 7; it is assumed that the center frequency of
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the intercepted radar signal is known to the jammer. An
arbitrary signal, sr(t) = Ar exp[ j(ωct + φ(t))] is first mixed
with a carrier at the known center frequency and filtered
to remove undesirable components to obtain smixed(t) =
exp[ j(ωct + φ(t) − ωct)] = exp[ jφ(t)] which is simply a
complex exponential containing the phase information of
the intercepted waveform. The signal is sent through an I/Q
detector to recover the in-phase and quadrature components,
I = cos(φ(t)) and Q = sin(φ(t)). The I/Q channels are fed into
a phase digitizer that determines the discrete instantaneous
phase φ̂n from the sampled In/Qn inputs and then each φ̂n is
stored. A signal estimator block is then used to generate the
discrete waveform,












where ω̂n= (ωc + ω̂dn) is the discrete IF of the waveform and





which is the discrete derivative calculated by using the cur-
rent and previous instantaneous phases along with the time
sampling interval Ts. The discrete waveform is delayed to
give the signal a false range oﬀset and stored in memory. At
the next PRI the discrete waveform is sent through a D/A
converter and transmitted in the final form,
jr(t) = Aj exp
(
j(ωc + ω̂d(t))t





where ω̂(t) = ωc + ω̂d(t) and jr(t) = Ajsr(t− td) with td being
the time delay (range oﬀset) of the signal.
The IF expressions for the LFM chirp, OFDM pulse and
FH signal were derived in [31] and are given below:
















ω̂FH = 2π · fi + ωc, (19)
where 2πkLFMt = ω̂dlfm (t) is the instantaneous frequency
deviation of the LFM chirp, and γr = ((1− e j2π(N+1)Δ f ·t)/(1−
e j2πΔ f ·t)) · e− j2πNΔ f ·t . Comparing (16) to (17) we see that
the IF generated by the jammer precisely matches the
theoretically defined IF for the LFM chirp, whereas (16) and
(18) will not match. It is important to note that the frequency
hopping interval τFH determines fi at any given time t and is
crucial in determining the IF of the FH signal—we assume
that τFH is known to the jammer.
3.2. DRFM-Based Architecture. A block diagram of a DRFM
repeat jammer is shown in Figure 8. A local oscillator
generates a carrier signal at the known center frequency
that is then mixed with the intercepted radar signal sr(t)
= Ar exp[ j(ωct + φ(t))]. The baseband waveform enters an
A/D converter where it is sampled at the sampling interval
Ts to produce the discrete signal smixed[n] = exp[ jφnn].
An unavoidable product of sampling is signal quantization
error, which, if large enough can yield unacceptable results
when generating replica waveforms. However, higher bit
resolution reduces sampling speed subsequently reducing the
instantaneous bandwidth of the DRFM jammer. A delay is
introduced to the discrete signal creating a false range oﬀset
by means of a controller and the delayed signal is stored in
memory until the next predicted PRI. The discrete delayed
signal jr[n] = exp[ jφn(n − nd)] passes through a D/A
converter and is mixed with an exponential at the known
center frequency resulting in the transmitted jammer signal
which can be expressed as
jr(t) = Ajsr(t − td), (20)
where td is the time delay of the signal.
DRFM jammer simulation will consist of copying and
delaying the complete radar signal by a certain time period to
introduce the false range oﬀset. It is assumed that the jammer
is capable of producing an exact replication of the intercepted
radar signal.
3.3. Target Image Construction. The reconstructed radar
image is formed based on range and cross-range profiles
of the target area. Figure 9 shows an example of a SAR
scenario, in which the SAR platform is moving along a
straight trajectory and illuminates the target scene consisting
of a number of point targets (strong reflectors) by emitting
a signal at each y = uk position. Each target will reflect
the signal back to the radar receiver with an introduced
time delay and phase shift that depends on the position
of the target. SAR signal processing methods are then used
to generate range and cross-range profiles which determine
target position.
Both range and cross-range profile reconstructions are
achieved via matched filtering, but the domain cross-
correlation is performed in is slow-time—as opposed to
range reconstruction, performed in fast-time (terminology
and approach are per [32]). Following derivation of spherical
phase-modulated (PM) signal within limited synthesized
aperture [32] representing return signal phase characteristic
along the cross-range coordinate y as shown in Figure 9,

















where ω0 is a frequency of the single-frequency component
of the radar signal and σn is nth point target reflectivity
coeﬃcient.
It can be seen that implementing (21) for a general UWB
signal would require consideration of individual frequency
components within the spectrum of such a signal. This can
be achieved for the case of OFDM signals by considering a
single subband as an approximation for a single-frequency
component. Indeed, selecting kth subband of the UWB
OFDM signal as a reference, we can generate the phase
response of an ideal point target located at the origin of
cross-range coordinate by stepping through radar positions
EURASIP Journal on Advances in Signal Processing 9

































Figure 9: An illustration of a stripmap SAR scenario.
y for the center frequency ωk of this subband. Cross-range
reconstruction can then be obtained by matched filtering of
the actual phase history function for the same subcarrier
ωk and the reference phase response. Example of such a
reference function generated for a cross-range swath (−40,
20) meters, as well as the simulated phase history of a
point target located at +10 meters in cross-range and the
resultant cross-range profile reconstruction are shown in
Figures 10(a)–10(c), respectively.
The dependence of (21) on radar position demands that
the jammer have the ability to accurately predict the PRI to
ensure pulse-to-pulse phase coherence between transmitted
jammer signals—otherwise, the jammer and radar reference
phase function will be poorly correlated and the false target
will not appear in the resulting reconstructed image. The
















where the σj is the reflectivity coeﬃcient of the false target
and xj , yj are the range and cross-range of the false target,
respectively, as designated by the jammer. It is also evident
from (22) that radar transmit position y must be known
to the jammer. Thus, the generated jammer signals for the














































































































































Figure 10: Cross-range reconstruction using a single subband of
an UWB OFDM pulse: (a) Reference phase history function, (b)
simulated received phase history, (c) reconstructed cross-range
profile.
4. False Image Simulation Results
Next, both IF and DRFM jammer signals were generated
and used in deception jamming simulations with all three
SAR waveforms: OFDM, LFM and FH. The LFM chirp
with constant amplitude of 1 served as the baseline signal
with respect to energy. Since the OFDM and FH waveforms
used in simulation were randomly generated at each PRI,
average energies of both signals were used when determining
their amplitudes, which were adjusted to match the baseline
energy figure. All SAR signals’ baseband bandwidths were set
to 0.5 GHz, and the sampling frequency of the jammer was
set to 5 GHz. For all signals the same pulse duration of 256 ns
was used. Signal-to-jammer ratio (SJR) was approximately
0 dB for all simulations. Figure 11 shows the simulated
reconstructed images when the radar is in the presence of
an IF jammer and a DRFM repeat jammer, which attempted
to create an extended false target image at 130 meter in
range and 10 to 25 meters in cross-range, whereas the real
extended target was located also at 130 meters of range, but
−25 to −10 meters in cross-range. The signals created by
the IF jammer and the DRFM jammer had weak correlation
with the transmitted OFDM signal subsequently causing the
false target ranges to be nonexistent in the range profile.
Therefore, the absence of a false target in Figures 11(a) and
11(b) is not unexpected. Further examining Figure 11 we can
clearly see that the LFM chirp had strong correlation with
both jammer signals causing false target ranges to be present
in the generated range profiles. Figures 11(c) and 11(d) show
that there are false targets in both reconstructed images. Since
the FH signal varies at every PRI, the waveform recorded and
retransmitted by the DRFM signal at the current PRI will
always have weak correlation with the transmitted signal at
all successive PRI’s resulting in the absence of the false target
in Figure 11(f). If the IF jammer can replicate the FH signal it
will allow for strong correlation and cause a false target to be
present in the reconstructed image, as shown in Figure 11(e).
These results show that OFDM signals had the best overall
performance against IF jammer and the DRFM jammer.
5. Conclusion
A multifrequency UWB OFDM signal model was developed
and compared with two common radar imaging transmit
signals, the LFM chirp and FH signal. A discrete AF of
an UWB OFDM signal with random subband distribution
was used to obtain PSL and cross-correlation performance
characteristics in radar imaging scenarios. It was established
that for a 500 MHz-bandwidth OFDM signal the minimum
number of subbands and subband fill ratio required to
exceed the performance of a same-bandwidth LFM chirp
were 128 and 80%, respectively. Random spectral compo-
sition of such a signal ensures strong ECCM capabilities in
presence of deception jamming, at the resultant PSL and
peak cross-correlation values of approximately −22 dB and
−12 dB, respectively. IF and DRFM jammers were modeled
and used to introduce false targets into the imaging area of
the radar system at SJR ≈ 0 dB. The two jammer models
tested pulse diversity of each transmit signal, specifically


























































































































































































(f) Simulated image using FH signal with DRFM jammer
Figure 11: Simulated reconstructed images with jammer false targets: (a) OFDM signal with IF jammer; (b) OFDM signal with DRFM
jammer; (c) LFM chirp with IF jammer; (d) LFM chirp with DRFM jammer; (e) FH signal with IF jammer; (f) FH signal with DRFM
jammer.
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frequency diversity, and the ability of each signal to suppress
jammer waveform eﬀects during image reconstruction. The
appearance of false targets in both jamming scenarios for the
common LFM chirp clearly demonstrates the lack of ECCM
capabilities. The frequency agility of both the OFDM and FH
signals proved useful in the DRFM repeat jammer scenario.
Although the jammer could produce replicas of the signals,
the orthogonality of the waveforms from adjacent trans-
mission intervals amounted to weak correlation between
jammer and radar signals. If the IF jammer knows the hop
interval of a FH signal, false target image introduction will
result—however, due to the spectral structure of the OFDM
signal, no false target images are found in OFDM SAR image
simulations. These qualities make UWB OFDM waveforms
with random subband distribution a viable choice for usage
in SAR scenarios with deception jamming.
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