Logic regression has been recognized as a tool that can identify and model nonadditive genetic interactions using Boolean logic groups. Logic regression, TASSEL-GLM and SAS-GLM were compared for analytical precision using a previously characterized model system to identify the best genetic model explaining epistatic interaction for vernalization-sensitivity in barley. A genetic model containing two molecular markers identified in vernalization response in barley was selected using logic regression while both TASSEL-GLM and SAS-GLM included spurious associations in their models. The results also suggest the logic regression can be used to identify dominant/recessive relationships between epistatic alleles through its use of conjugate operators.
Recent concerns about potential loss of genetic variation in our crop plants 1 make it important to understand genetic modeling in an attempt to correctly measure levels of variation within elite breeding germplasm. Unfortunately modern techniques in genetic modeling are thought to underestimate epistasis, which in outcrossing species, is thought to play a significant role in the maintenance of genetic diversity under potential bottleneck conditions as those encountered during advanced stages in the breeding cycle 1 .
In addition, epistatic interactions have been long thought to play a vital role in the evolutionary diversification of species 2, 3 . Epistatic interaction of the Arabidopsis FRI and FLC flowering time genes is indicated to determine the generation of a latitude cline in the species 4 . Furthermore, quantitative trait loci (QTL) analysis identified epistatic interactions that resulted in natural phenotypic variation in Arabidopsis, Drosophila and [5] [6] [7] [8] . By investigating novel modeling paradigms related to identification of complex genetic interaction, it is hoped that we can better understand and model epistasis within a quantitative genetics framework.
Caenorhabditis elegans
Quantitative trait loci present a greater challenge in identification and mapping than simple Mendelian traits. In the simplest form, QTL identification is performed by individual associations identified between a molecular marker and a phenotype by linear regression analysis 9, 10 . When a particular marker is associated with a statistically significant phenotypic mean, it is reasonable to conclude that there is a QTL for that trait tightly linked with that marker. In situations where marker density is low, associations between molecular markers and a QTL can be identified using simple linear regression or least squares 11 . However, these tests are limited to identifying QTLs with reasonably tight linkage to the markers 12 and epistatic interactions between markers cannot be identified.
Linkage analysis involving interval mapping and composite interval mapping has been used to overcome some of the shortcomings of simple linear regression by providing greater statistical power. Although modern linkage analysis can identify statistically significant QTL between two flanking markers and account for the effects of additional QTL at other loci, there are some drawbacks to this approach. Linkage analysis is time-consuming, expensive and the information gained may be of limited use as only one cross from a population is made to form a recombinant population. Therefore, extrapolations to other individuals and populations may be spurious 13 .
Recent advances in adaptive regression methodology have been developed to explore high-order interactions in genomic data [14] [15] [16] . One such technique, logic regression, utilizes a simulated annealing algorithm to identify statistical models for binary data sets.
Logic regression constructs models consisting of Boolean combinations of binary covariates 15 . With X 1 …X k as binary predictors and Y as the response, logic regression will fit regression models in the form and all other allelic configurations lead to a lack of significant vernalization-sensitivity.
This well-validated epistatic interaction 24 was used as a model system to test the ability of logic regression in identifying epistasis in binary molecular data.
The objective of this work was to determine if logic regression can be used to identify the interaction between molecular markers associated with the days to flowering phenotype in barley with little or no spurious associations and to compare logic regression with traditional linear-modeling techniques. In addition, we wanted to determine logic regression's capabilities at identifying spurious associations using a linkage decay series. with one tree and two leaves as it had the lowest cross-validation test average (Fig. 2) .
RESULTS

VRN
Further, the permutation tests on the two data sets identified the same model with one tree and two leaves as being the optimum sized and correct model for the data set as that was the point where the mean of the randomization scores stopped decreasing as the model size increased (Supplementary Table 2 online).
TASSEL analysis. TASSEL-GLM results showed VRN-H1 and VRN-H2 as being
associated with the days to flowering phenotype in the 'Dicktoo' x 'Calicuchima'-sib and 'Dicktoo' x 'OWB-D' data ( Table 1) . TASSEL-GLM also identified the randomly generated marker RANDOM 70 as being associated with the days to flowering phenotype in the 'Dicktoo' x 'Calicuchima'-sib data and randomly generated markers RANDOM 46
and RANDOM 58 as being associated with the phenotype in the 'Dicktoo' x 'OWB-D' data ( Table 1) .
SAS general linear model analysis of variance.
The type III fixed effects full model for the 'Dicktoo' x 'Calicuchima'-sib data revealed a significant interaction between VRN-H1 and VRN-H2, but there were no significant singular effects or interactions with the randomly generated marker RANDOM 70 ( Table 2 ). The type III fixed effects full model for the 'Dicktoo' x 'OWB-D' data revealed a significant interaction between VRN-H1
and VRN-H2, but there were no significant singular effects with either marker RANDOM 46 or marker RANDOM 58 (Table 3) . A spurious interaction between VRN-H1 and RANDOM 58 was identified using the Proc GLM procedure in SAS ( Table 3) .
Linkage decay. Linkage decay results for the two data sets showed they were quite different in how they responded in a controlled decay simulation. The 'Dicktoo' x 'Calicuchima'-sib data showed less overall variation in single-fit model scores when compared with the 'Dicktoo' x 'OWB-D' data ( Fig. 1 and 3 ). Closer examination of the 'Dicktoo' x 'Calicuchima'-sib data revealed a large increase in variation (CV) within the single-fit model selection scores when linkage decay reached 40% similar to VRN-H1
( Fig. 3) , which corresponded where logic regression could no longer distinguish between linkage decay markers and the simulated markers. Also, there were large variations in the single-fit model scores for VRN-H2 over multiple runs, which resulted in extremely large CVs (Fig. 3) .
Stable single-fit regression model was only identified when both the markers appeared in the data set ( Fig. 1) . Furthermore, large increases in the CV were observed when VRN-H1 was modeled in the linkage decay series (Fig. 3) . The 'Dicktoo' x 'Calicuchima'-sib data up to 40% similar to VRN-H1 (the point where logic regression could no longer distinguish between decay and dummy markers) had CVs of less than 6% (Fig. 3) . In nature, it's not hard to image that there are numerous genetic interactions.
DISCUSSION
Genetic interactions help regulate life and more genetic interactions are being discovered each day 28 . Therefore, we should not be concerned with overestimating the epistatic effect in our models, especially when prior concerns 1 suggest we are not hitting the mark when it comes to modeling complex genetic interaction in the first place. It should be a priority to learn alternative modeling paradigms so that we can determine the most appropriate methods for genetic modeling.
Our results suggest erroneous associations were identified in both TASSEL-GLM . These new methods show promise in analyzing QTL data and interactions by BLUP (Best Linear Unbiased Prediction) in random effects models to estimate epistatic effects 32 . However, the model was limited to just the estimation of the epistatic effects and was not used for variable selectionaccurate BLUP for the epistatic effect, which can be used, ultimately, to derive the proportion of phenotypic variance explained by an effect of a QTL (h 2 ). Although
Bayesian methods are extensible for handling complex models containing additive-bydominance, dominance-by-additive and dominance-by-dominance interactions 31 , they cannot yet identify the precise genetic model governing all forms of epistasis which includes the dominant/recessive relationships among alleles. In addition it is unclear how many potentially useful interactions might be missed because of Type I and Type II errors resulting from the limitations of linear modeling.
In contrast, logic regression has shown promise in elucidating the precise genetic model through the use of Boolean logic groups with conjugate (recessive) forms of the markers. Recently, logic regression was shown to outperform mixed and other forms of modeling in simulated data trials 15 . However, it remains unclear as to whether Bayesian techniques outperform the simulated annealing algorithm in QTL identification and interaction.
Modeling linkage decay helped demonstrate the power of logic regression to accurately model data sets where linkage between markers may be incomplete or spurious. The coefficient of variation (CV) is a dimensionless value used to quantify uncontrolled experimental error 33 . The coefficient of variation results suggest there were measurable differences between the two crosses, however, this data alone does not provide any diagnostic information about acceptable levels of variation within the data sets. However, when the CV data was compared with TASSEL-GLM ( Table 1) and SAS-GLM (Table 3 ) output, we discovered that the CV might be diagnostic in the identification of potentially troublesome data sets. The substantial increase the CV at 40% similar to VRN-H1 (Fig. 3 ) was the precise point in the decay series where logic regression could no longer differentiate between the decay marker and randomly generated markers. This jump in CV within the decay series suggests there may be a limit in predictive capability. Our results suggest the limit of predictability threshold may be where there this substantial increase in CV was observed (Fig. 3) . Comparing CV values with the results from the SAS-GLM suggest CVs above 6% may result in the modeling of spurious associations.
Because, SAS-GLM identified a spurious interaction in the 'Dicktoo' x 'OWB-D' data set with both vernalization markers present (Table 3) , suggested the data set may be problematic right from the start due to noise. The ANOVA suggested noise (by identifying a spurious interaction) and the CV analysis on the single-fit model scores suggest variation above 6% may lead to spurious association. In support of the hypothesized modeling limit, it was reported when there are large variations in single-fit model scores during initial model identification, there may be problems with the data set 14 . Unfortunately, it's unclear where that cutoff might be. This was a concern for us and it became one of the major reasons for performing the linkage decay series. Based on our results, we suggest any data set that has a single-fit model selection CV of 6% or less should prove reliable and identify real associations.
Although logic regression has many strong points, there are some limitations TASSEL analysis. The two F 2 datasets were analyzed using the association mapping software TASSEL-GLM (Trait Analysis by Association Evolution and Linkage) 36 . The binary coded two vernalization markers and the 100 randomly generated markers were imported into TASSEL along with the phenotypic matrix. A population structure matrix called the Q-matrix was designed to suggest a single population for our data. The general linear model function was selected for analysis.
SAS-GLM.
Analysis of variance was performed on both F 2 datasets using the general linear model (GLM) of SAS Version 9.1 (SAS Institute, Cary, NC). The individual markers which were identified as being significantly associated with the phenotype in TASSEL were analyzed in SAS using a type III fixed effects model analysis to confirm the single marker association results in TASSEL. A type III fixed effects full model containing all the significantly associated markers was performed in SAS to identify marker interactions.
Linkage decay data. Spurious associations between trait and randomly generated markers were tested with logic regression using a linkage decay series to determine the point at which logic regression could no longer make valid associations between truly linked markers and random noise. Two randomly generated sets of linkage decay markers were created each set based upon one of the F 2 populations in our study. Both sets of linkage decay markers had 90%, 80%, 70%... 0% similarity to VRN-H1. Our goal was to create randomly generated markers that would decay in a predictable pattern as the signal in the data became progressively weaker as the similarity to the original vernalization marker decreased (Fig. 1) . The decay series data was created by randomly changing 10% of the 1's to zeros and, thereby, using this new linkage decay marker as the basis for creating the next marker in the decay series. Original VRN-H1 and VRN-H2 markers were removed from the analysis as they interfered with the analysis of the decay series due to their strength of association with the phenotype. This procedure created a linkage decay series where the model association became progressively weaker as the linkage to the phenotype decayed resulting in a smooth logarithmic response (Fig. 1) . 35 and when there are ties in the score, we condition on the smallest model within the group. The cross-validation test is used to determine the logic tree with the best predictive capability by assessing how well the best model of size k performs in comparison to other size models 15 . The data set is divided into m (approximately) equal sized groups of cases 15 . For each of the m groups of cases, the i th groups are removed 15 . Then, the best scoring model of size k is found using only (m-1) groups 15 . The cases within group i are all scored under this model which yields a score ki p-values and R 2 values for molecular markers identified by TASSEL-GLM. *Significant at the 0.05 level, ** Significant at the 0.01 level, *** Significant at the 0.001 level 
