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ABSTRACT 
 
The coupled interactions between turbulent flow and thermal non-equilibrium 
(TNE) are physical and chemical processes with significant implications in turbulent heat 
transfer, fluid mixing, and fluid transport associated with high-speed vehicles and 
propulsion systems. Understanding the coupling mechanism allows one to utilize energy 
exchange for intelligent control of basic fluid dynamics processes. However, the 
elucidation of this mechanism necessitates quantifying the correlation of velocity 
fluctuations and scalar distributions. Thus, the development of reliable diagnostic 
techniques capable of simultaneous measurement of such quantities is necessary. Since 
turbulence is intrinsically three-dimensional, the measurement of the three-component 
velocity is imperative. 
The goal of this research is to develop a laser-based diagnostic technique as a 
non-intrusive approach to simultaneously measure three-component velocity and scalar 
fields to understand the coupling between turbulence and thermal non-equilibrium. It 
extends our recently developed Vibrationally Excited Nitric Oxide Monitoring (VENOM) 
method, which enables (1) the simultaneous measurement of 3D-velocity and planar 
temperature in cold, high-speed flows and (2) investigation of mean and instantaneous 
fluctuations in velocity and temperature. Experimental measurements of velocity and 
temperature across an oblique shock using the VENOM technique result in mean values 
within 21 m/s for the three components of velocity and 20 K for planar temperature when 
compared to oblique shock calculations. This extended stereoscopic VENOM system is 
expected to push forward the development of next-generation VENOM, i.e., dual-plane 
stereoscopic VENOM, for unprecedented characterization of fluid elements in three 
dimensions. 
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1. INTRODUCTION* 
1.1 Background and Motivation 
Turbulence is a flow condition characterized by fluctuations, irregularity, and 
chaos as seen in Fig. 1.1. Despite these fluctuations turbulent flow is still governed by the 
Navier-Stokes equations. In turbulent flow various flow quantities show a random 
variation at any given point in space and/or time, but statistically distinct average values 
can be discerned. Other features of turbulence are its diffusivity and multiple length scales. 
The three important length scale types are the integral length scale, the Taylor microscale, 
and the Kolmogorov length scale. The integral length scale is indicative of the larger 
turbulent structures in the flow which contain most of the turbulent kinetic energy. The 
Kolmogorov scale describes the smallest turbulent structures where viscous effects 
dominate and dissipate the turbulent energy. The Taylor microscale is a well-defined 
quantity often used to calculate the Taylor-microscale Reynolds number in direct 
numerical simulation (DNS) studies. The DNS which can solve the Navier-Stokes 
equations directly without modeling, has been performed in low-Reynolds number flow 
fields. However, solving the equations over the requisite time and length scales in realistic 
flows is intractable, so turbulent flows are necessarily treated stochastically. The typical 
stochastic treatment is to decompose variables into a mean and fluctuating variables. 
There are two decomposition methods, Reynolds (time-based) decomposition and Favre 
(mass-average-based) decomposition [1]. The first decomposition method is: 
𝜇 = ?̅? + 𝜇′        (Eq. 1.1) 
Where  
?̅? =
1
𝑇
∫ 𝜇(𝑡)𝑑𝑡
𝑇
0
        (Eq. 1.2) 
The second decomposition is: 
𝜇 = ?̃? + 𝜇′′        (Eq. 1.3) 
Where 
?̃? =
𝜌𝜇̅̅ ̅̅
?̅?
=
∫ 𝜌(𝑡)𝜇(𝑡)𝑑𝑡
𝑇
0
∫ 𝜌(𝑡)𝑑𝑡
𝑇
0
        (Eq. 1.4) 
                                                          
* Part of this section is reprinted with permission from “Advanced laser diagnostics development 
for the characterization of gaseous high speed flows” by Rodrigo Sánchez-González, Ph.D. 
dissertation, Texas A&M University [7]. Copyright 2012 by Rodrigo Sánchez-González. 
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For compressible flows, the Favre decomposition is preferred since the averaging 
equation form is more similar to the original equation than the averaging equation 
obtained with the Reynolds decomposition. The decomposition variables are inserted 
back into the governing Navier-Stokes equations, and the equations are averaged. The 
resulting equations have additional terms, such as the Reynolds stress 𝜏𝑖𝑗
𝑇  and the 
turbulent heat flux 𝑞𝑖𝑗
𝑇  shown in Eq. 1.5 and 1.6. This results in a closure problem since 
there are more terms than there are equations, and thus suitable models for these terms 
are required for the turbulent flow modeling. 
𝜏𝑖𝑗
𝑇 = −𝜌𝑢𝑖
′′𝑢𝑗
′′̅̅ ̅̅ ̅̅ ̅̅ ̅         (Eq. 1.5) 
𝑞𝑖𝑗
𝑇 = 𝜌ℎ′′𝑢𝑗
′′̅̅ ̅̅ ̅̅ ̅̅ ̅         (Eq. 1.6) 
 
 
Fig.  1.1. Colored cigarette smoke undergoing transition from laminar to turbulence state 
[2]. 
 
The turbulent energy cascade is the process of energy passing from the energy-
containing range through the inertial subrange, where inertial effects are dominant, to the 
dissipation range, where viscous effects are dominant. The dissipation range is 
characterized by small length scales such as the Kolmogorov length scale. This process 
is shown in Fig. 1.2. 
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Fig.  1.2. Turbulent energy cascade [3]. 
 
Coupled interactions between turbulent flow and thermal non-equilibrium are 
physical and chemical processes with significant implications in energy flux associated 
with high-speed vehicles and propulsion systems. Some simple assumptions have been 
generally used to predict mean flow properties, but have failed to describe in detail flow 
behavior at a variety of temporal and spatial scales, due to the complication of thermal 
non-equilibrium phenomena. The turbulent properties of a flow field can be explained by 
thermodynamic variations across the flow, and therefore accurate modeling of turbulence 
in high-speed flows requires the coupling between thermal non-equilibrium and basic 
turbulent processes. However, understanding the coupling necessitates quantifying the 
correlation of velocity fluctuations and scalar distributions. Thus, the development of 
reliable diagnostic techniques capable of simultaneous measurement of such quantities 
is necessary. Since turbulence is intrinsically three-dimensional, the measurement of the 
three-component velocity is imperative. There are several optical diagnostic techniques 
that provide simultaneous measurements of one-component or two-component velocity 
and scalar fields, which in principle could be extended to obtain three components of 
velocity. 
The National Aerothermochemistry Laboratory at Texas A&M University houses 
numerous state-of-the-art high-speed flow facilities and advanced diagnostics. This 
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interdisciplinary laboratory has been established to experimentally and theoretically study 
transitional and turbulent flows, which has resulted in collaborative research between 
Departments of Aerospace Engineering and Chemistry. 
This thesis presents the development of a laser-based diagnostic technique as a 
non-intrusive approach to gain insight into the coupled interactions between fluid 
dynamics and molecular transport. This technique addresses the experimental concerns 
described above and is expected to be not only applied to cold high-speed flows, which 
is the main focus of the present study, but also to freestream turbulence in high-enthalpy 
shock tunnels and ablating flows, to which techniques relying on intrusive probes and 
large particles seeding have been previously applied. 
 
1.2 Research Objectives 
The main objectives of the study consist of (1) the further development of the 
Vibrationally Excited Nitric Oxide Monitoring (VENOM) technique for simultaneous 
measurement of 3D-velocity and planar temperature in cold high-speed flows using Nitric 
Oxide Planar Laser Induced Fluorescence (NO PLIF) methods, and (2) investigation of 
instantaneous fluctuations in velocity and temperature. 
All the measurements were conducted using the recently modified pulsed 
hypersonic facility [4] which enables stereoscopic imaging of the flow field. The 
stereoscopic VENOM technique represents the first single diagnostic technique capable 
of simultaneously measuring three-component velocity and planar temperature in a 
gaseous flow field. This technique is composed of two NO PLIF methods, i.e., three-
component Molecular Tagging Velocimetry (MTV) and two-line thermometry, both relying 
on vibrationally excited NO produced from NO2 photodissociation or via fluorescence and 
quenching of electronically excited NO. The two-component MTV using NO generated 
from NO2 photodissociation has been demonstrated by Hsu et al. in a underexpanded jet 
under a variety of quenching conditions [5, 6]. The combination of two-component MTV 
and two-line thermometry implemented by Sanchez-Gonzalez et al. provided 2D 
simultaneous measurement of mean and instantaneous fluctuations in velocity and 
temperature [7-9]. However, the stereoscopic imaging with the use of VENOM approach 
is not straightforward, and thus requires several considerations: (1) the derivation of 3D 
displacement vectors from 2D MTV measurements, (2) the thermal effect of nascent NO 
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rotational thermalization originated from NO2 photodissociation, (3) energy deposition into 
the flow via quenching of electronically excited NO. This study addresses these issues 
and discusses the merits and drawbacks of the two approaches of producing vibrationally 
excited NO for simultaneous measurement of three-component velocity and planar 
temperature. 
This extended stereoscopic VENOM scheme paves the way for the development 
of next-generation VENOM, i.e., dual-plane stereoscopic VENOM, for unprecedented 
characterization of fluid elements in three dimensions. Thus, it will enable the 
investigation of undocumented physical and chemical processes that couple 
thermodynamics and fluid dynamics, and hence represents a transformational advance 
in diagnostics. 
 
1.3 Literature Review 
There are numerous experimental studies that provide insight into the coupling of 
the fluid dynamics and the energy transfer, specifically measurement of velocity and 
scalar fields. These studies include the measurement of velocity or simultaneous 
examination of velocity and scalar fields relying on particles tracking or molecular tagging. 
A brief summary of the molecular tagging velocimetry methods used in gaseous and liquid 
flow fields was made by Hsu et al, in which both seeded and unseeded techniques are 
discussed [6]. A variety of techniques capable of simultaneous measurement of one-
component or two-component velocity and scalar fields have been reported, which in 
principle could be extended to obtain three components of velocity [10]. Forkey and Miles 
employed filtered Rayleigh scattering (FRS) for planar flow visualization and quantitative 
measurements of velocity, temperature, and density in unseeded gaseous flows [11]. This 
method, however, shows reduced accuracy at low velocities due to reduced Doppler 
shifts and low signal-to-noise ratio caused by background scattering and spatial variations 
in the laser sheet. Exton and Hillard demonstrated the simultaneous measurement of flow 
velocity, temperature, and pressure via Raman Doppler velocimetry (RDV) [12]. However, 
apart from suffering from similar reduced inaccuracy at low velocities to FRS technique, 
this approach relies on signal integration along the laser’s path, reducing the potential to 
perform spatially-resolved measurements. Other methods used to perform simultaneous 
measurement of velocity and scalar fields involve the combination of techniques such as 
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particle image velocimetry (PIV) and FRS (PIV/FRS) [13] or planar laser induced 
fluorescence (PLIF) (PIV/PLIF) [14-19]. However, in high-speed applications, PIV often 
suffers from non-uniform particle seeding and inaccuracies in tracking velocity across 
strong gradients [19, 20], in addition to a prohibitive degree of light scattering near 
surfaces. Hu and Koochesfahani demonstrated simultaneous measurement of two-
component velocity and temperature in a fluid, where water-soluble supramolecular 
complexes were used as tracer molecules [21]. This approach simplifies the experimental 
set-up with respect to previous PIV/PLIF experiments, but relies on the use of water-
soluble molecules and delay times significantly larger than those needed in fast gaseous 
flow fields applications. Recently, Miles and co-workers have employed femtosecond 
laser electronic excitation tagging (FLEET) to simultaneously measure velocity and 
temperature in unseeded flows using a single laser [22]. Although this technique utilizes 
a simple experimental set-up and is free from seeding particles and possible resulting 
effects, the temperature measurement relies on the comparison of relatively broader 
spectral regions, resulting in the complexity associated with using a spectrometer. 
Three-component velocity determinations have been demonstrated using 
stereoscopic PIV [23-25]. As a molecular counterpart of stereoscopic PIV, stereoscopic 
molecular tagging velocimetry (stereo-MTV) measurements reported by Grünefeld, 
Koochesfahani and Naqwi demonstrated the advantage of unbiased flow tracking by 
overcoming the drawbacks of non-uniform particle seeding and disturbance of the flow 
field caused by stereoscopic PIV [26-28], allowing accurate stereoscopic velocimetry in 
highly turbulent flow fields [28]. The vibrationally excited nitric oxide monitoring (VENOM) 
technique previously developed by our group provides a non-intrusive molecular tagging 
diagnostic method for the simultaneous and instantaneous determination of two 
components of velocity and temperature in gaseous flow fields [8, 9, 29], where NO (v"=1) 
serves as a molecular tracer. The use of two “read” lasers in the VENOM technique 
permits measurements in an extended range of quenching conditions, including air 
mixtures, and thus in a variety of flow compositions [6]. A grid of NO (v" = 1), generated 
by either photolysis of NO2 [6, 8, 9] or more recently by fluorescence and quenching from 
the A 2Σ+state of NO [29], is probed at ~224 nm at different time delays to track the local 
displacements of the grid. This approach allows the measurement of velocity in higher 
quenching environments [6] than NO fluorescence MTV [30], since the generated NO (v" 
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= 1) is depleted only through slow recombination in the case of NO2 photodissociation 
VENOM, diffusing and mixing out of the laser probe volume, and slow vibrational 
relaxation. This configuration also allows one to probe two different rotational states when 
performing MTV, resulting in the simultaneous measurement of temperature fields [31], 
by de-warping the second time-delayed grid image back onto the initial image based on 
the determined local grid displacements [7-9, 29]. 
 
1.4 Theoretical Background 
1.4.1 Nitric Oxide Laser Induced Fluorescence 
Laser Induced Fluorescence (LIF) is a spectroscopic technique that involves the 
excitation of a molecular target by a beam of laser radiation followed by the detection of 
the subsequent emission of radiation from the target [32]. LIF is widely used for diagnostic 
studies due to such advantages over absorption spectroscopy as excellent detection 
sensitivity, various detection angles, state-specific emission, etc. The high sensitivity of 
LIF allows the 2D measurements with excellent spatial and temporal resolution by 
shaping laser beams into sheets, i.e., Planar Laser Induced Fluorescence (PLIF) when 
pulsed laser systems are employed. 
The LIF technique used in the present study involves only transitions between the 
ground X 2∏ and excited A 2Σ+ states of nitric oxide (NO) which are shown in Fig. 1.3, 
corresponding to the NO Ɣ bands. The related rates of stimulated absorption  𝑏12 , 
stimulated emission  𝑏21 , spontaneous emission of fluorescence  𝐴21 , and collisional 
quenching 𝑄21, are also labelled in this diagram. A more accurate description of this 
process is based on a multi-level fluorescence model which takes into consideration 
rotational energy transfer (RET) processes in both ground and excited states [5]. 
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Fig.  1.3. Potential energy diagram of NO and two-level LIF model. 
 
A concise description of NO spectroscopy can be found in the book by Herzberg 
[33] and only a brief overview closely related to the present study is presented here. Nitric 
oxide is an unusual diatomic molecule with an odd number of valence electrons. The 
electronic configuration in the ground state (X 2∏) is (σ) 2 (σ*) 2 (σ) 2 (σ*) 2 (σ) 2 (π) 4 (π*) 1 
(σ*) 0. The unpaired electron occupies an antibonding π* orbital and this electron can be 
promoted to an upper s-type Rydberg nonbonding orbital, resulting in a shorter bond 
length of the excited A 2Σ+ state, as noted in Fig. 1.3. The interaction between electron 
orbit, electron spin, and nuclear rotation in the NO, causes a splitting of the degenerate 
electronic energy levels. 
The interaction of electron orbit and spin in the ground state, X 2∏, where Λ > 0, 
causes spin-orbit splitting, resulting in two states, X 2∏1/2 and X 2∏3/2. Different from the 
X 2∏ state, the excited A 2Σ+ state where Λ > 0, does not show spin-orbit splitting. But the 
interaction between the electron spin and the nuclear rotation causes spin-nutation 
splitting. Based on the Hund’s coupling cases, the electronic states can be classified. The 
ground state shows an intermediate behavior between Hund’s case a and case b. If the 
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total angular momentum is low, the ground state behaves more like Hund’s case a, which 
is employed in the transitions in this thesis. The excited state belongs to Hund’s case b. 
For the ground state, the total electronic angular momentum, Ω, is half-integral and given 
by Ω = Λ + Σ where Λ and Σ are components of electron orbital and spin angular momenta 
along the internuclear axis. The total angular momentum, J, can be described by J = Ω, 
Ω + 1, Ω + 2…, with J ≥ Ω. In the A 2Σ+ state, the orbital angular momentum Λ and nuclear 
rotation N form a total angular momentum, K, which couples with electron spin to produce 
J given by J = (K + S), (K + S - 1), (K + S - 2)…(K - S).  
According to the selection rules of ΔJ = 0, ±1, and of symmetry that only terms of 
different signs can combine, + ↔ -, only six transitions for each of the two sub-bands of 
NO A – X system can be allowed. Since the doublet splitting in the A 2Σ+ state is too small 
to be resolved, the branches that differ only in the excited doublet state overlap and the 
twelve possible branches are reduced to eight resolvable branches: P11, P21 + Q11, Q21 + 
R11, R21, P12, P22 + Q12, Q22 + R12, and R22. Fig. 1.4 shows a simulated excitation spectrum 
of each sub-band with each branch labeled in a different color. The studies in this thesis 
employ both the NO (0, 0) and NO (1, 1) bands. The spectrum of NO (1, 1) are very 
similar to that of NO (0, 0). The simulation spectrum for a mixture of 50% NO (v’’ = 0) and 
NO (v’’ = 1) at 300 K is presented in Fig. 1.5. The intensity difference between the two 
spectra is due to different Franck-Condon factors. 
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Fig.  1.4. Simulated nitric oxide excitation spectrum showing the 6 branches. The relative 
intensities reflect the ground state populations at 300 K [7]. 
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Fig.  1.5. Simulated NO (0, 0) and (1, 1) spectrum at 300 K [34, 35]. 
 
1.4.2 Two-line Thermometry 
The collected fluorescence signal intensity, 𝑆𝐿𝐼𝐹, is a function of population in the 
excited state, 𝑁2 , emitted photon energy, the solid angle of collection Ω/4π, and the 
collection volume imaged onto the detector 𝑉, as shown in Eq. 1.7. 
𝑆𝐿𝐼𝐹 = 𝐴21𝑁2
Ω
4π
ℎ𝜐𝑐𝑉       (Eq. 1.7) 
The populations of the two states, 𝑁1  and  𝑁2 , can be described by the rate 
equations: 
𝑑𝑁1
𝑑𝑡
= −𝑏12𝑁1 + (𝑏21 + 𝐴21 + 𝑄21)𝑁2     (Eq. 1.8) 
𝑑𝑁2
𝑑𝑡
= 𝑏12𝑁1 − (𝑏21 + 𝐴21 + 𝑄21)𝑁2     (Eq. 1.9) 
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Where  𝑏12 and  𝑏21 are stimulated absorption and emission rates. They can be 
expressed by 𝑏12 = 𝐵12𝐼𝜐Γ 𝑐
2⁄  and  𝑏21 = 𝐵21𝐼𝜐Γ 𝑐
2⁄ , where 𝐵12  and 𝐵21  are Einstein 
stimulated absorption and emission coefficients, respectively, with units of m3/Js2, 𝐼𝜐 is 
the spectral irradiance in W/cm2cm-1, Γ is the overlap function between the laser and 
absorption lines, and c is the speed of light. 
Since the electronic excitation of NO requires a photon absorption in the UV, the 
population of the excited state is zero at the beginning of the laser pulse. Given that the 
total population is conserved and steady state is assumed, thus 
 𝑁1 + 𝑁2 = 𝑁1
0         (Eq. 1.10) 
Eq. 1.3 can be solved to produce: 
𝑏12𝑁1 = (𝑏21 + 𝐴21 + 𝑄21)𝑁2      (Eq. 1.11) 
Combining Eq. 1.10 and Eq. 1.11 provides the population of the excited state. 
𝑁2 =
𝑏12𝑁1
0
(𝑏21+𝑏12+𝐴21+𝑄21)
       (Eq. 1.12) 
𝑁2 = 𝑁1
0 𝐵12
(𝐵21+𝐵12)
1
1+
(𝐴21+𝑄21)
(𝐵21+𝐵12)
𝑐2
𝐼𝜐Γ
      (Eq. 1.13) 
𝑁2 = 𝑁1
0 𝐵12
(𝐵21+𝐵12)
1
1+
𝐼𝜐
𝑠𝑎𝑡
𝐼𝜐
       (Eq. 1.14) 
Where 𝐼𝜐
𝑠𝑎𝑡 =
(𝐴21+𝑄21)
(𝐵21+𝐵12)
𝑐2
Γ
 
Finally, we obtain: 
𝑆𝐿𝐼𝐹 = 𝐴21𝑁1
0 𝐵12
(𝐵21+𝐵12)
1
1+
𝐼𝜐
𝑠𝑎𝑡
𝐼𝜐
Ω
4π
ℎ𝜐𝑐𝑉     (Eq. 1.15) 
Since the full saturation is difficult to achieve in the present study where very high 
laser power are unavailable and the laser beam is formed into sheets, 𝐼𝜐 ≪ 𝐼𝜐
𝑠𝑎𝑡 and Eq. 
1.15 results in: 
𝑆𝐿𝐼𝐹 = 𝑁1
0𝐵12
𝐴21
(𝐴21+𝑄21)𝑐
Γ𝐼𝜐
Ω
4π
ℎ𝜐𝑉     (Eq. 1.16) 
In this case, the fluorescence intensity depends on the laser intensity and 
quenching, and 𝜙 =
𝐴21
(𝐴21+𝑄21)
  where expresses the fraction of molecules reaching the 
excited state that relax via fluorescence. 
Due to the complexity of the NO spectrum, the development of a reliable laser-
based diagnostic technique largely depends on a tunable excitation source with narrow 
linewidth capable of exciting single rotational transition. These types of lasers systems 
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have been commercially available for decades. By exciting a single rotational transition, 
the Boltzmann population of that specific state will be reflected on the fluorescence signal, 
therefore, the can be 𝑆𝐿𝐼𝐹 written: 
𝑆𝐿𝐼𝐹 = 𝑓𝐵𝑁1
0𝐵12
𝐴21
(𝐴21+𝑄21)𝑐
Γ𝐼𝜐
Ω
4π
ℎ𝜐𝑉     (Eq. 1.17) 
Where 𝑓𝐵 = 𝑒
−𝐸𝑣𝑖𝑏
𝑘𝑇𝑣𝑖𝑏
⁄
(2𝐽′′ + 1)𝑒
−𝐸𝑟𝑜𝑡
𝑘𝑇𝑟𝑜𝑡
⁄
 
The Boltzmann population is a function of the vibrational and rotational energy of 
that specific state. The NO LIF two-line thermometry relies on the excitation of two 
different rotational states, 𝐽1
′′  and 𝐽2
′′ , to obtain the fluorescence ratio 𝑅12  [31]. In this 
scheme, the two rotational states that are excited are within the same vibrational state (v’’ 
= 0 or v’’ = 1). The ratio 𝑅12 can be simplified as follows: 
𝑅12 =
𝑆𝑓1
𝑆𝑓2
= 𝐶12
(2𝐽1
′′+1)
(2𝐽2
′′+1)
𝑒
−∆𝐸𝑟𝑜𝑡
𝑘𝑇𝑟𝑜𝑡
⁄
     (Eq. 1.18) 
Where the fluorescence collection efficiency, spectroscopic constants and laser 
intensity are combined and replaced by a constant 𝐶12. 
The 𝐶12 constant can be determined by measuring the fluorescence ratio with a 
known rotational temperature. The sensitivity of the two-line thermometry can be related 
to the percentage error of fluorescence ratio as well as the energy difference of the 
selected two rotational states and the determined temperature, as noted in Eq. 1.19. 
𝜕𝑇
𝑇
=
𝑘𝑇𝑟𝑜𝑡
∆𝐸𝑟𝑜𝑡
𝜕𝑅12
𝑅12
        (Eq. 1.19) 
In order to increase the sensitivity of temperature determination, the energy 
difference of two rotational states should be as large as possible. However, a careful 
selection of two lines should be made to ensure that probing two rotational states can 
result in fluorescence images with acceptable signal-to-noise ratio. The temperature 
range studied in this thesis is 34 – 72 K. The Boltzmann populations at 34 K and 72 K are 
presented in Fig. 1.6. 
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Fig.  1.6. NO Boltzmann normalized population at the lowest (34 K) and highest (72 K) 
temperatures for the flow fields studied in this thesis. 
 
As shown in Eq. 1.18, the fluorescence ratio depends on the rotational 
temperature. But the pressure that affects the quenching levels in the studied flow can 
also affect the ratio, particularly when the two rotational levels in the excited state are 
involved. The excitations leading to different upper emitting rotational states are preferred 
due to the small separation between rotational levels of NO (B = 1.7 cm-1) in order to 
achieve good temperature sensitivity. The excitation transitions in the present study are 
within the A ← X (1, 1) band, where no rotational level dependent collisional quenching 
has been observed [36]. In addition, our previous studies on temperature measurements 
relying on transitions within either NO A ← X (0, 0) or A ← X (1, 1) band have shown that 
quenching cross sections are not dependent on initial vibrational states [7]. 
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1.5 Thesis Overview 
This thesis is composed of four sections. The first section has provided an 
introduction to the motivation of the main research. The closely related studies and 
diagnostic techniques have been reviewed. Most importantly, the NO PLIF technique and 
related NO spectroscopy theoretical background have been addressed in this section. 
The main research in this thesis has been conducted using a repetitively pulsed 
hypersonic flow test (rPHT) facility which was modified for stereoscopic imaging. An 
introduction to the facility will be briefly presented in the second section. More detailed 
description about the facility can be found elsewhere [4]. In the meantime, the wedge 
plate used to generate a shock wave and the position in the flow field will be described. 
The resulting flow properties in the post-shock region as a function of the wedge angle, 
such as velocity, pressure, and temperature, will be discussed and presented in detail. In 
addition, the VENOM technique utilized in the present study, that is, the NO2 photolysis-
based and recently developed invisible ink techniques, will be displayed along with their 
merits and drawbacks in this section. The images processing procedure will also be 
briefly described, but the focus will be a geometric reconstruction algorithm for the 
determination of three-dimensional displacements. 
The measurement of three-component velocity and temperature will be 
demonstrated in the third section. This section consists of two main parts. The velocity 
measurement results obtained via NO2 photodissociation VENOM will be firstly presented 
and compared to the prediction based on the flow conditions. Furthermore, the 
simultaneous measurement of velocity and temperature will be shown and possible 
reasons for the deviations from the predicted results will be discussed. Following the 
measurement with the NO2 photolysis approach, the results of the simultaneous 
measurement via the invisible ink method will be presented. The NO seeding fraction 
effect on temperature determination will be discussed in this section. 
The last section of this thesis will discuss the future work, particularly a 
comprehensive study of single-shot measurement of three-component velocity and 
temperature to obtain instantaneous fluctuations of the flow field. The feasibility of 
applying the stereoscopic VENOM to turbulent studies on high-enthalpy shock tunnels 
will be discussed in this section as well. 
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2. EXPERIMENTAL METHODS* 
2.1 Laser Systems and Test Facility 
In the previous VENOM scheme, a pulsed Spectra Physics PRO-230-10 Nd:YAG 
laser operated at 10 Hz produces a total power of 110 mJ/pulse at 355 nm [7]. The 9 mm 
diameter beam was expanded using a 2.5X beam expander and split with a 50:50 beam 
splitter into horizontal and vertical laser sheets to “write” a grid of NO (v’’ = 0) and NO (v’’ 
= 1) photoproduct from the NO2 photodissociation. These orthogonal photolysis sheets 
can pass through a micro-cylindrical lens array or aluminum mesh to produce a 
modulation grid of NO photoproduct. 
There are two identical PLIF laser systems that were used for the excitation of 
nitric oxide, each consisting of an injection-seeded Spectra Physics PRO-290-10 Nd:YAG 
laser operated at 10 Hz, with a linewidth of 0.003 cm-1. The 532 nm output is used to 
pump a Sirah Cobra Stretch pulsed dye laser to produce a tunable fundamental output 
beam ranging from 600 to 630 nm using a solution of Rhodamine 610 and Rhodamine 
640 in methanol. The fundamental output is mixed with the residual 355 nm from the 
Nd:YAG laser in a Sirah SFM-355 frequency mixing unit to produce up to 10 mJ/pulse at 
~225 nm. The 225 nm beam was sent through a sheet forming optics and aligned to 
overlap the photolysis laser sheets. 
Slightly different from the previous VENOM, in the recent VENOM scheme, one 
of the PLIF laser systems, used to “write” the grid, was tuned to excite the R1 + Q21 band 
head of the A 2Σ+ (υ' = 0) ← X 2∏1/2(υ" = 0) band near 226 nm, resulting in a grid of NO 
(v’’ = 1) after spontaneous emission and collisional quenching from the A state. One or 
two PLIF laser systems were used to probe NO (v’’ = 1). 
All the dye laser systems were calibrated in the wavelength range of ~223 – 227 
nm required for excitation of NO (0, 0) and NO (1, 1) bands right before the VENOM 
experiments. The calibration procedure has been clearly described in Sanchez-
Gonzalez’s thesis [7]. 
 
                                                          
*  Part of this section is reprinted with permission from “Stereo particle imaging velocimetry 
techniques” by Hui Hu, in Handbook of 3D Machine Vision, by Song Zhang, 2013, Taylor & Francis 
Group LLC Books, FL 33487 [24]. Copyright 2013 by Taylor & Francis Group LLC. 
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Fig.  2.1. Repetitively pulsed hypersonic test (rPHT) cell (top panel) fitted with a Mach 6.2 
nozzle assembly (front cross-section view). The bottom right panel is a removable cell 
wall with recently modified square-size window. 
 
As described above, the main research was carried out in the rPHT facility shown 
in Fig. 2.1. This apparatus was designed to enable advanced laser diagnostic 
development. The pulsed operation of the facility is synchronized to the laser pulses to 
achieve effectively continuous operation [4]. A major advantage of this model of operation 
is that the mass flow through the facility is reduced by several orders of magnitude as 
compared with a continuous flow facility. This repetitively pulsed flow test apparatus has 
been demonstrated with uniform supersonic flow at Mach 2.9, 3.8, 4.6 and 4.8 and 
hypersonic flow at Mach 6.2. The nozzle flows were characterized using fast-response 
pressure transducers and NO PLIF imaging for two-dimensional temperature and velocity 
measurements. The isentropic flow equations relating the ideal gas behavior to the nozzle 
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can be found in Sanchez-Gonzalez’s thesis where the characterization procedure was 
also presented in detail [7]. In order to allow stereoscopic diagnostics development, the 
apparatus was modified to extend optical access via quartz windows, as seen on the 
bottom right panel of Fig. 2.1. The top and bottom slots on the front removable side wall 
were made to fit two quartz windows of 50.8 × 50.8 mm. 
The nozzle assembly is composed of an aluminum feeding block fitted with three 
solenoid pulse valves and a screw-in aluminum axisymmetric converging-diverging 
nozzle. The gas is supplied radially to a settling chamber volume in the feeding block 
using three Parker General Valve Series 9 pulse valves controlled by a custom built valve 
driver circuit, which sends in externally 1.0-20.0 ms long pulses with ~250 µs opening 
times. In order to run the present Mach number (4.6 or 6.2) flow, each pulse valve was 
modified to have a 3 mm diameter exit orifice that was sealed with Viton gasket. Flow 
conductance calculations suggest that the settling time is on the order of 1.2 ms, 
consistent with time-resolved measurements, which show a comparable time to establish 
uniform flow at the nozzle exit. 
The main chamber is evacuated using a pump assembly consisting of a Leybold 
E 250 rotary pump and a roots blower that provide a pumping speed of 70 L/s. The 
chamber pressure is continuously monitored using a calibrated pressure transducer 
(MKS series 902). Under static no-flow conditions, the pressure in the chamber is typically 
less than 0.2 torr. During operation, a needle valve connected to the chamber allows 
tuned pressure matching between the nozzle exit and the chamber. 
 
2.2 Oblique Shock 
As an object moves through a medium, molecules within the medium collide with 
each other and propagate information about the disturbance as a weak pressure wave 
which we perceive as a sound wave. This sound wave propagate at the speed of sound. 
If the object is traveling at a speed less than the speed of sound, the molecules are able 
to propagate information faster than the object’s velocity. Thus, the fluid ahead of the 
object is “aware” of the object’s incoming presence. Fig. 2.2 (a) shows the subsonic case 
[37]. However, if the object travels at a speed faster than the speed of sound, the 
molecules are unable to propagate information faster than the object’s velocity. The 
sound waves that are emanated from the object start coalescing at the edges as seen in 
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Fig. 2.2 (b). This coalescence is called a shock wave and is at an angle µ to the object’s 
velocity. Hence, shock waves are a compressible flow phenomenon when an object 
travels at or faster than the speed of sound. 
 
 
Fig.  2.2. Disturbances propagation by molecules in subsonic (a) and supersonic (b) flow 
[35]. 
 
In order to create an oblique shock wave, a wedge plate with a sharp knife leading 
edge was designed as seen in Fig. 2.3. The plate was mounted downstream from the 
nozzle exit vertically oriented and tilted some degrees with respect to vertical axial plane 
of the chamber. The nozzle flow interacts with the plate to generate an oblique shock 
wave shown in Fig. 2.4. The shock wave is in a plane titled with respect to the main flow 
direction. Even though the shock wave thickness is finite, the thickness is much smaller 
than any other length scale in the flow, so the shock wave is treated as a discontinuity in 
overall consideration. 
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Fig.  2.3. Two types of wedge plates. 
 
The fluid properties on either side of the shock wave are governed by the 
equations of conservation of mass, momentum, and energy. The flow properties after the 
shock are different from the flow field in the pre-shock area. The static temperature and 
pressure increase while the flow is deflected and speed decreases. The oblique shock 
flow field was chosen given the adjustability of the post-shock flow velocity, pressure and 
temperature conditions. The temperature, pressure, speed ratios are governed by the 
Mach number, wedge angle and gas heat capacity in the pre-shock flow field. More 
detailed description about oblique shock relations can be found in Anderson’s book [37]. 
 
 
Fig.  2.4. NO PLIF image of an oblique shock wave (top view). The green area is the post-
shock region. 
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The two types of wedge plates were tested within the Mach 4.6 and 6.2 nozzle 
flows. The large plate has a length, width, and thickness of 76.2 mm, 50.8 mm, and 3.1 
mm, respectively and small one’s length and width are 20.3 mm and 13.0 mm, 
respectively. The two nozzles have been previously characterized using rPHT facility and 
the exit flow profiles have been radially surveyed and compared with CFD results. The 
uniform, or inviscid, core region size is less than the actual nozzle exit diameter due to 
the boundary layer growth on the nozzle wall. The sizes in the Mach 4.6 and 6.2 flows 
were estimated to be approximately 15.9 mm and 33.0 mm, respectively [4]. When the 
large plate was mounted in the Mach 4.6 flow field, the post-shock region was limited by 
the core flow region which is no bigger than 15.9 mm. As noted in the dimensions of the 
large wedge, the width is larger than the core flow diameter. Even though the flow is 
pressure-matched, the shear layer can interact with the shock wave perturbing the post-
shock flow field and thus reduce the region of stable post-shock area. In order to reduce 
the shear layer perturbation, the small one whose width is close to the Mach 4.6 core flow 
diameter was mounted instead, ensuring the entire plate is within the core flow area. 
In the meantime, a new nozzle was designed to produce a steady flow with larger 
core flow region using the Method of Characteristics (MOC) [38]. The design was 
performed classically using the MOC with an ad-hoc Mach number increase to account 
for boundary layer displacement effects as estimated using simple integral methods 
assuming turbulent flow. A nozzle contour was generated from such calculations, which 
was employed to generate a Solidworks model and was built from an aluminum block 
using Computer Numerical Control (CNC) machining. The Solidworks model is shown in 
Fig. 2.5 which shows a larger exit diameter. The original target Mach number is 5.0. The 
nozzle inviscid shape was designed for uniform flow using the MOC. However, viscous 
boundary layers result in a reduced Mach number. 
The nozzle was characterize via fast pressure measurements that was described 
elsewhere [7]. The miniature fast-response pressure sensors permitted measurements 
of the freestream pressure and Mach number. In the settling chamber upstream of the 
nozzle throat, Endevco-100 absolute piezoresistive pressure sensor was used, which has 
diaphragm-resonance frequency of 350 kHz and full-scale pressure of 100 psia. The 
sensing diaphragm is flush-mounted to the tip of the sensor and covered with a screen, 
leaving a small dead-air volume of under 0.005 cm3, maximizing transient response. The 
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nozzle exit downstream was measured by a Kulite XCEL-100-5A transducer which was 
flush-mounted into the tip of a pitot tube. The transducer has a resonant frequency of 150 
kHz and a 5 psia full-scale pressure. 
 
 
Fig.  2.5. Left panel is the designed nozzle in comparison to the Mach 6.2 nozzle. Right 
panel is the Solidworks model of the designed nozzle. 
 
The pressure measurements showed that the settling chamber pressure 
fluctuated a lot, compared with the measurements on the Mach 4.6 and 6.2 nozzles. 
When the nozzle contour was examined, the settling chamber volume was smaller than 
those of Mach 4.6 and 6.2 nozzles. Since the downstream exit flow is correlated with the 
subsonic settling flow region, the fluctuation will be passed to the nozzle exit flow. Hence, 
the subsonic settling chamber volume should be expanded for smooth flow converging. 
Given the fact that the designed nozzle was not appropriate for the experiments, 
the Mach 6.2 nozzle was instead installed into the rPHT cell for all the studies described 
in this thesis. Since this nozzle has been previously fully characterized, the exit flow 
conditions were used to derive the post-shock flow properties. 
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Fig.  2.6. The post-shock pressure and temperature variations versus the wedge angle 
given a pre-shock flow pressure of 0.5 torrr and temperature of 34 K. 
 
The Mach 6.2 hypersonic flow is assumed in the pre-shock area and the 
temperature is calculated to be 34.0 ± 0.4 K known from nozzle characterization 
measurements. The post-shock temperature and pressure increase as a function of the 
wedge angle shown in Fig. 2.6. However, the total flow vector direction changes in the 
post-shock and total speed decreases. When the flow vector is decomposed in three 
dimensions, the streamwise component in the same direction to the pre-shock flow field 
decreases. Nevertheless, the out-of-plane component increases as the wedge angle 
becomes larger and then gradually decreases, as displayed in Fig. 2.7. Presumably the 
velocity is zero in the radial direction when the flow is pressure-matched and steady. As 
a result, the radial component will be zero in the post-shock as well. The tilted 16 degrees 
with respect to vertical axial plane of the chamber permitted significant out-of-plane 
motion of the flow past the shock wave. Given this wedge angle and velocity in the pre-
shock region, the temperature and three-component velocity can be predicted based on 
0
50
100
150
200
250
300
0
5
10
15
20
0 15 30 45
P
o
st
-s
h
o
ck
 T
em
p
er
at
u
re
 (
K
)
P
o
st
-s
h
o
ck
 P
re
ss
u
re
 (
to
rr
)
Wedge Angle (degrees)
post-shock pressure
post-shock temperature
24 
 
the oblique shock relations. However, this prediction is reasonable only in the core region 
of the Mach 6.2 flow field, the cylindrical volume with a diameter of ~33 mm. This issue 
will be further addressed in the following section. 
  
 
Fig.  2.7. The velocity in the post-shock area, including total speed and two components 
in the streamwise and out-of-plane directions, given the pre-shock velocity of 739 m/s. 
 
2.3 Imaging System 
A complete schematic of the laser systems and images acquisition set-up is 
shown in Figs. 2.8 and 2.9. The fluorescence images resulting from the excitation of nitric 
oxide were captured using two PI-MAX4 ICCD cameras (labeled as top and bottom 
cameras in Fig. 2.9) and fitted with a CERCO 100 mm F/2.8 UV lenses and extension 
rings. According to manufacturer specifications, this camera features a 1024 × 1024 
imaging array and enables one to capture two images in rapid succession (separated by 
< 2 µs using a dual image feature (DIF)). In the meantime, it allows 16-bit digitization with 
up to 1 MHz to efficiently synchronize with high repetition rate lasers. This camera has a 
pixel width of 12.8 microns with a resolution limit of 39.1 line pairs per millimeter, or lp/mm. 
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however, the practical resolution of the optical system is reduced by a number of factors 
that include the quality of the lenses, the intensifier, and the fiber optic coupler [5]. The 
timing between the laser systems and cameras was controlled by a BNC 575 digital 
delay/pulse generator. 
 
 
 
Fig.  2.8. Schematic of the two schemes of the laser diagnostic systems. NO2 photolysis-
based VENOM (upper panel) scheme and invisible ink (bottom panel) scheme. 
 
26 
 
 
Fig.  2.9. Schematic of the experimental set-up and images acquisition setup [8]. 
 
2.3.1 Stereoscopic Image Recording 
Three-component velocity determinations have been demonstrated using 
stereoscopic PIV [24]. The concepts and techniques can be applied to stereoscopic MTV. 
Three methods of stereoscopic image recording are summarized as follows: 
(1) The lens translation method dictates that the two cameras used for 
stereoscopic imaging are mounted side by side with the image planes and the 
lens principal planes parallel to the measurement plane (the laser sheet), as 
shown in Fig. 2.10 (a). The ratio of the image distance to the object distance, 
or magnification factor, is constant across the entire acquired images. 
However, there are huge deviations when the magnification is variable due to 
the area-specific refractive index in the flow field, particularly liquid fluids. In 
the meantime the common area in the flow field viewed by both cameras is 
limited. 
(2) Slightly different from the lens translation method, the general angle 
displacement arrangement requires that the image plane and lens plane are 
rotated with respect to the laser illuminating plane, as displayed in Fig. 2.10 
(b). This method allows the two cameras to view much larger common area 
with better image quality than the lens translation method does. But there are 
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two main disadvantages. The plane with best focus is the one parallel to the 
image plane instead of the laser illuminating plane. It should be noted that the 
non-uniform focus related to finite depth of field using this method does not 
bring a major disadvantage to MTV applications. Secondly, smaller lens 
apertures (larger f number) are required to increase the depth of focus, which 
results in lower image intensity. 
 
 
Fig.  2.10. Schematic of stereoscopic image recording methods. (a) Lens translation 
arrangement. (b) Angle displacement arrangement. (c) Angle displacement arrangement 
with Scheimpflug condition [22]. 
 
(3) As shown in Fig. 2.10 (c), the third method is similar to the general angle 
displacement method. Instead of making the image plane parallel to the lens 
plane, this plane and the lens plane intersect with the laser sheet plane at a 
common line to meet the Scheimpflug condition. Thus, the measurement 
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plane in the physical space can be focused onto the image plane of the 
cameras perfectly. This method overcomes the disadvantage of general angle 
displacement configuration and provide the best focus for the entire 
measurement window. It also enables the image sensors to be near the optical 
axis of the camera lenses so that the quality of the acquired images can be 
much better compared to the lens translation approach. 
We have chosen the angle displacement method with the Scheimpflug condition 
for the VENOM experiments described in this thesis.  
 
2.3.2 Geometric Reconstruction 
The geometric reconstruction demonstrates how the three components of 
displacement vectors in the measurement plane in the physical space can be 
reconstructed from the two projected planar vectors in the image planes detected by the 
two cameras [23, 24]. Fig. 2.11 shows the schematic on how the three-dimensional 
displacements in the physical space are derived from the 2D displacement vectors. The 
origin is a known point within the measurement plane or laser illuminating sheet, which 
can be detected by the two cameras, with the physical coordinate of (x0, y0, z0). Within a 
global coordinate system, x- and y-axes are aligned with the laser sheet, while the z-axis 
is normal to the laser sheet plane. The angles enclosed by the viewing ray and the light 
sheet normal direction are α1 and α2 for the respective viewing directions projected onto 
the x-z plane. Likewise, β1 and β2 are the angles within the y-z plane. In order to simplify 
the calculation, the two angles within the y-z plane are adjusted to be zero by tuning the 
position of the two cameras in the present study. Since the viewing distance is typically 
much larger than the displacement vector, the angle differences along the displacement 
vector are negligible. Thus, given the two projected planar vectors viewed by the two 
cameras and angles, the three components of displacement vectors in the physical space 
can be derived using the equations shown in Fig. 2.11. 
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Fig.  2.11. Geometrical description used for reconstruction of 3D-displacement field: (a) 
x-z plane; (b) y-z plane. 
 
2.4 Images Processing Procedure 
The images analysis procedure is described in this section on how to obtain three 
components of velocity and planar temperature. The analysis program was written in-
house using Matlab, which includes several Matlab built-in functions. Several user-
defined parameters were specified. In general, the estimation of two-dimensional 
displacement vectors is based on a procedure that tracks the displacement of 
fluorescence intersection patterns. Afterwards, the two-dimensional vectors were used to 
obtain the three components of velocity via the geometric reconstruction illustrated above. 
In addition, the generation of an intensity modulation pattern allows one to obtain flow 
temperature. 
Since the planar temperature determination is similar to the 2D velocity and 
temperature measurement and the steps have been previously presented in Sanchez-
Gonzalez’s thesis [7], therefore the procedure is mainly focused on the determination of 
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three-component velocity. This procedure includes the steps of distortions and field-of-
view correction, 2D cross-correlation, three-dimensional displacement vectors 
reconstruction and velocity determination. In order to illustrate this process, a dot-card 
glass on which numerous orthogonal lines were etched was mounted on an assembly of 
translational stages which can be operated in three dimensions. The intersections formed 
by the orthogonal lines can be readily used to track displacement vectors. In the 
meantime, the geometric reconstruction approach is verified by processing these images 
and the uncertainties of displacement vectors determination along the streamwise, radial, 
and out-of-plane directions were provided. 
 
2.4.1 Pre-processing 
The first step of the image analysis involves a pre-processing of all raw images 
that includes images averaging, smoothing, and the correction of distortions and field-of-
view caused by the camera lenses. Although there are several common distortions, such 
as pincushion and barrel distortions and some variants of them, the main distortion in the 
present study is the field of view. The glass dot-card was imaged on the top and bottom 
cameras in a stereoscopic configuration with the Scheimpflug condition, as shown in Fig. 
2.13. The enclosing angles of top and bottom cameras lenses were measured to be 40.9 
and -38.1 degrees with respect to the normal direction of the imaging plane, respectively. 
In order to correct the field of view and distortions caused by lenses, an image was taken 
by a reference camera aligned normal to the imaging plane. This image was found to be 
slightly distorted mainly due to the imperfection of centering the camera via a single 
mounting arm, as shown in Fig. 2.12. This distortion is radially symmetric and affects 
mainly the area distant from the center of the image. In addition, the lines across the 
horizontal and vertical axes remain straight. An alignment angle was estimated used to 
rotate the image. The corrected image is shown on the right panel of the Fig. 2.12. 
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Fig.  2.12. Image alignment correction. 
 
Due to the lenses of the top and bottom cameras in the stereoscopic configuration, 
the recorded images display different distortions and their field of view are different from 
the image recorded by the reference camera. An image registration was applied to the 
images, in which the images obtained by the top and bottom cameras were compared to 
the image recorded via the reference camera and aligned to the same field of view by a 
spatial transformation. This transformation requires mapping intersections on the images 
recorded via the top and bottom cameras to the equivalent pixel positions in the image 
taken by the reference camera. A number of grid intersections on the image acquired by 
the reference camera were chosen and their coordinates were recorded in a matrix. At 
the same time, the corresponding intersections on the images acquired via the top and 
bottom cameras were selected and the resulting matrixes were saved. Since there are 
several built-in position-locating functions in the image processing toolbox of Matlab, a 
program using these functions was written to locate those intersections precisely. A 
spatial transformation can be inferred using the coordinates of intersections, in which third 
or fourth order polynomial functions of the pixel positions, x and y, are automatically 
determined by Matlab and used for image mapping. After this image registration process, 
the image displays a homogeneous grid with straight lines in horizontal and vertical axes 
as seen in Fig. 2.14.  
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Fig.  2.13. Images obtained by the top and bottom cameras with the Scheimpflug 
condition. 
 
 
Fig.  2.14. Corrected dot-card images via image registration routine. 
 
Since the images obtained by the top and bottom cameras were distorted in an 
entirely different way, the corresponding image registration routine was separately 
produced and applied to the rest of images obtained by each camera. Afterwards the 
images recorded via the top or bottom camera were ready to be processed via the cross-
correlation procedure [7]. 
The corrected images from a specific camera were individually compared to the 
initial image shown in Fig. 2.14. Fig. 2.15 display the overlay of the initial and shifted 
images. The displacement vectors labelled with red arrows can tell in which direction and 
how much the dot-card was shifted. In order to help examine how the top and bottom 
cameras images infer the shift in the physical space, the streamwise direction is assumed 
to be from right to left and radial direction from bottom to top, as indicated by the white 
arrows in Fig. 2.15. It is noted that both cameras can image radial and streamwise shifts 
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in the exactly same directions in which the dot-card is moving, when a global coordinate 
system is assumed. The streamwise component of the red arrows from both cameras 
indicate the dot-card was shifted from right to left. Simultaneously, the arrows also show 
the card moved upward yet with different amount. The upward shifting is a combinative 
effect of radial and out-of-plane shifting of the dot-card. When the dot-card is shifting in 
the out-of-plane direction, the top and bottom cameras will record the shift in opposite 
directions. Since the upward shift recorded by the top camera is larger than that acquired 
via the bottom camera, the actual out-of-plane shift was regarded as an upward shift by 
the top camera, while it was treated as a downward shift by the bottom camera to 
compromise the amount of the radial component. Thus, it can be concluded that the dot-
card was actually shifting away from the cameras in the physical space as indicated by 
the white solid circles in Fig. 2.15. 
 
 
Fig.  2.15. The overlay of two images obtained by the top (left panel) and bottom (right 
panel) cameras. 
 
2.4.2 Cross-correlation Analysis 
The cross-correlation analysis is a spatial correlation technique used to estimate 
the displacement vector with high accuracy. Specifically, an interrogation area is defined  
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Fig.  2.16. Schematic of the cross-correlation analysis. Top panel shows the interrogated 
intersection of the initial (a) and displaced (b) image. Bottom panel presents the cross-
correlation map to determine the displacement vector. 
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over each intersection and cross-correlated with its counterpart in the other image. The 
2D cross-correlation technique permits a more accurate estimate of the difference in the 
location of each intersection between two images, since the comparison is not only 
dependent on the maxima or minima intensity of the intersections, but also on the entire 
intensity pattern that shapes the interrogated intersection. A cross-correlated map is 
generated in this cross-correlation routine. This map shows a maximum when the 
intensity pattern over the intersection is best aligned with its counterpart. The location of 
this maximum in the cross-correlation map indicates the displacement vector in the cross-
correlated images. This process is illustrated in Fig. 2.16. The top panel in Fig. 2.16 shows 
the cross-correlated two images that include the interrogated intersections. The size of 
the two images is defined by the interrogation window dimension. The bottoms panel is 
the cross-correlation map in which the displacement vector was inferred from the 
maximum of the map. 
The 2D cross-correlation represents an improvement to the simple maxima or 
minima tracking routine. Currently, the maxima tracking routine is used in the first step of 
cross-correlation procedure to find the location of intersections. When the maxima or 
minima are found, the interrogation windows are defined with appropriate dimensions to 
cross-correlate intensity patterns of the corresponding intersections. This technique is 
more advantageous than maxima or minima tracking routine for the analysis of single-
shot fluorescence images featuring low signal-to noise ratio. A comparison of two 
techniques has been discussed in Sanchez-Gonzalez’s thesis [7] on the analysis of 
synthetic single-shot images. 
 
2.4.3 Displacement Vectors Reconstruction 
Following the 2D cross-correlation analysis over the interrogated sections of 
images obtained by the top or bottom camera, both of 2D displacement vectors were 
used to obtain the three components of the displacement vectors via the geometric 
reconstruction described above. A number of tests were run to examine the sensitivity of 
each component to actual shifts and determination uncertainties in three dimensions. 
Table 2.1 displays the results of five of these tests. Each of these tests presents 
experimentally determined mean values along with 1σ root-mean-square (RMS) for the 
interrogated intersections and the actual shifts in three directions are provided in 
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parenthesis for comparison. The negative signs indicate that the directions in which the 
dot-card moved are opposite to the assumed global coordinate system. 
 
Table 2.1. Experimentally determined mean displacements in three dimensions in 
comparison to actual dot-card shifts in parenthesis. 
Item Streamwise (mm) Radial (mm) Out-of-plane (mm) 
1 -0.00±0.03 (0.00) 0.01±0.08 (0.00) -0.83±0.09 (0.79) 
2 0.57±0.04 (0.57) -0.00±0.04 (0.00) 0.01±0.06 (0.00) 
3 0.01±0.05 (0.00) 0.75±0.06 (0.76) -0.00±0.08 (0.00) 
4 -0.22±0.02 (-0.23) 0.77±0.08 (0.76) -0.48±0.09 (-0.49) 
5 0.28±0.03 (0.27) 0.75±0.05 (0.76) 0.33±0.07 (0.31) 
 
 
The first three tests were run when the actual shifts occurred only in one 
dimension, i.e. out-of-plane (Item 1), streamwise (Item 2), radial (Item 3). The 
experimentally determined mean displacements were found to be comparable to the 
actual shifts within 5% deviation. This error is attributed to several factors that include the 
uncertainties within 2D cross-correlation routine and errors in angles measurement. As 
presented above, the reconstruction equations for determining the displacement vectors 
in radial and out-of-plane directions involve not only the 2D displacement vectors but also 
the angles (α1 and α2) enclosed by the viewing array and normal direction of the imaging 
plane, while the streamwise displacement vector is slightly affected by these angles. As 
a result, the streamwise uncertainty is much smaller than those in radial and out-of-plane 
directions. Since the out-of-plane displacement vector is extracted from the 2D radial 
vectors, two tests (Item 4 and 5) were run to investigate whether or not there is a bias in 
determining radial and out-of-plane displacement vectors from the 2D radial vectors. 
Table 2.1 shows that the results are consistent with those by shifting the dot-card in a 
single direction. Considering the small percentage errors in determining the three-
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dimensional vectors, this geometric reconstruction is satisfactory in the implementation 
of 3D velocimetry. 
 
2.4.4 Velocity Determination 
As stated previously, molecular tagging velocimetry techniques are based on 
tracking tagged molecules as they displace through the flow field. The time-of-flight 
velocity is calculated by the distance moved by the tagged molecules divided by the time 
delay. The distance moved by the tagged molecules is calculated through the steps 
stated above. The measurement is a LaGrangian spatial average over the employed time 
delays, which is defined simply as, 
𝑢𝑎𝑣𝑔 =
∆𝑥
∆𝑡
        (Eq. 2.1) 
Where ∆𝑥 is the spatial displacement from the images and ∆𝑡 is the employed 
temporal delay. 
The magnitude of the molecular displacement determines the spatial resolution of 
the velocity field. When the temporal delay reaches close to zero, the measurement 
produces an instantaneous velocity. However, this instantaneous measurement will 
suffer from large uncertainty due to the inaccuracy in determining short time delays. The 
gate width of cameras were set to be 30-100 ns depending on the fluorescence signal 
and laser pulse duration is ~10 ns. If the laser pulse duration and gate width are not 
negligible compared to the employed time delay within which the displacement occurs, 
this will result in an increased velocity uncertainty though there is an increase of the 
spatial resolution of the velocity measurements. This issue has been addressed by 
Danehy in boundary-layer and blunt fin measurements by taking into consideration gate 
width and laser pulse duration for the short time delay [39]. Thus, an appropriate time 
delay should be employed to make the measurement and gate width of cameras and 
laser pulse duration should be accounted for if necessary to improve the determination 
accuracy. 
The fluctuations in pressure and temperature in the flow will affect nitric oxide 
quenching levels, thus affecting fluorescence lifetime and hence the effective time 
employed to calculate the velocity. Bathel et al. have investigated pressure and 
temperature effects on the velocimetry measurements when both images track one single 
fluorescence event [40]. An analysis was introduced to evaluate the weighted average of 
38 
 
each fluorescence profile as well as timing correction factor that are particularly relevant 
for long camera gates. However, the images were captured from two separate 
fluorescence events in the present VENOM experiments, such corrections are negligible 
and thus not applied. 
The dominant random error in the velocity measurement comes from the signal-
to-noise ratio of the fluorescence images. Since an accurate determination of the 
intersection location depends on the cleanliness of the intensity pattern, the signal-to-
noise is defined in terms of the magnitude of the fluorescence modulation pattern rather 
than the overall fluorescence signal. This magnitude is determined by the size of “writing” 
lines as well as the quality of the optical system used to capture the images. 
 
2.4.5 Thermometry 
Given the fact that image pairs used for velocity analysis are recorded by both the 
top and bottom cameras, each camera can provide a planar temperature determination. 
The temperature analysis is based on fluorescence intensity as stated in the first section. 
When a specific rotational state is probed, a homogeneous temperature field should lead 
to uniform fluorescence images. However, the sheeting optics cannot possibly produce 
perfectly homogeneous probing sheet, resulting in inherent inhomogeneity. This effect is 
reflected on an inhomogeneous fluorescence image. A laser sheet intensity pattern is 
necessary for correcting the original image to produce an intensity-corrected image. Fig. 
2.17 shows the contrast between corrected and uncorrected images. This pattern can be 
obtained by recording fluorescence images under static flow conditions or without the 
aluminum mesh. Running the imaging system at twice the pulsed valve repetition rate 
permits one to collect every other image without pulsed flow which can be regarded as 
the fluorescence image under static flow conditions. Another way to acquire the intensity 
pattern is to extract the intensity profile from the outer area of the flow field, which is 
proven to be efficient in single-shot instantaneous measurement. The acquired intensity 
pattern was normalized and used to correct the original image. 
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Fig.  2.17. Image correction for inhomogeneity in the probe lasers. Original image (a), 
correction image (b), corrected image (c). The fluorescence intensity profiles across the 
corrected and uncorrected images along a row are shown (d) [7]. 
 
As stated in the first section, the temperature across the flow field can be 
determined provided that the coefficient C12 is known. In the present experiments C12 was 
calculated by collecting images without pulsed flow, similar to the images collection for 
inhomogeneity correction. The coefficient was evaluated by averaging a large area within 
the camera field of view, with the same camera gain levels as those used to acquire the 
experimental images. As discussed in the first section, the collisional quenching of both 
A 2Σ+ (υ' = 0) and A 2Σ+ (υ' = 1) states is rotational-level independent. Thus, a determined 
single constant based on fluorescence ratio with a known temperature is sufficient to 
estimate the temperature of the entire flow field. 
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The 2D displacement vectors provide enough information to de-warp the second 
time-delayed fluorescence image resulting from the second probing event back onto the 
first time-delayed image acquired from the first probing event. Since the estimation of 
fluorescence ratios corresponding to the same flow elements can decrease the 
occurrence of grid artifacts in the temperature map. A second image spatial 
transformation was applied to the two time-delayed fluorescence images based on the 
velocity measurement. A consequence of the image de-warping is that the temperature 
measurement is averaged over the local displacements of the flow field within the 
employed time delay. Thus, the spatial resolutions of temperature and velocity 
measurements are determined by the magnitude of the molecular displacement. 
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3. STEREOSCOPIC VENOM MEASUREMENTS* 
3.1 Measurement Principle 
As stated above, the VENOM system provides combined planar MTV and two-
line thermometry measurements using NO PLIF. The prototype VENOM technique using 
NO2 photodissociation has been described elsewhere [7]. This section presents the 
measurement of three-component velocity and planar temperature using two different 
VENOM techniques which differ by means of producing vibrationally excited NO (v’’ = 1) 
[6-9, 29]. After the flow was tagged with a “write” laser (a photolysis laser or PLIF laser 
system), one or two “read” laser systems were tuned to sequentially probe the A 2Σ+(υ' = 
1) ← X 2∏1/2(υ" = 1) band, with two time delays after the “write” laser. Following each 
probing event, the fluorescence was captured by the PI-MAX4 ICCD cameras in the 
stereoscopic configuration. This timing schematic is illustrated in Fig. 3.1. 
 
 
Fig.  3.1. Schematic of experimental sequence [5]. 
 
3.1.1 NO2 Photodissociation Scheme 
In this scheme, a trace amount of NO2 is seeded into the flow of interest. A pulsed 
Spectra Physics PRO-230-10 Nd:YAG laser is used to photodissociate the NO2 as follows: 
   NO2 + hν355nm  →     NOv=0 +  O (3P) ~62% 
                                                          
*  Part of this section is reprinted with permission from "Simultaneous three-dimensional 
velocimetry and thermometry in gaseous flows using the stereoscopic vibrationally excited nitric 
oxide monitoring technique" by F. Pan, R. Sánchez-González, M. H. McIlvoy, R. D. W. Bowersox, 
and S. W. North, 2016 Optics Letters, 41, 1376-1379 [10]. Copyright 2016 by the Optical Society. 
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           →     NOv=1 +  O (3P) ~38%   Eq. (3.1) 
The photolysis laser energy exceeds the dissociation energy of NO2 in this 
process of Eq. 3.1. Hence, the process produces NO in two vibrational states (v’’ = 0 and 
1), with additional excess energy that is manifest in translation and rotation [41]. To 
perform velocimetry, the 355 nm photolysis beam was expanded with a beam expander 
using a 2.5X beam expander and split with a 50:50 beam splitter into horizontal and 
vertical laser sheets aligned through the area across the shock wave. The orthogonal 
photolysis sheets were passed through a micro-cylindrical lens array [42, 43] or an 
aluminum mesh [8, 9] to produce a modulation grid of NO photoproduct. Afterwards a 
224 nm beam produced by the PLIF laser system was sent through a sheet forming optics 
and aligned to overlap the photodissociation laser sheets. The “read” laser was tuned to 
sequentially probe the A 2Σ+(υ' = 1) ← X 2∏1/2(υ" = 1) band of NO with two time delays 
after the “write” laser, respectively. The time delays are chosen to allow for sufficient grid 
displacements for an accurate velocity determination and enough time for the 
thermalization process after photoexciation. The “read” laser sheet is thick enough in the 
area of interest during this time period to avoid possible biased out-of-plane motion 
tracking. The fluorescence images stemming from excitation by the “read” laser were 
captured using PI-MAX4 ICCD cameras and fitted with a CERCO 100 mm F/2.8 UV lens 
and extension rings, using a gate width of 50 ns. The cameras were aligned on the same 
side at 40.5 and –38.7 degrees with respect to the normal line of the laser sheets plane 
under the Scheimpflug condition. As a result, the measurement plane in the physical 
space can be entirely focused onto the detector plane of the camera. 
 
3.1.2 Invisible Ink Scheme 
As an alternative approach of NO (v’’ =1) tagging, the vibrationally excited NO in 
the invisible ink scheme is produced by fluorescence and quenching from the NO A2Σ+ 
state [29]. This scheme is illustrated in Fig. 3.2.  
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Fig.  3.2. Schematic of the invisible ink scheme as a variant of VENOM. 
 
The gas mixture, consisting of a trace amount of NO in N2, was flowed through 
the nozzle into the chamber to generate a pressure-matched and steady flow. The first 
laser system, used to “write” the MTV grid, was tuned to excite the R1 + Q21 band head 
of the A 2Σ+ (υ' = 0) ← X 2∏1/2(υ" = 0) band near 226 nm, resulting in a grid of NO (υ" = 
1) after spontaneous emission and collisional quenching from the A state. The beam was 
also expanded with a beam expander and split with a 50:50 beam splitter, and sent 
through sheeting optics to “write” the grid of NO (υ" = 1). The “read” process is entirely 
similar to that in the NO2 photodissociation scheme. The vibrational distribution of NO (X 
2Π) arising from A 2Σ+ state fluorescence follows Franck-Condon dominated vibrational 
transition probabilities which favor low vibrational states, with 0.28 fractional yield at v’’ = 
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1. Hancock at al. reported the nascent vibrational distribution of NO (X 2Π) produced by 
both fluorescence and collisional self-quenching of NO (A 2Σ+, v’ = 0) [44]. Several studies 
have investigated the reactive quenching of NO (A 2Σ+) [45, 46], leading to some cases 
in vibrational selectivity of the nascent distributions [46] or overall losses of the electronic 
ground state recovery due to NO reaction [45]. However, for the particular case of 
quenching by NO, reactive quenching is insignificant and thus the resulting quenching in 
the present study is approximately statistical [44]. The simulated vibrational distribution 
via fluorescence and collisional quenching is further discussed in the following section. 
 
3.2 Velocity Measurements Using NO2 
A photolysis beam was expanded and split with a 50:50 beam splitter into 
horizontal and vertical laser sheets aligned through the area across the shock wave. The 
orthogonal photolysis sheets were passed through an array of ten 300 nm focal length, 2 
mm wide micro-cylindrical lens based on the approach reported by Pitz and co-workers 
[42, 43]. This approach employing the lens array provides high laser intensity and narrow 
“written” regions via focusing. Hence, high NO photoproduct density and improved signal-
to-noise levels can be achieved in this process. In addition, the narrow grid lines can 
simplify image processing and, in principle, result in more accurate determination of 
velocity. However, the narrow “write” lines limit the temperature determination to these 
bright lines. 
The gas mixture of 3.5% NO2/N2 at the stagnation temperature of 294 K was 
flowed through the Mach 6.2 nozzle into the rPHT chamber maintained at 0.5 Torr to 
generate a pressure-matched and steady flow. The flow was pulsed at 0.5 Hz and the 
cameras acquisition was running at 0.5 Hz, to synchronize with 10 Hz pulsed laser 
systems via the pulse/delay generator. The flow interacted with the wedge plate centered 
6 mm downstream from the nozzle exit, vertically oriented and tilted 15 degrees with 
respect to the vertical axial plane of the chamber. The “read” laser was tuned to 
sequentially probe the A 2Σ+(υ' = 1) ← X 2∏1/2(υ" = 1) band head of NO with the time 
delays of 1000 ns and 2000 ns after the “write” laser, respectively. The fluorescence 
images were recorded by the top and bottom cameras with a gate width of 50 ns. The 
raw fluorescence images are shown in Fig. 3.3. 
45 
 
Additionally, just after excitation by the “write” laser, images of the fluorescence 
grid under static gas conditions were captured by the two cameras in stereoscopic 
configuration as well by a third reference camera aligned normal to the imaging plane. 
The positions of these grid intersections in the reference camera and their counterparts 
in the two cameras were used for field of view correction of all experimental images via 
image registration routines described in the second section. 
 
 
Fig.  3.3. Raw fluorescence images. They are acquired by the top and bottom cameras 
at the time delay of 1000 ns (top camera 1 and bottom camera 1) and 2000 ns (top camera 
2 and bottom camera 2) using a micro-cylindrical lens array was used to “write” the grid 
of NO. 
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The corrected 100-shot average fluorescence images at the time delays of 1000 
ns and 2000 ns showing the area of interest across the oblique shock are shown in Fig. 
3.4. The flow is from the left to right and the images with a spatial resolution of 41.2 
pixels/mm, display an area of 12.6×7.0 mm. The spatial resolution of the experiment was 
determined by acquiring images of the glass dot-card which was used for the geometric 
reconstruction representation with a grid formed by lines separated by 2.50 mm. The grid 
size was determined at different locations of the image. It was found that the spatial scale 
was homogeneous through the entire field of view. The overlay of the images at two time 
delays shows the grid displacement, as indicated by the red arrows. In the pre-shock area, 
the flow motion is seen as a shift of the grid intersections in each sequential images pair, 
where the displacements correspond to the streamwise and radial flow motion. In addition, 
the grid intersections in the post-shock area show a downward shift in the images 
acquired with the top camera (Fig. 3.4 (a)) and an upward shift in the images acquired 
with the bottom camera (Fig. 3.4 (b)). In principle, the grid deformations across the shock 
wave observed by the cameras in stereoscopic configuration result from the additive 
effect of radial and out-of-plane flow motion. Given the 2D nature of the test flow field, the 
radial component is negligible. 
 
 
Fig.  3.4. The overlay of fluorescence images obtained by the top (a) and bottom (b) 
cameras. The read arrows indicate the displacement vectors. 
 
The two field-of-view corrected time-delayed images acquired with each camera 
were employed to obtain local flow displacements at each grid intersection using 2D 
cross-correlation routines presented in Section 2.4.2. Then, three-component flow 
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displacements were determined via geometrical reconstruction based on the two-
dimensional displacements. The resulting velocity component plots are shown in Fig. 3.5, 
where the streamwise velocity component in the pre-shock area resulted in 784 ± 2 m/s 
within 6% deviation from the predicted value of 739 m/s [4]. The post-shock streamwise 
velocity component decreases to 692 ± 23 m/s, which is consistent with the calculated 
value of 666 ± 9 m/s, based on a wedge deflection angle of 15 ± 1 degrees. The out-of-
plane velocity measurement in the post-shock resulted in a value of 169 ± 22 m/s, within 
5% deviation from the expected value of 178 ± 10 m/s. The out-of-plane velocity 
component before the shock wave is 23 m/s higher than the expected value of 0 m/s, 
while the radial velocity component is slightly below the predicted values of 0 m/s in both 
the pre-shock and post-region. The reported experimental uncertainties above 
correspond to spatial uncertainties (spatial root-mean-square deviations). Since there are 
limited number of the grid intersections in the pre-shock and post-shock area, the spatial 
uncertainties in both areas are quite large. As noted in Fig. 3.5, the streamwise velocity 
component is slightly curving up whereas the out-of-plane component is slightly curving 
down. When the interrogation area is much close to the right end of the wedge plate, the 
flow will surpass the edge, resulting in a decreasing out-of-plane component and 
increasing streamwise component. The slightly larger deviation of the out-of-plane 
component from the expected value could be attributed to several factors that include the 
poor overlap between the MTV grid and probe laser sheet as well as uncertainty in the 
wedge angle measurement leading to error in the assumed flow conditions. 
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Fig.  3.5. Experimentally obtained streamwise, out-of-plane, and radial velocity 
components. The predicted velocity components are shown for comparison. The distance 
is measured with respect to the right end of the wedge plate (the origin of horizontal axes). 
 
3.3 Simultaneous Measurement of Velocity and Temperature 
In order to achieve the simultaneous measurement of three-component velocity 
and planar temperature, an aluminum mesh that generates bright regions of 0.84 mm 
width and dark regions of 0.25 mm width was employed in this measurement [8]. The 224 
nm beam was sent through a sheet forming optics and aligned to overlap the 
photodissociation laser sheets. The “read” laser was tuned to sequentially probe the 
A2Σ1/2
+  (υ' = 1) ← X2∏1/2(υ" = 1) band of NO on the R1 + Q21 (8.5) and R1 + Q21 (1.5) lines 
with time delays of 1.5 µs and 2.5 µs after the “write” laser, respectively. The fluorescence 
images stemming from excitation by the “read” laser were captured using the top and 
bottom cameras using a gate width of 50 ns. Similar to the images acquisition shown in 
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the previous section, images of the fluorescence grid under static gas conditions were 
captured at time zero after photodissociation with the two cameras as well as the third 
camera. The field-of-view corrected images are shown in Fig. 3.6. 
 
 
Fig.  3.6. Fluorescence J = 8.5 and J = 1.5 images taken by the top camera at the time 
delay of 1.5 µs (a) and 2.5 µs (c) using an aluminum mesh to “write” the grid of NO, 
respectively. Fluorescence J = 8.5 and J = 1.5 images taken by the bottom camera at the 
time delay of 1.5 µs (b) and 2.5 µs (d). 
 
The flow is from left to right and 100-shot average images have a spatial resolution 
of 41 pixels/mm, displaying a field of view of 25×25 mm. The temperature effect on the 
Boltzmann populations and hence intensities of the probed states is clearly observed from 
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the comparison of fluorescence intensities in the pre-shock and post-shock flow field. At 
the time delay of 1.5 µs, the J = 8.5 image (Fig. 3.6(a) or (b)) taken by either top or bottom 
camera shows much higher fluorescence intensities in the post-shock flow than that in 
the pre-shock field, indicating the higher post-shock temperature. This effect is further 
corroborated by comparing the pre-shock signal of the J = 8.5 (Fig. 3.6(a)) and J = 1.5 
(Fig. 3.6(c)) images taken by either top or bottom camera. This is attributed to an abrupt 
change of gas properties across the oblique shock wave, one of which is reflected on a 
sudden increase in the temperature field. Notably, despite the pronounced streamwise 
motion, the intersections of fluorescence minima spacing neighboring fluorescence grid 
from the top camera are horizontally misaligned at the shock approximately centered in 
the image and collectively moving down in the post-shock. In contrast, these intersections 
observed by the bottom camera are moving up. In principle, the grid deformations across 
the shock wave observed by the cameras in stereoscopic configuration result from the 
additive effect of radial and out-of-plane flow motion. Given the 2D nature of the test flow 
field, radial velocity should be negligible. Consequently, the area of interest was limited 
to the rectangular region near the center of the wedge where the flow conditions are well-
defined. 
In the case of the aluminum mesh approach previously reported by Hsu et al., 
tracking dark regions rather than the fluorescence maxima results in the same 
determination of the line displacements due to identical widths of bright and dark regions 
[5, 6]. Since a higher transmission aluminum mesh is used, tracking the dark intersections 
results in more accurate velocity than tracking the wider bright regions. Hence, the 
fluorescence images were pre-processed via intensity inversion before obtaining local 
flow displacements at each grid intersection using the 2D cross-correlation routine. The 
overlay of fluorescence minima images via intensity inversion are shown in Fig. 3.7. 
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Fig.  3.7. Overlay of fluorescence minima images via intensity inversion (cropped) 
obtained by the top (a) and bottom (b) cameras. 
 
Subsequently, three-component displacements in the physical space were 
calculated via geometrical reconstruction based on the two-dimensional displacements 
obtained with the top and bottom cameras. The velocity components in each of the 
interrogated intersections were interpolated using built-in functions in Matlab to produce 
the three velocity maps. The spatial filter size was carefully chosen to not exceed the 
optical resolution of the imaging system so that relevant flow field features are not 
arbitrarily smoothed. According to the velocity maps shown in Fig. 3.8, the streamwise 
velocity component in the pre-shock flow field gives a mean value of 785 ± 5 m/s within 
6.2% deviation from the predicted value of 739 m/s, which is comparable to the 
streamwise motion determination using the micro-cylindrical lens array to “write” the 
fluorescence grid. Past the shock wave, the streamwise velocity component decreases 
to a value of 685 ± 7 m/s, which is consistent with the calculated values (666 ± 9 m/s) 
based on a deflection angle of 15 ± 1 degrees. The out-of-plane velocity measurement in 
the post-shock flow field resulted in a value of 193 ± 6 m/s, within 8.4% deviation from 
the expected value of 178 ± 10 m/s. The observed variance from zero of the out-of-plane 
velocity before the shock wave is mainly attributed effects of low signal-to-noise levels in 
this region when probing the J = 8.5 state. 
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Fig.  3.8. Experimentally obtained streamwise, out-of-plane, radial velocity components 
(m/s) in the Mach 6.2 flow field across the oblique shock wave. Experimentally 
determined temperature (K) map using two-line thermometry. 
 
The utilization of the aluminum mesh for tagging purposes leads to a modulation 
pattern of NO2 photodissociation, permitting the determination of temperature field. The 
velocity measurement provides enough displacement information to de-warp the second 
time-delayed image onto the first one, allowing calculation of fluorescence ratios that 
correspond to the same flow elements [7-9, 29]. Temperature measurements using the 
VENOM technique are based on two-line thermometry and thus require a thermalized 
rotational distribution of the NO (X 2∏1/2, υ" = 1) photoproduct to indicate the true local 
flow temperature. Two independent temperature measurements were obtained by 
analysis of the image pairs acquired using the top and bottom cameras, as shown in Fig. 
3.9 (a) and (b). We observed no strong dependence of the measured temperature on the 
position of the cameras. Also, the control experiment for the temperature measurement 
with reversed probing sequence (J = 1.5 image at 1200 ns and J = 8.5 image at 1800 ns) 
showed consistent results, suggesting the laser sheet thickness is a negligible factor. Fig. 
3.9 displays the average temperature map in the area of interest from the two time-
delayed images of the top and bottom cameras. 
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Fig.  3.9. Experimentally obtained temperature maps in K by analyzing fluorescence 
images taken by the top (a) or bottom (b) cameras. Experimentally obtained temperature 
map (c) in K for the same flow filed using NO PLIF two-line technique. 
 
In addition, we acquired the planar laser induced fluorescence (PLIF) images of 
NO (1%) seeded in N2 by probing NO (X 2∏1/2, υ" = 0) to measure temperature under the 
same flow conditions [47, 48]. Since there is no thermalization process in the NO PLIF, 
the temperature can reflect the true local flow temperature across the shock wave. We 
observed that the use of the VENOM technique resulted in an average temperature of 58 
K in the pre-shock flow field, higher than the temperature obtained from NO PLIF by 14 
K. The temperature measured downstream from the shock resulted in an average value 
of 85 K, showing a better agreement with NO PLIF temperature measurements with a 
deviation of 2 K. Since the gas density is higher after the shock, faster thermalization 
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through collisions is expected, resulting in smaller temperature overestimations in this 
region when using NO2 photolysis–based VENOM. 
 
3.4 Summary and Discussion 
The NO2 photolysis–based VENOM scheme intended for three-component 
velocity and planar temperature measurements was implemented. The velocity 
measurement using two approaches of “writing” grid, the micro-cylindrical lens array and 
aluminum mesh, both gave consistent results in three components. The overall velocity 
and temperature determinations followed the prediction. The measurements in the post-
shock area showed a better agreement with the predicted values while there were 
relatively large deviations from the predictions in the pre-shock area. In particular, the 
streamwise motion determination in the pre-shock area using two tagging methods both 
gave the overestimation of velocity component by ~45 m/s compared with the previous 
value of 741 ± 2.3 m/s known from the nozzle characterization measurements. It was also 
higher than the value of 757 ± 8.0 determined by NO PLIF technique by 28 m/s. When 
the NO2-seeded N2 gas mixture at the stagnation temperature of 294 K was flowed 
through the Mach 6.2 nozzle into the chamber, the flow temperature rapidly dropped 
down to 34 K. Given the isentropic flow expansion, there is a possibility that NO2 
liquefaction contributed to faster flow speed than expected. It was previously reported 
that the experimental determination utilizing this NO2 photolysis-based VENOM 
exceeded computational fluid dynamics (CFD) predictions in the low-density regions of 
the underexpanded jet [9]. An overestimation of the temperature resulted from probing a 
rotationally excited photoproduct to obtain rotational/translational temperature via the 
two-line thermometry technique [7, 8]. The subsequent studies showed that the 
insufficient collisional relaxation of the nascent NO photoproduct resulted in the 
temperature overestimation in low-density conditions even when the “write”-“read” pulses 
time delay was extended up to 2 µs [7]. In the meantime, when a high fraction of NO2 is 
seeded and high-photolysis laser power is used, the photolysis of NO2 can lead to thermal 
perturbation of the flow [29]. In summary, although the use of this VENOM technique 
shows the potential for accurate determinations of three-component velocity and planar 
temperature in high-speed flows, a solution to reduce the seeded condensation and 
thermal disturbance is necessary. 
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3.5 Simultaneous Velocity and Temperature Measurement Using NO 
The technique presented in this section is a variant of the VENOM, as an 
alternative for tagging NO molecules produced by fluorescence and collisional quenching 
from the A 2Σ+ state [29]. This tagging approach inherits the velocimetry advantages from 
the original VENOM technique, overcoming the short fluorescence lifetime of NO in highly 
quenching environments and providing discrimination from background NO. In addition, 
this new tagging method mitigates the possibility of thermal disturbance. Furthermore, 
the choice of seeding NO instead of NO2 increase the compatibility of the VENOM 
technique with the current facilities where the use of NO2 could be problematic due to 
condensation in low-temperature flow fields. 
 
3.5.1 NO Vibrational Distributions 
Following electronic excitation by the “write” laser at 226 nm, the A 2Σ+ state NO 
molecules will relax back to the ground X 2∏ state via either fluorescence or collisional 
quenching. The vibrational distribution of NO (X 2∏) from A 2Σ+ state fluorescence is 
governed by the Franck-Condon dominated vibrational transition probabilities which favor 
low vibrational states as seen in Fig. 3.10. The distribution peaks at v’’ = 1 with 0.28 
fractional yield. Since there are only NO and N2 species, NO self-quenching and NO-N2 
quenching processes are taken into consideration. The quenching due to collisions with 
N2 is negligible because the quenching cross sections are several orders of magnitude 
smaller than those of NO [49]. Hancock et al. has established that the collisional 
quenching is approximately statistical [44]. Rotational-level independence of collisional 
quenching of the A 2Σ+ (v’ = 0) state of NO has been previously proved, and thus the 
calculated recovery yields do not require rotational resolution. The vibrational distribution 
via collisional self-quenching is also shown in Fig. 3.10, displaying a long decaying tail 
from the low vibrational states to the higher vibrational states. The contributions of 
fluorescence and collisional quenching to the final vibrational distribution are determined 
by the ratios of intrinsic fluorescence decay and self-quenching rates [50]. Since the 
collisional quenching rates are temperature dependent, the final vibrational distribution is 
also temperature dependent. We have used a collision complex formation power-law 
model based on measurements by Setterson et al.[49], to calculate the self-quenching 
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cross sections at different temperatures. At the same time, the flow density and fraction 
of NO in the flow also affect the collisional quenching rates and hence the contribution of 
collisional quenching to the NO vibrational distribution. The vibrational distributions in the 
pre-shock and post-shock areas at temperatures of 34 K and 72 K are also shown in Fig. 
3.10. 
 
 
Fig.  3.10. Normalized vibrational distributions of NO (X 2∏) produced by fluorescence 
and collisional self-quenching channels, respectively, and by both channels in the pre-
shock and post-shock areas. 
 
After electronic excitation, the A 2 Σ+  fluorescence dominates the relaxation 
processes in the current ranges of pressure and temperature, resulting in similar 
vibrational distribution profile to the vibrational distribution produced via only A 
2Σ+ fluorescence. The fraction yield at v’’ =1 in the post-shock region is lower than that in 
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the pre-shock area since the temperature and pressure increase across the oblique shock 
wave. 
 
3.5.2 Simultaneous Measurement Using NO 
Similar to the NO2 photolysis-based VENOM experiments stated above, instead 
of seeding NO2, the gas mixture, consisting of 5.0% NO in N2 at a stagnation temperature 
of 294 K and pressure of 990 torr was flowed through the nozzle into the chamber to 
generate a pressure-matched and steady flow. The first PLIF laser system, used to “write” 
the MTV grid, was tuned to excite the R1 + Q21 band head of the A 2Σ+ (υ' = 0) ← X 
2∏1/2(υ" = 0) band near 226 nm, resulting in a grid of NO (υ" = 1) after spontaneous 
emission and collisional quenching from the A state. The “read” laser was sequentially 
tuned to probe the R1 + Q21 (8.5) and R1 + Q21 (1.5) transitions in the A 2Σ+(υ' = 1) ← X 
2∏1/2(υ" = 1) band, with time delays of 1200 ns and 1800 ns after the “write” laser. 
Following the same imaging processing procedure used in the previous section, the field-
of-view corrected 100-shot average images are shown in Fig. 3.11. These images show 
a field of view of 13.0 × 8.1 mm with a spatial resolution of 59.1 pixels/mm. The effect of 
temperature and velocity variation across the shock is also clearly evident compared with 
the acquired fluorescence images using NO2 photolysis-based VENOM technique. 
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Fig.  3.11. Corrected 100-shot average (cropped) fluorescence images obtained with the 
top camera (a) probing J = 8.5 at a time delay of 1200 ns (c) probing J = 1.5 at a time 
delay of 1800 ns and acquired with the bottom camera (b) probing J = 8.5 at a time delay 
of 1800 ns. 
 
The two field-of-view corrected time-delayed images acquired with each camera 
were employed to obtain local flow displacements at each grid intersection using 2D 
cross-correlation routines as stated above. Subsequently, three-component flow 
displacements were determined via geometric reconstruction based on the 2D 
displacements. The resulting velocity components are shown in Fig. 3.12, where the 
streamwise velocity component in the pre-shock area resulted in 755 ± 23 m/s within 2.2% 
deviation from the predicted value of 739 m/s, which is comparable to previous reports of 
streamwise motion determinations under similar conditions. The streamwise motion 
determination in the pre-shock shows a better agreement with the predicted value than 
that using NO2 photolysis-based VENOM approach, partially supporting that the NO2 
condensation was contributing to the faster flow speed in that area. The post-shock 
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streamwise velocity component decreases to 645 ± 14 m/s, which is consistent with the 
calculated value of 648 ± 9 m/s, based on a wedge deflection angle of 17 ± 1 degrees. 
The out-of-plane velocity measurement in the post-shock resulted in a value of 150 ± 10 
m/s, within 24% deviation from the expected value of 198 ± 10 m/s. There is a slightly 
decreasing trend in the out-of-plane component in the post-shock area. When the 
interrogation area is much close to the back edge of the plate, the flow will go beyond the 
edge, resulting in a decreasing out-of-plane component. The slightly larger deviation of 
the out-of-plane component from the expected value could be attributed to several factors 
that include the poor overlap between the MTV grid and probe laser sheet as well as 
uncertainty in the wedge angle measurement leading to error in the assumed flow 
conditions. The out-of-plane velocity component before the shock wave is consistent with 
the expected value of 0 m/s, while the radial velocity component is negligible as predicted 
in both pre-shock and post-shock areas, as shown in Fig. 3.12. The overall velocity 
measurement is consistent with the predicted velocity profile. 
The utilization of the aluminum mesh for this tagging purposes also leads to a 
modulation of the excitation “write” pattern, permitting a temperature determination. The 
fluorescence images were acquired by probing the two rotational states with the same 
time delays (1200 ns or 1800 ns) to obtain temperature maps without de-warping the 
second time-delayed image back onto the first one using velocity measurement results. 
60 
 
 
Fig.  3.12. Experimentally determined streamwise, out-of-plane, and radial velocity 
components in the Mach 6.2 flow field across the oblique shock. The predicted velocity 
components are shown for comparison. 
 
This process also allows calculation of fluorescence ratios that correspond to the same 
flow elements. Temperature measurements using the VENOM technique are based on 
two-line thermometry and thus require a thermalized rotational distribution of the NO (X 
2∏, v" = 1) to reflect the true local flow temperature. The initial rotational distribution in the 
A 2Σ+ (v’ = 0) state generated by the “write” laser beam reflects the selective excitation of 
a small range of low-J transitions associated with the band head [29]. Following excitation 
by the “write” laser, NO molecules in the A 2Σ+ state undergo rotational energy transfer 
(RET) by collision with ground state NO and N2. Rotational thermalization in the NO (X 
2∏, υ") states is completed within a few hundred nanoseconds at a few hundred Pa for 
high-speed flows [8, 9]. The chosen time delays, therefore, permit enough time for the 
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completion of rotational thermalization. The temperature maps by analyzing J = 8.5 and 
J = 1.5 fluorescence images obtained with the same camera at the same time delay are 
shown in Fig. 3.13. 
 
 
Fig.  3.13. Experimentally obtained temperature maps in Kelvin by analyzing J = 8.5 and 
J = 1.5 fluorescence images taken by the top (a and c) or bottom (b and d) cameras at 
the time delays of 1200 ns and 1800 ns. 
 
According to the temperature maps in Fig. 3.13, the temperatures in both pre-
shock and post-shock areas are much higher than expected. In particular, the 
temperature in the pre-shock region is higher than the predicted value by ~40 K. The 
temperature determination at the second time delay of 1800 ns shows a slightly lower 
average temperature than that determined at the time delay of 1200 ns. This negligible 
temperature change also supports the fact that the rotational thermalization is completed 
within the chosen time delays. In the meantime, there is a weak dependence of the 
measured temperature on the position of the cameras in the post-shock region. 
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The tagging efficiency was calculated for this mixture of 5% NO in N2. The NO 
absorption cross-section at 226 nm is 1.426 × 10-19 m2. The efficiency was estimated 
assuming a 226 nm beam with an exit diameter of 9 mm expanded to a diameter of 2 cm 
before being formed into a 200 µm thickness sheet. The ~5% of the seeded NO was 
estimated to be excited to A 2Σ+ (v’ = 0) state with a laser power of ~12 mJ/pulse. When 
the A 2Σ+ (v’ = 0) NO molecules return to the ground X 2∏ state, a fraction of the energy 
will be partitioned into rotation and translation via collisional quenching, resulting in the 
rotational/translational temperature rise. The fraction of NO in N2 affects the quenching 
rates and hence the temperature rise depends on the fraction of NO. 
 
3.5.3 Seeding Fraction Effect 
In order to investigate the effect of NO fraction on the temperature determination, 
the gas mixtures of 10% and 1% NO in N2 were flowed through the same nozzle into the 
chamber. Then, the temperature measurements by a global fit of LIF excitation spectrum 
were conducted, respectively. The aluminum mesh was removed to allow collecting 
fluorescence images with full intensity pattern. The “read” laser system was tuned to 
probe the NO (1, 1) band transitions at the time delay of 1200 ns after the “write” laser. 
The fluorescence images were recorded by an Andor iStar DH734 ICDD camera aligned 
normal to the imaging plane with a gate width of 100 ns. The LabView program intended 
for the dye laser calibration was modified to synchronize the camera with the “read” laser 
system to acquire fluorescence images at each wavelength in the range of ~223 – 224 
nm required for excitation of the NO (1, 1) gamma band. The camera was trigged at 0.5 
Hz to record a fluorescence image at each wavelength with a step size of 0.0006 nm. Fig. 
3.14 shows a fluorescence image at a certain wavelength. The blue area in the image 
represents the pre-shock region while the high-intensity area is the post-shock region. 
The fluorescence counts within the red rectangular areas were averaged to obtain the 
pre-shock and post-shock fluorescence intensity at this specific wavelength, respectively. 
Repeating this image averaging at every wavelength position resulted in the LIF 
spectrums within the chosen wavelength range. A global fit of experimentally determined 
spectrum was run with respect to the simulation spectrum that was generated with a 
resolution of 0.0025 nm using LIFBASE program. When the best fit was reached, the 
temperature was determined in that area.  
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Fig.  3.14. Full-frame fluorescence image acquired with the Andor iStar ICCD camera at 
a certain wavelength. 
 
The top panel in Fig. 3.15 displays the fit of the LIF spectrum in the pre-shock 
region that includes most of resolvable branches of NO (1, 1) band when the gas mixture 
of 10% NO in N2 was flowed through the nozzle. The lower signal-to-noise levels in this 
area resulted in some fluctuations in the experimental spectrum though the LIF spectrums 
were averaged over three scanning cycles. The temperature was estimated to be 85 K, 
higher than the predicted value under the flow condition, but is consistent with the result 
determined using two-line thermometry technique in this section. The bottom panel 
represents the fit in the post-shock region, which shows a smoother experimental PLIF 
spectrum due to better signal-to-noise ratio in this area. This fit resulted in a temperature  
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Fig.  3.15. The global fits of the experimentally determined LIF spectrums acquired by 
seeding 10% NO with respect to the simulated at temperatures in the pre-shock (top 
panel) and post-shock (bottom panel) regions. The read crosses indicate where the 
chosen two lines used in the two-line thermometry scheme are. 
 
of 105 K, higher than the expected value of 72 K, in agreement with the result by two-line 
thermometry measurement. Since each fluorescence image was acquired at a specific 
wavelength, quite different from ensemble images acquisition by probing two lines, the 
intensity is sensitive to both “write” and “read” laser shot-to-shot power variation. The 
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“read” laser power was monitored and recorded via the program which was used to 
correct the fluorescence intensity. However, the “write” laser power was difficult to be 
accounted for. The scanning can be repeated to acquire more images set to decrease 
uncertainty at the expense of an increase of gas use and elongated images acquisition 
times. 
 
 
 
Fig.  3.16. The global fits of the experimentally determined LIF spectrums acquired by 
seeding 1% NO with respect to the simulated at temperatures in the pre-shock (top panel) 
and post-shock (bottom panel) regions. The read crosses indicate where the chosen two 
lines used in the two-line thermometry scheme are. 
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The temperature determination with a full scan of absorption lines in this study by 
seeding higher fraction of NO can indeed result in the rotational/translational temperature 
rise. In order to further interrogate this effect, the gas mixture of 1% NO in N2 was tested 
under the same conditions above. Figure 3.16 displays the two PLIF fits in both pre-shock 
and post-shock regions. Both experimental PLIF spectrums are fitting well with the 
simulated spectrums at the determined temperatures. On the one hand, the fit in the pre-
shock area gives a temperature value of 45 K when the experimental spectrum was fitted 
with the simulated in most of resolvable absorption lines, in which a tiny fluorescence 
peak is shown in the J = 8.5 line. On the other hand, the post-shock fit results in a 
temperature of 72 K which is consistent with the predicted value of 72 ± 4 K. Hence, 
tagging a low fraction of NO can avoid the temperature rise resulting from the collisional 
quenching in the tagging process even though a higher fraction of NO can probably lead 
to more fluorescence signal.  
Given the conclusion above that a high NO seeding fraction can result in the 
rotational/translational temperature rise, a gas mixture of 2% NO in N2 was used to obtain 
simultaneous measurement of three-component velocity and planar temperature. All the 
test conditions were kept same except the NO fraction. The corrected 540-shot average 
fluorescence images at the time delays of 1200 ns and 1800 ns showing the area of 
interest across the oblique shock are shown in Fig. 3.17. The flow is from the left to right 
and the images with a spatial resolution of 46.5 pixels/mm, display an area of 11.6 × 6.5 
mm. 
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Fig.  3.17. PLIF images (cropped) acquired with the top camera (a) probing J = 8.5 at a 
time delay of 1200 ns (c) probing J = 1.5 at a time delay of 1800 ns. PLIF images (cropped) 
acquired with the bottom camera (b) probing J = 8.5 at a time delay of 1200 ns (d) probing 
J = 1.5 at a time delay of 1800 ns. The red dashed line indicates the position of the shock 
wave [8]. 
 
The two field-of-view corrected time-delayed images presented above were 
employed to obtain local flow displacements at each grid intersection using 2D cross-
correlation routines. Then, three-component flow displacements were determined in the 
same way stated previously. The resulting velocity component plots are shown in Fig. 
3.18 (left panel), where the streamwise velocity component in the pre-shock area resulted 
in 760 ± 14 m/s within 2.8% deviation from the predicted value of 739 m/s, which is 
comparable to previous reports of streamwise motion determinations under similar 
conditions. The post-shock streamwise velocity component decreases to 672 ± 20 m/s, 
which is consistent with the calculated value of 657 ± 9 m/s, based on a wedge deflection 
angle of 16 ± 1 degrees. The out-of-plane velocity measurement in the post-shock 
resulted in a value of 169 ± 8 m/s, within 10% deviation from the expected value of 188 ± 
10 m/s. The out-of-plane velocity component before the shock wave is consistent with the 
expected value of 0 m/s, while the radial velocity component is negligible as predicted in 
both pre-shock and post-shock areas, as shown in Fig. 3.18. The overall velocity profile 
follows the predicted velocity components calculated based on the measured wedge 
angle. 
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Fig.  3.18. Experimental obtained three-component velocity (upper panel). The predicted 
velocity components are shown for comparison. Bottom panel shows the temperature 
experimentally determined using the VENOM technique and NO PLIF two-line 
thermometry, and predicted temperature profile [8]. 
 
The 2D MTV measurement provides enough displacement information to de-warp 
the second time-delayed image onto the first one acquired by each camera, allowing 
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calculation of fluorescence ratios that correspond to the same flow elements. Since 
temperature measurements using this VENOM technique are also based on two-line 
thermometry and thus require a thermalized rotational distribution of the NO (X 2∏, v" = 
1) to reflect the true local flow temperature. Rotational thermalization in the NO (X 2∏, v") 
states is completed within a few hundred nanoseconds at a few hundred Pa for high-
speed flows. The chosen time delays, as seen above, permit enough time for the 
completion of rotational thermalization. Two independent temperature measurements 
were obtained by analysis of the VENOM image pairs acquired using the top and bottom 
cameras. We observed no dependence of the measured temperature on the position of 
the cameras. In addition, temperature measurements with reversed probing images (the 
J = 1.5 image at 1200 ns and J = 8.5 image at 1800 ns) showed consistent results, 
suggesting that out-of-plane flow motion during the time delay between the two “read” 
events did not lead to a decreased overlap between the tagged grid and probe laser sheet. 
Thus, the laser sheet thickness (approximately 200 µm) and its effect on fluorescence 
intensities is a negligible factor. The bottom panel in Fig. 3.18 displays the determined 
temperature profile in the area of interest from the two time-delayed images of the top 
and bottom cameras. In addition, we acquired planar laser induced fluorescence (PLIF) 
images of NO (1%) seeded in N2 by probing two rotational states of NO (X 2∏, v" = 0) to 
determine temperature under the same flow conditions. The stereoscopic VENOM 
measurements resulted in an average temperature of 54 K in the pre-shock area, as 
shown in Fig. 3.18, 6 K higher than the temperature obtained from NO PLIF and 20 K 
higher than the freestream temperature of 34.0 ± 0.4 K known from nozzle 
characterization measurements [4]. Although the observed temperature discrepancies 
could be potentially attributed to a variety of factors that include thermal effects from the 
tagging process, previous studies using this tagging approach in a low-temperature, low-
density, flow field did not show systematic temperature overestimation within similar 
timescales [29]. However, the temperature measured downstream from the shock 
resulted in a value of 69 K with a spatial uncertainty of 2 K, showing a better agreement 
with the predicted temperature of 72 ± 4 K. The gradual increase in the measured 
temperature profiles observed across the shock using VENOM and NO PLIF can be 
attributed not only to spatial averaging given the flow displacement during the employed 
time delay between the two “read” events and potential shock variations originating from 
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pulse-to-pulse fluctuations, but also to probing sheet thickness. Since the gas density and 
temperature is lower before the shock, lower fluorescence signal and hence lower signal-
to-noise ratio result in larger discrepancies in the temperature determined in this region 
using the VENOM technique. The observed discrepancies between the temperature 
measurements obtained using VENOM, NO PLIF and those expected from calculations 
could be attributed to a variety of factors that include unaccounted laser and absorption 
line overlap as well as uncertainty in the wedge angle measurement leading to error in 
the assumed flow field conditions. A comprehensive error analysis of VENOM 
measurements including the use of NO PLIF thermometry has previously been performed 
[7, 8]. The overall temperature measurement, however, is consistent with the predicted 
temperature profile. Although the resolution of the optical system of 76 µm, determined 
by measuring the modulation transfer function, represents the resolution limit of the 
technique, the magnitude of the local flow displacements limits the practical spatial 
resolution of the velocity and temperature determinations. Local flow displacements in 
the current experiments resulted in spatial resolutions of 403 µm and 101 µm along the 
streamwise and out-of-plane directions, respectively. 
 
3.6 Summary 
The variant of the VENOM technique that employs NO (v’’ = 1) resulting from 
spontaneous emission and collisional quenching from the A 2Σ+ (v’ = 0) NO molecules, 
was used to obtain the simultaneous measurement of three-component velocity and 
planar temperature in the same flow field studied in Section 3.3. Compared to NO2 
photolysis-based VENOM method, the choice of seeding NO avoids the condensation 
issue inherent in the use of NO2, and also mitigates the possibility of thermal disturbance. 
The “write” laser beam generates a selective excitation of a small range of NO low-J 
transitions associated with the band head. After excitation, these A 2Σ+  (v’ = 0) NO 
molecules undergo RET by collision. The studies by Ebata et al. established that RET 
rates could result in the completion of rotational thermalization within tens of nanosecond 
at pressures of a few hundred Pa [51]. This tagging approach has showed a better 
agreement in temperature measurement in low-density, low-temperature regions of the 
underexpanded jet with CFD simulation than previous studies via NO2 photodissociation 
VENOM technique. 
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The velocity measurement displays more comparable results to the predictions 
than those obtained via NO2 photodissociation approach, particularly in the determination 
of the streamwise component in the pre-shock region. The effect of NO seeding fraction 
on temperature determination was investigated by flowing the gas mixtures of 10% and 
1% NO/N2 through the Mach 6.2 nozzle into the chamber, respectively. It was found that 
a high seeding fraction resulted in a rotational/translational temperature rise in the tagging 
process due to collisional quenching from the A 2Σ+ (v’ = 0) state. The more NO is seeded 
into the flow, the higher the estimated temperature will be. Hence, an accurate 
temperature determination using two-line thermometry can be obtained at the expense 
of low signal-to-noise levels when studying extremely cold high-speed flows where 
spontaneous emission does not dominate the relaxation processes of the A 2Σ+ (v’ = 0) 
state NO molecules. A higher “write” laser power is necessary to achieve good signal-to-
noise ratio since it can enable higher excitation efficiency and thus increase the 
percentage of NO (v’’ = 1). 
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4. CONCLUSION AND FUTURE WORK 
4.1 Instantaneous Fluctuations Measurement 
The VENOM experiments performed in the flow field described in the third section 
employs a “write” laser to tag the flow field with NO (v’’ =1) and a “read” laser that was 
tuned to sequentially probe specific rotational lines at time delays of ~1 µs after the “write” 
laser. Although the three-component velocity and planar temperature of the flow field 
were simultaneously determined by analyzing the sequential fluorescence image pairs, 
the measurements provided uncorrelated velocity and temperature information due to the 
uncorrelated two probing events. Specifically, the two probing events followed different 
“writing” laser pulses. This timing schematic can provide a relatively accurate 
measurements in steady flow fields, but fails to determine instantaneous fluctuations in 
such unsteady flow fields as highly turbulent flows. Since the characteristic time of 
turbulent flows is in the microsecond time scale, the instantaneous measurements should 
be conducted within sub-microsecond time scale to characterize the turbulence. 
The simultaneous use of one “write” laser and two “read” lasers can enable 
instantaneous single-shot measurements of velocity and temperature fields using the 
VENOM technique. This simultaneous and instantaneous measurement has been 
previously demonstrated in two-component velocity and temperature determinations of 
an underexpanded jet and cylinder downstream wake flow using two synchronized Andor 
iStar ICCD cameras [7, 8]. The field of view of the second time-delayed image was de-
warped back onto the first one, which allowed the simultaneous determination of 
temperature fields. The dual image feature (DIF) of the two cameras used in the present 
study enables double-shutter cameras imaging. This feature can help us capture 
sequential image pair by tuning the internal recording time delay in rapid succession. 
Hence, the cameras in the stereoscopic configuration can be synchronized to two “read” 
lasers using DIF to record time-delayed images following the two “read” lasers. Each 
single-shot image pair can provide the instantaneous determinations of three-component 
velocity and planar temperature, resulting in the measurement of both velocity and 
temperature fluctuations. The investigation of instantaneous fluctuations in velocity and 
temperature will shed light on the energy flux in the given flow fields, which will pave the 
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way for the studies of high-speed turbulent flows. This experimental setup is shown in 
Fig. 4.1. 
 
 
Fig.  4.1. Schematic of one “write” and two “read” laser systems. 
 
4.2 Limitations Study and Application Expansion 
The NO-seeded stereoscopic VENOM technique is primarily applied to the study 
of cold high-speed flow fields in this thesis. Recently, we have obtained one-dimensional 
(1D) velocity measurement in turbulent boundary layer via the VENOM technique on the 
high-speed, high Reynolds number wind tunnel. Fig. 4.2 shows the overlay of PLIF 
images acquired at two time delays. This VENOM technique allows us to obtain more 
accurate velocity measurement in the flow field with a prohibitive degree of light scattering 
near an object surface where PIV technique suffers from non-uniform particle seeding 
and inaccuracies in tracking velocity. 
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Fig.  4.2. The overlay of PLIF images acquired at time-zero (green lines) and 2000 ns 
delay. 
 
The technique shows the potential for three-dimensional velocimetry 
measurement in high speed flows, but suffers from temperature overestimation in the cold 
flow field with high NO seeding fraction due to collisional quenching. According to the 
experiments stated in Section 3.4.3, the temperature determination in the cold flow field 
is sensitive to this seeding effect. Further work on this VENOM technique will be needed 
to assess limitations by applying it to different flow fields that include but are not limited 
to high-enthalpy, or high-density flows. 
Since the vibrational relaxation is much slow within the measurement time scale, 
the vibration-rotation (V-R), vibration-translation (V-T) and vibration-vibration (V-V) 
energy exchange processes of flow species are not accounted for in the temperature 
measurement. However, these processes are nontrivial compared to rotation-translation 
energy exchange in high-temperature (~1000 K) flow fields. A theoretical model has been 
recently developed to simulate the vibrational relaxation. This model takes into 
consideration the V-R, V-T and V-V processes and trace the NO vibrational population 
after tagging event versus time. Not only can the model provide the time-dependent 
vibrational distribution of NO under different flow conditions but also the 
rotational/translational temperature rise due to energy exchange. The vibrational 
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temperature can be obtained by assuming a Gaussian fit to the simulated vibrational 
population. Hence, experimental studies of vibrational relaxation are necessary to map 
out the vibrational temperature and verify the theoretical model. 
Experimentally, the NO vibrational temperature can be obtained by probing the 
populations of the two vibrational levels of NO simultaneously using NO PLIF. Thus, the 
vibrational temperature decay of NO can be temporally tracked. Similar to the 
rotational/translational temperature determination, the fluorescence signal is collected in 
the linear fluorescence regime by probing two different vibrational levels and identical 
rotational states. The fluorescence signal is a complicated function of the initial population 
of the probed state, the ratio of the stimulated emission Einstein coefficients, the 
saturation and laser intensities, the spontaneous emission Einstein coefficient, and an 
overall efficiency term which is combined as a constant C12. As stated above, the 
quenching cross sections are not dependent on initial vibrational states. The quenching 
rates in the excited A state are nearly equal for the ground (v = 0) and excited vibrational 
level (v = 1). 
𝑅12 =
𝑆𝑓1
𝑆𝑓2
= 𝐶12𝑒
−∆𝐸𝑣𝑖𝑏
𝑘𝑇𝑣𝑖𝑏
⁄       (Eq. 4.1) 
As a result, collecting NO fluorescence by probing two different vibrational states 
at different time delays after the “write” laser and calculating the fluorescence ratio using 
Eq. 4.1 can determine the vibrational temperature map of the given flow field. 
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