Introduction
Broadcasting refers to the process of message dissemination in a communication network whereby a message, originated by one of the members, is transmitted to all members of the network. A communication network is a connected graph G = (V; E) , where V is a set of vertices (members) and E is a set of edges. Transmission of the message from the originator to all members is said to be broadcasting, if the following conditions hold:
1) Any transmission of information requires a unit of time.
2) During one unit of time every informed vertex (member) can transmit information to one of its neighboring vertices (members).
The classical model. For a u 2 V we de ne the broadcast time t(u) of vertex u as the minimum number of time units required to complete broadcasting starting from vertex u . We denote by t(G) = max u2V t(u) the broadcast time of graph G . It is easy to see that for any connected graph G t(G) dlog 2 ne , where n = jV j , since during each time unit the number of informed vertices can at most be doubled. A minimal broadcast graph (MBG) is a graph with n vertices, in which a message can be broadcasted in dlog 2 ne time units.
The broadcast function assigns to n as value (n) the minimum number of edges in a MBG on n vertices. Presently exact values of (n) are known only for two in nite sets of parameters of MBG's, namely, for fn = 2 m : m = 1; 2; 3; : : :g ( 1] ) and fn = 2 m ? 2 : m = 2; 3; : : :g ( 2] and independently 3]). Known are also the exact values of (n) for some n 63 ( 1] , 4{7]). We recommend 8] as a survey of results on classical broadcasting and related problems.
New models.
In this paper we consider three new models of broadcasting, which we call \Messy broadcasting". We refer to them as M 1 , M 2 , and M 3 .
In the classical broadcast model it is tacitly assumed that every node (member) of the scheme produces the broadcasting in the most clever way. For this it is assumed either, that there is a leader, who coordinates the actions of all members during the 2 whole broadcasting process (which seems to be practivally not realistic) or the members must have a coordinated set of protocols with respect to any originator, enough storage space, timing, and they must know the originator and its starting time. Now we assume that there is no leader, that the state of the whole scheme is secret for the members, the members do not know the starting time and the originator, and their protocols are not coordinated. Moreover, even if the starting time and originator are known, and the scheme is public, it is possible that the nodes of the scheme are primitive. They have only a simple memory, which is not su cient to keep the set of coordinated protocols. Technically it is much easier to build such a network. It is very rebust and reliable. In all models M 1 , M 2 , and M 3 in any unit of time every vertex can receive information from several of its neighbors simultaneously, but can transmit only to one of its neighbors.
Model M 1 .
In this model in any unit of time every vertex knows the states of its neighbors, i.e. which are informed and which are not. We require that in any unit of time every informed vertex must transmit information to one of its noninformed neighbors.
Model M 2 .
In this model we require that in any unit of time every informed vertex u must transmit the information to one of those of its neighbors that did not send the information to u and did not receive it from u before.
Model M 3 .
In this model we require that in any unit of time every informed vertex u must transmit the information to one of those neighbors that did not receive the information from u before.
For an originator u 2 G the sequence of calls (u) is said to be a strategy for the model M i (i = 1; 2; 3) if a) every call in (u) is not forbidden in model M i (i = 1; 2; 3) b) after these calls every member of the system got the information.
In broadcast model M 1 for a vertex u 2 V we de ne 1 (u) to be the set of all broadcast strategies which start from originator u . For any vertex u 2 V of the graph G = (V; E) let t 1 (u) be the broadcast time of u using strategy 2 1 (u) ,
i.e. t 1 (u) is the rst moment at which every vertex of the scheme got the information by strategy . We set t 1 (u) = max Actually t 1 (u) is the broadcast time from vertex u in the worst broadcast strategy. Let t 1 (G) be the broadcast time of graph G , that is t 1 (G) = max u2V t 1 (u) . Similarly for models M 2 , M 3 : 2 (u) , t 2 (u) , t 2 (G) , 3 (u) , t 3 (u) , and t 3 (G) can be de ned. From these de nitions it follows that
(1.1)
For i = 1; 2; 3 we de ne i (n) = min G=(V;E) jV j=n t i (G) .
From (1.1) it follows that t 1 (G) t 2 (G) t 3 (G) for every connected graph G , and hence 1 (n) 2 (n) 3 (n) for every positive integer n . In Section 5 we establish upper bounds on 2 (n) and 3 (n) . Optimal graphs in model M 1 are described in Section 6 and a lower bound for 3 (n) is derived in Section 7.
For trees we establish even exact results (Section 3 with preparations in Section 2).
Here we can algorithmically determine the broadcast times (Section 4).
Auxiliary results concerning optimal trees
In addition to the notions presented in the Introduction we need the following concepts. For model M i (i = 1; 2; 3) we de ne t i (u; v) = max
, where t i (u; v) is the broadcast time when broadcasting according to strategy starts from originator u and the information comes to vertex v . We denote by (v) the local degree of vertex v . Suppose now that we are given a connected tree H . At rst we notice that for every vertex u of any tree H the sets of strategies 1 (u) and 2 (u) (but not 3 (u) ) are the same. Hence t 1 (u) = t 2 (u) and t 1 (H) = t 2 (H) for every tree H . In this part we use the abbreviation t(u) for t 1 (u) and for t 2 (u) . First we consider the following problem. For given broadcast time t construct a tree with root u having maximal number of vertices g(t) , for which t(u) = t . This tree is called an optimal tree with root u and broadcast time t or in short (OTR; u; t) . Let for xed broadcast time t(u) = t an optimal tree T with root u be constructed and let 0 be a strategy for which t(u) = t 0 (u) = max t (u) . Denote by u 1 ; u 2 ; : : :; u k the neighbors of root u . By the tree structure we can assume that under the strategy 0 in the unit of time i (i = 1; : : :; k) the vertex u sends information to vertex u i . After removing (in our minds) from the optimal tree all edges (u; u i ) for i = 1; : : :; k we get trees T i (i = 1; : : :; k) . It is clear that max
(where for i = 1; : : :; k t(u i ) is the broadcast time from u i in tree T i ), because otherwise, if max 1 i k t(u i ) = t(u j ) > t(u k ) for some 1 j < k , then by changing the steps j and k in the broadcast strategy 0 we would get a strategy 0 0 for which t 0 0 (u) > t 0 (u) = max t (u) . This is a contradiction. It is also clear that for all i = 1; 2; : : :; k the trees T i are ? OTR; u i ; t(u i ) . On the other hand, since the tree T is assumed to be optimal, necessarily t(u 1 ) = t(u 2 ) = = t(u k ) = t ? k:
Indeed, if otherwise for some j 2 f1; : : :; kg t(u j ) < t(u k ) , then by taking subtree T k instead of subtree T j we will get a tree T 0 with t(T 0 ) = t(T) and number of vertices jT 0 j > jTj , which is a contradiction. Hence g(t) = max k k g(t ? k) + 1:
The rst values of the function g are g(1) = 2; g(2) = 3; g(3) = 5; g(4) = 7; g(5) = 11; g(6) = 16; g (7) For given broadcast time t 7 the optimal tree with root u , for which t(u) = t , has g(t) vertices, where Again we use the abbreviation t(u) for t 1 (u) and t 2 (u) .
For given t 0 we consider the set T (t 0 ) of all connected trees having broadcast time t 0 . We de ne f(t 0 ) = max
jTj , where jTj is number of vertices in tree T . We call the tree T t 0 {optimal , if t(T) = t 0 and jTj = f(t 0 ) , and present now our main tool for determining the quantity f(t 0 ) . But it is easy to verify that t(T 0 ) = t(T) , which contradicts the optimality of tree T . Now if t(v k ) = t(v k?1 ) , then jT k j jT 0 j and we can change also T k to T 0 to get tree T 00 , for which jT 00 j jTj , t(T 00 ) = t(T) We verify that t(T ) = t(T) = 2t 1 + k + r ? 1 and jT j = (k + r ? 1)jT 0 j + 1 jTj:
However, since T is optimal, we should have equality in (3.1), which occurs only when jT 0 j = 1 (or equivalently when t 1 = 0 ), i.e. all vertices v i ; u j (i = 1; : : :; k ? 1; j = 1; : : :; r ?1) are terminal vertices in T . Hence, if jT 0 j = 1 , we have jTj = k +r and t 0 = t(T) = k + r ? 1 = jTj ? 1 . However, it is very easy to construct for every t 0 5 a tree (not necessary optimal) having more than t 0 + 1 vertices. Therefore, if t 0 5 , the assumption (ii) t(v) > t(u r?1 ) is impossible and hence for t 0 5 every optimal tree has a center of symmetry.
We verify that for t 0 = 3 jTj = 4 , that for t 0 = 4 jTj = 5 , and that all connected trees on 4 or 5 vertices are optimal. Among these optimal trees there are stars (which have center of symmetry) on 4 or 5 vertices, and this fact completes the proof. Now let v be the center of symmetry of an t 0 {optimal tree T , t 0 2 . That is, removing vertex v from T the tree T will be decomposed into s subtrees T Let T be an optimal tree for which t(T) = t 0 and t 0 2 . Then f(t 0 ) = jTj = Step 4: The broadcast time of vertex v (which got the label in step 3) equals its label: t(v) =`(v) .
Step Step 7: Stop.
It can be veri ed (details are omitted) that this algorithm assigns to every vertex its broadcast time. A similar algorithm can be designed and we leave it to the reader. Theorem 2. For su ciently large n (a) 2 (n) 1:89 log 2 n (b) 3 (n) 2; 5 log 2 n . 6 . Some optimal graphs (Model M 1 )
In this Section we present for broadcast model M 1 some graphs on n vertices, where n 10 and n = 14 , with minimum possible broadcast time, that is, for these graphs 1 (n) = t 1 (G); G = (V; E); jV j = n:
For 4 n 8 the optimal graphs are cycles C n .
Denote their vertex set by V n = f0; 1; : : :; n ? 1g and their edge set by E n . For n = 10 1 (10) = 4 and the optimal graph is the well-known Peterson graph G = It is necessary to note that these graphs | except for the graphs on 9 and 10 vertices | are optimal even for broadcast model M 2 .
7. A lower bound for 3 (n)
Let G = (V; E) be a connected graph for which t 3 (G) = t 0 , that is t 0 = t 3 (G) = max u2V max
