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Abstract. We studied the time fluctuations in the dynamics
of geoelectrical data, recorded in Tito site, which is located
in a seismic area of southern Italy. We used the Fisher In-
formation Measure, which is a powerful tool to investigate
complex and nonstationary signals. The time evolution of
the Fisher Information Measure calculated for our signal re-
veals links with the earthquakes occurring in the investigated
area.
1 Introduction
We present an approach to analyze earthquake-related geo-
electrical signals, by means of the Fisher Information Mea-
sure (FIM), which was introduced by Fisher in 1925 in the
context of statistical estimation (Fisher, 1925). In a semi-
nal paper Frieden has shown FIM to be a versatile tool to
describe the evolution laws of physical systems (Frieden,
1996). FIM permits to accurately describe the behavior of
dynamic systems, and to characterize the complex signals
generated by these systems (Vignat and Bercher, 2003). This
approach has been used by Martin et al. to characterize the
dynamics of EEG signals (Martin et al., 1999). Martin et
al. have shown the informative content of FIM in detecting
significant changes in the behavior of nonlinear dynamical
systems (Martin et al., 2001), characterizing, thus, FIM as an
important quantity involved in many aspects of the theoreti-
cal and observational description of natural phenomena.
The variability of several geophysical parameters can be
used to give a more deep comprehension of the dynamics un-
derlying tectonic processes (Park, 1997). In particular, geo-
electrical signals are the result of the interaction among very
heterogeneous mechanisms which can be influenced by the
particular structure of the focal area (Patella et al., 1997).
Several physical mechanisms for their generation have been
proposed, e.g. it has been suggested that these signals are
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emitted when the stress reaches a critical value in the focal
area (Freund, 2000). Therefore, these signals can convey
useful information about the nonlinear tectonic dynamics.
Earthquakes, indeed, are the phenomenology of the interac-
tion of lithospheric processes of different physical origin and
of different spatial and temporal scales. The lithosphere can
be considered as a hierarchy of volumes, from tectonic plates
to grains of rock. Their relative motion against the forces
of friction and cohesion is realized to a large extent through
earthquakes. The motion is controlled by a wide variety
of independent processes, concentrated in the thin boundary
zones between the volumes. A boundary zone has a sim-
ilar hierarchical structure, consisting of volumes, separated
by boundary zones, etc. Altogether, these processes trans-
form the lithosphere into a large nonlinear system, featuring
instability and deterministic chaos (Keilis-Borok, 1990).
In this study we analyze the FIM of a geoelectrical time
series, recorded between 1 July 2004 and 9 November 2004
by station Tito, located in one of the most seismically ac-
tive areas of southern Italy. The geoelectrical acquisition
system consists of a vertical dipole with two no-polarizable
electrodes, put into the ground at 5 m and 20 m depth respec-
tively, to avoid external meteoclimatic effects. The mutual
distance among the electrodes is, therefore, 15 m. Figure 1
shows the signal variation. The sampling time is 1 min. In
August a gap occurred for technical problems.
2 Fisher Information Measure
Let us introduce the relevant Fisher-associated quantities.
Let f≡q2 be a probability density in <N (N≥1). Fisher’s
quantity of information associated to f (or to the probability
amplitude q) is defined as the (possibly infinite) non-negative
number I
I (f ) =
∫
<N
dx
|∇f |2
f
(1)
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Fig. 1. Time variability of geoelectrical signal measured at station Tito, southern Italy, from 1 July 2004 to 9 November 2004.
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Fig. 2. Temporal variation of the FIM of Tito data; the vertical
arrows indicate the occurrences of the earthquakes selected by the
Dobrovolskiy’s rule.
or in terms of the amplitudes
I (q) =
∫
<N
dx(∇q×∇q). (2)
This formula defines a convex, isotropic functional I, which
was first used by Fisher (1925) for statistical purposes, and
plays a fundamental role in information theory. It is clear
that from Eq. (2) the integrand, being the scalar product of
two vectors, is independent of the reference frame (Martin et
al., 2001).
Let us focus the attention on one-dimensional case. Let
us consider a random variable X whose probability density
function is denoted as fX(x). Its FIM is defined as
IX =
∫ (
∂
∂x
fX(x)
)2
dx
fX(x)
. (3)
Equation (3) involves the calculation of the probability den-
sity function (pdf) fX(x). A rough approximation of the un-
known probability density f is given by the histogram. Let
us consider the statistical sample by {si}Ni=1 , where N is the
length of the sample. We consider a finite interval [a, b] such
that a≤min
i
{si} and b≥max
i
{si}.
Next we divide the interval [a,b] into n nonintersecting
subintervals of equal length h=(b–a)/n. A histogram is a
function fN,n(x), constant on each of the subintervals [xk ,
xk+1), k=1, 2,. . . , n, defined as follows:
fN,n(x) = # {si ∈ [xk, xk+1) : x ∈ [xk, xk+1)}
nh
(4)
where #{. . . } counts the number of data values falling into
the specified intervals of the signal. The best convergence
to the searched density function is obtained if the number of
subintervals n is proportional to the cube root of the number
N of observations (Mercik et al., 1999).
3 Results
We analyzed the time-dependent FIM or local FIM. By using
the concept of sliding window (Gamero et al., 1997; Martin
et al., 2000) one can calculate the temporal evolution of the
local FIM. In our case we divided the whole series into no-
overlapping windows. The duration of each window was set
to 5×103 min. The choice of this particular duration is al-
most subjective, but it represents a good agreement between
the amount of data in each window to estimate the FIM and
the total number of windows to evaluate a time variability
of the FIM. We calculated the local FIM in each window
by means of the procedure given by Eqs. (3) and (4), only
if the number of points in the window is larger than 60%
of the length of the window (that is, 3000 points), in or-
der to have sufficient amount of points to estimate the his-
togram. Figure 2 shows the variation of the local FIM. It is
evidently a variability in the time pattern of the FIM, which
denotes that the geoelectrical system changes between disor-
dered states (low FIM values) and ordered ones (high FIM
values). The most striking feature of the FIM time pattern is
the quasi-spike-like behavior, which indicates that the geo-
electrical system almost suddenly changes its status.
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Since geoelectrical signals could be aslo connected with
seismogenetic mechanisms (Patella et al., 1997; Freund,
2000), we investigated a possible correlation between the
FIM time pattern and earthquakes. In particular, the quasi-
spike-like behavior of the FIM time pattern can be put in re-
lation with seismic phenomena. Therefore, in the same plot
there are also shown the earthquakes occurring in the area
investigated and during the observation period. The earth-
quakes have been selected satisfying the Dobrovolskiy’s rule
(Dobrovolskiy, 1993; Dobrovolskiy et al., 1979). This law,
which is a theoretical relation between earthquake magni-
tude, distance from the epicenter and volumetric strain, states
that detectable seismically induced strain exceeds 10−8.
From this relation the maximum distance from the epicen-
ter in which the effects of the earthquake are detectable is
r=100.43M , where r is measured in km and M is the magni-
tude of the earthquake. We selected 21 earthquakes occurring
during the observation period. The quasi-spike-like behav-
ior of the FIM is given by the presence of local maxima or
“anomalous” FIM values. From Fig. 2, we observe that there
is an enhancement of the FIM values in correspondence to
the earthquakes. In particular, the earthquakes labeled by the
letters a–e occur after the increase of the FIM.
4 Discussion and conclusions
The geophysical phenomenon underlying the geoelectrical
variations is complex and the physical laws that govern the
process are not completely known. The most known theory
is based on the electrokinetic hypothesis. The electrokinetic
currents can be observed in water-saturated media with fluid-
filled channels (Mizutani et al., 1976). The walls of pores
and cracks in a solid body generally adsorb cations from the
liquid. Moving along the channel, the liquid carries ions of
opposite sign, and thus produces an extrinsic electric current
(Mizutani et al., 1976). In a seismic focal region the increas-
ing accumulation of strain can cause dilatancy of rocks (Nur,
1972). The phenomenon of dilatancy consists in the forma-
tion and propagation of cracks inside a rock as stress reaches
a critical value (Brace et al., 1966). If the rocks in the fo-
cal region and surrounding volumes are saturated with flu-
ids, the voids generate pressure gradients. Hence, fluids in-
vade the newly opened voids and flow until the pressure bal-
ances inside the whole system of interconnected pores. Dur-
ing the fluid invasion the condition of rock weakening can be
reached and the earthquake is triggered. Furthermore, it has
been recently given a theoretical analysis of the influence of
possible fractal structure in earthquake hypocenter zone on
earthquake-related geoelectrical phenomena, where fracture
zone with space-variable porosity is considered as a model
of an earthquake hypocenter zone in which the electrokinetic
current results from fluid filtration in a fractal pore network
(Surkov et al., 2002).
Our analysis has suggested that geoelectrical signals
measured in seismic areas are characterized by significant
changes in the variability of the FIM. These changes can
be induced by seismogenic processes (leading to detectable
earthquakes or crustal deformations). In particular, during
seismic activity the FIM tends to increase, indicating a ten-
dency of the whole system to behave more orderly. Follow-
ing Martin et al. (2001), high FIM values indicate the incom-
ing of regular dynamics, while low FIM values denote the
presence of chaos-like behavior in the system. During pe-
riods of seismic activity, fresh cracks appear close; because
of the pressure release due to cracking, they are under lower
pressure, so that water from uncracked outer region can pen-
etrate into them as soon as a network of connected channels
or fractal clusters is formed. The closed fresh cracks may
be considered as the sink of water from surrounding higher
pressure areas (Surkov et al., 2002). Such crack organization
can justify a larger regularity in the geoelectrical variability,
during the acting of seismogenic processes.
We suggested a new approach in investigating the corre-
lation between the temporal fluctuations of geoelectrical sig-
nals and earthquakes, on the basis of the Fisher Information
Measure, which acts as a detector of changes in the dynam-
ical behavior of the system generating those data. The par-
ticular observed pattern, modulated by the occurrence of the
earthquakes, suggests that the signal varies between sets of
disordered states (small FIM) and sets of ordered states (large
FIM) (Frieden, 1996).
The use of FIM in investigating the temporal fluctuations
of geoelectrical signals can lead to a better understanding
of such complexity. The variation of the FIM of the
time series has been investigated suggesting some correla-
tion between the increases of the local FIM with earthquakes.
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