Speech emotion recognition is an important aspect of human-computer interaction. Prior work proposes various transfer learning approaches to deal with limited samples in speech emotion recognition. However, they require labeled data for the source task, which take a lot of manual effort to collect them. To solve this problem, we focus on the unsupervised task, predictive coding. In this paper, we utilize the multi-layer Transformer model for the predictive coding, followed with transfer learning approaches to share knowledge of the pre-trained predictive model with speech emotion recognition. We conduct experiments on IEMOCAP. Experimental results reveal the advantages of the proposed method, which reaches 65.03% in the weighted accuracy. It also outperforms some currently advanced approaches.
INTRODUCTION
Speech emotion recognition, as an important aspect of emotion recognition, has shown tremendous progress under the development of deep learning [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Although deep learning models have achieved promising results, they are trained from scratch, requiring large datasets. But labeled samples are scarce for speech emotion recognition.
To release the impact of limited samples, researchers focus on transferring emotion-related knowledge into speech emotion recognition. Three types of transfer learning approaches are widely utilized: multi-task learning [11] , hypercolumns [12] and fine-tuning. Multi-task learning combines with other emotion-related tasks in the loss level. Parthasarathy et al. [13] formulated the prediction of arousal, valence and dominance as a multi-task learning problem. Neumann et al. [7] proposed a multi-task attentive model, which jointly modeled activation, valence and discrete emotion labels. Hypercolumns concatenates bottleneck features derived from other emotion-related tasks with the input, followed with additional classifiers for emotion recognition. Chen et al. [14] extracted conv5 features from the pre-trained SoundNet [15] for emotion recognition. Tits et al. [16] investigated bottleneck features of a neural automatic speech recognition system for emotion recognition. Fine-tuning is an approach that fine-tunes either the last or several of the last layers of the pre-trained emotion-related model and leaves the remaining layers frozen. Ouyang et al. [17] transferred knowledge of gender to emotion through fine-tuning the last two layers of the gender classifier. Gideon et al. [18] utilized the improved version of finetuning, progressive neural networks [19] . They transferred speaker and gender knowledge into emotion recognition.
However, those transfer learning approaches are not all suitable for the size-limited target task, such as speech emotion recognition. Multi-task learning requires samples that are labeled in both the target domain and source domain [7, 13] . For the target task with limited samples, the source task is also lack of labeled samples, which increases difficulties in the training process. Hypercolumns requires the additional classifiers to be trained from scratch every time. However, additional classifiers with many parameters are hard to converge due to limited samples [14, 16] . Finetuning is more suitable for the size-limited target task. However, collecting labeled data for source tasks can take much manual effort. Therefore, we propose to transfer the unsupervised task, predictive coding [20] , into emotion recognition in this paper. Nearly unlimited data for most domains can be utilized.
Predictive coding is utilized to predict future, missing or contextual information. It is a common strategy in unsupervised learning, which is widely utilized to learn robust and generic representations in textual, visual and audio domains [20] [21] [22] [23] . Mikolov et al. [21] utilized the idea of predictive coding to learn word representations by predicting neighboring words. Zhang et al. [22] utilized the idea of predictive coding to predict color for grey-scale images. Oord et al. [20] proposed a universal unsupervised learning approach based on the idea of predictive coding. In this paper, we utilize predictive coding to predict next timestamp features.
As predictive coding needs to predict future information, how to build long term dependencies is a key issue. Liu et al. [24] and Vaswani et al. [25] pointed out that the Transformer architecture can attend to longer sequences than typical encoder-decoder architectures. The reason lies in the selfattention module, which provides an opportunity for injecting global context of the whole sequence into each input frame. Therefore, we utilize the powerful multi-layer Transformer decoder [24] for predictive coding.
In this paper, we utilize the powerful multi-layer Transformer decoder for predictive coding. Then, transfer learning approaches are utilized to transfer the pre-trained predictive model into emotion recognition. The rest of paper is organized as follows. In Section 2, we describe the proposed method in detail. Databases and experimental results are illustrated in Section 3 and Section 4, respectively. Section 5 concludes the whole paper.
PROPOSED METHOD
Our training procedure consists of two stages. In the first stage, we use the powerful multi-layer Transformer model for predictive coding (in Fig. 1(a) ). In the second stage, we utilize two transfer learning approaches, fine-tuning (in Fig.  1 (b)) and hypercolumns (in Fig. 1 (c)), to train classifiers for the target task.
In this paper, we utilize the predictive model to predict the next timestamp features. To model predictive coding easily, we compress high-dimensional waveforms into melscale spectrograms, and treat them as our input. 
Predictive model pre-training
In this stage, we utilize the powerful multi-layer Transformer model for predictive coding. The model is firstly pre-trained on the unlabeled general-domain corpora and then fine-tuned on the target task data.
Our model applies a multi-headed self-attention operation over the input sequence, followed by position-wise feedforward layers. Each Transformer block contains a masked multi-headed attention and a feed forward network. And residual connections and layer normalizations [26] are also added in each block. The overall structure diagram is depicted in Fig. 2 . Concretely, given an unsupervised mel-scale spectrogram = , , … , , where is number of frames, and is features of the frame. The prediction of , , can be formed as:
= ℎ (3) where = , , … , is the context vector of , is the number of layers, is the input embedding matrix, is the position embedding matrix, and is the output transform matrix.
To optimize predictive coding in Fig. 1(a) , we utilize the standard objective to maximize the following likelihood:
the conditional probability is modeled using neural networks with parameters . These parameters can be optimized using stochastic gradient descent.
Transfer learning for target task classifier
In the second stage, we train the emotion classifier through transfer learning, and two transfer learning approaches are tested. We only need labeled target task data in this stage.
Fine-tuning
As for fine-tuning, the output layer of the pre-trained predictive model is replaced by the emotion-specific layer for emotion recognition, which is depicted in Fig. 1(b) .
We assume a labeled dataset , where each instance consists of a mel-scale spectrogram = , , … , , along with a label . The input are passed into our pretrained predictive model to obtain the final Transformer block's activation ℎ . Then it is fed into a linear function with parameter to predict .
| , , … , = ℎ (5) The following objective is given to maximize:
Overall, only is trained from scratch in this approach.
Hypercolumns
As for Hypercolumns, we mimic the approach in [27] . We collapse all outputs of fine-tuned Transformer blocks into a single vector, followed with classifiers in the end. More details can be found in Fig. 1(c) .
We
and ℎ , respectively. Besides the feature extraction approaches, three classifiers are also tested, including support vector machine (SVM), random forest (RF) and attention-based long-short term memory (A-LSTM). As for the attention mechanism in A-LSTM, we utilize the same approach in [7] . For each vector , the output of the attention layer, attentive_x, can be computed follows:
is the trainable parameter and is the attention weight.
DATABASE

Database
We use the IEMOCAP [28] database as our target task data. It contains about 12.46 hours of audiovisual data from two recording scenarios: scripted play and improvised speech. Each utterance is labeled into ten discrete labels (e.g. happy, sad, angry) and three dimensional labeled (e.g. activation, valence and dominance). For this study, we utilize the same categories as in [7, 29] : angry, happy, sad and neutral, to represent the majority of the emotion categories in the database, where happy and excited are merged into happy. For context-independent scenarios, only improvised data are utilized, which are recorded in a pre-defined situation without specific scripts.
What's more, we utilize the English multi-speaker corpus from CSTR voice cloning toolkit (VCTK) [30] as the general-domain corpus in the predictive model pre-training process (in Sec 2.1). It consists of 44 hours of data from 109 different speakers.
EXPERIMENTAL RESULTS
In this section, three experiments are conducted. In the first experiment, we discuss the necessity of the pre-training process in the predictive model. In the second experiment, we show the performance of hypercolumns. In the third experiment, we discuss the effectiveness of fine-tuning. To evaluate the recognition performance, we utilize the weighted accuracy as our evaluation criterion.
Effect of the pre-training process
In this section, we discuss the necessity of the pre-training process in the predictive model. In our experiments, the number of Transformer blocks is set to be 2 and the number of heads in each block is set to be 5. 1 loss is utilized to compute the distance between the predicted spectrogram and the target spectrogram. The mean loss value on the target task dataset, IEMOCAP, is utilized as the evaluation criterion. The predictive model with the lower mean loss value is better.
To verify the necessity of the pre-training process, two training approaches are discussed: 'VCTK+IEMOCAP' and 'IEMOCAP'. 'VCTK+IEMOCAP' refers that the predictive model is pre-trained on VCTK and then fine-tuned on IEMOCAP; 'IEMOCAP' represents that the model is trained from scratch on IEMOCAP. Results can be found in Table 1 . Experimental results reveal that 'VCTK+IEMOCAP' gains the lower mean loss value than 'IEMOCAP'. We do better than randomly initializing parameters of our model with the pre-training process. The pre-trained model only needs to fit the target data, which allows us to train the predictive model on the target task data efficiently. Therefore, the pre-training process is necessary.
Therefore, in the following experiments, we utilize the model of Exp. 2 (in Table 1 ) as the source task for transfer learning.
Performance of hypercolumns
Hypercolumns extracts bottleneck features of the pre-trained predictive model for emotion recognition. In this section, we discuss the performance of hypercolumns.
Multiple feature extraction approaches in Sec 2.2.2 are investigated. The input spectrogram is marked as . As is extracted without the predictive model, it is treated as our baseline. As the number of Transformer blocks is set to be 2, we mark the outputs of two Transformer blocks as ℎ and ℎ . ℎ and ℎ are also investigated. The five-folder cross-validation technique needs × 5 computational resources compared with the single-folder validation technique. For convenience, we take the singlefolder validation technique in this section. Concretely, we choose improvised data in Session 1~Session 4 as the training set and the validation set. Session 5 is treated as the testing set. To release the impact of the weight initialization, each feature extraction approach is tested 20 times. Performance of different features is listed in Table 2 . Experimental results in Table 2 reveal that our baseline gains the lowest weighted accuracy, 62.57%, among all features. As predictive coding can capture robust and generic representations for the input, such representations are also useful for emotion recognition. Therefore, transferring knowledge of the predictive model into emotion recognition can gain better performance compared with the original input.
Furthermore, we compare different feature extraction approaches in hypercolumns. Experimental results shows that ℎ and ℎ can gain better performance than ℎ , ℎ and in weighted accuracy. ℎ , ℎ and capture different levels of abstraction for the input, they are relevant to emotion recognition. Therefore, ℎ and ℎ that combine those features together can gain better performance. What's more, we find that ℎ can gain higher weighted accuracy compared with ℎ . The reason lies in that ℎ cannot preserve the information of original features. Therefore, ℎ is the most powerful feature extraction approach for hypercolumns.
Performance of fine-tuning
As for the fine-tuning technique, the output layer of the pretrained predictive model is replaced by the emotion-specific layer. Then the model is fine-tuned to train emotion classifiers. In this section, we utilize the five-folder crossvalidation technique and single-folder validation technique in Sec 4.2 to verify the performance of the fine-tuning process. Experimental results of our proposed method and some currently advanced approaches are shown in Table 3 . To compare the performance of two transfer learning approaches, hypercolumns and fine-tuning, we conduct experiments on the single-folder validation technique. Through experimental results in Table 3 , we find that finetuning gains higher weighted accuracy, 67.56%, compared with hypercolumns, 65.54%. Additional classification models need to be trained from scratch in hypercolumns. However, only the task-specific layer is trained from scratch in fine-tuning, which has much less randomly initializing parameters than hypercolumns. Therefore, fine-tuning is more effective than hypercolumns in speech emotion recognition.
To verify the effectiveness of our approach, we compare our proposed method with some recently advanced approaches through the five-folder cross validation. Neumann et al. [7] and Lian et al. [29] processed on the spectrograms directly without transfering the predictive model. Experimental results in Table 3 show that our approach outperforms them in weight accuracy. Therefore, transferring knowledge of the predictive model into emotion recognition can gain more powerful recognition models.
CONCLUSION
In this paper, we utilize the multi-layer Transformer model for predictive coding, followed with transfer learning to transfer knowledge of predictive coding into emotion recognition. Experimental results reveal that the pre-training process is necessary for the predictive model. We do better than randomly initializing parameters with the pre-training process. Furthermore, two transfer learning approaches are investigated. We find that fine-tuning is more effective than hypercolumns in speech emotion recognition. Fine-tuning, which has much less randomly initializing parameters, is more suitable for tasks with limited samples. We conduct experiments on the IEMOCAP database. Our method reaches 65.03% in the weighted accuracy, which outperforms some currently advanced approaches. It shows that transferring knowledge of the predictive model into speech emotion recognition can gain promising performance.
For future work, we will analyze the impact of different corpora in the pre-training process. And more effective transfer learning approaches (i.e. discriminative fine-tuning in [31] ) will be tested. What's more, we will apply our approach to other audio classification tasks, such as key word spotting and speaker identification.
