ABSTRACT In this paper, we propose a distributed global connectivity maintenance and control framework of multi-robot networks, which can adapt connectivity online. Based on a series of energy functions, the control framework can make each robot autonomously move along the direction of gradient descent of the energy functions in order to reach the desired global connectivity of the multi-robot networks. This framework has enhanced adaptability and flexibility of multi-robot systems, because adapting connectivity online enables the system to maintain, promote or degrade connectivity at different stages of an integrated mission which require different desired connectivity values. Online connectivity adaptation can also help to change connectivity when the environment becomes more complicated, unknown and dynamic. Theorems are proposed to prove that the framework can not only maintain global connectivity, but can also effectively adapt global connectivity to desired values online, which has rarely been studied. Furthermore, connectivity promotion in the presence of bounded external control terms, such as collision avoidance, is also investigated, which helps to expand the scope of the framework. Finally, simulation and experiment results are presented so as to validate our unified control framework.
I. INTRODUCTION
In the past few decades, the problem of coordination and cooperation of multi-robot systems has attracted great attention [1] - [3] , and multi-robot systems have been widely used in a lot of application situations. But the recent years has witnessed the application of multi-robot systems in integrated missions, rather than simple ones, in more complicated/dynamic and unknown situations, such as a multi-UAV formation's engagement in the mission of cooperative searching and detecting [4] , coordinated attack of a multi-missile formation in complicated and dynamic battlefield, cooperative search-and-rescue of a multi-robot formation in unknown terrains, et al. The increasingly complicated/dynamic and unknown application environment and integrated missions require higher quality in the coordination of multi-robot systems. The coordination of multi-robot systems can be effectively supported by multi-robot networks, which secure information interaction among robots [5] . Each robot communicates with each other through a wireless radio attached to it. And a multi-robot mobile wireless network is established. In a multi-robot system, each robot can share information about its current state, its perception of environment and the stage of mission completion, thus making the multi-robot system work as a whole. This paper aims to propose a unified control framework to maintain and control the connectivity of a networked team of mobile autonomous robots so as to support multi-robot systems to better complete integrated missions in complicated, unknown and dynamic application environment through adapting connectivity to different desired values at different stages or in different environment.
The multi-robot network is often modeled as a graph. Thus the problem of securing the information interaction among robots mathematically means that we need to guarantee that the graph is connected. Algebraic connectivity, which refers to the second-smallest eigenvalue of the Laplacian matrix corresponding to the graph, is a remarkable indicator to measure the connectedness of the multi-robot network. The algebraic connectivity is represented by λ 2 . λ 2 > 0 if and only if the multi-robot network is connected.
Algebraic connectivity is one of the important indicators for measuring the quality of the multi-robot network. It is significant for the following reasons. Firstly, for the wireless link between two robots, the link quality relates to many factors such as the distance between two robots, the power of radio and the communication environment. The higher the value of the connectivity of the wireless link, the higher the transmission accuracy and the better quality of the wireless link. Secondly, for the whole multi-robot network, the convergence rate of consensus protocols increases as the algebraic connectivity of the multi-robot network improves [1] . If the convergence rate of consensus protocols becomes higher, the time delay of information for each robot to decide and control will be shorter, and response of the multi-robot system will be faster. Thirdly, algebraic connectivity is a measure of the robustness of the multi-robot network to link failures. According to [6] , if λ 2 > k − 1 where k is a positive integer, then the network is k-connected [7] . Note that if k = 2, which means ensuring λ 2 > 1, then the network is biconnected. Therefore, the robustness to link failures and survivability in complicated, unknown and dynamic application environment are enhanced as the algebraic connectivity of multi-robot network is improved. Considering all the three reasons above, to promote the algebraic connectivity can reduce the bit error rate of transmission, shorten the response time of multi-robot systems, and promote the robustness of networks to link failures, which ultimately enables the multi-robot networks to better support the coordination and cooperation of multirobot systems.
However, promoting the algebraic connectivity is not always good to the multi-robot systems. Firstly, keeping a high degree of connectivity exhausts a lot of network resources, causes big overhead, occupies the transmission bandwidth of business data, which hinders mission completion. Secondly, in the battlefield where multi-UAV formation performs a coordinated attack, higher algebraic connectivity leads to more links in multi-robot networks, which increases the risk of multi-UAV formation's being discovered by enemies. Therefore, we need to keep the algebraic connectivity above zero but as low as possible.
In order to complete integrated missions in complicated, unknown and dynamic application environment, multi-robot networks need to have the ability to adapt online. Multi-robot systems sometimes need to engage in integrated missions, such as anti-smuggling on the sea, which is made up of two stages -target searching stage and target detecting stage. At the target searching stage, the multi-UAV formation needs to search for the target thoroughly. To make the search more efficient, the multi-UAV formation needs to cover an area as large as possible. Meanwhile, the multi-UAV network must be connected so that immediately after one UAV has discovered the target, it can transmit the information about the target to the other UAVs. At this stage, the algebraic connectivity should be above zero but as small as possible. At the target detecting stage, after one UAV has discovered the target, the other UAVs rendezvous around the target.
One sensor for detecting the target is attached to each UAV. All UAVs acquire local information of the target through the sensors from different perspectives. The UAVs achieve online information fusion through the multi-UAV network so that they can get the target's global information. At this stage, the algebraic connectivity should be kept at a relatively high level, which is higher than the value during the searching period. Because a high level of algebraic connectivity can increase the convergence rate of consensus protocols so that the target's global information can be attained as quickly as possible. Besides, considering the possible attack and interference from the target, the multi-UAV network needs to have strong robustness by maintaining a high level of algebraic connectivity. This makes it easier for the multi-UAV formation to survive.
Another example is about coordinated attack of multimissile formation. In complicated and dynamic electromagnetic environment, the wireless network of missile formation needs to adapt connectivity at a proper time so as to avoid undesired outcome of the link failures between missiles caused by interference from the enemies.
From the two examples above, we can see that the algebraic connectivity of multi-robot networks needs to adapt online in a distributed manner in order to support multi-robot systems to complete integrated missions in complicated, unknown and dynamic application environment.
In this paper, we propose a unified control framework to maintain and control the connectivity of a networked team of mobile autonomous robots in a distributed manner. The connectivity can be adapted online so as to support multi-robot systems to better complete integrated missions in complicated, unknown and dynamic application environment. Because of the complicated, unknown and dynamic application environment, multi-robot systems need different connectivity values at different stages of mission completion. Online connectivity adaptation means when multi-robot systems are completing a mission with an initial connectivity set for a particular stage of mission completion in a certain application environment, multi-robot systems can promote or degrade connectivity to the connectivity desired for another mission stage or changed application environment. Previous studies have only investigated how to maintain the algebraic connectivity above zero or above a certain positive value, but the studies fail to adapt connectivity online. As a consequence, frameworks proposed in previous studies can only help to complete relatively simple missions or complete missions in stable environment by keeping connectivity at a fixed value which is set offline beforehand.
Each robot first obtains the distributed estimation of the algebraic connectivity of the network by adopting the power iteration method proposed in [8] . Then, using the framework proposed in this paper, every robot controls itself in a distributed way in order to maintain, promote and degrade the algebraic connectivity of multi-robot networks above a certain value. The desired value can be autonomously decided by the multi-robot systems in a distributed way. The process of deciding the value does not fall into the scope of the present paper. This paper investigates how to support the multi-robot system to adapt the algebraic connectivity online. Meanwhile, the problem of connectivity promotion in the presence of a bounded external control term, such as collision avoidance [9] , is investigated, which also helps to expend the scope of the framework.
The rest of the paper is organized as follows. Section II reviews related works and highlights the contributions of this paper. Section III provides a brief overview of the graph theory and the algebraic connectivity estimation procedure. It also defines the problem of connectivity maintenance and control. In Section IV, the framework for the global connectivity maintenance and control is proposed. Then, the method of connectivity promotion in the presence of a bounded external control term is described in Section V. Simulation and experiment results are presented in Section VI for validation purposes. The conclusion and future research directions are outlined in Section VII.
II. RELATED WORKS AND CONTRIBUTIONS
To guarantee the connectivity of multi-robot network is the precondition of consensus [10] , flocking [11] and formation control [12] of multi-robot systems. Therefore, in the last decade, quite a number of studies have investigated how to control the movement of each robot to ensure that the multi-robot system is connected or to maintain the algebraic connectivity above a certain positive value. However, previous studies fail to adapt algebraic connectivity online. This means previous frameworks can only complete relatively simple missions or complete missions in stable environment by keeping connectivity at a fixed value which is set offline beforehand. However, different desired connectivity values are required at different stages of an integrated mission and in more complicated, unknown and dynamic environment so as to enhance the effectiveness and efficiency of the networks. The framework in this paper has better adaptability and flexibility because it can adapt global connectivity online to solve the problem.
The distributed local connectivity maintenance controller can be found in [13] and [14] . Maintaining the local connectivity means that if a communication link is active at time t = 0, it will be active ∀t ≥ 0. As long as the network is initially connected, the network connectivity can be maintained by using the local connectivity controller. However, maintaining the local connectivity is often too restrictive. Since each robot can only keep the link with its neighbors, it cannot evaluate the global connectedness of the network and thus cannot adapt algebraic connectivity online.
A centralized connectivity maintenance framework based on artificial potential field has been proposed in [15] . The framework provides a gradient based control strategy to guarantee that the algebraic connectivity is above zero. The framework can ensure global connectedness. Compared with maintaining local connectivity, this framework makes the network more flexible. It emphasizes keeping algebraic connectivity above zero without the need to make sure that a particular link is active. However, the framework has several major shortcomings. First, it has poor scalability. Since the framework is centralized, it needs a central unit of communication, computing and control. Therefore, it is not suitable for maintaining connectivity among a large number of robots. Besides, it has poor robustness and fault tolerance. When the central unit breaks down, the whole system can no longer work. What's more, although the framework can maintain algebraic connectivity above zero, it cannot estimate the exact value of algebraic connectivity and thus cannot adapt connectivity online.
Another framework has been proposed to maintain global connectedness in a distributed way [16] - [18] . In this framework, each robot estimates the algebraic connectivity of the network in a distributed manner, and then the controller can control the movement of each robot via energy functions so as to maintain the algebraic connectivity above a certain positive value. Each robot in this framework can estimate the exact value of the algebraic connectivity. However, the framework lacks adaptability and flexibility, because the network cannot adapt connectivity online so as to complete integrated missions which require different connectivity values at different mission stages or in more complicated, unknown and dynamic environment.
Considering the shortcomings of the previous studies, this paper proposes a unified connectivity maintenance and control framework of multi-robot networks. The framework is based on the distributed estimation of the algebraic connectivity, which is used to define energy functions and potential barriers to maintain, promote and degrade connectivity with distributed gradient controllers. The major contributions of the present study are as follows:
1) We propose a unified connectivity maintenance and control framework of multi-robot networks which can adapt connectivity online. This framework has enhanced adaptability and flexibility of multi-robot systems because adapting connectivity online enables the system to maintain, promote or degrade connectivity at different stages of an integrated mission. Online connectivity adaptation can also help to change connectivity when the environment becomes more complicated, unknown and dynamic; 2) We enlarge the application scope of the framework by proving that when there is an external bounded control term, such as collision avoidance, the framework can still promote the algebraic connectivity of the multirobot systems to a desired value; 3) We propose a simulation scenario about a multi-UAV formation's engagement in anti-smuggling on the sea. The experiment results validate our global connectivity control framework which can adapt connectivity online at different stages of an integrated mission in complicated, unknown and dynamic environment. 
III. PRELIMINARIES AND PROBLEM STATEMENT A. DEFINITION OF THE MULTI-ROBOT SYSTEM AND GRAPH THEORY
Given a number of N mobile robots, each one has a wireless radio with an omnidirectional antenna and an embedded computing unit. Without a central unit of communication, computing and control, each one can communicate with the other robots via the wireless radio, process the acquired information, decide what to do and control itself to go to the desired position. Thus the robots work together to form a mobile wireless network. The quality of wireless channel between robot i and robot j is mainly influenced by distance-dependent path loss [19] . Suppose that the transmission power of each radio is fixed, a bidirectional link is established between two robots if the distance between them is smaller than the maximum communication range R. The mobile wireless network of robots can be described by an undirected graph G = {V , E}. Each node i ∈ V represents a robot i and each edge (i, j) ∈ E represents the wireless link between robots i and j. Let N i be the neighborhood of robot i, which is the set of robots that can communicate with robot i. Then, N i is defined as follows:
where p i ∈ R m is the position of robot i. Under these assumptions, the graph G can be modeled as a Unit Disk Graph [20] . Let A ∈ R N ×N be the adjacency matrix of the communication graph G, then each element a ij represents the weight of the edge e ij . The element a ij is a positive number if j ∈ N i , and zero otherwise. Since graph G is an undirected graph, we assume a ij = a ji . Then, the communication weight a ij is defined as follows (Fig.1) .
The scalar parameter σ can be chosen to satisfy a threshold condition e −R 2 /2σ 2 = ε, where ε is a small predefined threshold. According to Fig.1 , when the distance between robot i and j decreases, the communication weight a ij increases, and the quality of the link between robot i and j improves. The communication weight a ij reaches the maximum value a ij,MAX = 1 if and only if p i − p j 2 = 0. Although the weight a ij defined in (2) is discontinuous, we can avoid this by setting a sufficiently small threshold ε.
The degree matrix of graph G is defined as follows: a) The eigenvalues can be ordered such that
b) λ 2 > 0 if and only if the graph G is connected. Then, λ 2 is defined as the algebraic connectivity of the graph. c) Considering a weighted graph G, λ 2 is a nondecreasing function of each edge weight a ij . In this paper, the algebraic connectivity λ 2 of the weighted graph G is regarded as the global connectivity. According to the properties above, we can see that the global connectivity λ 2 is a remarkable indicator to measure the quality of the corresponding multi-robot network. Higher quality of every wireless link results in higher corresponding edge weight and bigger global connectivity λ 2 . It is of great importance to maintain and control the global connectivity λ 2 online in order to support multi-robot systems to better complete integrated missions in complicated, unknown and dynamic application environment. This paper explores how distributed global connectivity maintenance and control framework can help to adapt the global connectivity λ 2 online. We focus on high-level control strategies rather than nonlinear robot models, and we assume that the dynamical model of each individual robot is given by a single integrator:
where u c i is the control law of robot i.
B. GLOBAL CONNECTIVITY ESTIMATION
In order to maintain, promote and degrade the global connectivity λ 2 online, it is of great importance for every robot to estimate the value of global connectivity λ 2 . In this section, we provide a brief overview of the estimation procedure introduced in [8] and [21] . Based on the power iteration method, reference [8] introduces a continuous-time power iteration to estimate the corresponding eigenvector v 2 (Lv 2 = λ 2 v 2 ), VOLUME 5, 2017 which is then used to determine λ 2 . The estimation law is described as follows:
where k 1 , k 2 , k 3 > 0 are the control gains, and Ave (·) is the averaging operation.ṽ i 2 is the estimate of v i 2 for robot i, whereṽ i 2 and v i 2 are the i-th entry of eigenvectorṽ 2 and v 2 , respectively. With a slight abuse of notation, we defineṽ 2 (t 0 ) to be the value ofṽ 2 at time t = t 0 . The estimation law (6) is initialized with ṽ 2 (t 0 ) = 1.
As is proven in [8] , the estimation law (6) converges to the v 2 , which satisfies
if and only if
Since the actual value of λ 2 is not available in advance, the conditions in (7) and (8) can be guaranteed by adopting the maximum value of λ 2 while defining k 1 , k 2 and k 3 . The global connectivity λ 2 can be computed in a centralized way as follows:
(9) To implement the estimation law in (6) in a distributed way, the averaging operation is implemented by means of the PI average consensus estimator described in [22] :
here z i is the average estimate, γ > 0 is the rate of new information's replacing of old information, K P and K I are estimator gains. We need two PI average consensus estimators to implement the estimation law (6) in a distributed way. The first one's input isṽ i 2 and its output is z i 1 , which is regarded as the robot i's estimate of Ave ṽ i 2 . The second one's input is ṽ i 2 2 and its output is z i 2 , which is seen as the robot i's estimate of Ave({(ṽ i 2 ) 2 }). According to [21] , the distributed vision of the estimation law (6) is as follows: (12) for some constant k 4 > 0. As demonstrated in [21] , the term k 4 ṽ i 2 ṽ i 2 is fundamental to guarantee the boundedness of the estimation error. As will be shown later, the boundedness of the estimation error is necessary to ensure global connectivity maintenance and control.
Letλ 2 be the value that the second smallest eigenvalue of the Laplacian matrix would take ifṽ 2 were the corresponding eigenvector. According to [21] ,λ 2 can be computed as follows:
Because the averaging operation Ave({(ṽ i 2 ) 2 }) in (13) is not available to each robot,λ 2 cannot be obtained by each robot in a distributed way. Nevertheless, an estimate of this average, namely z i 2 , is available to each robot. Hence, robot i can compute its own estimate of λ 2 , namely λ i 2 , as follows:
It has been proven in [21] that ∃ , > 0 such that
Form (15) and (16), it follows that:
From (17), it shows that every robot's estimation error of λ i 2 and λ 2 is bounded. The robot's estimation error is caused by the error of distributed PI average consensus estimator. As is shown in [22] , when the graph G is connected, the average consensus estimator error approaches a ball around zero whose size is related to the rate of change of the input, with constant input producing errors that decay exponentially to zero. As the error of distributed PI average consensus estimator decays exponentially to zero, the error of global connectivity estimation decays to zero as well.
C. PROBLEM STATEMENT AND PROPOSED ARCHITECTURE
The problem under consideration is to propose unified control framework which provides an integrated solution to global connectivity maintenance and control so as to adapt global connectivity online. More specifically, it can be described as follows:
Problem 1: Given a connected graph G, whose initial global connectivity at time t = t 0 is λ 2 (t 0 ) = λ 0 2 (λ 0 2 > 0), what control law u c i should be adopted by each robot so as to guarantee that the multi-robot network can satisfy the condition that ∃T such that ∀t > T λ 2 (t) ≥ λ * 2 , where λ * 2 is the desired global connectivity of graph G. Moreover, λ * 2 satisfies the condition 0 < λ * 2 < λ 2,MAX , where λ 2,MAX is the maximum of λ 2 .
Furthermore, if λ * 2 = λ 0 2 , Problem 1 can be regarded as the global connectivity maintenance problem in [21] . If λ * 2 > λ 0 2 , Problem 1 can be regarded as a connectivity promotion problem, which contributes to higher quality of multi-robot networks. If λ * 2 < λ 0 2 , Problem 1 can be regarded 9402 VOLUME 5, 2017
as a connectivity degradation problem, which produces lower quality of multi-robot networks. It is worth mentioning that the multi-robot networks become naturally disconnected without any proper control, so the aim of connectivity maintenance and control in this paper is to adapt the global connectivity λ 2 online and make sure the global connectivity λ 2 never goes below the desired target value λ * 2 . Therefore, the global connectivity is only lower bounded and is not upper bounded.
The proposed architecture is illustrated in Fig.2 . 
IV. FRAMEWORK OF CONNECTIVITY MAINTENANCE AND CONTROL
In this section, a unified framework of connectivity maintenance and control is proposed and explained. Based on a series of energy functions of global connectivity, the framework can solve the problem of connectivity maintenance, promotion and degradation in a distributed way so as to adapt global connectivity online.
A. GLOBAL CONNECTIVITY MAINTENANCE
First of all, we solve the problem of global connectivity maintenance by using the unified framework based on an energy function V m (·). The energy function of connectivity maintenance is defined as follows ( Fig.3) :
where k m > 0 is the control gain and λ 2 > λ * 2 > 0. The energy function V m (·) has several properties: 1) It is positive ∀λ 2 > λ * 2 ; 2) It is continuously differentiable ∀λ 2 > λ * 2 ; 3) It is monotone decreasing with respect to λ 2 , ∀λ 2 > λ * 2 ; 4) It approaches a constant value 0 as λ 2 increases; 5) It suddenly increases, as λ 2 approaches λ * 2 , namely lim
We use the energy function (18) , and the control of connectivity maintenance is:
The control essentially drives the robots to perform a gradient descent of V m (·) so as to guarantee connectivity maintenance. However, the control (19) is not available for a robot in a distributed manner. The partial derivative
can be replaced by
where λ i * 2 represents robot i's desired global connectivity. The relation between λ i * 2 and λ * 2 is:
The partial derivative can be computed as follows:
Then, the distributed form of u c i is:
which is available for each robot. We have noticed that althoughλ 2 cannot be obtained by each robot, its partial derivative
can. According to (23), in order to compute the control u c i , each robot can compute the terms p i − p j and a ij by measuring the relative positions of the robots in the neighborhood expressed in its own independent and arbitrary oriented reference frame. As a consequence, each robot can implement the control u c i only using local reference frame, which helps multi-robot systems to complete the integrated missions where the robots VOLUME 5, 2017 are resource-constrained and carry unsophisticated sensing equipment such as in GPS-denied environment.
The following result shows that the distributed control of (23) can be used to make sure that the global connectivity λ 2 never goes below λ * 2 and thus can ensure the global connectivity maintenance of the multi-robot networks.
Theorem 1 (Global Connectivity Maintenance): Consider the dynamical multi-robot networks described by (5) and (23). Then, ∃λ * 2 > 0 and λ i * 2 satisfying (21) such that, if the initial value of global connectivity λ i 2 at t = t 0 satisfies the condition:
then λ 2 (t) ≥ λ * 2 ∀t > t 0 (25) Proof: Consider the energy function:
whereλ * 2 is computed as follows:
The time derivative of the energy function according to (23) and (26) can be computed as follows:
We can conclude thatV m λ 2 (p) ≤ 0. Thus the energy function does not increase when time t > t 0 . Let the set Mλ 2 (t 0 ) be defined as:
The fact that the energy function does not increase over time indicates that Mλ 2 (t 0 ) is an invariant set. Hence, we can conclude that the value ofλ 2 does not decrease when time t > t 0 .
According to (15) , (16) , (24) and (27), we have:
Then we can concludeλ 2 (t) >λ * 2 when time t > t 0 . According to (15) , (16) and (27), the global connectivity λ 2 is guaranteed to remain lower-bounded as the system evolves, specifically
We have the result:
In this section, the framework of distributed global connectivity promotion of multi-robot networks is explained. The framework is proposed to control the multi-robot systems by utilizing an energy function V c (·) so as to promote the global connectivity λ 2 from λ 0 2 to the desired value λ * 2 . Then, we use the energy function V m (·) to make sure the global connectivity λ 2 never goes below λ * 2 . Based on V m (·), the energy function V c (·) can be computed as follows ( fig.4) :
where λ * 2 > λ 0 2 > 0 and k c > 0 is the control gain, which will be further explained in Section V.
Since the energy function (33) cannot be obtained by each robot, the distributed version of energy function can be computed as:
where λ i0 2 represents the initial global connectivity estimated by robot i, whose relationship with λ 0 2 is:
It can be concluded from Fig.4 that the function V c (·) and V m (·) are the same in essence and they both share the five properties. However, V m (·) is steeper than V c (·) because of the term λ i * 2 − λ i0 2 in the numerator of V c (·). Then, the control u c i of distributed global connectivity promotion is: Based on the value of λ i 2 , u c i is divided into two parts to achieve connectivity promotion and maintenance respectively. All robots adopt the first part of u c i when λ i0 Proof: (Sufficiency) λ 2 is a non-decreasing function of each edge weight a ij in a weighted graph G. Such that λ 2 = λ 2,MAX if and only if a ij = a ij,MAX = 1 ∀(i, j) ∈ E. According to (2) , edge weight a ij takes the maximum value 1 only when p i − p j 2 = 0 ∀(i, j) ∈ E.
(Necessity) The condition
From Lemma 1, λ 2 = λ 2,MAX indicates that all of the robots rendezvous to a same position and λ 2 =λ 2 = λ i 2 = λ 2,MAX under this circumstance.
Lemma 2: If λ i 2 ∈ λ i0 2 , λ 2,MAX , where λ i0 2 − = λ 0 2 > 0, then the following condition holds:
Proof: In order to prove the statement, we assume that the negative proposition of (37) is true:
Equivalently, we get
Substitute (2) into (39), we have
According to (2), a ij = 0 ∀(i, j) ∈ E. Assume p i − p j 2 = 0 ∀(i, j) ∈ E, from Lemma 1, we can conclude λ i 2 = λ 2,MAX , which is a contradiction.
which is a contradiction, we can draw the conclusion that the assumption (38) is not true and the statement is proved to be true.
Theorem 2 (Global Connectivity Promotion ):
Consider the dynamical multi-robot networks described by (5) and (36). We assume that λ * 2 + + < λ 2,MAX , 0 < λ 0 2 < λ * 2 and λ i0 2 satisfies (35) , and then when the initial value of global connectivity λ i 2 at t = t 0 is:
where ε is a sufficiently small positive number, we have ∃T such that ∀t > T λ 2 (t) ≥ λ * 2 . Proof: In order to prove the statement, we will firstly prove that ∃T such that ∀t > T λ i 2 (t) ≥ λ i * 2 ∀i = 1, . . . , N under the control
Secondly, we will prove that the control
can guarantee that the global connectivity λ 2 never goes below λ * 2 , which means ∃T such that ∀t > T λ 2 (t) ≥ λ * 2 . According to Theorem 1, control (43) can keep the multirobot networks connected, which means λ 2 > λ 0 2 > 0. This is the precondition for connectivity promotion. Then, consider the energy function:
whereλ * 2 is defined according to (27) andλ 0 2 is computed as follows:λ
The time derivative of the energy function according to (43) and (45) can be computed as follows:
= 0. Thus, we haveV c λ 2 < 0 when
which meansλ 2 ∈ λ 0 2 , λ 2,MAX . According to Lemma 1, if the global connectivityλ 2 = λ 2,MAX = λ 2 , we have p i − p j 2 = 0 ∀(i, j) ∈ E. So, we getV c λ 2
SinceV c λ 2 λ 2 =λ 2,MAX = 0 andV c λ 2 < 0 whenλ 2 ∈ λ 0 2 , λ 2,MAX ,λ 2 converges to λ 2,MAX . Due to the assumption λ * 2 + + < λ 2,MAX , we get
. . , N , and then λ 2 (t) ≥ λ * 2 by utilizing control (44).
C. GLOBAL CONNECTIVITY DEGRADATION
Maintaining a high level of connectivity exhausts a lot of network resources and leads to a big overhead. It is appropriate to degrade the connectivity when the communication environment is good or the mission to be executed requires less global connectivity. In this paper, the global connectivity is only lower bounded and is not upper bounded. Hence, when a higher initial value λ 0 2 degrades to a lower desired value λ * 2 , the current connectivity λ 2 (t 0 ) = λ 0 2 has already achieved the control objective. Therefore, we adopt the control law below to satisfy the requirement in a more efficient way:
where , a positive number, is used to alter the interval length of global maintenance and that of degradation.
Theorem 3 (Global Connectivity Degradation):
Consider the dynamical multi-robot networks described by (5) and (50). We assume that λ i0 2 satisfies (35), and 0 < λ * 2 < λ 0 2 − , where is a sufficiently small positive number. If the initial value of global connectivity λ i 2 at t = t 0 is:
we have ∃T such that ∀t > T λ 2 (t) ≥ λ * 2 . Proof: The proof is analogous to that of Theorem 2, and is thus omitted.
D. FRAMEWORK OF CONNECTIVITY MAINTENANCE AND CONTROL
We can synthesize the control u c i in (23), (36) and (50) into a unified control framework as follows:
The first part of u c i is to guarantee that the global connectivity λ 2 never goes below λ * 2 . And the second part of u c i is to promote or degrade the estimated global connectivity λ i 2 so that λ i * 2 ≤ λ i 2 ∀i = 1, . . . , N .
V. CONNECTIVITY PROMOTION IN THE PRESENCE OF AN EXTERNAL CONTROL TERM
In this section, the problem of connectivity promotion in the presence of an external control term will be considered. Then, the multi-robot system is:
where u c i is the control term in (36) and u d i is a control term which aims at collision avoidance, formation control, obstacle avoidance, et al.
Theorem 4:
Consider the dynamical multi-robot networks described by (54) and (36). We assume that 0 < λ 0 2 < λ * 2 and λ * 2 + + < λ 2,MAX − θ , where θ is a sufficiently small positive number. We also assume that λ i0 2 satisfies (35) and the initial value λ i 2 (t 0 ) = λ i0 2 + ε ∀i = 1, . . . , N , where ε is a sufficiently small positive number. We have ∃T such that ∀t > T λ 2 (t) ≥ λ * 2 , when the control gains satisfy the conditions as follows:
First of all, we will prove the statement that under the condition (55), we have ∃T such that ∀t > T λ i 2 (t) ≥ λ i * 2 ∀i = 1, . . . , N under the control
Then, consider the energy function (45), and the time derivative of the energy function according to (57) can be computed as follows:
Given the boundedness of the additional term u d i , we geṫ
As a result, the time derivativeV c λ 2 (p) < 0 holds if
= 0. Thus (61) can be rewritten as:
Function F(p) → +∞ if and only if
Next, we will prove the statement that if conditions (56) and (63) are satisfied, we have ∃T such that ∀t > T λ 2 (t) ≥ λ * 2 under the control
Then the time derivative of the energy function (26) according to (64) can be computed as follows:
Given the boundedness of the additional term u d i and k m > 0 according to (56), we get:
As a result, the time derivativeV c λ 2 (p) ≤ 0 holds if
A sufficient condition to satisfy (67) is:
= 0. Thus (69) can be rewritten as:
Therefore,λ 2 >λ * 2 always exists. Thus, ∀λ 2 ≤λ 2 , V c λ 2 (p) ≤ 0. Then, ∀λ 2 ≤λ 2 , the energy function V c λ 2 (p) does not increase over time.
Because ∃T and t , if t > T , we have λ i 2 (t ) ≥ λ i * 2 ∀i = 1, . . . , N , that isλ 2 (t ) ≥λ * 2 . Ifλ 2 (t ) >λ 2 , the value ofλ 2 will always be lower-bounded byλ 2 . Conversely, ifλ 2 (t ) ≤λ 2 , the value ofλ 2 will increase, untilλ 2 ≥λ 2 . Then the value ofλ 2 will never go belowλ 2 . Namely, let
Then, the value ofλ 2 will never go below the value ofλ 2 , which ensuresλ 2 ≥λ 2 ≥λ * 2 . As a result, ∃T such that ∀t > T λ 2 (t) ≥λ 2 (t) − >λ * 2 − = λ * 2 . 
VI. SIMULATIONS AND EXPERIMENT RESULTS
This section describes several MATLAB simulations and experiment we have completed in order to validate the unified control framework for global connectivity maintenance and control in different application situations. The parameters of the global connectivity estimation are shown in TABLE 1.
A. GLOBAL CONNECTIVITY MAINTENANCE
We consider a group of N = 10 robots that are initially and randomly distributed in the plane with an area of 100m × 100m. Each robot has a radio with the communication range R = 30m. First, we have implemented several MATLAB simulations of unified control framework for global connectivity maintenance. In particular, a disconnecting external control is introduced to increase the distance between one robot and another, thus causing loss of connectivity. Therefore, the dynamical model in (5) can be rewritten as:
where u c i is the control law for global connectivity maintenance defined in (23). According to [21] , the disconnecting external control u e i is defined as:
for different values of α > 0. Without loss of generality, we will hereafter describe the results obtained for α = 3. Without the global connectivity maintenance input (i.e. u c i = 0), the disconnecting external control u e i makes the robots move away from each other. Fig.5 (black dashed line) illustrates the results of a typical run of the simulations. The multi-robot network is initially connected with λ 2 (0) = 0.2. The value of λ 2 decreases until the multi-robot network is disconnected.
As is expected, the connectivity of the multi-robot network is never lost, when we utilize the global connectivity maintenance input u c i in (23) together with the disconnecting external control u e i . Let the desired global connectivity λ i * 2 = 0.2 and the control gain k m = 0.1. As is shown in Fig.5 (red solid line), the actual global connectivity never goes below the line λ * 2 = 0.2. When one robot goes away from the others because of the disconnecting external control u e i , the 9408 VOLUME 5, 2017 value of global connectivity λ 2 decreases. Then the global connectivity maintenance input u c i will prevent the robots from leaving the other robots, which guarantees that the global connectivity never goes below the desired value.
Furthermore, as is illustrated in Fig.5 (blue dashed line), a global connectivity maintenance simulation is executed with a smaller gain k m = 0.01. The value of λ 2 is closer to the desired value λ * 2 = 0.2. When gain k m decreases, the threshold for the triggering of the connectivity maintenance declines, the tolerance for a lower connectivity improves, and the value of λ 2 approaches to the desired value.
B. GLOBAL CONNECTIVITY MAINTENANCE AND CONTROL
In this section, the unified control framework proposed in this paper is validated by an integrated MATLAB simulation, including the global connectivity maintenance, promotion and degradation. The dynamical model of each robot is defined in (73) and the disconnecting external control is defined in (74).
The simulation is conducted in the following way. The multi-robot network is initially connected with λ 2 (0) = 0. Fig.6 shows the snapshots of the multi-robot network at different time points and each robot is represented by a ''*''. Whenever two robots are adjacent to each other, an edge is drawn between them. Fig.6(a) shows the initial configuration of the network at t = 2s. Fig.6(b) shows the configuration in the process of global connectivity promotion at t = 11s. Fig.6(c) shows the configuration which has reached the desired global connectivity λ i * 2 = 1 at t = 17s. The network at t = 17s becomes denser than that at t = 2s. Fig.6(d) shows that after global connectivity degradation, the configuration has reached the desired global connectivity λ i * 2 = 0.5 at t = 25s. The network at t = 25s becomes looser than that at t = 17s.
When the multi-robot system uses the proposed framework of connectivity maintenance and control, the value of global connectivity λ 2 is illustrated in Fig.7 , which confirms that the framework can maintain and control the global connectivity so as to support multi-robot systems to better complete integrated missions in complicated, unknown and dynamic application environment through adapting connectivity to different desired values at different stages or in different environment.
Furthermore, as is illustrated in Fig.8 (blue dashed line) , a global connectivity promotion simulation is executed with a bigger gain k c = 30. The process of global connectivity promotion is faster than that with the gain k c = 15 (black solid line).
C. GLOBAL CONNECTIVITY PROMOTION WITH COLLISION AVOIDANCE
In order to validate the framework proposed in this paper in the presence of an external control term, we have implemented several MATLAB simulations of global connectivity promotion with collision avoidance. The dynamical model of each robot is defined as:ṗ
where the control u d i is designed for collision avoidance. Adopting the approach in [17] , the control u d i is defined as follows:
where K d is the control gain, which should be chosen appropriately based on the particular application. d s > 0 is the minimum distance allowed between two robots, namely, p i − p j 2 is not allowed to go below d s . And ρ ≥ 1 is the coefficient for collision avoidance. According to (76), the collision avoidance control produces a repulsive force when the distance between two robots is less than ρd s , and the collision avoidance control is not active when the distance is greater than ρd s . In the simulation, the values of the parameters are
The simulation is conducted in the following way. The multi-robot network is initially connected with λ 2 (0) = 0. the multi-robot network promotes the global connectivity by using u c i defined in (36), with λ i0 2 = 0.1, λ i * 2 = 1, k c = 30 and k m = 0.1. Fig.9 shows the value of global connectivity λ 2 . And Fig.10 shows the value of the minimum distance d min of the robots. Without the control of collision avoidance (i.e. u d i = 0), the value of global connectivity increases all the time as is shown in Fig.9 (blue dashed line) , and the value of the minimum distance d min decreases to a value below the minimum distance allowed d s = 10m as is shown in Fig.10 (blue dashed line). As is expected, with both control u c i and u d i , the value of global connectivity never goes below the desired value as is shown in Fig.9 (black solid line) . And the value of the minimum distance d min never goes below the minimum distance allowed d s = 10m as is shown in Fig.10 (black solid  line) . Fig.11 shows the snapshots of the multi-robot network under the control u c i and u d i . Fig.11(a) shows the initial configuration of the network at t = 0.1s. Fig.11(b) shows the configuration in the process of global connectivity promotion at t = 10.5s. Fig.11(c) shows the configuration which has reached the desired global connectivity λ i * 2 = 1 at t = 20s. In order to promote the global connectivity, the control u c i makes the robots get closer to each other and, as a result, get a tenser configuration. However, when the distance between two robots is less than ρd s , the control for collision avoidance u d i is triggered to increase the distance between the two robots. At last, balance is achieved between the forces of attraction and repulsion, and the configuration of the multirobot network is balanced as well. Therefore, the simulation validates the framework in the presence of an external control term.
D. EXPERIMENT RESULTS
We set the following simulation scenario to validate the application of our control framework in real situations. An autonomous and cooperative multi-UAV formation made up of small UAVs is going to complete the mission of antismuggling on the sea. Each UAV communicates with each other through a wireless radio attached to it. And a multi-UAV mobile wireless network is established with a maximum communication range R = 2500m. Meanwhile, each UAV carries a particular type of sensor, sensor of infrared, sensor of visible light or sensor of radio frequency, so as to search, recognize and detect the target. UAVs are small unmanned rotorcraft. We assume that the dynamical model of each individual UAV is given by a single integrator. They operate at 20m ∼ 700m above sea level.
At t = 0, the information system reports that the target is in a sea area which measures 7000m × 7000m. Nine small UAVs are dispatched from our ship which is on patrol in a nearby area. These UAVs make up a multi-UAV formation, and a wireless communication network is established immediately with the initial global connectivity λ 2 = 3. When the multi-UAV formation flies to the target area, the global connectivity is maintained through the connectivity maintenance and control framework proposed in this paper.
At t = 10s, the multi-UAV formation arrives at the target area and searches for the target thoroughly. To make the search more efficient, the multi-UAV formation needs to cover an area as large as possible. Meanwhile, the multi-UAV network must be connected so that immediately after one UAV has discovered the target, it can transmit the information about the target to the other UAVs. Therefore, the global connectivity should be above zero but as small as possible. The multi-UAV network degrades the global connectivity to the desired value λ * 2 = 0.02. At t = 100s, UAV No.5 has discovered the target, The multi-UAV network promotes the global connectivity to λ * 2 = 5 and the other UAVs rendezvous around the target. At this stage, the global connectivity should be kept at a value higher than the one during the searching period. Because a high level of algebraic connectivity can increase the convergence rate of consensus protocols so that the target's global information can be attained as quickly as possible. All UAVs acquire local information of the target through the sensors from different perspectives. The UAVs achieve online information fusion through the multi-UAV network so that FIGURE 12. The snapshots of the multi-UAV network at different stages of the anti-smuggling mission at (a) t = 2s, (b) t = 60s and (c) t = 160s. they can get the target's global information in the shortest time. Besides, considering the possibility that UAV formation may be attacked or interfered by the target, the multi-UAV network needs to have strong robustness by maintaining a high level of global connectivity. At t = 200s, the multi-UAV formation has acquired the global information of the target and sent it to our ship. And the simulation scenario ends. Fig.12 shows the snapshots of the multi-UAV network at different stages of the mission of anti-smuggling under the connectivity control framework in this paper. Fig.12(a) shows the initial configuration of the network at t = 2s. Fig.12(b) shows the configuration at the stage of target searching at t = 60s. All UAVs disperse to different sea areas so as to cover an area as large as possible. Meanwhile, the control framework maintains the global connectivity of the multi-UAV network in order to ensure the information transmission between UAVs. Fig.12(c) shows the configuration at the stage of target detecting of the network at t = 160s. The multi-UAV network promotes the global connectivity so that all UAVs rendezvous around the target.
The value of global connectivity λ 2 under the framework of connectivity maintenance and control is illustrated in Fig.13 . The value confirms that the framework can enable the multi-UAV formation to complete the mission of anti-smuggling on the sea by adapting connectivity to different desired values at different stages of mission completion.
VII. CONCLUSION
In this paper, global connectivity maintenance and control of multi-robot networks is investigated. A distributed unified control framework is proposed to adapt global connectivity online so as to complete integrated missions in complicated, unknown and dynamic application environment. A series of energy functions about λ i 2 are used to enable each robot autonomously to decide its motion along the direction of gradient descent of the energy functions so as to reach the desired global connectivity λ * 2 . We have tried to expand the application scope of the framework by promoting connectivity in the presence of a bounded external control term such as collision avoidance. Some theoretical proofs of the effectiveness of the proposed control framework have been carried out. Simulations and experiment results are presented to validate the expected theoretical results.
Future work could aim at applying the global connectivity maintenance and control framework to more realistic communication models by taking into account the factors such as shadowing, multipath fading, et al. Furthermore, future work could also try to define the estimation errors , and in (17) more accurately in order to make the control framework less conservative.
