The 2-interval pattern problem, introduced in [Stéphane Vialette, On the computational complexity of 2-interval pattern matching problems Theoret. Comput. Sci. 312 (2-3) (2004) , models general problems with biological structures such as protein contact maps and macroscopic describers of secondary structures of ribonucleic acids. Given a set of 2-intervals D and a model R, the problem is to find a maximum cardinality subset D of D such that any two 2-intervals in D satisfy R, where R is a subset of relations on disjoint 2intervals: precedence (<), nest (<), and cross ( ). The problem left unanswered at present is that of whether there is a polynomial time solution for the 2-interval pattern problem, when R = {<, } and all the support intervals of D are disjoint. In this paper, we present a reduction from the clique problem to show that, in this case, the problem is NP-hard.
Introduction
The paper answers two open questions related to 2-interval patterns. 2-interval patterns are graph theoretic models that are often used to model structures in bioinformatics, such as protein contact maps and macroscopic describers of ribonucleic acid secondary structures [8] . Similar graph models have also been proposed for RNA multiple structural alignments [3] .
Given a set of 2-intervals and a model, the 2-interval pattern problem is to identify one of the largest subsets of 2-intervals under this model. The model describes whether two disjoint 2-intervals can be in precedence order (<), be allowed to nest (<), be allowed to cross ( ), or any combination of these three orders.
The complexity of the 2-interval pattern problem under different models was first investigated by Vialette [8] , and then by Blin et al. [1, 2] . Due to these studies, we now know that this problem is NP-complete in the most general case, and sub-cases of the problem, with restrictions on the form of intervals and models, are sometimes solvable in polynomial time. However, the complexity of one sub-case of the problem, whether the 2-interval pattern problem has a polynomial time algorithm with disjoint support intervals and {<, }-structured patterns, remained unknown. We discover in the present paper that the 2-interval problem, in this case, is NP-hard.
This problem is closely related to our second question, an open problem known as the 2-interval pattern matching problem. The complexity of this problem was first investigated by Vialette [8] , and then followed by Blin et. al. [1] . The problem of Table 1 2-interval pattern problem complexity for n = |D|.
When not specified, the result is from [1, 8] . denotes the contributions of this paper. . 1 . A simple graph G 0 to illustrate the reduction.
2-Interval pattern problem
If such a mapping exists, we say that CM(S p , D p ) occurs in CM(S, D). In general, the 2-interval pattern matching problem is NP-hard [5, 8] . However, some cases with restrictions on the patterns have been shown to be solvable in polynomial time.
The D2IPM problem with {<}, {<}, { }, or {<, <}-structured patterns can be solved in polynomial time, but is NP-hard for the {<, }-and {<, <, }-structured patterns [8] . In this paper, we are interested in the remaining case of when the patterns are CCMs. The following formally states the problem:
Crossing contact map pattern matching (CCMPM) problem [7] Input:
Dis-2-IP CM(S p , D p ) and CM(S, D) with CM(S p , D p ) as a CCM Output:
Does CM(S p , D p ) occur in CM(S, D)?
Clique problem
We use the clique problem, a known NP-hard problem [4] , for both reductions in this paper. Let an instance of the clique problem be given by a directed graph G(V , E) and by a positive integer . Without loss of generality, assume V = {1, . . . , n}. For an edge (u, v) ∈ E, we assume u < v. In general, the clique problem is defined for undirected graphs. For ease of notation, we assign a linear order to the vertices, and assume that the edge is directed from u to v if u < v, where u is referred to as the source vertex of edge (u, v) , and v is referred to as the target vertex. An -clique of a directed graph consists of vertices:
NP-hardness of 2-IP-DIS-{<, }
The construction is rather complicated, so we will give a big picture before going into the details. We build a set of 2intervals D, and then we prove that D has a DIS-2-IP-{<, } of size (2 − 1)n 2 + ( − 1)n + iff G(V , E) contains an -clique. In the reduction, we construct subsets of arcs to represent the edge set E, and define these arc sets to be QR 1 , . . ., QR . For a maximum DIS-2-IP-{<, } pattern, we select arcs, which correspond to − 1 edges in E, from QR 1 , and we select − 1 arcs from QR 2 (corresponding to − 2 edges in E), . . . , and finally we select only one arc from QR . The edges corresponding to the arcs selected from QR 1 are (u 1 , u 2 ), (u 1 , u 3 ), . . ., (u 1 , u ); and the edges corresponding to the arcs selected from QR j are (u j , u j+1 ), (u j , u j+2 ), . . ., (u j , u ) for some u 1 , u 2 . . ., u . If we succeed in selecting these arcs, then u 1 , u 2 , . . ., u form an -clique.
We will use the graph G 0 in Fig. 1 to illustrate the construction. In the following subsections, we first define some additional notation, then we construct the endpoints and the orders between the points followed by the construction of the arcs, and finally show the correctness of the construction.
Additional notation
A set D of k distinct arcs where ∀a, a ∈ D, either a a or a a, is called a k-arc crossing cluster. Given two disjoint sets of arcs D 1 , D 2 , we say D 1 is nested in
For two arcs a and a , we say a is propagated to a if for a maximum DIS-2-IP-{<, } pattern, the selection of a ensures the selection of a for this DIS-2-IP-{<, }. For two arc sets D and D with |D| ≥ |D |, D is propagated to D if the selection of D ensures the selection of D for a maximum DIS-2-IP-{<, }. For k DIS-2-IP-{<, }, for arc sets D 1 , . . ., D k with |D 1 | ≥ · · · ≥ |D k |, the k arc sets are propagated if the selection of D 1 ensures the selections of D 2 , . . ., D k for a maximum DIS-2-IP-{<, }.
Given two point sets S 1 and S 2 , we write S 1 < S 2 iff ∀s 1 ∈ S 1 and ∀s 2 ∈ S 2 , s 1 < s 2 .
The set of endpoints
We construct the following sets of endpoints. (1) I; (2) P j , Q j and R j , 1 ≤ j ≤ ; and (3) S j , T j and U j , 2 ≤ j ≤ .
Details are as follows:
Arc sets IP and PQ 1 for graph G 0 . IP is a full bipartite connection between I and P j . PQ j is an n 2 -arc crossing cluster.
1. I contains points; they are ordered according to their subscripts in increasing order:
P j contains n 2 points and those points are ordered according to their first subscripts increasingly, and then according to the second subscripts increasingly:
The order relation is similar to that for the case of
The elements are ordered according to the first subscripts decreasingly, then according to the second subscripts increasingly, namely R j (1) is different from the case (1) of P j and Q j .
S has n 2 elements. Its order relation is similar to that for the case of R j which is:
T j contains n points, and the elements are ordered according to the subscripts increasingly:
U j contains n points, and the elements are ordered like in the case T j :
Furthermore, we specify the following order:
We introduce the following order:
Now we have defined a total order of all the points. Let S = I ∪ j=1 W j .
Construction of the arcs
In this subsection, we specify the arcs construction.
Arc set IP
An arc is created to connect between each point in I and each point in P 1 (Fig. 2 ). Formally, we have 
Arc set PQ
In total, there are n 2 arcs in PQ j . An arc is created for each of the pairs of points which have the same subscripts; formally,
All the arcs in PQ j cross each other (Figs. 2 and 5). Any combination of the arcs in PQ j can occur in a DIS-2-IP-{<, }. 3.3.3. Arc set QR j , 1 ≤ j ≤ QR j is the place to code the edge information. QR j , 1 ≤ j ≤ − 1, contains |E| + n arcs, and QR contains n arcs. For 1 ≤ j ≤ and 1 ≤ u ≤ n, an arc is created between Q j u,u and R j u,0 ; and for 1 ≤ j ≤ − 1, there is an arc between Q j u,v and R j u,v if and only if (u, v) is an edge of G, u < v:
QR j u is a crossing cluster. As the elements in Q j are ordered increasingly according to the second subscripts, and the elements in R j are ordered decreasingly according to the second subscripts, we have that QR j u 1 is nested in QR j u 2 ,1 ≤ u 2 < u 1 ≤ n ( Fig. 3 ). Formally:
This property ensures that only those arcs in QR j whose endpoints share the same first subscripts may occur in a DIS-2-IP-{<, }. It implies that only edges with the same source node (denoted by the first subscripts) may have their corresponding arcs occurring in a DIS-2-IP-{<, }. We call the arc (Q j u,u , R j u,0 ) the anchor of QR j u . The anchor (Q j u,u , R j u,0 ) crosses the rest of the arcs in QR j u . The anchor arcs in QR j are nested with each other, and at most one anchor arc can occur in a DIS-2-IP-{<, }. In Section 3.4, we will prove that to have a maximum DIS-2-IP-{<, }, one of the anchor arcs is to be selected for each
By our construction, at most one arc in QR can be selected for a maximum DIS-2-IP-{<, }. 3.3.4. Arc set RS j , 2 ≤ j ≤ RS j contains n 2 arcs, whose construction is similar to that of PQ j (Fig. 4) ; formally,
RS j is an n 2 -arc crossing cluster, and any combination of the arcs can occur in a DIS-2-IP-{<, }.
3.3.5. Arc set ST j , 2 ≤ j ≤ ST j contains n 2 arcs, and every n arcs in ST j share one endpoint in T j (Fig. 4 ), namely
At most n arcs in ST j can occur in a DIS-2-IP-{<, }. 3.3.6. Arc set TU j , 2 ≤ j ≤ TU j is an n-arc crossing cluster ( Fig. 4 ). An arc is created between two points of the same subscripts, with one point in T j and the other point in U j :
Denote the set of all the arcs constructed as D.
Correctness of the construction
Define L = (2 − 1)(n 2 + 1) + ( − 1)n + . First, we want to prove that to have a maximum DIS-2-IP-{<, } P of size L in D, the only way is to select arcs from IP, and to select − j + 1 arcs from QR j , 1 ≤ j ≤ . Second, by using edge information coded in QR j , we prove that the edges corresponding to the arcs selected from QR j , 1 ≤ j ≤ , form a clique. Theorem 3. There is a maximum DIS-2-IP-{<, } P in D of size L if and only if P contains arcs from IP, and − j + 1 arcs from
Furthermore, the arcs that are selected for P from IP are (I 1 ,
The proof has three steps: (1) we prove that in A 1 , the arcs selected from IP are propagated to the arcs selected from QR 1 ;
(2) we prove that in A j , the arcs selected from QR j−1 are propagated to the arcs from QR j ; and (3) by combining (1) and (2), we have that the arcs selected from IP and QR j , 1 ≤ j ≤ , are all propagated.
First we prove that the arcs selected from IP and from QR 1 are propagated (an example is shown in Fig. 6 ).
Lemma 4.
For A 1 , suppose k 0 arcs are selected from IP and k 1 arcs are selected from QR 1 for P, then n 2
Furthermore, suppose k 0 = k 1 and the number of arcs selected from A 1 is n 2 + k 0 , then the arcs selected from QR 1 have
and the arcs selected from IP have their endpoints in P 1 as P 1
Proof. k 0 arcs from IP implies that at most n 2 − k 0 points in P 1 can be used for the arcs from PQ 1 . k 1 arcs from QR 1 implies that at most n 2 − k 1 points in Q 1 can be used for the arcs selected from PQ 1 . PQ 1 is an n 2 crossing cluster and at least max{k 0 , k 1 } arcs in PQ 1 share endpoints with arcs from IP or QR 1 . Therefore the number of arcs that are selected from A 1 is at most k 0 + k 1 + n 2 − max{k 0 , k 1 }, or equivalently n 2 + min{k 0 , k 1 }. If k 0 = k 1 and the number of arcs selected from A 1 is n 2 + k 0 , the maximum possible number of arcs that can be selected from A 1 is achieved. This maximum value is achievable if and only if (1) the number of arcs from PQ 1 is n 2 − k 0 ; and (2) the subscripts for the right endpoints of the k 0 arcs from IP have a one-one correspondence to the subscripts for left endpoints of the k 0 arcs from QR 1 . According to Lemma 1, the first subscripts for the endpoints of the arcs from QR 1 are the same. Hence the statement holds.
Then we prove that the arcs selected from QR j−1 and QR j are propagated.
Lemma 5. For A j , suppose k j−1 arcs are selected from QR j−1 and k j arcs are selected from QR j for P; then 2n 2 +n+min{k j−1 , k j +1} arcs are selected from A j for P.
Furthermore, if k j−1 = k j + 1 and the number of arcs from A j is 2n 2 + n + k j−1 , then arcs selected from QR j−1 have their
Proof. Let the number of arcs selected from ST j be s, and the number of arcs selected from UP j be t.
like in the argument in Lemma 4, the number of arcs selected from RS j is n 2 − max{k j−1 − 1, s} as at most one of the anchor arcs in QR j−1 is selected and the anchor arc does not share the endpoints with arcs in RS j . Similarly, the numbers of arcs that can be selected from TU j and PQ j are n − max{s, t} and n 2 − max{t, k j }, respectively. Thus the number of arcs that can be selected from A j is
Eq. (1) can be rearranged as
The maximum 2n 2
Similarly, we can rearrange Eq. (1) as
Then we have that 2n 2 + n + min{k j−1 , k j + 1} arcs are selected from A l for P and we can verify that this number is achievable.
If k j−1 − 1 = k j , in order to maximize Eq. (1), by combining conditions (1)- (6), we have s = t = k j . We know that one anchor arc in QR j−1 is selected. Let the arcs from QR j−1 have their endpoints in R j−1 as R
. We know that the left endpoints of the arcs from QR j have the same first subscripts by Lemma 2. It is not difficult to see that the t arcs from UP j have their endpoints in P j as P To achieve a maximum pattern, we will prove that one anchor arc is selected for each arc set QR j , 1 ≤ j ≤ . By this, we can prove that u = u 1 in Lemma 5.
By combining the results from Lemmas 4 and 5, we now prove that the arcs selected from IP, and QR j , 1 ≤ j ≤ , are propagated, which results in Theorem 3.
Proof. Suppose k 0 arcs are selected from IP, and k j arcs are selected from QR j for P. Lemma 5 implies that at most 2n 2
By Lemma 2, we know that the maximum value for k is 1. So we have k 0 = , and k j = − j + 1 for 1 ≤ j ≤ . Let the arcs from IP be (
We know that one anchor arc is selected from QR 1 to achieve the maximum value. Also we know that the two subscripts of left endpoint for an anchor arc are equal. According to Lemma 4, we have that the arcs from QR 1 are (Q 1
. By similar arguments we have that the arcs from QR j are (Q j u j ,u j , R j u j ,0 ), (Q j u j ,u 2 , R j u j ,u 2 ), . . ., (Q j u j ,u , R j u j ,u ) (2 ≤ j ≤ ) according to Lemma 5. Lastly, according to the edge information coded in the arcs selected from QR j , 1 ≤ j ≤ , we can prove that a clique of size exists if there is a DIS-2-IP-{<, } size L in D. Lemma 6. If there is a DIS-2-IP-{<, } P of size L in D, then there is an -clique in G.
Proof. From Theorem 3, we know that to have a size L DIS-2-IP-{<, }, the arcs selected from QR j , 1 ≤ j ≤ , must be
It is easy to prove that if G contains an -clique, then a maximum DIS-2-IP-{<, } in D has size L. It is obvious that this reduction is polynomial. Naturally, we have: 
NP-hardness of the crossing pattern matching problem
In the following, we will first define some terms to facilitate the presentation of the reduction. We will then construct (1) a target map CM(S G , D G ), and (2) a pattern CM(S n, , D n, ) with parameters and n, from a given graph G(V, E ). Then, we analyze the reduction and show its correctness.
Additional notation and definitions
A set D of k distinct arcs where ∀a, a ∈ D, either a a or a a, is called a k-arc crossing cluster. Given two disjoint sets of arcs D 1 , D 2 , we say D 1 crosses D 2 , or D 2 is crossed by D 1 (written as D 1 D 2 ), just in cases where either (1) ∀a 1 ∈ D 1 , ∀a 2 ∈ D 2 , a 1 a 2 , or (2) if one of D 1 or D 2 is an empty set. D 1 < D 2 (D 1 is less than D 2 , or D 2 is greater than D 1 ), and D 1 < D 2 (D 1 is nested in D 2 ) can be defined similarly. We also say an arc a crosses a set of arcs D to mean {a} D (the cases for < and < can be defined similarly).
For any three sets of arcs D 1 , D 2 and D 3 , we say that:
Given two point sets S 1 and S 2 , we write S 1 < S 2 iff ∀s 1 ∈ S 1 and ∀s 2 ∈ S 2 , s 1 < s 2 . For a arc set D, we define L(D) = a∈D {L(a)}, and R(D) = a∈D {R(a)}.
The subscript ' * ' is a special symbol which matches every defined subscript. That is, A * ,j refers to the set {A ij |A i,j is defined}, and A * , * refers to the set of all A i,j that have been defined.
If CM(S n, , D n, ) occurs in CM(S G , D G ), there exists a one-one mapping M between elements in D n, and some elements in D G . Here, we extend the definition of the mapping to any set D p ⊆ D n, such that M(D p ) = a∈D p {M(a)}.
Target contact map construction
In this section, we construct a target contact map CM(S G , D G ) from a given graph G(V, E ). We first build some large crossing clusters, and then we construct the arcs which connect these clusters.
Large crossing clusters
Firstly, we construct 2n + 2 crossing clusters, which are H, Z u (1 ≤ u ≤ n), T and V u (1 ≤ u ≤ n). H is a 28n 4 -arc crossing cluster, Z u is a 5n 3 -arc crossing cluster, T is a 9n 4 -arc crossing cluster and V u is a 5n 3 -arc crossing cluster. Let Z = n u=1 Z u and V = n i=1 V u . Furthermore we define the following order for these large clusters:
Arcs from H to Z u
There is a 2-arc crossing cluster from H to Z u for each u, 1 ≤ u ≤ n. Denote the two arcs as A u,1 , and A u,2 , A u,1 A u,2 . Let A u = {A u,1 , A u,2 }. Furthermore, we define the following orders:
Eq.
(2) ensures that A u is from H to Z u . Eq. (3) forces that at most one pair of arcs in A * , * can be included in a CCM.
Let A = n u=1 A u ; it is clear that |A| = 2n. and E u,v,w,2 E u,v,w, 3 . Each C u,v is a single arc. We now define orders among the arcs E * , * , * , * and C * , * which are needed for our proof. Diagrams of these orders are depicted in the Appendix.
Firstly, we ensure that E u, * , * , * and C u, * are crossed by Z u , while E * ,v, * , * and C * ,v crosses Z v :
Secondly, we define the orders among the arcs which are crossing Z v (2 ≤ v ≤ n):
Eq. (6) ensures that for the arcs crossing Z v , the right endpoints are ordered according to the third subscripts. Also the right endpoints for C * ,v should be greater than the right endpoints of E * ,v, * , * . Furthermore, Eq. (7) orders (the right endpoints of) E * ,v,w, * according to the fourth subscripts for any given v and w, and then Eq. (8) orders them by their first subscripts. Eq. (9) defines the order between the arcs of C * , * , and at most one arc in C * ,v can be selected for a CCM. Eq. (10) defines the relations between the arcs of C * ,v , E * ,v, * , * and A v, * . If A v, * is selected for a CCM, then none of the arcs in E * ,v, * , * and C * ,v can be used.
Thirdly, for the arcs which are crossed by Z u (1 ≤ u ≤ n − 1), we introduce the orders as below:
Eq. (11) ensures that for any given u and w, at most one 3-arc crossing cluster can be chosen for a CCM, namely E u,v,w, * for some v. Similarly Eq. (12) ensures that for a given u, at most one arc in C u, * appears in a CCM.
Lastly, we define the orders between those arcs which are crossed by Z z and are crossing Z z (1 ≤ z ≤ n): E * ,z,w,1 < E z, * ,w, * , E * ,z,w,2 E z, * ,w, * ,
Eq. (13) ensures that the arc from Z u for a given w is anchored by E * ,z,w,1 and E * ,z,w,2 . Notice that for w = z, the set E * ,z,z, * is not defined. The arc E z, * ,z, * is anchored by arcs A z,1 and A z,2 (by Eq. (14)). Combining with Eq. (4), Eq. (15) ensures that arc C z, * is anchored by arc A z,2 and arc set Z z .
Define C = C * , * ; we know that |C| = 1/2(n 2 − n). Let E = E * , * , * , * and we have |E| = 1/2(n 3 − n).
Arcs from Z u to T
Arcs from Z u to T are denoted as F u . F u consists of u 2-arc crossing clusters, and the clusters are denoted as F u,w , 1 ≤ w ≤ u. F u,w contains two arcs: F u,w,1 and F u,w,2 , where F u,w,1 F u,w,2 . Firstly we ensure that F u is from Z u to T (1 ≤ u ≤ n):
Furthermore, we define the following orders: . (20) ). Furthermore, Eq. (21) ensures that only one arc is possible for a CCM in the set F * ,w,i for given w and i. Let F = F * , * , * . Note that |F | = n 2 + n.
Arcs from T to V v and from V u to V v
Two kinds of arcs I u,v and P u,v are defined. I u,v and P u,v are induced from the edges of G(V, E ). I u,v can be either a 3arc crossing cluster or an empty set. If I u,v = ∅, we denote the three arcs in it as I u,v, 1 , I u,v,2 and I u,v,3 , with I u,v,1 I u,v,2 , I u,v,1 I u,v,3 and I u,v,2 I u,v,3 . P u,v contains (n − v) crossing clusters; each cluster P u,v,w (v < w ≤ n) is empty or has two crossing arcs. If P u,v,w = ∅, we denote the two arcs as P u,v,w,1 and P u,v,w,2 , P u,v,w,1 P u,v,w,2 .
The arcs from T to V v are in two sets: P 0,v,w and I 0,v . P 0,v,w is a 2-arc crossing cluster and I 0,v is a 3-arc crossing cluster. They are all nonempty sets. 
For the arcs which are crossing V v , we define the following orders:
Eq. (26) ensures that for a given v, the right endpoints of P * ,v, * , * are sorted according to the third subscript. Then Eq. (27) ensures that for any given v and w, the right endpoints for P * ,v,w, * are sorted according to the fourth subscript. Furthermore, for any given v, w and i, Eq. (28) ensures that at most one arc in P * ,v,w,i can be selected for a CCM.
Next we introduce the orders for the arcs which are crossed by T , and the arcs which are crossed by V u : P u,u+1,w, * < P u,u+2,w, * < · · · < P u,n,w, * ,
Eqs. (30) and (31) ensures that either (1) one 2-arc crossing cluster P u,v,w, * can be selected for a CCM, or (2) the 3-arc crossing cluster I u,w, * is selected for a CCM, or (3) none of them are selected. Furthermore, for the arcs which are crossed by T , we define the following orders:
F * ,w,1 < P 0, * ,w, * , F * ,w,2 P 0, * ,w, * , 2 ≤ w ≤
Eq. (32) ensures that I 0,w is anchored by F * ,w,1 and F * ,w,2 , and Eq. (33) ensures that P 0, * ,w, * is anchored by F * ,w,1 and F * ,w,2 . Lastly, we define orders between those arcs crossed by V z and the arcs which cross V z :
P * ,z,w,1 < P z, * ,w, * , P * ,z,w,2 P z, * ,w, * ,
Eq. (34) ensures that I z,w is anchored by P * ,z,w,1 and P * ,z,w,2 , and Eq. (35) ensures that P z, * ,w, * is anchored by P * ,z,w,1 and P * ,z,w,2 .
Let P = P * , * , * , * and I = I * , * ; it is not difficult to show that |P| ≤ 1/3(n 3 − n) · |I| ≤ 3/2(n 2 + n).
and let S G be those endpoints of the arcs in D G . The target contact map CM(S G , D G ) is fully specified. The following results can be shown for CM(S G , D G ): Lemma 8. (i) An arc a ∈ E crosses no more than 9n 3 arcs. (ii) An arc a ∈ F crosses no more than 17n 4 arcs. (iii) An arc a ∈ I crosses no more than 9n 3 arcs.
(iv) |D G − H| < |H|.
Proof. We know that |A| + |C| + |E| + |F | ≤ 2n + 1/2(n 2 − n) + 1/2(n 3 − n) + (n 2 + n) ≤ 4n 3 . The only possible arcs that an arc a ∈ E can cross are from A, C , E, F , and Z u for some u with 1 ≤ u ≤ n.
Since, excepting A, C , E, F , an arc a ∈ F may cross some arcs in P and I, and T as well, we have |P| + |I| < 4n 3 and |T | = 9n 4 . For an arc a ∈ I, it only crosses those arcs from P, I, and one V u for some u with 1 ≤ u ≤ n. It is easy to verify that |D G − H| < |H|.
Pattern construction

Large crossing clusters
Like for the target case, firstly, we construct 2 + 2 crossing clusters, which are H ,
H is a 28n 4 -arc crossing cluster. Z u is a 5n 3 -arc crossing cluster. T is a 9n 4 -arc crossing cluster. V u (1 ≤ u ≤ ) is a 5n 3 -arc crossing cluster. We also define Z = u=1 Z u and V = i=1 V u . Furthermore we define the following order for these large clusters:
Arcs from H to Z 1
There is a 2-arc crossing cluster from H to Z 1 , and it is denoted as A . The two arcs are denoted as A 1 and A 2 , A 1 A 2 . Furthermore, A is from H to Z 1 :
Arcs from Z u to Z u+1
There are two kinds of arcs from Z u to Z u+1 : E u and C u . C u is a single arc. E u contains u 3-arc crossing clusters; these clusters are denoted as E u,w , 1 ≤ w ≤ u. For each cluster E u,w , its three arcs are denoted as E u,w,1 , E u,w,2 and E u,w,3 with E u,w,1 E u,w,2 ,
Firstly, we ensure that E u, * , * and C u are from Z u and to Z u+1 :
Furthermore, we define the following orders:
E 1, * , * (a 3-arc crossing cluster) is anchored by A 1 and A 2 (Eq. (39)). Eq. (40) ensures that arcs in E u, * , * form a crossing cluster. Furthermore, Eqs. (41) ensure that the 3-arc crossing cluster E u+1,w, * is anchored by E u,w,1 and E u,w,2 . Eq. (42) means that the crossing cluster E u, * , * crosses the arc C u . Combining with the information from Eqs. (37) and (43), we have that the arc set E u,u, * is anchored by C u−1 and Z u .
Let C = C * and E = E * , * , * .
Arcs from Z to T
The arcs from Z to T are denoted as F . F has crossing clusters, each of which contains two arcs. The crossing clusters are denoted as F w (1 ≤ w ≤ ); the two arcs in F w are denoted as F w,1 and F w,2 , F w,1 F w,2 . Furthermore, we have the following orders:
Eq. (44) ensures that F * , * is from V to T . F w, * is anchored by E −1,w,1 and E −1,w,2 (Eq. (45)) and F is anchored by C −1 and V (Eq. (46) ). Furthermore, arcs in F * , * form a crossing cluster by Eq. (47).
Arcs from T to V 1 and from V u to V u+1
There are two kinds of arcs: I u (0 ≤ u < ) and P u . I u (0 ≤ u < − 1) is a 3-arc crossing cluster, the three arcs being I u,1 , I u,2 and I u,3 , where I u,1 I u,2 , I u,1 I u, 3 and I u,2 I u, 3 . P u contains − u − 1 (0 ≤ u ≤ n − 2) 2-arc crossing clusters; each cluster is denoted as P u,w (u + 1 < w ≤ ). Denote the two arcs of P u,w as P u,w,1 and P u,w,2 , P u,w,1 P u,w,2 .
Firstly we ensure that I 0 and P 0, * , * are crossed by T ; I u and P u, * , * are crossed by V u (1 ≤ u ≤ − 1), and I u and P u, * , * crosses V u+1 :
Furthermore, arcs in I u and P u, * form a crossing cluster:
Also we introduce the following orders:
Eq. (55) ensures that I 0 is anchored by F 1,1 and F 1,2 , and Eq. (56) ensures that P 0,w is anchored by F w,1 and F w,2 . I u+1 is anchored by P u,u+2,1 and P u,u+2,2 , and P u+1,w, * is anchored by P u,w,1 and P u,w,2 .
Let P = P * , * , * and I = I * .
are the endpoints of those arcs in D n, . It is not difficult to verify the following result from the constructions.
Lemma 9. CM(S n, , D n, ) is a {<, }-structured contact map, and CM(S G , D G ) is a {<, <, }-structured contact map.
Correctness
According to the construction, we have the following results.
Lemma 10. If CM(S n, , D n, ) occurs in CM(S G , D G ), then ∀M, M(H ) = H, M(A ) = A u 1 , * for some u 1 , with 1 ≤ u 1 ≤ n.
Proof. H is a 28n 4 -arc crossing cluster, and the total number of arcs A G − H is less than 28n 4 Therefore the statement holds.
Lemma 11. If CM(S n, , D n, ) occurs in CM(S G , D G ), then ∀M, M(E 1,1, * ) = E u 1 ,u 2 ,u 1 , * and M(C 1 ) = C u 1 ,u 2 for some u 1 , u 2 with 1 ≤ u 1 < u 2 ≤ n.
Proof. From Lemma 10, if CM(S n, , A n, ) occurs in CM(S G , A G ), then M(A ) = A u 1 for some u 1 . We know that A 1 < E 1,1, * and A 2 E 1,1, * . Thus we have M(E 1,1, * ) ⊂ E u 1 , * ,u 1 , * ∪ F u 1 ,u 1 , * since E u 1 , * ,u 1 , * ∪ F u 1 ,u 1 , * contains all arcs which are greater than A u 1 ,1 and are crossed by A u 1 ,2 . We also note that E u 1 ,v 1 ,u 1 , * < E u 1 ,v 2 ,u 1 , * , for v 1 < v 2 , and E u 1 , * ,u 1 , * < F u 1 ,u 1 , * , which implies that M(E 1,1, * ) = E u 1 ,u 2 ,u 1 , * for some u 2 or M(E 1,1, * ) = F u 1 ,u 1 , * . However, F u 1 ,u 1 , * contains only two arcs, and thus we have M(E 1,1, * ) = E u 1 ,u 2 ,u 1 , * for some u 2 . E 1,1, * is crossed by a Z 1 which is a 5n 3 -arc crossing cluster. Thus there exists z 1 ∈ M(Z 1 ) with M(z 1 ) ∈ Z u 1 since E u 1 ,u 2 ,u 1 is crossed by less than 2 × 5n 3 arcs in total. Also, E 1,1, * crosses Z 2 , and Z 2 is a 5n 3 -arc crossing cluster. By a similar argument, there exists z 2 ∈ M(Z 2 ) with M(z 2 ) ∈ Z u 2 . In CM(V G , A G ), the only arc that satisfies the following three conditions is C u 1 ,u 2 : (1) is greater than A u 1 ,2 ; (2) is crossed by M(z 1 ), and (3) is crossing M(z 2 ). Thus M(C 1 ) = C u 1 ,u 2 .
Lemma 12. If CM(S n, , D n, ) occurs in CM(S G , D G ) and M(E 1,1, * ) = E u 1 ,u 2 ,u 1 , * , then M(E 2,v, * ) = E u 2 ,u 3 ,u v , * and M(C v ) = C u v ,u v+1 (v = 1, 2) for some u 3 with u 2 < u 3 ≤ n.
Proof. Consider E 2,1, * . We know that E 1,1,1 < E 2,1, * , and E 1,1,2 E 2,1, * . Also note that E u 2 ,v 1 ,u 1 , * < E u 2 ,v 2 ,u 1 , * for u 2 < v 1 < v 2 ≤ n, and F u 2 ,1, * contains only two arcs. Hence M(E 2,1, * ) = E u 2 ,u 3 ,u 1 , * for some u 3 . Now we need to prove that M(E 2,2, * ) = E u 2 ,u 3 ,u 2 , * . E 1,1, * crosses Z 2 , and Z 2 is a 5n 3 -arc crossing cluster. Thus ∃z 2 ∈ Z 2 with M(z 2 ) ∈ Z 2 . By a similar argument for the arc set E 2,1, * , ∃z 3 ∈ Z 3 with M(z 3 ) ∈ Z 3 . By Lemma 11, we know that M(C 1 ) = C u 1 ,u 2 . In CM(S G , A G ), in total there are four crossing arcs which are greater than C u 1 ,u 2 , are crossed by M(z 2 ), and are crossing M(z 3 ), and these arcs are {C u 2 ,u 3 } ∪ E u 2 ,u 2 ,u 3 , * . In CM(S n, , A n, ), in total there are four crossing arcs which are greater than C 1 , are crossed by z 2 , and are crossing z 3 , and these arcs are {C 2 } ∪ E 2,2, * . Thus M(C 2 ) = C u 2 ,u 3 and M(E 2,2, * ) = E u 2 ,u 3 ,u 2 , * .
Lemma 13 can be shown using arguments similar to those in Lemmas 11 and 12.
Lemma 14 can be shown by induction, using Lemmas 10-13.
Proof. Consider the arc set F 1, * . Since it is greater than E −1,1,1 and is crossed by E −1,1,2 , we have M(F 1 ) ⊂ (F u ,u 1 , * ∪E u , * u 1 , * ) (if E u , * u 1 , * is not defined, treat it as an empty set). As F 1 crosses no less than 9n 4 arcs in CM(S n, , A n, ) and E u −1,u 1 ,w crosses less than 9n 4 arcs, then the only possible choice is M(F 1 ) = F u ,u 1 . The argument is similar for F v,i with 2 ≤ v < . For the case F , note that it is greater than C −1 , and crosses a 9n 4 -arc crossing cluster, so the only choice is M(F ) = F u ,u . Lemma 16. If CM(S n, , D n, ) occurs in CM(S G , D G ), then ∀M, M(I 0, * ) = I 0,u 1 , * , and M(P 0,v, * ) = P 0,u 1 ,u v , * (2 ≤ v ≤ ) for some u 1 , . . . , u with 1 ≤ u 1 < · · · < u ≤ n.
Proof. By Lemma 15, given a mapping M, M(F v ) = F u ,u v , for some u 1 , . . . , u with 1 ≤ u 1 < · · · < u ≤ n. For the arc set I 0, * , it is greater than F 1,1 and is crossed by F 1,2 . Therefore M(I 0, * ) ∈ (I 0,u 1 , * ∪ P 0, * ,u 1 , * ), where I 0, * is a 3-arc crossing cluster. The only 3-arc crossing cluster in I 0,u 1 , * ∪ P 0, * ,u 1 , * is I 0,u 1 , * . Therefore M(I 0, * ) = I 0,u 1 , * .
Consider the arc set P 0,2, * , F 2,1 < P 0,2, * and F 2,2 P 0,2, * . In order to satisfy these relations after applying the mapping M, we have M(P 0,2, * ) ∈ (I 0,u 2 , * ∪ P 0, * ,u 2 , * ). On the other hand, I 0 crosses V 1 , which is a crossing arc cluster with 5n 3 arcs. In total, I 0,u 1 crosses less than 2 × 5n 3 arcs, so there exists z 1 ∈ V 1 with M(v 1 ) ∈ V u 1 . Then M(P 0,2 ) has to cross M(v 1 ); the only possible pair of arcs in (I 0,u 2 ∪ P 0,u 2 ) which crosses M(v 1 ) is P 0,u 1 ,u 2 . The same can be shown for 3 ≤ v ≤ .
The following can be shown similarly.
Lemma 17. If CM(S n, , D n, ) occurs in CM(S G , D G ), then ∀M, M(I w, * ) = I u w ,u w+1 , * , and M(P w,v, * ) = P u w ,u w+1 ,u v , * (1 ≤ w < , 1 ≤ w + 1 < v ≤ ) for some u 1 , . . . , u with 1 ≤ u 1 < · · · < u ≤ n.
Then by the construction of CM(S G , D G ), we have: Lemma 18. If CM(S n, , D n, ) occurs in CM(S G , D G ), G has a size clique.
Proof. By Lemma 17, if CM(S n, , A n, ) occurs in CM(S G , A G ), this implies that M(I w, * ) = I u w ,u w+1 , * and M(P w,v, * ) = P u w ,u w+1 ,u v , * (1 ≤ w ≤ , 1 ≤ w + 1 < v ≤ ) for some u 1 , . . . , u with 1 ≤ u 1 < · · · < u ≤ n.
By the construction of CM(S G , A G ), P u w ,u w+1 ,u v ∈ A G and P u w ,u w+1 ,u v = ∅ iff (u w , u v ) ∈ E G , and I u w ,u w+1 is not empty iff (u w , u w+1 ) ∈ E G . Therefore u 1 , . . . , u forms a size clique and the statement holds.
Finally, the following theorem can be shown:
Theorem 19. CM(V ,n , D ,n ) occurs in CM(V G , D G ) if and only if G contains a clique with size , and hence the CCMPM problem is NP-hard.
Proof. The 'only if' case has already been shown. For the 'if' case, suppose there is a clique u 1 , . . . u ; a mapping M can be constructed straightforwardly between CM(S n, , A n, ) and a subset of arcs in CM(S G , A G ). The reduction is polynomial; thus the statement holds. Note that we have shown a stronger result where the problem is NP-hard even for the case where the target is a {<, <, }structured contact map (in general, arcs in a target can share endpoints).
The maximum contact map overlap (CMO) problem with {<, }-structured patterns is to find a maximized common CCM between two given contact maps. The complexity of this problem was an open question [6] . We now show that the problem is NP-hard using Theorem 19.
Theorem 20. The CMO problem is NP-hard.
Proof. Given a CCMPM problem instance: CM(S p , D p ) and CM(S, D), find the maximized common CCM CM(S p , D p ) between CM(S p , D p ) and CM(S, D), and then verify whether CM(S p , D p ) is identical to CM(S p , D p ).
Clearly this reduction is polynomial. Thus the theorem holds.
Counterexample for the algorithm in [6,7]
In this section, we present a counterexample for the algorithm in [6, 7] . The example is displayed in Fig. 7 . The arcs are labeled with letters instead of numbers for ease of illustration. The pattern is a CCM with 24 arcs, while the target contains 42 arcs, and is {<, <, }-structured. The arcs are labeled in the way that we intend to map an arc of a pattern to an arc of the target, which is labeled with the same letter in a different case.
It can be verified that the pattern does not occur in the target, but the algorithm in [6, 7] produces a 'yes' answer.
