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ON THE BRUHAT-TITS STRATIFICATION OF A QUATERNIONIC
UNITARY RAPOPORT-ZINK SPACE
HAINING WANG
Abstract. In this article we study the special fiber of the Rapoport-Zink space attached
to a quaternionic unitary group. The special fiber is described using the so called Bruhat-
Tits stratification and is intimately related to the Bruhat-Tits building of a split symplectic
group. As an application we describe the supersingular locus of the related Shimura variety.
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1. Introduction
1.1. Motivations. In this article we study the basic locus of a specific Shimura variety. Namely
the Shimura variety associated to a quaternionic unitary group. This Shimura variety is par-
ticular interesting as it is of PEL-type and is intimately related to Siegel and orthogonal type
Shimura varieties. This article is inspired by the paper [KR00] where the basic locus of this
Shimura variety is studied at a prime p where the quaternion algebra is split. Using this de-
scription, special cycles on this Shimura variety are defined and their intersection numbers are
related to Fourier coefficients of Eisenstein series. In this case the Shimura variety has good
reduction and the quaternionic unitary group at p agrees with the symplectic group of degree
4. Therefore the supersingular locus can be studied essentially in the same way as in the case
of a Siegel threefold of hyperspecial level. An explicit description of this supersingular locus is
available in [KO87]. However in [KR00] the authors are able to relate the description to the
Bruhat-Tits building of an inner form of the symplectic group. In this article we treat the case
where the quaternion algebra is ramified at p and we describe the supersingular locus with its
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relation to Bruhat-Tits building. Note in this case the Shimura variety has bad reduction at p
and the local model is discussed in this article. In a subsequent work we will define and study
special cycles on this Shimura variety.
In general, to describe the supersingular locus of a PEL-type Shimura variety, one can
pass to the associated moduli space of p-divisible groups then use the uniformization theorem
of Rapoport-Zink [RZ96]. These moduli spaces of p-divisible groups are known as the basic
Rapoport-Zink spaces and we are interested in calculating their special fibers. By passing from
p-divisible groups to their assciated Dieudonne˙ modules, one obtain lattices in an isocrystal. By
comparing the relative position between these lattices and the lattices representing the faces of
the base alcove of an inner form of the underlying group of the PEL-problem, once can partite
the Rapoport-Zink space into pieces which are related to classical Deligne-Lusztig varieties.
This decomposition is known as the Bruhat-Tits stratification. The terminology come from the
pioneering work of [Vol10] where the case of the Rapoport-Zink space of GU(1, n − 1) at an
inert prime is analyzed. The analysis is completed in [VW10]. This program has been extended
to cover other PEL-type problems by many authors. We provide a list of works of this type
and acknowledge their influences on this article.
- For GU(1, n−1), p-inert and hyperspecial level, this is the work of [Vol10] and [VW10].
In a recent preprint [Cho18], Sungyoon Cho is able to treat many cases of parahoric
level structures.
- For GU(1, n − 1), p-ramified and with level structure related to self-dual lattices, this
is the work of [RTW14]. When the level structure is related to a special parahoric and
the Rapoport-Zink space admits the so called exotic good reduction, this is the work
of [Wu16].
- For GU(2, 2), p-split, this is considered by the author in [Wang18]. For GU(2, 2), p-
inert, this is done in [HP14] by transferring the problem to GSpin(4, 2). In the process
of preparing of this note, we find the methods in this note can be also used to deal with
GU(2, 2), p-inert directly and this is documented in [Wang18].
- For GSpin(n − 2, 2) with hyperspecial level, this is the work of [HP17]. In this case,
the Shimura variety is not of PEL-type in general except for small ranks case where
exceptional isomorphism happens. For example, GU(2, 2) is essentially GSpin(4, 2) and
GSp(4) is essentially GSpin(3, 2). The two Rapoport-Zink space studied in this note
are both of non-hypersepcial level and therefore is not covered in [HP17], however they
are all GSpin(3, 2)-type Shimura varieties.
A general understanding of the Bruhat-Tits stratification is achieved in the powerful work
of [GH15] and the subsequent work of [GHN16]. There the problem is studied in the setting of
affine Deligne-Lusztig varieties and a general group theoretic method is employed. Their work
not only classifies which types of Shimura varieties admit Bruhat-Tits stratification but also
gives an algorithm to compute the Deligne-Lusztig varieties occurring in the strata. The types
of Shimura varieties in the above list as well as the two Shimura varieties in this article are
covered by their work. A comparison between our results with [GH15] is contained in the very
last section of this article.
Besides the Bruhat-Tits stratification, there are other methods to study the supersingular
locus. We will only mention the works [Hel], [HTX17] and [CV18]. The method used in [Hel],
[HTX17] is the so called isogeny trick and the isogeny is referred to the isogeny between the
universal abelian varieties on different Shimura varieties. Notice that the isogeny trick used in
Section 4 in this note is of same nature but in a local set up. The work of [CV18] introduced
the so called J-stratification for the affine Deligne-Lusztig varieties and is closely related to
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Bruhat-Tits stratification. In fact it can be shown that the J-stratification agrees with the
Bruhat-Tits stratification for those classified by [GH15], see [Gor18].
1.2. Results on Rapoport-Zink spaces. We now introduce some notations and state the
local results proved in this article. Let p be an odd prime and let F be an algebraically closed
field containing Fp. Let W0 = W (F) be the Witt ring of F and K0 = W (F)Q its fraction field.
Let B be a quaternion division algebra over Q which ramifies at p and splits at ∞. Denote
by ∗ a neben involution on B, see [KR00, A.4]. We fix a maximal order OB that is stable
under ∗. Let N be a height 8 isocrystal of slope 12 equipped with a map ι : Bp → End(N) and
an alternating form (·, ·) : N × N → K0. We are concerned with the following moduli space
for p-divisible groups with additional structures. Let (Nilp) be the category of W0-schemes on
which p is locally nilpotent. We fix a p-divisible group X whose associated isocrystal is N and
a polarization λ : X → X∨ corresponding to (·, ·) on N . We consider the set valued functor N
that sends S ∈ (Nilp) to the isomorphism classes of the collection (X, ιX , λX , ρX) where
- X is a p-divisible group of dimension 4 and height 8 over S;
- λX : X → X∨ is a principal polarization;
- ιX : OBp → EndS(X) is an action of OBp on X defined over S;
- ρX : X ×S S0 → X×F S0 is an OBp -linear quasi-isogeny where S0 is the special fiber of
S at p.
We require that ιX satisfies the Kottwitz condition
(1.1) det(T − ι(c); Lie(X)) = (T 2 − Trd0(c)T +Nrd0(c))2
for c ∈ OBp , where Trd
0(c) is the reduced trace of c and Nrd0(c) is the reduced norm of c. For
ρX : X ×S S0 → X×F S0, we require that
(1.2) ρ−1X ◦ λX ◦ ρX = c(ρ)λX
for a Qp-multiple c(ρ). This moduli problem is representable by a formal scheme N , locally
formally of finite type over Spf(W0). The formal scheme N can be decomposed into open and
closed sub formal schemes N =
⊔
i∈ZN (i) where each N (i) is isomorphic to N (0). Denote
by M = Nred(0) the underlying reduced scheme of N (0). Then our main result concerns the
structure of M.
Theorem 1. The scheme M can be decomposed into M = M{0} ∪ M{2}. The irreducible
components of M{0} and M{2} are all isomorphic to the surface defined by the equation
xp3x0 − x
p
0x3 + x
p
2x1 − x
p
1x2 = 0
where xi are the projective coordinates on P
3. If an irreducible component in M{0} intersect
with an irreducible component of M{2} non-trivially, then the intersection is isomorphic to P
1.
If an irreducible component inM{0} intersect with an other irreducible component ofM{0} non-
trivially, then the intersection is a point which is superspecial. If an irreducible component in
M{2} intersect with another irreducible component of M{2} non-trivially, then the intersection
is a point which is superspecial.
The decomposition M = M{0} ∪M{2} in Theorem 1 can be made finer and we have the
Bruhat-Tits stratification of M.
Theorem 2. We have the Bruhat-Tits stratification
M =M◦{0} ⊔M
◦
{2} ⊔M
◦
{0,2} ⊔M{1}.
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The stratum M◦{0} is open an dense in M{0} and the complement is precisely M
◦
{0,2} ⊔M{1}.
Similarly the stratum M◦{2} is open and dense in M{2} and the complement is precisely
M◦{0,2} ⊔M{1}.
The irreducible components of M◦{0}, M
◦
{2} andM
◦
{0,2} can be identified with classical Deligne-
Lusztig varieties.
We explain the connection of this stratification with Bruhat-Tits building. The quaternionic
unitary Rapoport-Zink space is acted on by the split symplectic group of 4-variables. If we
label the vertices of a base alcove of the Bruhat-Tits building of Sp(4) by {0, 1, 2}, then the
strata M◦{0}, M
◦
{2}, M{1} and M
◦
{0,2} correspond to precisely the vertices 0, 2, 1 and the face
{0, 2}. The intersection behaviour is also determined by the incidence relation among faces of
the Bruhat-Tits building. We refer the reader to Section 5.1 for the details.
The quaternionic unitary Rapoport-Zink space in this article is closely related to the Rapoport-
Zink space for GSp(4). Their relation is formally similar to the relation between the Lubin-
Tate spaces and the Drinfeld upper-half spaces. But from a group theoretic point view or from
the point view of local models, the quaternionic unitary Rapoport-Zink space is closer to the
Rapoport-Zink space for GSp(4) with the so called paramodular level structure instead of with
the hyperspecial level. Therefore we also include the calculation for the Bruhat-Tits stratifica-
tion of the Rapoport-Zink space for GSp(4) with the paramodular level. However we should
point out the description of the supersingular locus for the corresponding Shimura variety in the
paramodular case is already known, we refer the reader to [Yu06] and [Yu11] for the statement
and proof of this result. The calculations in [Yu06] and [Yu11] do not involve Rapoport-Zink
space or Bruhat-Tits building and are indirect in the sense that they involve Shimura varieties
with different level structures. Our calculation is direct and it is interesting to compare the
two cases.
1.3. Applications to the supersingular locus. We consider the following moduli problem
ShUp in [KR00]. To a scheme S over Z(p), we classify the set of isomorphism classes of the
collection {(A, ι, λ, η)} where:
- A is an abelian scheme of relative dimension 4 over S;
- λ : A→ A∨ is a principal polarization which is OB-linear;
- ι : OB → EndS(A) is a morphism such that λ ◦ i(a∗) = i(a)∨ ◦ λ and satisfies the
Kottwitz condition
(1.3) det(T − ι(a),Lie(A)) = (T 2 − Trd0(a)T +Nrd0(a))2
for all a ∈ OB and Nrd
0 is the reduced norm of B and Trd0 is the reduced trace of B;
- η is a suitable prime to p level structure.
This moduli problem is representable by a quasi-projective scheme. We are interested in
the closed subscheme ShssUp in ShUp ⊗ F known as the supersingular locus which we view as a
reduced scheme. The uniformization theorem of Rapoport-Zink [RZ96, Theorem 6.1] transfers
the problem of describing the supersingular locus to that of describing the Rapoport-Zink space.
More precisely there is an isomorphism of F schemes
ShssUp
∼= I(Q)\Nred ×G(A
p
f )/U
p.
where I is an inner form of G = GUB(2).
Theorem 3. The scheme ShssUp is pure of dimension 2. For U
p sufficiently small, the ir-
reducible components are isomorphic to the surface xp3x0 − x
p
0x3 + x
p
2x1 − x
p
1x2 = 0. The
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intersection of two irreducible components if nonempty is either isomorphic to a P1 or is a
point.
We end this introduction by mentioning two applications of the results that are obtained in
this article.
- In the preprint [Wang19a], we use the results in this article to describe the quaternionic
unitary Rapoport-Zink space with arbitary parahoric level structure.
- We will also apply the results in this article to the questions of level lowering for Siegel
modular forms improving the results in [VH19], see the forthcoming work [Wang19b].
1.4. Acknowledgement. The author would like to thank Henri Darmon for supporting his
postdoctoral studies. He would like to thank Liang Xiao for many helpful conversations re-
garding to Shimura varieties and beyond. He is grateful to Ulrich Go¨rtz for all the help and
his comments on this article. He is inspired by reading many works of Chia-Fu Yu on Siegel
modular varieties. He also would like to thank Ben Howard, Eyal Goren, Yichao Tian, Xu Shen
and Benedict Gross for valuable discussions related to this article. He would like to thank the
referees for all the corrections.
While this article is being reviewed, Yasuhiro Oki obtained similar results about the super-
singular locus of the quaternionic unitary Shimura variety independently. His method is com-
pletely different. He exploited the exceptional isomorphisms between the group GUB(2) and
the non-split GSpin(3, 2). Then he embedded the non-split GSpin(3, 2) in the split GSpin(4, 2).
This allows him to use the results of Howard-Pappas [HP14] mentioned before. We would like
to thank Yoichi Mieda for sending Oki’s work to us.
1.5. Notations. Let p be an odd prime and let F be an algebraically closed field containing
Fp. Let W0 = W (F) be the Witt ring of F and K0 = W (F)Q be its fraction field. Denote by
ψ0 and ψ1 the two embeddings of Fp2 in F. Let σ be the Frobenius on F. Let M1 ⊂M2 be two
W (F)-modules we wrire M1 ⊂d M2 if the colength of the inclusion is d. If R is ring and L is
an R-module and R′ is an R-algebra, we define LR′ = L⊗RR′. Let B be a quaternion division
algebra over Q which ramifies at p and splits at ∞.
2. Quaternionic unitary Rapoport-Zink space
2.1. Isocrystal with quaternionic multiplication. Let N be an isocrystal of height 8 over
F which is isotypic of slope 12 . Let ι : Bp → End(N) be an action of Bp on N . We can write Bp
asQp2+Qp2Π with Π
2 = p. Suppose N is equipped with an alternating form (·, ·) : N×N → K0
with the property that (Fx, y) = (x, V y)σ and (bx, y) = (x, b∗y) where b∗ is the image of b
under a neben involution of the quaternion algebra. More precisely, the involution can be given
by
x∗ = σ(x), x ∈ Qp2
Π∗ = Π.
The action of OBp decomposes N into N = N0⊕N1. Restricting the symplectic form (x, y)0 :=
(x,Πy) to N0 gives an identification between the group GUBp(N) and GSp(N0) over W0 cf.
[RZ96, 1.42].
We will use covariant Dieudonne´ theory throughout this article. A Dieudonne´ lattice M is
a lattice in N with the property that pM ⊂ FM ⊂ M . A Dieudonne´ lattice is superspecial
if F 2M = pM and in this case F = V . We are concerned with Diedonnee´ lattice with an
additional endomorphism ι : OBp → End(M). Here we can represent OBp by Zp2 + Zp2Π and
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hence we can decompose M as M0 ⊕M1 with an additional operator Π that swaps the two
components. The alternating form (·, ·), restricted to M , induces a pairing (·, ·) : M0 ×M1 →
W0.
2.2. Rapoport-Zink space for quaternionic unitary group. Recall the set valued functor
N defined in Section 1.2. Let S ∈ (Nilp). The S-valued points N (S) of N are given by the set
of isomorphism classes of the quadruples (X, ιX , λX , ρX) where
- X is a p-divisible group of dimension 4 and height 8;
- λX : X → X∨ is a principal polarization;
- ιX : OBp → EndS(X) is an action of OBp satisfying the Kottwitz condition (1.1);
- ρX : X ×S S0 → X×F S0 is an OBp -linear quasi-isogeny .
Lemma 2.1. The functor N is representable by a separated formal scheme locally formally of
finite type over Spf(W0). Moreover N is flat and formally smooth away from the superspecial
point.
Proof. The representability follows from [RZ96] and the second assertion on flatness and the
singularity relies on the analysis of the local model below. We will see after unramified base
change it is equivalent to the local model for the split symplectic group of dimension 4 with
paramodular level. Then the result we need here is proved in [Yu11]. See the section below for
a discussion. 
2.3. Local model. The local model for this PEL-type Rapoport-Zink space is defined as in
[RZ96, Definition 3.27]. LetMloc be the set valued functor on the category Zp-schemes defined
as follows. Let S be a test scheme then the set Mloc(S) is the set of (Λ,FΛ) up to ismorphism
where
- Λ is a OBp -module of Zp-rank 8;
- FΛ ⊂ Λ⊗OS is a locally free OBp ⊗Zp OS submodule of Zp-rank 4.
The module Λ is equipped with a alternating form (·, ·) that satisfies (bx, y) = (x, b∗y) and we
require that Λ ∼= Λ⊥ where Λ⊥ is the integral dual of Λ with respect to the form (·, ·) and that
FΛ is isotropic. We also require that FΛ satisfies the Kottwitz condition:
det(T − ι(a);FΛ) = (T
2 − Trd0(a)T +Nrd0(a))2
for every a ∈ OBp . As we have seen in Section 2.1, for each (Λ,FΛ) we have a decomposition
Λ⊗Zp2 = Λ0 ⊕Λ1 ⊃ FΛ ⊗Zp2 = F0 ⊕F1. The conditions we put on (Λ,FΛ) translates to the
conditions that Λ⊥0 = Λ1, ΠΛ0 ⊂
2 Λ1, ΠΛ1 ⊂2 Λ0, ΠF0 ⊂ F1 and ΠF1 ⊂ F0. We define a new
alternating form on Λ0 by (x, y)0 = (x,Πy). With respect to this new form, we see that the
pair (Λ,FΛ) is equivalent to the pair (Λ0,F0) that satisfies the condition pΛ∨0 ⊂ Λ0 ⊂ Λ
∨
0 , F0 is
isotropic with respect to (·, ·)0. For example the first condition can be seen from the following
computation,
ΠΛ1 = ΠΛ
⊥
0 = {x ∈ Λ0 ⊗Qp : (Λ0,Π
−1x) ⊂ Zp2}
= {x : (Λ0,
1
p
Πx) ⊂ Zp2}
= pΛ∨0 .
Hence after base change to W0, we see that M
loc
W0
is equivalent to the functor Mloc{1},W0 where
Mloc{1} is the set valued functor on the category of Zp-schemes defined as follows. For S a test
Zp-scheme, the set M
loc
{1}(S) classifies the isomorphism classes of the pairs (Λ,FΛ) where
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- Λ is a Zp-module of rank 4;
- FΛ ⊂ Λ⊗OS is locally free of rank 2.
The lattice Λ is equipped with an alternating form (·, ·)0 and we require that
pΛ∨ ⊂2 Λ ⊂2 Λ∨
for the integral dual Λ∨ of Λ with respect to the form (·, ·)0 and FΛ is isotropic with respect to
(·, ·)0. The latter local modelMloc{1} arises when one studies the Siegel threefold with paramodu-
lar level structure and we refer the reader to the article [Yu11] for the study of this local model.
In particular, by [Yu11, Lemma 2.4], the singularity of the special of Mloc{1} is reflected by the
condition that pΛ∨0 = F0. Then using the local model diagram [RZ96, 3.29], this translates to
the condition that VM1 = ΠM1 for a Dieudonne´ latticeM =M0⊕M1 under the identification
of M to ΛW0 . One then concludes that M is superspeical easily from this. This finishes the
proof of Lemma 2.1. The following theorem is [Yu11, Theorem 1.3] which characterize the
type of singularity of the local model of Mloc{1},W0 and hence of M
loc
W0
.
Theorem 2.2. The special fiber of the local model Mloc{1},W0 is singular in a discrete set of
points and the formal completion of the local ring at a singular point in the special fiber is given
by
F[[x11, x12, x21, x22]]/(x11x22 − x12x21).
2.4. Points of the Rapoport-Zink space. By passing to Dieudonne´ modules, the F-points
of the Rapoport-Zink space N (F) can be identified with the following set
N (F) = {M ⊂ N :M⊥ = cM, pM ⊂ VM ⊂M,
ΠM0 ⊂
2 M1,ΠM1 ⊂
2 M0, V M1 ⊂
2 M0, V M0 ⊂
2 M1}.
(2.3)
The last two conditions of the definition follows from the Kottwitz condition and similar con-
dition on Π follows from the following commutative diagram:
M0 M1
M1 M0.
V
Π Π
V
We claim the following Pappas condition on N is automatic:
(2.4) ∧2 (ι(Π); Lie(X)i) = 0 for i = 0, 1.
Indeed, since we have the composite of Π : M0/VM1 → M1/VM0 and Π : M1/VM0 →
M0/VM1 being multiplication by p, at least one of them is not invertible. Note also that we
have (Πx, y) = (x,Πy), the other is also not invertible.
On the level of F-points, this translates to
(2.5) dimF VM0 +ΠM0/VM0 ≤ 1 and dimF VM1 +ΠM1/VM1 ≤ 1.
We can restrict to the component ofN (0) that classifies degree 0 quasi-isogenies in the definition
of the Rapoport-Zink space i.e c(ρ) ∈ Z×p and M = M
⊥ in N . In light of what we discussed
above that the identification between GUBp(2) and GSp(4) over W0 is via restricting to the
0-th component N0, we will similarly restrict Dieudonne´ lattices M to their 0-th componetM0.
We put τ := ΠV −1 and for a lattice D ⊂ N0 we denote by D∨ the integral dual of D in N0
with respect to (·, ·)0. The set theoretic description in (2.3) of the Rapoport-Zink space then
can be reformulated in terms of lattices in N0 with respect the form (·, ·)0. We are interested
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in the underlying reduced scheme structure of N (0) and we denote this reduced scheme by
M = Nred(0). The F-points of M are given as follows.
Proposition 2.6. There is a bijection between M(F) and the following set
M(F) = {D ⊂ N0 : pD
∨ ⊂2 D ⊂2 D∨, pD∨ ⊂2 τ(D) ⊂2 D∨}.
The map is sending M =M0 ⊕M1 to D =M0. Moreover dimFD + τ(D)/D ≤ 1.
Proof. The first condition corresponds to the condition ΠM0 ⊂2 M1. The second condition
corresponds to the Kottwitz condition (1.1). We only spell out the details for the second
condition as similar computation is used throughout this article. Since pM1 ⊂ FM0 ⊂M1, we
have ΠM1 ⊂ ΠV
−1M0 = τ(M0) ⊂ Π
−1M1. Notice we have:
ΠM1 = ΠM
⊥
0 = {x ∈ N0 : (M0,Π
−1x) ⊂W0}
= {x ∈ N0 : (M0,
1
p
Πx) ⊂W0}
= pM∨0 .
The second condition follows. The moreover part is a direct translation of the Pappas condition
(2.5). 
3. Bruhat-Tits Stratification for quaternionic unitary group
3.1. Deligne-Lusztig varieties. Let G0 be a connected reductive group over Fp and let G =
G0,F be its base change to F. Let T be a maximal torus contained in G and B a Borel
subgroup containing T . We can assume T is defined over Fp. Let W be the finite Weyl group
corresponding to (T,B). ThenW affords an action by the Frobenius σ induced by the Frobenius
action on G.
Let ∆∗ = {α1, · · · , αn} be the simple roots corresponding to (T,B) and let si be the simple
reflection corresponding to the root αi. For I ⊂ ∆∗, let WI be the subgroup of W generated by
{si : i ∈ I}. Consider PI the corresponding parabolic subgroup of G. For another set J ⊂ ∆∗,
we have a decomposition
G =
⋃
w∈WI\W/WJ
PIwPJ
and hence a bijection
PI\G/PJ ∼=WI\W/WJ .
We define the relative position map
inv : G/PI ×G/PJ →WI\W/WJ
by sending (g1, g2) to g
−1
1 g2 ∈ PI\G/PJ .
Definition 3.1. For a given w ∈ WI\W/Wσ(I), the Deligne-Lusztig variety XPI (w) is the
locally closed reduced subscheme of G/PI whose F-points are described by the set
(3.2) XPI (w) = {gPI ∈ G/PI ; inv(g, σ(g)) = w}.
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3.2. The symplectic group. Let G0 be the symplectic group over Fp defined by a symplectic
space (V, (·, ·)) of dimension 4 over Fp. We choose a basis (e1 · · · e4) of V that (ei, e5−j) = ±δi,j
for i = 1, · · · , 4. The simple reflections in W can be understood as follows, as elements in S4,
s1 = (12)(34);
s2 = (23);
s1s2 = (1243).
(3.3)
We define the elements w1, w2 ∈W by w1 = s1 and w2 = s1s2.
Denote by G the group G = G0 ⊗ F. We are concerned with the Deligne-Lusztig vari-
ety XPI (w) for I = {1} where P{1} is the Klingen parabolic. Consider the following closed
subvarieties of G/P{1}
(3.4) Y
(+)
V = {U ⊂ VF : dimF U = 1, U ⊂ U
⊥, dimF U + σ(U)/U ≤ 1, U ⊂ U
⊥ ∩ σ(U⊥)};
and
(3.5) Y
(−)
V = {U ⊂ VF : dimF U = 3, U
⊥ ⊂ U, dimF U/U ∩ σ(U) ≤ 1, U
⊥ ⊂ U ∩ σ(U)}.
They are obviously isomorphic to each other. We would like to define a stratification on Y
(±)
V .
Theorem 3.6. There is a decomposition of Y
(±)
V into disjoint union of locally closed subvari-
eties
(3.7) Y
(±)
V = XP{1}(1) ⊔XB(w1) ⊔XB(w2)
where w1 and w2 are as in (3.3). Here XP{1}(1) is closed and of dimension 0, XB(w1) is of
dimension 1 and XB(w2) is two dimensional. Moreover Y
(±)
V is the closure of XB(w2).
Proof. We use the description of Y
(−)
V as in (3.5). One has Y
(−)
V = XP{1}(1) ∪ XP{1}(w1)
and XP1(w1) = XB(w1) ∪XB(w2). In fact using the description as 3.5, one has the following
descriptions
- XP{1}(1) consists of U that is σ-stable;
- XB(w1) consists of U that is not σ-stable but U ∩ σ(U) is σ-stable and is a totally
isotropic plane;
- XB(w2) consists of U that is not σ-stable and U ∩ σ(U) is not σ-stable but is a totally
isotropic plane.
There is a more concrete description of the each stratum. The closed stratum XP{1}(1)
consists of a discrete set of Fp-rational points of Y
(−)
V (F).
The irreducible components of XB(w1) are the complement of Fp-points in P
1. Indeed,
since U is not σ-stable, U ∩ σ(U) is of dimension 2. Moreover U ∩ σ(U) has the property
that U ∩ σ(U) = U⊥ + σ(U)⊥ = (U ∩ σ(U))⊥. The line U⊥ ⊂ U ∩ σ(U) gives a point in P1.
This point is not Fp-rational as U is not σ-stable. Conversely, given any σ-stable plane T in
V with the property that T = T⊥ and a line U⊥ ⊂ T , U gives a point in XB(w1). Indeed,
U⊥ ⊂ T = T⊥ ⊂ U and U ∩ σ(U) = T follows by considering the index among the vector
spaces.
The open stratum XB(w2) is the surface defined as in [DL76, 2.4]. It is the surface defined
by the set of x ∈ P(V ) such that (x, σ(x)) = 0 and (x, σ2(x)) 6= 0. By choosing a coordinate
system on P(V ), say x0, x1, x2, x3, we see it is defined by removing from the surface
xp3x0 − x
p
0x3 + x
p
2x1 − x
p
1x2 = 0
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a collection of P1, one for each isotropic plane defined over Fp. The closure of XB(w2) is YV
and it is the surface defined by xp3x0 − x
p
0x3 + x
p
2x1 − x
p
1x2 = 0.

3.3. Vertex lattices in GSp(4). The affine Dynkin diagram of type C˜2 is given by
•
0
+3 •
1
•
2
ks
where the nodes 0 and 2 are special and 1 is not special in the sense that the parahoric subgroup
corresponding to 0 and 2 are special parahoric subgroups.
Let V be symplectic space over Qp of dimension 4. The vertices of a base alcove of the
building for Sp(4)(V ) is identified with the nodes in the Dynkin diagram. Thus we label the
vertices by the set {0, 1, 2}. The vertex 0 corresponds to a lattice L with pL∨ ⊂4 L ⊂0 L∨, the
vertex 1 corresponds to a lattice L with pL∨ ⊂2 L ⊂2 L∨ and the vertex 2 corresponds to a
lattice L with pL∨ ⊂0 L ⊂4 L∨. We restrict the form (·, ·)0 to C and consider C as a symplectic
space. The vertices of the base alcove can also be identified with the maximal parahorics of
the group GSp(4)(Qp). The vertices 0 and 2 both correspond to the hyperspecial parahoric and
vertex 1 corresponds to the paramodular parahoric. The edge connecting the vertices 0 and 2
corresponds to the Siegel parahoric which is not maximal.
Let b be an element in its σ-conjugacy class which gives the isocrystal N and let Jb be the
σ-conjugate centralizer of b in the group GUBp(N), see [RZ96, Proposition 1.12]. Consider
the slope zero isocystal (N0, τ), by a theorem of Dieudonne´ it gives rise to a factorization
N0 = C ⊗Qp K0 where C = N
τ=1
0 . We restrict the form (·, ·)0 to C and thus consider C as a
symplectic space over Qp.
Lemma 3.8. There is an isomorphism between the group Jb(Qp) the σ-conjugate centralizer
of b which gives the isocystal N and the group GSp(C).
Proof. By definition, we have Jb = {g ∈ GUBp(N); gF = Fg}. Since g commutes with the
action of Bp, it respects the decomposition of N = N0 ⊕N1. Since it also commutes with the
Frobenius F , the action is uniquely determined on its restriction to N0. The result then follows
from the fact that g also commutes with τ . This claim is also stated in [RZ96, 1.42]. 
Definition 3.9. We consider Zp-lattices L in C. We call such a lattice L a vertex lattice of
type i if it represents a vertex of type i in the fixed base alcove of the Bruhat-Tits building of
Sp(C) for i ∈ {0, 1, 2}.
Next we associate to each vertex lattice L a characteristic subset ML(F) of M(F).
Definition 3.10.
(1) For a vertex lattice L0 of type 0, the stratum ML0(F) is the set
{D ∈ M(F) : D ⊂ L0,W0}.
(2) For a vertex lattice L2 of type 2, the stratum ML2(F) is the set
{D ∈ M(F) : L2,W0 ⊂ D}.
(3) For a vertex lattice L1 of type 1, the stratum ML1(F) is the set
{D ∈ M(F) : L1,W0 ⊂ D}.
We refer to these sets MLi(F) as lattice strata of M(F).
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To show these lattice strata give a partition of the setM(F), we will rely on an analogue of
the crucial lemma as in [Vol10, Lemma 2.1] .
Proposition 3.11. Given D ∈M(F), we can find a τ-stable lattice L(D) in N0 that it either
fits in the following chain of lattices
(3.12) pL(D)∨ ⊂ pD∨ ⊂ D ⊂ L(D) ⊂ L(D)∨ ⊂ D∨
or it fits in
(3.13) pD∨ ⊂ pL(D)∨ ⊂ L(D) ⊂ D ⊂ D∨ ⊂ L(D)∨.
Proof. The proof of this is similar to [Vol10] Lemma 2.1 but there the Kottwitz condition is
different.
SupposeD is τ -stable, then there is nothing to prove and we simply let L(D) = D. Otherwise,
the Pappas condition shows that D ⊂1 D+ τ(D). Suppose that D+ τ(D) is τ -stable, then we
set L(D) = D + τ(D). Notice that Since D ∈M(F), we have
(3.14) pD∨ ⊂ D ⊂ D∨ and pD∨ ⊂ τ(D) ⊂ D∨.
Therefore L(D) = D + τ(D) ⊂ L(D)∨ = D∨ ∩ τ(D)∨ and L(D) fits in (3.12).
Now suppose D + τ(D) is not τ -stable and we claim that D ∩ τ(D) is τ -stable. Indeed,
suppose otherwise D ∩ τ(D) is not τ -stable, by (3.14), we have pτ(D)∨ ⊂1 D ∩ τ(D) and
pτ(D)∨ ⊂1 τ(D) ∩ τ2(D). Hence
(3.15) D ∩ τ(D) ∩ τ2(D) = pτ(D)∨.
Now, we consider the family of lattices Lj(D) = D+ τ(D) + · · ·+ τ j(D). There is a minimal d
such that Ld(D) = τ(Ld(D)) by [RZ96, Proposition 2.7] and we set L(D) = Ld(D). From the
Pappas condition in 2.6, we deduce that
τ(Lj−2(D)) ⊂
1 Lj−1(D) ⊂
1 Lj(D)
and
τ(Lj−2(D)) ⊂
1 τ(Lj−1(D)) ⊂
1 Lj(D).
It follows that
(3.16) τ(Lj−2(D)) = Lj−1(D) ∩ τ(Lj−1(D)).
By (3.14) D + τ(D) ⊂ D∨ ⊂ p−1τ(D) and τ(D) + τ2(D) ⊂ τ(D)∨ ⊂ p−1τ(D). Then we have
D + τ(D) + τ2(D) ⊂ p−1τ(D). Thus
Ld(D) = D + τ(D) + · · ·+ τ
d(D) ⊂ p−1τ(D) + p−1τ2(D) + · · · p−1τd−1(D) ⊂ p−1Ld−1(D).
Applying τ l for any integer l on both sides, we get Ld(D) ⊂ p−1
⋂
l∈Z τ
l(Ld−1(D)). It follows
from (3.16) that ⋂
l∈Z
Ld−1(D) =
⋂
l∈Z
Ld−2(D) = · · · =
⋂
l∈Z
D.
Hence
Ld(D) ⊂ p
−1
⋂
l∈Z
τ l(Ld−1(D)) = p
−1
⋂
l∈Z
τ l(D).
Now we apply (3.15) and we find
Ld(D) ⊂ p
−1
⋂
l∈Z
τ l(Ld−1(D)) = p
−1
⋂
l∈Z
τ l(D) =
⋂
l∈Z
τ l(D)∨ = Ld(D)
∨.
Then Ld(D) satisfies (3.12) and it follows that the indices among the lattices has to be
pLd(D)
∨ ⊂1 pD∨ ⊂2 D ⊂1 L(D) ⊂0 Ld(D)∨ ⊂1 D∨. This implies Ld(D) = D + τ(D)
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and this is a contradiction to the assumption that D+ τ(D) is not τ stable. This proves in this
case D ∩ τ(D) is τ -stable and we set L(D) = D ∩ τ(D). Then one checks easily as before that
L(D) satisfies (3.13).

Remark 3.17. The lattice L(D) in the previous proposition gives rise to a vertex lattice L by
L = L(D)τ=1.
Definition 3.18. For i = 0, 1, 2, we define the Bruhat-Tits stratum of type i to be
M{i}(F) =
⋃
Li
MLi(F)
where the union is taken over all the the vertex lattices of type i.
Corollary 3.19. We have a decomposition of the set M(F) by
M(F) =M{0}(F) ∪M{1}(F) ∪M{2}(F).
Proof. This follows from Proposition 3.11. Indeed, if D is τ -invariant, then we have pL∨(D) ⊂2
L(D) ⊂2 L∨(D) and D = L(D) gives a vertex lattice of type 1 and D ∈M{1}.
If D is not τ -invariant, then L(D) either fits in
pL(D)∨ ⊂1 pD∨ ⊂2 D ⊂1 L(D) ⊂0 L(D)∨ ⊂1 D∨
or fits in
pD∨ ⊂1 pL(D)∨ ⊂0 L(D) ⊂1 D ⊂2 D∨ ⊂1 L(D)∨.
In the first case L(D) gives a vertex lattice of type 0 and D ∈ M{0}. In the second case
L(D) gives a vertex lattice of type 2 and D ∈M{2}. 
3.4. Ekedahl-Oort stratifications of lattice strata. The goal of this section is to define,
for each vertex lattice Li of type i with i = 0, 2, a set theoretic Ekedahl-Oort stratification of
the lattice stratumMLi(F). We define the following subsets of ML0(F) which we will refer to
as the Ekedahl-Oort strata
M◦L0(F) =ML0(F)− (M{2}(F) ∪M{1}(F));
ML0,{2}(F) =ML0(F) ∩M{2}(F);
M◦L0,{2}(F) = (ML0(F) ∩M{2}(F))−M{1}(F);
ML0,{1}(F) =ML0(F) ∩M{1}(F).
(3.20)
Then ML0(F) admits a decomposition which we call the Ekedahl-Oort stratification
(3.21) ML0(F) =M
◦
L0(F) ⊔M
◦
L0,{2}
(F) ⊔ML0,{1}(F).
In the proposition below we will describe the Ekedhal-Oort strata in terms of Deligne-Lusztig
varieties. We define the symplectic space V (L0) of dimension 4 over F by L0,W0/pL
∨
0,W0
and
we put YL0 = Y
(−)
V (L0)
.
Proposition 3.22. There is a bijection between ML0(F) and YL0(F). This bijection is com-
patible with the stratification on both sides in the sense that
- the stratum M◦L0(F) is in bijection with XB(w2)(F);
- the stratum M◦L0,{2}(F) is in bijection with XB(w1)(F);
- the stratum ML0,{1}(F) is in bijection with XP{1}(1)(F).
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Proof. Given a point D ∈ML0(F), we have the following chain of inclusions:
pL∨0,W0 ⊂
1 pD∨ ⊂2 D ⊂1 L0,W0 .
Recall that V (L0) = L0,W0/pL
∨
0,W0
, then sending D to the flag
0 ⊂1 U⊥ = pD∨/pL∨0,W0 ⊂
2 U = D/pL∨0,W0 ⊂
1 L0,W0/pL
∨
0,W0
gives a map from ML0(F) to YL0(F).
Given D ∈ M◦L0(F), D ∩ τ(D) is not τ -stable by definition of M
◦
L0
(F) and hence U ∩ σ(U)
is not σ-stable. This gives a point in XB(w2)(F).
Given D ∈ M◦L0,{2}(F), then there is a vertex lattice L2 of type 2 such that
pL∨0,W0 ⊂
1 pD∨ ⊂1 L2,W0 ⊂
1 D ⊂1 L0,W0 .
Hence comparing D∩ τ(D) and L2,W0 shows that L2,W0 = D∩σ(D). Then U
⊥ = pD∨/pL∨0,W0
is not σ-stable but U ∩ σ(U) is σ-stable and this is precisely in XB(w1)(F).
Given D ∈ M◦L0,{1}(F), then there is vertex lattice L1 of type 1 such that
pL∨0,W0 ⊂
1 pD∨ ⊂ pL∨1,W0 ⊂
2 L1,W0 ⊂ D ⊂
1 L0,W0 .
This forces D = L1 and U
⊥ = pD∨/pL∨0,W0 is σ-stable and this is precisely in XP{1}(1)(F).
Conversely, if 0 ⊂ U⊥ ⊂ U ⊂ V (L0) = L0,W0/pL
∨
0,W)0
, then define D as the preimage of U
in L0,W0 . One check easily this gives the desired inverse map. 
We define the following subsets of ML2(F) similarly as in the previous case
M◦L2(F) =ML2(F)− (M{0}(F) ∪M{1}(F));
ML2,{0}(F) =ML2(F) ∩M{0}(F);
M◦L2,{0}(F) = (ML2(F) ∩M{0}(F))−M{1}(F);
ML2,{1}(F) =ML2(F) ∩M{1}(F).
(3.23)
Then ML2(F) admits also the Ekedhal-Oort stratification
(3.24) ML2(F) =M
◦
L2(F) ⊔M
◦
L2,{0}
(F) ⊔ML2,{1}(F).
We define the symplectic space V (L2) of dimension 4 over F by L
∨
2,W0
/L2,W0 and we put
YL2 = Y
(+)
V (L2)
.
Proposition 3.25. There is a bijection between ML2(F) and YL2(F). This bijection is com-
patible with the stratification on both sides in the sense that
- The stratum M◦L2(F) is in bijection with XB(w2)(F);
- The stratum M◦L2,{0}(F) is in bijection with XB(w1)(F);
- The stratum ML2,{1}(F) is in bijection with XP{1}(1)(F).
Proof. Given D ∈ML2(F), we have the following chain of inclusions:
L2,W0 ⊂
1 D ⊂2 D∨ ⊂1 L∨2,W0 .
Let V (L2) = L
∨
2,W0
/L2,W0 , then sending D to the flag
0 ⊂1 D/L2,W0 ⊂
2 D∨/L2,W0 ⊂
1 L∨2,W0/L2,W0
gives the desired map from ML2(F) to YL2(F). The rest of proof proceeds similarly as in the
previous case. 
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For a vertex lattice L1 of type 1, recall that the stratum ML1(F) is the set
{D ∈ M(F) : L1,W0 ⊂ D}.
This stratum consists of a superspecial point.
Proposition 3.26. The stratum ML1(F) consists of a single superspecial point and M{1}
consists of all the superspecial points.
Proof. Given D ∈ML1(F), we have the following chain:
L1,W0 ⊂ D ⊂ D
∨ ⊂ L∨1,W0 .
This forces L1,W0 = D. Since τ(L1,W0 ) = L1,W0 , it follows that V D = ΠD. As Π
2 = p, D is
superspecial. Note that M is superspecial if and only if M0 = D is superspecial. The result
follows. It is also clear that all the superspecial points arise this way. 
Lemma 3.27. Let L1 be a vertex lattice of type 1. Then we can find a vertex lattice L0 of type
0 containing L1 and a vertex lattice L2 of type 2 contained in L1.
Proof. Since L1 is a vertex lattice of type 1, pL
∨
1 ⊂
2 L1 ⊂2 L∨1 . Consider the symplectic space
L∨1 /L1 of dimension two. Choose any line l¯ in L
∨
1 /L1 and denote by L0 its lift in L
∨
1 . One
verifies immediately that L0 is a vertex lattice type 0. Similarly choose any line in L1/pL
∨
1
gives a vertex lattice L2 of type 2. 
This lemma shows that any superspecial point is contained in the intersection
ML0(F) ∩ML2(F)
for a vertex lattice L0 of type 0 and a vertex lattice L2 of type 2. Finally we study the
intersection of any two 2-dimensional lattice strata. We have already seen that for a vertex
lattice L0 of type 0 and a vertex lattice L2 of type 2, the intersection ML0(F) ∩ML2(F) is
P1(F). Let L0 and L
′
0 be two vertex lattices of type 0. Similarly let L2 and L
′
2 be two vertex
lattices of type 2.
Lemma 3.28. Suppose the intersection of ML0(F) and ML′0(F) is nonempty, then it con-
sists of a superspecial point corresponding to the vertex lattice L0 ∩ L′0 of type 1. Similarly if
the intersection of ML2(F) and ML′2(F) is nonempty, then it consists of a superspecial point
corresponding to the vertex lattice L2 + L
′
2 of type 1.
Proof. Suppose M ∈ ML0 ∩ML′0. Then pL
∨
0,W0
⊂1 pM∨ ⊂2 M ⊂1 L0,W0 and p(L
′
0,W0
)∨ ⊂1
pM∨ ⊂2 M ⊂1 L′0,W0 , this forces M = L0,W0 ∩ L
′
0,W0
. Moreover L0 ∩ L
′
0 is a vertex lattice of
type 1. The statement for L2, L
′
2 is proved in a similar way. 
4. The isogeny trick
For each vertex lattice L, we now would like to equip the setML(F) with a scheme structure.
If L0 is a vertex lattice of type 0, we define L
+
0 = L0,W0 ⊕ Π
−1L0,W0 and L
−
0 = (L
+
0 )
⊥ where
⊥ is the integral dual taken with respect to the form (·, ·) inside of N . Notice by an easy
computation L⊥0,W0 = ΠL
∨
0,W0
= ΠL0,W0 and (Π
−1L0,W0)
⊥ = pL∨0,W0 = pL0,W0 .
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Lemma 4.1. The lattices L+0 and L
−
0 give rise to p-divisible groups XL+0
and XL−0
equipped
with two quasi-isogenies ρL+0
: XL+0
→ X and ρL−0
: XL−0
→ X. Moreover there is a commutative
diagram:
XL+0
X∨
L−0
X X∨.
∼
ρ
L
+
0
λX
ρ∨
L
−
0
Proof. To see L+0 defines a p-divisible groups, we need to verify that pL
+
0 ⊂ V L
+
0 ⊂ L
+
0 . This
is equivalent to pΠ−1L0,W0 ⊂ V L0,W0 ⊂ Π
−1L0,W0 and pL0,W0 ⊂ VΠ
−1L0,W0 ⊂ L0,W0 . Notice
that Π = V = F on L0,W0 and the two conditions above are easily verified. Therefore L
+
0 gives
a p-divisible group XL+0
. The dual L−0 of L
+
0 gives the dual p-divisible group XL−0
∼= X∨
L+0
. The
maps ρL+0
and ρL−0
are given by the inclusions of L+0 ⊂ N and L
−
0 ⊂ N . 
Let (X, ιX , λX , ρX) ∈ M(R) for a F-algebra R, consider the quasi-isogenies defined by
(4.2) ρX,L+0
: X
ρX
−−→ XR
ρ−1
L
+
0−−−→ XL+0 ,R
and
(4.3) ρX,L−0
: XL−0 ,R
ρ
L
−
0−−−→ XR
ρ−1
X−−→ X.
Definition 4.4. We define lattice stratum ML0 associated to L0 as the subscheme of M
consisting of those points that ρX,L+0
is an isogeny. This is equivalent to ρX,L−0
is an isogeny.
Proposition 4.5. The subscheme ML0 is a closed subscheme of M. Moreover ML0 is pro-
jective.
Proof. First of all, ML0 is a closed subscheme by [RZ96, Proposition 2.9]. Moreover ML0 is
bounded in the sense of [RZ96, 2.30]. This follows from the fact that we have constructed the
two isogenies
XL−0 ,R
ρ
X,L
−
0−−−−→ X
ρ
X,L
+
0−−−−→ XL+0 ,R
.
Thus ML0 is closed subscheme of a projective scheme by [RZ96, Corollary 2.29]. Thus it is
projective itself. 
Lemma 4.6. The set ML0(F) in Definition 3.10 is precisely the set of F-points of ML0.
Proof. Giving a F-point of ML0 is equivalent to giving a Dieudonne´ module M ⊂ L
+
0 but this
is equivalent to M0 ⊂ L0,W0 . Indeed, if M ⊂ L
+
0 , then M0 ⊂ L0,W0 is obvious. Conversely if
M0 ⊂ L0,W0 , then M1 = ΠM
∨
0 ⊂ Π
−1M0 ⊂ Π−1L0,W0 . 
If L2,W0 is a vertex lattice of type 2, we define L
+
2 = L2,W0⊕ΠL2,W0 and L
−
2 = (L
+
2 )
⊥ where
⊥ is taken with respect to the form (·, ·) inside of N . The proof of the following statements are
proved exactly the same way as in the L0 case.
Lemma 4.7. The lattices L+2 and L
−
2 gives rise to p-divisible groups XL+2
and XL−2
equipped
with quasi-isogenies ρL+2
: XL+2
→ X and ρL−2
: XL−2
→ X. Moreover there is a commutative
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diagram:
XL+2
X∨
L−2
X X∨.
∼
ρ
L
+
2
λX
ρ∨
L
−
2
Let (X, ιX , λX , ρX) for a F-algebra R, consider the quasi-isogeny defined by
(4.8) ρX,L+2
: XL+2 ,R
ρ
L
+
2−−−→ XR
ρ−1
X−−→ X,
and
(4.9) ρX,L−2
: X
ρX
−−→ XR
ρ−1
L
−
2−−−→ XL−2 ,R
.
Definition 4.10. We define the lattice stratum ML2 associated to L2 as the subscheme of M
consisting of those points that ρX,L+2
is an isogeny or equivalently ρX,L−2
is an isogeny.
Proposition 4.11. The subscheme ML2 is a closed subscheme of M. Moreover ML2 is
projective. The set ML2(F) in Definition 3.10 is precisely set of F-points of ML2 .
Proof. This is proved in the exactly same way as in Proposition 4.5 and Lemma 4.6. 
4.1. The isomorphism between ML and YL. Let L0 be a vertex lattice of type 0 and L2
a vertex lattice of type 2. The goal of this subsection is to define a map fi : Mi → YLi for
i = 0, 2 and show that it is an isomorphism.
We begin with L0. Given a point (X, ιX , λX , ρX) ∈ ML0(R) for a F-algebra R. Consider
the isogenies
ρL0 : XL−0 ,R
ρ
X,L
−
0−−−−→ X
ρ
X,L
+
0−−−−→ XL+0 ,R
.
The kernel of ρL0 is the quotient L
+
0,R/L
−
0,R which we compute to be L0,R/pL
∨
0,R⊕Π
−1L0,R/ΠL
∨
0,R.
The kernel of ρX,L−0
is a direct summand of L0,R/pL
∨
0,R⊕Π
−1L0,R/ΠL
∨
0,R which we compute to
be M0/pL
∨
0,R⊕ΠM
∨
0 /ΠL
∨
0,R whereM =M0⊕M1 is the covariant Dieudonne´ crystal D(X)(R)
of X [BBM82]. Sending (X, ιX , λX , ρX) ∈ ML0(R) to M0/pL
∨
0,R ⊂ L0,R/pL
∨
0,R gives a map
from ML0 to YL0 . We denote this map by f0.
We consider a vertex lattice L2 of type 2. Given a point (X, ιX , λX , ρX) ∈ ML2(R) for a
F-algebra R. Consider the isogenies
ρL2 : XL+2 ,R
ρ
X,L
+
2−−−−→ X
ρ
X,L
−
2−−−−→ XL−2 ,R
.
The kernel of ρL0 is the quotient L
−
2,R/L
+
2,R which we compute to be L
∨
2,R/L2,R⊕ΠL
∨
2,R/ΠL2,R.
The kernel of ρX,L−0
is a direct summand of L∨2,R/L2,R⊕ΠL
∨
2,R/ΠL2,R which we compute to be
M0/L2,R ⊕ΠM∨0 /ΠL2,R where M =M0 ⊕M1 is the covariant Dieudonne´ crystal D(X)(R) of
X . Sending (X, ιX , λX , ρX) ∈ ML2(R) to M0/L2,R gives a map fromML2 to YL2 . We denote
this map by f2.
Proposition 4.12. The maps fi :MLi → YLi are isomorphisms for i = 0, 2.
Proof. Using the theory of windows of display [Zin99] in place of Dieudonne´ modules, one can
show f0 is bijective on k-points for any field extension k over F following the same proof as
in Proposition 3.22. Since YL0 is a closed subscheme of a projective scheme, it is projective.
Moreover it is smooth and hence normal. Note that f0 is proper since ML0 is proper and YL0
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is separated. Therefore we can apply Zariski’s main theorem, f0 is an isomorphism. The proof
for f2 is exactly the same. 
4.2. The Bruhat-Tits stratification in the quaternionic unitary case. We can now
transfer the results on the Bruhat-Tits stratification from the set theoretic level in Proposition
3.22 and Proposition 3.25 to the scheme theoretic level.
For i = 0, 1, 2, we define the closed Bruhat-Tits stratum of type i to be
M{i} =
⋃
Li
MLi
where Li ranges over all the vertex lattices of type i.
Definition 4.13. We define the Ekedhal-Oort strata of ML0 by the following schemes.
(1) M◦L0 =ML0 − (M{2} ∪M{1}), this is an open stratum;
(2) ML0,{2} =ML0 ∩M{2}, this is a closed stratum;
(3) M◦L0,{2} = (ML0 ∩M{2})−M{1};
(4) ML0,{1} =ML0 ∩M{1}, this is a closed stratum.
We call the natural decomposition
ML0 =M
◦
L0 ⊔M
◦
L0,{2}
⊔ML0,{1}
the Ekedahl-Oort stratification of ML0 .
Similarly, we define the Ekedahl-Oort strata of ML2 by the following schemes.
(1) M◦L2 =ML2 − (M{0} ∪M{1}), this is an open stratum;
(2) ML2,{0} =ML2 ∩M{0}, this is a closed stratum;
(3) M◦L2,{0} = (ML2 ∩M{0})−M{1};
(4) ML2,{1} =ML2 ∩M{1}, this is a closed stratum.
We call the natural decomposition
ML2 =M
◦
L2 ⊔M
◦
L2,{0}
⊔ML2,{1}
the Ekedahl-Oort stratification of ML2 .
Theorem 4.14. Let Li be a vertex lattice of type i for i = 0, 2. The isomorphism
fi :MLi → YLi
is compatible with the stratification on both sides: on MLi we consider the Ekedahl-Oort strat-
ification and on YLi we consider the stratification in Theorem 3.6.
Proof. Once we know that f is an isomorphism, the statements about the stratification can be
checked on F-points. These are already done in Proposition 3.22 and Proposition 3.25. More
explicitly, for L0 we see that
(1) M◦L0 is isomorphic to XB(w2);
(2) M◦L0,{2} is isomorphic to XB(w1);
(3) ML0,{1} is isomorphic to XP{2}(1).
And for L2, we have
(1) M◦L2 is isomorphic to XB(w2);
(2) M◦L2,{0} is isomorphic to XB(w1);
(3) ML2,{1} is isomorphic to XP{2}(1).

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We finally define the Bruhat-Tits stratification of M by
M◦{0} =
⋃
L0
M◦L0 where L0 runs through all vertex lattices of type 0;
M◦{2} =
⋃
L2
M◦L2 where L2 runs through all vertex lattices of type 2;
M{1} =
⋃
L1
ML1 where L1 runs through all vertex lattices of type 1;
M◦{02} =
⋃
L0
M◦L0,{2} where L0 runs through all vertex lattices of type 0.
(4.15)
We refer to the following natural decomposition of M the Bruhat-Tits stratification of M
(4.16) M =M◦{0} ⊔M
◦
{2} ⊔M
◦
{0,2} ⊔M{1}.
5. The supersingular locus of the quaternionic unitary Shimura variety
5.1. The main result on the Rapoport-Zink space. We summarize the results from pre-
vious sections and finish the description of the Rapoport-Zink space in the following theorem.
Theorem 5.1. The formal scheme N can be written as N =
⊔
i∈ZN (i). The connected
components N (i) are all isomorphic to N (0). Let M = Nred(0) be the underlying reduced
scheme of N (0), then M is pure of dimension 2.
(1) M admitts the Bruhat-Tits stratification
M =M◦{0} ⊔M
◦
{2} ⊔M
◦
{0,2} ⊔M{1}.
Here M◦{0} =
⋃
L0
M◦L0 where L0 runs through all the vertices of type 0. For each
L0, the closure of M◦L0 is ML0 which is isomorphic to the hypersurface x
p
3x0 − x
p
0x3+
xp2x1 − x
p
1x2 = 0. The scheme ML0 admits a stratification
ML0 =M
◦
L0 ⊔M
◦
L0,{2}
⊔ML0,{1}
called the Ekedahl-Oort stratification of ML0 . Here the closure of M
◦
L0,{2}
is ML0,{2}
and its irreducible components are isomorphic to P1. The complement of M◦L0,{2} in
ML0,{2} is precisely ML0,{1} which consists of superspecial points.
The scheme M◦{2} =
⋃
L2
M◦L2 where L2 runs through all the vertices of type 2.
For each L2, the closure of M◦L2 is ML2 which is isomorphic to the hypersurface
xp3x0 − x
p
0x3 + x
p
2x1 − x
p
1x2 = 0. Moreover it admits a stratification
ML2 =M
◦
L2 ⊔M
◦
L2,{0}
⊔ML2,{1}
called the Ekedahl-Oort stratification of ML2 . Here the closure of M
◦
L2,{0}
is ML2,{0}
and its irreducible components are isomorphic to P1. The complement of M◦L2,{0} in
ML2,{0} is precisely ML2,{1} which consists of superspecial points.
(2) The intersection between ML0 and ML2 for a vertex lattice L0 of type 0 and a vertex
lattice L2 of type 2, if nonempty, is isomorphic to a P
1. The intersection between ML0
and ML′0 for a vertex lattice L0 and a different vertex lattice L
′
0 of type 0, if nonempty,
is a point which is superspecial. The intersection between ML2 and ML′2 for a vertex
lattice L2 of type 2 and another vertex lattice L
′
2 of type 2, if nonempty, is a superspecial
pint.
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5.2. Integral model of the Shimura variety. Let V = B ⊕B considered as a vector space
of dimension 8 over Q. We assume that V is equipped with an alternating form (·, ·) such that
(x, by) = (b∗x, y). Then we define G(Q) = {g ∈ GLB(V ); (gx, gy) = c(g)(x, y)}. Since B is split
at ∞, G(R) = GSp(4)(R). Let h : Gm → G(C) be the cocharacter sending z to diag(z, z, 1, 1).
Moreover h defines a decomposition VC = V1 ⊕ V2 where h(z) acts on V1 by z and on V2 by z¯.
We fix an open compact subgroup U = UpUp of G(Af ) and we assume U
p is sufficiently small
and Up = G(Zp). We also assume that there is an OB lattice Λ in V such that G(Zp) stabilizes
Λ⊗ Zp.
To (B, ∗, V, (·, ·), h,Λ), we associate the following moduli problem ShU over Z(p). To a
scheme S over Z(p), we classify the set of isomorphism classes of the quadruple (A, ι, λ, η)
where:
- A is an abelian scheme of relative dimension 4 over S;
- λ : A→ A∨ is a prime to p polarization which is OB-linear;
- ι : OB → EndS(A) ⊗ Z(p) is a morphism such that λ ◦ i(a
∗) = i(a)∨ ◦ λ and satisfies
the Kottwitz condition
(5.2) det(T − ι(a); Lie(A)) = (T 2 − Trd0(a)T +Nrd0(a))2
for all a ∈ OB with Trd
0 the reduced trace on B and Nrd0 the reduced norm on B;
- η : V ⊗Q A
(p)
f → V
(p)(A) is a Up-orbit of B ⊗Q A
(p)
f -linear isomorphisms where∏
p′ 6=p
Tap′(A)⊗ A
(p)
f .
We require that η is compatible with the Weil-pairing on the righthand side and the
form (·, ·) on the lefthand side.
This moduli problem is representable by a quasi-projective varietyShUp over Z(p) cf. [KR00,
Proposition 1.3]. Note that in [KR00], the moduli space is presented in terms of a GSpin
Shimura variety but the equivalence between the two moduli problem is clear.
We are interested in the closed subscheme of the supersingular locus ShssUp in ShUp ⊗F con-
sidered as a closed reduced subscheme. The uniformization theorem of Rapoport-Zink [RZ96]
Theorem 6.1 translates this problem to problem of describing the corresponding Rapoport-Zink
space.
Theorem 5.3. There is an isomorphism of F-schemes
ShssUp
∼= I(Q)\Nred ×G(A
p
f )/U
p.
Here I is an inner form of G with I(Qp) = Jb(Qp). It is defined in the following way. Let
(A, ι,λ,η) be a supersingular point in ShssUp whose associated p-divisible group is given by X
which we use as a base point to define the Rapoport-Zink space in Section 1.2. Then I is defined
to be the algebraic group over Q whose Q-points I(Q) are given by the group of quasi-isogenies
in End(A)Q which preserve the polarization λ.
5.3. Main theorem on the supersingular locus. We apply the results obtained previously
to describe the supersingular locus of the quaternionic unitary Shimura variety.
Theorem 5.4. The F-scheme ShssUp is pure of dimension 2. For U
p sufficiently small, the
irreducible components are isomorphic to the surface xp3x0 − x
p
0x3 + x
p
2x1 − x
p
1x2 = 0. If two
irreducible components intersects non-trivially then the intersection is either isomorphic to a
P1 or is a superspecial point.
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Proof. Using the uniformization Theorem 5.3, the result follows from the main theorem for the
Rapoport-Zink space Theorem 5.1. 
6. Rapoport-Zink space for GSp(4) with paramodular level
6.1. Rapoport-Zink space with paramodular level. In this section we treat the case
when G is the split symplectic group GSp(4) but where the level structure is the parahoric
corresponding to the node labeled 1 in the affine Dynkin diagram. This level structure is
known as the paramodular level and the corresponding Shimura variety is well studied. In
particular the structure of the supersingular locus is known. See for example [Yu06, Theorem
4.7] where the author used the Hecke correspondence to the describe the supersingular locus.
The purpose of this section is to revisit this description of the supersingular locus from the
Bruhat-Tits perspective. We will also use the results in this section in [Wang19b].
First we define the Rapoport-Zink space we will study. Let N be an isoclinic isocrystal of
slope 12 and height 4 equipped with an alternating form (·, ·). We fix a p-divisible group X
whose associated isocrystal agrees with N and a polarization λX : X → X∨ which corresponds
to the form (·, ·). We assume that the height of λX is 2. Recall that (Nilp) is the category of
W0-schemes on which p is locally nilpotent. We consider the set valued functor N that sends
S ∈ (Nilp) to the isomorphism classes of the triple (X,λX , ρX) where
- X is a p-divisible group of dimension 2 and height 4;
- λX : X → X∨ is a polarization of height 2;
- ρX : X ×S S0 → X ×F S0 is a quasi-isogeny on the closed subscheme of S defined by
the ideal given by p.
For ρX : X ×S S0 → X ×F S0, we require that ρ
−1
X ◦ λX ◦ ρX = c(ρ)λX for a Qp-multiplier
c(ρ). The moduli problem N is representable.
Lemma 6.1. The functor N is representable by a separated formal scheme locally formally of
finite type over Spf(W0). Moreover N is flat and formally smooth away from the superspecial
points.
Proof. The representability of N follows from [RZ96, Theorem 3.25] and second assertion on
flatness and the singularity is proved in [Yu11]. 
By passing to Dieudonne´ modules, the F-points of the Rapoport-Zink space N (F) can be
identified with the following set:
N (F) = {M ⊂ N : pM ⊂2 VM ⊂2 M,pi+1M⊥ ⊂2 M ⊂2 piM⊥ for some i ∈ Z}.(6.2)
The first condition comes from the fact that X is of dimension 2. And the second condition
corresponds to the fact that λX is a quasi-polarization of height 2.
The formal scheme N admits the following decomposition N =
⊔
i∈ZN (i) where the the
open and closed formal subscheme N (i) of N is defined by the condition that the quasi-isogeny
ρX has height i. Moreover, N (i) is isomorphic to N (0) and hence it suffices to only consider
N (0). Therefore we set M = Nred(0) to be the underlying reduced scheme of N (0). Then by
the previous description, we arrive at the following lemma.
Lemma 6.3. The F-points of M can be described by
M(F) = {M ⊂ N ; pM⊥ ⊂2 M ⊂2 M⊥, pM ⊂2 VM ⊂2 M}.
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6.2. The group Jb. This Rapoport-Zink space is associated toG = GSp(4) with level structure
given by the paramodular parahoric. We define the σ2-linear operator τ = V −1F . Then the
slope 0 isocrystal (N, τ) admits a factorizationN = C⊗Q
p2
K0 for aQp2 -vector space C = N
τ=1.
By letting Π act on C by F , we can consider the vector space C as a Bp-module of rank 2.
The isocrytal N gives an element b ∈ B(G) where B(G) is the set of σ-conjugate classes of
G. Recall the group Jb is defined to be the σ-conjugate centralizer of b. This group can be
computed as follows.
Lemma 6.4. The group Jb(Qp) can be identified with GUBp(C)(Qp).
Proof. The group Jb(Qp) is by definition the group
{g ∈ End(N)×Q : gF = Fg, (gx, gy) = c(g)(x, y), c(g) ∈ Q}.
Since g commutes with τ = V −1F , it restricts to an action on C and is determined by this
restriction. Since F acts on C by Π,
Jb(Qp) = {g ∈ EndBp(C)
×
Q : (gx, gy) = c(g)(x, y), c(g) ∈ Q} = GUBp(C)(Qp).

7. Bruhat-Tits stratification for Rapoport-Zink space with paramodular level
7.1. Vertex lattices in GUBp(2). The group GUBp(2) splits over Qp2 and can be identified
with GSp(4) over Qp2 . We define vertex lattices L in C similarly as in Section 3.3. We use
the same terminology as in Section 3.3 and recall a vertex lattice of type 0 corresponds to
a lattice L with pL⊥ ⊂4 L ⊂0 L⊥, a vertex lattice of type 1 corresponds to a lattice L with
pL⊥ ⊂2 L ⊂2 L⊥ and a vertex lattice of type 2 corresponds to a lattice L with pL⊥ ⊂0 L ⊂4 L⊥.
Here the dual ⊥ is taken with respect to the alternating form (·, ·) restricted on C.
Remark 7.1. The relation between the group GSp(4) and GUBp(2) can be also demonstrated
on the affine Dynkin diagram. For GSp(4), it is given by
•
0
+3 •
1
•
2
ks
with Frobenius acting trivially on the diagram. For GUBp(2), it is given by the same affine
Dynkin diagram
•
0
&&
+3 •
1
•
2
ks
xx
with Frobenius acting on the diagram by permuting the nodes 0 and 2. Therefore the 0-vertex
and 2-vertex should be identified when we consider vertex lattices for GUBp(2). We define a
vertex lattice of type {0, 2} as a pair of lattices (L0, L2) where L0 is a vertex lattice of type 0
and L2 is a vertex lattice of type 2.
We also remark that GUBp(2) has two types of maximal parahoric subgroups by the above
discussion on the affine Dynkin diagram. A vertex lattice of type 1 gives one of the maxiamal
parahoric subgroups, and under the identification of GSp(4)(Qp2) with GUBp(2)(Qp2), this is the
paramodular parahoric of GSp(4)(Qp2). On the other hand the parahoric subgroup of GUBp(2)
corresponding to the a vertext lattice of type {0, 2} corresponds to the Siegel parahoric under
GSp(4)(Qp2) ∼= GUBp(2)(Qp2).
Definition 7.2.
(1) For a vertex lattice (L0, L2) of type {0, 2}, define ML0,L2(F) to be the set
{M ∈M(F) : L2,W0 ⊂M ⊂ L0,W0}.
22 HAINING WANG
(2) For a vertex lattice L1 of type 1, define ML1(F) to be the set
{M ∈ M(F) : L1,W0 ⊂M}.
We refer to these subsets as the lattice strata.
To see that the lattice strata form a covering of the set M(F), we need the following result.
Proposition 7.3. Given M ∈ M(F), there are τ-stable lattices L−(M) and L+(M) of N such
that we have
(7.4) M ⊂ L+(M) ⊂ L+(M)⊥ ⊂M⊥
and
(7.5) pM⊥ ⊂ pL−(M)⊥ ⊂ L−(M) ⊂M.
Before we prove this Proposition, we need to recall a few basic facts about Dieudonne´ modules
that are stated in [NO80, (11a)-(11d)]. Define the a-number of the Dieudonne´ module M by
a(M) = dimFM/(FM + VM).
Notice that a(M) = 2 if and only if M is superspecial.
Lemma 7.6. Suppose M has a(M) = 1, then we have
(1) F 2(M)/pM is the unique sub-F[F, V ]-module of F (M)/pM of rank 1;
(2) F 2(M) + pM = FM ∩ VM = V 2(M) + pM .
Proof. This is precisely the statement of 11(b), 11(c) and 11(d) in [NO80].

Proof of Proposition 7.3. GivenM ∈M(F), then we set L+(M) =M+τ(M) and L−(M) =
M ∩ τ(M). First suppose M is τ -stable, then there is nothing to prove as L+(M) = L−(M) =
M . Note in this case M is τ -stable and hence M is superspecial with a(M) = 2.
Now suppose M is not τ -stable. Since M corresponds to a supersingular p-divisible group,
a(M) is at least 1 and is equal to 1 in this case. By Lemma 7.6, we have FM∩VM = V 2M+pM .
Therefore L−(M) =M ∩ τ(M) = FM + V (M) and L+(M) =M + τ(M) = V −1(M ∩ τ(M)).
Since FL−(M) = F 2M + pM and V L−(M) = V 2M + pM , FL−(M) = V L−(M) and L−(M)
is superspecial and τ -stable. An easy computation shows that M is τ -stable if and only if M⊥
is τ -stable. Therefore a(M⊥) = 1 and we can apply Lemma 7.6 to M⊥ to get F 2(M⊥) + pM⊥
is the unique colength 1 Dieudonne´ submodule of F (M⊥). But M ∩ F (M⊥) is also colength
1 in F (M⊥) as otherwise M = F (M⊥) will imply a(M⊥) = 2. Indeed, take the dual of this
equation give M = V (M⊥). This implies that M ∩ F (M⊥) = F 2M⊥ + pM⊥ and therefore
F 2(M⊥) ⊂ M . This is the same as pτ(M⊥) ⊂ M and hence pM⊥ + pτ(M⊥) ⊂ M ∩ τ(M).
But pL−(M)⊥ = pM⊥ + pτ(M⊥), thus pL−(M)⊥ ⊂ L−(M). This finishes the proof for (7.5).
Since L+(M) = M + τ(M) = V −1(L−(M)), FL+(M) = FV −1(L−(M)) = τ−1L−(M) =
L−(M) and V L+(M) = V V −1(L−(M)) = L−(M). This implies that a(L+(M)) = 2. By
the same argument as above using Lemma 7.6, F 2(M) + pM = pM⊥ ∩ F (M). Therefore
τ(M) ⊂M⊥ and L+(M) =M + τ(M) ⊂M⊥ ∩ τ(M)⊥ = L+(M)⊥. This shows (7.4).

Remark 7.7. It is clear by considering the indices in (7.4) and (7.5) that if M is τ-stable,
then L+(M) = L−(M) =M corresponds to a vertex lattice of type 1. If M is not τ-stable, then
L+(M) corresponds to a vertex lattice of type 0 and L−(M) corresponds to a vertex lattice of
type 2. Hence (L−(M), L+(M)) gives rise to a vertex lattice of type {0, 2}.
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We define similarly as in the quaternionic case
M{0,2}(F) =
⋃
L0,L2
ML0,L2(F)
where (L0, L2) runs through all the vertex lattices of type {0, 2}.
M{1}(F) =
⋃
L1
ML1(F)
where L1 runs through all the vertex lattices of type 1.
(7.8)
By the above remark we obtain the following decomposition of the set M(F).
Lemma 7.9. We have M(F) =M{0,2}(F) ∪M{1}(F) and M{1}(F) consists of all the super-
special points.
Proof. The first statement is a translation of Proposition 7.3 and the second statement is clear
as M is superspecial if and only if M is τ -stable. 
7.2. Bruhat-Tits stratification. Our next goal is to relate the set theoretic lattice stratum
ML0,L2(F) to a Deligne-Lusztig variety which in this case is simply P
1(F). SupposeML0,L2(F)
is non-empty, we define a two dimensional F-vector space by VL0,2 = L0,W0/L2,W0.
Proposition 7.10. Let L0 be a vertex lattice of type 0 and L2 be a vertex lattice of type 2.
Suppose ML0,L2(F) is non-empty. There is a bijection between ML0,L2(F) and P
1(VL0,2)(F).
Moreover the superspecial points on ML0,L2(F) correspond to the Fp2-points on P
1(VL0,2)(F).
Proof. We define a map f : ML0,L2(F) → P
1(VL0,2)(F) by sending M ∈ ML0,L2(F) to
M/L2,W0 ⊂ L0,W0/L2,W0 . Conversely let m ⊂ VL0,2 = L0,W0/L2,W0 be a point in P
1(VL0,2)
and denote by M ⊂ L0,W0 the preimage of m under the natural reduction map. By the proof
of Proposition 7.3, we have L2,W0 = V L0,W0 . Then we have VM ⊂ V L0,W0 = L2,W0 ⊂ M
and pM ⊂ pL0,W0 = V
2L0,W0 = V L2,W0 ⊂ VM . Hence M is a Dieudonne´ module. It is clear
these two maps are inverse to each other and we have a bijection. It is also clear from the
construction that the superspecial points are the Fp2-points. 
Lemma 7.11. Let L1 be a vertex lattice of type 1. Then we can find a vertex lattice L0 of type
0 containing L1 and a vertex lattice L2 of type 2 contained in L1.
Proof. This is proved the same way as Lemma 3.27 and we state it again for the reader’s
convenience. 
The lemma and its proof shows that any superspecial point is contained in a lattice stratum
of the form M(L0,L2) for a vertex lattice (L0, L2) of type {0, 2}. Let (L0, L2) and (L
′
0, L
′
2) be
two vertex lattices of type {0, 2}. We study the set theoretic intersection between ML0,L2(F)
and ML′0,L′2(F).
Lemma 7.12. Suppose that the intersection ML0,L2(F) ∩ ML′0,L′2(F) is non-empty. Then
ML0,L2(F) ∩ML′0,L′2(F) consists of a superspecial point.
Proof. Given M ∈ ML0,L2(F) ∩ML′0,L′2(F), we have L0,W0 ⊂ M ⊂ L2,W0 and L
′
0,W0
⊂ M ⊂
L′2,W0 . By considering the index, L0,W0 + L
′
0,W0
=M and L′2,W0 ∩ L
′
2,W0
=M . This forces M
to be τ -stable and hence superspecial.

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7.3. The isogeny trick. We are now ready to translate the set theoretic results in the previous
sections to the scheme theoretic setting. We will again rely on the isogeny trick used in Section
4. Let (L0, L2) be a vertex lattice of type {0, 2} such that ML0,L2(F) is non-empty.
Lemma 7.13. The vertex lattices L0 and L2 give rise to p-divisible groups XL0 and XL2 .
Moreover there is a commutative diagram:
XL2 X
∨
L0
X X∨.
ρL2
λX
ρ∨L0
Proof. Since ML0,L2(F) is non-empty, we have V L0,W0 = L2,W0 and a chain
(7.14) pM⊥ ⊂ pL⊥2,W0 ⊂
0 L2,W0 ⊂M ⊂ L0,W0 ⊂
0 L⊥0,W0 ⊂M
⊥ ⊂ L⊥2,W0 .
Therefore
pL0,W0 = pL
⊥
0,W0 ⊂ pL
⊥
2,W0 = L2,W0 = V L0,W0 ⊂ L0,W0
and L0 is a Dieudonne´ module. Since L0 is τ -stable, V
2L0,W0 = pL0,W0 . Then pL2,W0 ⊂
pL0,W0 = V
2L0,W0 = V L2,W0 ⊂ V L0,W0 = L2,W0 . The rest of the diagram follows from the
chain (7.14).

Given (X,λX , ρX) ∈ M(R) for a F-algebra R, we define two quasi-isogenies by the following
composites
(7.15) ρX,L0 : X
ρX
−−→ XR
ρ−1
L0−−→ XL0,R,
and
(7.16) ρX,L2 : XL2,R
ρL2−−→ XR
ρ−1
X−−→ X.
We define the subfunctor ML0,L2 of M over F by classifying those (X,λX , ρX) such that
ρX,L0 and ρX,L2 are both actual isogenies.
Proposition 7.17. The functor ML0,L2 is representable by a closed subscheme of M and
ML0,L2 is projective.
Proof. First of all,ML0,L2 is a closed subscheme by [RZ96, Proposition 2.9]. MoreoverML0,L2
is bounded in the sense of [RZ96, 2.30]. This follows from the fact that we have isogenies
XL2,R
ρX,L2−−−−→ X
ρX,L0−−−−→ XL0,R.
Hence ML0,L2 is a closed subscheme of a projective scheme which means it is projective itself
by using [RZ96, Corollary 2.29]. 
We define a map f :ML0,L2 → P
1(VL0,2 ) by sending (X, ρX , λX) to
M/L2,R ⊂ L0,R/L2,R
for any F-algebraR and whereM = D(X)(R) is the covariant Dieudonne` crystal of X evaluated
at R.
Proposition 7.18. The map f :ML0,L2 → P
1(VL0,2) is an isomorphism.
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Proof. Using the theory of windows of display [Zin99] in place of Dieudonne´ modules, one can
show f is bijective on k-points for any field extension k over F following the same proof as in
Proposition 7.10. Since P1(VL0,L2) is normal and ML0,L2 is a projective scheme, we can apply
Zariski’s main theorem to show f is an isomorphism. 
We set
(7.19) M◦L0,L2 =ML0,L2 −M{1}
and
(7.20) ML0,L2,{1} =ML0,L2 ∩M{1}.
The scheme ML0,L2 admits the following decomposition called the Ekedahl-Oort stratification
(7.21) ML0,L2 =M
◦
L0,L2 ⊔ML0,L2,{1}.
Corollary 7.22. The set of superspecial points on ML0,L2 is precisely the stratumML0,L2,{1}.
The isomorphism f respects the Ekedahl-Oort stratification in the sense that ML0,L2,{1} cor-
responds to the Fp2-points on P
1 and M◦L0,L2 corresponds to the complement of Fp2-points on
P1.
Proof. The statements can be checked on F-points and they follow from Proposition 7.10. 
7.4. The main result in the paramodular Rapoport-Zink space. We summarize the
results obtained from previous sections. We introduce the following Bruhat-Tits strata for M.
Define M◦{0,2} =
⋃
(L0,L2)
M◦L0,L2 where (L0, L2) runs through all the vertices of type {0, 2}
and with M◦L0,L2 defined in (7.19).
Theorem 7.23. The formal scheme N can be written as N =
⊔
i∈ZN (i). The connected
components N (i) are all isomorphic to N (0). We set M = Nred(0) where Nred(0) is the
underlying reduced scheme of N (0).
(1) Then M is pure of dimension 2 and M can be decomposed into
M =M◦{0,2} ⊔M{1}.
We call this the Bruhat-Tits stratification of M.
(2) The scheme M◦{0,2} =
⋃
(L0,L2)
M◦L0,L2 where (L0, L2) runs through all vertex lattices
of type {0, 2}. The closure ML0,L2 of M
◦
L0,L2
is isomorphic to P1. Moreover it admits
a stratification
ML0,L2 =M
◦
L0,L2 ⊔ML0,L2,{1}
called the Ekedhal-Oort stratification forML0,L2 . The complementML0,L2,{1} ofM
◦
L0,L2
in ML0,L2 corresponds to the Fp2-rational points of P
1.
(3) The intersection betweenML0,L2 andML′0,L′2 for a vertex lattice (L0, L2) of type {0, 2}
and another vertex (L′0, L
′
2) lattice of type {0, 2} if nonempty is a superspecial point.
Proof. The first statement (1) is seen from Lemma 3.27. The second statement (2) is proved
in Proposition 7.22. The third statement (3) is proved in Lemma 7.12. 
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7.5. Application to the supersingular locus. Let V be a vector space of dimension 4 over
Q. We assume that V is equipped with a symplectic form (·, ·). Then we define
G(Q) = {g ∈ GL(V ); (gx, gy) = c(g)(x, y), c(g) ∈ Q×}.
That is G = GSp(4). Let h : Gm → G(C) be the cocharacter sending z to diag(z, z, 1, 1).
Moreover h defines a decomposition VC = V1 ⊕ V2 where h(z) acts on V1 by z and on V2 by z¯.
We fix an open compact subgroup U = UpU
p of G(Af ) and we assume U
p is sufficiently small.
We also assume that there is a lattice Λ in V such that Λ is paramodular in the sense that
pΛ⊥ ⊂2 Λ ⊂2 Λ⊥. We choose Up that stabilize Λ⊗ Zp.
To (V, (·, ·), h,Λ), we consider the following moduli problem ShUp over Z(p): for a scheme S
over Z(p) we associate the set of isomorphism classes of the triple (A, λ, η) where:
- A is an abelian scheme of relative dimension 2 over S;
- λ : A→ A∨ is a polarization of degree p2;
- η : V ⊗Q A
(p)
f → V
(p)(A) is a Up-orbit of isomorphisms. Here
V p(A) =
∏
p′ 6=p
Tap′(A)⊗ A
(p)
f
is the prime to p-part of the rational Tate module of A.
This moduli problem is representable by a quasi-projective variety ShUp over Z(p) which is
well-known. We are interested in the supersingular locus ShssUp in ShUp,F which is considered
as a closed reduced subscheme. The uniformization theorem of Rapoport-Zink [RZ96, Theorem
6.1] translates this problem to problem of describing the corresponding Rapoport-Zink space.
Theorem 7.24. There is an isomorphism of F-schemes
ShssUp
∼= I(Q)\Nred ×G(A
p
f )/U
p.
Here I is an inner form of G such that I(Qp) = Jb(Qp) defined exactly as we did in the
quaternionic unitary case in Theorem 5.3.
7.6. Main theorem on the supersingular locus. We apply the results obtained previously
to describe the supersingular locus of the Siegel threefold with paramodular level structure.
Theorem 7.25. The F-scheme ShssUp is pure of dimension 1. For U
p sufficiently small, the
irreducible components are isomorphic to the projective line P1. The intersection of two irre-
ducible components is a superspecial point.
Proof. Using the uniformization Theorem 7.24, the result follows from the main theorem for
the Rapoport-Zink space Theorem 7.23. 
8. Comparison with Affine Deligne-Lusztig varieties
In this final section we would like to point out how our results fit in the results proved in
Go¨rtz and He [GH15] in terms of the affine Deligne-Lusztig varieties. In the following we will
abbreviate affine Deligne-Lusztig variety as ADLV.
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8.1. Affine Deligne Lusztig variety. Let F be a finite extension of Qp and F˘ be the com-
pletion of the maximal unramified extension of F . Let G be a connected reductive group over
F and we write G˘ its base change to F˘ . Then G˘ is quasi-split and we choose a maximal split
torus S and denote by T its centralizer. We know T is a maximal torus and we denote by N its
normalizer. The relative Weyl group is defined to be W0 = N(F˘ )/T (F˘ ). Let Γ be the Galois
group of F˘ and we have the following Kottwitz homomorphism [Ko97]:
κG : G(F˘ )→ X∗(G˘)Γ.
Denote by W˜ the Iwahori Weyl group of G˘ which is by definition given by W˜ = N(F˘ )/T (F˘ )1
where T (F˘ )1 is the kernel of the Kottwitz homomorphism for T (F˘ ). Let B˘(G) be the Bruhat-
Tits building of G over F˘ . The choice of S determines an standard apartment A˘ which W˜ acts
on by affine transformations. We fix a σ-invariant alcove a and a special vertex of a. Inside the
Iwahori Weyl group W˜ , there is a copy of the affine Weyl groupWa which can be identified with
N(F˘ ) ∩ G(F˘ )1/T (F˘ )1 where G(F˘ )1 is the kernel of the Kottwitz morphism for G. The group
W˜ is not quite a Coxeter group while Wa is generated by the set of simple affine reflections
denoted by S˜ and (W˜ , S˜) form a Coxeter system. We in fact have W˜ =Wa ⋊Ω where Ω is the
normalizer of a fixed base alcove and more canonically Ω = X∗(T )Γ/X∗(Tsc)Γ where Tsc is the
preimage of T ∩Gder in the simply connected cover Gsc of Gder.
Let µ ∈ X∗(T ) be a minuscule cocharacter of G over F˘ and λ its image in X∗(T )Γ. We
denote by τ the projection of λ in Ω. The admissible subset of W˜ is defined to be
Adm(µ) = {w ∈ W˜ : w ≤ x(λ) for some x ∈W0}.
Here λ is considered as a translation element in W˜ . Let K ⊂ S˜ and K˘ its corresponding para-
horic subgroup. Let W˜K be the subgroup defined by (N(F˘ )∩K˘)/T (F˘ )1. We have the following
decomposition K˘\G(F˘ )/K˘ = W˜K\W˜/W˜K . Therefore we can define a relative position map by
inv : G(F˘ )/K˘ ×G(F˘ )/K˘ → W˜K\W˜/W˜K .
For w ∈ W˜K\W˜/W˜K and b ∈ G(F˘ ), we define the affine Deligne-Lusztig variety to be the
set
Xw(b) = {g ∈ G(F˘ )/K˘ : inv(g, bσ(g)) = w}.
Thanks to the work of [BS17] and [Zhu17], this set can be viewed as an ind-closed-subscheme
in the affine flag variety G˘/K˘. In this article, we only consider it as a set. The Rapoport-Zink
space is not directly related to the affine Deligne-Lusztig variety but rather to the following
union of affine Deligne-Lusztig varieties
X(µ, b)K = {g ∈ G(F˘ )/K˘ : g
−1bσ(g) ∈ K˘wK˘, w ∈ Adm(µ)}.
We recall that the group Jb is defined as the σ-centralizer of b that is
Jb(R) = {g ∈ G(R ⊗F F˘ ) : g
−1bσ(g) = b}
for any F -algebra R. In the following we will assume that b is basic and in this case Jb is an
inner form of G.
8.2. Coxeter type ADLV. We define AdmK(µ) to be the image of Adm(µ) in W˜K\W˜/W˜K
and KW˜ to be the set of elements of minimal length in W˜K\W˜ . We define the set EO
K(µ) =
AdmK(µ) ∩K W˜ . For w ∈Wa, we set
suppσ(wτ) =
⋃
n∈Z
(τσ)n(supp(w)).
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If the length l(w) of w agrees with the cardinality of the set suppσ(wτ)/〈τσ〉, we say wτ is a
σ-Coxeter element. We denote by EOKσ,cox(µ) the subset of EO
K(µ) such that w is a σ-Coxeter
element and suppσ(w) is not equal to S˜. A K-stable piece is a subset of G(F˘ ) of the form
K˘ ·σ IwI where ·σ means σ-conjugation, I is an Iwahori subgroup and w ∈ KW˜ . Then we
define the Ekedahl-Oort stratum attached to w ∈ EOK(µ) of X(µ, b)K by the set
XK,w(b) = {g ∈ G(F˘ )/K˘ : g
−1bσ(g) ∈ K˘ ·σ IwI}.
Then by [GHN16, 1.4] we have the following EO-stratification
(8.1) X(µ, b)K =
⋃
w∈EOK(µ)
XK,w(b).
The case when
(8.2) X(µ, b)K =
⋃
w∈EOKσ,cox(µ)
XK,w(b)
is particular interesting and when this happens we say the datum (G,µ,K) is of Coxeter
type. The datum (G,µ,K) being Coxeter type or not depends only on the associated datum
(W˜ , λ,K, σ) where W˜ is the Iwahori Weyl group of G, λ is the image of µ in X∗(T )Γ and σ is
the induced automorphism on the affine Dynkin diagram by the Frobenius σ on G˘. The set of
(G,µ,K) that is of Coxeter type is classified in [GH15, Theorem 5.12]. This includes the two
cases we studied in the previous sections.
- The quaternionic unitary case corresponds to G = GUBp(2) and the datum
(C˜2, ω
∨
2 , S˜− {1}, τ2)
where σ acts on the affine Dynkin diagram by the image τ2 of ω
∨
2 in Ω.
- The paramodular case corresponds to G = GSp(4) and the datum
(C˜2, ω
∨
2 , S˜− {1}, id)
where σ acts on the affine Dynkin diagram trivially.
8.3. Bruhat-Tits stratification of ADLV. Now we assume that K is a maximal proper
subset of S˜ such that σ(K) = K. Consider the following set
J = {Σ ⊂ S˜ : ∅ 6= Σ is τσ-stable and d(v) = d(v′) for every v, v′ ∈ Σ}
where d(v) is the distance between v and the unique vertex not in K. In fact every w ∈
EOKσ,cox(µ) corresponds to a Σ ∈ J and we write w as wΣ. If (G,µ,K) is of Coxeter type, for
any wΣ ∈ EO
K
σ,cox(µ),
(8.3) XK,wΣ(b) =
⋃
i∈Jb/Jb∩K˘S˜−Σ
iX(wΣ).
Here K˘
S˜−Σ is the parahoric subgroup associated to the set S˜ − Σ and X(wΣ) is a classical
Deligne-Lusztig variety defined by
X(wΣ) = {g ∈ K˘suppσ(wΣ)/I˘ : g
−1τσ(g) ∈ I˘wI˘}.
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This is a Deligne-Lusztig variety attached to the maximal reductive quotient Gw of the special
fiber of K˘
S˜−Σ. Combine (8.2) and (8.3) we arrive at the following Bruhat-Tits stratification of
X(µ, b)K :
(8.4) X(µ, b)K =
⋃
Jb/Jb∩ker(κG)
⋃
wΣ∈EOKσ,cox
X ◦Σ
where
(8.5) X ◦Σ =
⋃
i∈Jb∩ker(κG)/Jb∩K˘S˜−Σ
iX(wΣ).
Here the index set is related to the Bruhat-Tits building of Jb in the following way. The group
Jb ∩ ker(κG) acts on the set of faces of type Σ transitively and Jb ∩ K˘S˜−Σ is precisely the
stabilizer of the face of type Σ in the base alcove.
8.3.1. Quaternionic unitary case. In the quaternionic unitary case, we can compute
Σ {1} {0,2} {0} {2}
wΣ τ s1τ s1s2τ s1s0τ
S˜− Σ {0,2} {1} {1,2} {0,1}
suppσ(wΣ) ∅ {1} {1,2} {0,1}.
In this case the Deligne-Lusztig varieties X(w{0}) and X(w{2}) agrees with XB(w2) in
Theorem 3.6. The Deligne-Lusztig variety X(w{0,2}) agrees with XB(w1) and X(w{1}) is
0-dimensional and agrees with XP{2}(1). Therefore we have the following comparison between
the Bruhat-Tits stratification for ADLV and Bruhat-Tits stratification for the Rapoport-Zink
space studied in the quaternionic unitary case. Recall that forM the Bruhat-Tits stratification
in Theorem 5.1 reads
(8.6) M =M◦{0} ⊔M
◦
{2} ⊔M
◦
{0,2} ⊔M{1}.
- X ◦{0} in (8.5) is identified with M
◦
{0} in (8.6);
- X ◦{2} in (8.5) is identified with M
◦
{2} in (8.6);
- X ◦{0,2} in (8.5) is identified with M
◦
{0,2} in (8.6);
- X ◦{1} in (8.5) is identified with M{1} in (8.6) and is the set of superspecial points.
8.3.2. Paramodular Siegel case. In the paramodular Siegel case, we can compute
Σ {1} {0,2}
wΣ τ s1τ
S˜− Σ {0,2} {1}
suppσ(wΣ) ∅ {1}.
In this case the Deligne-Lusztig varieties X(w{1}) is 0-dimensional and X(w{0,2}) is iso-
morphic the complement of the Fp2-points in P
1. Therefore we have the following compar-
ison between the Bruhat-Tits stratification for ADLV and Bruhat-Tits stratification for the
Rapoport-Zink space studied in the paramodular Siegel case. Recall that for M the Bruhat-
Tits stratification in Theorem 7.23 reads
(8.7) M =M◦{0,2} ⊔M{1}.
- X ◦{0,2} in (8.5) can be identified with M
◦
{0,2} in (8.7);
- X ◦{1} in (8.5) can be identified with M{1} in (8.7) and is the set of superspecial points.
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