Abstract. In this work we show endpoint boundedness properties of pseudo-differential operators of type (ρ, ρ), 0 < ρ < 1, on Triebel-Lizorkin and Besov spaces. Our results are sharp and they also cover operators defined by compound symbols.
Introduction and main results
Let S(R d ) denote the Schwartz space and S ′ (R d ) the space of tempered distributions. For f ∈ S(R d ) the Fourier transform is defined by the formula
and denote by f ∨ the inverse Fourier transform of f . We also extend these transforms to the space of tempered distributions. A symbol a in Hörmander's class S m ρ,δ is a smooth function defined on R d × R d , satisfying that for all multi-indices α and β there exists a constant C α,β such that Denote by OpS m ρ,δ the class of pseudo-differential operators with symbols in S m ρ,δ . In [15] , [16, p94] Hörmander showed that for 0 ≤ δ < ρ < 1 the adjoint operator of T a ∈ OpS m ρ,δ belongs to the same type of class by using an asymptotic expansion, and in this case (T a ) * = T a * where
a(x − y, ξ − η)e −2πi y,η dηdy, interpreted suitably as an oscillatory integral. He also mentioned that this is also true when 0 ≤ δ = ρ < 1 and we will give a proof in Appendix. The operator T a is well-defined on S(R d ) and it maps S(R d ) continuously into itself. This extends via duality to a mapping from S ′ (R d ) to itself. We now recall the definitions of Besov spaces and Triebel-Lizorkin spaces from [9] and [31] . Let 0 < p, q ≤ ∞ and s ∈ R. Let Φ be a system of functions {ω k } in S(R d ) satisfying 
As shown in [31, 2.3 .2] the spaces do not depend on the choice of Φ. On the other hand, an extension of (1.3) to p = ∞ does not make sense ( unless q = ∞, in which case where the supremum is taken over all dyadic cubes P of sidelength l(P ) < 1, and
which are analogous to the characterizations of bmo via Carleson measures. Then this definition is independent of the choice of ω k ∈ Φ (See [2] and [10] ).
In this section we fix such a system and use a notation φ k (x) = ω ∨ k (x) where {φ k } k=0,1,2,... is a Littlewood-Paley partition of unity. That is, φ 0 and φ are Schwartz functions satisfying Supp( φ 0 ) ⊂ {ξ : |ξ| ≤ 2}, Supp( φ) ⊂ {ξ : 2 −1 ≤ |ξ| ≤ 2}, and ∞ k=0 φ k (ξ) = 1 for ξ ∈ R d where φ k (x) := 2 kd φ(2 k x) for k ≥ 1.
Then the (quasi-)norms on the spaces are
According to those norms, the spaces are quasi-Banach spaces (Banach spaces if p ≥ 1, q ≥ 1). Note that those are a generalization of many standard function spaces such as L p spaces, Sobolev spaces, and Hardy spaces. We recall
∞ . where h p denotes the local Hardy spaces, introduced by Goldberg [12] .
The multiplier operator is a typical example of translation invariant OpS m ρ,ρ -operators and there are several boundedness results. Fefferman [6] , Hirschman [14] , Stein [28] , and Wainger [33] proved that for 1 < p < ∞ and 0 < ρ < 1, Pramanik, Rogers, and Seeger [26] showed that when 2 < p < ∞, c m,ρ (D) maps F 0,p p into F 0,q p for any 0 < q ≤ ∞. Some boundedness results also hold for general OpS m ρ,ρ -operators when 0 < ρ < 1. Calderón and Vaillancourt [3] proved the L 2 boundedness if m = 0 by using an almost orthogonality technique in a Hilbert space. Fefferman [7] generalized this result to L p boundedness when 1 < p < ∞ with the condition (1.5) by using an interpolation theorem in [8] . Päivärinta and Somersalo [22] proved that these operators map h p into itself for 0 < p < ∞ if (1.5) holds.
In this paper we extend the boundedness result of c m,ρ (D) in [26] to general OpS m ρ,ρ -operators for all 0 < p, q ≤ ∞.
and a ∈ S m ρ,ρ . Then T a maps F
in the following cases;
Theorem 1.2. Let 0 < ρ < 1, 0 < p < ∞, 0 < q, t ≤ ∞, and s 1 , s 2 ∈ R. Suppose m ∈ R satisfies (1.6) and a ∈ S m ρ,ρ . Then T a maps B
When p = ∞ the same boundedness results hold, but due to different definition and ideas of proof, we state the results separately. Theorem 1.3. Let 0 < ρ < 1, 0 < q, t ≤ ∞ and s 1 , s 2 ∈ R. Suppose m ∈ R satisfies (1.6) and a ∈ S m ρ,ρ . Then T a maps F
Theorem 1.4. Let 0 < ρ < 1, 0 < q, t ≤ ∞, and s 1 , s 2 ∈ R. Suppose m ∈ R satisfies (1.6) and a ∈ S m ρ,ρ . Then T a maps B
Remark. All of our results are sharp in the sense that the hypothesis (1.6) is necessary and when the equality of (1.6) holds the restrictions on q, t are necessary. To be specific, we will prove that the boundedness results fail with c m,ρ (D) ∈ OpS m ρ,0 , defined in (1.4), provided that the assumptions do not work.
if one of the followings holds; 
This paper is organized as follows. We will give some preliminary results in Section 2 and prove Theorem 1.1∼1.4 in Section 3∼5. We construct some counter examples to prove Theorem 1.5 and 1.6 in Section 6. We give some remarks on pseudo-differential operators of type (1, 1) in Section 7. In Appendix we will discuss how our boundedness results can be extended to compound symbols in S m ρ,ρ,ρ .
Preliminary results

2.1.
Composition of pseudo-differential operators. In [29, p14] , symbolic calculus gives that if
where ρ = min{ρ 1 , ρ 2 } and δ = max{δ 1 , δ 2 }. Thus, when we define
from the h p boundedness with the hypothesis (1.6). Therefore
if (1.6) holds. This allows us to assume s 1 = s 2 = 0 when we proceed for 0 < ρ < 1 in this paper.
2.2. F -spaces characterized by L p (l q ). [31, p50] One obtains an alternative description of F s,q p spaces in the case 1 < p < ∞ and 1 < q < ∞.
where the infimum is taken over all of such admissible representations of f . 2.3. Maximal inequalities. [25] , [31] Denote by M the Hardy-Littlewood maximal operator and for 0 < t < ∞ let M t u = M(|u| t ) 1/t . For r > 0 let E(r) denote the space of all distributions whose Fourier transforms are supported in {ξ : |ξ| ≤ 2r}. A crucial tool in theory of function spaces is a maximal operator introduced by Peetre [25] . For r > 0 and σ > 0 define
As shown in [25] , one has the majorization
for all σ ≥ d/t if u ∈ E(r). These estimates imply the following maximal inequality via the Fefferman-Stein inequality. Suppose 0 < p < ∞ and 0 < q ≤ ∞. Then for any sequence of positive numbers {r k } and u k ∈ E(r k ) one has
The following is an immediate consequence of (2.4). Let ζ 0 , ζ ∈ S satisfy Supp( ζ 0 ) ⊂ {|ξ| 1} and Supp( ζ) ⊂ {1/c ≤ |ξ| ≤ c} for some c > 0, and set
2.4. ϕ-transform of F -spaces. [9] , [10] , [11] Let D be the set of all dyadic cubes in R d and D k the subset of D consisting of the cubes with sidelength 2 −k . For Q ∈ D we denote the side length of Q by l(Q), lower left corner of Q by x Q , center of Q by c Q , and the characteristic function of Q by χ Q . For a sequence of complex numbers
where ϑ k (x) = 2 kd ϑ(2 k x) and ϑ k (x) = 2 kd ϑ(2 k x) for k ≥ 1. Then the norms in F s,q p can be characterized by the discrete f s,q p norms. Suppose 0 < p < ∞, 0 < q ≤ ∞, s ∈ R. Every f ∈ F s,q p can be decomposed as
The converse estimate also holds. For any sequence v = {v Q } Q∈D of complex numbers satisfying v f s,q p < ∞,
The first statement of Theorem 1.1 follows simply from (2.2), Hölder's inequality, and the embedding theorem l p 1 ⊂ l p 2 for p 1 ≤ p 2 . The second one is an immediate consequence of (2.2). Thus we shall prove just the third and the last statement. Assume p = 2 and
It suffices to show that if a(x, ξ) has compact support in x variable, then
where a constant C is independent of the compact support. To be specific we pick a smooth function γ which is identically 1 near a neighborhood of the origin and compactly supported. Then
for some constants C, L, N > 0, independent of k, τ , and x. For τ sufficiently large so that
and any derivatives of it vanish on {y : |y| 2 τ }. This gives
for sufficiently large M > 0, and thus one obtains
for fixed x ∈ R d . Once T a τ is a bounded operator uniformly in τ then by Fatou's lemma
Therefore one may assume a(x, ξ) has a compact support in x variable. The uniformity would be guaranteed because all of the estimates later will be made independently of the compact support. Indeed, one needs this compact support assumption just for doing integration by parts in order to obtain (3.10).
One may also assume s 1 = s 2 = 0 due to the composition property of pseudo-differential operators in Section 2.
3.1.
Paradifferential technique for Pseudo-differential operators. The idea of our proof is based on the paradifferential technique, introduced by Bony [1] . One splits a ∈ S m ρ,ρ into three symbols as follows. Let
Then we decompose the symbol a(x, ξ) as
and proceed by estimating each term separately. Let T (j) be the pseudo-differential operators corresponding to each a (j) . Then our claim is that for any s, m ∈ R and 0 < t ≤ ∞, T (1) and T (2) satisfy the estimates
and
which, of course, imply both operators map F
Proof of (3.4).
It follows in the same way as in [17] , which is based on the following two lemmas.
where c (r,d) is the smallest integer greater than d/r and W c (r,d) ,1 is the Sobolev space with
Observe that
where
T a j,k f is supported in the annulus {η : 2 j−2 ≤ |η| ≤ 2 j+2 }. By Lemma 3.1 one has
and then apply Lemma 3.2 to get
for 0 < r < min {1, p, t}. For each multi-index α 1 and |ξ| ∼ 1, using the cancellation condition of φ j , we see that
for any positive integer N . Here we used Taylor's theorem
β N times for the first inequality. Then this proves
and finally one has
for N sufficiently large and 0 < ǫ < N where the third inequality follows from the L p (l t ) boundedness of maximal operator M r with 0 < r < p, t and the last one is from (2.5). For all s ∈ R we choose N sufficiently large so that
This ends the proof of (3.4).
3.3. Proof of (3.5). Now we consider the operator T (2) . By setting
The finite sum of operators clearly satisfies (3.5). For each k ≥ 10 the kernel of T a k is
Observe that in the integral the variables ξ and η live in |ξ| ∼ 2 k and |η| ∼ 2 k . Then it has the size estimate
for any J > 0 and N > 0.
The idea to get (3.10) is to apply a technique of oscillatory integrals by integrating by parts with respect to each variable. First, we perform this with respect to the z-variable (we could do this due to our compact support hypothesis) and then carry out a similar process on the η-variable. Now (3.9) is dominated by
If |x − y| > 1, then we do integration by parts in ξ-variable to get
These yield (3.10) by choosing M and N sufficiently large.
Since
by the size estimate (3.10). Thus for ǫ > 0
by (2.4) and (2.5). Similarly we also get
Then (3.5) follows by choosing J satisfying −(J − σ − ǫ) < s.
Boundedness of T (3)
. We write a symbol a (3) ∈ S m ρ,ρ as
In addition,
is a S m ρ,ρ symbol with a constant which is independent of k, and thus for u ∈ S ′ (R d ),
By the same reasoning as (3.6) one has
Therefore in order to conclude the proof of Theorem 1.1 it is enough to show that
We shall study just the cases 0 < p ≤ 1 and 2 < p < ∞. Then since the adjoint operator (T a ) * is also in OpS m ρ,ρ the case 1 < p < 2 can be derived via duality. Indeed, for 1 < p < 2
where the last inequality holds due to (2.3). Here everything makes sense and one may use (2.3) because the infinite sum of φ k * g k belongs to S ′ due to Lemma 3.1 with the estimate
3.5. Proof of (3.14); the case 0 < p ≤ 1. One needs to prove (3.14) with t = p and q = ∞. In [22] Päivärinta and Somersalo use the atomic decomposition of the local hardy space for 0 < p ≤ 1. It is therefore natural to use an adaption of the atomic decomposition of Triebel-Lizorkin spaces. Alternatively, one can characterize Triebel-Lizorkin spaces F s,q p with the associated sequence spaces f s,q p via the Frazier and Jawerth ϕ-transform, and then use atomic decomposition for the sequence spaces. We follow the latter approach and recall definitions. 
The
By (2.6) and Lemma 3. 
by using triangle inequality for p ≤ 1 and l p ⊂ l 1 . Since
it suffices to show the supremum in (3.16) is bounded by a constant. Let Q 0 be any dyadic cubes with side length 2 −µ and r Q be an ∞-atom for f 0,∞ p with Q 0 and define
Then one obtains the desired result by showing
Note that by (3.15) one has 
For the term corresponding to Q ρ 0 we use Hölder's inequality, (3.13), (2.7), and (3.18). Then it follows that for p < r
This proves
For the latter one we split it into
and our claim is that each part can be controlled by a constant independent of µ.
By applying (3.13) we write
and the Fourier support of φ k implies the estimate
Here the third inequality follows from the fact that
for y ∈ (Q * 0 ) c and Q ⊂ Q 0 , and the fourth one holds because of (3.18). Finally we obtain (3.19) 1.
For (3.20) let K k (x, y) be the kernel of T b k and write
Using Hölder's inequality and (3.18) it is less than
for some ǫ > 0. Let y ∈ Q * 0 . By Cauchy-Schwarz inequality and the fact that |x − c Q 0 | |x − y| one obtains
for a multi-index β with |β| = L/p. Define
Then by Plancherel's theorem
Observe that c k (y, η) can be interpreted as a symbol corresponding to the adjoint operator of T b k and therefore c k belongs to S m ρ,ρ (See Appendix for more details). Furthermore η lives in the annulus {η : 2 k−2 ≤ |η| ≤ 2 k+2 }. Therefore we have
which concludes (3.21).
Now assume l(Q 0 ) > 2 −3 ( i.e. µ < 3 ). In this case we employ the range k ≥ 3 in our summations since µ ≤ 2. Then by repeating the above process we see that
This completes the proof of the case 0 < p ≤ 1 in Theorem 1.1.
3.6. Proof of (3.14); the case 2 < p < ∞. Suppose 2 < p < ∞ and we will prove (3.14) with 0 < t ≤ ∞ and q = p. In [26] the boundedness of (1.4) from F 0,p p into F 0,t p was established as a corollary of the following result. Let 0 < a < d, ǫ > 0 and 1 < p 0 < p < ∞. Consider operators T k defined on S(R d ) by
where each K k is a continuous and bounded kernel. Assume that T k satisfies
Furthermore let Γ ≥ 1 and assume that for each cube Q there is a measurable set E Q so that
and for every k ∈ N and every cube Q with 2 k l(Q) ≥ 1,
We set a = (1 − ρ)d and for cube Q with l(Q) < 1 choose E Q to be the cube with the same center, but with diameter Cl(Q) ρ for large C. If l(Q) ≥ 1, E Q is just a dilate of Q by a factor of large constant C. Let
and define T k := T b k . Then operators T k obviously satisfy (3.22) and (3.23) with p 0 = 2. Thus it suffices to show that (3.24) still holds with our kernel
Fix x ∈ Q and then for y ∈ R d \ E Q we see |x − y| l(E Q ). Therefore
for any multi-indices α with |α| > d/2 by Cauchy-Schwarz inequality and Plancherel's theorem. Since
this is bounded by
By choosing α satisfying ρ(|α| − d/2) > ǫ we prove (3.24) and it completes the proof of (3.14).
4. Proof of Theorem 1.2 Theorem 1.2 can be proved in a similar way. The first one is simply from (2.2), Hölder's inequality, and the embedding theorem l p 1 ⊂ l p 2 for p 1 ≤ p 2 . By repeating the process in Section 3, (3.4) and (3.5) hold if F -spaces are replaced by B-spaces, and the boundedness of T (3) on B-spaces follows just from (3.13).
Proof of Theorem 1.3 and 1.4
Now we consider the case p = ∞. Unlike the case 1 < p < ∞ we do not have L ∞ boundedness of the operator. Instead, Fefferman [7] proved that T a maps L ∞ into BM O and the key idea of the proof is the following L ∞ estimates with an additional support condition of a. For any a ∈ S m ρ,δ and r > 0 if a(x, ·) is supported in {ξ : r/2 ≤ |ξ| ≤ 2r} and m = −d(1 − ρ)/2 then one has
Here the implicit constant is independent of r. Also if a(x, ·) is supported in a ball of radius R centered at the origin for some constant R > 0, then there exists C R > 0 such that .2) 5.1. Proof of Theorem 1.3. One may assume s 1 = s 2 = 0 without loss of generality. We will prove that for 0 < t < 1
and other cases follow by embedding F
We consider just the supremum term and a similar method can be applied to the first one. We shall base the proof on the arguments in Section 3 and use same notations. Write
and it suffices to show that for a fixed dyadic cube Q of side length l(Q) < 1 1
First of all, one has 1
By using the same argument to get (3.7) with r = 1 and c (r,d) = d + 1, we obtain
for sufficiently large N . This proves (5.3) when i = 1. Now we deal with T (2) . We break up this operator into two parts as (3.8) . Then (5.1) and (5.2) yield the desired result for the finite sum. For the infinite sum, we see that
Recall that a n (x, ξ) = Φ n * a(·, ξ)(x) φ n (ξ) where Φ n = n+2 j=n−2 φ j . From the support properties of φ k and T an f n it follows immediately that the summand vanishes unless k ≤ n + 4. Thus the last expression is bounded by a constant times
Now our claim is that for any
which completes the proof for T (2) . To see (5.5) we apply the size estimate (3.10), but it may not be true when we drop the hypothesis of compact support of a(x, ξ) in x variable. Thus, first define a τ (x, ξ) as (3.1) and let a τ n (x, ξ) := Φ n * a τ (·, ξ)(x) φ n (ξ). When K τ n (x, y) is the kernel of T a τ n , then for any J > 0 and N > 0 we have
and this estimate holds uniformly in τ . Then (5.5) follows from the fact that lim sup
where the inequality follows by an integration by parts. For the operator T (3) , as in Section 3, we write T (3) f as
We consider only the case n = k and other cases follow by the same way. Now let us apply Fefferman's method in [7] . Let Ψ be a bump function satisfying 0 ≤ Ψ ≤ 10, Ψ ≥ 1 on
where c Q is the center of cube Q. Then Ψ Q has the properties 0 ≤ Ψ Q ≤ 10, Ψ Q ≥ 1 on Q,
By elementary computation one obtains
by applying (5.1). Combining these two estimates and summing over k ≥ 10 − log 2 l(Q) one obtains
For the second one,
Combining (5.1) and (5.7),
For the last one we apply Hölder's inequality with 2/t > 1, Young's inequality, and (3.13), and then
This ends the proof for T (3) .
5.2.
Proof of Theorem 1.4. By (3.7) and (5.6), T (1) and T (2) map B
∞ for any 0 < q, t ≤ ∞. The boundedness of T (3) is immediately from (5.1) for both cases (1) and (2).
6. Proof of Theorem 1.5 and 1.6
We may assume s 1 = s 2 = 0.
6.1. Proof of Theorem 1.5 ; The case 0 < p < ∞.
6.1.1. Proof of Theorem 1.5 (1) . Recall that for 0 < p < ∞ h p boundedness of c m,ρ (D) does not hold without the assumption (1.5). For details see [7] , [14] , [33] 
and then observe that
Then the embeddings F 
For r > 0 we define E(r) to be the space of all distributions whose Fourier transforms are supported in {ξ : |ξ| ≤ 2r} as before.
The case " " is immediate by Hölder's inequality and the embedding l q ⊂ l p . They use a randomization technique to show the existence of f ∈ E(R) such that
and this idea can be applied to our cases. For each k ∈ Z + = {1, 2, . . . } let Q(k) be the set of all dyadic cubes of side length 2 −k in [0, 1] d and Q = k∈Z + Q(k). Let Ω be a probability space with probability measure µ. Let {θ Q } be a family of independent random variables indexed by Q ∈ Q, each of which takes the value 1 with probability 2 −kd(1−ρ) and the value 0 with probability 1 − 2 −kd(1−ρ) for Q ∈ Q(k). Let η be in E(1) such that η vanishes identically in a neighborhood of the origin and η(ξ) = 1 if 2 −1/2 ≤ |ξ| ≤ 2 1/2 and let η be in E(1) whose Fourier transform equals 1 on the support of η. Define for k ≥ 1 the operator
According to [5] ,
for 0 < t < p and 0 < q ≤ ∞, which proves (2). 6.1.3. Proof of Theorem 1.5 (3). Suppose 2 ≤ p < ∞ and p < q. Let p < r < ∞. Note that the adjoint operator c m,ρ (D) * = c m,ρ (D) has the same estimate like (6.2). Thus for sufficiently large R > 0 there exists g ∈ E(R) such that
Since for some constant A > 0 where C R blows up to infinity as R increases.
We first assume 0 < p ≤ 2. Let S k be defined as (6.1) and
because the Fourier transform of η is 1 on the support of η. By the method of stationary phase as in [5] , for a suitable ǫ 1 > 0 there is the uniform estimate for large k
This gives
which implies (6.7).
For 2 ≤ p < ∞ we can choose a sequence of functions {f k } whose Fourier transform has a compact support in {ξ : |ξ| ∼ 2 k } such that
by using the duality property (L p ) * = L p ′ . Then (6.6) and (6.7) hold with f k instead of h k for q > t.
6.3. Proof of Theorem 1.6; The case p = ∞. Let e 1 = (1, 0, . . . , 0) ∈ R d . For each k = 10, 11, 12, . . . we define a Schwartz function g k to satisfy
for some positive numbers σ k to be chosen later and define S k as in (6.1) again. Then
Let U k be the Fourier transform of e 2πi|·| 1−ρ φ(2 2−ρk (· − x k )) and then a stationary phase calculation yields that for a suitable ǫ > 0
for all 0 < q ≤ ∞ and 0 < t ≤ ∞. This proves Theorem 1.6 (1). When m = −d(1 − ρ)/2 and q > t then we put σ k = k −1/t , which proves Theorem 1.6 (2). 
Additional remarks
It is natural to ask about the boundedness of T a ∈ OpS m 1,1 in F s,q p and in this case it has many different situations. We cannot guarantee that the adjoint operator of T a ∈ OpS m 1,1 belongs to the same type, and therefore the extension of T a ∈ OpS m 1,1 to operators acting on S ′ is not valid. Moreover, the composition properties of pseudo-differential operators in Section 2 does not work because the symbolic calculus cannot be applied to the case ρ = δ = 1 and thus we do not have the freedom of dependence of s. Actually, Ching [4] proves that not all operators of order m = 0 are L 2 (= L 2 0 ) continuous and Stein proved that all operators in OpS 0 1,1 are bounded on H s (= L 2 s ) under the assumption s > 0 in
The pseudo-differential operator T [A] corresponding to a compound symbol A is defined by
Denote by OpS m ρ,δ 1 ,δ 2 the class of pseudo-differential operators with compound symbols in S m ρ,δ 1 ,δ 2 . Then the adjoint operator (T [A] ) * is also a pseudo-differential operator
where A * (x, y, ξ) = A(y, x, ξ).
Observe that if we put A y (x, ξ) := A(x, y, ξ) and B y (x, ξ) := B(x, y, ξ) for fixed y then = T a for some a ∈ S m ρ,δ and consequently we obtain the boundedness results of OpS m ρ,ρ,ρ for 0 < ρ < 1. Lemma 8.1. Let 0 ≤ δ ≤ ρ < 1 and m ∈ R. Then every pseudo-differential operator T [A] corresponding to A ∈ S m ρ,δ,δ can be written as T [A] = T a for some a ∈ S m ρ,δ . We remark that when A(x, y, ξ) = a(y, ξ), Lemma 8.1 proves that the adjoint operator of T a ∈ OpS m ρ,δ also belongs to the same type of class when 0 ≤ δ ≤ ρ < 1.
Proof of Lemma 8.1. Let A ∈ S m ρ,δ,δ . Observe that for f ∈ S(R d )
A(x, y, η)e −2πi<x−y,ξ−η> dηdy dξ
A(x, x − y, ξ − η)e −2πi y,η dηdy dξ and our claim is that
A(x, x − y, ξ − η)e −2πi y,η dηdy belongs to S m ρ,δ . Here the integral is an oscillatory integral and thus it can be interpreted as
is a test function which is identically 1 on a neighborhood of the origin, and the limit is taken in the sense of tempered distributions.
We need to show that for any multi-indices α and β there exists a constant C α,β > 0 such that
and we shall prove the case α = β = 0, otherwise apply the proof by replacing m by m − ρ|α| + δ|β|. Furthermore, we may assume m = 0 in the following reason. As we did in Section 2, when n −m (ξ) = 1 + |ξ| 2 −m/2 we have Since A k is contained in S 0 0,0,0 uniformly in k, each integral in the summations is bounded by a constant independent of k and thus the first one is done because it is a finite sum.
Let Θ be a Schwartz function such that 0 ≤ Θ ≤ 1, Θ(ξ) = 1 on {ξ : 2 −1 ≤ |ξ| ≤ 2} and Supp(Θ) ⊂ {ξ : 2 −2 ≤ |ξ| ≤ 2 2 }. Then the second one of (8.8) is equal to
×χ(y − l)χ(η − j)e −2πi y,η dηdy for all N > 0 and all multi-indices α. Then this observation and the method we used for the case ρ = 0 yield that the first sum in (8.9) is less than a constant times for sufficiently large N . We can also prove that the second sum in (8.9) is less than a constant by using (8.7) ( |j| −M when |l| ≤ |j|, and |l| −M when |l| > |j| ), which completes the estimate of second term in (8.8).
We write the last term of (8.8) as
A k 2 ρk x, 2 ρk x − y, 2 −ρk ξ − η Θ 2 −k (ξ − 2 ρk η) e −2πi y,η dηdy.
Then as we did, decompose the sum as V like (8.6). We already know that each summand is bounded by a constant independent of k, but when we take a summation over k 0 + 1 ≤ k it may diverge because it is an infinite sum. In this case we observe that
is a bounded function of η because at most a finite number of supports of all summands have an intersection and Θ itself is a bounded function. Furthermore, each derivative of (8.10) is also a bounded function by the same reason. Since A k belongs to S 0 0,0,0 uniformly in k, we see that Then the first one is bounded by a constant because it is a finite sum and the estimate for the second one is derived from the fact that
is a bounded function of η.
As a result of Lemma 8.1 when 0 ≤ δ ≤ ρ < 1 and thus our boundedness results also holds for OpS m ρ,ρ,ρ when 0 < ρ < 1.
