Abstract. Large deviation rates are obtained for suspension flows over symbolic dynamical systems with a countable alphabet. The method is that of the first author [1] and follows that of Young [23] . A corollary of the main results is a large deviation bound for the Teichmüller flow on the moduli space of abelian differentials, which extends earlier work of J. Athreya [2] .
1. Introduction 1.1. The Teichmüller flow. Let g ≥ 2 be an integer. Take an arbitrary integer vector κ = (k 1 , . . . , k σ ) such that k i > 0, k 1 
Let M κ be the moduli space of abelian differentials with singularities prescribed by κ, or, in other wors, the moduli space of pairs (M, ω) such that M is a compact oriented Riemann surface of genus g and ω is a holomorphic one-form on M whose zeros have orders k 1 , . . . , k σ . We impose the additional normalization requirement
(in other words, the surface M has area 1 with respect to the area form induced by ω). The space M κ need not be connected and we denote by H a connected component of M κ . The Teichmüller flow g t on H is defined by the formula
, where ω ′ = e t ℜ(ω) + ie −t ℑ(ω), and the complex structure on M ′ is uniquely determined by the requirement that the form ω ′ be holomorphic. The flow g t preserves a natural "smooth" probability measure on H (Masur [15] , Veech [19] ), which we denote by µ κ (see, e.g., [13] for a precise definition of the smooth measure; informally, the construction of µ κ can be explained as follows: by the Hubbard-Masur Theorem [11] , the relative periods of ω with respect to its zeros yield a local system of coordinates on H ; up to a scalar multiple, the measure µ κ is simply the Lebesgue measure in the Hubbard-Masur coordinates).
Veech [20] proved that the Teichmüller flow is a Kolmogorov flow with respect to µ κ . Furthermore, µ κ is the unique measure of maximal entropy for the flow g t [5] .
In fact, the Teichmüller flow preserves a pair of infinitely smooth stable and unstable foliations on H , the measure µ κ admits globally defined conditional measures on the stable and unstable leaves, and the flow g t expands and contracts the conditional measures uniformly. Informally, µ κ is the Bowen-Margulis measure for g t .
Veech [20] showed that the flow g t admits no zero Lyapunov exponents with respect to the smooth measure (and all ergodic measures satisfying a technical condition). Forni [9] showed that the expansion on the unstable leaves (as well as contraction on stable leaves) is uniform on compact sets (whence, in particular, absence of zero exponents for the flow follows for all ergodic measures).
Furthermore, the Teichmüller flow satisfies the following exponential estimate for visits into compact sets. Let K ⊂ H be a compact set with nonempty interior.
For X ∈ H set τ K (X) = {inf t : g t X ∈ K}.
Then there exists α > 0 such that H exp(ατ K (X))dµ κ (X) < +∞.
(1.1) J.Athreya established the estimate (1.1) for a special family of "large" compact sets K. For arbitrary compact sets with nonempty interior (in fact, it suffices to require for some t 0 > 0 that the interior of the set ∪ 0≤t≤t 0 g t K be nonempty) the exponential estimate was proved in [6] and independently by Avila, Gouëzel and Yoccoz in [3] .
The uniform hyperbolicity of the Teichmüller flow on compact sets in combination with the estimate (1.1) allow one to carry over to the Teichmüller flow a number of facts known about geodesic flows on compact manifolds of negative curvature. In particular, in [6] it is shown that the Teichmüller flow satisfies the Central Limit Theorem with respect to µ κ , while Avila, Gouëzel and Yoccoz in [3] have shown that the time correlations of the Teichmüller flow decay exponentially. This paper is devoted to large deviations for the Teichmüller flow. If ϕ is the characteristic function of a specially chosen large compact set, then J. Athreya [2] showed that for any δ > 0 the measure µ κ (B δ,T (ϕ)) decays exponentially as T → ∞.
Our aim in this paper (see Theorem A below) is to extend the result of Athreya and to establish exponential decay of µ κ (B δ,T (ϕ)) for a larger class of functions ϕ: namely, for functions, which, following [6] , we call Hölder in the sense of Veech (the formal definition is given in [6] and repeated below).
It is essential for our proof that µ κ is the measure of maximal entropy and that the exponential estimate (1.1) holds for µ κ . Unlike Athreya's proof, which relies on the study of the action of the special linear group on H , our argument only uses the symbolic coding for the Teichmüller flow on H , or, more precisely, for its finite cover -the Teichmüller flow on Veech's space of zippered rectangles.
Zippered rectangles.
Here we briefly recall the construction of the Veech space of zippered rectangles. We use the notation of [6] , [5] .
Let π be a permutation of m symbols, which will always be assumed irreducible in the sense that π{1, . . . , k} = {1, . . . , k} implies k = m. The Rauzy operations a and b are defined by the formulas
These operations preserve irreducibility. The Rauzy class R(π) is defined as the set of all permutations that can be obtained from π by application of the transformation group generated by a and b. From now on we fix a Rauzy class R and assume that it consists of irreducible permutations.
For i, j = 1, . . . , m, denote by E ij the m×m matrix whose (i, j)th entry is 1, while all others are zeros. Let E be the identity m × m-matrix.
Following Veech [19] , introduce the unimodular matrices
R be a Rauzy class of irreducible permutations. A zippered rectangle associated to the Rauzy class R is a triple (λ, π, δ), where λ ∈ R m + , δ ∈ R m , π ∈ R, and the vector δ satisfies the following inequalities:
(1.5) The set of all δ satisfying the above inequalities is a cone in R m ; we shall denote this cone by K(π).
The area of a zippered rectangle is given by the expression
In other words, V(R) is the space of all possible zippered rectangles corresponding to the Rauzy class R.
The Teichmüller flow P t acts on V(R) by the formula
Veech also introduces a map U acting on V(R) by the formula
The map U and the flow P t commute ( [19] ).
The volume form Vol = dλ 1 . . . dλ m dδ 1 . . . dδ m on V(R) is preserved under the action of the flow P t and of the map U. Now consider the subset
i.e., the subset of zippered rectangles of area 1; observe that both P t and U preserve the area of a zippered rectangle and therefore the set
and for x ∈ V(R), x = (λ, δ, π), write
The set V (R) is a fundamental domain for U and, identifying the points x and Ux in V (R), we obtain a natural flow, also denoted by P t , on V (R) will be denoted by µ R . By a theorem, proven independently and simultaneously by W.Veech [19] and H. Masur [15] , µ R (V (1) 0 (R)) < ∞, and we shall in what follows assume that µ R is normalized to have total mass 1. Now introduce the vectors h and a by the formulas:
The data (λ, h, a, π) determine the zippered rectangle (λ, π, δ) uniquely. We now metrize the space of zippered rectangles as follows.
Take two zippered rectangles x = (λ, h, a, π) and
and define the metric on Ω(R) by
We say that a function f on the space of zippered rectangles is Hölder if it is Hölder with respect to the Hilbert metric introduced above.
1.3. Zippered rectangles and abelian differentials. Veech [19] established the following connection between zippered rectangles and moduli of abelian differentials. A detailed description of this connection is given in [14] .
A zippered rectangle naturally defines a Riemann surface endowed with a holomorphic differential. This correspondence preserves area. The orders of the singularities of ω are uniquely defined by the Rauzy class of the permutation π ( [19] ). For any R we thus have a map
where κ is uniquely defined by R.
Veech [19] proved 
In particular if a function ϕ : H → R is a lift of a smooth function from the underlying moduli space M g of compact surfaces of genus g, then ϕ is Hölder in the sense of Veech (see Remark 3 on p.587 in [6] ).
The main result of this paper is [19, 20, 24] . The Rauzy-Veech-Zorich induction has a natural symbolic coding, and the Teichmüller flow can thus be represented as a suspension flow over a topological Markov chain with a countable alphabet. The roof function in this representation depends only on the past; on the other hand, it is neither Hölder nor bounded away from zero or infinity. It is therefore convenient to modify the coding by considering first returns of the Teichmüller flow to an appropriately chosen subset. It turns out that the induced symbolic representation has much nicer properties; the method goes back to Veech's 1982 paper [19] .
There is a certain freedom in choosing the subset for inducing, and thus we obtain a countable family of symbolic flows over the countable full shift which code the Teichmüller flow and whose roof functions are Hölder and bounded away from zero; for any Teichmüller-invariant probability measure at least one of them codes a set of probability 1.
We summarize these facts in the following Proposition, essentially due to Veech [19] ; a detailed exposition of the proof may be found in [5] .
Let X = Z Z be the space of all bi-infinite sequences over a countable alphabet, and let σ : X → X be the full right shift. The Hölder structure on X is chosen in the usual way: we say that a function ϕ : X → R + is Hölder if there exists a non-negative α < 1 such that if sequences ω,ω ∈ X coincide at all indices not exceeding N in absolute value, then
If a function r : X → R + is bounded away from zero, then we denote by f r t the suspension flow over σ with roof function r (or just f t when the roof function is clear from the context); by X r the phase space of the flow f r t .
Given a bounded measurable function ϕ on X r , we define a function ϕ r on X by the formula
(1.9)
We have then the following Proposition (see [5] and [6] 
is commutative; (2) for the Masur-Veech smooth measure µ R and all n we have
furthermore, the measure (i n ) −1 * µ R is the unique measure of maximal entropy for the flow f r n t on X r n ; (3) for any P t -invariant probability measure µ on V This Proposition reduces the problem of large deviations for the Teichmüller flow to that of large deviations for suspension flows over the full countable shift. We now proceed to a study of such suspension flows. Our approach is based on the work of the first author in [1] which is an adaptation of the work of Young [23] .
Suspension Flows over the Countable Shift.
In what follows we present the notation for symbolic dynamics found in the papers by Buzzi and Sarig [18, 7] (see also the survey of Gurevich and Savchenko [10] ) which we use in this text.
Let σ : X → X be the shift on the space X of bi-infinite words on a infinite countable alphabet. Denote by M σ the family of all σ-invariant Borel probability measures on X.
We write [x] n to denote the cylinder of points in X with the same coordinates as x in the positions 0, ±1, . . . , ±(n − 1), i.e.
[x] n := {y ∈ X : y i = x i , i ∈ Z, |i| < n}.
We say that a function ϕ :
We also use the notion of summable variation:
We say that a ϕ : X → R is log-Hölder if there exist C, α > 0 such that for all k ∈ N and x ∈ X
We note that any of these conditions allows ϕ to be unbounded and implies the continuity of ϕ. For Hölder and summable variation we get uniform continuity. Moreover, denoting
ϕ is of summable variation, and that for a log-Hölder ϕ we get var k (ϕ, x) ≤ Ce −αk |ϕ(x)|, which now depends on ϕ(x). Hence a log-Hölder observable never has summable variation, unless ϕ is bounded. In fact, it is easy to see that Lemma 1.3. If ϕ is Hölder, then ϕ is of summable variation. If ϕ is bounded and log-Hölder, then ϕ is Hölder.
We also say that an observable ϕ : X → R is cohomologous to the zero function if there exists a uniformly continuous function χ :
We use the following standard notation for Birkhoff sums of a function ϕ : X → R with respect to a transformation f : X on a space
We just write S k ϕ if the dynamics is clear from the context.
We recall that a Gibbs equilibrium state with respect to a potential ψ : X → R is, according to Bowen [4] and Sarig [18] , a probability measure µ = µ ψ on X such that there exists P = P µ (ψ) ∈ R and
It is well known that in this case we have
so that µ achieves the supremum above.
Theorem B. Let σ : X → X be a countable full shift and ψ : X → R be a log-Hölder function. We assume that µ = µ ψ is the unique Gibbs equilibrium state with respect to ψ. Then for every observable ϕ : X → R of summable variation with mean zero (µ(ϕ) = 0) which is not cohomologous to the zero function, we have
, and
for every ε > 0. In addition the supremum above is strictly negative.
Based on this result we are able to obtain the following large deviation law for a suspension flow over a full countable shift with respect to the measure naturally induced by the Gibbs measure in the setting of Theorem B.
Let r : X → [r 0 , +∞) be a log-Hölder roof function with r 0 > 0 a constant, and denote by X r the space
Let f t : X r → X r , t ≥ 0 be the special flow over the shift σ with roof function r (see e.g. [8] ).
We say that an observable ϕ : X → R has exponential tail if there exist ε 0 > 0 such that e ε 0 |ϕ| dµ < ∞. It is well known that given a σ-invariant probability µ there exists a naturally induced f t -invariant measure µ r on X r (see e.g. [8] ).
Theorem C. Let σ : X → X be a countable full shift and r : X → [r 0 , +∞) be a log-Hölder function with exponential tail and r 0 > 0. We assume that µ is the unique Gibbs equilibrium state with respect to ψ = −h · r for some fixed constant h > 0, and let f t : X r → X r be the flow under r with induced f t -invariant measure µ r . For every bounded observable ϕ : X r → R with mean zero (i.e. µ r (ϕ) = 0) we denote ϕ r (x) := r(x) 0 ϕ f t (x, 0) dt for x ∈ X and assume that
• ϕ r : X → R is Hölder, and
• there exists a periodic point z = f τ (z) with some period τ > 0, such that
Then we have, denoting for simplicity r = µ(r)
In addition the supremum above is strictly negative. Moreover, in the same conditions above if, in addition, the observable ϕ has compact support, then we have
The fact that the lower bound for the rate in Theorem C is different from the upper bound seems to be a limitation of the method of proof. The authors believe an adaptation of the methods of Waddington [21] to this setting should provide sharper results.
1.6. Organization of the paper. In the next Section 2 we prove Theorem B adapting the arguments from Young in [23] to a full countable shift. In Section 3 we prove Theorem C after reducing the estimates of large deviation for the semiflow to estimates of certain sets of deviations for adequate observables on the base transformation, to which we apply Theorem B. Finally, in the last Section 4 we use Theorem C to complete the proof of Theorem A. grant DMS 0604386, by the Edgar Odell Lovett Fund at Rice University and by the Programme on Mathematical Control Theory of the Presidium of the Russian Academy of Sciences.
Large deviations for a Gibbs measure on the full countable shift
Here the dynamics is given by σ : X → X, the full countable shift. We assume that ϕ : X → R if of summable variation, ψ is log-Hölder with exponential tail (which ensures that ψ ∈ L 1 (µ) in particular). Without loss of generality, we assume also that µ(ϕ) = 0 and ϕ 0 in what follows. For a given ε > 0 we consider
The following lemmas are useful tools during the proof.
Lemma 2.1. Let g : X → R be a summable variation function and A
Moreover for given ε > 0 let n be such that ε − A 0 /n < ε/2 and let x ∈ X be such that |S n g(x)| > nε. For any y ∈ X with x i = y i for all |i| < n, then
Proof. Just observe that if x, y ∈ X share the same coordinates except the ith one with |i| < n, then σ k x, σ k y share the same coordinates except the (i − k)th one, thus
and the first statement follows. For the second just note that
From Lemma 2.1 we deduce that, if we fix a symbol a and define (·) , we have 
This lemma says that if a summable variation observable sums to zero over every periodic orbit, then this observable is cohomologous to the zero function.
Proof. We just follow the usual proof of Livsic's Theorem: since X is the full countable shift, let ω ∈ X be a point with dense positive σ-orbit and define χ(ω) := 0 and χ(σ n ω) :
the σ-periodic point with period m − n closest to x n , i.e. z is periodic with period m − n and z ∈ [x] n . By construction we have that the jth coordinate of x n and z coincide for j = 0, . . . , l + m − n and by assumption S m−n ϕ(z) = 0. Thus
This shows that var l (χ) − −−− → l→+∞ 0 and so χ is a uniformly continuous function. For each n ∈ Z + it is easy to see that ϕ(x n ) = χ(x n+1 ) − χ(x n ) and since {x n } n∈Z + is dense in X and ϕ, χ are continuous, we get that ϕ = χ • σ − χ as stated.
Hence from Lemma 2.2 if we assume that ϕ is not cohomologous to the zero function, then the following is true (G) there exists a periodic point z ∈ X such that S p ϕ(z) > 0 where p is the (minimal) period of z. Then there exists ε 1 > 0 such that for all 0 < ε < ε 1 and for all big enough n > 0 we have |S n ϕ(z)| > 2εn. Indeed, there exists a periodic point z with period p ∈ Z + such that |S p ϕ(z)| 0 and so we can find ε 0 > 1 so that |S kp ϕ(z)| > 3εkp for all k ∈ Z + and 0 < ε < ε 1 . Therefore, for every 0 ≤ l < p and
proving the (G) property.
The following lemma enable us to choose a good cover for D A n = {a ∈ A : a is a letter in the first n coordinates of some element x ∈ C n } we get
(1) for all x ∈ C n we have Proof. Let C n be a maximal n-separated set in D, that is, we choose one point in each non-empty intersection [a 0 , a 1 , . . . , a n−1 ] ∩ D for a 0 , . . . , a n−1 ∈ A. We observer that this set might be infinite and that
Now we choose a convenient finite approximation: let C n be a finite subset of C n such that
In this way we obtain that
which implies item (2) of the statement for any m > n. We can at this point add finitely many elements of D to C n according to our convenience. We first define A n as the set of all letters at the first n coordinates of the points of C n . Then we take the periodic point z ∈ D given by property (G). Finally we redefine C n to equal the union C n ∪ {z
This keeps the above properties and the new set C n satisfies item (4) of the statement. Since ϕ i is of summable variation, for each x ∈ C n we can find y ∈ X and m = m(x) > n such that
Now let L 0 = #A 0 . Since C ε n is finite we can consider m n = max{m(x) : x ∈ C n } and then take an integer l n ≥ log #C ε n / log L 0 . For M n = m n + l n replace each x ∈ C ε n by y satisfying in addition to (a)-(b) above also (c) (y m n +1 , . . . , y m n +l n ) are distinct points in A l n 0 .
Observe that this ensures the new elements of C n are still distinct points but can be separated in the ℓ n coordinates following m n . Note also that the choice of ℓ n was made to have "enough room" in ℓ n coordinates to write #C n distinct words in A 0 letters. The proof is complete.
The upper bound.
Here we give the main step of the proof of the upper bound for the limit superior in the statement of Theorem B. From now on we take C n to be the cover of D ε n provided by Lemma 2.3, where we take i = 1 and α 1 = nε − ω = n(ε − ω/n) for some small ω > 0. We also setψ := P − ψ, where P = P µ (ψ) from (1.10).
Choose a good sequence of probability measures from the covering.
We consider the families of probability measures η n := 1 Z n x∈C n e −S nψ (x) · δ x where Z n := x∈C n e −S nψ (x) and
Note that from the assumption that µ is a Gibbs equilibrium measure forψ we get
since, by the definition of C n , the cylinders [x] n , [y] n with distinct x, y ∈ C n must be disjoint.
Tightness of the sequence ν n .
The following simple argument shows that we can assume η n (σ −j [a]) > 0 for every letter a in A n .
Remark 2.5. The probability measure η n , defined above for the set D There exists a constant L > 0 such that ζ n a (j) ≥ L for every a ∈ A n , all n > 0 and each 0 ≤ j < n.
Proof. Fix some symbol a ∈ A n . For n ∈ Z + big enough so that property (G) holds and for 0 ≤ j < n write This shows in particular that the sequence (ν n ) n≥1 is tight.
Proof. We need the following lemma.
Lemma 2.8. There exists C
) for every n ∈ Z + , each 0 ≤ j < n and for every symbol a ∈ A n .
Proof. Fix a symbol a ∈ A n and 0 ≤ j < n. We have
by the Gibbs property of µ. We can bound Z n using Lemma 2.6 as follows
Finally we find an upper bound for ζ n a using again the Gibbs property of µ
) and concludes the proof. Now since the bounds in Lemmas 2.6 and 2.8 do not depend on 0 ≤ j < n for all big enough n, we see that for any given a ∈ A n and sufficiently big n we have
concluding the proof of Proposition 2.7.
Upper bound for large deviations on the base dynamics.
Using the definition of ν n and Z n and observing that for all n > 0
we see that any weak * accumulation point ν of the sequence ν n satisfies ν(ϕ) ≥ ε. In what follows we assume without loss of generality that ν n converges to ν when n → ∞ in the weak * topology. On the one hand since {[x] n : x ∈ C n } is an approximate cover of D ε n from Lemma 2.3 and the Gibbs property we have lim sup
On the other hand, considering the following partition 1 of X
we note that by the choice of the points in C n the refined partition
separates the elements of C n : there is at most one element of C n in each atom of P n . From [22, Lemma 9.9] we have
From this we deduce following standard arguments (see e.g. [22, pag. 220] ) that for every 1 < q < n, denoting by #P the number of elements of the partition P
Now for the final step we need the following.
Lemma 2.9. We have ν n (ψ) → ν(ψ) when n → ∞.
1
The complicated choice of the covering in Lemma 2.3 was to be able to choose a finite partition here.
Proof. Using the log-Hölder property and µ-integrability ofψ we get, for any given fixed
Now from the log-Hölder property ofψ and the µ-integrabilityψ, together with Proposition 2.7, we obtain for every big enough n and for positive L
which shows that ν n (ψ) is a uniformly convergent sequence of integrals.
From inequality (2.3) and Lemma 2.9 we conclude lim sup
Finally we note that as a consequence of the assumption that µ is the unique Gibbs measure associated to ψ, we have for all ν ∈ M σ \ {µ}
This shows that (2.4) is negative. 2 The same argument shows in fact that ψ ∈ L 1 (µ) ⇐⇒ a∈A |ψ(x a )| < ∞ for any given fixed a ∈ A.
The lower bound.
Let ν be a σ-invariant probability measure satisfying ϕ, ψ ∈ L 1 (ν) and |ν(ϕ)| > ε, for a fixed small ε > 0. We define
We will find a sequence ν n k of invariant measures converging to
Following the ideas in [23] we approximate ν by a finite convex combination of σ-ergodic measures and then use their ergodicity and a weak form of specification to build the separated set which will provide the estimates for µ( widehatD ε n ).
Approximating by ergodic measures.
We use the Ergodic Decomposition Theorem [16, 17] for the measure preserving endomorphism σ of the Lebesgue space (X, B, ν), where B is the Borel σ-algebra of X. Theorem 2.10. There exists a smallest σ-invariant measurable partition I of X except a set of ν-null measure. Let {ν ξ } ξ∈I be the disintegration of ν into conditional probability measures andν be the probability measure induced in the quotient space X/I. Then (1) ν ξ are σ-invariant ergodic probability measures forν-a.e. ξ ∈ I; (2) for each n ≥ 1 and every ν-integrable function g :
Now we use this to build a finite linear convex combination of ergodic measures which approximates ν.
Then there exists a finite linear convex combination ν 0 of ergodic measures such that ν(g) − ν 0 (g) < δ, where · denotes the Euclidean norm in R 3 .
Proof. Choose ζ > 0 so that ζ/(1 − ζ) < δ/(2 + ν(g) ). Let Q be a denumerable partition of R 3 into cubes whose diameter is smaller than ζ. Let also Q 0 ⊂ Q be the family of such cubes bounded by
3 , where L > 0 is big enough so that
We can now define a probability measure
where ν ξ R is an ergodic measure chosen in g −1 (R) for each R ∈ Q 0 . Hence ν 0 is a finite convex linear combination of σ-ergodic measures.
Analogously we define a tail measure
and note that ν 1 (g) ≤ s < ζ. Now we check that ν 0 is an approximation of ν:
The proof is complete.
, where a i > 0, i a i = 1 and η i are σ-ergodic probability measures.
2.2.2.
Build a good cover using ergodicity and a form of specification. Now we strongly use the fact that we have approximated ν by a combination of ergodic measures. As in Lemma 2.6 let
In addition, choose N big enough so that for n > N and each i = 1, . . . , k, the subset of X
j ≤ a} is the biggest integer less or equal to a ∈ R). Assume also that N is big enough so that var [a i n] (ϕ) < δ/k for all i = 1, . . . , k and n > N. k-tuple (j 1 , . . . , j k ) with 1 ≤ j i ≤ m i for i = 1, . . . , k. There corresponds a point y = y j 1 ,..., j k ∈ X (not uniquely defined) so that its positive orbit shadows the orbit segments
Let E be the family of points obtained in this manner and fix y ∈ E. By the summable variation of ϕ,
Now we can write because
since we must take the sign of η i (ϕ) − δ into account, where a + = max{0, a}. Note that by the choice of δ in Lemma 2.11 and because m ≤ i a i n = n we have
Together with the choice of N we obtain
This means that y ∈ D ε m . In addition, note that for different choices of the k-tupples we get distinct points y, y
Finally observe that for w ∈ [y] m we have, by Lemma 2.1
where we have 
Estimating the measure of D
We also know that #E i n ≥ exp [a i n](h η i − δ) and from this we get
Hence for any given δ > 0 there exists a big N so that for all n > N we can find m ≥ n − k satisfying
By the upper bound on large deviations already obtained, we know that
This completes the proof of (2.5).
2.3. The rates. Now we obtain explicit expressions for the rates of decay of the measure of the deviation set. On the one hand, in Section 2.1 we showed that there exists a σ-invariant probability ν such that |ν(ϕ)| ≥ ε, ψ is ν-integrable and inequality (2.4) is true, i.e.
lim sup
On the other hand, in Section 2.2 it was proved that for every given σ-invariant probability ν such that |ν(ϕ)| > ε, ψ is ν-integrable, and given δ > 0 there exists a sequence n k tending to +∞ such that (2.5) is true, that is lim inf
From (2.6) and (2.7) we deduce that the supremo above is also an upper bound for the limit superior and it is strictly negative. This completes the proof of Theorem B.
3. Large deviations for maximal entropy measures for special flows over a full countable shift
Here we prove Theorem C. We assume that µ is a σ-ergodic probability on the full countable shift X which is a Gibbs measure and the unique equilibrium state with respect to ψ = −h · r, where h is the topological entropy of the flow f t : X r built over σ with roof function r : X → [r 0 , +∞), with some r 0 > 0. In particular r (and ψ) is µ-integrable.
This means that the induced f t -invariant probability measure µ r on X r is the measure of maximal entropy of the flow.
We assume further that r is log-Hölder with exponential tail.
3.1. Reduction to the base dynamics. Here we describe how to pass from the deviation set for the suspension flow with respect to a bounded observable with summable variation, to another deviation set for the base dynamics with respect to another observable, now unbounded. Consider a continuous observable ϕ : X r → R and note that we may write the time average of ϕ under the action of the semiflow on
Recalling that ϕ r (x) :=
where
Assume now that ϕ : X r → R is bounded and that ϕ r : X → R is Hölder.
Note that ϕ r is not necessarily bounded. Recall also that µ r (ϕ) = µ(ϕ r )/µ(r). We assume without loss of generality that µ(ϕ r ) = 0. Moreover we also assume that there exists some σ-periodic point z ∈ X, with period p ∈ Z + , such that
3.2. The limit superior. From now on all Birkhoff sums are taken with respect to σ. The previous discussion showed that for ε > 0 z ∈ X r :
where n = n(x, s, T) as before. Hence because
we have that for every 0 < ξ < 1 the deviation set is contained in
Observe first that by the exponential tail of r the following subset R L := {x ∈ X : r(x) > L} for L > 0 satisfies
Now we deduce an upper bound for the measure of each set in (3.3) . On the one hand, writing ϕ for sup |ϕ|, since
we obtain, using that µ is σ-invariant and (3.4)
On the other hand, there is a relation between n(x, s, T) and T for µ r almost all points, where we writer for µ(r) = r dµ
Note that the left hand side subset in (3.3) is contained in the following union for all sufficiently small a > 0
where we are omitting the dependence of n on (x, s, T) for simplicity. Again given ω > 0 the right hand subset in (3.7) is contained in
For the first subset in (3.8) we can use Theorem B (since we have a σ-periodic point z such that S p ϕ r (z) 0 from condition (3.2) and from Lemma 2.2 we know that ϕ r is not cohomologous to the zero function) to obtain an exponentially small upper bound depending on
for some small δ > 0, where β = β(a, ξ) < 0 is given by Theorem B
For the middle subset in (3.8) we can use the bound (3.4) to get
Now we only need an upper large deviation estimate on n(x, s, T)/T to finish.
3.2.1. The lap number versus flow time. From (3.6) we consider the measure of the following subsets of X r for any given 0 < ζ < 1/r
Since r itself can be taken as an observable in Theorem B, for n so big that
we can bound the first summand in (3.11) by
Now we split into pieces that are easier to estimate, for ω > 0 small and T big we have, from (3.4) and Theorem B 12) because (γ + δ)n < (γ + δ)(1 + ζr)T/r, where δ > 0 is small and γ = γ(ξ, ζ) < 0 is given by
For the second summand in (3.11) observe that, using the relation (3.6) and considering the position of nr/(1−ζr) on the real line with respect to S n r(x) (see Figure 1) , we have either 
for all small enough a, ζ > 0 and also ξ, ε, ω > 0. Observe that ε 0 does not depend on ε and by the assumptions on µ (i.e. µ is the unique equilibrium state for the potential ψ) we have γ(ξ, ζ)
0.
Thus we can take ε, ξ, ζ > 0 so small that β/((1 + a)r) is the maximum value above. Then letting a be very small we obtain the statement of Theorem C.
3.3. The limit inferior. For the limit inferior we need to restrict the class of observables to consider. We assume that ϕ : X r → R is continuous and bounded, with µ r (ϕ) = 0 and ϕ r : X → R an Hölder function and, in addition, that ϕ has compact support: there exists a compact subset K ⊂ X r such that ϕ ≡ 0 on X r \ K. Let r 1 = max K r ≥ r 0 in what follows. We now show that any deviation set for ϕ under the flow f t can be related to a specific deviation set for ϕ r under the shift map, in such a way that we can apply the lower bound for the rate of large deviations provided by Theorem B. We start by noting that the function The proof of Theorem C is complete.
Application to the Teichmüller flow
In this short section we apply Theorem C to the coding of the Teichmüller flow on the moduli space of abelian differentials.
The applications of these results to systems admitting a coding through flows over countable full shifts are consequences of the following simple observation.
We recall that a measure preserving dynamical system (Y, g t , B, ν) (where g t is a B-measurable flow) is a factor of the system (X, f t , A, µ) (where f t is a A-measurable flow) if:
• there exists a measurable map i : Y → X which commutes with the actions of the dynamical systems: i(g t y) = f t (iy) for all y ∈ Y and all t; • i(Y) = X and the induced measure ν(i −1 A), A ∈ A equals µ. So if we can relate two flows as above and identify the class of functions ψ such that there exists ϕ : X → R satisfying ψ = ϕ • i and a large deviation estimate for the system (X, f t , B, µ), then we can pass the same estimates for that class of functions on the system (Y, g t , A, ν). We note that the roof functions r n : X → R + in Proposition 1.2 are Hõlder and bounded away from zero, so they are automatically log-Hölder as well: if r n (ω) ≥ b n > 0 for all ω ∈ X, then for N ∈ N, ω, ω
Moreover, fixing n ∈ N and connected component H of M κ , a function ϕ : H → R which is bounded and Hölder in the sense of Veech induces a function θ : V
(1) 0 (R) → R so that ϕ • π R = θ, and then the function ψ = θ • i n : X r n → R is such that ψ r n : X → R is Hölder.
Finally, each roof function r n has exponential tail (with respect to µ κ ) since τ K ≥ c for some positive constant c for the compact K ⊂ H in (1.1).
Hence, we can use Theorem C with ψ as the observable to estimate the rate of decay of the deviation sets for ϕ.
