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Simulation of quantum separation of binary hydrogen isotope mixtures in carbon slit pores
Yang Wang and Suresh K. Bhatia*
Division of Chemical Engineering, The University of Queensland, Brisbane, QLD 4072, Australia
(Received 26 May 2008; final version received 11 June 2008 )
The carbon slit pore has been investigated as a medium for low temperature hydrogen isotope mixture separation. It is shown
that the path integral formalism with Silvera–Goldman potential provides the most accurate results for the adsorption
simulations. At 40 K, an operating pressure of 1.0 bar and carbon slit width of 0.56 nm is found to be optimal for efficient
quantum separation. Simulations for practical separation processes using a 99.95% H2 and 0.05% D2 bulk composition H2/D2
mixture, using the optimal carbon slit pore at 40 K and 1.0 bar, demonstrate that the deuterium mole fraction increases from
0.05 to 50.3% after three separation steps. The results show highly efficient equilibrium separation of binary H2/D2 mixtures
in narrow carbon slit pores, indicating the potential of molecular sieving carbon materials for hydrogen isotope separations.
Keywords: hydrogen isotope separation; carbon slit pores; quantum effect
1. Introduction
The separation of hydrogen isotopes is a problem that is
currently attracting much attention. In parti cular the heavier
isotope, deuterium, is of much importance, with numerous
applications such as nuclear fusion, non-radioactive isotopic
tracing, neutron scattering and hydrogen nuclear magnetic
resonance as well as a host of others. However, the natural
abundance of deuterium is very low, at about 0.03%, and its
separation is difficult as its thermodynamic properties are
close to those of hydrogen. Currently popular separation
methods, such as cryogenic distillation, centrifugal enrich-
ment and electromagnetic mass spectrometry, are very
expensive and high in energy cost. The development of a
cost-effective separation method is therefore of great
significance. In recent years, much work has been done to
investigate quantum effects at low temperature, which can
potentially be exploited to separate the isotopes [1–7].
Since deuterium is twice as heavy as hydrogen, the
magnitude of the quantum effect encountered by it is lower
than that for hydrogen at low temperature, opening up the
possibility of exploiting this difference for separation.
Materials with nano-scale size pores can be a potential
medium for quantum adsorption of light gases. Quantum
separation becomes possible if the pore size is comparable to
the size of the hydrogen molecule, as quantum effects can be
enhanced in very confined environments, with differences in
magnitude of the effect encountered by different isotopes.
Many researchers have investigated quantum adsorption of
hydrogen in nano-porous materials [1,3–5,7–14], with
some focusing on the quantum separation of hydrogen
isotopes. The possibility of exploiting quantum effects was
first recognised by Beenakker et al. [15] who investigated
a simple model of hard spheres in cylindrical pores, showing
larger adsorption of deuterium due to quantum swelling of
hydrogen. Subsequent simulations by Sholl and co-workers
[1,2] using more realistic interactions have confirmed this
effect. Kaneko and his co-workers [12–14] have verified the
effect via both simulations and experiments. More recently,
using both grand canonical Monte Carlo (GCMC) and
molecular dynamics simulations, Bhatia and co-workers
[3,4] have shown an even more remarkable effect that the
heavier deuterium even diffuses faster than hydrogen at
sufficient low temperatures in a zeolite molecular sieve as
well as in AlPO4-25 [5], raising the possibility of kinetic
molecular sieving of these isotopes. This prediction has been
subsequently and experimentally confirmed by Zhao et al.
[16] using a 3 A˚ carbon molecular sieve. Thus, molecular
sieving materials of suitable pore sizes would appear
promising for this application.
Microporous carbons are relatively inexpensive nano-
porous materials, and previous studies have shown their
capability for hydrogen adsorption at low temperature
[9,10,17]. However, such studies have predominantly
investigated adsorption of only pure components, either H2
or D2. Challa et al. [1] have shown high selectivity of D2
over H2 from mixtures in nanotube systems. However, the
narrow (3,6) and (6,6) nanotubes investigated in their
calculations have yet to been isolated experimentally.
The other sample material studied is interstices of (10,10)
nanotube, however, such materials are still not available for
commercial application. In addition, there are complexities
in nanotube packing and system design, that make this route
impractical at the present time. Therefore, studies for
mixture adsorption and selectivity in more practical
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adsorbents are in need. A very recent study by Garberoglio
[18] has shown high selectivity for the heavier isotopes in a
narrow slit pore with size of 0.57 nm at a low temperature of
20 K. However, more detailed studies of the effect of slit pore
size at various operating conditions of temperature and
pressure are still lacking, and the optimal pore size yet to be
determined.
Here we investigate the binary H2/D2 system in carbon
slit pores, performing equilibrium simulations to study their
quantum separation. There are two key techniques to
account for the quantum effects in simulations. One method
is the Feynman–Hibbs (FH) effective potential approxi-
mation [19–22], which considers the quantum particle as
having a Gaussian spread. Previous studies have shown this
method can reproduce the bulk phase properties of hydrogen
very well [3,4] if interaction parameters are fitted. The other
method is the Feynman’s path integral (PI) formalism
[23,24], in which each molecule is replaced by a ring of
multiple-beads (ring polymer), which behaves classically.
This method is considered to be accurate if a sufficiently
large number of beads is taken for each molecule. Using this
approach, thermodynamic properties and phase equilibrium
of bulk phase hydrogen have been simulated and the results
have been verified to be accurate compared with
experimental data [25]. Johnson and his co-workers [26]
have developed a method for applying the PI technique
directly to GCMC simulations. In this work, we have used
both of the above techniques to perform the simulations.
We report the effects of the simulation method,
potential model, slit pore size, temperature and pressure on
the binary quantum separation and selectivity of
the hydrogen isotopes. We note that such H2/D2 mixture
equilibrium simulations for slit pores have never before
been reported, and are important even to the case of kinetic
molecular sieving by carbons, as the pore body, modelled
here as slit-shaped, influences the capacity, and therefore
the flux of the different species.
2. Simulation methods
We used two different potentials for the fluid–fluid
interactions, namely, the Lennard-Jones (LJ)
UðrÞ ¼ 41 s
12
r 12
2
s6
r 6
 
; ð1Þ
with s ¼ 0.296 nm and 1 ¼ 34.2 K following Buch et al.
[27], and the Silvera and Goldman (SG) potential [28].
The SG potential has the form
fðrÞ ¼ exp a2 br 2 gr 2 
2
C6
r 6
þ C8
r 8
þ C10
r 10
 
f cðrÞ þ C9
r 9
f cðrÞ; ð2Þ
where fc(r) is the damping function
f cðrÞ ¼
exp 2
rc
r
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 2 
r , rc
1 r $ rc:
8><
>: ð3Þ
The parameters used here in the SG potential are the
same as those originally reported [28].
The 10-4-3 potential [29] is used for the interaction of
the adsorbate molecules with carbon slit pores, as given
below,
vsf ðzÞ ¼ 2prs1sfssfD
2s10sf
5z10
2
s4sf
z4
2
s4sf
3D zþ 0:61Dð Þ3
" #
;
ð4Þ
where rsf ¼ 114 nm23 is the number density of carbon
atoms in graphite, D ¼ 0.335 nm is the distance between
graphite layers, ssf ¼ 0.34 nm and 1sf ¼ 28 K are the size
parameter and energy well depth of the carbon–carbon LJ
pair potential, and z is the distance between an adsorbate
molecule and the surface of the wall. For a pore of width h,
as depicted in Figure 1, the total solid–fluid interaction
energy considering both pore walls is given by
V sf ¼ vsfðzÞ þ vsfðh2 zÞ: ð5Þ
Here h is defined as the centre-to-centre distance
between carbon atoms on the opposing surfaces, measured
along the normal. The Buch parameters are used for
hydrogen molecules to calculate the interactions with the
pore walls. Lorentz–Berthelot mixing rules are applied for
the calculation of the adsorbate–adsorbent cross-inter-
action LJ pair potential parameters.
The quantum effects are simulated by two different
approaches. The first approach is the Feynman and Hibbs
[19,20] effective potential approximation, which adds
additional perturbation terms of quantum corrections to
the original potential model. The FH approximation has
been utilised for estimating the quantum effects in
nanoporous materials in previous studies [3,4,12].
Figure 1. Schematic of a hydrogen molecule adsorbed in a
carbon slit pore. h is the height of the slit pore and z is the distance
between the molecule and the lower carbon wall.
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The formalism takes the following form
UFHðrÞ ¼ 6m
pb"2
 3=2ð
dRUðjrþ RjÞ
£ exp 2 6m
b"2
R2
 
:
ð6Þ
To counter the computational difficulties of Equation (6), it is
common to expand U(jr þ Rj) around r and suitably
truncate the expansion. We used the fourth
order approximation of Kumar and Bhatia [3,4] for better
accuracy in the confined space, compared to the earlier
quadratic approximation commonly used for the bulk fluid
[30,31]. The fourth order approximation is given as
UFHðrÞ ¼ UðrÞ þ b"
2
24m
U 00ðrÞ þ 2U
0ðrÞ
r
 
þ b
2"4
1152m2
15U 0ðrÞ
r 3
þ 4U
000
r
þ U 00 00 ðrÞ
 
; ð7Þ
where b ¼ 1/kT, " is the Dirac constant and m is the reduced
mass, following
m ¼ m1 £ m2
m1 þ m2 : ð8Þ
For carbon slit pores, the mass (m2) can be considered
as large compared to the mass of hydrogen molecules (m1),
which leads to m< m1. UFH(r) is either the LJ potential or
the 10-4-3 potential for fluid–fluid and solid–fluid
interactions, respectively.
The second approach used is the Feynman’s PI
formalism [23,24]. This method treats a single molecule as
a ring of multiple beads. The adjacent beads in a ring are
connected via harmonic springs. The spring constant k is
calculated using
k ¼ Pm
b"
	 
2 ; ð9Þ
where P is the number of beads per molecule, m is mass,
b ¼ 1/kBT (kB is the Boltzman constant) and " is the Dirac
constant. The total energy is given by
UPIðrÞ ¼ 1
2
k
XN
i¼1
XP
a¼1
rðaÞi 2 r
ðaþ1Þ
i
	 
2
þ 1
P
X
i,j
XP
a¼1
U r
ðabÞ
ij
 
; ð10Þ
where N is the number of molecules, P is the number of
beads for each molecule, rðaÞi is the position vector of the ath
bead in the ith molecule (a þ 1 ¼ 1 when a ¼ P), and rðaÞij
is the distance between the a th bead of two interacting ring
polymers i and j, and UðrðaÞij Þ the corresponding interaction
energy. Inter-bead interactions are calculated using either
the LJ or SG potential. The LJ potential with the Buch
parameters is used for carbon atom–bead interactions.
We performed simulations in the grand canonical
ensemble. The simulations consisted of two types of
moves, translational movement and molecule insertion/
deletion. For simulations using the PI method, we used a
hybrid Monte Carlo method [32] to treat the translational
movements of the molecules, as the ring polymer structure
of the molecules leads to difficulties in movement using
the simple random walk method. For each hybrid Monte
Carlo move, the velocities are firstly drawn from a
Gaussian random distribution based on the system
temperature. Secondly, the forces for both intra- and
inter-molecular interactions are calculated. Finally, the
positions and velocities of all the molecules in the system
are evolved via a velocity-Verlet [33] molecular dynamics
algorithm. We have also used multiple-time-step simu-
lation techniques to ease the intra-molecular movement.
The intra-molecular interactions (composed of stiff
harmonic springs) are calculated in the inner loop with a
short time step. The inter-molecular interactions are
calculated in the outer loop with a long time step. In order
to achieve ergodicity for molecule insertions, a regular
molecular dynamics simulation for ideal hydrogen at
system temperatures runs in parallel with the adsorption
simulations. The configuration of the inserted molecule is
randomly chosen from the ideal gas system. Further, since
the state variable specified for the simulations is the
fugacity this was converted to pressure using the virial
formula, for the purpose of depicting the isotherms.
In general, 200,000 steps are used for equilibrium and
500,000 steps are used for production runs at 77 K. At 40 K,
we used 5 £ 106 steps for equilibration and 10 £ 106 for the
data gathering. Each step is either a translational movement,
molecule creation, or a deletion, with probabilities of 0.02,
0.49 and 0.49, respectively. In the PI simulations, the
translational movement typically consisted of five molecu-
lar dynamics moves with 20 inner time steps for each long
time step. The number of beads are set to be 30 for every
absorbate molecule, which is sufficiently large for obtaining
accurate results at the temperatures used [1,8,9,26].
The selectivity is calculated using the commonly used
definition
S21 ¼ x2=x1
y1=y2
; ð11Þ
where S21 is the selectivity of component 2 over
component 1, xi is the mole fraction of the ith component
in the adsorption phase and yi is the mole fraction of the ith
component in the bulk phase. Here component 2 is taken as
D2 and component 1 as H2. We estimate the uncertainty of
the selectivity calculations to be around 10%.
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3. Results and discussion
3.1 Bulk phase simulations
We first performed simulations for bulk H2, in order to verify
the performance of different potential models used in this
work. The simulations have been carried out at 77 K as well
as at a lower temperature of 40 K. The result at 77 K is shown
in Figure 2, comparing the model predictions with exact
literature results using Younglove’s 32-constant modified
Benedict–Webb–Rubin equation of state for hydrogen [34].
The three combinations of simulation methods and
potential models, namely FH with Buch parameters, PI
with Buch parameters and PI with SG potential, all give
results that match the experimental data very well at 77 K.
Hence, all three combinations were further compared
through adsorption simulations at this temperature.
Since the temperature of 77 K is rather high for quantum
effects to be very significant, we also performed the same
series of simulations at a lower temperature of 40 K.
The results are depicted in Figure 3, and reveal that only
the PI simulations with SG potentials give accurate results
at 40 K. The FH potential based simulations underestimate
the H2 densities, because the parameters for this option
were not optimised here as done earlier by Kumar et al.
[4]. Both PI based simulations are able to reproduce the
bulk H2 density reasonably. However, the PI simulations
with SG potential have better accuracy over the entire
pressure range. Therefore, only the PI simulations with SG
potential were used for the subsequent binary adsorption
investigations in carbon slit pores at 40 K.
3.2 Adsorption in carbon slit pores
We have performed adsorption simulations in carbon silt
pores of various widths at both 77 and 40 K. The selectivity
and adsorbed density were calculated via the simulations.
The density is calculated as follows:
radsorbate ¼ madsorbate
l £ w £ h ; ð12Þ
where l, w and h are the length, width and height of the
carbon slit pore used in the simulation, respectively.
We have investigated the influence of slit pore size,
temperature, pressure as well as simulation method and
potential model on the separation process. The results are
discussed in detail in the rest of this article. We used a 1:1
bulk composition ratio between H2 and D2 in the
simulations. The optimal simulation method, potential
model, slit pore size, temperature and pressure for efficient
separations have been obtained through the simulations.
A practical separation, based on 99.95% H2 in the bulk
phase, is also simulated using the optimal conditions.
3.2.1 Simulation method and potential model
discrimination
We performed three sets of simulations at 77 K and 10 bar
using the three combinations of simulation methods and
potential models. The results are shown in Figure 4.
Although the bulk simulation results showed that all of the
three sets of simulations give very similar results, the
adsorption simulations in slit pores using the FH
approximation with the Buch parameters greatly over-
estimates selectivities for narrow slit pores. The PI
simulations with the Buch parameters and SG potential
models give very similar results. At the narrow pore sizes
of h ¼ 0.54 and 0.55 nm, the two simulation methods, FH
and PI, yield results differing by factors of seven and four,
respectively. In contrast, results of all three simulation sets
match very well for large slit pore sizes, and at h ¼ 2.0 nm,
they are almost identical. The reason why FH fails
pressure (bar)
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Figure 2. GCMC simulation results for bulk H2 at 77 K.
aLiterature values are based on the Younglove equation of state
for hydrogen [33].
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Figure 3. GCMC simulations results for bulk H2 at 40 K.
aLiterature values are based on the Younglove equation of state
for hydrogen [33].
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to correctly calculate the selectivities for very narrow slit
pores is related to the highly confined environment, as a
result of which the quantum time scale is no longer
negligible in comparison to the time scale of the particle
motion between collisions. The FH potential approxi-
mation integral formulation neglects motion on the
quantum time scale [20] and is therefore not appropriate
for such low temperatures or very strongly confined
systems. As the slit pore size increases, the FH results
become more reliable and match those from PI
simulations. Since we are only interested in the narrow
slit pores with high selectivities, the FH approximation is
not considered suitable for the simulations. Although
simulations using PI with Buch parameters give similar
results as those using PI with SG potential at 77 K, we
chose only PI with SG potential to perform our subsequent
simulations in this work. This is because only simulations
using PI with SG potential accurately reproduced the
density for bulk hydrogen at 40 K.
3.2.2 Effect of slit pore size
The size of slit pores is critical to the separation of H2 and
D2, and has an effect on both the adsorption density and
selectivity. We have used slit pores with sizes ranging
from 0.54 to 2.0 nm to show the effects, and the results are
depicted in Figure 5. For both temperatures used, starting
from h ¼ 0.54 nm, the selectivity drops very rapidly with
increasing slit pore width, h. For slit pore width greater
than 0.6 nm, the selectivity curves show a plateau with
values close to 1, indicating that separation becomes
inefficient for such large slit pores. At the lower
temperature of 40 K, the selectivity for D2 is typically an
order of magnitude larger than that at 77 K. This is due to
the significantly larger de Broglie wave length of the
lighter H2 (,0.194 nm) compared to that of D2
(,0.137 nm) at 40 K, while this difference is less
significant at 77 K (H2 , 0.140 nm and D2 , 0.099 nm).
As a result of the larger quantum uncertainty, the H2
molecule appears swollen relative to D2, and this
difference is enhanced at the lower temperature of 40 K
leading to the larger selectivity at this temperature.
Peaks can be observed around h ¼ 0.8 nm for the
density curves at both 77 and 40 K; however, at this size
the selectivity is close to unity and the separation is
inefficient. For very narrow slit pores, e.g. h ¼ 0.54 nm,
the densities are virtually zero for both temperatures,
indicative of repulsive solid–fluid interactions. With
increase in the slit pore width, adsorbed molecules form
a single layer in the pores and the density increases due to
the more favourable adsorbate–adsorbent interactions;
however, when the slit pore width is very large, the pore
potential becomes weaker and the density is reduced.
In this condition, the adsorbate molecules form mono-
layers on the pore walls at the lower pressure of 0.1 bar as
illustrated in Figure 6(b), with a very low density in the
inner core. When the slit pore is narrow, adsorbate
molecules stay at the centre of the slit pore, while
interacting with both walls of the carbon pore, as seen
slit pore width, h (nm)
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Figure 4. Comparison of different simulation methods and
potential models for hydrogen separation in carbon slit pores at
77 K.
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Figure 5. Effects of slit pore size on selectivity and density at
(a) 77 K and (b) 40 K. In both cases, bulk pressure, P, is 0.1 bar.
Arrows are guides to the eye to the corresponding ordinate for the
curves.
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in Figure 6(a). Figure 7 depicts snapshots of the mixture
adsorption in carbon slit pores with h ¼ 0.6 and 2.0 nm.
The layering on the walls evident in this figure is consistent
with the findings of Kowalczyk et al. [17] and Wang and
Johnson [10]. We note here that the pressure (0.1 bar) used
in the simulations is rather low, and we therefore observe
only the formation of monolayers in the slit pores.
Figure 6 also shows the mole fraction ratio of D2/H2
relative to the position. When h ¼ 0.6 nm, the ratio has an
obvious concave shape with a minimum located at the
center for the slit pore, as seen in Figure 6(a).
The minimum has a value of about 2.0 which is close to
the overall selectivity of D2 over H2 at this condition.
The mole fraction of D2 becomes higher when moving
towards the carbon pore walls. This is because the more
swollen H2 molecule has larger de Broglie wavelength and
tends to stay further away from the carbon pore walls than
D2 molecules. This behaviour is still observable in Figure
6(b) for the large carbon slit pore with h ¼ 2.0 nm. Two
peaks are located at both ends of the ratio curve, despite
large scatter in the interior. The average ratio is about unity
at the centre of the pore, as indicated by the reference line,
implying poor selectivity at this large pore size.
As seen in Figure 5, the selectivity curves become
relatively flat at a pore width of around 0.6 nm.
We therefore chose narrow slit pores with width smaller
than 0.6 nm in further simulations. The results are shown
in Figures 8 and 9. Figure 8 shows that the selectivity
decreases with increase in h. This is the case for both of the
temperatures, and various pressures up to 10 bar. At 40 K
the selectivities are greater than those at 77 K by almost an
order of magnitude, due to the larger quantum effects on
the H2, as discussed above. The pressure does not affect
the selectivity significantly and the trend is less significant
in Figure 8, compared to that of slit pore size and
temperature. The effects of pressure and temperature will
be discussed in detail in subsequent sections.
In contrast to the selectivity, the total adsorbed density
increases with slit pore size, as shown in Figure 9.
The plateau regions in Figure 9(b) indicate that adsorption
has reached saturation, and this occurs at about 0.57 nm at
the lower temperature of 40 K. A high selectivity as well as
high density are necessary to make the separation process
more efficient. We conclude that the optimal slit pore size
is 0.56 nm for both 77 and 40 K based on our calculations,
with a pressure of about 1.0 bar at 40 K, at which point the
total adsorbed density is high and selectivity for D2 is
about 16.58 at 40 K.
3.2.3 Effect of pressure
As discussed in the previous section, higher pressure
increases the adsorbate density. However, the selectivity
does not show an obvious trend with variation of pressure.
Therefore, we investigated the variation of the selectivity
position (nm)
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Figure 6. Total density profiles and D2/H2 mole ratio for H2/D2
mixture adsorption in carbon slit pores of width (a) 0.6 nm and
(b) 2.0 nm. Pressure is 0.1 bar and temperature is 77 K, with a
1:1 bulk H2/D2 mixture. The position is the normal distance
measured from the lower wall.
Figure 7. Snapshots of H2/D2 mixture adsorption in carbon slit
pores of width (a) h ¼ 0.6 nm and (b) h ¼ 2.0 nm. The gray
spheres are carbon atoms. The blue spheres are hydrogen
molecules. The red spheres are deuterium molecules. Bulk
conditions are the same as for Figure 6.
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and density with pressure in more detail. The results are
shown in Figures 10 and 11.
As seen in Figure 10, the selectivity is not sensitive to
the pressure at 77 K, despite some scatter. We note that the
range of the selectivity axis is small in Figure 10(a)
(covering a factor of only 3.5). Therefore the scatter is not
considered and, given the accuracy of the simulations, it
does not reflect any physical features. Therefore, a general
trend is not discernible based on the results. This is
consistent with the findings of Garberoglio [18], where he
stated the selectivity remains almost constant over the
pressure range at 77 K. At 40 K, the results for pore of size
of 0.58 nm show an inverse relation between pressure and
selectivity. However, the results for pores of sizes of 0.56
and 0.57 nm appear to show a roughly positive relation
between pressure and selectivity, as linear trend lines of
positive slope can be drawn for the curves. Due to the large
scatter we noted in previous section (10%), there are some
points that do not agree with the positive relation.
The positive relation for the pore size of 0.57 nm is in
agreement with Garberoglio’s study [18]. For larger slit
pore width of 0.6 nm in Figure 10(b), the adsorption
reaches saturation and the selectivities are close to unity
and insensitive to the pressure. These findings differ from
the result of Challa et al. [1], where a positive relation is
shown between selectivity and pressure at all conditions.
This is possibly because different pressure ranges are used
in their calculations (mostly under 1023 torr). In addition,
the systems (nanotube interior sites and interstices) used in
their simulations are pseudo-one-dimensional, while the
carbon slit pore is pseudo-two-dimensional.
At 40 K, the density consistently increases with
increase in pressure. Although only pure hydrogen was
used in studies of Kowalczyk et al. [17], our density results
at 77 K match their results well in both the trend and the
order of different size of pores in respect of the density,
indicating these two features are not sensitive to the
isotope difference. We note that we have used a
logarithmic scale for the pressure, therefore the curves
have opposite concavity to what has been shown in
Kowalczyk et al. [17]. Since we have set the optimal slit
pore size to be 0.56 nm, we chose the optimal pressure for
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this slit pore size with the standard of high selectivity and
high density. The optimal pressures would appear to be
10 bar for both 77 and 40 K. However, considering the
large scatter in the selectivity data, the difference in the
selectivities between 1.0 and 10 bar for 0.56 nm slit pore at
40 K can be possibly due to the calculation uncertainty.
Therefore, the lower pressure of 1.0 bar is also a good
choice for the optimal pressure due to the smaller
compression cost.
3.2.4 Effect of temperature
Quantum effects are more prominent at lower temperatures.
Therefore it is expected that the separation process is more
efficient at 40 K than that at 77 K. The detailed results for the
optimal conditions are listed in Table 1 for both 40 and 77 K.
The selectivity and density are both significantly
higher at 40 K. This is consistent with what is expected.
The radius of gyration (Rg) has also been calculated for the
ring polymer used in the simulations as an indicator of
quantum effects. The calculation of mean radius of
gyration is based on the definition.
RgðPÞ
  ¼ 1
P
XP
i¼1
jri 2 rcmj
* +
; ð13Þ
where rcm ¼ 1=P
PP
i¼1ri is the centre of mass of the ring
polymer, ri is the position vector of ith bead in the ring, and
P is the number of beads in each ring. Larger Rg implies a
stronger quantum effect. The value of Rg for D2 is always
smaller than that of H2 at the same temperature. This is the
reason for the observation of the separation of the two
molecules in narrow slit pores. This also consolidates our
explanations of the larger D2/H2 mole fraction ratio close
to the pore walls in Figure 6. While the temperature
increases, the Rg values of both H2 and D2 drop and lead to
weaker quantum effects. This in turn results in lower
selectivity. Therefore, 40 K is a better choice of
temperature compared to 77 K.
3.2.5 Simulation of practical separation
Having determined the appropriate simulation method (PI)
and potential model (SG), as well as optimal slit pore size
(0.56 nm), pressure (1.0 bar) and temperature (40 K),
pressure (bar)
0.01 0.1 1 10
se
le
ct
iv
ity
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
h = 0.56 nm
h = 0.57 nm
h = 0.58 nm
h = 0.6 nm
T = 77 K
pressure (bar)
0.01 0.1 1 10
se
le
ct
iv
ity
0
5
10
15
20
25
h = 0.56 nm
h = 0.57 nm
h = 0.58 nm
h = 0.6 nm
T = 40 K
(a)
(b)
Figure 10. Variation of selectivity with pressure at (a) 77 K and
(b) 40 K, for various pore widths.
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Figure 11. Variation in total adsorbed density with pressure at
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we performed simulations using a bulk gas composition of
99.95% H2 and 0.05% D2. This proportion of deuterium
corresponds to that for hydrogen gas in nature.
The simulations showed strong separation capability of
narrow slit pores for H2/D2. The results are shown in Table 2.
The second separation uses the mole fraction
calculated from the first separation as the bulk
composition. Similarly, the third separation uses the
mole fraction from the second separation. We are able to
achieve 50.3% D2 concentration after only three
separation steps. Thus, the D2 concentration is increased
over 1000 times. This result indicates efficient separation
of H2/D2 using narrow carbon slit pores as the adsorption
medium at low temperature. The quantum effect plays a
critical role in the separation process. Bhatia and
co-workers [3–5] have reported kinetic molecular sieving
of hydrogen isotopes in zeolite rho due to a reverse relation
between the diffusivity and the quantum effect, which
remarkably leads to the heavier deuterium diffusing faster
than the lighter hydrogen at sufficiently low temperature.
This result can be combined with our findings. The large
equilibrium adsorption selectivity of D2 shown in this
work leads to high adsorbed amount of D2 in narrow
carbon slit pores, which in turn leads to large flux of D2.
With the aid of faster diffusion, more efficient quantum
molecular sieving (i.e. flux selectivity) can be achieved.
4. Conclusions
Both selectivity and adsorbate density must be considered
while choosing the conditions for an efficient separation
process. Low selectivity causes poor separation between
H2 and D2. Low adsorbate density implies poor utilisation
of the adsorbent, which could make the process
uneconomical. In general, narrow slit pore sizes and low
temperature are favourable for efficient separation.
The pressure does not show a strong effect on the
selectivity. However, higher pressure helps to increase the
adsorbate density. Therefore, in the pressure range that we
have tested, moderately high pressures are chosen as
optimal (1.0 bar for 40 K and 10 bar for 77 K). The radius
of gyration calculations show consistent trend with
changes of the selectivity.
The series of separation simulations starting with
99.95% H2 concentration show highly efficient separation
of H2/D2 in a carbon slit pore having width equal to
0.56 nm at 40 K and 1.0 bar. The efficiency of the
separation process can possibly be further improved by the
faster diffusion of D2 compared to H2 at low temperature.
We note that the simulations have been performed for a
single carbon slit pore. The real material will comprise a
distribution of pore widths, with additional complexities in
structure and connectivity. Therefore, the real separation
efficiency may somewhat differ from the calculations.
However, the theory and general trends that we have
observed from the simulations will still apply to the real
separation processes.
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