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Abstract. MapReduce is a programming paradigm for large-scale distributed infor-
mation processing. This paper proposes a MapReduce algorithm for the minimum
vertex cover problem, which is known to be NP-hard. The MapReduce algorithm
can efficiently obtain a minimal vertex cover in a small number of rounds. We show
the effectiveness of the algorithm through experimental evaluation and compari-
son with exact and approximate algorithms which demonstrates a high quality in
a small number of MapReduce rounds. We also confirm from experimentation that
the algorithm has good scalability allowing high-quality solutions under restricted
computation times due to increased graph size. Moreover, we extend our algorithm
to randomized one to obtain a good expected approximate ratio.
Keywords: MapReduce, minimum vertex cover, Hadoop, optimization, algorithm
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1 INTRODUCTION
MapReduce is a programming paradigm introduced by Google [1] as a promising
software platform for large-scale distributed information processing. MapReduce
uses functional programming and is composed of mappers for per-record compu-
tation and reducers for results aggregation [2]. MapReduce platforms can be im-
plemented on a large number of commodity computers or computer clusters which
provides scalability and fault tolerance – the most important characteristics required
A MapReduce Algorithm for MVC Problems and Its Randomization 953
for large-scale distributed processing [3, 4]. The number of processing nodes can be
easily increased to handle growing large data.
Spark is another distributed computing platform for big-data analysis [5]. Com-
pared to Hadoop, a well-known MapReduce platform, Spark’s in-memory computa-
tion is high-speed [6, 7]. On the other hand, Hadoop was designed for efficiency in
cost and time. This mechanism, based on an enormous volume of data on several
storage nodes leads to outstanding scalability with lower costs, even though the real-
time computation is sacrificed. Although Hadoop and Spark are often compared,
their roles are differentiated, and they can coexist mutually [6, 7].
Large graphs are often used for modeling various real life objects, systems, and
services, for example, road networks, relations among SNS (social network service)
members, citation networks of research papers, the hyperlink structure of web pages,
and various relations among pieces of digital content on the Internet. The number
of vertices in such graphs may be several million, hundreds of millions, several bil-
lion, or even more. For such huge graphs, structured data mining requires graph
algorithms such as breadth-first search (BFS), depth-first search (DFS), minimum
spanning tree (MST), or shortest path problem (SPP). Traditional computing plat-
forms and paradigms are not suited to this task because they are insufficiently
scalable. Therefore, MapReduce algorithms for graph problems are an important
research field [8, 9, 10, 11, 12, 13, 14, 15]. Many application areas of this topic are
expected in engineering, biology, and the medical sciences [16, 17]. Several MapRe-
duce programming platforms have been so far developed [13, 14, 15, 18, 19, 20]
that provide APIs for graph operations and show how to implement some basic al-
gorithms, such as page ranking, SPP, and MST, by using those APIs. There are
also MapReduce algorithms for the maximum clique problem [21], the maximum
cover problem [22], the maximum flow problem [23], and the shortest-path prob-
lem [24].
The minimum vertex cover problem (MVC) is a basic problem in graph the-
ory, and it is well known to be computationally intractable, that is, NP-hard [25].
Approximate solutions with a two-approximation ratio can be easily constructed
from maximal matching, and then the approximation factor has been slightly im-
proved [26, 27].
We propose a MapReduce algorithm for MVC, a greedy algorithm that dras-
tically improves the solution quality compared to maximal matching-based algo-
rithms. In our previous works, we presented the first version of the algorithm with-
out detailed experimental evaluation and deep discussion [28]. Moreover, in this
paper we extend the original algorithm into randomized one to avoid the worst case
solution quality happened in specific situations.
In [32], MapReduce algorithms for well-known problems are proposed, where
they show the theoretical approximation ratio is two for the minimum vertex cover
problem. On the other hand, our first algorithm may lead to solutions of worse
quality for special cases than the MapReduce algorithm in the literature. However
our randomized version can overcome such worst case situation and obtain solutions
with expected approximation ratio 4/3. Moreover we show by experimental eval-
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uations that obtained solutions are quite better than the expected approximation
ratio.
The remainder of the paper is organized as follows. In Section 2, we briefly
give some basic background on graphs, MVC and MapReduce. In Section 3, we
propose our MapReduce algorithm for MVC and show its correctness. In Section 4,
we perform a computational experiment to evaluate our proposal. In Section 5,
a randomized MapReduce algorithm is presented. Finally, in Section 6, we conclude
the paper with some remarks.
2 PRELIMINARIES
This section explains some graph notations, the definition of a minimum vertex
cover, and a basic background on MapReduce for the readability of the remaining
paper.
2.1 Graphs
Graphs are denoted by a 2-tuple G = (V,E) with vertex set V and edge set E, where
the elements of E are 2-element subsets of V. If each edge in E has an orientation
(that is, a direction), the graph becomes a directed graph and is shown as ~G =
(V, ~E). Figure 1 a) shows the graph G = (V,E) where V={v1, v2, v3, v4, v5} and
E = {(v1, v2), (v1, v3), (v2, v4), (v2, v5), (v3, v5)}. Figure 1 b) shows a directed graph
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Figure 1. Graph
The degree d(v) of a vertex v is the number of edges connected to v. In the case
of directed graphs, the in-degree din(v) and the out-degree dout(v) of a vertex v are
defined as the number of incoming and outgoing edges, respectively. Examples are
d(v1) = 2, d(v2) = 3 in Figure 1 a) and d
in(v2) = 1 and d
out(v2) = 2 in Figure 1 b).
A matching M of a graph G = (V,E) is a subset of E such that no pair of edges in
M shares a vertex. A matching is maximal if adding any edge not in M results in
no longer being a matching. A vertex cover VC of a graph G = (V,E) is a set of
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vertices such that each edge in E is incident to at least one vertex in VC. For ex-
ample, in Figure 1, {(v1, v3), (v2, v5)} is a maximal matching and {v2, v3} is a vertex
cover. More detailed information on graphs can be referred to the literature [31, 30].
2.2 Minimum Vertex Cover Problem
The minimum vertex cover problem is a classical graph problem and is known to
be NP-hard. The problem is formulated for an input graph G = (V,E) with the








xu + xv ≥ 1,∀(u, v) ∈ E, (2)
xv ∈ {0, 1}. (3)
For the problem, a factor-2 approximate solution can be obtained from a max-
imal matching constructed by a simple greedy algorithm. Figure 2 gives an ap-
proximate solution. The dotted edges express a maximal matching. We can easily
confirm that all endpoints of the dotted edges, the vertices with bold lines, comprise
a vertex cover of the graph. The approximation factor is no more than two since
the minimum vertex cover should include at least one endpoint of each edge in the
matching.
Figure 2. Approximation solution based on maximal matching
2.3 MapReduce Model
MapReduce is a framework for large-scale distributed computing based on the well-
known master-slave parallel processing pattern [1]. MapReduce programs are com-
posed of map operations and reduce operations. Map operations play a role in the
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per-record computation and Reduce operations in the results aggregation. In Map
operations, the master divides the input data into multiple data sets and assigns
these sets to worker nodes. Note that the input data can be stored beforehand in
distributed data storage near worker nodes to reduce the overhead incurred by data
division and assignment. Each worker processes the assigned data according to the
map operation and returns the output to its master node. In Reduce operations,
the master lets workers collect the outputs of the map operations and combine them
to form the answer to the problem. Workers perform these operations in parallel,
taking key–value pairs as processing primitives. The MapReduce processing can be
formally explained as follows.
For sets of the input key–value pairs U i0, i = 0, 1, . . . ,m − 1, the MapReduce
program performs the following steps.
For t = 1, 2, 3, . . . , T do
1. Execute Map: Input each pair (k, v) in U it−1 to mapper Mi, i = 0, 1, . . . ,m−1
and the mapper performs the Map operation. Each mapper generates a sequence
of pairs, (k1, v1), (k2, v2), . . . , as the result. Let us denote the multiset of key–
value pairs generated by Mi at t
th round by Û it , used in Shuffle step.
2. Shuffle: For each k, let Vk,i be the multiset of values vj such that (k, vj) ∈ Û it .
The MapReduce system constructs the multiset Vk,i from Û
i
t .
3. Execute Reduce: For each k, input k and some arbitrary permutation of Vk,i
to reducer Ri, i = 0, 1, . . . , r−1 and perform the Reduce operation. The reducer
generates a sequence of key–value pairs (k, v′1), (k, v
′
2), . . . , as the result. Let
U it , i = 0, 1, . . . ,m − 1 be the multiset of key–value pairs generated by Rj,
j = 0, 1, . . . , r − 1.
MapReduce is a promising platform for distributed large-scale computation.
However, algorithms for MapReduce are quite different from ordinary algorithms
we have used. Therefore, we need to design suitable algorithms for the platform.
3 MAPREDUCE ALGORITHM FOR MVC
In this section we propose a MapReduce algorithm for the minimum vertex cover
problem. Algorithm 1 shows a pseudocode for the algorithm, MapReduceMVC.
Before going to the explanation, we introduce some notations. Functions N :
V→ 2|V| and d : V→ {0, . . . , |V| − 1} return the set of the vertices neighboring v
and degree of v, v ∈ V, respectively. Function index : V→ {1, . . . , |V|} returns the
index of v.
A relation ≺ on V and directed graphs induced by ≺ is defined as follows:
Definition 1. Let G be an undirected graph with vertex set V and edge set E.
Let us denote by v ≺ u the relation such that (d(v), index(v)) is smaller than
(d(u), index(u)) in the lexicographical order on {0, . . . , |V | − 1} × {1, . . . , |V |}.
A MapReduce Algorithm for MVC Problems and Its Randomization 957
Algorithm 1 Pseudocode for MapReduce algorithm
1: procedure MapReduceMVC:
2: – – STEP1:
3: V C[v]← true, for all v;
4: Adj[v]← true, for all v;
5: – – STEP2:
6: if v is source then
7: V C[v]← false;
8: end if
9: repeat
10: – – STEP3:





16: – – STEP4:
17: if V C[v] = true and Adj[v] = true and ∃u ∈ N(v), Adj[u] = false then
18: V C[v]← false;
19: end if
20: if V C[v] = false and Adj[v] = false then
21: Let Nf be {u|u ∈ N(v), V C(u) = false};
22: if u ≺ v,∃u ∈ Nf then
23: V C[v]← true;
24: end if
25: end if
26: until No modification is taken place in STEP4
27: – – STEP5:
28: xv ← 1 if V C[v] = true, otherwise xv ← 0, for all v ∈ V;
Definition 2. For an undirected graph G = (V,E), its directed graph induced by
≺, ~G = (V, ~E), is constructed by orienting each edge (v, u) ∈ E from v to u when
v ≺ u.
The following lemma is straightforwardly obtained from the definition since the
relation ≺ is transitive.
Lemma 1. Let ~G = (V, ~E) be the directed graph induced by ≺ for a given undi-
rected graph G = (V,E). Then ~G is an acyclic graph.
Definition 3. For an acyclic directed graph ~G = (V, ~E), v ∈ V is called a source
if din(v) = 0.
Figure 3 shows an example of the edge orientation, where the number in each
vertex v represents index(v). Figure 3 b) shows the directed graph constructed from

















Figure 3. Example of edge orientation
the undirected graph in Figure 3 a). The vertices 0, 3, 5, 6, 8, and 9 are sources of
the acyclic graph. In MapReduceMVC, each worker node can compute the relation
≺ between the assigned vertex and its neighbors since workers know the index and
the degree of all the neighbors.
Arrays of boolean variables V C[v] and Adj[v] indicate whether or not v is in
the vertex cover and whether or not all the neighbor vertices of v are in the cover,
respectively. At the end of the algorithm (Line 28), a vertex cover is constructed by
collecting all vertices v such that V C[v] = true.
The algorithm is composed with five STEPs and each STEP corresponds to
one MapReduce operation. No worker can proceed to the next STEP (MapReduce
operation) before all the workers complete the current operation.
At STEP1 (Lines 3 and 4), V C[v] and Adj[v] are initialized to true for all the
vertices. Note that our algorithm initially adds all the vertices into the vertex cover,
then gradually excludes unnecessary vertices in STEP3 and 4.
STEP2 (Lines 6 to 8) sets V C[v] to false for each v if v is a source. Each source
vertex becomes a trigger to reduce the size of the vertex cover from the initial vertex
cover constructed at STEP1.
STEP3 (Lines 11 to 15) and STEP4 (Lines 17 to 25) are iteratively executed in
the repeat-until statement. STEP3 updates Adj[v] for all vertices. Adj[v] needs to
be updated whenever there is a neighbor u ∈ N(v) such that V C[u] was changed in
the previous iteration.
STEP4 is composed of two parts. The first part (Lines 17 to 19) is for improving
the vertex cover by attempting to decrease its size. The second part (Lines 20 to 25)
checks and maintains feasibility of the solution. No solution is feasible when there
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exists a pair v and u such that (v, u) ∈ E, yet V C[v] = V C[u] = false. In such











































f) C[v] and Adj[v] after STEP4
Figure 4. Demonstration of MapReduceMVC for a line graph
Figure 4 shows a demonstration example where we depict the steps of the algo-
rithm when applied to a line graph with seven vertices. In the figure, a pair of letters
such as T T, T F, or F T (where T means true and F means false) below a vertex
corresponds to a pair of values of V C[v] and Adj[v]. Time proceeds from top to
bottom in the figure. The pair of boolean values at each vertex is initialized to T T
by STEP1 shown in Figure 4 a). Both vertices 1 and 7 are sources in this example,
and so become F T at STEP2. Figure 4 c) shows that Adj[v] becomes false for each
of vertices 2 and 6 since 1 and 7 are removed from the vertex cover at Figure 4 b).
In Figure 4 d), each of vertices 3 and 5 is removed from the vertex cover since Adj[v]
for 2 and 6 was changed to false. In Figure 4 e), Adj[v] for vertex 4 is updated.
Finally in (f), we confirmed no modification is performed where each vertex should
be either T F or F T. All vertices with T F are included in the vertex cover obtained
by the algorithm.
We show now the validity of our algorithm by the following lemma and theorem.
Lemma 2. MapReduceMVC completes its execution after the kth STEP4 if and
only if V C[v] = true and Adj[v] = false or V C[v] = false and Adj[v] = true, for
all v ∈ V at the end of the kth STEP3, where k is a natural number.
Proof.
Sufficiency: We assume the following condition holds: For all v ∈ V, V C[v] =
true and Adj[v] = false or V C[v] = false and Adj[v] = true after the kth
STEP3. Considering synchronous execution of MapReduce operations, Adj[v],
for all v ∈ V, has a correct value after STEP3, that is, Adj[v] = true when
V C[u] = true, for all u ∈ N[v], otherwise Adj[v] = false. At the kth STEP4,
V C[v] can be modified when V C[v] = true and Adj[v] = true or V C[v] = false
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and Adj[v] = false but not otherwise. Therefore, no modification occurs at the
kth STEP4, so the algorithm can break the repeat condition and complete its
execution.
Necessity: We assume the algorithm stops its execution and there exists a node v
such that V C[v] = true and Adj[v] = true or V C[v] = false and Adj[v] = false.
(CASE1: Suppose that V C[v] = Adj[v] = true,∃v ∈ V.) for all u ∈ N[v],
V C[u] = true since Adj[v] = true and also for all u ∈ N[v], Adj[u] = true be-
cause the condition at STEP4 (Line 17) does not hold at the end of the algorithm.
By repeating the same consideration, we finally find that for all v ∈ V, V C[v] =
Adj[v] = true. However, according to Lemma 1, at STEP2 there exists at least
one source vertex v that lets V C[v] = false. Only Line 20 in STEP4 can change
V C[v] from false to true, and it is performed only when there exists a neighbor u
such that V C[v] = V C[u] = false. Moreover, only one side of both vertices v and
u can be changed from false to true according to the order relation ≺. Therefore
there should exist at least one vertex v such that V C[v] = false even if such sit-
uations occur successively on adjacent vertices. This situation contradicts the first
assumption.
(CASE2: Suppose that V C[v] = Adj[v] = false,∃v ∈ V.) There exists at least
one vertex u ∈ N(v) such that V C[u] = false since Adj[v] = false. Moreover,
Adj[u] = false because V C[v] = false. This situation holds the condition of the
second if statement in STEP4. Therefore, the algorithm cannot break the repeat-
until loop statement. This situation contradicts the first assumption. 2
Theorem 1. MapReduceMVC outputs a minimal vertex cover for a given graph.
Proof. From Lemma 2, for all v ∈ V, V C[v] = true and Adj[v] = false or V C[v] =
false and Adj[v] = true after the algorithm stops its execution. Therefore, the
output of the algorithm should generate a vertex cover since V C[u] = true for all
u ∈ N(v) when V C[v] = false. It is also obvious that no proper subset of the vertex
cover obtained by the algorithm can be a vertex cover, that is, it shows minimality.
2
4 EXPERIMENTAL EVALUATION
We implemented our MapReduce algorithm under Hadoop [3] and evaluated its
solution quality and the number of MapReduce rounds. For comparison purposes, we
developed a Hadoop program of the maximal matching-based vertex cover algorithm
described above.
Test graph data were randomly generated based on two topological characteris-
tics: random graphs and scale-free graphs. A graph is scale-free if its degree distri-
bution follows a power law. Scale-free graphs are known as a model often observed
in actual networks [29]. Random graphs with average degree d were generated such
that vertex degrees follow the Guassian distribution with average d and variance 1.





























Figure 5. Solution quality vs. graph size for random graphs (our proposal)
4.1 Solution Quality
We first evaluate the solution quality of our MapReduce algorithm by comparing it
with its maximal matching-based algorithm. The Gurobi optimizer, a commercial
solver, was used to obtain exact solutions but it could not exactly solve problem





























Figure 6. Solution quality vs. graph size for random graphs (maximal matching-based
algorithm)
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uated, for random graphs of size 100 to 1 000, the quality of approximate solutions
by comparing with that of exact solutions, while for random graphs with 1 000 to
10 000 vertices, we just compared both approximate algorithms, our proposal and
the maximal matching-based algorithm.
When it comes to scale-free graphs, the Gurobi optimizer was able to solve
problem instances of 1 000 000 vertices. This is because the exact algorithm can
drastically prune branches of the search tree for the power-law distribution of edge
degree in the scale-free graphs. Therefore, for scale-free graphs, we varied the num-
ber of vertices up to 1 000 000 to compare with exact solutions.
Figures 5 and 6, respectively, depict the solution quality of our algorithm and
that of the matching-based algorithm.
In the figures, the horizontal axis shows the number of vertices and the vertical
axis shows the approximate ratio compared to the exact solution. Here we take the
quality of the exact solution as 1. For the experiments, we varied the average degree
of a vertex from 10 to 70 and prepared ten different instances of each. Therefore,
the values in the figures show the average of ten executions. Figures 7 and 8 show
results for larger random graphs, where the curves express the size of the obtained
minimal vertex covers for each degree. These figures indicate that both algorithms
obtained lower quality solutions for smaller degrees of random graphs. That is,
loosely-coupled random graphs are harder to solve approximately than are tightly-
coupled ones. The results indicate that our algorithm can obtain quite good solutions
of less than 5 % approximate ratio, even for degree 10, while the approximate ratio
of the matching-based algorithm was more than 30 % in case of the degree 10.
For scale-free graphs, we compare both approximate algorithms with the exact
algorithm and depict the quality versus the graph size in Figure 9. The results
confirm that our algorithm performs very well also for scale-free graphs compared
to the matching-based algorithm.
Through experimental evaluation, we confirmed the effectiveness of our proposed
algorithm. From a quality point of view, our algorithm outperformed the maximal
matching-based algorithm. The maximal matching-based algorithm progressively
constructs a maximal matching, then generates a minimal vertex cover from the
maximal matching. The algorithm is based on a greedy policy for the maximality
of matching, but not for the minimality of the vertex cover. In contrast, our algo-
rithm focuses on minimizing the size of the vertex cover. Our algorithm generates
an initial vertex cover that includes only |V | − |Sources| vertices, and then removes
unnecessary vertices step-by-step in a greedy manner. This direct greedy operation
greatly improves the solution quality as compared with the maximal matching-based
algorithm.
4.2 Number of Rounds
Instead of measuring real computation time of MapReduce operations, we usually
evaluate the number of rounds of MapReduce operations. Actual computation time
is much more understandable for performance evaluations, but it strongly depends




































































Figure 8. Results for large random graphs (maximal matching-based algorithm)
on conditions of the computing platform, such as the number of processing nodes,
cpu spec, memory size, network architecture, and traffic situation. Therefore, the
number of rounds becomes the most reliable factor by which to evaluate the compu-
tation time of MapReduce programs. In our experiment, we measured the number
of rounds of two approximate algorithms. Figures 10 and 11 respectively depict
the number of rounds used in our algorithm and the maximal matching-based algo-
rithm for random graphs. Figure 12 compares the number of rounds for scale-free
graphs.



























Figure 9. Solution quality vs. graph size for scale-free graphs (our proposal)
The results indicate that our algorithm requires relatively few rounds, compared
to the maximal matching-based algorithm. The real computation time is propor-
tional to the number of rounds in the experiment and the curves of the number of
rounds are almost constant with respect to the number of vertices. Therefore, our


























Figure 10. Number of rounds vs. graph size for random graphs (our proposal)


























Figure 11. Number of rounds vs. graph size for random graphs (maximal matching-based
algorithm)
5 RANDOMIZED MAPREDUCEMVC
MapReduceMVC is not always highly efficient. We consider here a special class
of graphs, called k-flower graphs for which our original MapReduceMVC may not



























Figure 12. Number of rounds vs. graph size for scale-free graphs
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Definition 4. A graph G = (V,E) is called a k-flower graph when V = {v0, v1, v2,
. . . , v3·(k−1)+3} and E = ∪ki=1{(v0, v3·(i−1)+1), (v3·(i−1)+1, v3·(i−1)+2), (v3·(i−1)+2,
v3·(i−1)+3), (v3·(i−1)+3, v0)}.
Definition 5. For k-flower graph G = (V,E), the vertex v0 is called center ver-
tex and subgraph G(i) = (V(i),E(i)), i = 1, 2, . . . , k, is called a petal of k-flower
graph G where V(i) = {v0, v3·(i−1)+1, v3·(i−1)+2, v3·(i−1)+3}, E(i) = {(v0, v3·(i−1)+1),
(v3·(i−1)+1, v3·(i−1)+2), (v3·(i−1)+2, v3·(i−1)+3), (v3·(i−1)+3, v0)}.
Figure 13 depicts 3-flower graph and its exact and the worst case vertex covers,
where the vertices colored in red denote the vertices in the obtained vertex cover and
the number beside a vertex shows its index. Figures 13 a) and 13 b) represent the
exact solution and the worst case solution obtained by our MapReduce algorithm,
respectively. From the definition, we can easily prove that the size of the optimal
solution and the worst case solution for k-flower graphs are
|VCbest| = k + 1, (4)
|VCworst| = 2 · k + 1, (5)





























(a) Optimal Solution (b) Worst Case Solution
b) Worst case solution
Figure 13. Solution example for 3-flower graphs
Randomized algorithms allow us to avoid the worst case solution, where we uti-
lize only randomized index function in our MapReduceMVC. Our algorithm requires
the construction of a directed graph for the input graph by the edge orientation
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Figure 14. All patterns of randomized index
based on the lexicographical order on (≺, index). In k-flower graphs, the edge ori-
entation depends on the index values of the terminal vertices since all the vertices
except for the center vertex have degree 2. This is the reason why it is hard for our
original MapReduceMVC to solve k-flower graphs.
Let us calculate the expected size of minimal vertex covers to be obtained by the
randomized MapReduceMVC for k-flower graphs. Figure 14 shows all the patterns
of indexing for one petal of a k-flower graph, where a, b, and c express the index
value for the corresponding vertex. The vertex with the smallest index number out
of a, b, and c should be a source which can not be in the final vertex cover. The
vertices colored in red are in the vertex cover. From the figures, the expected value
of the number of vertices in VC per petal except for the vertex v0, E(|VC(petal)|
is
E(|VC(petal)|) = 1 · 2
3






Since v0 is in VC only when the indexing is either a > c > b or c > a > b for all the
































Figure 15. Solution quality of randomized MapReduceMVC for k-flower graphs
Therefore, the expected value of |VC| is




























To confirm the validity of the expected approximate ratio, we performed an ex-
periment. Figure 15 shows the average curves of the approximate ratio in which we
solved MVC for k-flower graphs 20 times by the Randomized MapReduceMVC with
varying the number of vertices. From the figures, our randomized MapReduceMVC
could achieve the same approximate ratio as the one we calculated in (11). Our
randomized algorithm can be easily implemented since we just need to introduce
a randomized index function to the original one.
Theorem 2. RandomizedMapReduceMVC outputs a minimal vertex cover with
the expected approximate ratio 4/3 for k-flower graphs.
6 CONCLUSION
We proposed a MapReduce algorithm for the minimum vertex cover problem and
proved its validity. We performed an experimental evaluation of our proposal and
A MapReduce Algorithm for MVC Problems and Its Randomization 969
measured the quality of solutions and the number of rounds of MapReduce op-
erations. We observed that our algorithm could generate a reasonable quality of
approximate solutions compared to the exact algorithm for random graphs with 100
to 1 000 vertices and scale-free graphs with 1 000 to 1 000 000 vertices. We also com-
pared our algorithm with the well-known maximal matching-based minimum vertex
cover algorithm, and our algorithm outperformed it not only in terms of solution
quality but also in terms of computation time.
Finally we introduced a class of graphs, k-flower graphs, which it is hard for our
algorithm to solve, and we have proposed a randomized version of MapReduceMVC.
Just by using the randomized index function, our algorithm can obtain the expected
approximate ratio 4/3 for k-flower graphs.
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