We consider the problem of estimating a deterministic sparse vector x 0 from underdetermined noisy measurements, in which the noise is a Gaussian random vector. Two techniques which are commonly used in this setting are the Dantzig selector and basis pursuit denoising (BPDN). It has previously been shown that, with high probability, the Dantzig selector comes close to the performance of the oracle estimator which knows the locations of the nonzero components of x 0 , when the performance is measured by the ℓ 2 distance between x 0 and its estimate. In this paper, we demonstrate that BPDN achieves analogous results, but that the constants involved in the BPDN analysis are significantly better.
I. INTRODUCTION
Estimation problems with sparsity constraints have attracted considerable attention in recent years because of their potential use in numerous signal processing applications, such as denoising, compression and sampling. In a typical setup, an unknown deterministic parameter x 0 ∈ R m is to be estimated from measurements b = Ax 0 + w. The dictionary A ∈ R n×m is deterministic and known, but typically consists of more columns than rows (i.e., m > n), so that without further assumptions, x 0 is unidentifiable from b. The impassé is resolved by assuming that the parameter vector is sparse, i.e., that most elements of x 0 are zero. Under the assumption of sparsity, several estimation approaches can be used; these include basis pursuit denoising (BPDN) [1] (also known as the Lasso in the context of regression problems in machine learning) and the Dantzig selector [2] . Both techniques seek estimates having a low ℓ 1 norm; the difference between these approaches is in the method of ensuring consistency between the estimate and the measurements. A large body of theoretical and empirical evidence demonstrates the ability of BPDN and the Dantzig selector to approximate x 0 , as long as x 0 is sufficiently sparse [2] - [4] .
To completely specify the problem, we must define in some way the behavior of the measurement noise. This is usually done using one of two approaches. The first is to analyze performance assuming the noise is unknown but bounded. We refer to such a setting as adversarial, since in this case one must demonstrate successful operation even if w is chosen so as to maximally harm the estimator. An arguably more realistic scenario is to model w as a random vector, and seek performance guarantees which hold with high probability. This last option should be distinguished from Bayesian performance analysis, as practiced in [5] , [6] , where on top of the stochastic model for w, a probabilistic model for x 0 is also used. In this paper, we assume a deterministic parameter x 0 , which necessarily leads to weaker bounds.
As noted previously [2] , [3] , the assumption of random noise yields significant improvements in performance guarantees, compared with the adversarial setting. Indeed, Candès and Tao [2] have demonstrated that the Dantzig selector is close to optimal under the assumption of Gaussian random noise. More specifically, they showed that, with high probability, the ℓ 2 distance between x 0 and the Dantzig estimate is within a constant times log m of the performance of an ideal "oracle" estimator, which knows the locations of the nonzero elements of x 0 . The log m factor is an unavoidable consequence of the fact that the nonzero locations in x 0 are unknown [7] . Thus, the error of the Dantzig selector comes within a constant multiple of the minimum achievable estimation error.
Can such a performance guarantee be provided for the BPDN approach as well? This question was raised immediately after the publication of the Dantzig selector result [8] , [9] . Recently, Bickel et al. [10] have demonstrated that, indeed, the performance of BPDN is bounded, with high probability, by C log m times the oracle performance, for a constant C. However, the constant involved in this analysis is considerably larger than that of the Dantzig selector.
In this paper, we provide a performance guarantee for BPDN which is better than that of the Dantzig selector, sometimes by more than an order of magnitude. Thus, in terms of guaranteed performance under random noise, BPDN is at least as successful as the Dantzig selector. Our analysis also provides a rule of thumb for choosing the regularization parameter of BPDN, and we show numerically that this rule is useful even beyond the range of settings supported by the theoretical analysis. Our results are formulated using only the mutual coherence of the dictionary, and thus do not require knowledge of any computationally intractable properties of the problem setting.
The rest of this paper is organized as follows. We begin in Section II with an overview of the problem setting and an analysis of several measures of the suitability of given dictionaries for sparse estimation. In Section III, we review some convex relaxation techniques for sparse estimation. In Section IV, we analyze the performance of BPDN under adversarial noise. This motivates the introduction of random noise, for which substantially better guarantees can be obtained in Section V. Finally, the validity of these results is examined in a practical estimation scenario in Section VI.
The following notation is used throughout the paper. Vectors and matrices are denoted, respectively, by boldface lowercase and boldface uppercase letters. The indices of the nonzero entries of a vector x are called its support set and denoted supp(x). Given an index set Λ and a matrix A, the notation A Λ refers to the submatrix formed from the columns of A indexed by Λ. The ℓ p norm of a vector x, for 1 ≤ p ≤ ∞, is denoted x p , while x 0 refers to the number of nonzero elements in x.
II. CHARACTERIZING THE DICTIONARY
Let x 0 ∈ R m be an unknown vector, and denote its support set by Λ 0 = supp(x 0 ). Let k = x 0 0 be the number of nonzero entries in x 0 . In our setting, it is typically assumed that k is much smaller than m, i.e., that most elements in x 0 are zero. Suppose we obtain noisy measurements
where A ∈ R n×m is a known overcomplete dictionary (m > n). We refer to the columns a i of A as the atoms of the dictionary, and assume throughout our work that the atoms are normalized, a i 2 = 1. We will consider primarily the situation in which the noise w is random, though for comparison we will also examine the case of a bounded deterministic noise vector; a precise definition of w is deferred to subsequent sections. For x 0 to be identifiable, one must guarantee that different values of x 0 produce significantly different values of b. One way to ensure this is to examine all possible subdictionaries, or k-element sets of atoms, and verify that the subspaces spanned by these subdictionaries differ substantially from one another.
More specifically, several methods have been proposed to formalize the notion of the suitability of a dictionary for sparse estimation. These include the mutual coherence, the cumulative coherence [3] , the exact recovery coefficient (ERC) [3] , the spark [4] , and the uniform uncertainty principle (UUP) [2] , [11] . Except for the mutual coherence and cumulative coherence, none of these measures can be efficiently calculated, in general, for a given matrix A.
Since the values of the cumulative and mutual coherence are quite close, our focus in this paper will be on the mutual coherence µ = µ(A), which is defined as
While the mutual coherence can be efficiently calculated directly from (2), it is not immediately clear in what way µ is related to the requirement that subdictionaries must span different subspaces. Indeed, µ ensures a lack of correlation between single atoms, while we require a distinction between k-element subdictionaries. To explore this relation, we will now define the UUP, which is more directly related to the subdictionaries of A. We will then show that the mutual coherence can be used to bound the constants involved in the UUP, a fact which will also prove useful in our subsequent analysis. This strategy is inspired by earlier works, which have used the mutual coherence to bound the ERC [3] and the spark [4] . Thus, the coherence can be viewed as a tractable proxy for more accurate measures of the quality of a dictionary, which cannot themselves be calculated efficiently.
By the UUP we refer to two properties describing "good" dictionaries, namely, the restricted isometry property (RIP) and the restricted orthogonality property (ROP), which we now define. A dictionary A is said to satisfy the RIP [11] of order k with parameter δ k if, for every index set Λ of size k, we have
for all y ∈ R k . Thus, when δ k is small, the RIP ensures that any k-atom subdictionary is nearly orthogonal, which in turn implies that any two disjoint k/2-atom subdictionaries are well-separated.
Similarly, A is said to satisfy the ROP [2] of order (k 1 , k 2 ) with parameter θ k1,k2 if, for every pair of disjoint index sets Λ 1 and Λ 2 having cardinalities k 1 and k 2 , respectively, we have
for all y 1 ∈ R k1 and for all y 2 ∈ R k2 . In words, the ROP requires any two disjoint subdictionaries containing k 1 and k 2 elements, respectively, to be nearly orthogonal to each other. These two properties are therefore closely related to the requirement that distinct subdictionaries of A behave dissimilarly. In recent years, it has been demonstrated that various practical estimation techniques successfully approximate x 0 from b, if the constants δ k and θ k1,k2 are sufficiently small [2] , [11] , [12] . This occurs, for example, when the entries in A are chosen randomly according to a Gaussian IID distribution, as well as in some specific deterministic dictionary constructions.
Unfortunately, in the standard estimation setting, one cannot design the system matrix A according to these specific rules. In general, if one is given a particular dictionary A, then there is no known algorithm for efficiently determining its UUP constants. Indeed, the very nature of the UUP properties seems to require enumerating over an exponential number of subspaces in order to find the "worst" subdictionary. While the mutual coherence µ of (2) tends to be far less accurate in capturing the accuracy of a dictionary, it is still useful to be able to say something about the UUP constants based only on µ. Such a result is given in the following lemma.
Lemma 1: For any matrix A, the RIP constant δ k of (3) and the ROP constant θ k1,k2 of (4) satisfy the bounds
where µ is the mutual coherence (2). The proof of Lemma 1 can be found in Appendix I. We will apply this lemma in Section V, when examining the performance of the Dantzig selector. The lemma can also be used in conjunction with other results that rely on the RIP and ROP.
In the next section, we highlight some of the methods used for approximating x 0 from b. The ability of these algorithms to accurately estimate x 0 turns out to be related to the merit of the dictionary, as quantified above. We will be interested, in particular, in performance guarantees which are a function of the mutual coherence; such results will be presented in Sections IV and V.
III. ESTIMATION TECHNIQUES
We now briefly review several approaches for estimating x 0 from noisy measurements b given by (1). Our main focus in this paper is the ℓ 1 -penalty version of BPDN, which estimates x 0 as a solutionx BP to the quadratic program min
for some regularization parameter γ. We refer to the optimization problem (7) as BPDN; this is not to be confused with the related ℓ 1 -error version of BPDN, given by
for a given value of δ. Since (7) is the Lagrangian of (8), the two problems are related in that any solution of the ℓ 1 -penalty problem for a particular γ corresponds to a solution of the ℓ 1 -error version with an appropriate choice of δ. Nevertheless, strictly speaking, (7) and (8) are distinct.
A more recently proposed estimator is the Dantzig selector [2] , defined as a solutionx DS to the optimization problem min
where τ is again a user-selected parameter. The Dantzig selector, like BPDN, is a convex relaxation method, but rather than penalizing the ℓ 2 norm of the residual b − Ax, the Dantzig selector ensures that the residual is weakly correlated with all dictionary atoms. Finally, we also mention the so-called oracle estimator, which is based both on b and on the support set Λ 0 of x 0 ; the support set is assumed to have been provided by an "oracle". The oracle estimator finds the least squares solution among vectors x whose support coincides with Λ 0 . The resulting estimator is given bŷ
Since Λ 0 is unknown, the oracle estimator cannot be applied in practice. However, it is often used as a gold standard against which the performance of practical estimators can be compared.
IV. PERFORMANCE UNDER ADVERSARIAL NOISE
Our problem is to estimate x 0 from noisy measurements b given by (1) . In this section, we discuss the case in which the noise w is an unknown deterministic vector which satisfies w 2 ≤ ε. In Section V, we will compare this setting with the results which can be obtained when w is random.
Typical "stability" results under adversarial noise guarantee that if the mutual coherence µ of A is sufficiently small, and if x 0 is sufficiently sparse, then the distance betweenx BP and x 0 is on the order of the noise magnitude. Consider, for example, the following theorem, which is based on the work of Tropp [3, §IV-C].
1 Theorem 1 (Tropp) : Let x 0 be an unknown deterministic vector with known sparsity x 0 0 = k, and let b = Ax 0 + w, where w 2 ≤ ε. Suppose the mutual coherence µ of the dictionary A satisfies k < 1/(3µ). Letx BP denote a solution of BPDN (7) with regularization parameter γ = 2ε. Then,x BP is unique, the support ofx BP is a subset of the support of x 0 , and
Results similar to Theorem 1 have also been obtained [4] , [11, Th. 1.1], [12, Th. 1.2] for the related ℓ 1 -error estimation approach (8) . In all cases, unless one considers matrices having a particular structure, the theorems hold under the assumption that x 0 0 = O(1/µ), and the stability result guarantees that the distance betweenx BP and x 0 is on the order of the noise power ε. To the best of our knowledge, no stability results are available for the Dantzig selector under this setting.
The adversarial noise results are somewhat disappointing, because one would expect the knowledge that x 0 is sparse to assist in denoising; yet Theorem 1 guarantees only that the distance between each coordinate ofx BP and the corresponding coordinate of x 0 is less than about four times the maximum noise level. However, the fact that no denoising has occurred is a consequence of the problem setting itself, rather than a limitation of the algorithms proposed above. In the adversarial case, even the oracle estimator (10) can only guarantee an estimation error on the order of ε. This is because w can be chosen so that w ∈ span(A Λ0 ), in which case projection onto span(A Λ0 ), as performed by the oracle estimator, does not remove any portion of the noise.
In conclusion, results in this adversarial context must take into account values of w which are chosen so as to cause maximal damage to the estimation algorithm. In many practical situations, such a scenario is overly pessimistic. Thus, it is interesting to ask what guarantees can be made about the performance of BPDN under the assumption of random (and thus non-adversarial) noise. This scenario is considered in the next section.
V. PERFORMANCE UNDER RANDOM NOISE
Assume now that we obtain measurements b as in (1) , and that w is a Gaussian random vector with mean 0 and covariance σ 2 I. Let us begin by examining the oracle estimatorx or of (10). It is readily seen [2] Considering that the mean power of w is nσ 2 , it is evident that the oracle estimator has substantially reduced the noise level. One would like to know whether comparable performance gains can be achieved by practical methods, which do not have access to the oracle.
This question was first addressed in the context of the Dantzig selector (9) . The result, due to Candès and Tao [2] , is derived using the UUP constants (3)-(4). For a given matrix A, however, it is usually intractable to determine the UUP constants. Instead, we obtain the following result by applying Lemma 1 to [2, Th. 1.1].
Theorem 2 (Candès and Tao): Let x 0 be an unknown deterministic vector such that x 0 0 = k, and let b = Ax 0 + w, where w ∼ N (0, σ 2 I) is a random noise vector. Assume that
and consider the Dantzig selector (9) with parameter
for some constant α > 0. Then, with probability exceeding
the Dantzig selectorx DS satisfies
where
This theorem is significant because it demonstrates that, whilex DS does not quite reach the performance of the oracle estimator, it does come within a constant factor multiplied by log m, with high probability. Note that the log m factor is an unavoidable result of the fact that the locations of the nonzero elements in x 0 are unknown (see [7, §7.4 
] and the references therein).
It is clearly of interest to determine whether results similar to Theorem 2 can be obtained for BPDN [8] , [9] . Bickel et al. [10] have recently answered this question affirmatively; they showed that, with high probability, BPDN comes within a factor of C log m of the oracle performance, for a constant C. In fact, their analysis is quite versatile, and simultaneously provides a result for both the Dantzig selector and BPDN. However, the constant C obtained in their BPDN guarantee is always larger than 128, which is considerably weaker than that of Theorem 2.
In the following, we obtain an improved performance guarantee for BPDN.
In particular, we demonstrate that, for an appropriate choice of the regularization parameter γ, the squared error of the BPDN estimate is bounded, with high probability, by a small constant times kσ 2 log(m − k), and that this constant is lower than that of Theorem 2. We begin by stating the following somewhat more general result, whose proof is found in Appendix II.
Theorem 3: Let x 0 be an unknown deterministic vector with known sparsity x 0 0 = k, and let b = Ax 0 + w, where w ∼ N (0, σ 2 I) is a random noise vector. Suppose that
Then, with probability exceeding
the solutionx BP of BPDN (7) is unique and satisfies
To compare the results for BPDN and the Dantzig selector, we now derive from Theorem 3 a result which holds with a probability on the order of (14) . Observe that in order for (18) to be a high probability, we require exp(−γ 2 /(8σ 2 )) to be substantially smaller than 1/(m − k). This requirement can be used to select a value for the regularization parameter γ. In particular, one requires γ to be at least on the order of 8σ 2 log(m − k). However, γ should not be much larger than this value, as this will increase the error bound (19) . We propose to use the value
for some fairly small α > 0. Substituting this value of γ into Theorem 3 yields the following result. Corollary 1: Under the conditions of Theorem 3, letx BP be a solution of BPDN (7) with γ given by (20). Then, with probability exceeding
we have
(22) Let us examine the probability (21) with which Corollary 1 holds, to verify that it is indeed roughly equal to (14) . The expression (21) consists of a product of two terms, both of which converge to 1 as the problem dimensions increase. The right-hand term may seem odd because it appears to favor non-sparse signals; however, this is an artifact of the method of proof, which requires a sufficient number of nonzero coefficients for large number approximations to hold. This right-hand term converges to 1 exponentially and therefore typically has a negligible effect on the overall probability of success; for example, for k ≥ 100 this term is larger than 1 − 10 −6 .
The left-hand term in (21) tends to 1 polynomially as m − k increases. This is a slightly lower rate than the probability (14) with which the Dantzig selector bound holds; however, this difference is compensated for by a correspondingly lower multiplicative factor of log(m − k) in the BPDN error bound (22), as opposed to the log m factor in the Dantzig selector. In any case, for both theorems to hold, m must increase much more quickly than k, so that these differences are negligible.
For large k and m − k, Corollary 1 ensures that, with high probability, x BP − x 0 2 2 is no larger than a constant multiplied by kσ 2 log(m − k). Up to a multiplicative constant, this error bound is essentially identical to the result (15) for the Dantzig selector. As we have seen, the probabilities with which these bounds hold are likewise almost identical. However, the constants involved in the BPDN, as demonstrated by Corollary 1, are substantially lower than those previously known for the Dantzig selector. To see this, consider a situation in which k = 1/(4µ). In this case, for large k, the bound (15) on the Dantzig selector rapidly converges to
By comparison, the performance of BPDN in the same setting, as bounded by Corollary 1, is
which is over 10 times lower. This improvement is not merely a result of the particular choice of k or µ. Indeed, the multiplicative factor of 18 which appeared in the BPDN bound (24) holds for large k with any value of µ, as long as k < 1/(3µ); whereas it can be seen from (15)- (16) that the multiplicative factor of the Dantzig selector is always larger than 32. (9), BPDN (7), and the oracle estimator (10), for various sparsity levels. The standard deviation of the noise is σ = 0.01 in (a) and σ = 0.1 in (b).
VI. NUMERICAL RESULTS
As we have seen, the performance guarantees of BPDN are better than the corresponding results for the Dantzig selector. However, since both bounds are far from tight, it is relevant to ask whether this gain also appears in the actual MSE achieved by the two estimators. We now address this question by simulation.
Several researchers have compared the performance of BPDN and the Dantzig selector numerically [8] , [9] , [14] . While the results of these analyses were mixed, they can be summarized by saying that the two approaches often yield similar results, perhaps with an occasional advantage for BPDN. These comparisons typically employ some data-driven method for selecting the regularization parameters γ of (7) and τ of (9) . By contrast, our aim is to ascertain the applicability of the performance guarantees of the Dantzig selector and BPDN. Consequently, we will analyze the performance of the two approaches when the regularization is chosen as recommended by Theorem 2 and Corollary 1.
To perform the comparison, 100 random dictionaries A and 100 random parameter vectors x 0 were constructed. Each dictionary consisted of m = 200 atoms of length n = 100; the dictionary entries were chosen from a zeromean Gaussian IID distribution, and were then normalized to ensure that the ℓ 2 norm of each atom is 1. The support of x 0 was selected uniformly at random, and the nonzero elements of the parameter were Gaussian IID variables with mean 0 and standard deviation 1.
For each dictionary and parameter vector, 10 noisy measurements b of the form (1) were generated by adding Gaussian random noise with mean 0 and standard deviation σ. The parameter x 0 was then estimated from b using BPDN (7), the Dantzig selector (9) , and the oracle estimator (10) . The optimization problems (7) and (9) were solved in Matlab using the CVX package [15] . The regularization parameter used for BPDN was (20), as recommended by Corollary 1, and the threshold used for the Dantzig selector was (13) , as recommended by Theorem 2 and [2] . In both cases, a value of α = 1 was chosen; this ensures that the probability of success of BPDN and the Dantzig selector, as given by Theorems 2 and 3, has the same order of magnitude for large problems. Finally, the MSE of each estimate was calculated and averaged over all realizations of the noise, parameters and dictionaries. The experiment was repeated for 15 support sizes k in the range 1 ≤ k ≤ 30 and for two different noise standard deviations, σ = 0.01 and σ = 0.1. The results are plotted in Fig. 1 .
Note that for the given problem dimensions, the mutual coherence is at best 0.07, so that Theorems 2 and 3 apply only when x 0 is quite sparse. Nevertheless, for most values of x 0 , both algorithms continue to perform well under these settings [6] . This is illustrated in Fig. 1 , in which the average MSE of each estimator is plotted. It is also evident that, in the scenario under consideration, the MSE of BPDN is considerably lower than that of the Dantzig selector, even when the results of Section V no longer apply. Thus, the choice of the regularization parameter (20) for BPDN appears to be a useful rule of thumb, even beyond the region of applicability of Corollary 1.
In a separate set of simulations, we compared the performance of BPDN and the Dantzig estimator for several deterministic dictionaries, including an overcomplete DCT [16] and a two-ortho dictionary [I, H] in which I is the identity matrix and H is the Hadamard matrix. The results obtained in these cases were similar in essence to those of Fig. 1 , so we refrain from describing these experiments in detail.
VII. CONCLUSION
In this paper, we analyzed the performance of BPDN for estimating a deterministic sparse parameter vector x 0 under random noise. Specifically, we examined the distance between the BPDN estimatex BP and x 0 . This distance was shown to be bounded, with high probability, by the error of the oracle estimator multiplied by C log m, where C is a small constant, on the order of 18. This analysis improves a previous bound [10] in which it was shown that C ≥ 128. Our performance guarantee is better than that of the Dantzig selector, for which C ≥ 32. The result also provides a rule of thumb for selecting the BPDN regularization parameter, which appears to function well even when the analytic guarantees no longer hold.
APPENDIX I PROOF OF LEMMA 1 By Gershgorin's disc theorem [13] , all eigenvalues of A * Λ A Λ are between 1 − (k − 1)µ and 1 + (k − 1)µ. Combining this with the fact that, for all y,
we obtain (5) . Next, to demonstrate (6), observe that
where the absolute value of a matrix or vector is taken elementwise. Since A * Λ1 A Λ2 is a submatrix of A * A which does not contain any of the diagonal elements of A * A, it follows that each element in A * Λ1 A Λ2 is smaller in absolute value than µ. Thus 
which implies that θ k1,k2 satisfies (6).
APPENDIX II PROOF OF THEOREM 3
The proof is based closely on the work of Tropp [3] . From the triangle inequality,
wherex or is the oracle estimator defined in (10). Our goal is to separately bound the two terms on the right-hand side of (29). Indeed, as we will see, the two constants σ √ 3 and Beginning with the term x 0 −x or 2 , let x 0,Λ denote the k-vector containing the elements of x 0 indexed by Λ 0 , and similarly, letx or,Λ denote the corresponding subvector ofx or . We then have 
where we have used the fact that A Λ0 has full column rank, which is a consequence [17] of the condition (17) . Thus, x 0,Λ −x or,Λ is a Gaussian random vector with mean 0 and covariance
where a i is the ith column of A. It is shown in [3, App. IV-A] that
If G indeed occurs, then the portion of the measurements b which do not belong to the range space of A Λ0 are small, and consequently it has been shown [3, Cor. 9] that, in this case, the solutionx BP to (7) is unique, the support ofx BP is a subset of Λ 0 , and
Since bothx BP andx or are nonzero only in Λ 0 , this implies that
The event G depends on the random variable w only through (I − A Λ0 A † Λ0 )w. Thus, it follows from (33) that G is statistically independent of the event (34). The probability that both events occur simultaneously is therefore given by the product of their respective probabilities. In other words, with probability exceeding (18) , both (44) and (40) hold. Using (29) completes the proof of the theorem.
