Accurate and quantitative prediction of ischemic tissue fate could improve decision-making in the clinical treatment of acute stroke. The goal of the present study is to explore the novel use of support vector machine (SVM) to predict infarct on a pixel-by-pixel basis using only acute cerebral blood flow (CBF), apparent diffusion coefficient (ADC) MRI data. The efficacy of SVM prediction model was tested on three stroke groups: 30-min, 60-min, and permanent middle cerebral-artery occlusion (n = 12 rats for each group). CBF, ADC and relaxation time constant (T2) were acquired during the acute phase up to 3 h and again at 24 h. Infarct was predicted using only acute (30-min) stroke data. Receiver-operating characteristic (ROC) analysis was used to quantify prediction accuracy. The areas under the receiver-operating curves were 86 ± 2.7%, 89 ± 1.4%, and 93 ± 0.8% using ADC + CBF data for the 30-min, 60-min and permanent middle cerebral artery occlusion (MCAO) group, respectively. Adding neighboring pixel information and spatial infarction incidence improved performance to 88 ± 2.8%, 94 ± 0.8%, and 97 ± 0.9%, respectively. SVM prediction compares favorably to a previously published artificial neural network (ANN) prediction algorithm operated on the same data sets. SVM prediction model has the potential to provide quantitative frameworks to aid clinical decision-making in the treatment of acute stroke. 
Introduction
Stroke is the fourth leading cause of death and the leading cause of long-term disability in the developed countries (Roger et al., 2011) . Clinically, it is important not only to identify the extent of ischemic brain injury but also to render accurate and objective prediction of the likelihood of infarct on a pixel-bypixel basis because such prognoses impact therapeutic regimen (Molina and Saver, 2005) . Multimodal MRI of acute stroke provides clinically relevant data and predictive value to aid clinical decision-making and guide stroke therapy. In particular, the anatomical mismatch between perfusion and diffusion abnormality (Kidwell et al., 2003; Warach, 2003) approximates the potentially salvageable "ischemic penumbra" (Astrup et al., 1981a; Astrup et al., 1981b; Hossmann, 1994; Lo et al., 2005) . Despite some shortcomings (Kidwell et al., 2003) , perfusion-diffusion mismatch remains widely utilized to guide acute stroke treatment. By contrast, conventional T2-weighted MRI and computed tomography could not detect ischemic injury until at least 4-6 h after stroke onset, coinciding with vasogenic edema at which point the tissue is likely already infracted. Sophisticated algorithms have been developed to predict ischemic tissue fate and they included predictive models based on generalized linear model (Wu et al., 2001; Wu et al., 2007) , probability of infarct (Shen et al., 2005b; Shen and Duong, 2008) , and artificial neural network (ANN) (Huang et al., 2010) . These predictive models provide statistical or probabilistic maps of infarct likelihood on a pixel-by-pixel basis utilizing only the acute MRI data. Performance analysis showed accurate prediction when compared with endpoint T2 MRI and/or histology.
Support vector machines (SVM), originating from the idea of structural risk minimization (Vapnik, 1995) , have been used in a number of applications ranging from particle identification, face recognition and text categorization to engine knock detection, bioinformatics and database marketing (Campbell, 2000) . Inputs are mapped onto a high dimensional feature space via kernel functions, and optimal hyperplanes are constructed to separate samples into different classes (Emblem et al., 2008; Zacharaki et al., 2009 ). SVM does not need an exact mathematical relation between input and output parameters. A unique advantage of SVM is that it is less prone to overfitting (Han and Kamber, 2006) . SVM has been used in grading glioma based on contrastenhanced perfusion MRI data (Wismuller et al., 2006) and classification of Alzheimer's disease based on MRI data (Kemeny et al., 1999) , and fMRI data analysis (Oczkowski and Barreca, 1997) .
The goal of the present study is to explore the novel use of SVM to predict the likelihood of infarction on a pixel-by-pixel basis using only acute ADC and CBF data. The efficacy of the SVM prediction algorithm was tested on rat stroke models subjected to three different occlusion durations (30-min, 60-min and permanent middle cerebral artery occlusion (MCAO)). Predictions using ADC alone, CBF alone and ADC + CBF were evaluated. In addition, the effects of neighboring pixels and infarct incidence on prediction accuracy were also evaluated. Prediction accuracy was quantified using receiver-operating characteristic (ROC) analysis. Quantitative comparison of prediction accuracy was also made with the published ANN prediction results (Huang et al., 2010 ) operated on identical data sets.
Results
Fig . 1 shows a schematic of the SVM model. SVM (Shawe-Taylor and Cristianini, 2000) is used to maximize the margin of the hyperplane dividing data into two groups. Fig. 2 shows the normalized CBF and ADC scatterplot and the resulting hyperplane from the SVM algorithm. Representative data sets of the SVM predictions of subsequent infarction are shown in Fig. 3 for the three experimental stroke groups using Training Method #1 where eleven animals were used as the "training" subjects and the remaining one animal was used as "test" subject. CBF alone, ADC alone, ADC + CBF, ADC +CBF+ 2D, ADC + CBF+ 3D, and ADC + CBF+ 3D + spatial information were evaluated. For references, ADC, CBF maps and ISODATA analysis of lesion volume based on ADC and T2 are also shown. ISODATA analysis of lesion volume was taken as the endpoint measure. SVM results were normalized from −1 to 1, where the more negative value indicated higher probability of infarct and the more positive value indicated higher probability of normal. The major findings were as follows. For the permanent MCAO group, the predicted infarct maps showed generally good pixel-by-pixel correspondence with ISODATA cluster analysis of the endpoint MRI data, with the exception of CBF data alone which poorly predicted infarct. With additional information (going from top to bottom), predictions were more accurate and more certain with respect to lesion location and volume. For the 60-min and the 30-min MCAO group, prediction with CBF alone was inaccurate and less certain compared to the permanent MCAO group. With additional information (from top to bottom), Training Method #1 where eleven animals were used as the "training" subjects and the remaining one animal was used as "test" subject. * indicates statistical paired t-test (P < 0.05).
animal was used as "test" subject. This was repeated for each animal in the same MCAO group. The major findings were: 1) CBF alone at 30 min poorly predicted infarct across three experimental groups. 2) ADC alone adequately predicted infarct. 3) CBF + ADC improved prediction accuracy. 4) Addition of neighboring pixel information in 2D and 3D only slightly improved prediction accuracy. 5) Addition of infarction incidence further improved prediction slightly. 6) Finally, prediction was more accurate for the permanent MCAO group, followed by the 60-min and 30-min MCAO groups. Fig. 5 shows the AUC's for predictions using Training Methods #2 where one animal was used as the "training" subject and the remaining eleven animals were used as "test" subjects. This was repeated for each animal in the same MCAO group. The observations were overall similar to those of Fig. 4 except that AUCs were slightly smaller.
Comparisons were made with a previously published ANN prediction model (Huang et al., 2010) . Fig. 6 shows the results using Training Method #1, and Fig. 7 shows the results using Training Methods #2. The statistical paired t-test of AUCs showed that SVM generally did better (yielding larger AUC) than ANN. This is particularly evident for Training Methods #2.
Discussion
A flexible support vector machine algorithm was developed to predict ischemic tissue fate pixel-by-pixel based on multimodal MRI data of acute stroke. Predictions showed future likelihood of infarction on a pixel-by-pixel basis. Predictions were overall highly accurate. Accounting for neighboring pixels and infarction incidence improves prediction accuracy. SVM prediction compares favorably to ANN prediction, and especially where training sample size is small. SVM predictive algorithm has the potential to serve as promising metrics for diagnosis, prognosis and therapeutic evaluation of acute stroke, and other clinical applications.
SVM vs. ANN prediction models
In SVM, AUCs were slightly larger using Training Method #1 than Training Method #2. This is likely because there was more information in 11 rats than that in 1 rat. Second, SVM outperformed ANN in both Method #1 and #2. This was particularly apparent in Method #2 where AUCs of ANN method decreased when additional information was added. This is likely because errors increased with more input parameters when the number of training data set was small. The superior performance of SVM over ANN in our study is likely because: (1) SVM is based on the structural risk minimization principle which minimizes an upper bound for the generalization error rather than minimizing the training error. In contrast, ANN is based on the empirical risk minimization principle which may lead to poor generalization than SVM (Chen et al., 2005) . (2) In SVM, finding the solution is equivalent to solving a linearly constrained quadratic programming problem, which leads to a global optimal solution. In contrast, ANN algorithm may not converge to global solution due to its theoretical weakness (Chen et al., 2005) . (3) In choosing parameters, SVM is less complex than ANN. In contrast to neural networks SVMs automatically select their model size by selecting the support vectors. The parameters that must be determined in SVM are the RBF kernel parameter σ and the penalty factor C. However, in ANN, the number of hidden layers, number of hidden nodes, transfer functions and so on must be determined, which are comparatively more complex. Improper parameter selection might cause the overfitting. (4) SVM provides accurate prediction with small sample size. This is because the decision function of SVM is only determined by supporting vectors. In general, the supporting vectors are only a part of all samples and other samples are not used in constructing the SVM model. Therefore the performance of SVM can still be acceptable even if the sample size is small. In contrast, the decision function in ANN is determined by all training data sets. Thus, one rat data set (although there were many pixels) was apparently not Training Methods #2 where one animal was used as the "training" subject and the remaining eleven animals were used as "test" subjects. * indicates statistical paired t-test (P < 0.05).
enough to train ANN model, especially when there are more attributes (i.e., spatial information) in the training data set. Finally, we note that while SVM has several advantages over ANN, it could not be generalized that SVM outperforms ANN.
Comparisons of SVM and ANN have also been discussed elsewhere (Byvatov et al., 2003) .
Comparison among predictive models
Wu et al. predicted infarction in normal and hypertensive stroke rats subjected to embolic clot occlusion with and without rt-PA treatment at 1 h after stroke using voxel-based generalized linear model algorithm (Wu et al., 2007) . They found that pre-treatment predicted outcome compared with post-treatment histology was highly accurate in salinetreated rats (92 ± 5%). Accuracy was significantly reduced in rt-PA treated animals (86 ± 8%). Animals that reperfused had significantly lower predicted infarction risk than nonreperfused animals, suggesting that tissue was more amenable to therapy. Shen et al. (Shen et al., 2005b; Shen and Duong, 2008) documented the probability of infarct profiles of stroke rats that underwent different MCAO durations. Using only acute ADC and CBF data, pixel-by-pixel prediction was made and compared to endpoint T2 imaging and histology. Fig. 6 -Comparison of SVM and ANN areas under ROC curves using Training Method #1 where eleven animals were used as the "training" subjects and the remaining one animal was used as "test" subject. * indicates statistical paired t-test (P < 0.05).
SVM ANN
Methods #2: Training with 1 rat, testing on 11 rats Fig. 7 -Comparison of SVM and ANN areas under ROC curves using Training Methods #2 where one animal was used as the "training" subject and the remaining eleven animals were used as "test" subjects. The statistical paired t-test (P < 0.05) results were shown in this figure. were 87 ± 3%, 90 ± 4%, and 93 ± 3% using ADC + CBF for the 30-min, 60-min and permanent MCAO, respectively. Huang et al. (2010) used ANN prediction algorithms and found that the AUCs were 86 ± 3%, 89 ± 2%, and 93 ± 1% using ADC + CBF for the 30-min, 60-min and permanent MCAO, respectively. Adding neighboring pixel information and spatial information improved performance measures over ADC and CBF alone for the 60-min and 30-min MCAO groups (88 ± 3% and 94 ± 1%, respectively) but only slightly for the permanent MCAO group (94 ± 2%). These differences were expected because permanent MCAO was less variable, and ADC and CBF alone sufficiently accounted for prediction accuracy. ANN method performed slightly better than the probability of infarct method (Shen and Duong, 2008 ) operated on the same data sets although there were some minor methodological differences in how training groups were assigned. In this study using SVM prediction algorithms, the AUCs were 86 ± 2.7%, 89 ± 1.4%, and 93 ± 0.8% using ADC + CBF for the 30-min, 60-min and permanent MCAO, respectively. We found that CBF + ADC improved prediction accuracy. This is likely because CBF and ADC individually provided unique and relevant information. For example, in the presence of the perfusion and diffusion mismatch which would likely infract at later time points, neither ADC nor CBF data alone can capture such information. As such ADC would underestimate infarct volume while CBF could overestimate infarct volume in this case. Moreover, perfusion deficit could overestimate final infarct volume if benign oligemia exists or reperfusion salvaged some tissue with initial perfusion deficit. Moreover, adding neighboring pixel information and spatial information markedly improved performance measures over ADC and CBF alone for the 60-min and 30-min MCAO groups (94 ± 0.8% and 88 ± 2.8%, respectively) but again only slightly for permanent MCAO group (97 ± 0.9%).
The improvement in SVM results was apparent when compared with ANN operated on the same data sets. Differences in animal stroke models (embolic vs. suture), anesthetics (halothane vs. isoflurane), and inclusion of slightly different types of MRI data (dynamic susceptibility contrast vs. arterial spin labeling CBF) preclude quantitative comparison with results reported by other research groups. Nonetheless, these quantitative prediction models (general linear model (Wu et al., 2007) , probability of infarct method (Shen and Duong, 2008) , ANN model (Huang et al., 2010) and SVM (this study)) based on acute MRI data were overall accurate and yielded comparable AUC's on animal stroke models. Surprisingly, AUCs improved only a few percents with additions of input parameters for prediction. This is because the performance measures based on the prediction of overall tissue fate have poor dynamic ranges. That is good performance is clustered at the very high percentage of sensitivity and specificity, and the AUCs are dominated by the fate of the "core" pixels. Partial area index to sample specific region of under the ROC curve region with a larger dynamic range has been proposed (Shen et al., 2005b; Shen and Duong, 2008) . However, the choice of the ranges over which the area is integrated is subjective and such ranges could depend on diseases and/or disease stages. It has been shown previously that performance measures of individual tissue types could be assessed with improved AUC dynamic ranges, avoiding the aforementioned drawbacks (Shen et al., 2005b; Shen and Duong, 2008) . Performance measures of individual tissue types could provide a more sensitive and appropriate assessment of the prediction accuracy compared to those of the overall tissue fates. This is currently under investigation.
This study established a novel SVM predictive algorithm and tested its efficacy on rat stroke models. Rats were subjected to three different occlusion durations to mimic the variable clinical conditions. SVM compares favorably to ANN in our study. SVM prediction model has the potential to provide quantitative and objective frameworks to aid clinical decision-making in the treatment of acute stroke. Future studies will incorporate additional information such as fMRI, vascular permeability, oxygen consumption, oxygen extraction fraction, metabolic profile, and/or relaxation time measurements to improve prediction accuracy, and to apply to human stroke data.
4.
Experimental procedure
Theory
SVM (Shawe-Taylor and Cristianini, 2000) is used to maximize the margin of the hyperplane dividing data into two groups. A hyperplane can be written as the set of points x satisfying, w ⋅ x − b = 0, where · denotes the dot product and the vector w is a normal vector perpendicular to the hyperplane. The parameter b ‖w‖ determines the offset of the hyperplane from the origin along the normal vector w. w and b are chosen to maximize the margin (i.e., the distance between parallel hyperplanes is made as far apart as possible while still separating the data). These hyperplanes with the offset margins can be described by, w ⋅ x − b = 1, and w ⋅ x − b = − 1. "Soft margin" method is often used to choose a hyperplane that splits the examples as cleanly as possible, while still maximizing the distance to the nearest cleanly split examples by introducing the slack variables, ξ i , which measure the degree of misclassification of the datum
A loss function is added to the objective function and the optimization becomes a trade-off between a large margin and a small error penalty. If the loss function is linear, the optimization problem becomes, min
where C is the penalty factor to be chosen by the user, which controls the trade-off between training error and generalization ability. SVM maps the samples x from the input space into the high dimensional feature space (inner product space) with a kernel function φ(x). The most commonly used kernel function is radial basis function (RBF) kernel,
! , which was used in this work.
Animal methods
The MRI stroke data used in this study were those from Shen and Duong (2008) which enabled comparison with a previously published ANN prediction method operated on identical data sets (Huang et al., 2010) . A total of 36 Sprague-Dawley rats (300-350 g) subjected to 30-min (n= 12), 60-min (n= 12) and permanent (n= 12) MCAO were utilized in this study. ADC and CBF were measured at 30, 60, 90, 120, and 180 min after MCAO. For the 30-min and 60-min MCAO groups, the 30-min and 60-min data, respectively, were acquired before reperfusion. Reperfusion was accomplished remotely without taking the animal out of the scanner. Endpoint T2 MRI was performed at 24 hrs postocclusion.
Data analysis
To avoid susceptibility artifact from the ear canals, five anterior slices were analyzed. Images were co-registered between acute phase and 24-hour data from the same animals and between animals (Liu et al., 2004; Schmidt et al., 2006; Shen et al., 2005a) . ADC maps with intensity in unit of mm 2 /s (Meng et al., 2004; Shen et al., 2003) and CBF maps with intensity in units of mL/g/min were calculated (Duong et al., 2000) . Image displays and overlays were performed on the STIMULATE software (University of Minnesota).
ISODATA cluster analysis
ISODATA was used to segment and exclude pixels of cerebrospinal fluid and the corpus callosum . With the remaining gray matter in the rat brain, ISODATA was used to identify pixels belonging to different tissue zones based on ADC and CBF data, and to determine final infarct volume based on endpoint MRI data . Multiple clusters were resolved and identified as "normal", "mismatch" and "ischemic core" from the ischemic right hemisphere at each acute time point . The final lesion was determined using ADC, and T2 maps at 24 h post-occlusion, which had been previously correlated with histology (Shen et al., 2005b; Shen and Duong, 2008) .
Spatial infarction incidence
To improve prediction accuracy, spatial infarction incidence maps were obtained by counting the frequency of infarction for each MCAO group. Spatial infarction incidence was referred as spatial frequency of infarct and described previously (Shen and Duong, 2008) .
Support vector machine
SVM algorithms were developed in the Matlab environment utilizing the libsvm Toolbox. The penalty factor C and RBF kernel parameter σ were selected using grid search method. The optimal number of the penalty parameters C and the RBF kernel parameter σ were those that yielded the largest areas under the ROC curves.
Three experimental groups were analyzed: permanent, 60-min, and 30-min MCAO groups. The ADC and CBF data were normalized linearly to 0-1 before training the SVM model. SVM was trained and tested using leave-one-out crossvalidation method (Cawley and Talbot, 2003; Gnatenko et al., 2010; Sharp et al., 2011) and cycling for each individual animal in the same group. Two training methods were used. In Training Methods #1, 11 of the 12 animals were used as the "training" subjects and the remaining 1 animal was used as "test" subject. In Training Methods #2, 1 of the 12 animals was used as the "training" subject and the remaining 11 animals were used as "test" subjects.
Permanent MCAO SVM basis set was trained and applied to permanent MCAO animals for prediction using data at 30 min after occlusion, 60-min MCAO SVM basis set was trained and applied to 60-min MCAO animals for prediction using data at 30 min after occlusion, and 30-min MCAO SVM basis set was trained and applied to 30-min MCAO animals for prediction using data at 30 min immediately before reperfusion. For each MCAO data set, training were performed for six conditions: 1) CBF alone, 2) ADC alone, 3) ADC + CBF, 4) ADC + CBF + 2D adjacent pixels, 5) ADC + CBF + 3D adjacent pixels, and 6) ADC + CBF + 3D adjacent pixels + spatial information. For each MCAO data set, predictions were then made using only data obtained at 30 min after stroke onset for each of the six conditions. Adjacent pixels referred to 8 and 26 immediate neighbor pixels in 2D and 3D, respectively (Huang et al., 2010) . ADC and/or CBF of adjacent pixels were treated as independent inputs of SVM (for example, there were 18 inputs for the condition of ADC + CBF + 2D, namely, that for each ADC pixel there were 8 neighbors, and for each CBF pixel there are 8 neighbors). Spatial information referred to the infarction incidence map described above. For display purpose, SVM prediction results were normalized to − 1-1. The more negative value indicated higher probability of infarct and the more positive value indicated higher probability of normal.
ROC analysis, a way to quantify the prediction accuracy that accounts for false positive and false negative prediction, was performed to evaluate prediction accuracy as described previously . The areas under the ROC curves (AUC) were calculated for comparison. All group data were reported as mean ± SEM. Paired t-test was used for comparison of AUCs with P < 0.05 taken as statistical significance.
4.4.
Comparison with a previously published ANN prediction model SVM prediction results were compared with previously published ANN prediction results applied on the identical data sets (Huang et al., 2010) .
Statistical analysis
Two-way analysis of variance (ANOVA) with multiplecomparisons Tukey-Kramer's correction was used for comparision among different conditions (Figs. 4 and 5) . The paired t-test was used for comparison between SVM and ANN model. P < 0.05 was taken to indicate statistical significance.
