Abstract In this paper we consider regression models for count data allowing for overdispersion in a Bayesian framework. We account for unobserved heterogeneity in the data in two ways. On the one hand, we consider more flexible models than a common Poisson model allowing for overdispersion in different ways. In particular, the negative binomial and the generalized Poisson distribution are addressed where overdispersion is modelled by an additional model parameter. Further, zero-inflated models in which overdispersion is assumed to be caused by an excessive number of zeros are discussed. On the other hand, extra spatial variability in the data is taken into account by adding spatial random effects to the models. This approach allows for an underlying spatial dependency structure which is modelled using a conditional autoregressive prior based on Pettitt et al. (2002) . In an application the presented models are used to analyse the number of invasive meningococcal disease cases in Germany in the year 2004. Models are compared according to the deviance information criterion (DIC) suggested by Spiegelhalter et al. (2002) and using proper scoring rules, see for example Gneiting and Raftery (2004) . We observe a rather high degree of overdispersion in the data which is captured best by the GP model when spatial effects are neglected. While the addition of spatial effects to the models allowing for overdispersion gives no or only little improvement, a spatial Poisson model is to be preferred over all other models according to the considered criteria.
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Introduction
A very popular model for count data is the Poisson distribution. However, in the Poisson model equality of the variance and the mean is assumed which is too restrictive for overdispersed data where the variance in the data is higher than the expected one from the model. This paper aims to give an overview over different models for spatially indexed count data allowing for overdispersion in a Bayesian perspective. We follow two approaches for dealing with the extra variability in overdispersed data. On the one hand, we consider a wider class of models allowing for overdispersion, on the other hand spatial random effects are introduced to capture unobserved spatial heterogeneity in the data. Overdispersion with respect to the Poisson model can be modelled by introducing an additional parameter. In particular we consider the negative binomial (NB) distribution and the generalized Poisson (GP) distribution introduced by Consul and Jain (1973) . Both models allow an independent modelling of the mean and the variance by the inclusion of an additional parameter. When dealing with a data set with an excessive number of zeros, zeroinflated models might be used, see for example Winkelmann (2003) . In contrast to the GP and the NB model, overdispersion in zero inflated models is caused by the occurrence of more zero observations than expected. Zero inflated models can be used in combination with any model for count data. Additionally to the zero observations arising from the count data model an extra proportion of zeros is incorporated. Lambert (1992) introduced the zero inflated Poisson regression model, a Bayesian analysis of the zero inflated Poisson model is given in Rodrigues (2003) . Zero inflated regression models in combination with the generalized Poisson distribution have been addressed in Famoye and Singh (2003b) and Famoye and Singh (2003a) using maximum likelihood estimation, a Bayesian analysis without the inclusion of covariates is given in Angers and Biswas (2003) . Agarwal et al. (2002) use a zero inflated Poisson regression model for spatial count data in a Bayesian framework. The second approach for modelling unobserved data heterogeneity is the introduction of random effects. For spatially indexed data which are the focus in this paper, spatial random effects associated with each region or site may be used, allowing for the modelling of an underlying spatial dependency structure. In this paper, we consider Poisson, NB, GP and zero inflated (ZI) regression models both including and without spatial random effects in a Bayesian context. In contrast to classical inference the Bayesian approach allows to adjust for parameter uncertainty by assigning prior distributions to the parameters. Further, a spatial correlation structure is easily incorporated in a Bayesian setting by assuming an adequate prior distribution for the spa-tial random effects. In this paper we assume a proper Gaussian conditional autoregressive spatial prior based on Pettitt et al. (2002) which takes the neighbourhood structure of the data into account and allows for spatial dependencies. Since this results in a high dimensional, complex posterior distribution, Markov Chain Monte Carlo (MCMC) is used for parameter estimation. We give an application of the considered models to disease mapping. In particular, we analyse the number of invasive meningococcal disease cases registered in Germany in the year 2004. Models are compared using the deviance information criterion (DIC) suggested by Spiegelhalter et al. (2002) and proper scoring rules, see for example Gneiting and Raftery (2004) . We observe a substantial degree of overdispersion in the data which is modelled best by the GP distribution when spatial effects are neglected. While the addition of spatial random effects gives no or little improvement to the models allowing for overdispersion, spatial effects turn out to be significant for the Poisson model. In particular, according to the DIC and the scoring rules a spatial Poisson models gives the best fit for these data. However, no smooth spatial pattern is modelled. Instead some isolated regions with high risk are detected by the spatial effects, indicating that the risk is not sufficiently explained by the incorporated covariates in these regions. This paper is organized as follows. In Section 2 the negative binomial, the generalized Poisson and zero-inflated regression models are presented. The conditional autoregressive prior assumed for the spatial effects is discussed in Section 3, prior assumptions for the regression and model dependent overdispersion parameters are given in Section 4. The DIC and the used proper scoring rules are reviewed in Section 5. Finally, in Section 6 the presented models are applied to analyse the number of invasive meningococcal disease cases in Germany is given. Section 7 gives a summary of the results and draws conclusions. Details about the MCMC algorithms can be found in the Appendix.
Models for count data including overdispersion
A commonly used model for count data is the Poisson model, where equality of mean and variance is assumed. Since this condition is not satisfied any more if overdispersion is present in the data, we consider models, which allow the variance to be larger than the mean in this section. For a detailed study of various count data models see Winkelmann (2003) .
Negative Binomial (NB) distribution and Regression
The density of the negative binomial distribution with parameters r > 0 and µ > 0 denoted by NB(r,µ) is defined by
The variance is the mean multiplied by the positive factor ϕ := 1 + µ r and therefore greater than the mean, i.e. overdispersion can be modelled in the negative binomial distribution. We call the factor ϕ dispersion factor. In the limit r → ∞ the NB distribution converges to the Poisson distribution with parameter µ, see Winkelmann (2003) . The negative binomial distribution also arises from a Poisson distribution where the parameter θ is assumed to be random and to follow a Gamma distribution with mean E(θ) = µ and variance V ar(θ) = µ 2 r . Therefore, overdispersion in the NB model can be interpreted by unobserved heterogeneity among observations. In a regression model with Y i ∼ NB(r, µ i ) independent for i = 1, .., n, the mean of Y i is specified in terms of covariates x i and unknown regression parameters β by
Note, that in the NB regression model the dispersion factor ϕ i := 1 + µi r takes observation specific values.
Generalized Poisson (GP) distribution and Regression
The generalized Poisson distribution has been introduced by Consul and Jain (1973) and is investigated in detail in Consul (1989) . A random variable Y is called generalized Poisson distributed with parameters µ > 0 and λ, denoted by GP(µ, λ), if
where max(−1, − µ m−µ ) < λ < 1 and m(≥ 4) is the largest positive integer for which µ(1 − λ) + mλ > 0 for negative λ. Mean and variance are given by
3)
(1−λ) 2 can be interpreted as an dispersion factor for the GP distribution. For λ = 0, the generalized Poisson distribution reduces to the Poisson distribution with parameter µ, for λ < 0 underdispersion can be modelled, whereas for λ > 0 overdispersion is obtained. The focus in this paper is the modelling of overdispersion, therefore λ is assumed to take only values in the interval [0, 1) in the remainder of this paper. Similar to the NB model, the GP distribution is a mixture of Poisson distributions as has been proved by Joe and Zhu (2005) . A regression model for independent GP(µ i ,λ) distributed response variables Y i , i = 1, .., n is set up by specifying the mean by
like in the NB model. While the dispersion parameter in the NB regression model depends on µ i leading to a variance function which is quadratic in µ i , the dispersion parameter ϕ =
1
(1−λ) 2 in the GP regression model is the same for each observation and results in a linear variance function.
Comparison of NB and GP distribution
In order to compare the behaviour of the NB and the GP distribution, we equate the mean and the variance of a GP(µ, λ) with the mean and the variance of a NB(r, µ) distributed random variable, i.e.
has to hold and the equation
is obtained. In Figure 1 the NB distribution is plotted in comparison to the GP distribution with µ and r chosen according to (2.4). For a better visual comparison the densities of these discrete distributions are presented as line plots. For small values of λ both distributions behave very similarly.
With increasing values of λ slight differences between the two distributions can be observed which become greater when λ tends to 1. In particular, the negative binomial distribution gives more mass to small values of y if strong overdispersion is present.
Zero Inflated (ZI) Models
For count data with an excessive number of zero observations zero inflated (ZI) models can be used. These models allow for a higher number of zeros than can be explained by standard models for count data. Additional to the zero observations arising from the supposed count data distribution, a proportion of extra zeros is assumed. ZI models have been widely used in the literature, for a short overview see Winkelmann (2003) . . Let π(y|θ) be a distribution function for count data with unknown parameters θ. Then a zero inflated model with extra proportion p ∈ [0, 1] of zeros is defined by (see Agarwal et al. (2002) )
Mean and variance are given by
The introduction of latent indicator variables Z = (Z 1 , .., Z n ) ′ leads to a model which is easier to handle in a Bayesian context and in particular allows a Gibbs step for p. Z i takes the value z i = 0 for all observations with y i > 0. For all zero observations y i = 0, the latent variable takes the value z i = 0 if observation i arises from the count data distribution π(y|θ) and the value z i = 1 for extra zeros. Marginally,
In this paper we will focus on the zero inflated Poisson and the zero inflated generalized Poisson models, which are special cases of the ZI model (2.5). The zero inflated negative binomial distribution will not be discussed in this paper, since the GP model turned out to be more adequate than the NB model for the application considered later on.
Zero Inflated Poisson (ZIP) Distribution
Here the Poisson distribution is assumed for the underlying count data distribution, i.e.π(y|θ) := π(y|µ) = µ y exp(−µ) y! . Mean and variance of the
. For p > 0 the dispersion factor ϕ := µp + 1 of the ZIP model is positive, i.e. the presence of extra zeros leads to overdispersion.
Zero Inflated Generalized Poisson (ZIGP) Distribution
The ZIGP regression model was already introduced by Famoye and Singh (2003b) , in Famoye and Singh (2003a) a generalisation to k-inflated GP regression models is given. The ZIGP distribution, denoted by ZIGP (p, µ, λ), is obtained if the density function of the GP distribution given in (2.2) is chosen for π(y|θ). The mean and the variance of the ZIGP distribution are
The dispersion factor of the ZIGP model is therefore given by ϕ := pµ + 1 (1−λ) 2 . Here, overdispersion can both result from the overdispersion parameter λ of the GP distribution and the extra proportion of zeros p when p > 0.
Zero Inflated Regression Models
In a regression model
., n, respectively, a regression can be performed both for p = (p 1 , .., p n ) ′ and µ = (µ 1 , .., µ n ) ′ . As in the NB and GP model the parameter µ i is assumed to depend on covariates x i and unknown regression parameters β. For the proportion of extra zeros a logistic link might be chosen, i.e.
with covariate vectorx i and regression parameters α. However, for the data considered in our application no significant zero inflation is detected. An extension to ZI models with regression on p therefore seems unnecessary and is not addressed further in this paper. Alternatively to ZI models hurdle models, see for example Winkelmann (2003) for an overview, could be used. The most widely used hurdle model is the zero hurdle model which assumes two separate models for zero and non-zero observations. Attention is however restricted to zero inflated models in this paper. As mentioned above, the amount of zeros in the data analysed in Section 6 turned out to be covered sufficiently well by non-zero inflated models and gives no rise for a separate analysis of zero observations.
Spatial effects using a Gaussian conditional autoregressive model
In addition to covariates we will incorporate spatial random effects in the regression models in order to account for spatial heterogeneity as well as spatial correlation in the data. We consider models for data aggregated in regions. A spatial dependency structure is imposed by assuming a prior distribution for the spatial effects which takes the neighbourhood structure of the area under consideration into account. In particular we consider a special case of the Gaussian conditional autoregressive (CAR) model introduced by Pettitt et al. (2002) . Assume the data to be distributed on J regions {1, ..., J}. Then the vector γ = (γ 1 , .., γ J )
′ of spatial effects is assumed to follow a multivariate normal distribution, in particular
where the elements of the precision matrix Q = (Q ij ), i, j = 1, .., J are given by
We write i ∼ j for regions i and j which are contiguous and assume regions to be neighbours if they share a common border. N i denotes the number of neighbours of region i. The conditional distribution of γ i , given all the remaining components γ −i , i = 1, .., J is given by
The parameter ψ determines the overall degree of spatial dependence, for ψ = 0 all regions are spatially independent, whereas for ψ → ∞ the degree of dependence increases. Pettitt et al. (2002) show that Q is symmetric and positive definite, therefore (3.1) is a proper distribution. Another convenient feature of this CAR model is that the determinant of Q which is needed for the update of ψ in a Markov Chain Monte Carlo(MCMC) algorithm can be computed efficiently, see Pettitt et al. (2002) for details. Many other authors have dealt with conditional autoregressive models. An overview about CAR models is given in the book by Banerjee et al. (2004) and in Jin et al. (2004) where also multivariate CAR models are discussed. The most popular model is probably the intrinsic CAR model introduced by Besag and Kooperberg (1995) . The joint density for γ in the intrinsic CAR model is improper in contrast to model (3.3) described above which has a proper joint density. Czado and Prokopenko (2004) consider a modification of model (3.3) which is a proper model as well but reduces to the intrinsic CAR model in the limit. Another modification of the intrinsic CAR model leading to a proper prior has been presented by Sun et al. (2000) .
Bayesian Inference
In order to account for parameter uncertainty and to allow for an underlying spatial structure we consider the count data regression models discussed in Section 2 in a Bayesian context. MCMC will be used for parameter estimation. For more information on Bayesian data analysis and MCMC methods see Gilks et al. (1996) and Gelman et al. (2004) . Assume the response variables Y i , i = 1, .., n to be observed at J regions. Besides the well known Poisson regression model P oi(µ i ) we consider the N B(r, µ i ), GP (µ i , λ), ZIP (p, µ i ) and ZIGP (p, µ i , λ) model. In each of these models the parameter µ i , i = 1, .., n is specified by
where
., x ik ) denotes the vector of covariates and t i gives the observation specific exposure which will be treated as an offset. The vector β = (β 0 , .., β k ) denotes the vector of unknown regression parameters. Note, that an intercept β 0 is included in the model. To allow for geographical differences in the J regions spatial random effects γ = (γ 1 , .., γ J ) are introduced, R(i) ∈ {1, .., J} denotes the region of the i-th observation. For the zero inflated models we assume a constant p for all observations. The parameters β, γ, λ, p and r, respectively, are taken to be a priori independent and the following prior distributions are chosen:
For the hyperparameters σ 2 and ψ the proper priors
are assumed. For the model specific parameters the following prior distributions are chosen: 
where f (y) is some fully specified standardizing term. To measure the model complexity Spiegelhalter et al. (2002) introduce the effective number of parameters p D defined by
Finally they define the deviance information criterion (DIC) as the sum of the posterior mean of the deviance and the effective number of parameters
According to this criterion the model with the smallest DIC is to be preferred. Kass and Raftery (1995) . Further, Bayesian Model Averaging (BMA), see for example Hoeting et al. (1999) , which is based on Bayes factors, presents a method for model selection taking model uncertainty into account. However, since the computation of Bayes factors requires substantial efforts for complex hierarchical models, see Han and Carlin (2001) , we use the DIC for model comparison in this paper.
Proper scoring rules
Apart from the DIC we use proper scoring rules for categorical variables for comparing models, in particular we consider the Brier score and the logarithmic score presented for example in Gneiting and Raftery (2004) . While Gneiting and Raftery (2004) use scoring rules for assessing the quality of probabilistic forecasts, our focus is model comparison based on the posterior predictive distribution. Under the probability model p(y|θ) a scoring rule assigns a value S(p i , y i ) for each observation y i , i = 1, .., n based on the posterior predictive probability vector p i = (p i1 , p i2 , .., p im ). Here the component p ij := P (y i = j|y) denotes the posterior predictive probability that the i-th observation takes the value j which can be estimated byp ij := 1 J J k=1 p(y i = j|θ k ) where θ k , k = 1, .., J, denotes the k-th MCMC iterate of θ after burnin. For computational reasons we set p im := 1 − m−1 k=1 p ik where m − 1 gives the highest response value observed in the data. This ensures that the probability vector p i sums up to 1. Models are then compared based on the mean score given by
We consider positive oriented scores here, i.e. the model with the highest mean score is to be preferred. The Brier score first proposed by Brier (1950) is defined by
where p iyi = P (y = y i |θ) denotes the posterior predictive probability for the true value y i under the considered model. The Brier score corresponds to the expression
2 wherep emp ij = 1 y i = j 0 otherwise denotes the empirical probability that the ith observation takes the value j. Hence, according to the Brier score the model which minimizes the squared difference between the observed and the estimated probabilities is considered best. The logarithmic score is defined by
and therefore chooses the model which gives the highest probability for observing the true value. Both scores are proper, i.e. the highest score is obtained for the true model, see Gneiting and Raftery (2004) for details. Further, when parameter estimation is done using MCMC both scores are computed easily based on the available MCMC output as indicated above. Ideally, in order to avoid using the data twice, parameter estimation should be based on about 75 % of the data only, whereas the scores should be computed for the remaining 25 % of the data. However, since the data set analysed in the next section is rather small and our focus is on comparing models rather than prediction, we will use the same data for estimation and computation of the scores.
Application

Data description
In this section the proposed models will be used to analyse the number of invasive meningococcal disease cases reported in Germany during the year 2004. Meningococcal disease is caused by bacteria and can lead to serious, perilous diseases, like for example meningitis, in which case we refer to invasive meningococcal disease. In 2004, 600 cases of invasive meningococcal disease were reported in Germany. Germany is divided into 439 regions, for each of these regions the number of invasive meningococcal disease cases is given for both men and women. A histogram of the total number of cases in each region is given in Figure 2 . A high proportion (67.2 %) of the data is equal to zero, on average 1.37 cases of meningococcal disease are observed in each region, the maximum number of cases observed in one region is 18. The variance of the data is 3.71 which is substantially higher than the mean and therefore already indicates the presence of overdispersion in the data. On a higher aggregation level Germany consists in 16 states. Besides the modelling of overdispersion in the data, an interesting issue is to detect whether there are areas with an increased risk of contracting invasive meningococcal disease. In this case, vaccination could be strongly recommended in these risky regions. Therefore we include the 16 states as covariates in our model, which will be modelled as factor covariates with state 1 as reference level. Since we are interested in relative risks, population effects are eliminated by including the expected number of cases in each region as an offset in the analysis. The expected number of cases in each region is determined by the population in each region times the overall observed risk, i.e. the total number of cases divided by the total population. Extra heterogeneity in the data, which might not be satisfactorily explained by the gender or the state factors, can be handled by the model specific dispersion parameters in the NB, the GP and the ZI models. While overdispersion in the NB and the GP model can be interpreted as unobserved heterogeneity among observations, zero inflated models would assume that part of the observations equal to zero are extra zeros, i.e. in some regions the occurrence of invasive meningococcal disease might not have been reported. On the other hand, heterogeneity in the data might also be taken into account by assuming a finer geographic resolution, i.e. by including a random spatial effect for each region. We will assume the CAR prior presented in Section 3 for these spatial effects which allows for a spatial dependency structure. In contrast to this approach, the effects of the states included as factor covariates can be seen as unstructured effects on a lower resolution, since no correlation between states is allowed.
We first analysed the data set in Splus using a Poisson model without spatial effects including an intercept and as covariates the gender and the 16 states as factor covariates. No significant influence of gender could be detected, therefore we decided to model the total number of cases without distinguishing between men and women. This means, that we have only one observation y i , i = 1, .., 439 for each region. The four states NordrheinWestfalen, Mecklenburg-Vorpommern, Sachsen-Anhalt and Thüringen were found to be significant and only the regression indicators of these states will be included in the following. This model was used as a starting model for the MCMC algorithms of the models discussed in Section 2.
Models
The MCMC algorithms for the Poisson, the GP, the NB, the ZIP and the ZIGP regression models are run for 20000 iterations. The parameter µ i , i = 1, .., n is specified for all models by
with the same covariates included in each model and t i = pop i
where pop i denotes the population in region i. All models are fitted with and without spatial effects. Since we have only one observation for each region we use the simplified notation γ R(i) = γ i . The first 5000 iterations of the MCMC samplers are discarded as burnin, convergence is achieved well before for all models. After convergence the mixing of the samplers is satisfactorily good, the estimated empirical autocorrelations with lag 5 are in general well below 0.05 for the regression parameters in all non spatial models and both the regression parameters and the spatial effects in the spatial GP and ZIGP models. Only in the spatial Poisson, ZIP and NB models a lag of about 20 is needed in order to obtain autocorrelations of the regression parameters below 0.05, for the spatial effects the autocorrelations are below 0.05 at a lag of 5 in the Poisson and ZIP models and a lag of about 10 in the NB model. The estimated posterior means and 90 % credible intervals for the regression parameters are reported in Table 1 for all models. Estimation of the intercept slightly differs between the models and also changes when spatial effects are added, especially for the Poisson and ZIP models where large spatial effects are observed, see below. Estimation of the state effects is rather similar in all models. For a comparison of the estimated overdispersion in the different models, we consider the estimated dispersion factors ϕ i which are defined by 1 + µi r ,
1
(1−λ) 2 , (pµ i + 1) and pµ i + 1 (1−λ) 2 for the NB, GP, ZIP and ZIGP regression models, respectively. In particular, we compute the mean, minimum, maximum value and quantiles of the estimated posterior meansφ i := model, whereφ j i denotes the j-th MCMC iterate for ϕ i after burnin. The results are reported in Table 2 . Note, that the dispersion factor in the GP regression model is the same for all observations, whereas it depends on the parameter µ i and therefore is different for each observation in the other models. Except for the ZIP model, all models exhibit a substantial degree of overdispersion with respect to the Poisson model, regardless whether spatial effects are included or not. In the non spatial NB model the average of the estimated posterior means of the dispersion parameter is given by 1.396 and drops to 1.293 when spatial effects are included. The range of the estimated spatial effects in the NB model, see Table 3 , is considerably smaller than in the Poisson model where unexplained heterogeneity in the data is captured by the spatial effects alone. However, part of the data variability in the NB model is explained by spatial effects as well rather than the parameter r alone. This is in contrast to the GP and ZIGP model, where the estimated spatial effects are all very close to zero. Overdispersion in these models is captured by the parameter λ only, resulting in a high estimated dispersion parameter. Results are hardly affected by the inclusion of spatial effects. The extension from a GP to a ZIGP model has almost no influence on the Table 2 Estimated posterior means for the model specific dispersion parameters in the considered models with and without spatial effects, with the 2.5 % and 97.5 % quantiles given in brackets. Further the mean (upper row), range and quantiles (lower row) of the estimated posterior means of the dispersion factorsφi are given.
estimation of λ and the average dispersion parameter ϕ i , the proportion of extra zeros p is estimated very close to zero. In the non spatial ZIP model the proportion of extras zeros p is estimated as 5.6 %, resulting in an average dispersion parameter of about 1.081. According to the large 95 % credible interval for p however, no significant degree of zero inflation seems to be present. Unobserved heterogeneity still present in the data after adjusting for covariates is captured better by the GP and NB model, whereas the assumptions of extra zeros is obviously not appropriate for this data. When spatial effects are included to the ZIP model the estimated proportion of extra zeros drops even further, indicating that unexplained heterogeneity is picked up mostly by the spatial effects alone like in the Poisson model, the range of the estimated posterior means of the spatial effects in the ZIP and the Poisson model is almost the same, see Table 3 . The map plot of the estimated posterior means of the spatial effects in the Poisson model, given in Figure 3 roughly represents the spatial pattern of the observed relative risk in each region yi ti , i = 1, .., n which is plotted in the upper row in Figure 4 . The estimated posterior mean and median of the spatial hyperparameter ψ in the Poisson model, see are rather small, the lower bound of the 95 % credible interval is close to zero, indicating that the overall degree of spatial dependence is very small. This is reflected in the estimated spatial pattern which is not particularly smooth. Only some rather isolated regions, which are marked in black in the right map in Figure 3 , have a significant positive spatial effect according to the 80 % credible intervals. In these regions the observed number of inva-sive meningococcal disease cases was rather high and most of them do not lie within the four states included as covariates. Therefore without spatial effects the risk in these regions is not modelled sufficiently. Since the risk in two of the states, which are neighbours, is about the same, visually only three states can be distinguished in this plot. The inclusion of spatial random effects gives a rather smoothed representation of the true pattern, however the rough structure is detected reasonable well.
Model comparison using DIC
In order to compare the presented models the DIC, reviewed in Section 5.1, is considered. In Table 4 , the DIC, the posterior mean of the deviance and the effective number of parameters are given for each model. Only in the Poisson regression case a well defined normalizing constant f (y) (see Section 5.1) exists, while in all other models the likelihood of the saturated model depends on the unknown overdispersion parameters. Therefore we make the choice of setting the normalizing function f (y) to 0. Consequently E[D(θ|y)] is based only on the unscaled deviance which cannot be directly interpreted as an overall goodness of fit measure of one specific model. However, E[D(θ|y)] can be used for comparing the model fit of several models when the number of parameters is roughly the same. For the non spatial models the lowest value of the DIC is obtained for the GP model, while the DIC for the Poisson and the ZIP model takes the highest value. Hence, according to the DIC the GP model is considered best among the non spatial models, while the Poisson and ZIP model clearly perform worse. The effective number of parameters p D is close to the true number of parameters which is five for the Poisson regression model, six for the NB, GP and ZIP regression models and seven for the ZIGP regression model. When spatial effects are added, the posterior mean of the deviance and the number of effective parameters in the GP and ZIGP models hardly change. As mentioned in the previous section already, spatial effects are not significant in these models, i.e. after adjusting for covariate information, there is no further spatial heterogeneity in the data which might be captured by the spatial effects. Instead any overdispersion present in the data seems to be sufficiently captured by the model specific dispersion parameter. The DIC for the spatial NB model is slightly better than for the non spatial one, hence spatial effects improve the model. However, the spatial pattern is rather smooth as can be seen from the effective number of parameters estimated by 30.74. For the Poisson and ZIP regression model in contrast, a significant drop in the DIC is observed when spatial effects are taken into account. This shows that there is some extra variability in the data which is not sufficiently explained by the covariates only in these models. Since the Poisson model does not allow for overdispersion and the heterogeneity is not of a zero inflated nature, for these two models the unexplained variability is covered by the spatial effects. According to the DIC the spatial Poisson model gives the best fit and is to be preferred to a non spatial GP model. Note, that the DIC must be used with care here, since strictly speaking the DIC is defined for distributions of the exponential family only, see van der Linde (2005) . However, the posterior mean of the deviance E[D(θ|y)] which can be considered for comparing the model fit of the non spatial models where the number of parameters is very close, gives the same ranking of the models as the DIC.
Model checking using proper scoring rules
Apart from the DIC we also compute the Brier score and the logarithmic score presented in Section 5.2 for each model, results are reported in Table  5 . These scores are based both on the posterior predictive probabilities and the true observed number of cases and therefore provide a good measure for checking which model fits the data best. The results support the conclusions drawn in the previous section. For the non spatial models the GP regression model fits the heterogeneity in the data best, followed by the ZIGP and NB regression model. The use of a non spatial ZIP regression model does not seem to be appropriate, the gain in comparison to the non spatial Poisson model for which the lowest scores are obtained is very small. The scores for the GP and the ZIGP model hardly change by allowing for spatial effects, indicating that the model specific dispersion parameters capture the data heterogeneity well. Again a small improvement in the NB model is observed when spatial effects are included. The scores for the spatial Poisson and ZIP model however, are considerably smaller than for the other models. This confirms again, that spatial effects have a significant influence in these models and that a spatial Poisson model gives the best fit to the data.
Conclusions
We have presented several regression models for count data allowing for overdispersion. Overdispersion is either modelled by the introduction of an additional parameter as in the NB and GP model, by allowing for an extra proportion of zero observations using zero inflated models or by combining zero inflated models with overdispersed distributions. Further, additionally spatial random effects are included in the models in order to account for unobserved spatial heterogeneity in the data. This approach allows for spatial correlations between observations. These models were applied to analyse the number of invasive meningococcal disease cases in Germany in the year 2004. The DIC, the Brier and the logarithmic score were used for model comparison. The models allowing for overdispersion gave a significantly better fit than an ordinary non spatial Poisson regression model. Among these non spatial models, the GP model fitted the data best, while the overdispersion present did not seem to be caused by the presence of extra zeros in the data. For the GP and the ZIGP model the inclusion of spatial effects did not improve the models, in the NB model still some significant spatial variation was detected. For the Poisson model which does not allow for overdispersion and the ZIP model which is not modelling the nature of the overdispersion appropriately, the inclusion of spatial effects led to a significant improvement. According to the considered criterions the spatial Poisson model is to be preferred to all other models. But we would like to note that the spatial model fitted shows no smooth surface structure, it rather indicates isolated specific regions where the covariates provide no adequate fit. Instead of analysing the number of cases of invasive meningococcal disease for one year only, it might be interesting to include data over several years in the analysis. Space-time interactions could be included in order to examine whether the spatial pattern changed over the years. This is the topic of future research.
A Appendix
In the following the algorithmic schemes of the MCMC samplers for the discussed models are summarized. Most update steps are performed using a single component Metropolis Hastings (MH) step. For the proposal distributions either a symmetric random walk proposal or an independence proposal is used. In particular, for the independence proposal we take a t-distribution with v = 20 degrees of freedom with the same mode and the same inverse curvature at the mode as the target distribution.
A.1 GP regression model -Sample λ|y, β, γ -Sample β j |y, λ, β −j , γ, j = 0, .., k -Update of spatial effects -Sample 1 σ 2 |γ, ψ ∼ Gamma -Sample ψ|γ, σ -Sample γ j |y, λ, β, γ −j , ψ, σ, j = 1, .., J
Since the full conditional of σ 2 is Inverse Gamma, σ 2 can be sampled directly using a Gibbs step. For the remaining parameters a MH step is used. In particular, λ, β and γ are updated component by component using an independence proposal distribution. The spatial hyperparameter ψ is updated using a random walk proposal. For the Poisson regression model the algorithmic scheme is the same, but with λ set fix to 0.
A.2 NB regression model
-Sample r|y, β, γ -Sample β j |y, r, β −j , γ, j = 0, .., k -Update of spatial effects -sample spatial hyperparameters 1 σ 2 and ψ as in A.1 -Sample γ j |y, r, β, γ −j , ψ, σ, j = 1, .., J
In the NB regression model r, β and γ are updated component by component using a MH step. For r a random walk proposal is used, while γ and β are updated using an independence sampler.
A.3 ZI models
To avoid convergence problems in the ZI models which arose in simulated data due to correlation between the intercept β 0 , p and λ, we use collapsed algorithms, in particular β 0 , p and λ are updated with the latent variables z integrated out, i.e. based on model (2.5). Doing so convergence and mixing of the samplers was improved a lot.
