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recent results are also discussed briefly.
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1. Introduction
Let
a = (a1, . . . , an) and r ∈ N0 (N0 := N ∪ {0}; N := {1, 2, 3, . . .}),
where ai (i ∈ {1, . . . , n}) are nonnegative real numbers. Then
E[r]n = E[r]n (a) :=
∑
i1+···+in=r
(i1,...,in∈N0)
n∏
k=1
aikk (1.1)
with
E[0]n = E[0]n (a) := 1 (n ∈ N) and E[r]n := 0 (r < 0 or n 5 0),
is called the rth generalized elementary symmetric function of a.
The rth generalized elementary symmetric mean of a is defined by
[r]∑
n
=
[r]∑
n
(a) = E
[r]
n (a)(
n+r−1
r
) . (1.2)
As long ago as 1934, Issai Schur (1875–1941) obtained the following result (see, for example, [1, p. 164]):
[r]∑
n
(a) = (n− 1)!
∫
· · ·
∫ ( n∑
i=1
aixi
)r
dx1 · · · dxn−1, (1.3)
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where
xn = 1− (x1 + x2 + · · · + xn−1)
and the integral is taken over the (n− 1)-dimensional space given by
xk = 0 (k = 1, 2, . . . , n− 1).
By using (1.3) and the Cauchy integral inequality, Schur also proved that
[r−1]∑
n
(a)
[r+1]∑
n
(a) =
( [r]∑
n
(a)
)2
. (1.4)
More recently, Menon [3] proved that, for
n = 2 or n = 3 and r = 1, 2, 3,
the inequality (1.4) holds true.
The following interesting problem stems naturally from the above investigations (see [4,2]): Does the inequality (1.4) hold
true for any arbitrary n, r ∈ N?
We remark here that Zhang generalized (1.3) in [7] and also derived the inequality (1.4) by using a proof as in [1].
Furthermore, Zhang and Xiao [8] obtained the following identity involving
∑[r]
n (a) and E[r]n (a):
(r + 1)(s+ 1)
(
n+ r
r + 1
)(
n+ s
s+ 1
)( [s]∑
n
(a)
[r+1]∑
n
(a)−
[r]∑
n
(a)
[s+1]∑
n
(a)
)
=
r∑
j=0
j∑
k=0
 ∑
15v<u5n
(
E[s−k]n E
[r−j]
n − E[s−j]n E[r−k]n
) (j−k−1∑
t=0
aj−1−tv a
k+t
u
)
(av − au)2
 . (1.5)
They also gave an elementary proof of the following result which generalizes (1.4) (see [8]).
Theorem 1 (Zhang and Xiao [8]). If r, s ∈ N and r > s, then
[s]∑
n
(a)
[r+1]∑
n
(a) =
[r]∑
n
(a)
[s+1]∑
n
(a). (1.6)
In this paper, we propose to derive the weighted form of the rth generalized elementary symmetric mean. We also list
some elementary properties of the weighted generalization considered here.
2. A set of main results
We begin by presenting the following definition.
Definition. Let
a = (a0, a1, . . . , an), λ = (λ0,λ1, . . . ,λn) and r ∈ N0,
where
ai = 0 and λi > 0 (i ∈ {0, 1, . . . , n}).
Then
E[r]n (a,λ) :=
∑
i0+i1+···+in=r
(i0,i1,...,in∈N0)
(
n∑
k=0
(1+ ik)λk
)
n∏
k=0
aikk (2.1)
is called the rth weighted elementary symmetric function of a for λ. Moreover, the rth weighted generalized elementary
symmetric mean of a is defined by
[r]∑
n
(a,λ) = E
[r]
n (a,λ)(
n+r+1
r
) n∑
i=0
λi
. (2.2)
We now state our main results involving
∑[r]
n (a,λ) as Theorems 2 to 4. Theorems 3 and 4 are shown here to follow from
Theorem 2. The proof of Theorem 2 will be presented in the next section.
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Theorem 2. If r ∈ N, then
[r]∑
n
(a,λ) =
∫
Ω
(
n∑
i=0
λixi
)(
n∑
i=0
aixi
)r
dx
∫
Ω
(
n∑
i=0
λixi
)
dx
, (2.3)
where
x0 = 1−
n∑
i=1
xi
and
dx = dx1 · · · dxn
denotes the differential of the volume in Ω given by
Ω :=
{
(x1, . . . , xn) :
n∑
i=1
xi 5 1 (xi = 0; i = 1, . . . , n)
}
. (2.4)
Theorem 3. If r ∈ N, then
[r−1]∑
n
(a,λ) ·
[r+1]∑
n
(a,λ) =
( [r]∑
n
(a,λ)
)2
, (2.5)
where the equality holds true if and only if
a0 = a1 = · · · = an.
Proof. By using Theorem 2 and the Cauchy integral inequality, we can easily obtain the inequality (2.5). Theorem 3 is thus
proved. 
Theorem 4. If r ∈ N, then
( [r]∑
n
(a,λ)
) 1
r
5
([r+1]∑
n
(a,λ)
) 1
r+1
, (2.6)
where the equality holds true if and only if
a0 = a1 = · · · = an.
Proof. By employing the well-known weighted power mean integral inequality, we can easily deduce the inequality (2.6)
as a consequence of Theorem 2. The proof of Theorem 4 is thus completed. 
3. Demonstration of Theorem 2
Throughout this section, we assume that R denotes the set of real numbers and that R+ is the set of strictly positive real
numbers. Let
a = (a0, a1, . . . , an) ∈ Rn+1+ (ai 6= aj when i 6= j).
Suppose also that
ϕ = ϕ(x) (x ∈ R).
We set
V(a;ϕ) = V (a;ϕ(x)) :=
∣∣∣∣∣∣∣∣∣
1 a0 a20 · · · an−10 ϕ(a0)
1 a1 a21 · · · an−11 ϕ(a1)· · · · · · · · · · · · · · · · · ·
1 an a2n · · · an−1n ϕ(an)
∣∣∣∣∣∣∣∣∣ , (3.1)
so that, upon letting
ϕ(x) = xn+r lnk x,
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we have
V (a; r, k) := V(a; xn+r lnk x) =
∣∣∣∣∣∣∣∣∣
1 a0 a20 · · · an−10 an+r0 lnk a0
1 a1 a21 · · · an−11 an+r1 lnk a1· · · · · · · · · · · · · · · · · ·
1 an a2n · · · an−1n an+rn lnk an
∣∣∣∣∣∣∣∣∣ . (3.2)
In its special case when
r = k = 0,
the definition (3.2) yields the following determinant of the Vandermonde matrix of order n+ 1:
V (a; 0, 0) := V(a; xn) =
n∑
i=0
(−1)n+iani Λi(a) =
∏
05i<j5n
(aj − ai), (3.3)
where
Λi(a) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 a0 a20 · · · an−10
1 a1 a21 · · · an−11· · · · · · · · · · · · · · ·
1 ai−1 a2i−1 · · · an−1i−1
1 ai+1 a2i+1 · · · an−1i+1· · · · · · · · · · · · · · ·
1 an a2n · · · an−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(i ∈ {0, 1, . . . , n}). (3.4)
We also set
W(a, i;ϕ) = W (a, i;ϕ(x)) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 a0 a20 · · · an−10 ϕ(a0)
1 a1 a21 · · · an−11 ϕ(a1)· · · · · · · · · · · · · · · · · ·
1 ai a2i · · · an−1i ϕ(ai)
0 1 2ai · · · (n− 1)an−2i ϕ′(ai)
1 ai+1 a2i+1 · · · an−1i+1 ϕ(ai+1)· · · · · · · · · · · · · · · · · ·
1 an a2n · · · an−1n ϕ(an)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(i ∈ {0, 1, . . . , n}), (3.5)
which, for
ϕ(x) = xn+r+1,
can be written as follows:
W (a, i; r) := W(a, i; xn+r+1) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 a0 a20 · · · an0 an+r+10
1 a1 a21 · · · an1 an+r+11· · · · · · · · · · · · · · · · · ·
1 ai a2i · · · ani an+r+1i
0 1 2ai · · · nan−1i (n+ r + 1)an+ri
1 ai+1 a2i+1 · · · ani+1 an+r+1i+1· · · · · · · · · · · · · · · · · ·
1 an a2n · · · ann an+r+1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(i ∈ {0, 1, . . . , n}). (3.6)
We thus obtain
W (a, i; 0) = (−1)i+1V (a; 0, 0)
n∏
j=0 (j6=i)
(aj − ai) = (−1)i+1 [V (a; 0, 0)]
2
Λi(a)
. (3.7)
The following lemmas will be required in our demonstration of Theorem 2.
Lemma 1 (see [5,6]). Let n ∈ N. Suppose also that the function ϕ(x) is differentiable n+ 1 times on the interval I ⊂ R+. Then
V(a;ϕ) = V (a; 0, 0)
∫
Ω
ϕ(n)(A(a, x))dx (3.8)
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and
n∑
i=0
(−1)i+1λiW(a, i;ϕ)Λi(a) = [V (a; 0, 0)]2
∫
Ω
A(λ, x)ϕ(n+1) (A(a, x)) dx, (3.9)
where the differential dx and the volume Ω are given as in Theorem 2, ai ∈ I, and
A(a, x) := a0 +
n∑
i=1
(ai − a0)xi =
n∑
i=0
aixi and x0 = 1−
n∑
i=1
xi.
Lemma 2 (see [6]). Let r be an integer. Then
V (a; r, 0) =

V (a; 0, 0) · ∑
i0+i1+···+in=r
(i0,i1,...,in∈N0)
n∏
k=0
aikk (r ∈ N0);
0 (r ∈ {−1, . . . ,−n});
(−1)n V (a; 0, 0) · ∑
i0+i1+···+in=−r
(i0,i1,...,in∈N)
n∏
k=0
a−ikk (r < −n).
(3.10)
Lemma 3. Let r ∈ N0. Then
[V (a; 0, 0)]2 E[r]n (a,λ) =
n∑
k=0
(−1)k+1λkW (a, k; r)Λk(a), (3.11)
where E[r]n (a,λ) is given, as before, by (2.1).
Proof. Upon setting
E[r]n (a,λ) =
n∑
k=0
λkBk(a), (3.12)
if we let
λk = 1 and λi = 0 (i ∈ {0, 1, . . . , n}; i 6= k)
in (3.12), we find from Lemma 2, (3.6) and (3.7) that
Bk(a) =
∑
i0+i1+···+in=r
(i0,i1,...,in∈N0)
(1+ ik)
n∏
k=0
aikk
=
r∑
j=0
(1+ r − j)ar−jk
∑
i0+i1+···+in=j
(i0,i1,...,in∈N0; ik=0)
n∏
`=0
a
i`
`
=
r∑
j=0
(
j∑
i=0
ar−ik
) ∑
i0+i1+···+in=j
(i0,i1,...,in∈N0; ik=0)
n∏
`=0
a
i`
`
=
r∑
j=0
ar−jk
 j∑
i=0
aj−ik
∑
i0+i1+···+in=j
(i0,i1,...,in∈N0; ik=0)
n∏
`=0
a
i`
`

=
r∑
j=0
ar−jk
∑
i0+i1+···+in=j
(i0,i1,...,in∈N0)
n∏
`=0
a
i`
`
=
r∑
j=0
ar−jk
V (a; j, 0)
V (a; 0, 0) =
n+r∑
j=0
ajk
V (a; r − j, 0)
V (a; 0, 0)
=
n+r∑
j=0
ajk
n∑
i=0
(−1)n+ian+r−ji
Λi(a)
V (a; 0, 0) =
n∑
i=0
(−1)n+i
(
n+r∑
j=0
ajka
n+r−j
i
)
Λi(a)
V (a; 0, 0)
=
n∑
i=0 (i6=k)
(−1)n+i
(
an+r+1k − an+r+1i
ak − ai
)
Λi(a)
V (a; 0, 0) + (−1)
n+k(n+ r + 1)an+rk
Λk(a)
V (a; 0, 0) .
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We thus obtain
[V (a; 0, 0)]2 Bk(a) = Λk(a) ·
k−1∑
i=0
(−1)n+k+i an+r+1i · Λi(a) ·
n∏
j=0 (j6=i,k)
(aj − ai)+ an+r+1k
·
k−1∑
i=0
(−1)n+k+i+1 · Λi(a) ·
n∏
j=0 (j6=i,k)
(aj − ai)+
n∑
i=k+1
(−1)n+k+iΛi(a) ·
n∏
j=0 (j6=i,k)
(aj − ai)

+
n∑
i=k+1
(−1)n+k+i+1 an+r+1i · Λi(a) ·
n∏
j=0 (j6=i,k)
(aj − ai)+ (−1)n+k (n+ r + 1)an+rk ·V (a; 0, 0)

= (−1)k+1 W (a; k, r) · Λk(a),
which, in conjunction with (3.12), shows that the assertion (3.11) of Lemma 3 holds true. This evidently completes the proof
of Lemma 3. 
Proof of Theorem 2. For r ∈ N, if we take
ϕ(t) =
n+1∏
k=1
(k+ r)−1 · tn+r+1,
then
ϕ(n+1)(t) = tr.
From Lemmas 1 and 3, we thus obtain
E[r]n (a,λ) =
n+1∏
k=1
(k+ r)
∫
Ω
A(λ, x)Ar(a, x)dx (3.13)
and
n∑
k=0
λk = (n+ 1)!
∫
Ω
A(λ, x)dx, (3.14)
where, just as in Lemma 1,
A(a, x) =
n∑
k=0
aixi and A(λ, x) =
n∑
i=0
λixi.
Hence, by using the above formulas, we find that
[r]∑
n
(a,λ) = 1(
n+r+1
r
) n∑
k=0
λk
∑
i0+i1+···+in=r
(i0,i1,...,in∈N0)
(
n∑
k=0
(1+ ik)λk
)
n∏
k=0
aikk
= E
[r]
n (a,λ)(
n+r+1
r
) n∑
k=0
λk
= E
[r]
n (a,λ)
n+1∏
k=1
(k+ r)
· (n+ 1)!n∑
k=0
λk
=
∫
Ω
(
n∑
i=0
λixi
)
·
(
n∑
i=0
aixi
)r
dx
∫
Ω
(
n∑
i=0
λixi
)
dx
. (3.15)
The proof of Theorem 2 is thus completed. 
We conclude this investigation by remarking that several interesting corollaries and consequences of our main results
can be deduced in a manner specified already in Sections 2 and 3.
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