We provide three different algorithms for MAX-SAT approximation. Each of them runs in time c n , where c < 2 depends on performance ratio and n is the number of variables in the formula. We show how to correlate them to achieve tighter upper bounds. The results include some worst-case upper bounds for a number of NP-hard problems.
Introduction
Given a boolean formula in conjunctive normal form (CNF), the SAT problem asks for a truth assignment satisfying all clauses, while its optimization variant MAX-SAT problem asks to find a truth assignment satisfying the maximal number of clauses. In the past three decades, SAT and MAX-SAT have been extensively studied due to their core positions in complexity theory: SAT is NP-complete and MAX-SAT is MAX SNPcomplete [PY91] . 1 The research in this area mainly focus on two separated lines: exponential-time exact algorithm for SAT and polynomial-time approximation for MAX-SAT, which are summarized in Table 1 . While the exponential upper bound of SAT algorithm has been improved in a row, the existence of c n -time MAX-SAT algorithm for some c < 2 remains unknown [IP01, PPSZ05, SSTT17, Sch99, Wil05] .
In this paper, we study the worst-case upper bound of MAX-k-SAT approximation (restricting the clause length to be at most k), which is a new view for this kind of problem, and a combination of exact SAT algorithm and MAX-SAT approximation. We show that there exists a c n -time algorithm with performance ratio δ < 1 and c < 2 being a function of δ. This essentially means that given exponential (but less than trivial 2 n ) time, one can approximate MAX-k-SAT with ratio arbitrarily close to 1. When restricted to satisfiable formula, MAX-SAT is still MAX SNP-complete [KSW97, Pet94] , but the problem might be easier in the sense of higher performance ratio of polynomial-time approximation algorithm (see MAX-Sk-SAT in Table 1 ) [Tre00] . Our result supports this viewpoint in another sense: satisfiable formula can be approximated to same ratio as to general formula, within exponentially less time in the worst case.
Why exponential upper bounds? Traditionally, problems in P are well-studied. But due to the widely believed Exponential-Time Hypothesis (ETH), polynomial-time algorithms do not exist for k-SAT, let along lower bound upper bound [Hås01] MAX-2-SAT 0.940 [LLZ02] 0.955
MAX-3-SAT 0.875 [Zwi02] 0.875
MAX-4-SAT 0.872 [HZ01] 0.875
MAX-k-SAT 0.7968 [ABZ05] 0.875
MAX-S-3-SAT 0.875 [KZ97] 0.875
MAX-S-k-SAT 0.8 [Tre00] 0.875
MAX-E-k-SAT (2 k − 1)/2 k [random assignment] (2 k − 1)/2 k Table 1 : Lower bound denotes the current best performance ratio of polynomial-time approximation algorithm; the upper bound denotes the inapproximable threshold unless P = NP. See §2 for problems definition.
MAX-k-SAT [IP01] . So understanding the quality of exponential-time algorithms is important, which essentially tells us which problem is more intractable. Moreover, numerous conceptual breakthroughs have been discovered via continued improvements of the best exponential-time algorithms for these problems [Her14, MS11, PPSZ05, Sch99]. As for MAX-SAT, Håstad shows that a polynomial-time algorithm with performance ratio greater than 0.875 would imply P = NP (see Table 1 ). In fact, approximating MAX-SAT beyond the limitation of polynomial-time algorithm remains an important open problem, and those beyond the inapproximable threshold is NP-hard [ALM + 98]. Therefore, improving the exponential upper bound for MAX-SAT approximation is crucial as it is for SAT.
Related Work and Contributions. Some study of exponential-time approximation for NP-hard problems can be found in [CKPW08, CKW09] . The current fastest exact algorithm for MAX-SAT is given in [CK04] , with upper bound being exponential of clauses number. Improved result relying on sparse formula due to [SSTT17] . The up-to-date polynomial-time approximations as well as their references can be found in Table 1 . Hirsch gave the first attempt to approximate MAX-k-SAT within (2 − ) n time [Hir03] . His local search is a special case of our second algorithm, and all of his results on MAX-k-SAT are improved by combining with our first algorithm. We also give tighter upper bound when restricting the clause length to be exactly k. Finally, we achieve the upper bounds for approximating MAX-2-SAT and MAX-S-k-SAT (formula is guaranteed to be satisfiable), and our results can be further improved if better MAX-2-SAT, Matrix Multiplication or k-SAT algorithms are found.
2 Preliminaries CNF Related. Let V = {v i |i ∈ [n]} be a set of n boolean variables. For all i ∈ [n], a literal l i is either v i orv i . A clause C is a disjunction of literals and a CNF F is a conjunction of clauses. The occurrence of a variable v in F is the total number of v andv in F . A k-clause is a clause consists of exactly k literals, and a ≤ k-clause consists of at most k literals. If every clause in F is ≤ k-clause (resp. k-clause), then F is a k-CNF (resp. E-k-CNF). An assignment α of F is a mapping from V to {0, 1} n . A partial assignment is the mapping restricted on V ⊆ V such that only variables in V are assigned. A clause C is said to be satisfied by α if α assigns at least one literal to 1 in C. F is satisfiable iff. there exists an α satisfying all clauses in F , and we call such α a satisfying assignment of F . The k-SAT problem asks to find a satisfying assignment of a given k-CNF. Given two assignments α, α * ∈ {0, 1} n , the hamming distance h(α, α * ) is the number of bits α and α * disagree.
MAX-SAT.
The MAX-SAT problem asks to find an assignment α of a CNF F , such that the number of satisfied clauses in F under α is maximized. If F is k-CNF (resp. E-k-CNF), this problem is called MAXk-SAT (resp. MAX-E-k-SAT). If the given k-CNF is satisfiable, MAX-k-SAT becomes MAX-S-k-SAT. Given F , let s(α) be the number of satisfied clauses in F under assignment α. The optimal assignment α * = arg max α s(α) maximizes the number of satisfied clauses in F . We call α a δ-approximation assignment if s(α)/s(α * ) ≥ δ, then α δ is used to denote such α. Suppose for any k-CNF on n variables, algorithm A outputs some α δ (deterministically or with high probability), then A has performance ratio δ and A is a δ-approximation algorithm for MAX-k-SAT. Further if A runs in T (n) time, we say MAX-k-SAT has a T (n)-time δ-approximation. Similar definitions work for MAX-E-k-SAT and MAX-S-k-SAT.
Conventions. Throughout the paper, n and m always denote the number of variables and number of clauses in the formula respectively, and assuming m = poly(n) 2 . Let m i be the number of i-clause in a
Random always stands for uniformly at random, and w.p. or w.h.p. stands for with probability or with high probability. We use O(T (n)) = poly(n) · T (n) to omit some polynomial of n.
Approximation Algorithms
In this section, we give three independent algorithms for MAX-k-SAT approximation, namely, RandomGuess, RandomWalk and ReduceSolve. RandomGuess and RandomWalk can be repeated for exponential times to get any approximation assignment w.h.p., while ReduceSolve transforms the problem to another problem with less variables. Our analysis in this section is mainly for future correlation purpose, instead of their respective worst-case upper bounds.
Random Guess
The first algorithm for MAX-k-SAT approximation is RandomGuess: just randomly guessing an assignment from {0, 1} n . Intuitively, the idea of RandomGuess comes from the following:
1. Random assignment gives the optimal performance ratio of polynomial-time approximation algorithm for MAX-E-k-SAT and MAX-LIN-2 (system of linear equations over Z 2 ) [Hås01] .
2. Random guessing is a PTAS for many dense instances of NP-hard problems [AKK99] .
To show this also yields an arbitrarily good approximation with non-negligible probability, we first take a detour to focusing on a special subformula. Definition 1. Given k-CNF F and an arbitrary optimal assignment α * of F , define maximal satisfiable subformula of F as G being a k-CNF consisting of all satisfied clauses of F under α * .
Clearly G has n variables, because otherwise assigning a variable outside G can satisfy more clauses of F . Analogy to what we defined for F , let w i be the number of i-clause in G for all i ∈ [k] and w = i∈[k] w i = s(α * ), then the average clause length θ = ( i∈[k] i · w i )/w. We also need the following definition.
Definition 2. Given k-CNF G and a variable v in G, if occurrence of v in G is upper bounded by τ , then v is called a τ -bounded variable of G. Let B τ (G) be the set of all τ -bounded variables of F .
Lemma 3. Given a maximal satisfiable subformula G of F , for any λ > 0, we have
Proof. Let X be occurrence of a random variable in G, the average occurrence
So there exists at least (1 − θ/λ)n variables, whose occurrence is upper bounded by λw/n.
Lemma 4. For any k-CNF F on n variables, RandomGuess returns a δ-approximation assignment of F w.p. at least 2
n , where θ is the average clause length of a maximal satisfiable subformula of F .
Proof. By Definition 2 and Lemma 3 and let λ = 1 − δ + θ, within G there exist (1 − θ/(1 − δ + θ))n variables whose occurrence is upper bounded by (1 − δ + θ)w/n, and we call these variables sub-τ variable, since they constitute a subset of B τ (G). Note that the total occurrence of sub-τ variables in G is at most:
This is the maximal number of clauses sub-τ variables can appear. We have that at least δw clauses do not contain any sub-τ variable. So no matter how to change the assignments of sub-τ variables in α * and let α δ be the altered α * , α δ still satisfies at least δw clauses. Now random guessing an α from {0, 1} n , it agrees with some α δ w.p. 2 −nθ/(1−δ+θ) , because the number of variables which are not sub-τ variable is nθ/(1 − δ + θ). The conclusion follows immediately. 3 It is easy to see the choice of λ is optimal for maximizing the lower bound of probability.
Random Walk
Our second algorithm (Algorithm 1) is a variant of Schöning's Random Walk for k-SAT [Sch99] , modified in the following way: i)α is iteratively updated as the assignment satisfying the most number of clauses so far; ii) choosing a random unsatisfied clause instead of arbitrary one. 4 The reason is that we do not know the optimal assignment in advance, so there is no termination condition as for SAT (hitting an assignment satisfying all clauses). Also note that what we ask for is only an approximation, thus it remains hopeful to work out as for SAT by choosing a random unsatisfied clause to decrease hamming distance.
Algorithm 1: RandomWalk
Input: k-CNF F on n variables Output: assignmentα 1: initializeα as an arbitrary assignment in {0, 1} n 2: draw α from {0, 1} n randomly 3: repeat the following for O(n) times:
randomly choose an unsatisfied clause C in F 7:
randomly choose a variable in C and change its value in α 8: returnα
The progress of RandomWalk is measured by hamming distance h(α, α * ), which is the state of a Markov Chain [Sch99] . Firstly we formalize decreasing probability, then use it to analyze RandomWalk.
Definition 5. Given positive δ ≤ 1, let T be the first time RandomWalk reaches any δ-approximation assignment. Define decreasing probabilityp δ as lower bound of probability of decreasing h(α(i), α * ) for all i ∈ [T − 1], where α(i) is the assignment of RandomWalk in step i.
Lemma 6. Given positive δ ≤ 1, let p(α) be the probability that RandomWalk starting from α returns a δ-approximation assignment, we have that p(α) ≥ (p δ 1−p δ ) h(α,α * ) , wherep δ is the decreasing probability and α * is an optimal assignment of the input formula.
Proof. Consider the first σ steps of RandomWalk, where σ satisfies the following: the probability of decreasing h(α(σ), α * ) is smaller thanp δ . There are two (non-exclusive) cases: i) σ ≥ T , which means we have found a δ-approximation assignment, ii) h(α(σ), α * ) = 0, we found α * which is of course a δ-approximation assignment. So we have a Markov Chain with absorbing state h(α(σ), α * ) ≥ 0 and transition probability Pr[h → h − 1] ≥p δ , whose hitting probability is larger than a Markov Chain with absorbing state 0 and transition probabilityp δ . The second Markov Chain can be analyzed due to Schöning: there are h+2j j · h h+2j different ways to transit from initial state h = h(α, α * ) to 0 while taking exactly j steps in the h → h + 1 direction. We can safely restrict j ≤ h for lower bound, thus we have:
The last approximation omits some polynomial of n (see [Sch99] for details).
Because the initial α is drawn from {0, 1} n randomly, we have that h(α, α * ) follows binomial distribution Binom(n, 1/2). Then using Lemma 6, the probability of RandomWalk returning a δ-approximation assignment can be lower bounded by the following:
It remains to lower bound the decreasing probabilityp δ . To decreasing h(α, α * ), we need to i) choose a currently unsatisfied clause which is satisfied under α * and ii) choose a variable corresponding to a true literal in this clause under α * . Note that currently there are s(α) satisfied clauses and at least s(α * ) − s(α) more clauses are satisfied under α * , thus we can hit one w.p. (s(α * ) − s(α))/(m − s(α)). By Definition 5, it must be s(α) ≤ δ · s(α * ), thus we have:
To give the tightest bound, we need the following lemma of bounding m, s(α * ) by introducing the average clause length η (see Conventions in §2).
Lemma 7. Given k-CNF F and an arbitrary optimal assignment α * of it, it must be m ≤
and η is the average clause length of F .
Proof. We prove this by probabilistic argument. It is easy to see that a random assignment α satisfies
2 i m i clauses in expectation, thus α satisfies this number of clauses with positive probability, so it must be s(α * ) ≥ i∈[k]
, we can eliminate m 1 by η. By substitution, multiplying and rearranging we have:
The last equality can be shown by induction on i (see Appendix B). So we proved this lemma.
Lemma 8. For any k-CNF F on n variables, RandomWalk returns a δ-approximation assignment of F w.p.
Proof. Combining (1), (2) and Lemma 7 we proved this lemma.
Reduce to MAX-k-SAT and Solve It Exactly
Our third algorithm (Algorithm 2) is by reducing the formula to another formula with less variables and solving it by exact algorithm for MAX-k-SAT. The high-level idea works as follows: we deliberately choose variables with low occurrence, such that these variables can be fixed without falsifying too much clauses, then solving the reduced formula still yields a good approximation.
Algorithm 2: ReduceSolve Input: k-CNF F on n variables, parameter t Output:
choose the variable v in F with lowest occurrence 4:
for every clause C of F containing v do 6:
eliminate C from Proof. We analyze Algorithm 2. In the following, step i corresponds to the loop variable i in line 2-7. Let F (i) be the remaining formula after elimination in step i of Algorithm 2 (line 3-7), and let m (i) be the number of clauses in F (i) . Clearly there are n − i variables in F (i) , then by Lemma 3 (θ ≤ k and let λ = k(n−i) n−i−1 to guarantee that there is at least one τ -bounded variable), we have that the lowest occurrence is upper bounded by
n−i−1 , because the lowest-occurrence variable appears in at most
n−i−1 clauses. Expanding until m (0) = m, the following must hold for the number of clauses in F (t) :
Using the fact 1 − y = exp(−y − o(y)) for y → 0, we have:
Note that
. Now assuming t = Θ(n) we have ln n n−t = Θ(1), so (3) becomes:
Let x < 1 be a parameter to be fixed later. Observe that if m (t) ≥ (2x − 1)m, we eliminated at most (2 − 2x)m clauses in the first t steps. We can easily find a partial assignment α (1) on eliminated variables to satisfy at least half of the eliminated clauses (negating every bit of α (1) if it satisfies less than half), so at most (1 − x)m clauses are unsatisfied. As a result, to obtain an assignment falsifying at most (1 − x)m clauses in F e , by (4) it is sufficient to have:
Choosing t = (1 − (2x − 1) 1/k − o(1))n, which is t = Θ(n) as we assumed for (4), we have that the variables in the remaining formula F (t) is at most n − t = (2x − 1) 1/k n + o(n). Now we fix parameter x. If at most (1 − δ)s(α * ) clauses in the maximal satisfiable subformula are unsatisfied, we definitely have a δ-approximation assignment. In the worst case, all (1 − x)m clauses we falsified are from the maximal satisfiable subformula, which gives (1 − x)m ≤ (1 − δ)s(α * ) to meet the condition. By Lemma 7 it is sufficient to have x = 1 − (1 − δ)ξ, where ξ = and η is the average clause length of F .
Finally we solve the remaining formula F (t) by exact algorithm for MAX-k-SAT in time O(c n(1−2(1−δ)ξ) 1/k +o(n) ) (line 11). If we find an optimal assignment α (2) for F (t) , by union with α (1) we get a δ-approximation assignment, because α (2) does not conflict with α (1) . Obviously line 1-10 runs in polynomial time, so we proved this lemma.
Tighter Upper Bounds
Our final algorithm R3 is a combination of all three algorithms we proposed in §3: repeat for γ n rounds, where in each round, run RandomGuess, RandomWalk and a polynomial time-slice of ReduceSolve. 6 By repeating RandomGuess and RandomWalk on F for proper exponential times, we have a δ-approximation assignment for F w.h.p. Since all upper bounds are exponential, the one with best upper bound always terminates first and its solution is returned by R3. Specifically, we have the following lemma.
Lemma 10. Given integer k ≥ 2, if there exists an exact algorithm for MAX-k-SAT that runs in O(c n ) time for some constant c ∈ [1, 2], then for any k-CNF F on n variables, R3 returns a δ-approximation assignment of F in time O(γ n ) w.h.p., where γ = min{f G , f W , f R } and f G = 2
and η, θ are average clause length of F and its maximal satisfiable subformula respectively.
Proof. By Lemma 4, Lemma 8 and Lemma 9 we immediately proved this lemma.
We consider general MAX-k-SAT, MAX-E-k-SAT, MAX-S-k-SAT and MAX-2-SAT and show different upper bounds for approximation.
MAX-k-SAT
We give upper bound of R3 for MAX-k-SAT by correlating η and θ using the following lemma.
Lemma 11. Given k-CNF F , let η and θ be the average clause length of F and its maximal satisfiable subformula respectively, we have that
Using the fact that ∀i ∈ [k], w i ≤ m i for the left-hand side, and rearranging the right-hand side, it becomes:
Now we prove that
The last inequality holds for any k ≥ 2. We can continue this process to get
This is a contradiction since all coefficients of m i in the left-hand side of (5) are strictly smaller than those in the right-hand side, so inequality (5) does not hold unless k = 1 or m i = 0 for all 2 ≤ i ≤ k, which makes F a 1-CNF. As a result, we have
Note that 1-CNF can be exactly solved by Majority Algorithm, thus does not influence our analysis.
Recall that f G is an increasing function of θ. Since θ is upper bounded by some function of η (Lemma 11), we have that γ is maximized when
is an increasing function of η, while f W (η) is a decreasing function of η. It must be γ is maximized when f G (θ(η)) = f W (η). Let c = 2 for a naive exact algorithm for MAX-k-SAT, by taking the partial derivative, we have that f R (η) ≥ f W (η) (Figure 1a ). So we have our main result on MAX-k-SAT as the following.
Theorem 12. MAX-k-SAT has an O(γ n )-time δ-approximation, where γ satisfies the following equation
2 k−1 where integer k ≥ 2 and constant δ ∈ [0, 1] are given, and γ, ξ, θ, η are variables of M k (δ).
Observe that 2 − 2ξ−2ξδ k−ξδk − 2 θ 1−δ+θ is monotone with respect to η, so a Binary Search solves M k (δ) to arbitrary precision in reasonable time. We will provide some numerical results of M k (δ) as our upper bound for different k and performance ratio δ in §5.
MAX-S-k-SAT
If F is guaranteed to be satisfiable, its maximal satisfiable subformula is itself, which gives ξ = 1 in Lemma 7, so by Lemma 9 we have the following. Proof. See Algorithm 2. Obviously F is still satisfiable after eliminating some clauses. For satisfiable formula, a k-SAT algorithm solves MAX-k-SAT exactly. Let parameter x = δ in the proof of Lemma 9, we have that there are at most (2δ − 1) 1 k n + o(n) variables in the remaining formula. The conclusion follows immediately.
We use PPSZ due to [Her14, PPSZ05] as our SAT algorithm subroutine for Algorithm 2, which is a randomized algorithm with one-sided error. Its running time for 3-SAT, 4-SAT and 5-SAT are 1.308 n , 1.469 n and 1.570 n respectively. Our calculation shows that γ = min{f G , f W , f R } = f R,ξ=1 (Figure 1b) , which means R3 has the desired upper bound in Theorem 13. Please see §5 for detailed results.
MAX-E-k-SAT
If F is an E-k-CNF on n variables, then the average clause length η = θ = k. We have:
Observe that f R (k) ≥ f W (k) as same as for MAX-k-SAT when c = 2 for a naive exact MAX-E-k-SAT algorithm. Our calculation shows that Figure 1c ). So we have the following result for MAX-E-k-SAT approximation.
MAX-2-SAT
We use the following lemma due to Yannakakis to compile away all the 1-clause in polynomial time while keeping the performance ratio for MAX-2-SAT.
By Lemma 15 and Theorem 14 we immediately have the following corollary. This bound can be achieved by running RandomWalk along, which requires O(1) space. We show how to obtain a better upper bound by running R3 with Williams's exact algorithm for MAX-2-SAT and Le Gall's fastest Matrix Multiplication, but using Θ(2 2n/3 ) space.
Lemma 17 ( [Wil05, Gal14] ). There exists an O(2 ωn/3 )-time algorithm for MAX-2-SAT, where ω < 2.373 is the matrix product exponent over a ring.
Note that this exact algorithm for MAX-2-SAT based on Matrix Multiplication requires Θ(2 2n/3 ) space. For k = 2, it must be ξ = 
where can be arbitrary positive. The last equality can be shown by substitution and taking partial derivative on δ (Figure 1d ). So we have our main result on MAX-2-SAT as follows.
Theorem 18. MAX-2-SAT has an O((2 ω 3 3δ 2 − 1 2 + ) n )-time δ-approximation for arbitrary > 0, where ω < 2.373 is the matrix product exponent over a ring.
Summarized Results
Let L, U be the lower bound and upper bound of the performance ratio of polynomial-time approximation algorithm respectively (see Table 1 in §1). For each problem, we report the worst-case upper bounds corresponding to two representative performance ratios δ 1 , δ 2 : if L < U set δ 1 = (L + U )/2, otherwise set δ 1 = L + 0.01; set δ 2 = (1 + U )/2. The reason is that the existence of polynomial-time approximation algorithm with performance ratio δ 1 is unknown, and there does not exist polynomial-time approximation algorithm with performance ratio δ 2 unless P = NP. Note that the bounds for MAX-3-SAT, MAX-S-3-SAT and MAX-E-k-SAT are optimal, so we set δ 1 = L+0.01, in which case there does not exist polynomial-time approximation algorithm with performance ratio δ 1 unless P = NP. One implication of our result on MAX-k-SAT is that for δ-approximation on k-CNF satisfying 2−2p δ ≥ 2 θ 1−δ+θ , Random Walk does no better than randomly guessing an assignment. Our numerical results shows that this happens when η is around k/2 and θ is smaller than k/2. This rules out a family of algorithm based on flipping variables from an unsatisfied clause, when aiming for solving MAX-k-SAT approximation in the worst case.
Another fact is that when we call the best deterministic SAT algorithm due to [MTY13, MS11] in Algorithm 2, we obtain a deterministic MAX-S-k-SAT approximation because Algorithm 2 is deterministic, while almost all current (polynomial or exponential-time) MAX-SAT approximations are probabilistic.
As we can see from Table 2 , the worst-case upper bound of MAX-S-k-SAT is exponentially and significantly less than that of MAX-k-SAT for same performance ratio, therefore in line with our statement in §1: upper bound of MAX-S-k-SAT approximation is exponentially less than that of MAX-k-SAT, thus it is less intractable in the sense of worst-case upper bound.
A. Numerical Results: Some Values of f G , f W , f R in the Worst Case
We provide some numerical results on values of f G , f W , f R in the worst case, which in line with our calculations of partial derivatives. 
