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Abstract 
 
Low thrust orbital transfers are difficult to optimize by indirect methods. The main issues come from the costate 
guess and from the numerical propagation accuracy required by the shooting method. In the case of a coplanar 
minimum-time low thrust transfer with eclipses, an analytical costate guess is proposed. The optimal control 
problem reduces to an unconstrained minimization problem with two unknowns. A derivative free algorithm 
yields a quasi-optimal solution from scratch in a few minutes. No specific guess is necessary and the algorithm 
properties ensure finding the global minimum of the unconstrained problem. The method is applicable to thrust 
levels from large to very low and to any eclipse configuration, as exemplified on a transfer towards the 
geostationary orbit. 
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1. Introduction 
Electric rocket engines offer promising propellant savings for orbital transfers at the expense of long durations 
due to very low thrust levels. Minimum-time low thrust trajectories are consequently studied intensively for 
several decades. An additional difficulty comes from the large power required by electric propulsion engines, 
impeding their use during the transit in the Earth shadow. The minimum-time low thrust transfer between two 
orbits formulates as an optimal control problem with dynamics discontinuities at the eclipse entrances and exits. 
Various approaches have been applied to solve such optimal control problems as efficiently as possible. They are 
classified between direct and indirect methods [1-3]. 
 
Direct methods discretize the optimal control problem in order to rewrite it as a nonlinear large scale 
optimization problem. Various discretization methods can be chosen for the dynamics and for the control [4-9]. 
This process is straightforward and new variables or constraints may be added to the problem with reduced 
programming effort. 
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Several software packages such as IPOPT, BOCOP, GESOP, SNOPT, WORHP …, are available to solve the 
large scale optimization problem. The direct approach is suitable to a wide range of applications. The main 
drawback is that it is computationally expensive when the number of variables becomes large, which is 
especially the case for low-thrust transfers [10-13]. Finding an accurate solution for such problems may be 
difficult. An alternate discretization approach which reduces the problem size consists in approximating the 
dynamics by a series of impulsive maneuvers [13-16]. 
 
On the other hand indirect methods are based on the Pontryagin Maximum Principle (PMP) [17-18] which gives 
a set of necessary conditions for a local optimal solution. For minimum-time problems the PMP yields the 
optimal thrust direction aligned with the velocity costate [19-22]. The problem is reduced to a Two Point 
Boundary Value Problem (TPBVP). The resulting nonlinear system is generally solved by a shooting method 
using a Newton-like algorithm. The convergence is fast and accurate, but the method requires both an adequate 
starting point and a high integration accuracy. These are major issues when applying the indirect approach to low 
thrust transfers [23,24], particularly in the case of dynamics discontinuities [25]. Moreover the problem may 
admit singular solutions for which the PMP first order conditions no longer define the optimal control. Such 
singular solutions require further theoretical analysis and specific solution methods [26,27]. 
 
For low thrust transfers various approaches can be envisioned to build a satisfying initial costate guess and 
benefit from the efficiency of the indirect method. In [28] the impulse transfer solution is used to provide a good 
initial guess to the shooting algorithm. This method is based on the fact that a continuous high-thrust orbit 
transfer shares similarities with the impulse transfer as outlined in [29,30]. Analytical costate approximation are 
derived in [31] for transfers between circular orbits. In [32] the similarity between the double integrator and the 
orbital transfer is exploited to propose an analytical costate guess. Multiple shooting reduces the overall 
sensitivity by splitting the trajectory in several arcs at the expense of additional unknowns and boundary 
conditions. In [33] a multiple shooting method parameterized by the number of thrust arcs is used to solve an 
Earth-Mars transfer. The multiple shooting is combined with a collocation method in [34] by splitting the 
trajectory into thrust and coast arcs in the Earth shadow. Homotopic approaches [35] solve a series of 
optimization problems by continuous transformation starting from a known solution. In [23,36] a differential 
continuation method linking the minimization of the L2-norm of the control to the minimization of the 
consumption is used to solve the low-thrust orbit transfer around the Earth. In [37] simplified formulas are 
established by interpolating many numerical experiments, which allows a successful initialization for the 
minimal time orbit transfer problem, in a given range of nearly circular initial and final orbits. Based on that 
initial guess and on averaging techniques, the software T3D [38] implements continuation and smoothing 
processes in order to solve minimal time or minimal fuel consumption orbit transfer problems. Particle swarm 
[39], genetic algorithms [40] or other metaheuristics [41] can also be used to explore largely the variables space 
and produce a satisfying initial solution. We can also mention mixed methods that use a discretization of the 
PMP necessary conditions and then apply a large-scale equation solver [42] and dynamic programming methods 
that search for the global optimum in a discretized state space by solving the Hamilton-Jacobi-Bellman equation 
[43]. 
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This paper addresses the minimum-time orbital transfer in the coplanar case. The engine is assumed thrusting at 
a constant level excepted during eclipses. The optimal control problem is addressed by an indirect method using 
the optimal thrust direction derived from the PMP. The costate guess issue is overcome using an analytical form 
derived from previous results obtained for high thrust transfers. The unknowns reduce to two angles defining the 
initial costate vector. The minimum-time problem is then reformulated as an unconstrained minimization 
problem whose solution can be found from scratch by a derivative free algorithm. By this way an accurate 
numerical propagation is no longer mandatory as is the case with Newton-like methods. This allows using 
rectangular coordinates (which makes the dynamics equations and the eclipse conditions simple), large time 
steps and less stringent tolerance on the numerical integration error. 
 
The text is organized as follows. Section §2 formulates the optimal control problem based on a dynamical model 
with eclipses. The extremal conditions are analyzed to derive explicitly the costate discontinuities at the eclipse 
bounds. Section §3 presents the solution method with the analytical costate guess, the unconstrained problem 
formulation and the features of the DIRECT optimization algorithm. Section §4 presents an application for a 
typical transfer towards the geostationary orbit considering various eclipse conditions and various thrust levels.   
 
2. Problem Formulation and Analysis 
This section describes the dynamical model for the planar low thrust transfer with eclipses. The Optimal Control 
Problem (OCP) is then analyzed by applying the Pontryaguin Maximum Principle (PMP). 
2.1 Dynamical model 
The problem consists in finding the minimum time trajectory to transfer the vehicle from an initial orbit to a final 
orbit using a low thrust engine which must be switched off during eclipses. The initial and final orbits are 
coplanar and defined by their apogee and perigee altitudes. The Earth is modeled as a sphere, with its center at 
the origin of an inertial frame. The Sun is modeled as a point rotating around the Earth at a constant rotation rate. 
The Sun attraction is neglected and only the Sun direction is used to determine the Earth shadow region. 
The vehicle is modeled as a material weighting point with position (t)r

, velocity (t)v

, mass m(t) submitted to 
the Earth acceleration gravity denoted )r(g

and to the engine thrust. The thrust direction can be chosen freely 
and it is orientated along the unit vector (t)u

. The thrust level T is constant with a burned propellant exhaust 
velocity equal to ve. The engine is ignited at the initial date t0 and it is constantly thrusting until the final date tf 
except during eclipses where it must be switched off. 
The eclipse conditions depend on the respective positions of the vehicle (t)r

and the Sun (t)rS

with respect to 
the Earth as depicted on the Figure 1. 
4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 : Eclipse conditions 
 
The Earth shadow is assumed to be a cylinder with the radius of the Earth RE. An alternative model is a conic 
shape centered at the Sun. For the orbital transfers under consideration, the difference between these shadow 
models is not significant. 
Denoting Se

 the unit vector pointing toward the Sun, the eclipse conditions under vector form are   
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The first condition express that the vehicle is inside the shadow cylinder, the second condition checks that the 
vehicle and the Sun are in opposite directions wrt the Earth. 
In this paper, we limit ourselves to planar transfers. The motion equations are written in an inertial reference 
frame (O,x,y) with the origin at the Earth center. In order to express the eclipse conditions with the coordinates 
(x,y), we denote D1 and D2 the straight lines limiting the shadow region, S the Sun polar angle wrt the x axis 
and S the constant angular of the Sun motion in the Earth inertial frame (O,x,y). Starting from the position 0 at 
the initial date t0=0, the Sun motion is defined by 
 t)t( S0S   (2)  
The equations of the lines D1 and D2 are respectively  
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(O,x,y) = reference inertial frame 
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The sign of the functions d1(x,y) and d2(x,y) determine the position relatively to the shadow region bounds. An 
eclipse occurs if d1(x,y) and d2(x,y) have opposite signs and the position vectors (t)r

 and (t)rS

 make an obtuse 
angle. Consistently with Eq. (1) the eclipse conditions in Cartesian coordinates are  
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When the vehicle enters the Earth shadow, the engine is switched off. Applying the fundamental dynamics 
principle in the Earth-centered inertial frame yields the motion equations respectively in the light and shadow 
regions. The dependencies on time (for r

, v

, m and u

) are omitted for conciseness. 
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The dynamics is discontinuous at the entrance and exit of the shadow region. The discontinuities occur whenever 
the function d1(x,y) or the function d2(x,y) vanishes, with the additional condition on the vehicle and the Sun 
being in opposite directions. At a discontinuity date denoted td, the vehicle position (x(td),y(td)) and the Sun 
direction (td) satisfy the constraint 
   0Rt),t(y),t(x EdddS   (6)  
with the function S defined by 
 )tcos(y)t(nsix)t,y,x( S0S0S   (7)  
This condition will be treated as an interior point constraint with dynamics discontinuity for the optimal control 
problem. 
2.2 Optimal control problem 
The Optimal Control Problem (OCP) is formulated considering as state variables (t)r

, (t)v

, m(t) and as control 
variables the thrust direction (t)u

and the final time tf. The initial state is completely prescribed. The final state is 
constrained by the targeted apogee and perigee altitudes denoted respectively hA and hP. The apogee and perigee 
altitudes actually achieved at the final date are denoted respectively A and P and they depend on the final 
position )(tr f

 and velocity )(tv f

. The cost is the final time to minimize. 
The OCP formulation is 
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The variable  is equal to 0 (respectively 1) inside (respectively outside) the shadow region. The dynamics is 
discontinuous at the shadow entrance and exit defined by the interior point constraints Eq. (6). The number of 
such discontinuities is unknown a priori since it depends on the number of revolutions performed during the 
transfer. It can be noticed that the problem is not autonomous due to the Sun position Sr

 which depends 
explicitly on the time. The optimal solution depends thus on the initial Sun position defined by the angle 0. 
2.3 Extremal Analysis 
The optimal trajectory is sought by applying the Pontryaguin Maximum Principle (PMP) [17,18]. For that 
purpose we introduce the costate vectors )t(pr

, )t(pv

, pm(t) associated respectively to the position, the velocity, 
the mass. These costate vectors do not vanish identically on any interval of [t0,tf] and they are defined up to a 
non-positive scalar multiplier p0. We choose the usual normalization for regular extremals p0 = 1. 
 
With these notations, the Hamiltonian for the OCP Eq. (8) is 
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The PMP provides the following first order necessary conditions on u

 and tf  to be an optimal control. 
 
• The Hamiltonian maximization condition with respect to the control (t)u

. 
 Hmax
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 This condition leads to a thrust direction aligned with the velocity costate. 
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and the Hamiltonian Eq. (9) can be written as 
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• The costate differential equations. 
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• The transversality conditions on the final costate, derived from the final constraints A , P  with the 
respective multipliers A , P  and from the final cost  tf. 
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(14) 
• The transversality condition on the free final date tf . 
 1)t(H f   (15) 
The dynamics discontinuity at the shadow entrance or exit generates discontinuities on the costate components 
and on the Hamiltonian [44,45]. A discontinuity occurs whenever the condition Eq. (6) is met with the vehicle 
and the Sun being in opposite directions. The costate and Hamiltonian discontinuities at td are given in Cartesian 
coordinates by  
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(16) 
where  is an unknown multiplier associated to the interior point constraint Eq. (6). 
 
To find the multiplier value, we write the Hamiltonian Eq. (12) just before and just after the discontinuity date. 
The state is continous. The only discontinous variables are the position costate rp

 from Eq. (16) and the 
coefficient . 
 







T)t(g.pv).t(p)t(H
T)t(g.pv).t(p)t(H
dvdrd
dvdrd 

 (17) 
Substracting both equations yields a relationship between the Hamiltonian and the costate discontinuity. 
  T)t(v).t(p)t(H ddrd
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 (18) 
Using Eq. (16) to replace H and rp

 , we get an explicit expression for the multiplier . 
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   and   = 1 (respectively +1)  at the shadow entrance (respectively exit). 
 
With this expression Eq. (19) the costate discontinuities Eq. (16) can be directly accounted within the 
propagation of the state and costate equations, provided that the dates of shadow entrance and exit are properly 
detected within the numerical integration. 
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The optimal trajectory can thus be found by solving the following two boundary value problem (TPBVP). 
 
TPBVP 
Find the initial costates )t(p 0r

, )t(p 0v

, )t(p 0m , the final time tf and the constraints multipliers A, P such that 
the transversality conditions Eqs. (14,15) and the final constraints Eq. (8) are met. 
 
For a planar transfer the problem is of size 8. The shooting method consists in solving this nonlinear system by a 
Newton-like method with a numerical integration of the state and costate differential equations from the initial 
date to the final date. A major issue of this approach lies in the high sensitivity to the initial costate guess. 
Without a careful initialization and an accurate numerical integration the Newton method is very likely to fail. 
This behaviour is especially marked for low thrust transfers which address very long propagation durations 
(several days or weeks or even months) and dynamics discontinuities (due to eclipses). Finding a satisfying 
costate guess for such low thrust transfers is therefore a major challenge which may discourage from applying 
the shooting method. 
 
3. Solution Method 
The solution method proposed aims at bypassing the shooting method issues, due to the costate guess and to the 
numerical accuracy required by the Newton method. 
3.1 Costate guess 
The first part of the solution method consists in generating a correct costate guess. For that purpose we use some 
past results about orbital transfers. 
A first useful result is that for minimum-time low thrust transfers the propellant consumption and the total 
velocity impulse are nearly insensitive to the thrust level [30,46-48]. When the transfer time becomes large the 
following relationship is observed. 
 
T,C
v
Tt
mm te
e
f
f0   (20) 
A second useful result is that for minimum-fuel high thrust transfers at constant optimized thrust level, there 
exists an analytical costate solution, with orthogonal position and velocity costates [49]. 
 
0
e
0m
0
0
0v
0
0
00r
m
v
)t(p,
cos
sin
)t(p,
sin
cos
)t(p 

















 (21) 
In these formulae, 0 is the initial pitch angle (between the horizontal and the thrust direction). It depends on the 
initial conditions (radius vector r0, velocity modulus v0, flight path angle 0) through the implicit equation 
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0 is the thrust initial rotation rate given by 
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The final mass for a low thrust transfer being nearly insensitive to the thrust level, it can be hoped that the above 
costate guess can be used successfully for low thrust transfers. We therefore consider the following costate guess 
parameterized by two angles v and n  
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For a low thrust transfer starting at the perigee, it is expected that the angle v takes a small value (corresponding 
to a thrust aligned with the initial velocity) and that the angle n remains approximatively equal to v. By this 
way the search space is reduced to a narrow interval of a few degrees around zero for both angles. 
 
The angles v and n define the initial costate and therefore the complete command law along the trajectory using 
Eq. (11). The optimal control problem Eq. (8) is recast as a nonlinear programming problem (NLP) with 3 
unknowns (v , n , tf) and 2 constraints (hA , hP) 
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3.2 Optimization method 
The second part of the solution method consists in increasing the robustness to numerical inaccuracies. The 
propagation of the state and costate differential equations on long durations is prone to numerical errors. This 
inaccuracy is increased by the discontinuities due to eclipses. The numerous transitions at the shadow region 
bounds must be very accurately detected to ensure the smoothness of the integration result. 
Noisy gradient assessments have very adverse effects for optimization algorithms [50] and more specifically 
when applying a shooting method. In order to cope with these numerical issues, we turn to a derivative free 
optimization method. Such methods can be very efficient on “noisy” optimization problems suffering from 
numerical inaccuracy or poor smoothness, but they are generally not suited to constraint handling [51,52]. 
 
In our specific case of a low thrust orbital transfer, it is possible to reduce the NLP problem Eq. (26) to a pure 
minimization problem without constraints. In most practical cases, the transfer aims at raising the vehicle up to a 
high altitude orbit such as the geostationary orbit (GEO). For such transfers the perigee altitude is monotonously 
increasing along the trajectory and the transfer is achieved once the perigee reaches the targeted altitude hP. This 
property can be exploited to discard the final date from the problem unknowns. The motion integration is 
stopped as soon as the perigee reaches the desired value hP. The cost function is the squared difference between 
the final and targeted apogees to minimize. 
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The NLP problem reduces thus to  
   2AffA
,
h)t(v),t(rmin
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It is not mathematically guaranteed that this formulation actually yields the minimum-time trajectory. Indeed 
different sets of v and n values could exist that allow reaching the targeted orbit with different final times. In 
practice the narrow interval of search for these angles (with an initial thrust direction making a small angle with 
the velocity) and the trajectory plots give a good confidence in the result optimality. 
 
The formulation Eq. (27) with 2 unknowns is suited to any derivative free optimization method [53]. A 
particularly attractive algorithm for this small size problem is DIRECT [54-56]. DIRECT explores the search 
space in a deterministic way and ensures finding the global minimum under reasonable regularity assumptions 
(Lipschitzian cost function). Opposite to metaheuristics like genetic algorithm, particle swarm, simulated 
annealing, … that involve a stochastic part and therefore a risk of missing the global minimum, DIRECT is able 
to locate correctly the solution with a controlled number of function evaluations. 
 
With a derivative free algorithm it is not necessary to pay a special care on the numerical integration accuracy. 
For the present application, the state and costate are expressed in Cartesian coordinates. This choice is not 
numerically the best for a low thrust orbital transfer, but it yields very simple equations for the state equations, 
the costate equations and the eclipse constraint formulation. The eighth order Runge-Kutta method DOP853 is 
used for the propagation with large time steps and with a large tolerance on the integration error. The eclipses are 
detected within the propagation and the time step is adapted by dichotomy to pass accurately at the eclipse 
transition date and apply the explicit costate discontinuity given by Eqs. (16,19). These tunings make each 
simulation quite fast. The convergence of DIRECT requires a few thousands simulations and it is achieved in a 
few minutes in the longest cases (transfer durations of several months).  
 
4. Application 
The solution method is illustrated on a coplanar low thrust transfer from a geostationary transfer orbit (GTO) to 
the geostationary orbit (GEO) with different thrust level values and different initial lightening conditions. 
 
4.1 Illustrative Example 
The vehicle initial gross mass is 1000 kg, the engine thrust level is 1 N with a specific impulse of 1500 s 
corresponding to an exhaust velocity of 14710 m/s. 
The initial orbit is a GTO with apogee and perigee altitudes respectively at 36000 km and 500 km. The x axis of 
the reference Galilean frame is defined by the initial perigee. The initial anomaly is thus equal to 0 deg. The 
perigee initial local time is 0 h and the Sun direction moves at the angular rate of 0.986 deg/day.   
The target is a circular GEO at 36000 km. The transfer is planar. The Earth equatorial radius is RE = 6378137 m 
and the gravitational constant is  = 3.986005.1014 m3/s2 . 
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The derivative free algorithm DIRECT is used to find the 2 angles v and n orientating the initial costate. The 
search interval is [10 deg ; +10 deg] for both angles. With a time step of 1000 s and accuracy of 10 s for the 
eclipse detection, each simulation takes on average 0.02 s on a standard Linux computer using the dynamics 
equations in Cartesian coordinates. The convergence is achieved within 1 min and it requires about 3000 
function calls. 
 
The Figure 2 presents the minimum-time trajectories found with a 1 N engine assuming initial perigee local 
times of respectively 0 h (Sun above apogee), 6 h and 12 h (Sun above perigee). The shadow region (null thrust) 
is represented by black bold lines. It rotates simultaneously with the apparent Sun motion at a 0.986 deg/day 
rate. The thrust direction is indicated by red arrows during the first revolution and green arrows during the last 
one. It can be seen on the angle of attack plot that the thrust is mostly directed along the velocity during the first 
part of the transfer making the apogee increase beyond 36000 km. During the second part of the transfer the 
thrust direction oscillates at the orbital period, along the velocity at the apogee, and opposite to the velocity at the 
perigee to bring the apogee back to 36000 km. The eclipse duration ranges from 21 h when the apogee is 
lightened to 70 h when the apogee is in the Earth shadow. This last configuration is the worst since a large time 
is spent without thrusting and moreover the optimal thrusting location (the apogee) is forbidden. 
The values of the final time, of the total eclipse duration and of the optimized angles v and n are given on the 
right side of Figure 2. It must be recalled that these two angles defines completely the initial costate vector, so 
that only sub-optimal solutions can be found. The angles values are close to zero as expected from the analytical 
costate solution derived for high thrust level transfers.  
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Figure 2 : 
Transfers with 1N 
Perigee local time 0 h 
Transfer duration 23.63 day 
Eclipse duration 21.1 h 
v 0.0004 deg 
n 0.0102 deg 
 
Perigee local time 6 h 
Transfer duration 23.50 day 
Eclipse duration 27.9 h 
v 1.399 deg 
n 2.477 deg 
 
Perigee local time 12 h 
Transfer duration 27.01 day 
Eclipse duration 69.6 h 
v 3.364 deg 
n 5.949 deg 
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4.2 Sensitivities 
The above example is solved again for thrust levels of 10 N and 0.1 N, and for initial perigee local times ranging 
from 0 h to 12 h. The Table 1 summarizes the numerical results obtained. The transfer without eclipse is also 
assessed and compared to results given by the CNES software MIPELEC [57,58]. 
         Thrust level (N) 10 
     Perigee local time (h) 0 h 6 h 12 h 
     Final mass (kg) 863,7 867,0 858,2 
     Final time (day) 2,42 2,39 2,72 
     Velocity impulse (m/s) 2155,7 2100,1 2249,5 
     Number of revolutions 3 3 4 
     Eclipse duration (h) 2,3 2,9 7,4 
     
         Thrust level (N) 1 
 Perigee local time (h) 0 h 3 h 6 h 9 h 12 h No eclipse MIPELEC 
 Final mass (kg) 866,4 868,1 868,8 865,4 858,4 864,0 864,3 
 Final time (day) 23,63 23,38 23,50 24,78 27,01 23,15 23,10 
 Velocity impulse (m/s) 2109,7 2081,6 2069,4 2126,7 2246,0 2150,1 2145.2 
 Number of revolutions 33 33 33 35 37 32 32 
 Eclipse duration (h) 21,1 22,1 27,9 44,7 69,6 
  
 
         Thrust level (N) 0,1 
 Perigee local time (h) 0 h 3 h 6 h 9 h 12 h No eclipse MIPELEC 
 Final mass (kg) 867,2 867,1 868,8 869,4 865,7 864,1 864,3 
 Final time (day) 239,40 236,95 233,20 233,89 245,90 231,33 231,03 
 Velocity impulse (m/s) 2096,2 2097,4 2068,1 2059,3 2121,3 2148,2 2145.2 
 Number of revolutions 341 328 328 330 354 319 319 
 Eclipse duration (h) 317,7 257,4 238,2 274,9 414,1 
  
  
Table 1 : GTO-GEO transfer with various thrust levels and initial perigee times 
 
An apogee in the Earth shadow (perigee time = 12 h) gives the worst results since the most favorable part of the 
orbit is not available for thrusting. Perigee times between 0 h and 6 h yield near performances both in terms of 
transfer duration and final mass. These two quantities are not directly linked since the eclipse location both 
influences the transfer duration and the thrust efficiency wrt the orbit evolution. The best performances are 
obtained for a Sun location orthogonal to the initial semi major axis (perigee time = 6 h). In that configuration 
the shadow area does not affect the apsides which are the most efficient thrusting places. This results 
simultaneously in a reduction of the transfer duration and in an increase of the final mass.  
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On the other hand a good agreement is found with MIPELEC results which are obtained by an averaging 
method. MIPELEC yields the same final mass whatever the thrust level and the final time is deduced from the 
propellant consumption divided by the propulsive mass flow-rate. 
Comparing the transfer duration with and without eclipse it is also observed that the rule of the thumb 
“difference = total eclipse duration” would be rather pessimistic. In most cases the duration penalty due to 
eclipses is largely lower than the time spent in eclipse. 
The Figure 3 presents the trajectories obtained for thrust levels of 10 N and 0.1 N. For the 0.1 N case, the 
shadow region is not colored in order to better distinguish it. 
 
The method is also applied to a LEO to GEO transfer with an initial circular orbit at 500 km, considering the 
same vehicle assumptions (mass = 1 t, thrust level = 1 N, Isp = 1500  s). The results are presented in the Table 2. 
The comparison with MIPELEC is still correct. 
 
Thrust level (N) 1 
Perigee local time (h) 0 h No eclipse MIPELEC 
Final mass (kg) 725,5 734,2 734,2 
Final time (day) 58,30 45,26 45,26 
Velocity impulse (m/s) 4720,3 4545,0 4545,0 
Number revolutions 398 297 297 
Eclipse duration (h) 277,9 
  
 
Table 2 : LEO-GEO transfer with 1 N 
 
4.3 Extensions 
The derivative free approach combined with the analytical costate guess proves satisfying for coplanar low-
thrust transfers. The solution is found from scratch in a few minutes at most without requiring specific guesses or 
tunings from one case to another. The extension to three dimensional transfers is not straightforward, and the 
following questions should be addressed : 
• Is it still possible to build an adequate analytical costate guess to reduce the number of unknowns ? 
• Is it still possible to derive explicit costate discontinuities at the eclipse bounds in order to apply them 
directly within the trajectory integration ? 
• How to define the cost function of the unconstrained problem since the apogee value and the inclination 
have to be simultaneously targeted ? 
• Does the DIRECT algorithm still behave well when the number of unknowns and the search space 
increase ? 
 
These questions are currently under study with the aim of extending the solution method to three dimensional 
low-thrust transfers. 
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Figure 3 : Transfers with 10 N and 0.1 N 
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5. Conclusion 
The minimum-time low thrust transfer with eclipses has been investigated in the coplanar case. The trajectory is 
simulated aligning the thrust direction with the velocity costate, as given by the Pontryaguin Maximum 
Principle. An explicit expression for the costate discontinuities at the eclipse entrances and exits is derived. 
These discontinuities are directly accounted within the numerical integration of the trajectory. An analytical 
costate solution obtained for high thrust transfers suggests parameterizing the initial costate vector by two 
angles. This assumption proves satisfying and it allows reducing the shooting problem to an unconstrained 
nonlinear problem with two unknowns angles taking near zero values. Applying the derivative free algorithm 
DIRECT avoids dealing with numerical accuracy issues for the trajectory integration and gives some guarantee 
of locating the global minimum in the narrow search space.. The method has been experimented on transfers 
towards the geostationnary orbit starting from different initial orbits, using different thrust levels from large to 
very low, and considering different initial lightening conditions. In all cases a near optimal solution is found 
from scratch in a few minutes at most without requiring specific guesses or tunings from one case to another. 
The extension of the method to three dimensional transfers with inclination changes requires significant 
improvements of the solution method and it is currently under study. 
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OCP  Optimal Control Problem 
PMP  Pontryaguin Maximum Principle 
TPBVP  Two Point Boundary Value Problem 
NLP  Non Linear Programming 
DIRECT Dividing RECTangles 
GEO  Geostationary Orbit 
GTO  Geostationary Transfer Orbit 
LEO  Low Earth Orbit 
 
