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After viewing a blank patch surrounded by a dynamic noise stimulus (a video "snowstorm"), viewers 
report the prolonged perception of twinkle in the unstimulated region of the blank patch. We compare 
this induced twinlde aftereffect o the filling-in phenomenon, which may be seen in a small blank region, 
under similar test conditions but during stimulation. We found that strong induced twinkle aftereffects 
were seen both centrally and peripherally for blank test regions from 0.5 deg to as large as 20 deg 
in diameter, whereas filling-in was seen centrally only for test patch diameters maller than 0.75 deg, 
becoming strongex peripherally but still limited to test regions less than about 3 deg in diameter. Lower 
noise density am| larger noise element size facilitated fifling-in but had little effect on the induced 
twinkle aftereffect. Conversely, noise frame rate had little effect on filling-in but had to be faster than 
10 frames/sec to produce a twinkle aftereffect. Induced twinkle showed binocular superiority but no 
interocular transfer. The binocular superiority was partially explained by monocular blankont of the 
dynamic noise by the blank field in the occluded eye. These results all imply a different mechanism 
for the induced twinkle aftereffect han for rifling-in. We consider a model in which the induced twinkle 
aftereffect is produced by post-inhibitory rebound in complex cells. 
Aftereffect Noise Filling-in Adaptation Binocular 
INTRODUCTION 
The existence of dynamic perceptual aftereffects follow- 
ing adaptation to a variety of stimuli has been recog- 
nized for millennia. The earliest example, remarked on 
by Aristotle, appears to have been the motion aftereffect, 
a sense of motion in one direction following adaptation 
to a stimulus moving in the other direction. The motion 
aftereffect seems to result from a perceptual bias in the 
response to a defined test stimulus, as it is a negative 
aftereffect in the form of induced motion in a direction 
opposite to the inducing stimulus. 
More puzzling from the perspective of a neural expla- 
nation are dynamic aftereffects observed on a blank 
field. One such effect, first reported by Purkinje (1823) 
and studied extensively by MacKay (1957a), is the 
orthogonal aftereffect in which adaptation to a set of, 
say, vertical ines will produce a dramatic perception of 
a horizontal streaming structure on observing a blank 
field. MacKay's aftereffect has two emergent features 
distinguishing it from other spatial aftereffects that 
require structured test fields (such as size, figural and tilt 
aftereffects, the contingent aftereffects, and typical 
motion aftereffects). No only does the MacKay effect 
emerge from a blank field, it also has a novel dynamic 
quality of streaming or rippling in both directions ortho- 
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gonal to the static, adapting orientation. Another after- 
effect seen on a blank field in certain conditions is that 
of seen movement, first reported by Dvorak (1870) (see 
review by Wade, 1977), which probably consists of a 
motion bias superimposed on a MacKay aftereffect. It
is thus possible for the neural apparatus to generate 
dynamic percepts without dynamic stimulus inputs. 
The mechanism whereby this might be achieved is of 
considerable interest. 
Recently, Ramachandran and Gregory (1991) ob- 
served a new dynamic aftereffect that takes the dis- 
sociation between stimulus and response one step 
further. After adaptation to a gray square surrounded by 
a dynamic random-dot noise (or twinkle) stimulus that 
is subsequently replaced by a uniform gray field, a viewer 
perceives an aftereffect of dynamic noise twinkle in the 
region of the gray square. Thus, the aftereffect is induced 
in a test region that had never received any stimulation 
during the experiment. The authors observed this dy- 
namic aftereffect in "filling-in" experiments in which the 
small blank area viewed peripherally in the noise field 
was perceived to fill in completely after a few seconds 
with features imilar to those of the surrounding stimu- 
lus; the dynamic aftereffect then was observed in the 
same location on the blank test field after the stimulus 
had been removed. No aftereffect was reported in the 
surround region. 
Ramachandran, Gregory and Aiken (1993) suggested 
two possible interpretations of the aftereffect. In the first, 
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the aftereffect is interpreted as a residuum of the filling-in 
process persisting upon cessation of stimulation. Under 
this explanation, the strength of the aftereffect would 
covary with the strength of filling-in over all stimulus 
parameters. In the second interpretation, adaptation to 
the stimulus in the surround might induce a negative 
effect in the unstimulated test field; this negative ffect in 
turn rebounds to produce its own aftereffect of perceived 
noise. The rebound effect induced by surround stimu- 
lation would not imply any relation to filling-in behav- 
ior. Thus, the degree of covariation between the filling-in 
and the twinkle aftereffects provides a critical test 
between these two hypotheses. 
Positive aftereffects analogous to the induced twinkle, 
which manifest he inducing stimulus within a contigu- 
ous, unstimulated region, have been reported for color 
(Purkinje, 1825; Anstis, Rogers & Henry, 1978) and for 
counterphase gratings (S. M. Anstis, personal communi- 
cation). However, such previously-reported positive 
aftereffects differ from the induced twinkle aftereffects in 
that they were accompanied in the stimulated region by 
a negative aftereffect of the stimulus; this direct after- 
effect was postulated (Anstis & Reinhardt-Rutland, 
1976) to be the source generating the positive aftereffect 
in the blank field. We shall show that the induced twinkle 
aftereffect, on the other hand, extends over broad un- 
stimulated regions (as large as 20 deg in diameter) but 
is not accompanied by a negative aftereffect in the 
stimulated region. 
The filling-in hypothesis, applied by Ramachandran 
and Gregory to the dynamic aftereffect, does not gener- 
alize to other dynamic aftereffects such as the MacKay 
aftereffect, because the streaming in the MacKay effect 
is orthogonal to the inducing bars; filling-in would 
require the streaming to be parallel to the inducing bars. 
Moreover, the MacKay aftereffect is observed in a blank 
field after stimulation has ceased and is more simply 
explained by recovery from inhibition between orthog- 
onal orientation-selective m chanisms and opposite di- 
rections of motion-selective mechanisms (Georgeson, 
1976a, b; Morrone, Burr & Maffei, 1982). 
METHODS 
Stimufi 
Random-dot stimuli were generated with a Macintosh 
II at a noninterlaced frame rate of 67 Hz and displayed 
on a monochrome monitor subtending 23.5 deg horizon- 
tally x 17.5 deg vertically at a viewing distance of 57 cm. 
In the center of the display was a circular gray test patch 
of variable diameter. The random-dot surround con- 
sisted of black and white pixels, each subtending 4.4 arc 
min. Unless otherwise specified, the noise elements were 
2 pixels in size, had a dot density of 50% black and 50% 
white so as to fill the stimulus area, and were refreshed 
with a new random set of dots on each frame. The gray 
patch was set at the mean brightness of the random 
surround. For lower dot densities, the interstices be- 
tween the dots were set to the same mean luminance as 
the gray patch. This mean brightness was determined 
empirically, as described later, by two observers as the 
test luminance producing a contrast edge aftereffect 
of minimum duration, viewed on a blank screen after 
the inducing field was switched off. This empirically- 
determined luminance level was 40.5 cd/m 2, which lay at 
approximately the 50% point between 2 and 85 cd/m 2, 
the luminances of the black and white dots, respectively. 
Room lighting was ambient fluorescent light with the 
screen shaded from glare. 
Procedure 
Two observers with normal visual acuity viewed the 
screen binocularly; a third observer, LH, was function- 
ally monocular (i.e. aphakic with counting fingers vision 
in the right eye since age 5). Each trial consisted of a 
period of adaptation to the stimulus varying from 2 to 
60 sec and a test period with a uniform test screen with 
a luminance of 40.5 cd/m 2, during which the aftereffect 
duration was timed. Observers fixated a dark spot 
subtending 4.4 arc min centered in the gray patch for 
central viewing or a spot in the noise field subtending 
9 arc min located 6 deg to the left of center of the gray 
patch for peripheral viewing. The gray patch always was 
located in the center of the computer screen, so that 
it was surrounded completely by dynamic noise. To 
measure the induced twinkle aftereffect, observers 
adapted to the dynamic noise stimulus urrounding the 
blank test area, which varied from 0.3 to 6deg in 
diameter. After adaptation, a uniform gray field of a 
luminance of 40.5 cd/m 2 was presented. Observers re- 
sponded with a computer-controlled timing key when 
one of four criteria specified in the next section was met 
for disappearance of the effects perceived in the test 
patch. To test for filling-in, observers adapted to the 
dynamic-noise stimulus as described above and re- 
sponded when the test patch first appeared completely 
filled-in with dynamic noise texture. 
All trials were performed in blocks of 1.5 hr, with the 
trial conditions for a particular session interleaved. The 
trial conditions included adaptation durations, test field 
diameters, dot densities, noise frame rates, element sizes, 
or monocular/binocular viewing; these conditions are 
defined more fully in the sections describing the exper- 
iments in which they were used. Observers were asked to 
minimize blinking during testing of filling-in, as eye 
blinks were found to increase significantly the time to 
filling-in (data not shown). Eye blinks did not, however, 
appear to affect the dynamic aftereffect. 
PRELIMINARY OBSERVATIONS 
We tested the filling-in hypothesis by evaluating the 
filling-in effect and the induced twinkle aftereffect under 
similar inducing conditions to determine whether the 
two effects covaried in strength. In initial observations of
the dynamic aftereffect, observers viewed either periph- 
erally or centrally a gray test area 6-20 deg in diameter, 
surrounded by a dynamic noise field, for durations of 
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2-60 sec. Preliminary observations of this stimulus re- 
vealed four types of aftereffect that have been verified 
in informal demonstrations with a large number of 
observers. 
(a) A luminance afterimage of the test area with a sign 
opposite to that of the mean luminance of the 
noise stimulus, filling the test field uniformly and 
fading slowly. This luminance afterimage required 
a test area luminance different from the mean 
luminance of the surround and disappeared when 
these luminances were matched. 
(b) A contrast edge aftereffect; a dynamic, flashing 
percept of short latency (< 1 sec) and short dur- 
ation appearing in the test field close to the 
contrast edge of the noise field and fading in 
1-5 sec. The contratst edge aftereffect was present 
even when the test area and background were 
matched in mean luminance. 
(c) An induced twinkle aftereffect perceived through- 
out the blank te,;t area and which could be 
evaluated only when the luminance afterimage 
was minimized by setting the background lumi- 
nance equal to that of the mean luminance of the 
noise stimulus; this aftereffect was perceived as 
isotropic scintillations with broadband spatio- 
temporal structure, i.e. fine spots of a range of 
sizes and scintillation rates, of lower contrast than 
the adapting stimulus. The aftereffect uniformly 
filled the unstimulated blank test field even for test 
areas as large as 20 deg in diameter. 
(d) A static noise aftereffect of duration longer than 
that of the induced twinkle aftereffect; as the 
dynamic scintillations subsided, a static aftereffect 
remained, filling the unstimulated blank field uni- 
formly with a mottled texture, then fading pro- 
gressively from the edge toward the center. This 
static aftereffect appears to correspond to that 
reported by Spilhnann and Kurtenbach (1992) 
under similar adaptation conditions; they did not 
report a dynamic component. The fact that the 
edge fades before the center appears to rule out 
edge induction as a mechanism for the static 
aftereffect. 
PART 1: CHARACTERIZATION OF AFTEREFFECTS 
Comparison of luminance afterimage and contrast edge 
aftereffect 
To compare the induced twinkle aftereffect to filling- 
in, it was necessary to characterize and then minimize 
the other aftereffects, (a) and (b) in the Preliminary 
Observations ection, produced by our stimulus para- 
digm. We measured the duration of the luminance 
afterimage appearing in the blank field as a function of 
duration of adaptation to dynamic dots generated in the 
region surrounding a disk 6 deg in diameter centered at 
fixation, at 40.5 cd/m 2. The bright noise pixels were set 
at the maximum luminance of 85 cd/m 2 and the darker 
pixels set equal to the luminance of the blank disk, 
resulting in a Michelson contrast of 35%. Results for 
two observers are presented in Fig. 1. The duration of 
the full-contrast luminance afterimage (solid symbols) 
was approximately proportional to log adaptation time, 
ranging from 0 to 24 sec for adaptation times from 2 to 
60 sec. To eliminate interference of the luminance after- 
image in detection of other aftereffects, we varied the test 
area luminance to minimize the duration of the afterim- 
age. We found that the afterimage was not detectable 
over a substantial range of test luminance but that the 
contrast edge aftereffect was still visible for all lumi- 
nances. We therefore varied the mean luminance of the 
noise to minimize this contrast edge aftereffect as de- 
scribed in Methods. A minimal contrast aftereffect was 
produced by a test area luminance of 40.5 cd/m 2. In all 
subsequent experiments, the test area luminance was set 
to this level. 
We then measured the duration of the residual con- 
trast edge aftereffect induced into the blank field as a 
function of adaptation duration. The duration of this 
aftereffect (Fig. 1, open symbols) showed a different 
behavior from the luminance afterimage, varying little 
with log adaptation time, with a mean of 3-5 sec dur- 
ation for adaptation times over the range of 5-60 sec. 
Duration of dynamic and static aftereffects 
We measured the duration of the induced twinkle 
aftereffect induced into the blank field under the con- 
ditions used in Expt 1 (with background level set for 
minimal luminance afterimage and contrast edge after- 
effect). Results for three observers are presented in 
Fig. 2(a). The duration of the dynamic aftereffect in- 
creased roughly in proportion to log adaptation time for 
each observer over the range of 5-60 sec. It was noted 
that, for short adaptation times of 2-5 sec, the contrast 
edge aftereffect was more salient and persisted longer 
than the induced twinkle aftereffect, making estimates of 
the latter difficult for adaptations horter than 5 sec. 
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FIGURE 1. Differences between luminance afterimage and contrast 
aftereffect. Duration of luminance afterimage (solid symbols) and 
contrast edge aftereffect (open symbols) for two observers are plotted 
as a function of log adaptation times ranging from 2 to 60 sec. The 
luminance afterimage increased with adaptation duration, whereas the 
contrast edge aftereffect remained relatively constant at 3-5 sec for all 
adaptation durations beyond 5 sec. For this and subsequent figures, 
error bars represent the SEM for each observer. 
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FIGURE 2. Duration of induced ynamic and static noise aftereffects. 
For three observers, durations of dynamic (a) and static (b) noise 
aftereffects induced into the central blank region are plotted as a 
function of log adaptation times. Induced twinkle varied with log 
adaptation duration over the range of 7-60 sec adaptation. Duration 
of the static aftereffect also varied for the same adaptation conditions 
but with a steeper slope than that of the dynamic aftereffect. Note 
that both aftereffects are negligible for adaptation durations less than 
about 5 sec. 
We measured the duration of the static noise after- 
effect induced into the blank field as a function of 
adaptation time for a centrally-fixated test field 6 deg in 
diameter. Results for three observers [Fig. 2(b)] show 
that, for adaptation time of 2-60 sec, the static aftereffect 
lasted from a minimum of 1.5 to a maximum of 
15-25 sec. For each observer, the static aftereffect lasted 
almost twice as long as the dynamic aftereffect for 
adaptations greater than 15 sec. 
The results are in accurate agreement with those 
obtained by Spitlmann and Kurtenbach (1992), who 
reported a 15-sec static aftereffect for 30-sec adaptation, 
and by Ramachandran et al. (1993), who reported an 
8.6-see dynamic aftereffect for 20-sec adaptation. Note 
that both dynamic and static aftereffects are negligible 
for adaptation durations less than about 5 see, with 
near-threshold values probably masked by the contrast 
edge aftereffect (see above). 
PART 2: COMPARISON OF INDUCED TWINKLE 
TO FILLING-IN 
The focus of our study was to answer the question 
posed by Ramachandran and Gregory (1991) as to 
whether the twinkle induced into the static field was the 
product of a filling-in process or was an independent 
effect. To develop a comparable metric for filling-in and 
the dynamic aftereffect, we assume that increasing 
strength in the aftereffect process is reflected in increased 
duration; a condition that produces an aftereffect of zero 
duration would have zero aftereffect strength. Conver- 
sly, we assume that increasing strength of the filling-in 
effect is reflected in a decreased time to filling-in; a 
condition that produces immediate filling-in (zero dur- 
ation) would have infinite filling-in strength. For this 
reason, we take the reciprocal .of the time to filling-in as 
the measure of the strength of this process. 
Effect of test field size and retinal ocation on filling-in and 
induced twinkle 
The time to filling-in and duration of the induced 
twinkle were measured as a function of retinal location 
and diameter of the unstimulated test field for locations 
either central or 6 deg peripheral and for diameters 
ranging from 0.3 to 6 deg. For all three observers, the 
strength of filling-in, measured as the inverse of the time 
to complete filling-in, decreased rapidly with test field 
size for both central [Fig. 3(a)] and peripheral [Fig. 3(b)] 
test patches. As test field diameter increased, filling-in 
was observed to proceed gradually from the contour 
borders inward, and the blank test field reappeared 
increasingly often (filling-in was not stably maintained). 
Filling-in was seen only for targets maller than 0.75 deg 
in diameter centrally or smaller than 1.5-4 deg in diam- 
eter peripherally. By contrast, the strength of the twinkle 
aftereffect, measured by its duration after a 15-sec 
adaptation to the inducing noise surround, increased 
with the diameter of test field from a size greater than 
about 0.Sdeg to approximate asymptotes at about 
1.5deg centrally [Fig. 3(c)] and 1 deg peripherally 
[Fig. 3(d)]; the aftereffect then remained at the same 
strength up to the largest est diameter of 6 deg. In sum, 
there was almost no overlap in the field sizes that 
produced filling-in and the aftereffect, implying a strong 
dissociation between their mechanisms. Filling-in thus 
appeared to be predominantly a peripheral mechanism 
of short range, limited to less than 1 deg centrally and to 
a few degrees peripherally. Spillmann and Kurtenbach 
(1992) reported, similarly, that increasing size of the test 
field resulted in longer time to filling-in. 
Since we had observed (Preliminary Observations) 
that the twinkle aftereffect was produced in the largest 
test field (20 deg in diameter), we measured the strength 
of the twinkle aftereffect in the central field of additional 
test field diameters of 12 and 20 deg after 15-sec adap- 
tation. (For the test field 20 deg in diameter, the field 
measured only 17.5 deg vertically, due to limitations of 
the monitor size. The noise therefore formed flanks that 
narrowed from a width of 5 deg at the top and bottom 
to 1.5 deg at their centers.) Results for two observers are 
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presented (in summary form) in Fig. 4. Asymptotic 
strength was essentially unchanged for test fields 
1.5-20 deg in diameter. 
In summary, the induced twinkle aftereffect did not 
show a range limitation and was observed at full strength 
for test field sizes of  up to 20 deg. This aftereffect was 
much stronger centrally [Fig. 3(c)] than peripherally 
[Fig. 3(d)], with an approximate asymptote of  445 sec 
peripherally and 5-8 set: centrally. This finding is in 
contrast to that of  Ramachandran et al. (1993), who 
reported no induced twinkle aftereffect on central view- 
ing of  a gray 1-deg field after 20 sec adaptation to 
surrounding noise. 
Effect of noise density on filling-in and induced twinkle 
The two percepts were measured as a function of  
density of  the dynamic noise for densities ranging from 
10% to 100%. At 100% density, the screen was com- 
pletely filled with black and white pixels in equal num- 
bers. For densities below 100%, the space between 
dynamic elements was set to the same luminance as the 
blank test area. Optimal-sized test patches of  6 deg in 
diameter for the aftereffect and 0.9 deg for filling-in were 
employed, both at 6deg in the periphery, with an 
adaptation time of 15 sec for aftereffect induction. For  
three observers, strength of  filling-in was observed to 
depend markedly on noise density, decreasing almost 
linearly by about 1 log unit in strength as noise density 
was increased from 10% to 100% [Fig. 5(a)]. On the 
other hand, strength of  the induced twinkle aftereffect 
remained essentially constant at about 4 sec duration for 
all noise densities above 10% [Fig. 5(b)]. For the remain- 
der of  experiments, noise density was set at 100% for 
both the filling-in and the induced twinkle paradigms. 
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FIGURE 3. Effect of test field size and retinal ocation on filling-in and induced twinkle. Time to filling-in for various-sized 
centrally-fixated (a)and peripherally-fixated (b) test regions was measured for three observers. Reciprocal of time to filling-in 
(left ordinate), ameasure of the strength of the effect, is plotted as a function of log test field diameter. Right ordinates how 
time to filling-in. Error bars are less than the size of the symbols in (a). Strength of filling-in was greatest for small patches 
but became progressively weaker for larger patches and was not observed for patches larger than 0.75 deg in diameter centrally 
and 4 deg peripherally. Duration of induced twinkle for the same sized regions, centrally-fixated (c)and peripherally-fixated 
(d), was measured after 15 see adaptation for the same observers. Strength of the effect increased with size of test field to an 
approximate asymptote for fields 1.5~ deg in diameter both centrally and peripherally. Asymptotic strength of the induced 
twinkle was substantially reduced peripherally compared to centrally. 
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FIGURE 4. Range of induced twinkle. Duration of induced twinkle 
for two observers is plotted as a function of test field diameter. 
Adaptation time was 15 sec. Asymptotic strength was essentially 
unchanged for two observers for test fields 0.75~0 deg in diameter. 
Effect of noise frame rate on peripheral filling-in and 
induced twinkle 
The effect of varying noise frame rate was measured 
1.0 
for both percepts. Test area diameters were 0.9 deg for 
filling-in and 6deg for the twinkle aftereffect, both 
viewed peripherally. Adaptation time for the aftereffect 0.0. 
was 15 sec. As the dynamic noise frame rate was varied - 
from 1 to 67 frames/sec, the strength of filling-in re- o.e. 
mained relatively constant at about 0.25 sec ' (approx. 
4 sec to filling-in) for all three observers [Figs. 6(a, b)]. 
These findings confirm those of Spillmann and Kurten- 0.4. 
bach (1992), who reported no significant effect of frame 
rate on filling-in over the range 5-60 Hz. We observed 0.a. 
the dynamic aftereffect, on the other hand, to be signifi- ~. 
cantlyweakerforframeratesbelow33 frames/secandto be 
completely extinguished below a rate of 7-10 frames/sec °'° o 
for two of the three observers. Spillmann and Kurten- 
bach likewise found no aftereffect with static stimuli. ~0 
Effect of noise element size on peripheral filling-in and ¢~ 
m 8 
induced twinkle ~. 
t .  
The effect of noise element size for both percepts was ~ 
studied by varying the size of the square elements from ~ ~ 8 
1 to 16 pixels on a side (0.040.9deg) for peripheral ~o 
filling-in and from 1 to 40 pixels (0.04-1.5 deg) for the o 4 
peripheral aftereffect, effectively keeping the size of ~ 
the test patch constant at 1 deg for filling-in and 6 deg z~ a 
for dynamic aftereffect. Element size for filling-in was 
limited at 0.9 deg by the maximum-size test field that 
could readily be filled in under the test conditions. 0 
Results for three observers are presented in Fig. 7. 
Strength of filling-in increased irectly with element size 
for two observers, with a minimum time to filling-in of 
2-4 sec for the largest-sized elements. The structure of 
the filled-in texture was similar to that of the surround. 
Such an enhancement of filling-in with element size also 
was reported by Spillmann and Kurtenbach (1992). 
The strength of the induced twinkle was approxi- 
mately constant at -45 sec independent of element size, 
with no significant variation for element sizes 0.3-1 deg 
[Fig. 7(b)]. Moreover, observers reported that the per- 
ceived grain of the induced twinkle was independent of 
the size of the inducing surround elements. Large induc- 
ing elements induced a fine-grain twinkle aftereffect, 
even though the filling-in texture matched the surround 
grain. This divergence of effects from the same stimuli 
adds to the evidence of a dissociation between their 
mechanisms. 
Binocular superiority of induced twinkle 
Since MacKay (1957b) reported a binocular superior- 
ity for his dynamic aftereffect, we studied induced 
twinkle for similar evidence. We were unable to look for 
binocular superiority in filling-in experiments, because 
observers experienced extreme adaptation effects under 
monocular viewing conditions uch that the whole dy- 
namic noise field appeared to blank out after steady 
monocular fixation of about 5-10 sec. (No such blank 
out was observed binocularly, nor was it seen by the 
monocular observer.) The monocular blank-out con- 
founded the criteria for filling-in, because the field 
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FIGURE 5. Effect of noise density on filling-in and induced twinkle. 
The effect of noise density on strength of filling-in (a) and induced 
twinkle (b) was measure for two observers. Test field diameters were 
0.gdeg for filling-in and 6deg for induced twinkle, with 15sec 
adaptation for the latter. Strength of filling-in decreased with increas- 
ing density, reaching an approximate asymptote at 40-100% densities. 
In contrast, strength of induced twinkle increased up to a density of 
about 10%, reaching asymptote at about 4 sec duration. 
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FIGURE 6. Effect of noise frame rate on filling-in and induced 
twinkle. (a) Frame rate variation from 1 to 67 frames/see had little 
effect on strength of peripheral filling-in for three observers. 
(b) Conversely, there was a pronounced effect of frame rate on 
peripheral induced twinkle me, asured after 15 see adaptation for the 
same three observers. Observers LH and SB reported a sudden drop 
in aftereffects duration with frame rates lower than 15 frames/sec; CA 
reported a more gradual reduction between 30 and 3 frames/sec. 
became uniform when it blanked out, rendering the test 
area indistinguishable from its surround. This blank-out 
in itself is a remarkable phenomenon: the Ganzfeld in 
the occluded eye suppressed the active stimulation by 
dynamic noise in the dominant eye. It is a strong 
violation of  Levelt's (1!)65) principle of  rivalry domi- 
nance by the most salient stimulus. 
The duration of  the peripheral induced twinkle for 
three observers, measured as a function of  adaptation 
duration, showed evidence of  binocular superiority that 
was approximately constant for all the durations tested 
(Fig. 8). In a test field 6 deg in diameter, with adaptation 
duration ranging from 10 to 60sec, the binocular/ 
monocular  ratio for aftereffect duration averaged be- 
tween 1.5 and 2.7 for three observers. No  interocular 
transfer was observed under any conditions; that is, 
induced twinkle was seen only in the eye that was 
adapted, corresponding to the findings of  Spillmann 
and Kurtenbach (1992) for the static noise aftereffect 
and of  MacKay (1957b) for the streaming noise 
aftereffect. 
DISCUSSION 
Independence b tween the induced twinkle aftereffect and 
filling-in 
The primary question addressed by these studies was 
whether the induced twinkle aftereffect is a vestige of  a 
prior filling-in process or a separate phenomenon with 
an independent mechanism (Ramachandran & Gregory, 
1991). Our results showed that filling-in and induced 
twinkle have very different properties under similar 
conditions, as summarized in Table 1. (The first two 
aftereffects reported in Preliminary Observations were 
not the focus of  our study and are thus not represented 
in Table 1.) Under many conditions, the two effects were 
completely dissociated. For example, filling-in occurred 
for patches smaller than about 2 deg in diameter in 
peripheral view (smaller than about 0.5 deg in central 
view); conversely, the induced twinkle was strongest for 
patches larger than 1 deg in diameter and was stronger 
centrally than peripherally. Strength of  filling-in de- 
creased with increasing noise density; the induced 
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FIGURE 7. Effect of noise element size on filling-in and induced 
twinkle. (a) The effect of varying noise element size on strength of 
peripheral fi ling-in measured for three-observers. Strength of the effect 
increased from a minimum for elements subtending 0.044).16 deg to 
a maximum for 0.6 deg, the largest element size tested (see text for 
limitations on element size). (b) Strength of induced twinkle following 
15-see adaptation was approximately the same for all sizes of elements 
tested except he smallest, 0.04 deg. 
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FIGURE 8. Binocular/monocular r tio of induced twinkle. The ratio 
of durations of binocular and monocular twinkle aftereffects for 
adaptation times ranging from I0 to 60sec for three observers is 
plotted in Fig. 8. Duration of the binocularly-induced aftereffect 
averaged 1.5-3 times the monocularly-induced aftereffect for all three 
observers. 
twinkle was unaffected by noise density. While filling-in 
was not affected by frame rate, the induced twinkle 
aftereffect showed a dramatic low-frequency loss, being 
absent for rates below 10Hz and strongest for rates 
above 33 Hz. Filling-in increased in strength with el- 
ement size and matched the surround texture, whereas 
the induced twinkle was independent of the surround 
texture in both strength and perceived grain. Filling-in 
and the dynamic aftereffect thus appear to be controlled 
by different neural processes. 
Ramachandran and Gregory (1991) postulated that 
filling-in occurs by activation of silent cortical synapses 
for receptive fields adjacent o stimulation. They inter- 
preted the dynamic aftereffect as a residuum of the active 
filling-in process. However, they also suggested that a 
more parsimonious interpretation of the dynamic after- 
effect might feature adaptation in the surround that 
induces an aftereffect in the unstimulated region by 
some kind of cortical normalization process (see also 
Ramachandran et al., 1993). Our data fail to support he 
filling-in hypothesis but are more consistent with an 
explanation related to the alternative, cortical normal- 
ization, hypothesis. 
Evidence for  a cortical normalization process 
Both retinal and cortical cells have been categorized 
into two main classes: a simple (including retinal X) type 
whose membrane potential closely tracks the time profile 
of the input and a complex (including retinal Y) type 
that respond to dynamic stimulation with a sustained 
deviation of membrane potential and firing rate from the 
baseline level (Enroth-Cugell & Robson, 1966; Maffei & 
Fiorentini, 1973; Douglas, Martin & Whitteridge, 1991). 
To explore the physiological implications of our results, 
we hypothesize that the dynamic aftereffect represents a 
post-inhibitory rebound in which complex cells in the 
unstimulated test region spontaneously discharge for 
some time after release of inhibition from the surround 
stimulation. 
During stimulation of the surround, dynamic noise 
would be expected to cause a sustained epolarization i
complex cells, whereas it would produce an unbiased 
fluctuation in the membrane potential of simple cells 
(Douglas et al., 1991; Jagadeesh, Wheat & Ferster, 1993; 
Reid, Victor & Shapley, 1992; Casanova, 1993). The 
dynamic noise therefore would be expected to produce 
no after-potentials either in stimulated simple cells or in 
neighboring cells to which they might have inhibitory 
connections. The stimulated complex cells, on the other 
hand, would be expected to show a depolarization 
during stimulation and a post-stimulation hyperpolariz- 
ation which would signal less activity than in the un- 
adapted state (Douglas et al., 1991). They also would be 
expected to inhibit their neighbors in the unstimulated 
patch during stimulation, producing a hyperpolarization 
that should be released when stimulation ceases and 
generate a rebound signal. This rebound signal would be 
interpreted as activity in the gray patch. Such a process 
may be the basis for the afterdischarge reported in 
Allman, Miezin and McGuiness (1985, Fig. 2) in which 
2-sec adaptation to a random-dot, uncorrelated in the 
surround to owl monkey MT cells produced concurrent 
inhibition in the receptive field and post-inhibitory re- 
bound in the receptive field. 
Appropriate long-range inhibitory surrounds have 
been demonstrated in cat V1 extending up to 20deg 
(Jones, 1970) and in owl monkey from 20deg to the 
entire visual field (Allman et al., 1985). Additionally, 
rebound inhibitory responses have been reported in 
cat lateral suprasylvian area by Harutiunian-Kozak, 
Djavadian, Hekimian and Turlejski (1989). Similarly, 
long-range retinal effects have been reported. For 
example, facilitation up to 90 deg away from a stimulus 
were reported in the LGN and retinal ganglion cells by 
Mcllwain (1964) and others (summarized in Allman 
et al., 1985). 
TABLE 1. Comparison of properties of filling-in and dynamic aftereffect 
Property Filling-in Dynamic aftereffect 
Spatial range 
Noise density 
Noise frame rate 
Inducing element size 
Perceived grain 
Binocular superiority 
Interocular transfer 
< 0.6 deg centrally 
< 1.5 deg peripherally 
Stronger at low density 
Same for all frequencies 
Stronger for larger elements 
Matched inducing element size 
Unable to assess 
Unable to assess 
No limit 
Better centrally 
Same for all densities 
Absent below 10 Hz, strongest above 33 Hz 
Same for all element sizes 
Fine for all inducing sizes 
1.5-3 times 
Absent 
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Note that the alternative hypothesis, that the per- 
ceived twinkle aftereffect is due to enhanced gain of some 
internal noise source, is not tenable because gain pooling 
would predict he opposite result. The general view of 
contrast gain control is that it pools across visual space 
(Bonds, 1991; Heeger, lCJ92), so that the gain in the 
unstimulated region would be reduced rather than in- 
creased in concert with the gain reduction in the noise- 
stimulated surround. This spread of post-stimulus gain 
reduction would be especially pronounced at the edge of 
the blank region closest o the inducing noise. Contrary 
to this prediction, the short-lived contrast edge after- 
effect is strongest in this region. 
It is still paradoxical as to how, under the post- 
inhibitory rebound hypothesis, a dynamic twinkling 
percept could arise from a. steady biased response in the 
unstimulated neighbors. ]it may be postulated that the 
steady signal from post-inhibitory complex cells corre- 
sponds to the output hat would be obtained from such 
cells if they were simulated with a continuously fluctuat- 
ing stimulus. Hence, the subsequent eural centers inter- 
pret the sustained afterdischarge in these cells in the 
same way: as a fluctuating or noise stimulus. On this 
hypothesis, the dynamic nature of the aftereffect does 
not arise from a dynamic afterdischarge per se but from 
higher cortical decoding of the static signal from com- 
plex cells as reflecting dyl~amic input. Thus, the steady 
post-stimulus signal in ~:hese cells cannot be distin- 
guished from the effects of a dynamic stimulus. 
It is more difficult o explain the long-lasting percept 
of the static noise aftereffect as a similar interaction 
between simple cells, because such cells would be ex- 
pected to integrate the noise stimulus to zero and hence 
have no biased output o generate an aftereffect. How- 
ever, one could hypothesize that the biased stimulation 
of complex cells in the :~urround generates inhibitory 
influences in the test region, acting on the simple cells in 
addition to the complex cells. Both cell populations 
could then show a post-inhibitory ebound, even though 
only the complex cells had a biased response during 
stimulation. The fact that the static aftereffect was longer 
lasting than the dynamic one might suggest hat the 
cross-type inhibition was stronger than the direct inhi- 
bition. The mottled appearance of the static aftereffect 
is not so easy to expl~tin, but it might be due to 
inhomogeneities in the balance of post-inhibitory re- 
sponse in the ON and OFF sub-populations of the 
simple cells. 
That the induced twinlde aftereffect is obtained only 
with stimulus frequencies above 10 Hz also points to a 
location in the magnocellular pathway comprising the 
motion detection system; for example, the perceived 
displacement velocity for elements of 4.4 arc min chang- 
ing position at 67 frames/sec is approx. 5 deg/sec, com- 
pared with a range of preferred velocities from 5 to 
500 deg/sec in MT cells (Baker, Petersen, Newsome & 
Allman, 1981; Mikami, Nesome & Wurtz, 1986). At 
lower densities or larger element sizes, the perceived 
velocity would be greater. The aftereffect is not present 
at a rate of 5 frames/sec, suggesting that the aftereffect 
may be produced in motion detection cells that do not 
respond to static or slowly-moving stimuli. An alterna- 
tive explanation for the 7-10 Hz threshold for induced 
twinkle would lie in the two-channel model of motion 
detection for which the changeover to the fast channel 
appears to be at about 8 Hz (Thompson, 1982; Gorea, 
Papathomas & Kovacs, 1993). 
Although we have emphasized cortical mechanisms a
a substrate for the induced twinkle aftereffect, it is 
unclear to what extent it may be attributed to long-range 
retinal effects. One factor weighing against aretinal locus 
for the induced twinkle is that it appears to arise from 
orientation-selective cortical neurons, based on its simi- 
larity to the oriented percepts of the induced grating 
aftereffect from adaptation to flickering grating sur- 
round stimuli (S. M. Anstis, personal communication). 
More work is needed to establish whether this result 
would be obtained over the full range of inducing 
conditions explored in the present study. 
Binocular interactions 
That no interocular t ansfer of induced twinkle can be 
demonstrated argues against any contribution to the 
aftereffect by binocular cells in the visual cortex or 
superior colliculus. However, the functional binocular 
superiority and large spatial range (>20 deg) of the 
induced twinkle aftereffect might suggest that its origin 
lies central to the lateral geniculate nucleus. This appar- 
ent contradiction may be resolved by reference to (a) the 
independent oise sources in the two monocular cell 
classes, and (b) our paradoxical observation that the 
monocular noise stimulation was strongly suppressed by 
the blank field of the patched eye. 
Independent noise sources in the two monocular 
signals would increase the effective noise under binocular 
observation by the square root of two. For monocular 
induction, only half the number of cells would be active, 
and the aftereffect would be expected to reach threshold 
for discrimination from the noise at a signal strength 
lower by a factor of 1.4, that is, at the expected 
signal-to-noise increase for halving the number of 
independent oise sources, as opposed to the factor of 
2-3 shown in Fig. 8. 
The suppression that we observed of monocularly- 
viewed noise by the blank field of the other eye (observ- 
ers reported that the noise fields disappeared completely 
after 5-15 sec of steady monocular observation) can 
account for the remainder of the measured binocular 
superiority. The profound monocular suppression may 
well have reduced the effectiveness of the induction 
stimulus during monocular induction. In binocular view- 
ing, no such suppression was evident, and the induction 
process could operate at full strength. On this hypoth- 
esis, the binocular superiority thus derives largely from 
the degree of suppression of the monocular inducer 
rather than from stimulation of binocular cells during 
binocular viewing. This interpretation is compatible with 
the idea that induced twinkle arises solely from monocu- 
lar cells during binocular viewing and hence with the 
observed absence of interocular transfer. 
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The conclusion that the twinkle aftereffect is purely 
monocular may seem inconsistent with a post-layer 4
cortical substrate for the effect, but the same is true 
for binocular ivalry, the McCullough effect and other 
monocularly-specific percepts whose orientation selectiv- 
ity implies a cortical origin. Georgeson and Shackleton 
(1989, 1992), for example, have provided strong evidence 
that early motion processing is monocular, although 
the attentional tracking of second-order motion may 
readily be seen binocularly (Carney & Shadlen, 1986). 
We therefore propose that the monocular representation 
beyond layer 4 must be far more extensive than is 
commonly supposed. 
CONCLUSION 
This study demonstrates that filling-in and the twinkle 
aftereffect induced by dynamic noise show divergent 
properties when the inducing stimulus is varied for 
parameters such as size of induction area, central vs 
peripheral viewing, and noise density, frame rate and 
element size. Thus the two phenomena must arise from 
different mechanisms. Long-range connections are prob- 
ably responsible for inducing the twinkle aftereffect 
over large unstimulated areas, perhaps by a cortical 
normalization process involving an afterdischarge from 
complex cells in a monocular pathway. 
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