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We study the degrees of freedom of several conservative computational turbulence models
that are derived via a non-dissipative regularizations of the Navier–Stokes equations. For
the Navier–Stokes-α, the Leray-α and the Navier–Stokes-ω equations we prove that the
longtime behavior of their respective solutions is completely determined by a ﬁnite set of
grid values and by a ﬁnite set of Fourier modes. For each turbulence model the number
of determining nodes and of determining modes is estimated in terms of ﬂow parameters,
such as viscosity, smoothing length, forcing and domain size. These estimates are global as
they do not depend on an individual solution.
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1. Introduction
Classical turbulence theory due to Kolmogorov states that the longtime behavior of three-dimensional turbulent ﬂows
obeys a ﬁnite number of degrees of freedom. Kolmogorov’s estimate is based on physical reasoning and can (presently)
not be derived rigorously from the Navier–Stokes equations, as the governing equations of an incompressible viscous ﬂuid.
Several notions were developed to quantify the concept of “degrees of freedom”. Examples comprise the attractor dimension
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50 P. Korn / J. Math. Anal. Appl. 378 (2011) 49–63and the number of determining nodes [10] and of determining modes [9]. The fundamental diﬃculty of relating the degrees
of freedom to the Navier–Stokes equations translates to computational turbulence models. For numerical simulations one
has to supplement the Navier–Stokes equations with a subgrid-scale model that approximates the unresolved scales of
turbulent motion. Common turbulence models such as Reynolds Averaged Navier–Stokes equations (RANS) or Large-Eddy
Simulation (LES) suffer from a lack of mathematical fundament that is inherited from the Navier–Stokes equations (see [13]
for a LES-review). As a consequence an important fundamental property of a computational turbulence model, namely to
accomplish for large times a reduction of the degrees of freedom cannot be established rigorously.
In this paper we study the number of degrees of freedom of three instances of a class of computational turbulence
models that are derived via a non-dissipative regularizations of the Navier–Stokes equations. The Navier–Stokes-α equations
(NS-α),1 the Leray-α equations and the Navier–Stokes-ω equations (NS-ω) provide a subgrid-scale closure by regularizations
of the Navier–Stokes equations via a smoothing/ﬁltering operation applied to the nonlinear (advective) term in the equa-
tions. The regularizations retain much of the structure of the Navier–Stokes equations and satisfy – to a different extent –
appropriate versions of conservation properties such as energy, circulation and helicity. These conservation properties are
extremely valuable for longtime integrations in geophysical ﬂuid dynamics.
The purpose of this paper is to prove the existence of a ﬁnite set of determining nodes and determining modes for the
three-dimensional NS-α, the Leray-α and the NS-ω equations. We show that given two solutions of one of the three turbu-
lence models than it is suﬃcient to know the solution on a ﬁnite set of grid nodes or Fourier modes in the longtime limit
to determine the solution uniquely on the whole domain. Furthermore we estimate the number of required nodes/modes
in terms of ﬂow parameters, such as viscosity, smoothing length, forcing and domain size. The estimates are global in the
sense that they are independent of a particular solution. Our results on the existence of determining nodes/modes equations
complement the existence proofs of a ﬁnite dimensional attractor of Foias et al. [8], Cheskidov et al. [4] and Layton [26]
and provide an alternative description of the ﬁnite dimensionality of the longtime behavior of the NS-α, Leray-α and NS-ω
ﬂows.
The estimates of the grid density and number of modes that is required for a set of determining nodes/modes that
we derive in Theorems 7, 9 indicate that the NS-α model has more degrees of freedom than the Leray-α and the NS-ω
turbulence models, which both have the same number of degrees of freedom. This suggests the interpretation that the
number of degrees of freedom of the NS-α model is raised by its distinguishing conservation property, namely the validity
of a Kelvin circulation type theorem. The NS-ω model appears to be the subgrid-scale model that has the smallest number
of degrees of freedom and at the same time satisﬁes energy and helicity conservation. We emphasize that this interpretation
of our results is not a rigorous conclusion as this would require sharp estimates in Theorems 7 and 9. Since we are not able
to prove optimal bounds, our interpretation might be due to a mathematical artifact. Nevertheless our results are consistent
with the observation made in [4], where a comparison of the attractor dimensions indicated less degrees of freedom for the
Leray-α equations than for the NS-α equations. It would be interesting to supplement our results with a comparison of the
attractor dimension of the three turbulence models. This is currently not possible because for the NS-ω model the existence
of an attractor is known [24] but not an estimate of the attractors dimension in terms of equation parameters.
The theory of determining nodes and modes has considerably evolved since the initial work of Foias–Prodi on the
two-dimensional Navier–Stokes equations. The original bounds on the number of determining nodes and modes were im-
proved [21,22] and the notion was extended to determining volumes, determining functionals and projections [5]. Most of
the research in this area has been concentrated on the two-dimensional Navier–Stokes equations. The methods that we use
to prove Theorems 7 and 9 follow the strategy outlined in these papers and do not introduce new techniques.
A similar, but different, analysis has been carried out in [20] where a 3-parameter family of regularized turbulence
models for the Navier–Stokes and the Magnetohydrodynamic equations is analyzed. This family contains also the NS-α and
the Leray-α equations. By following a more abstract approach results on the existence of determining operators are derived
that complement our results.
The paper is organized as follows: Section 2 reviews basic technical tools. In Section 3 we recall the deﬁnition of the
turbulence models and their basic properties. Sections 4 and 5 contain the proofs of the existence of determining nodes and
determining modes for the three turbulence models and the estimate of the number of required nodes and modes in terms
of ﬂow parameters.
2. Functional setting and fundamental inequalities
Let the domain Ω ⊂ R3 either be a three-dimensional cube Ω := [0, L]3 or a bounded three-dimensional domain with
smooth boundary ∂Ω . In case of the cube we apply periodic boundary conditions, while for the bounded domain we use
no-slip boundary conditions. For the case of a bounded domain denote by Hk(Ω)3 the Sobolev space of order k that consists
of square integrable and divergence-free functions that satisfy the no-slip boundary conditions and whose weak derivative
is also square integrable. The space Hk(Ω)3 is endowed with the standard metric. In case of periodic boundary conditions
we deﬁne Hkper(Ω)
3 as the closure with respect to the Hk-metric of the set of vector valued trigonometric polynomials
on Ω that are divergence-free and have a vanishing space average. In the following we will use the symbol Hk(Ω)3 for
1 The Navier–Stokes-α equations appear in the literature under the name “Lagrangian Averaged Navier–Stokes-α” or “Viscous Camassa–Holm Equations”.
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∫
Ω
f (x) · g(x)dx. By
Lp(T ; X) we denote the space of functions from a time interval T := [0, T ] into X that are Lp integrable, equipped with the
norm ‖ f ‖Lp(T ;X) := (
∫
T ‖ f (t)‖pX dt)1/p . The Leray–Helmholtz projection PL is the projection of L2(Ω)3 in the space of square
integrable functions that are divergence-free. By A := −PL we denote the Stokes operator.
Lemma 1. (See [8].) For u ∈ L2(Ω)3 , v ∈ H1(Ω)3 , w ∈ H2(Ω)3 it holds that
(u × curl v,w)L2  c‖u‖1/2H1 · ‖u‖
1/2
L2
· ‖v‖H1 · ‖w‖L2 .
Furthermore (u × curl v,u)L2 = 0.
Furthermore we make use of the Poincaré inequalities ‖ f ‖L2  λ−1/21 ‖ f ‖H1 and ‖ f ‖H1  λ−1/21 ‖ f ‖H2 where λ1 is the ﬁrst
eigenvalue of the Stokes operator. We use the Agmon inequality ‖ f ‖L∞  c‖ f ‖1/2H1 ‖ f ‖
1/2
H2
. The Young inequality states that for
a,b ∈ R+ , and p,q ∈R+ with 1p + 1q = 1 and for ε > 0 it holds that ab 12	 ap + 	2bq . We assume without loss of generality
that the forcing is divergence-free (otherwise we add the gradient part of the forcing to the pressure term). The Grashof
number that relates the strength of the forcing to the viscosity is deﬁned as
Gr := 1
ν2λ
3/4
1
lim sup
t→∞
∥∥ f (t)∥∥L2 .
In the following we use two inequalities of Gronwall type. The classical Gronwall inequality states that if dfdt  g f + h for
some real functions g(t) and h(t), then
f (t) f (0)exp
( t∫
0
g(s)ds
)
+
t∫
0
h(s)exp
( t∫
s
g(y)dy
)
ds.
Lemma 2 (Generalized Gronwall inequality). (See [21].) Suppose that ξ(t) is an absolutely continuous nonnegative function on [0,∞)
that satisﬁes the following inequality almost everywhere on [0,∞)
dξ
dt
+ βξ  Γ,
where β and γ are locally integrable real-valued functions on [0,∞) that satisfy the following conditions for some T > 0
lim inf
t→∞
1
T
t+T∫
t
β(τ )dτ > 0, and lim sup
t→∞
1
T
t+T∫
t
β−(τ )dτ < ∞,
lim sup
t→∞
1
T
t+T∫
t
Γ +(τ )dτ = 0,
with Γ + := max{Γ,0}, β− := max{−β,0}. Then it follows limt→∞ ξ(t) = 0.
3. Turbulence models: Background and well-posedness results
Leray introduced in 1934 a regularization of the Navier–Stokes equations to prove the existence of weak solutions. This
regularization has been reinterpreted as a computational subgrid-scale model (see [4] and [16] for ocean modeling) and is
now also known as Leray-α model. The Leray-α equations on the domain Ω are given by
∂v
∂t
+ (u · ∇)v + ∇p − νv = f ,
∇ · v = 0, (1)
where u and v are related via a Helmholtz operator v := (1 − α2)u. The Leray-α equations are supplemented either by
periodic boundary conditions or by no-slip boundary conditions for both velocities, i.e. u = v = 0 at ∂Ω .
In a review paper Gallavotti [11] remarked that Leray’s regularization of the Navier–Stokes equations does not satisfy a
Kelvin circulation theorem and he highlighted it as an outstanding problem to obtain regularized equations that conserve
circulation. This problem is solved by the Navier–Stokes-α (NS-α) equations. The NS-α equations on a three-dimensional
domain Ω are given by
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∂t
+ (u · ∇)v + ∇uT · v + ∇ p˜ − ν(1− α2)Au = f ,
∇ · u = 0, (2)
with v := (1 − α2)u, and with initial conditions v(·,0) = v0. The modiﬁed pressure is given by p˜ := p − |u|22 − α
2
2 |∇u|2,
f denotes a time-dependent forcing term. To complete the NS-α equations we apply either periodic boundary conditions or
the following no-slip boundary conditions u = 0 and Au = 0 at ∂Ω . Our formulation of the NS-α equations follows [27]. In
case of periodic boundary conditions we recover the diffusion term in the form νv that was used in [8] and [2], because
we have A = − and the Helmholtz operator (1− α2) and the Laplacian  commute.
The NS-α equations describe the mean motion of an incompressible ﬂuid via a dispersive regularization of the Navier–
Stokes equations. The ﬁlter length α speciﬁes the smallest scale that actively participates in the dynamics, scales larger
than α are resolved explicitly, while motion on scales below α is swept by the larger scales.
For a derivation of the NS-α equations, in particular for the relation to the Euler–Poincaré theory, we refer to [19,17].
A derivation via ﬁltering in Kelvin’s circulation theorem can be found [7]. The NS-α model was also be reinterpreted as a
correction to the Leray-α model in order to restore frame invariance [14] or helicity conservation [29]. The capability of
the NS-α equations to simulate turbulence is established by comparison with experimental data and with results from DNS
computations, see [1,2]. For applications to geophysical ﬂuid dynamics and ocean modeling and we refer to [18,15,28,16].
In the spirit of the NS-α equations a slightly different turbulence model based on numerical considerations was suggested
by Layton et al. [25,26]. The Navier–Stokes-ω (NS-ω) equations on Ω are given by
∂v
∂t
+ (v · ∇)u + ∇vT · u + ∇p − νv = f ,
∇ · v = 0, (3)
with the same Helmholtz-type relation between u and v and the same type of boundary conditions as for the NS-α and
Leray-α equations. The NS-α model regularizes the velocity ﬁeld, while the NS-ω model regularizes the vorticity ﬁeld. This
can easily be seen by rewriting the NS-α and NS-ω equations in vector invariant form.
Distinguishing features of the three computational turbulence model considered here compared to other turbulence
models such as LES, are their conservation properties. The solutions of the unforced and inviscid NS-α equations conserve
energy and helicity in the form
ENS-α(t) =
∫
Ω
∣∣u(x, t)∣∣2 + α2∣∣∇u(x, t)∣∣2 dx, HNS-α(t) = ∫
Ω
v(x, t) · curl v(x, t)dx.
The solutions of the unforced and inviscid NS-ω equations conserve energy and helicity in the form
ENS-ω(t) =
∫
Ω
∣∣v(x, t)∣∣2 dx, HNS-ω(t) = ∫
Ω
v(x, t) · curl u(x, t)dx.
The solutions of the unforced and inviscid Leray-α equations conserve energy, but not helicity
ELeray-α(t) =
∫
Ω
∣∣v(x, t)∣∣2 dx.
Finally, the NS-α equations satisfy a type of Kelvin’s circulation theorem
d
dt
∫
C(u)
v · ds = 0, (4)
where C(u) denotes a ﬂuid loop that moves with the ﬁltered velocity u (see [7]). The Leray-α and the NS-ω equations do
not satisfy analogous circulation theorems.
All three turbulence models that we consider rest on a ﬁrm mathematical basis. For periodic domains the global existence
and regularity of solutions of the NS-α equations were proven by Foias et al. in [8] as well as the convergence for α → 0+
of NS-α solutions to a weak solution of the Navier–Stokes equations (cf. also [3]) and the ﬁnite dimensionality of global
attractor. The well-posedness on bounded domains using the no-slip boundary conditions as given above was shown by
Marsden and Shkoller [27]. The well-posedness of the Leray-α equations dates back to Leray. The ﬁnite dimensionality of
the Leray-α attractor was proven by Cheskidov et al. [4]. For the NS-ω model the well-posedness was shown by Layton
et al. [25] as well as the existence of a ﬁnite dimensional attractor.
For the three turbulence models investigated here the topic of boundary conditions for the non-periodic case is a delicate
issue. The particular no-slip boundary conditions that are described above, do in combination with the Helmholtz operator
not guarantee that both of the involved velocity ﬁelds are divergence-free. This might lead to unphysical behavior (cf. [30]
for the Leray-α equations). One might interpret this as a mathematical reﬂection of the fact that the Leray-α, the NS-α and
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violate this assumption. The issue of physically motivated boundary conditions for the NS-α equations is subject of ongoing
research (see e.g. [12] and references therein). For the research carried out here it is of importance that for the described
no-slip boundary conditions well-posedness results are available. If these results can be generalized to other boundary
conditions is an open question. The following theorem recapitulates the current status.
Theorem 3 (Well-posedness).
i) (NS-α) Let v0 ∈ H1(Ω)3 and f ∈ L2(0, T ; L2(Ω)3). For an arbitrary time interval T > 0 there exists on (0, T ) a unique solution v
of (2) with
v ∈ C([0, T ); H1(Ω)3)∩ L2([0, T ); H2(Ω)3)∩ L∞loc((0, T ]; H3(Ω)3)
and dvdt ∈ L2((0, T ); L2(Ω)3).
ii) (Leray-α) Let v0 ∈ H1(Ω)3 and f ∈ L2(0, T ; L2(Ω)3). For an arbitrary time interval T > 0 there exists on (0, T ) a unique
solution v of (1) with
v ∈ C([0, T ); H1(Ω)3)∩ L2([0, T ); H2(Ω)3)
and dvdt ∈ L2((0, T ); L2(Ω)3).
iii) (NS-ω) Let v0 ∈ H1(Ω)3 and f ∈ L2(0, T ; L2(Ω)3). For an arbitrary time interval T > 0 there exists on (0, T ) a unique solution v
of (2) with
v ∈ L∞([0, T ); H1(Ω)3)∩ L2([0, T ); H2(Ω)3)
and dvdt ∈ L2((0, T );Ω3).
The following lemma collects information about the longtime behavior of the solutions of the subgrid-scale models.
Lemma 4 (Large-time asymptotics).
i) (NS-α) There exists a positive number RNS-α = RNS-α(α,ν,Ω, f ) that depends on α, ν , Ω and f , but not on v0 , such a solution
of the NS-α equations satisﬁes the following estimate for T := (νλ1)−1
lim
t→∞ sup
1
T
t+T∫
t
∥∥u(z)∥∥2L2 + α2∥∥u(z)∥∥2H1 dz RNS-α. (5)
An explicit form of RNS-α is given by
RNS-α = (2λ1 + 4)
‖ f ‖2
L∞(0,∞;L2)
ν2
+
{
c(λ−11 + α2)4 + 2α12ν4
α12
}‖ f ‖6
L2(0,∞;L2)
ν10λ61
. (6)
ii) (Leray-α &NS-ω) The solution of the Leray-α equations and the solution of the NS-ω equations both satisfy the following estimates
lim sup
t→∞
∥∥v(t)∥∥2L2  ‖ f ‖L∞(0,∞;L2)ν2λ21 , (7)
and for T > 0
lim
t→∞ sup
1
T
t+T∫
t
∥∥v(s)∥∥2H1 ds 1T
(
1
ν3λ21
+ T
ν2λ1
)
‖ f ‖2L∞(0,∞;L2). (8)
The proof of Lemma 4 is given in Appendix A. Note that for the NS-α equations the upper bound in Lemma 4 depends
on the regularization parameter α, while this is not the case for the Leray-α and the NS-ω equations.
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In the following we denote by v1, v2 two solutions of the NS-α equations or of the Leray-α equations or of the NS-ω
equations. To which turbulence model the solution refers will be clear from the context. We generally assume that the
forcings f1, f2 have the same asymptotic behavior, i.e. limt→∞ ‖ f1(t) − f2(t)‖L2 = 0.
Consider a ﬁnite set of grid points N := {x1, x2, . . . , xN } ⊂ Ω , and deﬁne the density of the grid by dN := maxx∈Ω dN (x),
where dN (x) denotes the distance between x ∈ Ω and the set N , dN (x) := miny∈N |x− y|.
A ﬁnite set of points in the physical domain is called a set of determining nodes if when time goes to inﬁnity the
difference between the ﬂows v1 and v2 goes to zero on the whole domain whenever the difference between the velocity
ﬁelds at these points approaches zero. The set N is called a set of determining nodes if for two solutions v1, v2 with initial
conditions v1(0), v2(0) and forcings f1, f2, the assumption
lim
t→∞
∣∣v1(xi, t)− v2(xi, t)∣∣= 0 for xi ∈ N , (9)
implies that limt→∞ ‖v1(t) − v2(t)‖L2 = 0.
The proofs of this section require the following lemma that provides a bound on the H1-norm of a function in terms of
the grid density.
Lemma 5. (See [10].) For f ∈ H1(Ω)3 the following estimate holds
‖ f ‖2H1  cd−1/2N maxx j∈N
2
∣∣ f (x j)∣∣+ cd1/2N ‖ f ‖2L2 ,
where the constant c depends on the domain only.
The next lemma quantiﬁes the smoothing effect of the Helmholtz operator that relates the ﬁltered and the unﬁltered
velocities of each of the three turbulence models under consideration. Let v be a solution either of the NS-α, or of the
Leray-α, or of the NS-ω equations, as described in Theorem 3, and deﬁne
Sαv :=
(
1− α2)−1v.
The operator Sα is supplemented either by homogeneous Dirichlet boundary conditions in case of a bounded domain, or by
periodic boundary conditions for a periodic domain, in accordance with the boundary conditions that are imposed on the
turbulence model (cf. [17]).
Lemma 6. (See [23].) There exists a constant Cα such that for all v ∈ Hk−2(Ω)3 and for k 2
‖Sαv‖Hk  Cα‖v‖Hk−2 .
The constant Cα = 1α2 blows up for α → 0.
Theorem 7 (Determining nodes).
i) (NS-α) Assume that two arbitrary solutions of the NS-α equations (2) satisfy (9). Then there exists a positive function ρNS-α :=
ρNS-α(α,ν,Ω,‖ f ‖L2 ) with the property that if the density dN satisﬁes dN < ρNS-α , then N is a set of determining nodes.
A possible choice for ρNS-α is
ρNS-α = α
6
3c2ν(λ−11 + α2)2(α2 + 1)max{1, λ−1/21 }
{
(2λ1 + 4)Gr2λ1 + c(λ
−1
1 + α2)4
α12
Gr6
λ21
}−1
.
ii) (Leray-α) Assume that two arbitrary solutions of the Leray-α equations (1) satisfy (9). Then there exists a positive function
ρLeray-α := ρLeray-α(α,ν,Ω,‖ f ‖L2 ) with the property that if the density dN satisﬁes d1/2N < ρLeray-α then N is a set of de-
termining nodes. A possible choice for ρLeray-α is
ρLeray-α = α
4
3cc20(1+ 2λ1 )Gr2
.
iii) (NS-ω) Assume that two arbitrary solutions of the NS-ω equations (3) satisfy (9). Then there exists a positive function ρNS-ω :=
ρNS-ω(α,ν,Ω,‖ f ‖L2) with the property that if the density dN satisﬁes d1/2N < ρNS-ω then N is a set of determining nodes.
A possible choice for ρNS-ω is
ρNS-ω = α
4
3cc2(1+ 2 )Gr2 .0 λ1
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the uniform sense.
Remark 8. Observe that our estimates are non-uniform with respect to α. This is a consequence of the use of Lemma 6 that
relates the norms of the regularized velocity u and the velocity v .
Proof of Theorem 7. Ad i) The difference δv := v1 − v2 of two solutions of the NS-α equations solves the equation2
dδv
dt
− (1− α2)Aδu + δu × curl v2 + u1 × curl δv + δp = δ f , (10)
with initial condition δv(0) = v1(0)− v2(0) and a forcing δ f := f1 − f2 with limt→∞ |δ f (t)| = 0. We take the inner product
in L2 with Aδv and get
1
2
d
dt
‖δv‖2H1 + ν‖Aδv‖2L2 
∣∣∣∣
∫
Ω
(δu × curl v2) · Aδv dx
∣∣∣∣+
∣∣∣∣
∫
Ω
(u1 × curl δv) · Aδv dx
∣∣∣∣+
∫
Ω
δ f · Aδv dx.
In the last step we have used that the idempotency of the projection PL implies〈(
1− α2)Aδu, Aδv〉= 〈PL(Aδu − α2Aδu), Aδv〉
= 〈A(δu + α2Aδu), Aδv〉= ‖Aδv‖2L2 .
The bilinear terms on the right-hand side are estimated with the inequalities of Agmon, Poincaré and Young
∣∣∣∣
∫
Ω
(u1 × curl δv) · Aδv dx
∣∣∣∣ 3c2λ
−1/2
1
2να4
‖v1‖2L2‖δv‖2H1 +
ν
6
‖Aδv‖2L2 , (11)
where we also have applied Lemma 6. Analogously we derive∣∣∣∣
∫
Ω
(δu × curl v2) · Aδv dx
∣∣∣∣ 3c2λ
−1
1
2να4
‖v2‖2H1‖δv‖2H1 +
ν
6
‖Aδv‖2L2 . (12)
Summarizing our estimates yields
d
dt
‖δv‖2H1 + ν‖Aδv‖2L2  Nα‖δv‖2H1 +
3
ν
‖δ f ‖2L2 ,
where
Nα(t) := 3c2ν−1λ−1/21 α−4
(
λ−11 + α2
)2(‖Au1‖2L2 + λ−1/21 ‖Au2‖2H1) (13)
is bounded on (0,∞) (cf. Theorem 3). Lemma 5 implies in combination with the Poincaré inequality
d
dt
‖δv‖2H1 +
(
ν − cd1/2N Nα
)
λ1‖δv‖2H1  cNαd−1/2N maxx j∈N
2
∣∣δv(x j)∣∣+ 3
ν
‖δ f ‖2L2 .
To apply the generalized Gronwall inequality we have to prove that
β := (ν − cd1/2N Nα)λ1 and Γ := cNαd−1/2N maxx j∈N2
∣∣δv(x j)∣∣+ 3
ν
‖δ f ‖2L2
fulﬁll the requirements of Lemma 2. That Γ has the necessary property follows from the boundedness of Nα together with
the assumption. For β we have to show that for some T > 0
lim
t→∞ inf
1
T
t+T∫
t
ν − cd1/2N Nα(s)ds > 0. (14)
2 Eq. (10) governs the evolution of the difference δv , it shows a strong similarity to the linearized NS-α equations and shares analogous properties. The
linearized equations are studied in [23].
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lim
t→∞ inf
1
T
t+T∫
t
Nα(s)ds
 lim
t→∞ sup
1
T
t+T∫
t
Nα(s)ds
 3c2
(λ−11 + α2)2
λ
1/2
1 α
4
max
{
1, λ−1/21
}
lim
t→∞ sup
1
Tν
t+T∫
t
‖Au‖2L2 + ‖Au2‖2H1 ds
= 3c2 (λ
−1
1 + α2)2
λ
1/2
1 α
4
max
{
1, λ−1/21
}(
1+ 1
α2
)
RNS-α
= 3c2ν2 (λ
−1
1 + α2)2
α4
max
{
1, λ−1/21
}(
1+ 1
α2
){
(2λ1 + 4)Gr2λ1 + c(λ
−1
1 + α2)4
α12
Gr6
λ21
}
. (15)
We abbreviate the right-hand side of (15) as I . The inequality (14) is satisﬁed if we select dN such that d
1/2
N 
ν
cI =: ρNS-α .
The generalized Gronwall inequality implies then that ‖δv(t)‖2
H1
→ 0 as t → ∞.
Ad ii) The difference δv := v1 − v2 of two solutions of the Leray-α equations satisﬁes
dδv
dt
− νδv + δu · ∇v2 + u1 · ∇δv + δp = δ f . (16)
We proceed as in part i) and take the inner product in L2 with Aδv and get
1
2
d
dt
‖δv‖2H1 + ν‖Aδv‖2L2 
∣∣∣∣
∫
Ω
(δu · ∇)v2 · Aδv dx
∣∣∣∣+
∣∣∣∣
∫
Ω
(u1 · ∇)δv · Aδv dx
∣∣∣∣+
∣∣∣∣
∫
Ω
δ f · Av dx
∣∣∣∣. (17)
For the nonlinear terms we obtain with the inequalities of Agmon and Young and from Lemma 6∣∣∣∣
∫
Ω
(δu · ∇v2) · Aδv dx
∣∣∣∣ 3c
2
0λ
−1/2
1 ‖v2‖2H1
2να4
‖δv‖2L2 +
ν
6
‖Aδv‖2L2 .
Similarly we derive∣∣∣∣
∫
Ω
(u1 · ∇δv) · Aδv dx
∣∣∣∣ 3c
2
0λ
−1/2
1 ‖v1‖2L2
2να4
‖δv‖2H1 +
ν
6
‖Aδv‖2L2 .
Finally we get for (17)
d
dt
‖δv‖2H1 + ν‖Aδv‖2L2  Lα‖δv‖2H1 +
3
ν
|δ f |2L2 ,
where
Lα(t) := 3c20λ−1/21 ν−1α−4
(∥∥v1(t)∥∥2L2 + λ−11 ∥∥v2(t)∥∥2H1) (18)
is bounded on (0,∞) (cf. Theorem 3). Application of Lemma 5 and of the Poincaré inequality yields
d
dt
‖δv‖2H1 +
(
ν − c1d1/2N Lα
)
λ1‖δv‖2H1  cLαd1/2N maxx j∈N
2
∣∣δv(x j)∣∣+ 3
ν
|δ f |2L2 . (19)
To proceed with an application of the generalized Gronwall inequality we have to prove that β := (ν − c1d1/2N Lα)λ1 and
Γ := cLαd1/2N max2x j∈N |δv(x j)|+ 3ν |δ f |2L2 satisfy the requirements of Lemma 2. For Γ this is guaranteed by the boundedness
of Lα and the assumption. Concerning β we have to show that for some T > 0
lim
t→∞ inf
1
T
t+T∫
ν − cd1/2N Lα(s)ds > 0. (20)t
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lim
t→∞ inf
1
T
t+T∫
t
Lα(s)ds 3c20α−4
(
1+ 2
λ1
)
Gr2ν. (21)
The inequality (20) is satisﬁed if we select dN such that
d1/2N 
α4
3cc20(1+ 2λ1 )Gr2
.
Deﬁning ρLeray-α by the right-hand side above, proves the assertion.
Ad iii) The difference δv := v1 − v2 of two solutions of the NS-ω equations solves the equation
dδv
dt
− νδv + δv × curl u2 + v1 × curl δu + δp = δ f . (22)
We take the inner product in L2 with Aδv and get
1
2
d
dt
‖δv‖2H1 + ν‖Aδv‖2L2 
∣∣∣∣
∫
Ω
[
(δv × curl u2)
] · Aδv dx∣∣∣∣+
∣∣∣∣
∫
Ω
[
(v1 × curl δu)
] · Aδv dx∣∣∣∣+
∫
Ω
δ f · Aδv dx.
The bilinear terms on the right-hand side are estimated with the inequalities of Agmon, Poincaré and Young∣∣∣∣
∫
Ω
[δv × curl u2] · Aδv dx
∣∣∣∣ 3c20λ
−1/2
1
2να4
‖v2‖2H1‖δv‖2L2 +
ν
6
‖Aδv‖2L2 .
Analogously we ﬁnd∣∣∣∣
∫
Ω
(v1 × curl δu) · Aδv dx
∣∣∣∣ 3c20λ
−1/2
1
2να4
‖v1‖2L2‖δv‖2H1 +
ν
6
‖Aδv‖2L2 .
From the estimates above we derive
d
dt
‖δv‖2H1 + ν‖Aδv‖2L2  Nω‖δv‖2H1 +
3
ν
‖δ f ‖2L2 ,
where Nω := 3c20λ−1/21 ν−1α−4(‖v1‖2L2 + λ−11 ‖v2‖2H1 ). Lemma 5 implies in combination with the Poincaré inequality
d
dt
‖δv‖2H1 +
(
ν − cd1/2N Nω
)
λ1‖δv‖2H1  cNωd−1/2N maxx j∈N
2
∣∣δv(x j)∣∣+ 3
ν
|δ f |2L2 .
We observe that this inequality is identical to the corresponding inequality (19) for the Leray-α equations and that further-
more Nω equals Lα in (18). Thus, the assertion follows with ρNS-ω deﬁned by
ρNS-ω := α
4
3cc20(1+ 2λ1 )Gr2
. 
5. Determining modes
We recall that we denote by v1, v2 two solutions of one of the turbulence models under investigation and that the
forcings f1, f2 satisfy limt→∞ ‖ f1(t) − f2(t)‖L2 = 0.
Each g ∈ L2(Ω) can be expanded into a series of eigenfunctions of the Stokes operator A
g(x, t) =
∞∑
k=1
ck[g](t)wk(x),
where wk are the eigenfunctions of A and ck[g] are the expansion coeﬃcients. The Galerkin projections are deﬁned as
projection onto the space spanned by the ﬁrst m ∈ N eigenfunctions of the Stokes operator
Pmg(x, t) =
m∑
ck[g](t)wk(x).
k=1
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v2(0) and forcings f1, f2, the assumption
lim
t→∞
∫
Ω
∣∣Pmv1(x, t) − Pmv2(x, t)∣∣2 dx = 0, (23)
implies that limt→∞ ‖v1(t) − v2(t)‖L2 = 0.
Theorem 9 (Determining modes).
i) (NS-α) Assume that two arbitrary solutions of the NS-α equations (2) satisfy (23). Then there exists a positive function σNS-α :=
σNS-α(α,ν,Ω,‖ f ‖L2 ) with the property that if λm satisﬁes λm > σNS-α , then the ﬁrst m modes are determining modes. A pos-
sible choice for σNS-α is
σNS-α = 3c
2(λ−11 + α2)2
ν2α4
max
{
1, λ−1/21
}(
1+ 1
α2
)
×
{
(2λ1 + 4)Gr2λ1 +
{
c(λ−11 + α2)4 + 2α12ν4
α12
}
Gr6ν2
λ1
}
.
ii) (Leray-α) Assume that two arbitrary solutions of the Leray-α equations (1) satisfy (23). Then there exists a positive function
σ Leray-α := σ Leray-α(α,ν,Ω,‖ f ‖L2)with the property that if λm satisﬁes λm > σ Leray-α , then the ﬁrst m modes are determining
modes. A possible choice for σ Leray-α is
σ Leray-α = 3c20α−4
(
1+ 2
λ1
)
Gr2.
iii) (NS-ω) Assume that two arbitrary solutions of the NS-ω equations (3) satisfy (23). Then there exists a positive function
σNS-ω := σNS-ω(α,ν,Ω,‖ f ‖L2) with the property that if λm satisﬁes λm > σNS-ω , then the ﬁrst m modes are determining
modes. A possible choice for σNS-ω is
σNS-ω = 3c20α−4
(
1+ 2
λ1
)
Gr2.
Proof. Ad i) We proceed as in the proof of Theorem 7. Taking the inner product in L2 of (10) with QmAδv , where Qm :=
Id − Pm , yields
d
dt
‖Qmδv‖2H1 + ν‖AQmδv‖2L2  Nα‖Qmδv‖2H1 +
2
ν
|δ f |2L2 ,
where Nα , deﬁned in (13), is bounded on (0,∞) (cf. Theorem 3). Using ‖Qmδv‖H1  λ−1/2m ‖AQmδv‖L2 we derive
d
dt
‖Qmδv‖2H1 + (νλm − Nα)‖Qmδv‖2H1 
2
ν
‖δ f ‖2L2 .
In order to apply the generalized Gronwall inequality we have to assure that
lim
t→∞ inf
1
T
t+T∫
t
νλm − Nα(s)ds > 0. (24)
The lower bound (24) is satisﬁed provided λm is chosen to satisfy λm > 1ν limt→∞ sup
1
T
∫ t+T
t Nα(s)ds > 0. From Lemma 4
we infer that this is fulﬁlled if we choose λm such that
λm >
3c2
ν2
(λ−11 + α2)2
λ
1/2
1 α
4
max
{
1, λ−1/21
}(
1+ 1
α2
)
RNS-α.
If we use (15) this condition reads explicitly (with T = (νλ1)−1)
λm >
3c2(λ−11 + α2)2
ν2α4
max
{
1, λ−1/21
}(
1+ 1
α2
)
×
{
(2λ1 + 4)Gr2λ1 +
{
c(λ−11 + α2)4 + 2α12ν4
α12
}
Gr6ν2
λ1
}
.
The existence of such a λm follows in the periodic boundary case from the relation λm = 4π2|mL |2 and in the no-slip case
from the asymptotic λm ∼ λ1m2/3 [6]. The assertion follows now by deﬁning σNS-α as the right-hand side of this inequality
with the generalized Gronwall inequality.
Ad ii) As in part i) we derive the following condition that has to be satisﬁed to justify the application of the generalized
Gronwall inequality
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t→∞ inf
1
T
t+T∫
t
νλm − Lα(s)ds > 0, (25)
with Lα given by (18). From (21) we conclude that (25) is satisﬁed provided
λm > 3c
2
0α
−4
(
1+ 2
λ1
)
Gr2.
Deﬁning σ Leray-α as right-hand side of the inequality above yields the assertion.
Ad iii) The proof of part iii) is analogous to the proof of part ii). 
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Appendix A. Proof of Lemma 4
The appendix contains the proof of the large-time asymptotics of the NS-α, the Leray-α and the NS-ω equations. For
the NS-α equations this result was proven in [8] (cf. Theorem 3), but without stating explicitly the dependency of the
quantity limsupt→∞ T−1
∫ t+T
t ‖u(z)‖L2 + α2‖u(z)‖H1 dz on the ﬂow parameters α, ν , λ1. Our proof follows the idea
of [8] but depicts the dependency of the upper bound in Lemma 4 on the ﬂow parameters. This is required in the proofs of
Theorems 7 and 9. The corresponding results for the Leray-α and NS-ω equations follow from standard arguments and are
given to keep the paper self-contained.
Ad i) Step 1: Take the inner product of NS-α equations with u. This yields
d
dt
[‖u‖2L2 + α2‖u‖2H1]+ ν[‖u‖2H1 + α2‖u‖2H2]= ( f ,u)L2  ∥∥A−1/2 f ∥∥L2‖u‖H1 . (26)
With the inequalities of Young and Poincaré it follows
d
dt
[‖u‖2L2 + α2‖u‖2H1]+ νλ1[‖u‖2L2 + α2‖u‖2H1] 1νλ1 ‖ f ‖2L2 . (27)
Using the Gronwall inequality we derive
∥∥u(t)∥∥2L2 + α2∥∥u(t)∥∥2H1 + νλ1[∥∥u(t)∥∥2L2 + α2∥∥u(t)∥∥2H1] e−νλ1t[‖u0‖2L2 + α2‖u0‖2H1]+ ‖ f ‖
2
L∞(0,∞;L2)
ν2λ21
. (28)
Integrate (27) over (s, t). This yields with (28)
ν
t∫
s
∥∥u(τ )∥∥2H1 + α2∥∥Au(τ )∥∥2L2 dτ  ‖u(s)‖2L2 + α2∥∥u(s)∥∥2H1 + (t − s)νλ1 ‖ f ‖2L∞(0,∞;L2)
 e−νλ1s
[‖u0‖2L2 + α2‖u0‖2H1]+
(
1
ν2λ21
+ t − s
νλ1
)
‖ f ‖2L∞(0,∞;L2). (29)
Step 2: Take the L2 inner product of the NS-α equations with Au
d
dt
[‖u‖2L2 + α2‖Au‖2L2]+ ν[‖Au‖2L2 + α2‖Au‖2H1]+ (u × curl v, Au)L2 = ( f , Au)L2 .
Lemma 1 and the inequality of Young imply
d
dt
[‖u‖2L2 + α2‖Au‖2H1]+ ν[‖Au‖2L2 + α2‖Au‖2H1] c‖u‖4L2 (λ
−1
1 + α2)4
(να2)3
‖Au‖2L2 +
2‖ f ‖2
L2
ν
. (30)
Integrate (30) with respect to the time variable over (s, t)
t∫
s
∥∥Au(z)∥∥2L2 + α2∥∥Au(z)∥∥2H1 dz 1ν
[∥∥u(s)∥∥2H1 + α2∥∥Au(s)∥∥2L2]+
t∫
s
2‖ f (z)‖2
L2
ν2
dz
+ c (λ
−1
1 + α2)4
(να2)3ν
t∫ ∥∥u(z)∥∥4L2∥∥Au(z)∥∥2L2 dz.
s
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lim
t→∞ sup
1
T
t+T∫
t
∥∥Au(z)∥∥2L2 + α2∥∥Au(z)∥∥2H1 dz
 lim
t→∞ sup
1
Tν
[∥∥u(t)∥∥2H1 + α2∥∥Au(t)∥∥2L2]+ ‖ f ‖
2
L∞(0,∞,L2)
ν2
+ c lim
t→∞ sup
(λ−11 + α2)4
(να2)3να4
(
e−2νλ1t
[‖u0‖2L2 + α2‖u0‖2H1]2 + ‖ f ‖
4
L∞(0,∞,L2)
ν4λ41
)
1
T
t+T∫
t
∣∣Au(z)∣∣2 dz

c(λ−11 + α2)4
(να2)3α4ν5λ41
‖ f ‖4L∞(0,∞,L2) limt→∞ sup
1
T
t+T∫
t
∥∥Au(z)∥∥2L2 dz
+ lim
t→∞ sup
1
Tν
[∥∥u(t)∥∥2L2 + α2∥∥Au(t)∥∥2L2]+ 2‖ f ‖
2
L∞(0,∞,L2)
ν2
. (31)
We investigate now the longtime behavior of the ﬁrst and the second term on the right-hand side of the inequality above.
The following assertions will be proven, with T := (νλ1)−1.
Assertion I1: lim
t→∞ sup
1
T
t+T∫
t
∥∥Au(z)∥∥2L2 dz 2ν2λ1α2 ‖ f ‖2L∞(0,∞;L2).
Assertion I2: lim sup
τ→∞
1
Tν
∥∥u(τ )∥∥2H1 + α2∥∥Au(τ )∥∥2L2  (2λ1 + 2)‖ f ‖
2
L∞(0,∞;L2)
ν2
+
3‖ f ‖6
L∞(0,∞,L2)
2ν6λ61
.
Assertion I1 follows immediately from (29). To prove assertion I2 we integrate (30) over (s, t) and neglect the diffusion
term on the left-hand side. This leads in combination with (28) and (29) to the following estimate
∥∥u(t)∥∥2L2 + α2∥∥Au(t)∥∥2L2  ∥∥u(s)∥∥2L2 + α2∥∥Au(s)∥∥2L2 + c (λ
−1
1 + α2)4
(να2)3
t∫
s
∥∥u(z)∥∥4L2∥∥Au(z)∥∥2L2 dz +
t∫
s
2| f (z)|2
ν
dz

∥∥u(s)∥∥2L2 + α2∥∥Au(s)∥∥2L2 + ‖ f ‖2L∞(0,∞,L2) 2(t − s)ν
+ c (λ
−1
1 + α2)4
(να2)4α4
(
e−2νλ1s
[‖u0‖2L2 + α2‖u0‖2H1]2 + ‖ f ‖
4
L∞(0,∞,L2)
ν4λ41
)
×
(
e−νλ1s
[|u0|2 + α2‖u0‖2]+
(
1
ν2λ21
+ t − s
νλ1
)
‖ f ‖2L∞(0,∞;L2)
)
. (32)
We integrate (32) with respect to s over (t − 1νλ1 , t) and use (28) and (29)
1
νλ1
∥∥u(t)∥∥2H1 + α2∥∥Au(t)∥∥2L2 
t∫
t− 1νλ1
∥∥u(s)∥∥2H1 + α2∥∥Au(s)∥∥2L2 ds + 2‖ f ‖2L∞(0,∞,L2)
t∫
t− 1νλ1
t − s
ν
ds
+ c (λ
−1
1 + α2)4
(να2)4α4
t∫
t− 1νλ1
(
e−2νλ1s
[‖u0‖2L2 + α2‖u0‖2H1]2 + ‖ f ‖
4
L∞(0,∞,L2)
ν4λ41
)
×
{
e−νλ1s
[‖u0‖2L2 + α2‖u0‖2H1]+
(
1
ν2λ21
+ t − s
νλ1
)
‖ f ‖2L∞(0,∞;L2)
}
ds. (33)
We denote the three integrals on the right-hand side of (33) by A1, A2, A3 respectively and evaluate them separately. For
the ﬁrst integral A1 in (33) we ﬁnd with (29)
A1 
e−νλ1t [‖u0‖2L2 + α2‖u0‖2H1]+ 23 ‖ f ‖2L∞(0,∞;L2). (34)ν ν λ1
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A2 =
‖ f ‖2
L∞(0,∞,L2)
ν3λ21
, (35)
where we have used that
∫ t
t− 1νλ1
t−s
ν ds = (2ν3λ21)−1. For the third integral A3 in (33) we have
A3 
t∫
t− 1νλ1
e−νλ1s ds
{[‖u0‖2L2 + α2‖u0‖2H1]3 + ‖ f ‖
4
L∞(0,∞,L2)
ν4λ41
[‖u0‖2L2 + α2‖u0‖2H1]
}
+
t∫
t− 1νλ1
e−2νλ1s
(
1
ν2λ21
+ t − s
νλ1
)
ds
[‖u0‖2L2 + α2‖u0‖2H1]2‖ f ‖2L∞(0,∞;L2)
+
t∫
t− 1νλ1
1
ν2λ21
+ t − s
νλ1
ds
‖ f ‖6
L∞(0,∞,L2)
ν4λ41
.
The last integral evaluates to
t∫
t− 1
ν2λ21
1
ν2λ21
+ (t − s)
νλ1
ds = s
ν2λ21
∣∣∣∣
t
t− 1νλ1
+ ts
νλ1
∣∣∣∣
t
t− 1νλ1
− s
2
2νλ1
∣∣∣∣
t
t− 1νλ1
= 3
2ν3λ31
.
For the second last integral we ﬁnd with integration by parts
t∫
t− 1νλ1
e−2νλ1s
(
1
ν2λ21
+ (t − s)
νλ1
)
ds = e
−2νλ1s
−2νλ1
(
1
ν2λ21
+ (t − s)
νλ1
)∣∣∣∣
t
t− 1νλ1
−
t∫
t− 1νλ1
e−2νλ1s d
ds
(t − s)
νλ1
ds
= e
−2νλ1t
ν3λ31
(
e2 − 1
2
)
− e
−2νλ1t
2ν2λ21
(
1− e2)
 e
−2νλ1t
ν2λ21
e2
(
1
νλ1
+ 1
2
)
.
In summary we ﬁnd for the third integral in (33)
A3 
t∫
t− 1νλ1
e−νλ1s ds
{[‖u0‖2L2 + α2‖u0‖2H1]3 + ‖ f ‖
4
L∞(0,∞,L2)
ν4λ41
[‖u0‖2L2 + α2‖u0‖2H1]
}
+ e
−2νλ1t
ν2λ21
e2
(
1
νλ1
+ 1
2
)[‖u0‖2L2 + α2‖u0‖2H1]2‖ f ‖2L∞(0,∞;L2) + 32ν3λ31
‖ f ‖6
L∞(0,∞,L2)
ν4λ41
. (36)
Collecting our estimates (34), (35), (36) yields the following bound for (33)
1
νλ1
∥∥u(t)∥∥2H1 + α2∥∥Au(t)∥∥2L2
 e
−νλ1t
ν
[‖u0‖2L2 + α2‖u0‖2H1]+ 2ν3λ1 ‖ f ‖2L∞(0,∞;L2) +
‖ f ‖2
L∞(0,∞,L2)
ν3λ21
+
t∫
t− 1νλ1
e−νλ1s ds
{[‖u0‖2L2 + α2‖u0‖2H1]3 + ‖ f ‖
4
L∞(0,∞,L2)
ν4λ41
[‖u0‖2L2 + α2‖u0‖2H1]
}
+ e
−2νλ1t
ν2λ2
e2
(
1
νλ
+ 1
2
)[‖u0‖2L2 + α2‖u0‖2H1]2‖ f ‖2L∞(0,∞;L2) + 32ν3λ3
‖ f ‖6
L∞(0,∞,L2)
ν4λ4
.1 1 1 1
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1
νλ1
∥∥u(τ + T )∥∥2H1 + α2∥∥Au(τ + T )∥∥2L2
 e
−νλ1(τ+T )
ν
[‖u0‖2L2 + α2‖u0‖2H1]+ 2ν3λ1 ‖ f ‖2L∞(0,∞;L2) +
‖ f ‖2
L∞(0,∞,L2)
ν3λ21
+ e
−νλ1τ
νλ1
{[‖u0‖2L2 + α2‖u0‖2H1]3 + ‖ f ‖
4
L∞(0,∞,L2)
ν4λ41
[‖u0‖2L2 + α2‖u0‖2H1]
}
+ e
−2νλ1(τ+T )
ν2λ21
e2
(
1
νλ1
+ 1
2
)[‖u0‖2L2 + α2‖u0‖2H1]2‖ f ‖2L∞(0,∞;L2) + 32ν3λ31
‖ f ‖6
L∞(0,∞,L2)
ν4λ41
,
where we have used that
∫ τ+T
τ e
−νλ1s ds = (νλ1)−1e−νλ1τ (1− e−νλ1T ). In the limit τ → ∞ we obtain
lim sup
τ→∞
1
Tν
∥∥u(τ )∥∥2H1 + α2∥∥Au(τ )∥∥2L2  (2λ1 + 2)‖ f ‖
2
L∞(0,∞;L2)
ν2
+
3‖ f ‖6
L∞(0,∞,L2)
2ν6λ61
.
This proves assertion I2. Assertions I1 and I2 imply for (31)
lim
t→∞ sup
1
T
t+T∫
t
∥∥Au(z)∥∥2L2 + α2∥∥Au(z)∥∥2H1 dz
 (2λ1 + 4)
‖ f ‖2
L∞(0,∞;L2)
ν2
+
{
c(λ−11 + α2)4 + 2α12ν4
α12
}‖ f ‖6
L2(0,∞;L2)
ν10λ61
.
The proof of (6) concludes by deﬁning RNS-α as the right-hand side of the estimate above.
Ad ii) We take the L2 inner product of the Leray-α equations with v . With the incompressibility condition and the
inequalities of Poincaré and Young we get
d
dt
‖v‖2L2 + ν‖v‖2H1 
‖ f ‖2
L2
νλ1
, (37)
and with the Poincaré inequality
d
dt
‖v‖2L2 + νλ1‖v‖2L2 
‖ f ‖2
L2
νλ1
.
With the Gronwall inequality we get
∥∥v(t)∥∥2L2  e−νλ1t‖v0‖2L2 + 1− e−νλ1tν2λ21
∥∥ f (t)∥∥2L2 . (38)
This proves (7). Now we integrate (37) with respect to time over (t, t + T ) and obtain with (38)
ν
t+T∫
t
∥∥v(s)∥∥2H1 ds ∥∥v(t)∥∥2H1 + 1νλ1
t+T∫
t
∥∥ f (s)∥∥2L2 ds
 e−νλ1t‖v0‖2L2 +
1− e−νλ1t
ν2λ21
∥∥ f (t)∥∥2L2 + 1νλ1
t+T∫
t
∥∥ f (s)∥∥2L2 ds.
This implies
lim
t→∞ sup
1
T
t+T∫
t
∥∥v(s)∥∥2H1 ds 1T
(
1
ν3λ21
+ T
ν2λ1
)
‖ f ‖2L∞(0,∞;L2).
This proves (8).
P. Korn / J. Math. Anal. Appl. 378 (2011) 49–63 63Ad iii) Take the inner product of NS-ω equations with v . This yields
d
dt
‖v‖2L2 + ν‖u‖2H1 = ( f , v)L2 
∥∥A−1/2 f ∥∥L2‖u‖H1 . (39)
With the inequalities of Young and Poincaré it follows
d
dt
‖v‖2L2 + νλ1‖v‖2L2 
1
νλ1
‖ f ‖2L2 .
The proof of the assertions follows now as for the Leray-α equations.
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