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Abstract
Two-dimensional electron gases (2DEGs) and superconductors share many interesting properties. Both
exhibit dissipationless current flow as well as strong electron correlations which can lead to a new ground
state charge carrier. In this work, coupling between superconductors and 2DEGs was studied. Using band
structure engineering as well as InGaAs and InAs caps, junctions were fabricated in which the superconductor
was extremely well-coupled to the semiconductor. The superconducting contacts were separated by a small
gap whose length varied from 100nm to 1000nm.
For devices capped with InGaAs and a long junction length, a zero bias resistance maximum was seen.
In these devices, the maximum increased when the sample was in a quantum Hall state due to the reduction
in the number of conduction channels. Samples with a shorter length showed a zero bias resistance minimum
when the magnetic field was tuned between quantum Hall states and a maximum otherwise. The minimum
is a precursor to a supercurrent.
Device were also made with higher transparency InAs caps. One set of devices had an array of small
superconducting shorts bridging the gaps. When the sample was in an even filling factor state, a large
supercurrent and a sharp transition to the normal state was seen when current was applied in the direction
of the edge states. Conversely, when current was applied against the edge states, a smaller supercurrent with
a very broad and noisy transition to the normal state was observed. Behavior was reversed when the sample
was in an odd filling factor state and when the field was applied in the negative direction. The broad, noisy
transition is a result of flux flow behavior. The interaction of the edge state with the sample lowered the
barriers to flux motion in one direction, resulting in an asymmetric superconducting flux flow transistor.
Devices with InAs caps and no shorts showed peaks in differential resistance due to multiple Andreev
reflection. As the magnetic field is increased, the MAR peaks move toward lower voltages and disappear.
The movement of the peaks is caused by the decrease of the superconducting gap with field.
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Chapter 1
Introduction and Motivation
Two-dimensional electron gases (2DEGs) and superconductors share many interesting properties. Both
exhibit dissipationless current flow as well as strong electron correlations which can lead to a new ground
state charge carrier. Studying coupling between these two systems is interesting on a fundamental level,
but may also have practical application in the field of topological quantum computation[1]. Predictions
regarding the characteristics of superconducting contacts connected via quantum Hall edge states have been
made by Fisher [2], Ma and Zyuzin [3], and Stone and Lin [4].
Superconductors contain Cooper pairs, which are bosons comprised of a spin-up electron with momentum
k and a spin-down electron with momentum −k. 2DEGs in a quantum Hall state, on the other hand, have
an insulating bulk region in which the electrons undergo circular motion and a conducting edge containing
extended electron states which carry current. These edge states are chiral and one-dimensional and exhibit
no backscattering which leads to resistanceless current flow. The number of edge states depends inversely on
magnetic field and is given by the filling factor, ν. The goal of this project was to couple two superconducting
electrodes via coherent transport of Cooper pairs through these chiral edge states.
One of the first studies of this problem was done by Fisher[2] who considered Cooper pairs tunneling into
2DEG edge states via a single point contact. For ν = 1, when there is a single edge mode, the tunneling
current between the superconductor and edge state is dramatically suppressed both by the probability of a
spin flip process as well as a ‘Pauli blockade’. The spin-flip is necessary since the edge state only contains one
spin species while the Cooper has two particles of opposite spin. The tunneling probability for the Cooper
pair will depend on the probability of the spin-flip process. The Pauli blockade occurs when two fermions are
trying to tunnel into the same state at the same time, which is forbidden by the Pauli exclusion principle.
When a Cooper pair attempts to tunnel into ν = 1, the first electron can enter freely, but the second electron
must spin-flip and can only enter after the first electron has traveled a coherence length away. This leads to
a current proportional to V 3 at low temperature. However, for ν = 2, the situation is markedly different.
It is now possible for each electron to tunnel into a different edge channel. It is important to note that this
will only occur when the two edge channels have different momenta. If they have the same momenta, the
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Pauli blockade returns and the results will be similar to those observed for ν = 1.
While Fisher only considered tunneling through a single contact, Ma and Zyuzin [3] considered a two-
terminal device with leads on the edges of the quantum Hall liquid. They note that since the two electrons
of the Cooper pair are time-reversed, they must traverse the sample in opposite directions. Using Green’s
functions to calculate the propagation of the Cooper pair through the 2DEG, they arrive at an expression
for the critical current. This expression is complicated, but can be simplified to obtain the following
Ic =
e
T
{
Gχ2
4m∗
}2
(1.1)
where T is the temperature, chi = (
√
pilHR)
−1, G is the dimensionless conductance of the SN tunneling
contact in the absence of a magnetic field or superconductivity, lH is the magnetic length and R is the radius
of the 2DEG(taken to be a circle). To get an idea of the maximum critical current, we can take G = 1,
T = 0.1K, R=1mm (the typical width of our Hall bars), and m∗ = 0.067me. Plugging these values in gives
a result much less than 1nA.
Another theory was developed by Stone and Lin [4]. Their model was very similar to Ma and Zyuzin
[3] but they solved the problem directly rather than using a perturbative approach. The calculated critical
current using this approach is Ic = 2evd/L where vd is the edge state drift velocity and L is the device
perimeter. For vd = 10
6m/s and l = 10mm, Ic = 0.03nA, an incredibly small critical current.
Other groups have attempted to study this problem in the past and observed a wealth of interesting
behavior including Andreev reflection[5, 6], multiple Andreev reflection (MAR)[7–10], Andreev bound states
(ABS)[11], supercurrents[7], and Fraunhofer patterns[12]. However, these devices were not able to isolate
the effect of superconducting transport via edge states due to inappropriate device geometry as well as poor
contact at the junction interface. Creating transparent contacts between metals and semiconductors requires
control of a variety of parameters including the Schottky barrier and interfacial dirt. I have fabricated junc-
tions with good contact between the superconductor and semiconductor as well as a novel device geometry
which allows us to probe transport through the edge states only. In the course of this work, I also created
devices which allowed me to investigate the dependence of multiple Andreev reflection on magnetic field and
junction length as well as a device which exhibited vortex motion which was controlled by the edge states.
Using extensive band structure engineering as well as InGaAs and InAs caps developed by Vissers [13],
I fabricated junctions in which the superconductor was extremely well-coupled to the semiconducting het-
erostructure and 2DEG. The superconducting contacts were separated by a small gap whose length varied
from 100nm to 1000nm and I saw a wide variety of effects including supercurrents, asymmetric Fraunhofer
patterns, multiple Andreev reflection, transport mediated via quantum Hall edge states, and controllable su-
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perconducting flux flow transistors. These effects were measured as a function of field and contact separation
at 250mK in both two- and four-terminal configurations.
For devices with a low junction transparency (structures capped with InGaAs) and a long junction length,
a zero bias conductance minimum was seen. The minimum deepened when the sample was in a quantum
Hall state due to the number and type of conduction channels. When the sample is in a quantum Hall state,
conduction must take place via edge states which reduces the number of conduction channels and causes the
zero bias minimum to deepen. Samples with the same transparency but a shorter length showed a zero bias
conductance maximum when the magnetic field was tuned between quantum Hall states and a minimum
otherwise. The maximum is a precursor to a supercurrent and is caused by the long mean free path of
the 2DEG. The minimum is again caused by the reduction in the number and type of conduction channels
when conduction must take place via edge modes. This implies that it is difficult for Cooper pairs to enter
the edge states and retain their coherence, probably due to the difference in momentum of the edge states.
The conduction maximum seen for the short devices indicates that the contact spacing is close enough to
allow the beginnings of coherence. The fact that a minimum is observed for a sample in the quantum Hall
regime indicates that the edge states in these types of device cannot carry a supercurrent or that the device
perimeter is too long for a conduction maximum to be seen.
Device were also made with InAs caps, which dramatically increased junction transparency. One set of
devices had an array of small superconducting shorts bridging the gaps. These devices showed a supercurrent
at all fields with differences on and off the quantum Hall plateaus. When the sample was in an even filling
factor state (ν=4 or 6), it showed a larger supercurrent when current was being run in the direction of the
edge states (the ’easy‘ direction). The easy direction also showed a very sharp and quiet transition to the
normal state, similar to the behavior observed at low fields. Conversely, when current was applied against
the edge states (the hard direction) a smaller supercurrent with a very broad and noisy transition to the
normal state was observed. Behavior was reversed when the sample was in an odd filling factor state (ν=5).
The behavior reversed direction when the field was applied in the negative direction, indicating that the
cause of the asymmetry was the influence of the chiral edge states.
This behavior can be explained by modeling the device as a superconducting flux flow transistor (SFFT).
SFFTs consist of an array of superconducting weak links bridging two bulk superconducting electrodes
with an applied perpendicular magnetic field[14]. The field causes vortices to thread the array. When the
current is raised above a critical value, vortices become depinned and begin to move from the links into the
spaces between the links, causing resistance in the device and resulting in a broad, noisy transition to the
normal state. The samples described above consisted of a random array of superconducting weak links in
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parallel with the semiconducting heterostructure and showed SFFT behavior for a single current polarity on
the quantum Hall plateaus. The sample showed the expected resistively and capacitively shunted junction
behavior (a sharp transition from the superconducting to the normal state) for other fields. This implies
that the quantum Hall edge states are reducing the barrier to vortex motion for one current polarity though
the interaction mechanism remains unclear. A device in which the IV characteristics are asymmetric and
controlled by the quantum Hall edge states has not been fabricated previously.
The final set of devices also had an InAs cap but contained no superconducting shorts. Devices of four
different lengths were fabricated and measured. All devices showed peaks in differential resistance due to
multiple Andreev reflection. The voltage of each peak was measured as a function of magnetic field. As
the field is increased, the peaks move toward lower voltages and ultimately disappear. The majority of the
MAR peaks fall onto a single scaling curve. The movement of the peaks is caused by the decrease of the
superconducting gap with field. In addition to MAR peaks, the two devices with the shortest gaps also
showed supercurrents with asymmetric Fraunhofer patterns due to the inhomogeneous current distribution
in the devices.
The following chapters will discuss these points in greater detail. Chapter 2 is a review of the relevant
theoretical principles while chapter 3 is a review of previous experiments. In Chapter 4 I discuss the
band structure engineering necessary to produce devices which have extremely good coupling between the
superconductor and semiconductor. Device fabrication is discussed in chapter 5. Chapter 6 presents and
analyzes the data for samples with an InGaAs cap, chapter 7 presents and analyzes the data for the sample
with the superconducting short array, and chapter 8 presents and analyzes the data for the sample with
MAR peaks. Finally, chapter 9 will review the conclusions and discuss future research directions.
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Chapter 2
Theoretical Background
Since this work deals with coupling between superconductors and semiconductors, including two-dimensional
electron gases in the integer quantum Hall state, I will begin by reviewing relevant theoretical concepts
including the integer quantum Hall effect, the proximity effect, Andreev reflection, multiple Andreev reflec-
tion, and the resistively and capacitively shunted junction (RCSJ) model for Josephson junctions. These
will be explained at a phenomenological level, as this will be sufficient to understand the data presented
in subsequent chapters. At the end, I will discuss theories more specifically related to tunneling from a
superconductor into an integer quantum Hall state.
2.1 Quantum Hall effect
I will first give a phenomenological ‘cartoon’ picture of the quantum Hall effect before providing a more
rigorous mathematical theory. The quantum Hall effect is notable for showing zeros in the longitudinal
magnetoresistance at specific fields corresponding to quantized plateaus at values of Rxy = (h/e
2)(1/ν) in
the transverse magnetoresistance, where ν is an integer called the quantum Hall filling factor. These effects
can be described semiclassically using edge states, which I will show here. When electrons are trapped in two
dimensions and a magnetic field is applied perpendicular to the plane, they will undergo circular motion as
depicted in figure 2.1. When the sample is in a quantum Hall state, the electrons in the center of the sample
comprise an incompressible fluid which cannot carry current. The electrons on the edge of the sample try to
move circularly but are reflected by the edge, causing them to traverse skipping orbits around the perimeter
of the sample, as shown in figure 2.1.
Since the edge states are extended, they can carry current. The right-moving and left-moving states are
separated by the width of the sample, implying that there can be no backscattering which results in a zero
resistance current flow. Electrons can forward-scatter from one edge state into another, but since they are
still moving in the same direction, this does not result in resistance.
The number of edge states depends on the Landau level filling factor, ν, and is inversely proportional to
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Figure 2.1: Cartoon depicting the electron motion in a 2DEG in a quantum Hall state. The electrons in the
center (in blue) constitute an incompressible fluid and cannot carry current. The electrons along the edge
(in green) are chiral edge states which are one-dimensional and carry current.
the field. This occurs because as the field becomes larger, the radius of the circular orbits of the electrons
becomes smaller. This allows more electrons to fit in the same area without overlapping and violating the
Pauli exclusion principle. At a large enough field (the specific value depends on the 2DEG electron density),
all the electrons can fit in the lowest Landau level, and the sample will have a single spin-polarized edge
state.
The change in edge state number leads to plateaus in the transverse magnetoresistance. Since each edge
state is a one-dimensional channel, it has a resistance of h/e2. The current traveling from one end of the
Hall bar to the other must go through the edge states on one side of the bar. This means that the transverse
resistance will be (h/e2)(1/ν) where ν is the number of edge states.
The hallmark effects of the quantum Hall effect are therefore zeros in the longitudinal resistance and
quantized plateaus in the transverse resistance whenever the 2DEG is in a Landau level. These resistance
values can be understood by a cartoon picture in which the electrons in the center of the sample undergo
circular motion and are an incompressible fluid which cannot carry current while the electrons on the edge
traverse skipping orbits and do carry current.
I will now give a more rigorous explanation of the quantum Hall effect, beginning with the basic Hall
effect. In the classical Hall effect, the longitudinal (RL) and transverse (Rxy) magnetoresistance of a sample
are measured. These measurements can be used to calculated the carrier concentration and sheet resistance
of the material in the following way:
ρ =
pid
ln 2
fRL n =
B
eRxy
=
1
eRH
(2.1)
where B is the magnetic field, d is the sample thickness, RH is the Hall resistance, and f is the van der
Pauw form factor[15], which accounts for the sample shape. For a square sample, f=1.
To observe the integer quantum Hall effect (IQHE), a 2DEG is placed in a uniform perpendicular magnetic
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field. The Schro¨dinger equation which describes the motion of the electrons can be solved easily, however it
should be noted that this solution, while accurately predicting the IQHE, leaves out some important details
(for example, Coulomb repulsion between electrons). Nevertheless, it is complete enough for our discussion,
since we are not in the fractional quantum Hall regime. The following treatment of the IQHE is adapted
from [16].
Since this problem incorporates a magnetic field, an appropriate gauge needs to be chosen. The Landau
gauge is the simplest and will be used here. In this gauge,
→
A= (0, Bx, 0). The Schro¨dinger equation for the
2DEG electrons is then
{
1
2m
[
−h¯2 ∂
2
∂x2
+
(
−ih¯ ∂
∂y
+ eBx
)2
− h¯2 ∂
2
∂z2
]
+ V (z)
}
ψ(~R) = Eψ(~R) (2.2)
and expanding gives
[
− h¯
2
2m
∇2 − ieh¯Bx
2m
∂
∂y
+
(eBx)2
2m
+ V (z)
]
ψ(~R) = Eψ(~R) (2.3)
Since the behavior of the 2DEG depends only on the x and y components of the above equation, the V (z)
term can be removed. If desired, the final wave function can be multiplied by the solution for the potential
in the z-direction and the necessary energy added. The equation is not symmetric in the x and y directions,
which is due to the choice of gauge. It can be solved by separation of variables where the y-dependence is
given by ψ(~R) = u(x) exp(iky). The equation then becomes
[
− h¯
2
2m
d2
dx2
+
1
2
mω2c
(
x+
h¯k
eB
)2]
u(x) = εu(x) (2.4)
where ωc = eB/m. The solution to equation 2.4 is a harmonic oscillator in the x-direction. A length scale
called the magnetic length can be defined and is given by
lB =
√
h¯
eB
(2.5)
The eigenvalue ordinary differential equation given in equation 2.4 is the same as a harmonic oscillator
whose center point is shifted by −h¯k/eB from the coordinate x = 0. Recognizing this, it is easy to write
down the energy and wavefunction of the particle:
εnk = (n− 1/2)h¯ωc (2.6)
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ψnk(x, y) = NHn−1
(
x− xk
lB
)
exp
[
− (x− xk)
2
2l2b
]
exp(iky) (2.7)
where n is a positive, nonzero integer, Hn are Hermite polynomials, N is the normalization constant, and
xk = h¯k/eB, the shifted center point. It should be noted that the energy depends only on n explicitly,
not on k, leading to a large degeneracy in each level. Although the x and y directions are identical in this
problem, the wavefunction appears to treat them differently. This is due to the choice of gauge. Since all
the states within one Landau level are degenerate, any linear combination of them is also a solution to the
Schro¨dinger equation with the same energy. A different gauge choice would lead to a different set of solutions
which would be linear combinations of the original solutions in equation 2.7.
So far, the spin of the electron has been ignored. Incorporating this will add an energy of 1/2g ~µb · B,
where g is the Lande´ g-factor and µB is the Bohr magneton. The g-factor for GaAs is -0.44 while for
Al0.3Ga0.7As it is +0.4[16]. For low fields, the spin splitting energy is usually smaller than the thermal
energy of the system so both spin states will be occupied simultaneously. At higher fields, the splitting can
be large enough such that only one spin state is occupied.
The number of states in each Landau level can now be determined. Assuming the sample is a rectangle
with length Lx and width Ly and imposing periodic boundary conditions in the y-direction gives k =
(2pi/Ly)j where j is an integer. Requiring xk = −h¯k/eB = −2pih¯j/eBLy to be inside the sample gives
0 < − 2pih¯j
eBLy
< Lx ⇒ −eBLxLy
2pih¯
< j < 0 (2.8)
Therefore each Landau level can hold nB = eB/h electrons and each state occupies an area h/eB = 2pil
2
B .
The flux quantum Φ0 = h/e, so the number of states in a sample of area A is just nBA = ABe/h =
(AB)/Φ0 = Φ/Φ0 where Φ is the flux through the sample. For each flux quantum threading the sample,
there is one state in a given Landau level.
It is crucial to know the number of occupied Landau levels, also called the filling factor ν, which can be
expressed as
ν =
n2D
nB
=
hn2D
eB
= 2pil2Bn2D (2.9)
where n2D is the density of electrons in the 2DEG. As the field is raised, the magnetic length becomes smaller
and more electrons can fit in each Landau level, causing the total number of occupied levels to decrease. At
a sufficiently high field, all electrons will be in the lowest Landau level which is spin-polarized.
So far this treatment has ignored scattering and will generally continue to do so, however it is important
8
to note that introducing scattering causes each Landau level to broaden from its delta-function structure
into a Gaussian or Lorentzian shape. The overlap of these states depends on the details of the scattering
time and cyclotron frequency. The position of the Fermi level for various magnetic fields is shown in figure
2.2.
Figure 2.2: Density of states and Landau level occupation for various magnetic fields. Filling factors ν =
4, 8/3,and 2 are shown for a spin degenerate sample. Figure from [16].
For some fields, the Fermi level will lie in a region with a large density of states (in a Landau level)
while at other fields, there are no states at the Fermi energy (between Landau levels). Since longitudinal
conduction takes place at the Fermi energy, when it is between Landau levels, the longitudinal conduction
will be zero. When the Fermi energy is on a Landau level, the conduction will be finite. In this case, the
longitudinal conductivity and resistivity tensors are proportional and so the resistivity will also be zero or
finite.
The transverse Hall resistance Rxy = BRH = B/en2D also shows interesting behavior in a 2DEG at high
fields. Using equation 2.9, we have that n2D = eBν/h. Plugging in gives
Rxy =
B
e
h
eBν
=
h
e2
1
ν
(2.10)
This value is correct when the Fermi energy lies between Landau levels. Unfortunately, this condition is
difficult to achieve, since the Fermi level must always keep the density of electrons constant. For a specific field
value, the Fermi energy will be exactly between Landau levels and the above condition satisfied. However,
as soon as the field is changed slightly, the Fermi energy must move to preserve the density of electrons.
Thus, it appears that the value of transverse conductance should only be an integer multiple of e2/h for
very specific fields and vary linearly in between. This is not the behavior that is seen; instead there are long
plateaus in the transverse resistance as a function of field corresponding to (h/e2)(1/ν).
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There are several ways to explain the existence of such plateaus. The explanation used here will rely
on the edge state model which will suffice to explain the data presented in this work. Any real 2DEG in a
magnetic field will have edges which confine the electrons. The electron energy bands rise dramatically at
the edges due to the confining potential, as shown in figure 2.3. Classically, electrons in the center of the
sample undergo circular motion with a stationary center while those on the edges have skipping orbits, also
illustrated in figure 2.3. These can be thought of as circles which are reflected by the edge.
Figure 2.3: Electron energy bands as a function of position for a real 2DEG sample including the edges.
Note the rapid rise in energy near the sample edges. Figure (a) has a field of 2T while (b) has 5T. Figure
(c) shows skipping orbits for particles with different initial energies and velocities. Figure from [16].
Since the edge state electrons are the only ones which move through the sample, these states are the
only ones which carry current. States on opposite edges travel in opposite directions. This is another
way of understanding the zeros seen in the longitudinal resistance. Electrons traveling to the right cannot
scatter into states traveling to the left, since they are physically separated. It is possible for them to scatter
into other right-moving states, but this does not introduce resistance since the total current to the right is
conserved.
Edge states can also help explain the quantization of the transverse resistance. In figure 2.4, a Hall bar
is shown with N edge states each of which carries a current of −(e2/h)V1. This expression comes about
because each edge state is a single Landauer channel. Since a single Landauer channel has a resistance of
h/e2[17, 18], its current must be I = −(e2/h)V1. Electrons injected into the sample from contact 1 traveling
to contact 2 can only use the black edge states on the top of the sample. Contacts 3 and 4 are voltage probes
and do not draw any current. This implies that the Fermi levels and voltages of contacts 1, 3, and 4 must
be equal, which is another way of seeing that the longitudinal resistance must be zero. Likewise, the Fermi
levels and voltages of contacts 2, 5, and 6 must be equal and can be set to zero. Since the upper edge states
in black are occupied while the lower edge states in gray are unoccupied, the transverse resistance Rxy must
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be (V5 − V3)/I = (0− V1)/I = (1/N)(e2/h), the exact value discussed earlier for the Fermi energy between
Landau levels.
Figure 2.4: A Hall bar in a magnetic field with N edge states. Electrons flow from contact 1 to 2 along the
top edge states marked in black. Contacts 3, 4, 5, and 6 are voltage probes. The gray edge states along the
bottom of the sample are unoccupied. Figure from [16].
However, as discussed previously, it is difficult to pin the Fermi energy between Landau levels and
the above argument cannot resolve this difficulty and explain the width of transverse resistance plateaus.
Disorder must now be included which causes some states to be localized. There are many types of disorder,
two of which will be discussed here. The first is a short-range, rapidly-varying potential which leads to
Anderson localization. This is shown in figure 2.5(a) in which there are now localized states existing between
each Landau level. In this case, whenever the Fermi energy lies within the localized states, resistance zeros
and plateaus are visible.
Figure 2.5: (a) Density of states for a sample with Anderson localization showing extended states at the
original Landau level positions and localized states between. (b) A slowly-varying potential landscape
showing essentially localized edge states around the hill and valley and one propagating state between.
Figure from [16].
For a slowly-varying disorder potential, edge states lie around hills or valleys as shown in figure 2.5(b)
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in addition to being around the physical edge of the sample. Most of these states are effectively localized,
but some percolate throughout the sample, connecting the probes and allowing current to flow. Transitions
between Hall plateaus occur when the states connecting the probes lie at the Fermi level.
As previously noted, the edge-state model does not include some important physics issues. It ignores
Coulomb interactions between the electrons (crucial for understanding the fractional quantum Hall effect),
does not deal with the fundamentally topological nature of the QHE, does not distinguish between com-
pressible and incompressible regions, and cannot explain how the Hall voltage is distributed. These issues
are dealt with to an extent in the book by Prange and Girvin [19]. Despite these drawbacks, this model is
a very useful way to think about the IQHE and will be used in the rest of this work.
2.2 Proximity effect
Since this thesis deals with contact between superconductors and semiconductors, I will now review some of
the theory behind such interfaces. When a superconductor is placed in contact with a normal material (in
this case, a semiconductor), proximity coupling can occur. One way to think about the proximity effect is
to imagine Cooper pairs diffusing across the interface into the normal metal but remaining coherent. The
pairs will not exist for long in the normal metal, but there will be some length over which coherency is
maintained. These Cooper pairs change the density of states and cause a small energy gap to open up in the
normal metal. Conversely, the normal metal will also affect the superconductor, causing a small reduction
in the order parameter near the interface.
In figure 2.6, a schematic of order parameter versus position is shown. This schematic was calculated
using the method of de Gennes [20]. Deep in the superconductor, the order parameter is saturated while
deep in the normal metal, it is zero. At the interface, the proximity effect takes over, reducing the order
parameter slightly on the superconducting side and increasing it on the normal side.
The details of this figure depend on many parameters, most notably junction transparency and the extend
of coupling to a normal reservoir. If the junction is not transparent, it will be difficult for the Cooper pairs
to stay coherent as they traverse the interface. The less transparent the junction is, the more likely it is
that incoming Cooper pairs will undergo normal reflection as opposed to coherent transmission. If there is
a large normal reservoir attached to the proximity-coupled region, it will provide normal electrons to the
region, suppressing the order parameter. Again, this model lacks complexity, but it captures the essential
features of proximity coupling.
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Figure 2.6: Schematic of the order parameter at a superconductor/normal metal junction with the proximity
effect included solved using de Gennes’ method [20].
2.3 Andreev reflection and multiple Andreev reflection
The proximity effect recounts the fact that vestiges of superconductivity exist in a normal metal near an
interface with a superconductor. The mechanism by which pairs are transmitted across such a junction is
Andreev reflection[21].
When the Fermi level of the normal metal lies above or below the superconducting gap, normal con-
duction can take place from the conduction band of the normal metal into the quasiparticle states in the
superconductor. However, when the Fermi level of the metal lies within the superconducting gap, there are
no available single-particle states in the superconductor for the electron to occupy and normal transmission
cannot occur. Normal reflection also cannot occur for a perfect junction since there is no interfacial barrier
to absorb the change in the momentum of the particle. The only available option is for the electron to
enter the superconductor as a Cooper pair, with the second electron (which has the appropriate spin and
momentum) taken from the Fermi sea of the normal metal. The other way to view this process is that the
electron enters as a Cooper pair and a hole is retroreflected which has the same momentum but opposite spin
and opposite sign of the energy (relative to the Fermi energy of the superconductor) to that of the original
electron. This will result in a conductance which is twice the normal conductance through the junction
since for each incident electron, two charges are transmitted. This process is called Andreev reflection. A
schematic drawing can be seen in figure 2.8(a).
In real junctions, however, there is typically a barrier at the interface, implying that incident normal
electrons either Andreev reflect, undergo normal reflection, transmit as an electron-like quasiparticle, or
transmit as a hole-like quasiparticle depending on their energy. The generalized theory for an SN junc-
tion with a delta-function interfacial barrier of adjustable height Z was solved by Blonder, Tinkham, and
Klapwijk[22]. They showed that the probability of any of those four processes happening depends on both
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the voltage across the junction as well as the strength of the interfacial barrier. Plots of the transmission
and reflection coefficients as a function of voltage for four barrier strengths are shown in figure 2.7. By
combining these four processes Blonder et.al. were able to calculate differential conductance versus voltage
curves for various barrier strengths, also shown in figure 2.7.
Several features are interesting in these curves. The first is that for cases when Z 6= 0, there will always be
a conductance peak at the gap voltage. This is an easy way to determine the gap voltage of a superconductor
experimentally. Another thing to notice is that when there is no barrier, the conductance below the gap is
twice the conductance above the gap. This is due to single AR, as described above. The final point of note
is for high Z samples, the conductance below the gap will be zero. In samples with a large barrier, normal
reflection will dominate over AR, leading to no conductance below the superconducting gap voltage.
Figure 2.7: The left-hand figure shows plots of transmission and reflection coefficients for barriers of strengths
Z=0, Z=0.3, Z=1.0, and Z=3.0. Process A is the probability of AR, B the probability of ordinary reflection,
C the probability of transmission without branch crossing (the wave vector of the transmitted particle is on
the same side of the Fermi surface as the incident particle) and D the probability of transmission with branch
crossing (the transmitted particle crossed the Fermi surface). The right-hand figure shows the differential
conductance versus voltage at zero temperature for barriers of strengths Z=0, Z=0.5, Z=1.5, and Z=5.0.
These were created by combining the probabilities of processes A, B, C, and D. Both images from [22].
It is important to remember that the BTK theory only accounts for one interface. The problem of two
superconducting contacts separated by a constriction was first dealt with by Klapwijk, Blonder, and Tinkham
[23], however this treatment did not include scattering from an interfacial barrier. A second paper in which
scattering from a delta-function barrier at the interface was included was written by Octavio, Tinkham,
Blonder, and Klapwijk [24]. Both papers invoke multiple Andreev reflection, a process which only occurs in
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systems with two superconducting contacts close enough that coherence is maintained between reflections
and causes features in the differential resistance at submultiples of twice the superconducting gap.
When the bias voltage across the electrodes is less than the gap, an electron emitted from the first
electrode is unable to enter the second electrode as a single particle and will AR. This will cause a hole to
be emitted which has the same value of the energy but the opposite sign (relative to the Fermi energy of
the superconductor) as the electron. This hole will cross the normal region back to the first electrode. If its
energy is still within the gap, it will again AR, emitting an electron back toward the second electrode. This
process will repeat n times, until the particle is able to enter the quasiparticle states above the gap energy
as an electron or below the gap energy as a hole. The number of times a particle must AR depends inversely
on the bias voltage. Illustrations are shown in figure 2.8.
Figure 2.8: Illustrations of Andreev reflection processes. An electron is Andreev reflected as a hole with the
same momentum and same energy value but opposite sign. (a) Single Andreev reflection. (b) n = 2 MAR.
(c) Transition from n = 2 to n = 3 MAR.
Octavio et.al.[24] calculated differential resistance curves for samples exhibiting MAR in the presence
of scattering from an interfacial barrier. They showed that systems with more scattering (a larger barrier
height, Z) have larger peaks in the differential resistance. This paper also noted that scattering is required
in order to see peaks at zero temperature. In figure 2.9, plots of calculated differential resistance versus
voltage can be seen for samples with two different Z values, where Z is the delta-function barrier height.
An even more complete treatment was done by Aminov et.al. [25]. They included proximity coupling and
a delta-function barrier at the interfaces and modeled their devices as an SNcNS junction. In this case, S
is the superconducting electrode, N is the proximity-coupled normal region, and c is a constriction between
the two electrodes which is not proximity coupled. They discovered that there are now two superconducting
gap energies: the full gap of the superconducting electrodes, ∆s and a reduced gap in the proximity-
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Figure 2.9: Differential resistance versus voltage as a function of temperature for systems with Z=0.55 and
Z=1. Notice the larger peaks in the sample with more scattering (higher Z). Image from [24].
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induced region, ∆p. This will modify the MAR spectrum, leading to four series of peaks at 2∆s/n, 2∆p/n,
(∆s + ∆p)/n, and (∆s −∆p)/n. The size of these peaks depends on the strength of the proximity effect as
well as the interface transparency. Simulations for various parameters are shown in figure 2.10.
Figure 2.10: Differential resistance versus voltage simulations for a SNcNS junction. Curves 2, 3, and 4
have decreasing interface transparency, while curve 1 is the simulation for a device with no normal region.
Arrows indicate the first peak in each series, with the leftmost belonging to 2∆p/n and the rightmost to
2∆s/n. Image from [25].
2.4 RCSJ model
The devices which will be discussed in this work consist of two superconducting electrodes separated by weak
links (either small superconducting constrictions discussed in chapter 7 or a semiconducting heterostructure
discussed in chapters 6 and 8). These types of devices are Josephson junctions (JJs) and their behavior at
a phenomenological level will be discussed in this section. We will begin with an overview of JJs and then
describe the resistively and capacitively shunted junction (RCSJ) model which will be applied to the devices
in this work.
JJs are formed when two superconductors are separated by a weak link, either a thin oxide layer, a
superconducting constriction, a normal metal, or a semiconductor. These devices show supercurrents which
are given by I = Ic sinφ where Ic is the critical current and φ is the phase difference between the super-
conducting electrodes. When the current through the junction is greater than the critical current, a voltage
develops which causes the phase difference to evolve in time in the following way:
dφ
dt
=
2e
h¯
V (2.11)
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where V is the voltage across the junction.
For a current-biased junction, the device behavior can be predicted using the RCSJ model. In this model,
the JJ is connected to the current source in parallel with a resistor and capacitor. The voltage is necessarily
the same across all circuit elements. The differential equation for the circuit and the source is then[26]:
I = Ic sinφ+GV + C
dV
dt
(2.12)
By using equation 2.11, the above equation can be rewritten in terms of φ:
I = Ic sinφ+
h¯
2eRn
dφ
dt
+
h¯C
2e
d2φ
dt2
(2.13)
where Rn is the normal state resistance of the junction (equivalent to the resistor in the circuit model) and
C is the capacitance of the junction (equivalent to the capacitor in the circuit model). The McCumber
parameter βc = (2eh¯)IcR
2
nC describes the hysteresis in the junction. The larger βc, the larger the hysteresis.
For βc ≤ 1, the junction is nonhysteretic.
2.5 2DEG junctions
There have been a few specific theories related to S/2DEG/S junctions. I will discuss some of them briefly
here. One of the first papers discussing tunneling of Cooper pairs into a 2DEG in the quantum Hall state
was by Fisher [2]. He considered what would happen if the pairs were required to tunnel into the 2DEG edge
states through a single point contact. For ν = 1, the tunneling current between the superconductor and edge
state is dramatically suppressed by a ‘Pauli blockade’. This Pauli blockade occurs when two fermions are
trying to tunnel into the same state at the same time, which is forbidden by the Pauli exclusion principle.
When a Cooper pair to tunnels into ν = 1, the first electron can enter freely, but the second electron must
spin flip (since the edge channel is spin-polarized) and can only enter after the first electron has traveled
a coherence length away. This leads to a current proportional to V 3 at low temperature. However, for
ν = 2, the situation is markedly different. It is now possible for each electron to tunnel into a different edge
channel, though one electron will still have to undergo a spin-flip process. It is important to note that this
will only happen when the two edge channels have different momenta. If they have the same momenta, the
Pauli blockade returns.
While Fisher only considered tunneling through a single contact, Ma and Zyuzin [3] considered a two-
terminal device with leads on the edges of the quantum Hall liquid. They note that since the two electrons
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of the Cooper pair are time-reversed, they must traverse the sample in opposite directions. Using Green’s
functions to calculate the propagation of the Cooper pair through the 2DEG, they arrive at an expression
for the critical current. This expression is complicated, but has three main conclusions. The first is that the
critical current should be an oscillatory function of the magnetic field. The second is that Ic = exp(−2piR/lT )
where lT is the coherence length in the 2DEG and R is the radius of the 2DEG(taken to be a circle). The
final conclusion is that the magnitude of the critical current should be independent of the position of the
contacts, as the electrons are carried along the edge.
Some simplifying assumptions can be made to their critical current expression to obtain the following
Ic =
e
T
{
Gχ2
4m∗
}2
(2.14)
where T is the temperature, chi = (
√
pilHR)
−1, G is the dimensionless conductance of the SN tunneling
contact in the absence of a magnetic field or superconductivity, and lH is the magnetic length. To get an
idea of the maximum critical current, we can take G = 1, T = 0.1K, R=1mm (the typical width of our Hall
bars), and m∗ = 0.067me. Plugging these values in gives a result much less than 1nA.
Another theory was developed by Stone and Lin [4]. Their model was very similar to Ma and Zyuzin
[3] but they solved the problem directly rather than using a perturbative approach. The calculated critical
current using this approach is Ic = 2evd/L where vd is the edge state drift velocity and L is the device
perimeter. For vd = 10
6m/s and l = 10mm, Ic = 0.03nA, an incredibly small critical current.
In this chapter, basic theories regarding the integer quantum Hall effect, the proximity effect, Andreev
reflection, multiple Andreev reflection, the RCSJ Josephson junction model, and theories regarding tunneling
from superconductors into quantum Hall edge states were discussed. In subsequent chapters, experimental
data will be presented which will be interpreted with the use of these ideas.
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Chapter 3
Experimental Background
Many groups have tried creating interfaces between superconducting contacts and 2DEGs. In all cases, the
contact transparency was very low, since they were unable to deposit the superconductor on top of the
semiconductor in situ . In addition, no one has ever tried contacting a single edge of the 2DEG. In all
previous experiments, at least the current contacts were made to the ends of the 2DEG mesa. Therefore,
all groups have been contacting both right-moving and left-moving edge states, leaving them unable to
investigate the effect of the edge state chirality.
Since so many groups have investigated these topics, it would be impossible to review them all in this
chapter. Instead, I will review one or two papers which showcase a particular topic. In most cases, this
involves semiconductor-based 2DEGs, but there has been recent work using graphene as the 2DEG which I
will touch on briefly. At the end, I will change topics to include a study on Fraunhofer patterns in asymmetric
Josephson junctions which will be relevant to the data shown in chapter 8, followed by a brief discussion of
devices known as superconducting flux flow transistors which will be used to understand the data in chapter
7.
3.1 Andreev reflection
As detailed in Chapter 2, Andreev reflection is a method by which normal electrons can enter a supercon-
ductor. The normal electron impinges on the superconducting interface and enters as a Cooper pair, while
a hole is retroreflected in such a way as to conserve momentum, spin, charge, and energy. This section
will present data showing that AR takes place in junctions between superconductors and semiconducting
2DEGs.
Moore and Williams [5] coupled a 2DEG to superconducting contacts and measured it in a large field.
They used a standard GaAs/AlGaAs 2DEG with a layer of tin followed by a layer of gold on top. Sintering
the sample causes the tin and gold to diffuse into the 2DEG, forming small filaments of Sn4Au. This alloy
is claimed by the authors to be a type II superconductor in which the Tc and HC,II vary depending on the
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exact nature of the filaments. Their device structure consisted of these superconducting contacts on the
ends of a Hall bar separated by 2µm. A schematic of the device can be seen in figure 3.1.
Figure 3.1: Schematic of the device measured by Moore and Williams. Image from [5].
The authors measured differential resistance as a function of voltage and field. As shown in figure 3.2, at
zero field, they observed a zero bias differential resistance maximum as a function of voltage. At small fields
(200mT) and intermediate fields (2T) there was a zero bias resistance minimum (though not a supercurrent)
which was attributed to conduction across the interface by Andreev reflection. At 6T when the contacts
were normal, they saw a constant resistance.
Figure 3.2: Normalized differential resistance versus bias voltage taken at (a) 0T, (b) 200mT, (c) 2T, and
(d) 6T as taken by Moore and Williams. Image from [5].
It should be noted that the data shown in figure 3.2 is differential resistance, not conductance. In their
original paper, Blonder, Tinkham, and Klapwijk [22] showed that the differential conductance will always
have a peak when the voltage is at the superconducting gap, regardless of the interface transparency. In
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figure 3.2, resistance peaks at the superconducting gap voltage are seen, not dips. This does not fit the
model of single Andreev reflection, but is consistent with multiple Andreev reflection, as shown by Octavio
et.al.[24]. MAR will be discussed further in the next section. The zero bias resistance minimum, however,
is consistent with coupling between the superconducting leads mediated by AR.
In order to isolate the effect of the superconducting contacts, the authors compared superconducting
contacts with normal Ni:Au:Ge contacts. In figure 3.3, normalized zero bias differential conductance (zero
bias conductance divided by high bias conductance) versus field is plotted. When the normalized zero bias
conductance is above one, the differential resistance versus voltage curve shows a zero bias minimum, as in
plots b and c of figure 3.2. For values less than one, a zero bias differential resistance maximum is seen, as in
plot a of figure 3.2. For extremely low fields, a zero bias conductance minimum was seen and attributed to
weak localization. Between 60mT and 0.85T, the zero bias conductance for the sample with superconducting
contacts increased linearly with field, while for higher fields, it decreased again. The sample with normal
contacts did not show any large changes.
Figure 3.3: Normalized zero-bias conductance as a function of applied magnetic field for two samples, one
of which had superconducting contacts while the other had normal contacts. The inset shows the low-field
behavior for the sample with superconducting contacts. Image from [5].
The increase in zero bias conductance was attributed to an increase in Andreev reflection (AR) proba-
bility. As the field is raised, conduction can begin to take place via edge states instead of bulk transport.
The properties of the particle entering and leaving the contacts will be constrained by the edge states. This
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means the matching conditions required for AR (the retroreflected hole must conserve energy, momentum,
and spin) are more likely to occur and therefore the AR probability will increase. Above 0.85T, where the
AR probability begins to decrease, spin-splitting in the 2DEG can be seen. This means that every AR
process would be accompanied by a spin-flip, which would necessarily reduce the AR probability. Since the
turnover in the normalized conductance is coincident with the 2DEG spin-splitting, I find this argument
very convincing.
Andreev reflection between superconductors and semiconductors was also observed by Takayanagi and
Akazaki[6]. They coupled NbN electrodes to an InAs 2DEG inserted into an InAlAs/InGaAs heterostructure
lattice matched to InP. The carrier density for this well was 2.4 × 1012cm−2 and the mobility was 31, 000
cm2/Vs. Th large carrier density will result in multiple occupied electron subbands in the 2DEG and push
the quantum Hall plateaus to higher fields. The mobility is on the low side and gives a mean free path of
l = 0.8µm. The device setup was the same as in Moore and Williams’ experiment, with the superconducting
electrodes coupled to the ends of the 2DEG. The contact separation was 0.4µm and the contact widths were
1, 2, and 5µm.
Figure 3.4: Differential resistance versus voltage for an InAs well inserted in InGaAs/InAlAs for fields of (a)
0T, (b) 6.14T, (c) 6.44T, and (d) 6.54T. Image from [6].
In order to observe the effects of the superconducting contacts, differential resistance versus voltage curves
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were measured at different fields and are shown in figure 3.4. For 0T, a resistance dip was seen at 3mV
corresponding to the superconducting gap in NbN followed by a large zero bias resistance maximum. The dip
is due to Andreev reflection and the peak due to the poor contact across the superconductor/semiconductor
interface. The curve at 6.14T was taken in the center of a quantum Hall plateau while 6.44T corresponds
to the threshold regime as the sample is just leaving the plateau and 6.54T is completely between plateaus.
The zero bias resistance minimum for the 6.14T data is due to AR through the edge states. Since there
is no backscattering when the sample is in a quantum Hall state, the probability of AR increases and a zero
bias resistance minimum is seen. However, for fields away from the plateau, a zero bias resistance maximum
is seen, since backscattering is now allowed. This results are consistent with what Moore and Williams
observed, since Takayanagi and Akazaki do not observe spin-splitting up to 8T in their samples.
Both of these papers show that Andreev reflection can exist in superconductor/semiconductor junctions.
They also prove that AR processes can be mediated by quantum Hall edge states, which is crucial as we are
interested in observing a proximity effect between superconductors and 2DEGs.
3.2 Multiple Andreev reflection
Another phenomenon that has been observed in experiments involving superconducting electrodes and semi-
conducting 2DEGs is multiple Andreev reflection. One of the earliest reports of MAR in 2DEGs was by
Nitta et.al. in 1992 [7]. They also used an InAs well inserted into an InGaAs/InAlAs heterostructure lattice-
matched to InP. Niobium contacts were made to the sidewalls of the well. The distance between contacts
was 0.6µm and the contact width was 80µm. The 2DEG carrier density was 3× 1012cm−2 and the mobility
was 41,000 cm2/Vs. This high density will again lead to multiple subband populations and the mobility
results in a mean free path of 1µm.
A supercurrent was observed in this device as well as differential resistance dips at 2∆, 2∆/2, and 2∆/3
which were attributed to MAR. A reproduction of the differential resistance plot along with a fitting using
the OKBT [24] theory is shown in figure 3.5. This work showed that it is possible to get good coupling
from superconductors to semiconductors as well as providing qualitative confirmation of the OKBT theory.
Unfortunately, since the contacts were made to the sides of the device structure, it is impossible to tell if
their results are due to transport through the InAs well or through the InGaAs/InAlAs heterostructure.
The same group published another paper on a similar device measured in a magnetic field [8]. The
junction length was 0.8µm and the width was 35µm. The 2DEG carrier density was 2× 1012 cm−2 and the
mobility 87,000 cm2/Vs giving a mean free path of 2.2µm. At zero field, they observed a supercurrent as
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Figure 3.5: Differential resistance versus voltage for an InAs well inserted in InGaAs/InAlAs. Dips corre-
spond to MAR at 2∆, 2∆/2 and 2∆/3. The dashed line is a fit to the data using the OKBT theory. Image
from [7].
well as dips in the differential resistance corresponding to fractions of 2∆. They interpreted this as due to
MAR. However, upon application of a very small perpendicular field, the supercurrent disappeared, though
some of the dips remained. This data can be seen in figure 3.6.
The authors attribute the increase in resistance to a decrease in pair potential in the semiconductor. At
zero field, the proximity effect allows pair correlations to exist in the InAs. As the magnetic field is applied,
pairs are broken, resulting in a reduction of the penetration of the pair potential into the InAs. This, in turn,
increases the effective barrier between the superconducting electrodes and the InAs well, giving rise to an
increase in low-bias resistance. Differential resistance curves were calculated using the method of Flensberg
et.al.[27] for varying pair potentials and are shown in figure 3.6. As the pair potential penetration length
decreases, the resistance increases, supporting the theory that the increase in resistance at low biases is due
to the reduction of the pair potential in the InAs.
In this device, as in their previous work, the niobium electrodes were coupled both to the InAs layer
as well as to the InGaAs/InAlAs heterostructure, making it impossible to determine if these effects are
caused solely by transport through the InAs 2DEG. This device data is difficult to compare to previous
measurements in magnetic field by Moore and Williams or Takayanagi and Akazaki. In this case, a very
small field (a few millitesla as opposed to a few tesla) was used to see the effects and the effects were
attributed to a decrease in proximity coupling between the superconductor and semiconductor rather than
transport through quantum Hall edge states.
Measurements of MAR peaks in higher fields have also been taken. One of the first measurements was
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Figure 3.6: The left-hand image shows normalized differential resistance versus voltage for an InAs well
inserted in InGaAs/InAlAs at various small magnetic fields. Notice the disappearance of the supercurrent.
The right-hand image plots calculated differential resistance versus voltage curves for different values of the
pair potential penetration length into the InAs. For smaller lengths, the resistance increases. Images from
[8].
made by Marsh et.al. [9]. They used a standard GaAs/AlGaAs heterostructure with alloyed tin/chrome/gold
contacts. The junction length was 3µm. At zero field, they observed peaks attributable to MAR. However,
there was one peak at low bias just before the central resistance dip that was not explainable this way. The
authors attributed this peak to Andreev reflection from a superconductor with a smaller gap than their
alloyed contacts, such as a gap induced in the semiconductor by the proximity effect. The zero field data is
shown in the left-hand plot of figure 3.7.
A magnetic field was also applied perpendicular to the device. These data can be seen in the right-
hand panel of figure 3.7. As the field is increased, the small peaks at low bias disappear at around 30mT.
The subgap peaks move to lower voltages with field, while the large peak at 2∆ stays at the same voltage
until 200mT, at which time it begins to move to lower voltages. All structures become less pronounced as
the field is raised. Very small structures are visible up to 2.5T, at which point the contacts are no longer
superconducting. The authors gave no explanation for this field dependence.
Chrestin [10] et.al. also saw MAR in Nb/InAs/Nb junctions. They looked at two junctions, the first of
which had a width of 43µm and a length of 20nm. Though these were coplanar junctions, the Nb electrodes
overlapped spatially, as shown in figure 3.8. In the first junction, the authors saw strong differential resistance
peaks corresponding to MAR up to n = 5 (for peaks occurring at 2∆/n) shown in figure 3.8. The gap which
must be assumed to account for these peaks is smaller than the Nb gap and was claimed to be the proximity-
induced gap in the InAs. This seems a bit strange, as the gap they observe (about 1mV) is consistent with
the gap in niobium. They attribute the large peaks near 0.35mV to a self-resonance of the AC Josephson
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Figure 3.7: Zero field differential resistance versus voltage for the device shown in the inset. All peaks are
explained by MAR save for the lowest bias peak just before the central dip. This peak was attributed by
the authors to Andreev reflection from a smaller, proximity-induced gap. Image from [9].
effect coming from the overlapping nature of the junction geometry. The hysteresis seen in the IV curve in
the inset is due to the capacitance of the junction which raises the McCumber parameter above 1. The inset
in figure 3.8 shows the approximately 1mA supercurrent through this device.
Figure 3.8: The left-hand image shows the device structure, a coplanar geometry in which the electrodes
still overlap. The right-hand graph shows differential resistance versus voltage for a junction of length 20nm.
MAR peaks at n = 1, 2, 3, 4, and 5 are visible with peak splitting occurring for n = 2, 4, and 5. The inset
shows an IV curve with hysteresis due to the junction geometry. Image from [10].
It is clear that some of the peaks are split, most notably the n = 2 peak, though also for n = 4 and n = 5.
Two possible explanations for the peak splitting were given: differing gaps in the two niobium electrodes
(since they were deposited independently) or a modification of the energy dependence of the density of states
in the proximity-coupled normal layers. The first theory was dismissed, since simulations with two different
gaps did not lead to this type of splitting. However, no theoretical basis for the second conjecture was
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presented.
The authors plotted peak position versus temperature, shown in figure 3.9. The black circles denote the
split peak position. The black line is a theoretical prediction for the position of the peaks based on the
temperature dependence of the superconducting gap. The curve for n = 1 was calculated while the other
curves are harmonics of it. The theory appears to fit the data reasonably well. The authors measured a
second junction which also had a width of 43µm but had a length of 40nm. That data is shown in figure
3.9. The device also exhibited MAR and peak splitting. The authors state that the peak splitting as well as
the existence of the n = 1 peak were suppressed in a magnetic field of 20G perpendicular to the sample.
Figure 3.9: The left-hand graph plots the peak position versus temperature for the peaks shown in figure
3.8. The black circles indicate the position of the split peaks. The black line is a theoretical prediction for
the position of the peaks based on the temperature dependence of the superconducting gap. The right-hand
graph shows differential resistance versus voltage for a 40nm junction. MAR peaks are again visible and
many of the peaks show splitting. Image from [10].
Junctions between superconductors and semiconductors show a wide range of behavior, including Andreev
reflection, multiple Andreev reflection, and supercurrents. The existence of these features shows that strong
coupling in these devices is possible, which is crucial for the investigation of superconductor/2DEG junctions
in the quantum Hall regime.
3.3 MAR in graphene
Multiple Andreev reflections have also been observed in SNS junctions where the normal metal is few-layer
graphene (see, for example, [28][29][30]). I will only discuss the paper by Shailos et.al.[29], as they applied
a large perpendicular magnetic field, which is most relevant to this work. They used mechanically-cleaved
few layer graphene with two tungsten contacts applied to the sheet as shown in figure 3.10. The distance
between the electrodes at the closest point was 2.5µm, an extremely large contact separation.
At zero field, they observed MAR peaks in the differential resistance which they could explain using two
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Figure 3.10: The left-hand picture shows the junction geometry. The right hand graph shows differential
resistance versus voltage at various fields. Traces were taken every 0.5T. MAR peaks corresponding to two
gaps (the tungsten gap, ∆, and a proximity-induced gap, ∆′) are labeled. The left inset is a color map of
the data, while the right shows the peak position as a function of temperature. Image from [29].
gaps: the full gap of the tungsten electrodes and a smaller gap in the proximity-coupled graphene region.
Two peaks from the tungsten gap and three from the induced gap were visible. A magnetic field was applied
perpendicular to the sheet and sweeps were taken up to 5T. The data can be seen in figure 3.10. In the inset,
the peak position as a function of field can be seen. The 2∆ peak shows a strong field dependence and the
2∆′/3 peak disappears almost immediately, but the other peaks show a more linear dependence. The zero
bias resistance is a minimum at zero field, a local maximum at 3T, and back to a local minimum at 5T. The
authors suggest that the field dependence of the peak position could be explained by the defocussing of the
Andreev pairs. This occurs when the cyclotron radius corresponds to the distance between the electrodes.
In chapter 8, data will be presented which shows MAR peaks moving to lower voltages as the applied
magnetic field is increased. This data will be compared with the results from Shailos et.al.[29] presented
in this section. My data will be shown to be consistent with their results but I will provide a different
explanation for the dependence of MAR voltage on field.
3.4 Other resonant peak structures
In addition to MAR peaks, other peak structures have been observed in S/2DEG/S junctions. Sharp spikes
in differential resistance were seen by Bastian et.al.[11] and explained by quasiparticle interference effects.
They used an InAs/AlSb 2DEG with mobility of 20,000 cm2/Vs and 4.7 × 1012 cm−2 carriers coupled to
sputtered Nb electrodes. Four different electrode spacings of 100, 200, 300, and 400nm were used and the
junction width was 20µm. They measured differential resistance as a function of both field and temperature.
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At high temperatures (above 2.5K), they observed standard MAR structures and calculated an interface
barrier Z of 0.5 and a superconducting gap of 1meV, both indicative of good coupling. At temperatures
below 2.5K, they began to observe additional structures in the differential resistance curves which can be
seen in figure 3.11.
Figure 3.11: Top graph shows differential resistance of the sample with an electrode spacing of 100nm;
bottom graph shows the same for a spacing of 400nm. The broad features are from MAR; the sharp peaks
appear only at low temperatures. Image from [11].
The broad structures are attributable to MAR, but the sharp spikes are not. The number of spikes
increases with electrode spacing and the spikes appear to be roughly equidistant with respect to voltage, as
opposed to the MAR features. As the temperature is increased, the spikes become smaller and shift to lower
voltages. They also shift toward V = 0 as the field is increased, disappearing entirely when a flux quantum
passes through the device. The spikes reappear as the field is increased, but can no longer be seen after
about 10 flux quanta.
The authors explain these spikes and their behavior using quasiparticle interference effects and Andreev
bound states (ABS). It is possible for quasiparticles in samples with intermediate barrier strengths to undergo
both Andreev reflection and normal reflection. The normal reflection can occur as part of an MAR series,
which then returns the particle to the energy and position from which it came. This can lead to a standing
wave resonance and constructive interference. The conductivity via MAR will be reduced and cause spikes
in the differential resistance. A sketch illustrating this idea is shown in figure 3.12.
3.5 Asymmetric Fraunhofer patterns
Having discussed the common causes of features in differential resistance curves and looked at their field
dependence, we will now turn to the field dependence of the critical current. Fraunhofer patterns are seen
when a Josephson junction is placed in a perpendicular magnetic field. For a uniform junction, the size of the
30
Figure 3.12: Sketch showing how an electron can undergo either Andreev reflections, shown by the solid line,
or normal reflections, shown by the dashed line. A standing wave can from due to interference between the
AR and normal reflection processes. Image from [11].
critical current varies with the applied flux in the following way: Ic(Φ) = Ic(0)
∣∣∣ sin(piΦ/Φ0)piΦ/Φ0 ∣∣∣. This modulation
is caused by the phase difference induced by the flux threading the junction. When one flux quantum
passes through the junction, the junction experiences a phase difference of pi between the superconducting
electrodes, causing the supercurrent to drop to zero. A simulation of a perfect Fraunhofer pattern is shown
in figure 3.13 as well as a sketch of the effect of magnetic field on tunneling currents in a uniform junction.
Figure 3.13: The left had figure shows a simulation of a perfect Fraunhofer pattern while the right shows
sketches of the current flow for various threading fluxes. Images from [26].
The results for non-uniform junctions are quite different. Owen and Scalapino [31] calculated the current
distribution for large sandwich-type Josephson junctions. These junctions had a length in the direction
perpendicular to the magnetic field, L, greater than the Josephson penetration depth, λJ . Owen and
Scalapino demonstrated that as the junction length increases, the current becomes confined to the edges of
the junction as shown in figure 3.14. Since the current is confined to the edges, a self-field is created in the
junction due to Ampere’s Law which can vary in magnitude and direction across the junction. Simulations
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of the current and self-field distributions are shown in figure 3.14.
Figure 3.14: The left had figure shows the tunneling current density at zero field for junctions of lengths
(a) L=2λJ , (b) L=5λJ , (c) L=15λJm and (d) L =∞. The center and right-hand figures show the current
density (solid line) and self-field (broken line) for increasing external magnetic field. Images from [31].
Goldman and Kreisman [32] experimentally tested the predictions of Owen and Scalapino. They created
sandwich-type Josephson junctions of Sn-SnO-Sn in both symmetric and asymmetric geometries. The sym-
metric junction had parallel upper and lower superconductors while the asymmetric junction had the upper
lead rotated ninety degrees with respect to the lower lead. Schematic drawings of the junction geometries
can be seen in figure 3.15. 2I1 is the applied current and I2 is the screening current induced by the external
magnetic field.
For the symmetric case, the total field threading the junction is just the externally applied field, Be. The
fields induced by I1 in the top and bottom electrodes will cancel each other, since I1 runs in the positive
z-direction in both cases. The screening current I2 can then be calculated as µ0I2 = Be. However, the total
field threading the junction in the asymmetric case is the sum of the external field and the field induced by
I1 in the top electrode. Due to the nature of the junction geometry, the bottom electrode does not have any
current flowing in the z direction to compensate. This means that the induced current, I2, in the asymmetric
case will depend on both the external field as well as the applied current.
The problem is straightforward to solve. Ampere’s law gives µ0I2 = Be + µ0I1. The critical current of
the junction is reached when the total current through the junction equals 2λJJ1 (from [31]). Therefore
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Figure 3.15: The upper half of the figure shows the symmetric junction geometry as well as the current paths
while the bottom half shows the same images for the asymmetric junction. 2I1 is the externally applied
current while I2 is the screening current induced by the external magnetic field. Images from [32].
Figure 3.16: Critical current versus field for asymmetric junctions. Image from [32].
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the limiting conditions for current through the edges are I1 + I2 ≤ 2λJJ1 and I1 − I2 ≤ 2λJJ1 where J1 is
the maximum Josephson current density. Substituting the previously determined I2 into the first of these
equations allows us to determine the total current through the junction to be I = 2I1 ≤ 2λJJ1 − (1/µ0)Be.
This shows the linear decrease in the critical current to zero with increasing negative Be. Substitution
into the other equation gives −(1/µ0)Be ≤ 2λJJ1. The equality shows the most negative Be for which
this solution applies. The authors measured an asymmetric junction and found a very skewed Fraunhofer
pattern, shown in figure 3.16. The data agree qualitatively with the equations determined above.
Similar work was done by Basavaiah and Broom [33]. Instead of creating asymmetric junctions by
changing the geometry, they added a ground plane below the device. This resulted in an image current in
the ground plane which effectively canceled the induced field from the current through the bottom electrode,
resulting in a asymmetric junction. For samples with a ground plane, the critical current density will vary
depending on junction length and can be simulated.
Figure 3.17: Critical current versus external field for junctions of three different lengths. Both experimental
data (solid line) and theoretical calculation (dashed line) are shown. Image from [33].
Junctions of varying lengths were fabricated and their critical current versus field characteristics were
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measured and compared against theory. The results can be seen in figure 3.17. There was excellent agree-
ment, indicating that asymmetric current distributions in Josephson junctions result in skewed Fraunhofer
patterns. The data also show that the minimum critical current is nonzero, unlike Fraunhofer patterns in
junctions with a uniform current distribution. This is a common feature of nonuniform junctions and will
appear in the data I will show later.
3.6 Superconducting flux flow transistor
The chapter will be concluded with a discussion of the superconducting flux flow transistor. This type of
device will be relevant to the data presented in chapter 7. Devices have been created which consist of two
type II superconducting electrodes connected by an array of type II superconducting weak links. Current is
run through the device in the +y direction and a perpendicular magnetic field applied in the +z direction.
The field leads to vortices threading the weak links as well as magnetic flux in the empty ‘windows’ between
the links.
Figure 3.18: Diagram of the SFFT. The rectangles are holes down to the substrate. The control line which
provides the magnetic field is visible at the bottom of the figure. Image from [14].
The current flowing through the links leads to a Lorentz force on the vortices which is Fx,i = ±Φ0jy
where Fx,k is the force in the x direction on the kth vortex, Φ0 is the magnetic flux quantum, and jy is the
current density in the y direction. The positive sign is taken for a magnetic field in the positive z direction
and the negative sign for a field in the negative z direction[14]. The other vortices in the system also supply
forces to the kth vortex. These can be modeled as an effective current with a size jy,i = −2Ay,i/λ where
Ay,i is the magnetic vector potential in the y direction and λ is the effective penetration depth. The total
force on the kth vortex is
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Fx,k ≈ ±Φ0
∑
m 6=k
jy,m − 2
λ
(Ay,0 +Hzx1)
 (3.1)
where x1 is the unnormalized position coordinate, jy,m are the vortex circulating currents, and Hz is the
external magnetic field.
There are also barriers which affect flux motion. These include the opposing force from other vortices
in the system, the attractive potential from the Meissner screening current, and the repulsive force of the
image of the flux element. As the current is increased, eventually the Lorentz force described in equation
3.1 overcomes the barriers and the vortices begin to transit the links and windows. Vortex motion through
a superconductor leads to resistance and causes the device to develop a voltage. This continues until the
applied current is above the device critical current at which point normal transport can take place.
The first device of this type was fabricated by Martens et.al.[14]. The device consisted of links 5µm
wide, 10 µm long, and 100nm thick. The distance between links was 15µm. The superconductor was
either TlCaBaCuO or YBaCuO which are both high temperature superconductors. A control wire was also
fabricated which provided the external magnetic field when a current was passed through it. The device
schematic can be seen in figure 3.18.
Figure 3.19: IV curves for the SFFT. For the left-hand plot, in image (a), the entire curve with the flux flow
branch and normal-state switchover is shown for a 5mA control field. In image (b), the flux flow branch is
shown for various control currents. The right-hand plot shows IV curves for various control fields for the
TlCaBaCuO (plot (a)) and YBaCuO (plot (b)). Image from [14].
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IV curves were measured as a function of applied magnetic field with the device at 77K. The data is
reproduced in figure 3.19. The device is hysteretic and both the flux flow branch as well as the normal-state
switchover can be seen. As the field increases, the critical current decreases. The transition to the normal
state is much broader than would be found in a traditional RCSJ-like JJ.
In this chapter, experimental results from SNS junctions were discussed, with a focus on semiconductors
as the normal material. Differential resistance versus voltage curves were shown and their features attributed
to Andreev reflection, multiple Andreev reflection, or Andreev bound states. The dependence of the critical
current on field was also discussed, with emphasis on asymmetric junctions, as those results will be directly
applicable to the data shown in chapter 6. Finally, superconducting flux flow transistors were introduced
and their IV curves studied. Device in chapter 7 will be modeled as SFFTs for specific quantum Hall filling
factors.
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Chapter 4
Band Structure Engineering
It is well known that very transparent contacts are needed to observe coherent coupling between supercon-
ducting electrodes. If there are large barriers at the contact interfaces, the Cooper pairs will be scattered and
lose coherence when they attempt to cross. For this reason, it is extremely important to minimize barriers
between the superconductor on top of the semiconducting heterostructure and the 2DEG buried beneath.
There are four main issues to consider: dirt at the superconductor/semiconductor interface, Fermi velocity
mismatch, Schottky barriers, and the tunnel barrier into the 2DEG. The first problem can be solved by con-
necting a metal deposition chamber to the semiconductor chamber so the superconductor can be deposited
without removing the semiconductor from vacuum. The other three issues require careful consideration of
the available materials as well as the resulting band structure.
It is instructive to list the materials we have at hand and their properties. In our chamber, we are able
to grow GaAs, AlAs, InAs, GaSb, AlSb, InSb, and combinations thereof. The table below lists properties of
the various materials, including band gap, gap type (direct or indirect), conduction band offset relative to
GaAs, lattice constant, effective mass, and Schottky barrier height.
Material Band gap (eV) Gap type ∆Ec (eV) Lattice con-
stant (A˚)
m∗ Schottky
height (eV)
GaAs 1.42 D 0 5.65 0.067 0.9
AlAs 2.15 I 0.45 5.66 0.15 1.05
InAs 0.35 D -0.88 6.06 0.026 -0.5
GaSb 0.75 D 0 6.10 0.04 0.6
AlSb 1.62 I 0.44 6.14 0.12 0.9
InSb 0.18 D -0.6 6.48 0.014 0.2
Table 4.1: The D and I denoting the gap type stand for ‘direct’ and ‘indirect’ respectively. All Schottky
barrier heights are given with respect to gold. Note: AlxGa1−xAs crosses over from a direct to an indirect
gap at about x = 0.45. All properties of ternary compounds can be determined to first order by interpolating
between the properties of the binary parent compounds. This table was constructed using values from [16].
There are a few materials issues that must be addressed. It is difficult and sometimes impossible to layer
two materials of widely different lattice constants. Materials with aluminum as a constituent element are
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highly reactive and should not be exposed to air. A high mobility 2DEG with a small number of carriers
is necessary, which cannot be achieved with all sets of materials. Finally, some materials are easier to grow
and process than others. In the end, the problems along with the available materials and their constraints
will lead to a particular structure which, though complicated, satisfies all requirements.
4.1 Interface contamination
Various groups have attempted to couple superconductors to 2DEGs in the past and all have suffered from
chemical contamination at the interface. This can take the form of oxides and adsorbates which accumulate
when the sample is removed from the semiconducting MBE system and placed into a contact deposition
system. Various schemes have been tried to reduce contamination, including depositing an arsenic cap in
the semiconductor chamber and evaporating it in the metals chamber [34, 35], ion milling [36] or plasma
cleaning the semiconducting surface [37–41], and treating the surface with various acids [42, 43]. All of these
methods introduced some damage to the semiconductor and many did not clean the surface completely,
resulting in an imperfect contact.
In our work, the problem is avoided completely by connecting the contact deposition chamber to the
semiconductor growth chamber by a UHV transfer tube. The superconducting electrodes cannot be deposited
in the semiconductor growth chamber due to the large arsenic background pressure in the chamber. Instead,
immediately upon completing the growth, the sample is moved into the transfer tube and finally into the
metals chamber. The transfer tube has a base pressure of about 1 × 10−9 Torr and the transfer is done
in under 1000s, so the sample has less than one Langmuir of gas exposure, resulting in an extremely clean
interface.
4.2 Fermi velocity mismatch
The second major barrier the Cooper pairs could encounter is the Fermi velocity mismatch. This issue
can be thought of like an index of refraction mismatch between two transparent dielectrics. If the Fermi
velocities are radically different, the particles in the superconductor will reflect at the interface, leading to
poor transmission. When this is the only source of reflectance, the effective barrier is [44] Z2 = (1−r)
2
4r where
r = v1/v2, v1 is the Fermi velocity in the superconductor and v2 in the semiconductor. The transmission
coefficient for a barrier of height Z is [22] T = 1/(1 + Z2), giving T = 4r(1+r)2 .
To establish the magnitude of this effect, we adopt a free electron model for the semiconductor. Since
vF = h¯kF /m
∗ and kF = 3n1/3 for a three-dimensional material, we can see that vF = 3h¯n1/3/m∗. The carrier
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density for heavily-doped GaAs is 6×1024 m−3 and its effective mass is 0.067me. Plugging in these values for
GaAs, its Fermi velocity is close to that of niobium: v(GaAs)= 1.0×108 cm2/s and v(Nb)= 1.37×108cm2/s
[45]. This results in a transmission coefficient of 0.975.
4.3 Schottky barrier
The final issue which arises at the superconductor/semiconductor interface is the Schottky barrier. A
Schottky barrier is formed at the junction between most metals and semiconductors and is caused by surface
Fermi level pinning. When GaAs growth is terminated, there are dangling bonds left at the surface. These
dangling bonds lead to surface states which pin the Fermi energy at a value Vb below the semiconductor
conduction band. The lowered Fermi energy causes electrons to move to the surface and fill the surface
states, leaving behind a region of insulating material filled with ionized impurities called the depletion region.
Schottky barrier heights are notoriously difficult to calculate, but extremely easy to measure directly. The
barrier height for GaAs is 0.7eV to most metals [16]. Given the height of the Schottky barrier and the
density of carriers, we can determine the depth of the depletion region using Poisson’s equation,
∂2V
∂x2
=
ρ
0r
(4.1)
where ρ is the electron density, 0 is the permittivity of free space, and r is the relative permittivity of the
material (13 for GaAs). Assuming a constant density, we can integrate both sides to get
Vb =
ned2
20r
(4.2)
where n is the doping density, e is the electron charge, d is the depletion depth, and Vb is the Schottky
barrier height in eV. The amphoteric limit for doping GaAs n-type with silicon is 6× 1018cm−3 (above this
density, the silicon atom is equally likely to substitute on the gallium or arsenic site, thus giving an electron
or hole with equal probability). Plugging this value in for the carrier density along with the value for the
Schottky barrier given above gives a depletion depth of 90A˚.
However, the depletion depth alone does not determine the contact transparency. To calculate this, the
shape of the barrier must be known and can be determined by solving the Poisson equation self-consistently.
A program for doing this numerically was developed by Snider[46] and was used to produce all simulations
used in this thesis. A simulation of the band structure for GaAs doped at 6× 1018cm−3 is shown in figure
4.3. The Schottky barrier is parabolic in shape and using the WKB approximation, we get a general form
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for transmission through a parabolic Schottky barrier[16]
T = exp
[
−
(
2m∗Vb
h¯2
)1/2
d
]
(4.3)
where m∗ is the effective mass, Vb is the surface barrier height, and d is the barrier width. Using the values
cited above, we can calculate the transmission coefficient to be |T |2 = 2× 10−9. This is extremely small and
effectively suppresses Cooper pair tunneling.
Figure 4.1: Simulation of GaAs doped at 6× 1018 cm−3. Schottky barrier height is 0.7eV and width is 90A˚.
The conduction band energy is plotted on the left-hand axis; the carrier density on the right.
The transmission coefficient can be increased by reducing the Schottky barrier height or width. The
width can be reduced to 90A˚ by bulk doping and further reduced by delta-doping. Delta-doping involves
depositing a layer of silicon atoms while the GaAs growth is stopped. Since the arsenic beam remains on
constantly during the growth, the silicon atoms preferentially dope on the gallium site, resulting in a larger
electron concentration. However, there is a limit to the amount of delta-doping that can be done before
crystallinity is lost. It was experimentally determined that this limit is around 2.5 × 1013cm−2. Electron
doping can therefore only reduce the barrier width, not eliminate it completely.
The other way to increase the transmission coefficient is to reduce the Schottky barrier height. This
height is material-dependent, as can be seen in table 4.1, so to change the height, the heterostructure must
be capped with a different material. InAs is the only semiconductor with no barrier, so it would be the ideal
choice for a cap. However, InAs is 7% larger than GaAs and cannot be grown epitaxially on top. Instead,
indium can be graded slowly into the GaAs until it reaches 30%, reducing the Schottky barrier to about
0.4eV while maintaining crystallinity. The other choice is to use an InAs cap on top of a strain-reliving
GaSb layer [47].
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4.4 Cap structures
For the initial films made for this project, grading in the indium was the approach used. It was discovered
through many attempts by Vissers [13] that the fastest rate at which to introduce the indium was 5% per
30A˚. This could be continued until the indium content reached 30%. After that, the film quality would
rapidly degrade. As discussed previously, adding indium reduces the Schottky barrier height but does not
affect the width. In order to make the barrier narrower, it is necessary to add an electron dopant. The
InGaAs cap can be bulk doped with silicon at 6 × 1018 cm−3 as well as delta-doped between each 30A˚
slab. In order to maintain a balance between interface transparency (which would require as much silicon
as possible) and crystal quality (which requires as little silicon as possible), each delta-doping layer had a
carrier density of 5 × 1012 cm−2. A final delta-doping layer containing the requisite number of electrons
to cancel the barrier was placed near the surface. It was determined through experimentation [13] that
the optimal placement of this layer was 11A˚ below the surface (corresponding to 4 monolayers) containing
2.5× 1013 cm−2 electrons. This cap had a measured transmission coefficient T 2 = 0.04[13]. A simulation of
this cap structure is shown in figure 4.2.
Figure 4.2: Simulation of the heavily-doped InGaAs cap discussed in this paper. The indium concentration
is increased in 5% increments until 30% is reached. This is done over 180A˚. The InGaAs is bulk-doped at
6× 1018 cm−3 and delta-doped between each layer and also 11A˚ before the surface. The Schottky barrier is
0.5eV tall and 11A˚ wide. T 2 = 0.04.
The other cap structure used in this work was a pure InAs cap. InAs is difficult to grow on GaAs due
to the 7% lattice mismatch. InAs is, however, lattice matched to both GaSb and AlSb. By choosing the
correct growth parameters [47] it is possible to grow both GaSb and AlSb on GaAs and confine the disorder
to a single plane. Using this knowledge, a thin layer of GaSb was grown on top of the original quantum
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well structure with a thicker layer of InAs for the cap. The growth process will be discussed in detail in the
next chapter. The InAs cap was 200-400A˚ thick and doped at 7 × 1017 cm−3. The measured transmission
coefficient for an InAs cap is T 2 = 0.73[13], almost a factor of 20 higher than the best InGaAs cap. A
simulation of this cap structure can be seen in figure 4.3.
Figure 4.3: Simulation of the InAs cap discussed previously. The GaSb layer used to change the lattice
constant can also be seen.
4.5 2DEG Engineering
After discussing how to reduce barriers at the interface between the superconductor and semiconductor,
we now turn to the details of the 2DEG itself. I will first explain how a 2DEG is formed and how its
relevant parameters, mobility and carrier concentration, are determined. I will show that increasing the
2DEG mobility results in a decrease in its transmissivity and detail the tradeoffs required for these devices.
Finally, simulations of the 2DEG band structures used in this thesis will be shown.
In general, a 2DEG consists of at least six parts: bottom buffer layers, the well itself, an undoped setback
(or spacer), a charge donating layer, a top buffer layer, and a cap. For this project, GaAs/AlGaAs wells were
used, where GaAs is the well material and AlGaAs is the setback material. The difference in conduction
band energies between these two materials depends on the aluminum percentage, x, as ∆Ec = 0.773x eV
for x < 0.45 [16]. Above x = 0.45, the AlGaAs no longer has a direct band gap. In this work (as in
most 2DEGs), aluminum contents less than 35% were used as AlGaAs becomes more difficult to grow with
increasing aluminum concentration.
After the AlGaAs setback is grown on top of the GaAs well, a silicon delta-doping layer is deposited,
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followed by lightly doped AlGaAs and finally the capping layer. Since the conduction band of GaAs has
a lower energy than AlGaAs, the electrons from the delta-doping layer will shift to the interface. The
accumulation of electrons at the interface causes the GaAs conduction band to bend downward as seen in
figure 4.4. The deeper the GaAs band bends, the more energy the electrons lose when they move to the
interface; the higher the electron density at the interface, the deeper the band bends. As this process is
occurring, an electric field forms between the electrons in the 2DEG and the positive ionic cores left behind.
Eventually the system will reach an equilibrium state in which the energy lost by an electron moving to the
interface is offset exactly by the energy gain associated with crossing the electric field. The band bending
and the electric field trap the electrons against the interface, creating a roughly triangular well and causing
the electrons to be confined in two dimensions. At this point, the 2DEG is formed.
Figure 4.4: In figure (a), a junction between doped AlGaAs and undoped GaAs is shown without including
band bending. The conduction band offset is clearly visible. In (b), the band bending has occurred, leading
to a triangular well and barrier. The electrons forming the 2DEG (along with their wavefunction) can be
seen in the well while the remaining silicon ionic cores are shown in the barrier. The leftover donor electrons
stay in the AlGaAs. The dashed line represents the Fermi energy. Figure from [16].
Two parameters are used to characterize a 2DEG: its carrier density, n, and its mobility, µ. The carrier
density is the number of electrons per square centimeter and determines the position of the quantum Hall
plateaus in the following way: ν = hn/eB where h is Planck’s constant, n is the carrier density, e is the
charge on the electron, B is the magnetic field, and ν is the quantum Hall filling factor or plateau number.
The mobility, µ is a measure of how easy it is for the electrons to move through the 2DEG. A higher
mobility means a cleaner 2DEG with fewer impurities. The relaxation time approximation expression for the
mobility is: µ = eτ/m∗ where e is the electron charge, τ is the scattering time (the time between electron
collisions) and m∗ is the effective mass of the semiconductor.
It is instructive to investigate which factors determine the mobility of a given 2DEG. The mobility
depends on the scattering time which in turn depends on a number of scattering sources. The largest source
of scattering for 2DEG electrons at low temperatures is the ionic cores of the silicon donor atoms in the
modulation doping layer[16]. This contribution can be reduced by using a setback or spacer layer of undoped
AlGaAs between the GaAs and the doped AlGaAs. Since the dopant electrons are only weakly bound to
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the silicon cores, a large setback can greatly increase the mobility while still allowing a sufficient number of
carriers to populate the 2DEG. Other, weaker contributions to the scattering time at low temperature include
scattering from contaminants in the heterostructure, scattering from the surface of the film, scattering due
to the random nature of the AlGaAs alloy, scattering from the AlGaAs/GaAs interface roughness, and
phonon scattering[16]. Scattering from contaminants can be greatly reduced by taking care to have a very
clean chamber and by the appropriate use of buffer layers at the beginning of the growth to trap impurities
near the substrate. Moving the 2DEG deeper into the film reduces surface scattering. Scattering from the
random nature of the alloy cannot be avoided, but fortunately is a very small effect as the 2DEG electron
wavefunctions do not penetrate deeply into the AlGaAs. Interface roughness scattering can be reduced by
annealing the film after the GaAs is deposited but before growing the AlGaAs setback. Phonon scattering
is reduced by lowering the temperature.
When discussing scattering, it is important to include the effects of electrons screening impurities. If
there is a positively charged impurity, some electrons will be drawn to it, screening the charge such that
the other electrons do not feel its effect. We can use the Thomas-Fermi screening theory to account for
this. Davies[16] calculated the scattering time, τ , including Thomas-Fermi screening and scattering from
the silicon donor atoms and found
1
τ
=
pih¯nimp
8m∗(kF |d|)3 (4.4)
where nimp is the two dimensional density of donor (impurity) atoms, m
∗ is the effective mass of the electrons,
kF is the Fermi wavenumber of the electrons, and d is the separation between the charge donation layer
(assumed to be a delta doping layer) and the 2DEG. This then gives the mobility and mean free path as
µ =
8e(kF |d|)3
pih¯nimp
l =
32pin22D |d|3
nimp
(4.5)
in which n2D is the density of carriers in the 2DEG. By combining these two equations, we get the general
rule that µ ∝ n3/22D It is also easy to see how important the setback is to the sample mobility. For the samples
discussed in this work, this expression for the mobility is appropriate. Wafer 0272, for example had a setback
of 100A˚, a silicon delta-doping concentration of 1×1012 cm−2, and a 2DEG carrier density of 3×1011 cm−2.
Plugging these values into the expression above, we arrive at a mobility of 20, 000 cm2/Vs, the same as the
measured value.
For this project, there are three competing requirements. We need samples with a high mobility, a
sufficiently small carrier density to see low filling factors at 8-10T (the limits of the available magnet), and
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good coupling into the 2DEG. The best way to obtain a high mobility sample is to increase the setback.
This has the negative effect of decreasing the tunneling probability through the barrier induced by band
bending, and thereby reducing the contact between the superconductor and 2DEG, as shown in figure 4.5.
By approximating the barrier as a triangle, the tunneling probability can be determined using the WKB
approximation in exactly the same way as for the Schottky barrier. The result is
T = exp
[
−
(
2m∗V
h¯2
)(1/2)
d
]
(4.6)
where V is the barrier height and d is the thickness. In order to make it easier for Cooper pairs to tunnel
into the 2DEG, the barrier height and thickness must be reduced. The height is controlled by the aluminum
percentage and can be decreased, though there is a limit to how small it can be before electron confinement
becomes an issue. The thickness is determined mostly by the setback, but in reducing the setback, the
mobility is reduced.
For this project, a compromise was made between a high mobility 2DEG and one with a high transmission
coefficient. For most of the samples, a setback of 100A˚ was used. The aluminum concentration was 20% at
the AlGaAs/GaAs interface and was graded out to 10%. The sample was then delta-doped to provide carriers
for the 2DEG. The rest of the structure was heavily doped at about 4× 1018 cm−3 to keep the conduction
band below the Fermi energy and the layer conductive. An InGaAs or InAs cap was then placed on top,
the details of which were discussed previously. Simulations of the 2DEG can be seen in figure 4.5. The
transmission coefficient through the setback is T 2 = 1.4×10−2 (using the triangular barrier approximation).
The InAs cap samples had a slightly different setback, since a slightly smaller T 2 into the 2DEG could
be used because the cap was so transparent. For these samples, the setback consisted of 75A˚ of 30% AlGaAs
and had T 2 = 9× 10−5.
By understanding what factors influence the shape of a 2DEG, we were able to engineer structures with
a high enough mobility to easily probe the quantum Hall effect but which also had a large transmission
coefficient into the 2DEG.
4.6 Other 2DEG Structures
Attempts at other 2DEG structures were tried, albeit unsuccessfully. The most obvious suggestion would be
to grow an inverted 2DEG in which the GaAs well layer is grown on top of the AlGaAs setback and the donor
electrons are located below that. In this way, the transmission barrier into the 2DEG is eliminated since
the depletion layer due to the setback is physically behind the well. Unfortunately, this structure has many
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Figure 4.5: A simulation of the 100A˚ setback well described above.
problems. First, AlGaAs is a much more difficult compound to grow than GaAs due to its high chemical
reactivity and inverted 2DEGs require a thick AlGaAs layer to separate them from the GaAs substrate. If
this layer is not grown smoothly, the 2DEG mobility will suffer greatly, as the interface between the GaAs
and AlGaAs will be very rough and interface scattering will dominate. For identical structures, inverted
2DEGs will have a significantly lower mobility than regular 2DEGs, due to this interface roughness [48].
The need for a highly transparent surface interface led to another problem with the inverted 2DEGs.
Doping the cap heavily pulls the conduction band energy well below the Fermi energy, causing the two
dimensional confinement of the 2DEG to be lost. The 2DEG is then depopulated or has disappeared
altogether.
Two different material systems, InAs/GaSb and In0.53Ga0.47As/In0.52Al0.48As lattice matched to InP
were also tried. The InGaAs/InAlAs system looked promising, as InGaAs has a much lower Schottky
barrier to metals due to the inclusion of a large amount of indium. Unfortunately, this system requires very
careful matching of the In:Ga and In:Al ratios in order to keep the film lattice-matched. We were unable to
make high mobility 2DEGs in this system and this project was subsequently abandoned.
InAs/GaSb wells also look promising for this project as InAs has no Schottky barrier. In these wells, the
InAs is embedded between two slabs of GaSb, creating a square well rather than a triangular one. InAs could
then be placed on top, resulting in a sample with no Schottky barrier. The growth of these wells is again
technically difficult, as the compounds have different anions as well as cations and switching between the two
requires careful manipulation of the cells and shutters. Once the well is grown successfully, however, capping
with InAs changes the position of the Fermi level such that holes are now the dominant carriers and the
2DEG is inaccessible. We also tried embedding the InAs in AlSb slabs, but encountered similar problems.
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In addition, these structures have a larger tunneling barrier into the 2DEG than the AlGaAs/GaAs wells,
which is undesirable. While it is possible to create high-mobility InAs 2DEGs, the inability to put an InAs
cap on top of the structure and the large tunnel barrier into the 2DEG led us to deem these wells unsuitable
for this project.
We also considered using the accumulation layer that occurs on p-type InAs surfaces due to Fermi level
pinning. This is the same type of pinning which gives rise to the Schottky barrier in GaAs, but in this case,
the surface states are 0.4eV above the conduction band minimum. The 2DEG which is formed this way,
however, is low mobility (around 10,000 cm2/Vs [49]) and for this reason we did not pursue this option.
In this chapter, the difficulties encountered in trying to couple a superconductor to a buried 2DEG were
discussed. By engineering the band structure appropriately, these difficulties were mitigated or resolved
entirely, leading to a highly transmissive heterostructure. In figure 4.6, simulations can be seen for both the
entire InGaAs structure as well as the InAs structure. The total transmission coefficient from the surface
to the 2DEG for the best InGaAs cap samples is T 2 = 8 × 10−6 while for the best InAs cap samples is
T 2 = 7× 10−5.
Figure 4.6: The left-hand graph shows the band structure for the InGaAs cap samples while the right shows
the InAs cap structure. Note that the two graphs are not plotted on the same axes.
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Chapter 5
Experimental Procedure
In this section, I will explain molecular beam epitaxy (MBE), the technique used to produce the semicon-
ducting heterostructures used for this work. I will begin by giving an overview of the MBE hardware used,
then describe in detail the growth process for the simplest III-V semiconductor, namely GaAs. Following
this, I will describe one of the most useful analysis techniques employed during growth, reflection high energy
electron diffraction (RHEED) and show diffraction patterns that illustrate the power of this technique in
monitoring surface structure of layers as they are grown. In particular, I will show that RHEED clearly
indicates the presence of chemical and structural defects that must be eliminated in order to obtain good
semiconductor material. Oscillations in the diffraction pattern on a smooth surface also occur due to layer by
layer growth, and they are the best measure of growth rate. Finally, for challenging procedures like grading
of the in-plane lattice constant from the substrate value to that of another material, RHEED reveals how
this occurs as it happens.
I will then discuss the processing techniques used to turn the wafers into testable devices. Deep UV
lithography was used to fabricate the large features while electron beam lithography was necessary to define
the small gaps integral to this work. Both liftoff and etching tools were used. Following the processing
section, I will finish the chapter with a brief discussion of testing techniques. All samples were measured
in a helium-3 cryostat at approximately 250mK. Standard current versus voltage and differential resistance
curves were taken in both two- and four-terminal configurations.
5.1 Chamber hardware
An MBE system consists of an ultra high vacuum (UHV) chamber outfitted with evaporation sources for
the elements used, a heater station to hold the substrate, the RHEED system, and cryo-paneling to help
improve the vacuum. Pumps and gauges provide are used to provide and measure the vacuum. A schematic
of such a system is shown in figure 5.1. The sources are known as Knudsen cells and they consist of a frame
that holds a crucible, open at one end, heater coils to heat the crucible and a thermocouple to measure and
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control the source temperature. A power supply source controller holds the source at a set point temperature
to within 0.4C. In this work I used commercially available cells and controllers. The cells are arrayed on a
source flange and are pointed to a common focus where the substrate is positioned. Source shutters control
the flux of atoms reaching the substrate. Because this is done in a UHV chamber, the mean free path of the
atoms is greater than one meter, ensuring that they will travel in an essentially straight line from the cell to
the substrate. After reaching the substrate, the atoms interact with each other and the substrate to form a
crystal, which is grown one atomic layer at a time.
Figure 5.1: A schematic of the MBE chamber. The effusion cells, RHEED gun, RHEED screen, window,
and beam flux gauge are all shown in their correct relative positions.
The chamber is also equipped with a residual gas analyzer (RGA). The RGA detects the charge to
mass ratio and concentration of gases in the chamber, allowing the operator to determine the level of
contamination. After the chamber has been vented, the RGA usually shows hydrogen, helium, oxygen,
nitrogen, water, hydrocarbons, arsenic, and arsenic oxide at varying levels. Once the chamber has been
baked for 10-14 days, the RGA only shows trace amounts of hydrogen and arsenic, neither of which will
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affect semiconductor growth quality. The partial pressure of harmful elements in the chamber is less than
1× 10−11 Torr, the minimum reading of the RGA.
The chamber has three pumps which can be used at UHV pressures: an ion pump, a cryo pump, and
a titanium sublimation pump. Together, they reduce the chamber base pressure to 5 × 10−11 Torr. The
chamber’s ion gauges are used to monitor the pressure as well as help determine the flux of each element
using beam flux measurements. Ion gauges placed in the path of the molecular beam of a given element will
detect the partial pressure of that element. This partial pressure can be converted to a relative flux using
the following equation [50]:
Jx
Jy
=
Px
Py
ηx
ηy
(
TxMx
TyMy
)1/2
(5.1)
where Jx is the flux of element X, Px is the measured partial pressure, ηx is its ionization efficiency relative
to nitrogen, Tx is its temperature, and Mx is its molecular weight. Ionization efficiency is given by [50]
ηx
ηN2
=
[(
0.4Z
14
)
+ 0.6
]
(5.2)
where Z is the atomic number of the element. Note that these equations can only give the relative flux ratio
for two elements; they will not give an absolute number. They also do not include a sticking coefficient,
which can be important in the case of volatile elements like arsenic. It is possible for an arsenic atom to
be detected multiple times by the gauge if it does not stick immediately resulting in a falsely high partial
pressure reading. An ion gauge placed in the exact location of the substrate will give the most accurate
readings but this is not possible in this chamber. Instead, I used two flux gauges: one directly in line with
the top two sources and one in line with the bottom two. By measuring the beam flux at the beginning of a
growth and then determining the growth rate by other means (namely RHEED oscillations, to be discussed
later), a tooling factor can be determined for each position. Beam flux measurements are accurate but not
very precise. They can be improved by making many measurements in succession and averaging them, but
generally beam flux measurements are only used to get close to the correct flux ratio. Further refinements
are made using other methods.
The chamber also contains three windows through which infrared pyrometry can be done to determine the
substrate temperature, as this substrate holder does not have a thermocouple. Thermal radiation emitted
from the substrate passes through a chamber window into the pyrometer which then compares that spectrum
to the blackbody spectrum and reports a temperature. The emissivity of the material can be programmed
into the pyrometer to give a more accurate reading (=0.68 for GaAs). However, there are several difficulties
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associated with pyrometry. The pyrometer only measures light from a small spot on the substrate. If the
spot is changed or if the machine is placed at a different angle to the substrate, the reported temperature
will vary. This problem is solved by holding the pyrometer flush with the window and always aiming at
the center of the substrate. The second difficulty is due to the high volatility of arsenic. Since arsenic has
a high vapor pressure, it is deposited throughout the chamber, including on the windows. The windows
are equipped with shutters to minimize these effects, but over time, the coating thickens. Arsenic absorbs
some of the infrared light, causing the pyrometer to return a false low temperature. This can be mitigated
by setting the emissivity to a lower value, determined by reading the temperature at the point when the
oxide desorbs (as determined by RHEED) and adjusting the emissivity until this temperature is 610C, the
value recorded when the window is clean. The final issue arises for all semiconductors, but is a particular
problem for GaAs. The semiconductor band gap causes the films to be transparent to infrared light until
the temperature reaches an energy larger than the gap. Thus, for GaAs below 550C, the substrate allows
most of the infrared light from the heater to pass through and reach the pyrometer, giving an incorrectly
large reading. Smaller bandgap materials like InAs can be accurately measured at lower temperatures.
5.2 Growth of GaAs
To give a concrete example of MBE, I will discuss the growth of GaAs. The general technique can be
applied to any III/V compound, though the specifics may differ. First, a GaAs wafer is cleaned in acetone
and isopropanol and etched in 10:1:1 H2SO4:H2O2:H2O for 30 seconds. The purpose of this etch is to flatten
the substrate by selectively removing any tall features without creating pits. The etching solution must be
kept in a cold water bath to avoid a reaction which would decorate instead of flatten. The substrate is then
placed in a load-lock and outgassed overnight at approximately 150C to remove any residual water. The
following day, the substrate is transferred into the MBE chamber and heated above 600C to remove the
native oxide. As the film is heated, arsenic can desorb out of the GaAs matrix beginning around 400C, so
elemental arsenic must be supplied to compensate.
The flux from the arsenic cell during substrate heating as well as during GaAs growth is approximately
2× 10−6Torr. The species evaporated is almost completely As4 which cracks into As2 and As upon reaching
the hot substrate. Since the substrate temperature is much hotter than the arsenic cell temperature, most
of the arsenic atoms will reevaporate, leading to a sticking coefficient much less than one. The group III
materials all have sticking coefficients very close to one. To begin the growth, the gallium shutter is opened
and to stop the growth, the gallium shutter is closed. Film growth and thickness are completely controlled
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by the gallium cell, as arsenic is held in excess due to its low sticking coefficient. GaAs will form under a
wide range of flux ratios, so exact flux matching is unnecessary. As a side note, I would like to mention that
GaSb and AlSb require much more careful flux matching, as antimony is less volatile than arsenic and has a
sticking coefficient much closer to one. The III/V flux ratios necessary for the compounds used in this thesis
can be seen in table 5.1.
Material Substrate T(sub) (C) F(V)/F(III) Growth rate (A˚/s) T(III) (C) T(V) (C)
GaAs GaAs 610 10 1.8 975 305
Al0.3Ga0.7As GaAs 620 8 2.2 1100 305
InAs InAs 420 3 1.0 840 285
InAs GaAs 420 3 1.0 840 285
GaSb GaAs 380 1 1.0 965 505
GaSb GaSb 510 1.3 1.7 965 510
AlSb GaAs 500 1 1.0 1120 505
AlSb GaSb 570 1.3 1.6 1140 510
Table 5.1: Growth parameters for relevant materials.
Once the film is thick enough, the gallium shutter is closed and the film anneals. During the annealing
process, atoms are able to diffuse on the substrate. Annealing flattens the film because each atom is able to
find a low free energy position. In this case, since the film and substrate are the same material, the growth
process is termed homoepitaxy; when the film and substrate are different materials, it is heteroepitaxy.
Many thermodynamic and kinetic parameters control the growth of GaAs. First is the substrate temper-
ature. The substrate must be hot enough to allow the gallium and arsenic atoms to diffuse–if the substrate
is too cold, the crystal will contain defects such as interstitial atoms, vacancies, and bond angle distortions.
However, if the substrate is too hot, arsenic atoms will evaporate out of the film causing it to degrade. The
appropriate substrate temperature varies depending on which III/V compound is grown; details can be seen
in table 5.1.
Another important parameter is the film growth rate. If the growth rate is too high, atoms will not have
enough time to diffuse before more atoms are deposited, creating defects. If the growth rate is too slow, the
impurity concentration will be higher since the film is spending more time in the chamber. Table 5.1 lists
the important parameters (substrate temperature, III/V flux ratio, growth rate, group III cell temperature,
and group V cell temperature) and their typical vales for the various materials and substrates used in this
work. These values are all specific to my growth chamber, though similar parameters should work in most
MBE chambers.
Using these growth parameters, I was able to grow high-quality semiconducting films. Undoped GaAs
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films showed a background p-type doping of 3 × 1015 cm−3 and a mobility of 350 cm2/Vs. The best two-
dimensional electron gas grown in this chamber had an electron density of 1.3 × 1012 cm−2 and a mobility
of 120,000 cm2/Vs. These values attest to the cleanliness of the chamber and the high quality of the growth
process.
5.3 Physics of RHEED
To monitor the quality of the film growth, a very powerful technique called Reflective High Energy Electron
Diffraction (RHEED) is used. In RHEED, high energy electrons are diffracted from the substrate at a very
shallow glancing angle, typically 1 degree, and produce a pattern on a phosphor screen. Electrons with an
energy of 10kV were used in this work. Because the incident angle of the beam is so shallow, electrons only
interact with the first one or two monolayers of the film. This means RHEED is incredibly sensitive to the
film’s surface quality. I will first explain the physics behind RHEED and then give concrete examples of
various diffraction patterns.
5.3.1 Scattering physics
Since the beam only sees a few monolayers, the film is considered to be two-dimensional. The reciprocal
lattice for a two-dimensional crystal is a series of infinite rods perpendicular to the surface. Conditions for
constructive interference exist when the incident and diffracted wave vectors, k0 and k
′ differ by a reciprocal
lattice vector, G. For elastic scattering events, k0 = k
′ and the Ewald construction can be used. The Ewald
construction consists of a sphere whose origin is chosen to be a reciprocal lattice point and whose radius
is k0. A reflection (constructive interference) will occur any time a reciprocal lattice point intersects the
Ewald sphere. The RHEED pattern will then be a series of bright dots along a circular ring. The Ewald
construction can be seen in figure 5.2.
A pattern consisting of diffracted points will only occur for an exactly flat film under perfect conditions.
In reality, the incident electron beam contains electrons with a range of energies, giving the Ewald sphere
a nonzero thickness. The reciprocal lattice rods also have a finite width due to terraces and imperfections
on the film’s surface. This causes streaks to appear where the wider rods intersect the thicker Ewald sphere
instead of points. Very broad, fuzzy streaks indicate a surface with many small flat regions which may
be disconnected rather than the large flat regions associated with very narrow streaks. Narrow and broad
streaks can be compared for the third-order GaSb pattern in figure 5.6. The streak spacing is inversely
proportional to the lattice constant, a feature which will be discussed in detail later.
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Figure 5.2: Ewald construction used to interpret RHEED patterns. Intersections of the Ewald sphere with
the reciprocal lattice produce diffraction spots on the phosphor screen. The specular reflection is also shown.
Image from [51].
In addition to diffraction spots which occur when the reciprocal lattice intersects the Ewald sphere, the
RHEED pattern will also show a specular spot. This is usually the brightest feature and occurs at the same
angle as the incident beam, as shown in figure 5.2. The intensity of the specular reflection will oscillate
as the film is grown allowing the film growth rate to be determined accurately and in real time. RHEED
oscillations will be discussed later. Another feature of RHEED patterns on flat films is Kikuchi lines[51]. For
many film orientations, there exist channels between the atomic rows. Electrons can travel through these
channels into the bulk of the material and can be inelastically scattered. The energy loss for these types of
collisions is usually small compared to the incident energy, leading to a beam of electrons whose energies are
close to the original energy but whose wavevectors are randomized. Kikuchi lines are the diffraction pattern
resulting from this isotropic electron bombardment. They are usually seen when the electron beam intensity
is high, as only a small fraction of the incident electrons are inelastically scattered. These lines are useful
both as an indicator of crystal quality as well as assisting with calculation of diffraction conditions.
5.3.2 Transmission patterns
In addition to diffraction spots, streaks, specular reflections, and Kikuchi lines, there are two other pattern
types which appear often. The first is spots corresponding not to diffraction from a smooth surface but
from transmission through a rough one. When the substrate is rotated, these spots remain in fixed positions
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whereas the diffraction spots move, allowing them to be distinguished. An example of a transmission pattern
is shown in the second image of figure 5.11.
The final pattern type is chevrons, usually seen when initiating GaAs growth on a rough surface, such
as that left behind after the oxide is desorbed. These chevrons appear in addition to narrow streaks, in the
same place as the diffraction spots. They are caused by diffraction from another crystal orientation; in the
case above, diffraction from a 〈111〉 crystal rather than a 〈001〉 crystal. AFM done on surfaces exhibiting
chevrons showed elongation in one of the crystal directions as can be seen in figure 5.3.
Figure 5.3: The left-hand figure is an AFM image of GaAs islands grown on GaP. The middle image is the
RHEED pattern in the 〈110〉 direction (perpendicular to the elongation) while the right hand image is the
RHEED pattern in the 〈11¯0〉 direction (parallel to the elongation). Image from [52].
5.3.3 Reconstructions
Figure 5.4: The left-hand picture shows the RHEED for a GaAs film in the 〈110〉 direction. This is a half-
order pattern. The right-hand picture shows a quarter-order pattern in the
〈
110
〉
. The extreme thinness of
the streaks is indicative of a very highly ordered film.
There are some other RHEED pattern features specific to semiconductors which should be mentioned.
Although the 〈110〉 direction and the 〈110〉 direction are nominally the same for 〈001〉 GaAs, they show
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different RHEED patterns. The 〈110〉 direction shows lines twice as close as would be expected from the
lattice spacing (a half-order pattern) while the lines are four times as close in the
〈
110
〉
direction (a quarter-
order pattern). This is referred to as a (2x4) reconstruction. Examples of these patterns are shown in figure
5.4. This indicates periodicity on a scale either twice or four times that of the lattice spacing. The exact
cause of this period enlargement is not known, but gallium and arsenic atom surface reconstructions which
could give rise to this phenomenon are shown in figure 5.5. The most likely picture is (c)[53].
Figure 5.5: Three possible GaAs surface reconstructions which could give rise to the observed (2x4) pattern.
The large light gray balls are arsenic and the small dark gray ones are gallium. Image (a) is the three-dimer
model, (b) is the two-dimer model with second-layer gallium in the missing dimer rows and (c) is the two
dimer model with dimerized third-layer arsenic. Model (c) is the most likely [53]. Image from [51].
Different materials have different RHEED reconstructions. InAs and AlAs show the same behavior
as GaAs, but GaSb and AlSb are somewhat different. Instead of showing quarter- and half-order recon-
structions, they show first- and third-order reconstructions in the 〈110〉 and 〈110〉 directions, respectively.
Examples of first and third-order reconstructions are shown in figure 5.6.
It is important to note that these reconstructions exist only for certain combinations of growth parameters
in both the antimonide and arsenide cases. The (2x4) reconstruction for GaAs and AlAs discussed previously
can be seen for high substrate temperatures (about 500C-650C) and an arsenic overpressure. For growth at
other temperatures or for a different III:V flux ratio, a wide range of reconstructions can be seen, including
c(4x4), (1x1), (4x2), c(8x2), and (3x1) [54–58]. The crossover temperature from one reconstruction to
another can be a useful way of determining the substrate temperature.
For the 6.1A˚ family, reconstruction changes are also seen as temperature and flux ratio are varied [59].
InAs shows both the (2x4) as well as the (4x2) reconstruction at higher temperatures. GaSb shows the (1x3)
pattern at high temperatures while a (1x5) reconstruction is seen at lower temperatures. AlSb transitions
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Figure 5.6: The left-hand picture shows first order streaks for GaSb. The middle picture shows third-order
RHEED streaks for GaSb grown on GaSb while the right-hand picture shows the pattern for GaSb grown
on GaAs. The GaSb on GaAs shows much wider streaks as well as a brighter background overall. The wider
streaks indicate more disorder while the brightness of the background is due to diffusive scattering. The
lower-quality of the right-hand pattern is due to the 7% lattice mismatch between GaSb and GaAs.
from a c(4x4) pattern to a (1x3) pattern as the temperature is raised. The crossover temperature depends
both on the III:V ratio as well as the cation species (Sb2 versus Sb4 or As2 versus As4).
5.4 Applications of RHEED
RHEED is an incredibly useful and powerful technique. In these sections, I will discuss some of its more
specific uses, including determining the oxide desorption temperature (and from that, calculating the correct
film emissivity), monitoring the growth rate through RHEED oscillations, and observing the lattice constant
of the film.
5.4.1 Oxide blowoff
RHEED was used to monitor the substrate while desorbing the native GaAs oxide before film growth as
discussed above. The RHEED pattern of this oxide shows dim streaks and rings on top of a very bright
background. As the oxide is desorbed, the RHEED pattern changes very abruptly to one with bright streaks
and diffraction spots on top of a much darker background. Monitoring the pyrometer readout while watching
the RHEED pattern allows the correct emissivity to be determined with ease.
5.4.2 RHEED oscillations
Another use for RHEED is monitoring the growth rate of the film in real time. As the film grows, the
intensity of the specular spot oscillates, with each maximum corresponding to one monolayer of deposition.
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As film deposition occurs, each atom makes the surface slightly rougher, until maximal roughness is reached
at one-half of a monolayer. This is the point at which the spot is dimmest. As the rest of the layer begins to
fill in, the spot becomes brighter again until a local maximum in brightness appears, corresponding to one
monolayer of growth. As more layers are grown, each maximum is smaller than the last, showing that the
film is becoming rougher with time. Upon closing the shutter and allowing the film to anneal and flatten,
the intensity recovers its original maximum value. The measurement of the oscillation period along with
knowledge of the film’s lattice constant allows the growth rate to be determined. Once the growth rate is
known, the appropriate beam flux tooling factor can be determined. An example of InAs RHEED oscillations
is shown in figure 5.7.
Figure 5.7: InAs RHEED oscillations as a function of time.
5.4.3 Lattice constant grading
As discussed in Chapter 4, this project requires very good coupling between the semiconducting heterostruc-
ture and the superconductor which necessitates the use of an InAs cap. Unfortunately, InAs is 7% larger
than GaAs, which makes layering the two materials difficult.
Three things can happen when a larger material is grown on a smaller one. The first possibility is
that the larger material remains strained and adopts the lattice constant of the smaller material. This
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generally occurs for thin films or small mismatches. A strained material will usually show good transport
characteristics. For thicker films or larger mismatches, dislocations can form to relieve the strain as shown in
figure 5.8. These dislocations allow the film to adopt its preferred lattice constant, but have negative effects
on transport, since the crystal is not perfect. The final case occurs when the film breaks. This happens for
thick films or a very abrupt change in lattice constant. A fractured film has poor transport and coupling.
Figure 5.8: Figure (a) shows the relative lattice constants of GaAs and the larger InGaAs. In (b), a layer of
InGaAs strained to GaAs is shown, in which the InGaAs takes on the smaller lattice constant of the GaAs,
while in (c), a dislocation is formed which allows the InGaAs to relax to its preferred larger lattice constant.
Figure from [16].
In the initial films made for this project, an InGaAs cap was used. It was grown by grading in the indium
slowly so the film would remain strained to the GaAs. It was discovered through many attempts by Vissers
[13] that the fastest rate at which to introduce the indium was 5% per 30A˚ until the concentration reached
30%. After this point, the film quality would rapidly degrade. The strained InGaAs showed a streaky
RHEED pattern and had good transport characteristics.
Figure 5.9: AFM picture of a GaSb film grown on a GaAs substrate. Screw dislocations can be seen as
pyramidal structures.
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Later films utilized an InAs cap 200A˚ to 400A˚ thick. InAs grown directly on GaAs fractures and
grows three-dimensionally after only a few monolayers; therefore heteroepitaxy of these two materials is
impossible if good transport is required. Fortunately GaSb and AlSb are lattice-matched to InAs and by
choosing the correct growth parameters [47] it is possible to grow them both on GaAs and retain good
transport characteristics. The InAs can then be grown on top. The majority of dislocations produced when
the correct parameters are chosen are 90 degree dislocations which run parallel to the interface instead of
perpendicular to it. Most of the disorder is then confined to a single plane which is much better for transport
and coupling. The few dislocations which propagate perpendicular to the interface in the GaSb layer form
screw dislocations. AFM images of a GaSb film grown on a GaAs substrate are shown in figure 5.9.
Figure 5.10: Lattice constant versus time for a film going from GaAs to AlSb, GaSb, and InAs. It is easy
to see the difference between the 5.65A˚ spacing of GaAs and the 6.1A˚ spacing of the other materials.
RHEED can be used to monitor the lattice constant of the film as it changes. As previously stated, the
distance between RHEED streaks is inversely proportional to the lattice spacing. After the proportionality
constant is established, the lattice spacing of the film can be determined by observing the streak spacing.
In figure 5.10, a plot of lattice constant as determined by RHEED versus time is shown. Points at which
different shutters are opened are marked. It is easy to see the change from the 5.65A˚ lattice of GaAs to
the 6.1A˚ lattice of AlSb, GaSb, and InAs. Images from a RHEED movie taken during the lattice constant
grading are shown in figure 5.11.
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Figure 5.11: RHEED pictures for a film going from GaAs through InAs. The first image occurs when the
GaAs is cooled and subjected to an antimony flux before the GaSb growth begins. The second image shows
3D spots which form during the first monolayer of GaSb. The completed third-order GaSb reconstruction
is shown in the third figure while the fourth figure shows the quarter-order InAs pattern.
5.5 Superconductor growth
After the semiconducting heterostructure is grown, the film is transfered through a UHV transfer tube to
an MBE chamber equipped to deposit metals. The transfer tube has a pressure of about 1 × 10−9 Torr
and the transfer is done in less than seven minutes so the sample will have less than one Langmuir of gas
exposure. Of that gas, most is hydrogen which does not react with the surface. The film is then placed into
the metals chamber and a niobium-titanium alloy is deposited. The niobium is evaporated using an electron
beam evaporator, while the titanium comes from radiatively heating a titanium ball. The superconductor
cannot be grown epitaxially on either InGaAs or InAs due to the vastly different lattice constant and crystal
structure. It can, however, be deposited at room temperature and forms a very smooth film.
The alloy used is roughly equal parts niobium and titanium. This ratio was chosen to give the highest
upper critical field possible for these alloys[60]. The critical field is 10T while the critical temperature is
around 8.5K.
5.6 Processing
After the film is grown, it needs to be processed into devices which can be measured. Two different device
designs were employed in this project. I will show examples for both. The first step in processing is
device isolation. In this step, PMMA (polymethylmethacrylate, a long-chain polymer suspended in anisol)
is deposited onto the sample and heated to remove the solvent. The sample is then exposed to ultraviolet
light through a mask, which breaks the long-chain polymers into short-chain polymers. The places on the
sample protected by the mask do not undergo such breakage. The sample is then dipped in 3:1 IPA:MIBK
(isopropanol:methylisobutylkeytone). The broken polymers dissolve much faster than the unbroken ones,
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and so the sample is left with PMMA only in the places protected by the mask. It is then placed in an ICP-
RIE (inductively coupled plasma reactive ion etcher) which creates a plasma from the positive and negative
ions of various reactive gases. In this case, SiCl4 is disassociated into Si
+ and Cl− ions. The chlorine ions
react with the sample, removing exposed material but not attacking material protected by the PMMA. After
etching into the semi-insulating substrate, the wafer is removed and placed in acetone, which dissolves any
remaining PMMA. A schematic of how the chip looks after device isolation is shown in figure 5.12.
Figure 5.12: The left-hand graph shows a schematic of the device after the first processing step using the
old mask; the right-hand graph shows the new mask. The black areas contain the entire superconduc-
tor/semiconductor stack while the white areas are the semi-insulating substrate.
The second step is contact definition. PMMA is again deposited on the sample and the sample is exposed
to UV light, this time with a different mask. The wafer is then taken and placed into a RAITH electron
beam writing system. The RAITH emits high-energy electrons which are accelerated toward the sample in
order to break the long chain polymers. Since electrons have a much smaller wavelength than UV light, the
RAITH can expose much smaller features, on the order of 50nm as opposed to 1 micron. After the e-beam
exposure, the sample is developed and placed in a regular RIE. This machine uses fluorine chemistry instead
of chlorine so it will only remove the NbTi layer and not the semiconductor. A schematic of how the device
looks after this step is shown in figure 5.13.
At this point, the InGaAs or InAs cap can be removed with the application of a selective wet chemical
etchant. The purpose of removing the cap is to reduce the parallel conduction channels in the devices. If
the cap is not removed, transport through the cap channel will dominate 2DEG transport at high fields,
since the number of carriers in the cap is so much higher than the 2DEG. The cap can be removed from
the center of the mesa without damaging the contacts. This requires very careful attention to the depth to
which the cap is etched, so as to not overetch the sample and destroy the 2DEG. InAs is selectively soluble
in HCl while other III/V compounds are not, while InGaAs is selectively soluble in an acetic acid solution.
The third step is a liftoff of aluminum on the contact pads. The sample is again coated with PMMA and
exposed to UV light through a third mask and developed. It is then taken to a sputtering chamber where
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Figure 5.13: The left-hand graph is a schematic of the device after the second processing step using the
old mask; the right-hand graph shows the new mask. The black areas contain the entire superconduc-
tor/semiconductor stack while the blue area contains only the semiconducting heterostructure. The inset
shows the small gap written with the RAITH electron beam writer.
aluminum is deposited on the whole sample, both the parts covered by PMMA and those exposed. After the
deposition, the sample is placed in acetone to remove the PMMA. As the PMMA dissolves, the aluminum
on top of it detaches and is also removed. The aluminum which was deposited on the exposed areas stays.
The purpose of this deposition is to facilitate wire bonding to the contact pads–it has no physics application.
A schematic of the completed device is shown in figure 5.14
Figure 5.14: The left-hand picture shows a schematic of a completed device using the old mask; the right-hand
graph shows the new mask. The black areas are superconductor on top of the semiconducting heterostructure,
the purple area is where both the superconductor and the semiconducting cap (but not the 2DEG) have been
removed, and the green contact pads are where aluminum had been added to the device for wirebonding
purposes.
After the sample has been processed into four devices, it is wirebonded to a chip carrier and placed in a
He3 cryostat for testing.
5.7 Testing
All measurements were done in a He3 cryostat. The temperature was kept below 300mK and the field could
be swept up to either 8T or 10T, depending on which magnet was installed.
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Three main types of measurements were made on these devices. The first measurement was magnetore-
sistance (MR). In this measurement, current is passed along the mesa from end to end. Voltage is measured
both parallel to the current (longitudinal MR) and perpendicular to the current (transverse MR) as the field
is swept. The longitudinal MR gives Rxx in the Hall measurement and shows zeros while transverse MR
gives Rxy and shows plateaus. This measurement reveals the position of the quantum Hall states.
One complication with these measurements is parallel conduction. As discussed earlier, it is difficult to
etch the cap fully, as there is a danger of overetching and ruining the device. When there is a significant
number of carriers in the cap, it acts as a second conduction channel (the 2DEG is the first channel). The cap
carriers are generally more numerous and have a lower mobility than the 2DEG. The behavior of the total
resistance for a two-channel system in a magnetic field was calculated by Kane [61] and Reed [62]. These
papers showed that when the magnetic field is large, the low mobility carriers will dominate the transport,
effectively shunting the 2DEG. Fortunately, we can subtract out the contribution from the cap using the
equations in [61] and [62]. An example is shown in figure 5.15.
Figure 5.15: The red curve is data from a well-etched 2DEG. The green curve is simulated data for a channel
shunting the 2DEG. The blue curve is the combination of the two, using equations from [61] and [62].
After MR measurements are made, transport across the small gaps can be measured. One possible
measurement is current vs voltage or IV curves. This measurement has a current supplied between two
probes and the resulting voltage measured. This can be done in either the two- or four-terminal configuration.
In the two-terminal configuration, the current and voltage run through different cables all the way through
the probe to the devices, but the actual current and voltage taps on the device are the same. This means
we can measure the voltage drop across the superconductor/semiconductor interface as well as in the small
gap semiconductor channel itself. In a four-terminal setup, the current and voltage taps are separated on
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the mesa, allowing the voltage drop in the semiconductor channel to be isolated. IV curves are a good tool
for looking at supercurrents and hysteresis.
The third type of measurement is differential resistance (DR). In a DR measurement, the derivative of
the IV curve is measured as a function of either current or voltage. To make a DR measurement, a small AC
voltage is output from a lockin and a DC voltage is added to it. A large resistor is then placed in series with
these voltages to convert them to an AC and DC current if desired. These are then applied to the sample
in either the 2T or 4T setup. The voltage taps are connected to the lockin and the AC voltage is measured.
The AC voltage divided by the AC current is the differential resistance. This measurement is very good for
seeing small kinks in the IV curve. Small changes which might be missed in an IV measurement show up as
peaks or dips in a DR measurement and are therefore much easier to see. This type of measurement can be
used to observe Andreev reflection and multiple Andreev reflection features.
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Chapter 6
Quantum Hall Edge Mode Transport
This chapter describes experiments carried out to understand edge mode transport in integer quantum Hall
systems with superconducting contacts. As detailed in chapter 2 section 2.1, a sample in a quantum Hall
state has conducting edges surrounding an insulating bulk. These edge state are chiral and one-dimensional,
resulting in a zero longitudinal resistance and a transverse resistance of (h/e2)(1/ν) where ν is the filling
factor which determines the number of edge states.
Predictions regarding superconducting transport into by these edge states have been made[2–4]. Fisher[2]
considered a single point contact between the superconductor and 2DEG argued that when there is only one
edge state, the Cooper pairs will encounter a Pauli blockade, in which the second electron of the pair cannot
tunnel into the edge until the first electron has traveled a coherence length away due to the Pauli exclusion
principle. This blockade is lifted when there are more edge states, though again becomes important if the
edge states have the same momentum.
Ma and Zyuzin[3] and Stone and Lin[4] have both predicted that, due to the time-reversed nature of the
Cooper pair, the critical current between two superconducting electrodes coupled by edge states will depend
on the perimeter of the sample. One electron will travel clockwise from the first electrode to the second,
while the other electron will travel counterclockwise. This results in very small critical currents whose size
depends on the perimeter of the Hall bar rather than the electrode spacing.
The wafers in this chapter were created to begin testing these predictions. A new device geometry was
created that measures on the voltages developing in the semiconductor rather than including the contact
resistance, as previous groups did. Data for two different wafers with carefully engineered contact layers will
be discussed. These devices have relatively poor coupling between the superconductor and the 2DEG so no
dramatic proximity effect is expected. A new device topology was studied in which the voltage and current
contacts were reversed from what has been used in all other QH papers. In this geometry, a clear signal of
edge mode number arises when the magnetic field is tuned to integer quantum hall states. In between these
field values, evidence for enhanced conduction due to superconductivity in the contact was seen in devices
having the smallest electrode spacing.
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Figure 6.1: The left-hand figure shows the device schematic for wafers 0261-2B and 0272-2B. Current is
run from I+ to I−, two-terminal voltage measurements are made with the voltage taps V2+ and V2−, and
four-terminal voltage measurements are made with taps V4+ and V4−. The right-hand figure is an SEM
image of the small gap, circled in purple on the device schematic.
The device geometry is shown in figure 6.1. Two closely spaced NbTi contacts (black) on one side of
the QH bar (blue) are used to inject and extract current from the semiconductor. The remote electrodes
behind the current contacts measure the voltage and allow us to construct 4-point 4-terminal I-V curves
that measure only voltages that develop in the semiconductor. These voltages develop between the current
contacts and are partially but not completely shorted by carriers in the thickness of the bar. Experimentally,
we measure about a 4:1 screening ratio which means the actual voltage we measure on the remote electrodes
is no more than one quarter of the voltage developed across the contact. Since we are principally concerned
with changes of the device transport with field at low bias and with bias at a fixed field, the screening is not
directly important.
This electrode topology is exactly the opposite of the arrangement used to measure Rxx in conventional
Hall bars. There the electrodes are placed I-V-V-I and the spacing between the center electrodes is typically
not small. In this case, the electrode sequence is V-I-I-V, and the spacing between the two center contacts
is small, ranging from 150nm to 500nm. By comparison, the magnetic length,
√
h/eB, ranges from 50 to 20
nm for the field values studied.
The device heterostructures used in all these devices is shown schematically in figure 6.2. Devices
made from two nominally identical wafers were studied. The relatively complicated cap on top of the
heterojunction is present to enhance metallic contact between the NbTi on top and the semiconductor
below. The indium content of the cap was kept low enough that the layers grew pseudomorphically, and the
doping was increased beyond the normal amphoteric limit by employing Si delta-doping which is known to
provide extra electrons. We estimate that the carrier concentration of the cap was between 6×1018 cm−3 to
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Figure 6.2: MBE heterostructure for wafers 0261-2B and 0272-2B. The indium in the cap was graded in to
allow the lattice constant to change gradually from the 5.65A˚ of GaAs to the 6.1A˚ of InAs. The InGaAs
cap did not provide extremely good coupling.
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2× 1019 cm−3. The AlGaAs layer below had graded aluminum content so that no unintended 2DEG layers
would form. Ultimately, the 2DEG accumulated about 70 nm below the interface between the NbTi and
the semiconductor. Details regarding this structure were provided in chapter 4.
This chapter will present differential conductance versus field data for wafer 0261-2B which had a gap of
length 550nm and wafer 0272-2B which had gaps of lengths 150nm and 250nm. All devices will show zero
bias conductance minima when the field is tuned to a quantum Hall plateau, with the minima becoming
deeper as the filling factor is reduced. Between plateaus, wafer 0261-2B shows smaller zero bias conductance
minima while wafer 0272-2B shows zero bias conductance maxima.
6.1 Data
Data for these wafers was taken at 250mK at fields of up to 8T (wafer 0272-2B) or 10T (wafer 0261-2B).
Longitudinal and transverse magnetoresistance traces were taken first, both to determine the position of
the IQHE plateaus as well as to quantify the amount of parallel conduction through any remaining capping
layer.
The MR traces for wafer 0261-2B show very little parallel conduction, indicating that the gaps were
cleanly etched and the cap was almost entirely removed. The MR data can be seen in figure 6.3.
Figure 6.3: Magnetoresistance traces for wafer 0261-2B. The longitudinal MR is plotted in black on the left
axis and the transverse MR is plotted in red on the right axis. A small amount of parallel conduction is
visible leading to the tilted plateaus, but overall the sample was well-etched.
The MR data for wafer 0272-2B is shown in the left panel of figure 6.4. The periodicity of the oscillations
in the data is consistent with quantum Hall modulation of the transverse MR, but the shape and actual
resistance values are distorted due to parallel conduction through the incompletely etched InGaAs cap layer.
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The effect of the incompletely-etched cap can be modeled with a linear transverse magnetoresistance whose
slope is inversely proportional to the number of carriers and a constant linear magnetoresistance whose value
depends on both the number of carriers and their mobility. This is discussed in more detail in chapter 2
section 2.1.
Two parameters are therefore required to completely simulate the effect of the cap conduction. It is
possible to guess these parameters due to familiarity with the materials and the chip structure, but starting
values can also be obtained by fitting the raw data using the mobility and carrier concentration of the 2DEG,
obtained from the low-field behavior of the sample. This is because at low fields, the high mobility 2DEG
dominates the transport[61, 62]. The problem of parallel conduction in semiconductor heterostructures was
considered both by Kane et.al.[61] and Reed et.al.[62]. By adding the conductivity tensors for two channels,
they arrived at the following equation for the transverse MR:
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where n1 and µ1 are the carrier density and mobility of the cap and n2 and µ2 are the carrier density and
mobility of the 2DEG. This equation can be used to fit the transverse MR to obtain starting values for the
cap mobility and carrier density. A similar equation can be written down to fit the longitudinal MR data.
The fit is reasonably good and gives very good starting values for the mobility and carrier concentration of
the cap which can then be used to subtract the cap data from the raw data. Using the equations provided
in [61] and [62], the transverse MR of the cap channel could be determined. The final equation was
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(6.2)
where ρxy,2 is the transverse MR of the 2DEG, Rxx,c and Rxy,c are the longitudinal and transverse MR of
the cap, respectively and Rxx,t and Rxy,t are the total longitudinal and transverse MR, respectively.
In figure 6.4, both the raw transverse magnetoresistance and the data with the cap subtracted using the
above equation is shown. The subtraction is not perfect, but it is good enough to determine the position
of the plateaus. It should be noted that other choices of cap parameters near the optimal values produce
curves in which the plateaus are more tilted but in which the plateau position remains the same, indicating
that the plateau position can be trusted. The resistance value of each plateau is also close to the expected
value when this procedure is followed, lending more confidence to this subtraction method.
After the MR data was collected, four terminal differential conductance versus voltage measurements
were taken at various fields for both devices. In both cases, the curves showed a resistance change at low
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Figure 6.4: Transverse magnetoresistance data for sample 0272-2B. The left-hand graph shows the raw data
while the right-hand graph shows data with a cap subtracted. The cap was modeled with a linear transverse
magnetoresistance and a constant magnetoresistance. Note the change in the y-axis scale between the two
graphs.
voltage bias compared to the high bias data. An example can be seen in the left panel of figure 6.6. As the
field is increased, both the low and high bias resistance values increase. These are plotted in figure 6.5 for
both wafers.
Figure 6.5: The left-hand plot shows high bias (black squares) and zero bias (red circles) resistance values
for wafer 0261-2B. The right-hand plot shows same for wafer 0272-2B. In order to separate the effect of
quantum Hall states, the zero bias resistance must be normalized to the high bias resistance.
In this data, there are two mechanisms acting to change the differential resistance values: a large effect
which increases the MR overall and an effect due to quantum Hall states, which only occurs at low bias. In
order to isolate the quantum Hall effect, all curves have been normalized by their high bias values. This is
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especially important in the case of wafer 0272-2B, as the percentage change at zero bias is less than 3%.
In the left panel of figure 6.6, an example of a differential conductance versus voltage curve can be seen
for 3.58T on wafer 0261-2B. A zero bias conductance minimum is seen at all fields on this wafer. The curve
is not symmetric around V = 0, but this asymmetry does not change when the field is reversed, indicating
that it is not related to the magnetic field or quantum Hall effect. In the right-hand panel of figure 6.6, the
zero bias conductance value normalized by the high bias conductance value is plotted versus field. Obvious
dips in the normalized conductance can be seen which correspond with the quantum Hall plateaus.
Figure 6.6: The left-hand plot shows an example of the differential conductance versus voltage for sample
0261-2B at 3.58T for both positive (red curve) and negative (black curve) field directions. The curves have
been normalized by dividing the data by the high bias conductance value. There is a zero bias minimum in
the differential conductance, which appears at all fields. The asymmetry in the data around V = 0 is the
same for both field directions, indicating that the asymmetry is not due to the quantum Hall effect. The
right-hand plot shows the transverse magnetoresistance data on the left-hand axis and the normalized zero-
bias differential conductance on the right-hand axis. Note the lack of parallel conduction in the transverse
MR data as well as the obvious dips in normalized conductance at fields corresponding to IQHE states.
Normalized differential conductance data for wafer 0272-2B can be seen in figure 6.7. Red indicates
a larger differential conductance while blue is a smaller differential conductance. All curves have been
normalized to their high-bias value as described above. At low fields (below about 1.5T), the data show
a small zero bias conductance minimum. Above this field, the data show zero bias conductance minima
corresponding to the quantum Hall plateaus and maxima between the plateaus for ν = 8 through ν = 2.
The minima become deeper as the filling factor is reduced.
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Figure 6.7: Differential conductance versus current versus field for sample 0272-2B. A zero-bias differential
resistance minimum can be seen between plateaus while a maximum is visible on plateaus.
6.2 Analysis
Both wafers show smaller zero bias conductance when the sample is tuned to an IQHE plateau versus when
the sample is between plateaus. The device with a longer gap showed zero bias conductance minima at
all fields (on and between plateaus) whereas shorter gaps showed zero bias conductance maxima between
plateaus and minima on plateaus. This behavior can be explained with an edge state conductance model
and interpreted in light of the theories by Fisher[2], Ma et.al.[3], and Stone et.al[4].
The data can be explained by starting from the assumption that when the sample is in an IQHE state,
the edge states are conducting at least part of the current. For the largest gap, a zero bias conductance
minimum is always seen. This is because the voltage bias across the device is smaller than the supercon-
ducting gap voltage. The transmission probability for electrons leaving the semiconductor and entering the
superconductor is small for these voltages, as there are no single-particle states below the gap. There is also
a barrier at the interface, reducing the probability of Andreev reflection.
The data for the large gap show dips in the normalized conductance corresponding to IQHE states. The
dip on the ν = 4 plateau is almost half as deep as that on the ν = 2 plateau. This is consistent with the
edge state transport model, since the ν = 4 state has twice as many conduction channels as the ν = 2
state, leading to a conductance minimum which is half as deep. The fact that the devices show a zero bias
conduction minimum also indicates that the Cooper pairs are having difficult entering the edge states. It is
possible that there is some proximity coupling across the NbTi/InGaAs interface. However, when the Cooper
pairs try to enter and move through the edge states, it is more difficult, leading to a zero bias resistance
maximum.
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The two smaller gaps show zero bias conductance minima on the plateaus, but maxima between them.
The minima are caused by the reduction in conductance channels as was seen in the longer gaps. The
maxima are due to the long mean free path of the 2DEG. Since the electrode spacing is small, the long
mean free path leads to the beginnings of coherent coupling and a zero bias conduction maximum. In this
device, the zero bias minima do not show the same depth scaling as wafer 0261-2B. This is due to the large
amount of parallel conduction. Most of the current is carried through the unetched InGaAs cap layer which
is not expected to show any plateau-dependent behavior. Indeed, the percentage change from the high bias
to the zero bias conductance values is only 3.6% at the most. The minima do, however, become deeper as
the filling factor is reduced, showing the qualitatively correct behavior. The low-field zero bias minima are
probably due to weak localization in the 2DEG.
The results seen here are consistent with the predictions of Fisher[2]. It should be noted that Fisher only
calculated results for a point contact from a superconductor into a 2DEG and did not consider coherence
effects such as supercurrents. He suggested that some conductance through a point contact of this type
should be observed for ν > 1. In this study, nonzero conductance across the junctions were seen at low
biases, consistent with his predictions. The magnetic fields available for these experiments were too small to
allow for the observation of ν = 1 and the testing of the theory that a Pauli blockade will suppress tunneling
into the edge states.
The existence of a zero bias conduction maximum in the short device between plateaus implies that
those contacts were close enough to allow the beginnings of coherent transport. However, when transport
was mediated by the edge states, this conduction maximum became a minimum. The implication is that
the Cooper pairs are decohering as they travel through the edge states. This may be due to the difference
in momenta of the various edge modes. If the electrons from the Cooper pair enter two different edge modes
traveling at different momenta, it is logical to assume that they will decohere before reaching the other
electrodes, resulting in a zero bias conduction minimum. If the edge states do not have different momenta,
the Pauli blockade discussed by Fisher is recovered and a supercurrent would again be suppressed.
Ma et.al. and Stone et.al. both gave predictions as to the value of a supercurrent in devices containing
two superconducting electrodes separated by quantum Hall edge modes. Their results indicated that the
critical current depends inversely on the sample perimeter. The sample perimeter was not changed for these
experiments, limiting our ability to test these ideas. Plugging the perimeter of this Hall bar into their
predictions gives a critical current of less than 1nA. No critical currents of that size were detected. It is also
possible that the large device perimeter led to the large conduction minima on quantum Hall plateaus. If
one electron can take the short path between electrodes but the other must take the long path, the Cooper
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pair will necessarily decohere and a zero bias conduction minimum may be seen.
6.3 Conclusion
In this experiment, devices were made in which transport through the quantum Hall edge states was ob-
served. A novel device geometry allowed the isolation of the voltage drop in the semiconductor and thus
the separation of semiconductor transport and interfacial transport. A carefully engineered cap was used to
increase the transparency between the superconductor and semiconductor.
The data show a zero-bias differential conduction minima corresponding to the quantum Hall plateaus.
This was attributed to a reduction in the number of conduction channels and proof that the current was
being carried via edge modes. Samples with long gap lengths always showed zero bias conduction minima
while samples which shorter gaps showed zero bias conduction maxima between plateaus. The maxima were
attributed to the beginnings of coherent transport between the electrodes due to the long mean free path of
the 2DEG.
The conduction minima can be explained either by invoking the difference in edge mode momenta or by
the large perimeter of the sample. These results show that in devices like these, the edge states are unable
to carry a supercurrent. Devices with a smaller perimeter may show improved Cooper pair transmission,
but the edge state momenta difference makes that somewhat unlikely. Subsequent chapters will show data
for devices with InAs caps for which the coupling is much stronger.
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Chapter 7
Superconducting Flux Flow Transistor
The devices which will be discussed in this chapter consist of a random array of superconducting weak
links between two superconducting electrodes. A 2DEG exists in the spaces between the links. This device
will be modeled as a superconducting flux flow transistor, the details of which were discussed in chapter 3
section 3.6. In an SFFT, an array of superconducting weak links between superconducting electrodes are
subjected to a perpendicular magnetic field. This creates vortices in the links. A current is passed through
the structure, exerting a Lorentz force on the vortices. Eventually the Lorentz force overcomes the vortex
pinning forces and causes the vortices to move through the links and into the spaces between. This vortex
motion is seen as resistance in the IV characteristic. The data in this chapter will show that the flux flow
motion for these devices is asymmetric in the applied current direction (IV traces for positive and negative
current polarities differ) and controlled by the 2DEG edge states, though the mechanism for this control
remains elusive.
Figure 7.1: Device schematic for wafers 0382-2D and 0386-1C. Current is run from I+ to I−, two-terminal
voltage measurements are made with the voltage taps V2+ and V2−, and four-terminal voltage measurements
are made with taps V4+ and V4−. The blue Hall bar is 1mm wide and 4mm long.
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The wafers in this chapter had an InAs cap and extremely good coupling between the superconductor
and semiconducting heterostructure. The device geometry is shown in figure 7.1. Two closely spaced
NbTi contacts (black) on one side of the QH bar (blue) are used to inject and extract current from the
semiconductor. The remote electrodes behind the current contacts measure the voltage and allow us to
construct four-point four-terminal I-V curves that measure only voltages that develop in the semiconductor.
Voltages can also be measured at the two-terminal probes, allowing us to obtain the device IV curve.
Figure 7.2: MBE heterostructure for wafer 0382-2D. The purpose of the GaSb layer is to change the lattice
constant from the 5.65A˚ of GaAs to the 6.1A˚ of InAs. The InAs cap provides excellent coupling between
the NbTi superconductor and the rest of the semiconducting heterostructure.
The semiconductor heterostructure used in all these devices is shown schematically in figure 7.2. The InAs
capping layer provided excellent contact between the superconductor and semiconductor with a transmission
coefficient of 0.7[13]. The thin GaSb layer was used to change the lattice constant from the 5.65A˚ of GaAs to
the 6.1A˚ of InAs while maintaining smooth, two-dimensional growth. This procedure was detailed in chapter
5 section 5.4.3. The AlGaAs layer below had graded aluminum content so that no unintended 2DEG layers
would form. Ultimately, the 2DEG accumulated about 100 nm below the interface between the NbTi and
the semiconductor. Details regarding this structure were provided in chapter 4.
Each bar contained four devices, with widths of nominally 50nm, 100nm, 150nm, and 200nm. For this
wafer, when the small gaps between the superconducting electrodes were etched, the superconductor was
not completely removed and many small shorts across the gap remained. SEM images of the devices are
shown in figure 7.3. The two superconductors can be seen on the right- and left-hand sides with the gap in
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the center. Around the contacts is a lighter region which is NbTi. For these samples, the superconductor
consisted of a thin layer of NbTi with a thicker layer of NbN on top. The NbN etches well in the RIE while
the NbTi etches relatively poorly. This resulted in a thin film of NbTi around the large area contacts as
well as NbTi shorts spanning the gap. In the gap there are dark areas, which are the semiconductor, and
lighter areas, which are the superconducting shorts. This results in a device with two conducting channels
(the array of superconducting weak links and the 2DEG), each of which can carry part of the total current.
Figure 7.3: SEM picture of the four different devices on wafer 0382-2D. The superconducting electrodes
can be seen on both sides with the etched gap in the center. The gap shows dark regions which are the
semiconductor and lighter regions which are the superconducting shorts. The nominal gap widths are upper
left 50nm, upper right 100nm, lower left 150nm, lower right 200nm. In the lower right figure, the NbN
electrodes, the NbTi thin film, and the semiconductor are labeled.
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7.1 Data
In figure 7.4, the magnetoresistance trace for this device can be seen. Since so many shorts were left
behind, it was impossible to etch the cap fully, leading to a large conduction channel in parallel with the
2DEG. To recover the longitudinal and transverse magnetoresistance of the 2DEG, the cap channel must be
subtracted from the raw data as discussed in chapter 6. By modeling the cap as a linear conducting channel
with n = 9 × 1011cm−2 and µ = 1200 cm2/Vs and subtracting from the raw data, we are left with the
magnetoresistance shown in figure 7.4. The parameters give above were the best fit to the data, but other
choices of n and µ do not appreciably change the position of the plateaus and zeros.
Figure 7.4: Longitudinal and transverse magnetoresistance traces for sample 0382-2D. The left hand panel
shows the raw magnetoresistance traces while the right shows the MR with a cap subtracted. A linear
conducting channel containing 9×1011cm−2 electrons and with a mobility of µ = 1200cm2/Vs was subtracted
from the raw data following [61, 62] to generate this curve. IQHE states for ν = 4− 8 are marked.
The magnetoresistance trace shows the position of the integer quantum Hall states with field. The
plateaus are strangely shaped for odd filling factors, but the position is obvious from the dips in the longi-
tudinal magnetoresistance. The unusual shape may be indicating that the device should be modeled with
three conducting channels: the InAs cap, the AlGaAs channel, and the 2DEG.
Current versus voltage curves were taken for these devices at various fields. The applied current was
swept from the lowest negative value to the largest positive value and back to the lowest negative value while
the voltage was measured. The four different devices did not all show the same behavior. Device 1 which
had the nominally 50nm gap showed a supercurrent at all fields. The IV curves showed no dependence on
quantum Hall filling factor. In the SEM picture (upper right of figure 7.3), the gap is revealed to have an
almost continuous film of superconductor between the electrodes. This is not conductive to the flux flow
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behavior observed in two other devices. As this device showed no unusual behavior, it will not be discussed
further.
Device 3 which had a nominal gap width of 200nm did not show a supercurrent at any fields. It did show
reduced resistance near zero voltage bias, but a true supercurrent never formed. This could be due to the
longer length of the junction. The IV curves of this device also did not show any dependence on quantum
Hall filling factor.
Devices 2 and 4 both showed supercurrents at all fields and IV characteristics which depended on the
quantum Hall filling factor. These two devices will be discussed in detail for the rest of the chapter. For
both devices, hysteresis was only seen at low fields, but there was always a supercurrent present. Typical
curves looked like those shown in figure 7.5 for both a hysteretic and non-hysteretic measurement.
Figure 7.5: The left-hand figure shows a current versus voltage trace for zero field while the right-hand figure
shows the same for 2.25T. At low fields the data is hysteretic while at higher fields it is not. Both curves
are from device 2.
The critical current versus field can be plotted and the data is shown in figure 7.6 for device 2. The
critical current does not oscillate like a typical Fraunhofer pattern but instead decays monotonically with
field. This can be understood by recalling that the device has multiple superconducting shorts bridging the
gap, each with a different area. We can therefore assume that the critical current versus field data is the sum
of multiple Fraunhofer patterns from differently-sized junctions. To demonstrate this, Fraunhofer patterns
for twenty junctions with areas ranging from 2× 10−16m2 to 40× 10−16m2 (the approximate range of link
sizes in these devices) were summed; the result is the pink line in figure 7.6. The blue and black data points
are the critical currents of the device in the positive and negative current directions. Presumably by tuning
the junction areas of the ensemble, a more perfect fit could be found, but this suffices to show that the
field-dependence of the critical current in these devices is consistent with the behavior of multiple junctions
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of different sizes in parallel.
Figure 7.6: Critical current versus field for device 2. The blue data is the critical current of the device in
the positive current direction while the black data is the critical current in the negative direction. The pink
line was formed by adding ideal Fraunhofer patterns for twenty junctions with areas ranging from 2× 10−16
m2 to 40× 10−16 m2.
The shape of the IV curves for devices 2 and 4 also shows interesting behavior when a field is applied.
At low fields, the IV curves are symmetric for positive and negative currents. However, on a quantum Hall
plateau, they are asymmetric. For convenience, two directions can be defined: the ‘easy’ direction which
has current flowing in the direction of the chiral edge states and the ‘hard’ direction with current flowing
against the edge states. For ν = 4 and 6, when current is in the easy direction, the sample shows behavior
similar to that of the low field data. However, in the hard direction, the critical current is smaller and the
transition from the superconducting to the normal state is very broad and noisy. For ν = 5, the behavior is
reversed: the hard direction shows a large critical current and a sharp, quiet transition to the normal state
while the easy direction has a smaller critical current and a broad, noisy transition. Data for devices 2 and
4 for filling factors ν = 4, 5, and 6 are shown in figures 7.7 7.8, and 7.9, respectively.
When a field in the negative z direction is applied to the sample, the easy direction becomes the hard
direction and vice versa, since a field reversal also reverses the direction of the edge states. The data reflect
this switch, as the behavior which was observed for positive currents (previously the easy direction) is now
seen at negative currents (now the easy direction) and vice versa. This implies that the asymmetry in the
IV curves is caused by a time-reversal symmetry breaking mechanism rather inherent device imperfections.
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Figure 7.7: Top panel shows the device 2 IV curve for 6.66T (ν = 4) while the bottom panel shows same
for device 4. The upper inset shows in more detail the transition to the normal state for positive current
(the ‘easy’ direction) and the lower inset shows the transition to the normal state for negative current (the
‘hard’ direction). The hard direction shows a smaller critical current and a broad, noisy transition.
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Figure 7.8: Top panel shows the device 2 IV curve for 5.17T (ν = 5) while the bottom panel shows same
for device 4. The upper inset shows in more detail the transition to the normal state for positive current
(the ‘easy’ direction) and the lower inset shows the transition to the normal state for negative current (the
‘hard’ direction). The easy direction shows a smaller critical current and a broad, noisy transition.
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Figure 7.9: Top panel shows the device 2 IV curve for 4.60T (ν = 6) while the bottom panel shows same
for device 4. The upper inset shows in more detail the transition to the normal state for positive current
(the ‘easy’ direction) and the lower inset shows the transition to the normal state for negative current (the
‘hard’ direction). The hard direction shows a smaller critical current and a broad, noisy transition.
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Figure 7.10: The top panel shows the IV curve for device 2 at positive 6.66T (corresponding to ν = 4). The
bottom panel shows the same data for -6.66T. The positive field curve would lie on the negative field curve
if the current and voltage axes were flipped. This implies that the mechanism causing the asymmetry is
field-related.
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IV characteristics for device 2 on ν = 4 at both positive and negative fields can be seen in figure 7.10.
A way of quantifying the difference in behavior of the IV curves on the plateaus is by measuring the
critical current asymmetry. This is defined to be the critical current in the easy direction divided by the
critical current in the hard direction. This data can be seen in figure 7.11. The critical current is when the
device voltage leaves zero. In many cases, the voltage leaves zero at some current, only to return to zero
and leave again at higher currents. This occurs frequently for the broad, noisy transitions. In this case, the
current was recorded twice-the first time the voltage left zero and the last time the voltage left zero. These
values were then averaged to determine the critical current. These points are shown with error bars on the
plot corresponding to the deviation from the average of the first and last currents at which the voltage left
zero.
Figure 7.11: Critical current asymmetry for device 2, defined as the ratio of the critical current in the easy
direction to the critical current in the hard direction. Currents were measured for both the first and last
times the voltage left zero, for the case of noisy transitions. These values were then averaged to give a data
point and error bars added as described in the text.
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7.2 Analysis
We now turn to the interpretation of the data. It is instructive to briefly review the standard resistively and
capacitively shunted junction (RCSJ) behavior of Josephson junctions as well as the expected results for
a superconducting flux flow transistor. RCSJ theory models a JJ as a resistively and capacitively shunted
junction for which the equivalent circuit is a JJ in parallel with a resistor and capacitor. The McCumber
parameter βc = (2e/h¯)IcR
2
nC predicts the hysteresis in the junction, where Ic is the junction critical current,
Rn is the normal state resistance, and C is the junction capacitance. The larger βc is, the stronger the
hysteresis. When βc ≤ 1, the junction is nonhysteretic. RCSJ-like junctions at low temperatures show a
sharp transition from the superconducting to normal states, regardless of βc.
The geometry of a superconducting flux flow transistor (SFFT) is a series of superconducting links
bridging two large superconducting electrodes. When an external field is applied in the z direction, vortices
form in the links (due to the very small Hc,II of the material). When a current is passed between the
electrodes in the y direction, a Lorentz force is exerted on the vortices in the x direction. For small currents,
the Lorentz force will not be strong enough to overcome the vortex pinning forces and a supercurrent will
be observed. As the current is increased, the Lorentz force will become large enough to force one vortex
out of a link and into a window or vice versa. The movement of the vortex causes resistance in the link.
As more vortices become depinned, the vortex flow state is entered. Eventually the critical current of the
links is exceeded and the system transitions to normal current flow. The IV curves for these types of devices
show a very rounded and gradual transition from the superconducting to normal states. Transistor action
is obtained by controlling the applied magnetic field. A larger field gives a smaller critical current density.
These two models can be used to help understand the devices in this chapter. For low fields, the sample
shows the expected RCSJ-like behavior for both current polarities, with a sharp, narrow transition to the
normal state. The field-controlled asymmetry which is a deviation from the RCSJ characteristics when the
sample is in the quantum Hall regime must be explained. We will propose that the sample has entered a
flux flow state leading to rounded IV characteristics. We will also hypothesize that the chiral quantum Hall
edge states are reducing the barrier to vortex motion, resulting in the occurrence of flux flow for only one
current direction.
The devices in this section are a parallel array of superconducting weak links connecting to large su-
perconducting electrodes with a perpendicular applied external magnetic field. This is exactly the setup
required for a SFFT. In our devices, however, the SFFT behavior only appears when the sample is in the
quantum Hall regime and is seen for only one polarity of transport current, as shown in figures 7.7, 7.8,
and 7.9. This polarity is controlled by the field direction and the filling factor. This implies that the edge
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states are modifying the potential barrier for vortices to transit the superconducting weak links, though no
mechanism for this interaction is immediately obvious. It is unlikely to be the local magnetic field from the
edge state current, as it is extremely small. If this were the case, we would also expect a larger effect when
the sample is in ν = 6 than ν = 4 since the field from the edge states would be 33% larger. This is not seen.
An explanation for why opposite behavior is seen on ν = 5 is also not clear. One possibility is that
the existence of the spin-polarized channel in odd filling factor states has changed the dynamics of the
interaction, but no specific mechanism has been determined at this time.
7.3 Conclusion
Devices in this chapter were fabricated with extremely good coupling between the superconductor and
semiconducting heterostructure by utilizing an InAs capping layer. An array of superconducting weak links
spanned the narrow gap between the electrodes. IV curves were measured as a function of field. The critical
current as a function of field decreased monotonically and was very well modeled by the sum of multiple
Fraunhofer patterns.
At low fields, the IV curves showed the expected RCSJ behavior, with a large critical current and a
sharp, quiet transition from the superconducting to the normal state. However, when the field was tuned
to an integer quantum Hall filling factor, the curves became asymmetric around V = 0. One direction
continued to show RCSJ behavior, but the other direction now exhibited a reduced critical current and a
very broad, noisy transition to the normal state. For ν = 6 and 4, the broad, noisy transition occurred in
the ‘hard’ direction (current applied against the flow of the chiral edge current) while for ν = 5 the broad,
noisy transition occurred in the ‘easy’ direction. When the field direction was reversed, the broad transition
reversed polarity (occurring for positive current values instead of negative current values, for example), as
is expected if the quantum Hall states are controlling this phenomenon.
This broad, noisy transition was explained by considering vortex flow perpendicular to the current di-
rection, as is seen in SFFTs. It was hypothesized that the edge states were reducing the barrier to vortex
motion, though no specific mechanism was proposed. The behavior in this device was intimately connected
to the presence of the superconducting weak links. The next chapter will present data for a device without
such shorts.
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Chapter 8
Proximity Effects
The final wafer which will be discussed has a very similar architecture to wafer 0382-2D, shown in the previous
chapter. These devices, however, did not have any superconducting weak links bridging the electrodes
and therefore different behavior was observed. In particular, transport across the gap occurs within the
semiconductor. Multiple Andreev reflection peaks, resonant tunneling peaks, and asymmetric Fraunhofer
patterns were seen in these devices. The asymmetric Fraunhofer patterns were due to inhomogeneous current
flow in the junction as a result of uneven removal of the semiconductor capping layer. Resonant tunneling
peaks which occur when a particles reflecting between the two electrodes destructively interfere were only
seen in the device with the shortest gap and showed no field dependence. The lack of resonant tunneling
peaks in the longer devices is probably due to a loss of coherence of the normal particles as they traverse
the gap.
MAR peaks due to the superconducting gap were seen in all four devices. As discussed in chapter
2 section 2.3, MAR peaks occur when a voltage less than the gap is applied across two superconducting
electrodes separated by a normal. An electron from the first electrode crosses the normal layer and impinges
on the second electrode. Since the voltage bias is less than the gap, there are no single-particle states for the
electron to enter. It therefore enters as a Cooper pair and a hole is Andreev reflected with the same absolute
value but opposite sign of the energy and momentum. This hole reaches the first electrode, enters as a pair,
and an electron is retroreflected. This continues until the energy of the retroreflected particle is greater than
the gap, at which point it can enter the single-particle states. The number of times Andreev reflection must
occur is inversely proportional to the voltage. This leads to features in the differential resistance at 2∆/n
where ∆ is the superconducting gap and n is the MAR order.
In these devices, the dependence of MAR peaks on magnetic field and junction length were measured.
The majority of the peaks shift to lower voltages with field and follow a scaling law. The peak movement
can be attributed to the change in the superconducting gap with field. In the two devices with the longest
gaps, peaks at low bias voltage were seen and attributed to Andreev reflection through a proximity induced
normal gap. These peaks do no show significant field dependence and disappear below 1.5T. No dependence
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on gap length was observed.
Figure 8.1: Device schematic for wafers 0382-2D and 0386-1C. Current is run from I+ to I−, two-terminal
voltage measurements are made with the voltage taps V2+ and V2−, and four-terminal voltage measurements
are made with taps V4+ and V4−. The blue Hall bar is 1mm wide and 4mm long.
The device geometry is shown in figure 8.1. Two closely spaced NbTi contacts (black) on one side of the
QH bar (blue) are used to inject and extract current from the semiconductor. The remote electrodes behind
the current contacts measure the voltage and allow us to construct four-point four-terminal I-V curves that
measure only voltages that develop in the semiconductor. Voltages can also be measured at the two-terminal
probes, allowing us to obtain the device IV curve.
The device heterostructures used in all these devices is shown schematically in figure 8.2. The InAs
capping layer provided excellent contact between the superconductor and semiconductor with a transmission
coefficient of 0.7. The InAs was half as thick in this wafer as in the previous one (200A˚ instead of 400A˚). The
thin GaSb layer was used to change the lattice constant from the 5.65A˚ of GaAs to the 6.1A˚ of InAs while
maintaining two-dimensional growth. This procedure was detailed in chapter 5 section 5.4.3. The AlGaAs
layer below had graded aluminum content so that no unintended 2DEG layers would form. Ultimately, the
2DEG accumulated about 80 nm below the interface between the NbTi and the semiconductor. Details
regarding this structure were provided in chapter 4.
This wafer had four devices with different gaps of sizes 260nm, 300nm, 425nm, and 680nm as determined
by SEM. Although some effects were common to all devices, each device will be introduced separately and
its unique features discussed. The analysis will appear at the end and will discuss the features common to
multiple devices.
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Figure 8.2: MBE heterostructure for wafer 0386-2C. The purpose of the GaSb layer is to change the lattice
constant from the 5.65A˚ of GaAs to the 6.1A˚ of InAs. The InAs cap provides excellent coupling between
the NbTi superconductor and the rest of the semiconducting heterostructure.
Some overall information about the device will be given here. Although center of the Hall bar was etched,
the smaller gaps had quite a bit of InAs remaining, as will be shown in the SEM pictures of each device.
Each device had differential resistance measured as a function of applied current. The magnetic field was
always swept from a smaller absolute value to a larger absolute value. This ensured that the number of
vortices in the superconducting leads was appropriate for the field and that the field under the leads was the
same as the applied field and not determined by vortex trapping and the history of the applied magnetic
field strength.
Graphs will be shown of the two-terminal differential resistance versus current and versus voltage. The
measured data, however, was differential resistance versus current. The voltage values for the curves were
determined by integrating the differential resistance (dV/dI) over the current range. As with any integration,
there remains an undetermined constant which needs to be fixed. In this case, the constant was chosen to
give zero voltage at zero current.
The magnetoresistance data is shown in figure 8.3. The MR does show some parallel conduction, but it
is not large. The longitudinal MR never reaches zero, but the plateaus are flat and at the correct resistance
values. This indicates that in the device overall, the majority of the InAs cap has been removed. The black
Rxx curve does not go to zero since a small amount of the current is still being carried by the InAs layer.
The MR also shows that the 2DEG has more carriers than previous devices, as only plateaus up to ν = 6
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Figure 8.3: Longitudinal and transverse magnetoresistance for wafer 0386-1C. There is some parallel con-
duction visible (the longitudinal MR does not actually reach zero, for example) but the overall shape is as
expected and the plateaus are quite flat and at the correct resistance values. The filling factors are indicated
on the plot.
are seen.
8.1 Device 1 (260nm gap)
Device 1 has the shortest gap on wafer 0386-1C with a length of 260nm as determined by SEM. The SEM
picture can be seen in figure 8.4. The two superconducting electrodes are shown on either side with the gap
in between. The center of the Hall bar is on top. The lighter gray islands running across the center of the
gap are the remains of the InAs cap which was not etched away. The darker regions are where the InAs
is etched down to the AlGaAs layer on top of the 2DEG. This gray-scale identification was determined by
comparing the relative feature heights using AFM. Pictures of the center of the Hall bar indicate that the
light gray InAs islands are much more sparse there. An explanation for this inconsistency is that the aspect
ratio of the gap made it difficult for the acid etch to attack the InAs fully. Current can therefore pass both
through an InAs channel as well as the 2DEG. The edge of the SEM picture shows a feature which may be
a superconducting short. It looks discontinuous, but it is possible that it superconducts and carries current.
Device 1 showed a supercurrent at all fields and hysteretic behavior at low fields, unlike any of the other
devices. In figure 8.5, differential resistance versus current versus field data can be seen both for the sweep
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Figure 8.4: SEM picture of device 1 on wafer 0386-1C. The large bright areas on either side are the super-
conducting contacts. Between the contacts, the light gray areas are InAs islands while the darker gray is
the 2DEG. There may be a superconducting short on the edge.
out from zero (critical current) and for the sweep back in to zero (retrapping current). At zero field, the
critical current was around 30µA while the retrapping current was around 15µA. Both currents decrease in
value as the field is increased, though the critical current decreases faster and eventually, around 2T, the
hysteresis is gone.
Figure 8.5: Differential resistance versus current versus field for device 1. The left-hand plot shows the critical
current data (current sweeping out from zero to large positive and negative values) as well as retrapping
data (current sweeping in to zero from large positive and negative values).
The difference in critical current for positive and negative current biases is actually an asymmetric
Fraunhofer pattern due to an inhomogeneous current distribution in the device. It is also seen in device 4
and will be discussed in detail later.
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8.2 Device 4 (300nm gap)
Device 4 is the second-smallest, with a gap of 300nm. In the SEM image for device 4 shown in figure 8.6, it
appears that there is a small short near the bottom edge. It is possible that this short is superconducting,
though it is difficult to be certain. A similar feature is seen in device 2 (figure 8.8) which does not exhibit a
supercurrent, however AFM images on a coprocessed wafer with similar features indicate that the height of
the short is consistent with the superconducting layer.
Figure 8.6: The left-hand plot is an SEM picture of device 4, while the right-hand plot is zoomed in on the
edge of the device. A possible superconducting short can be seen near the bottom edge of the device.
A color plot of the differential resistance versus current and field as well as one versus voltage and field
can be seen in figure 8.7. A supercurrent is seen up to approximately 4T. The zero field supercurrent is
about 1.8µA. An asymmetric Fraunhofer pattern is also observed, which will be discussed in detail later.
It should be noted that the voltage scale for this device is almost exactly ten times smaller than it is for
the other devices, but the differential resistance value is correct given the size of the device. The most likely
cause of this problem is a mistake in the measurement setup. Various resistors were used and it is possible
that one of the resistor values was incorrectly recorded. For the remainder of this work, the voltage scale
for device 4 will be multiplied by ten. This will not affect the subsequent analyses, as for these we will be
looking at sample behavior as a function of field and will be interested in the change in voltage rather than
the absolute value.
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Figure 8.7: Color plots of the differential resistance versus current and field (left graph) and differential
resistance versus voltage and field (right graph). Red, white, and pink correspond to high resistance while
blue, purple, and black are low resistance.
8.3 Device 2 (425nm gap) and Device 3 (680nm gap)
Devices 2 and 3 are very similar and will be discussed together. They have gaps of 425nm (device 2) and
680nm (device 3). Figure 8.8 shows the SEM picture for these devices. It seems that there is a small short
near the edge of device 2, but this short does not superconduct and may be composed of InAs. If it were a
superconducting weak link, a supercurrent should be observed in device 2. Device 3 has no shorts.
Figure 8.8: SEM pictures of 0386-1C device 2 on the left and device 3 on the right. There appears to be a
small short near the edge of device 2, but this device does not show a supercurrent.
In figure 8.9, data for device 2 is shown. A color plot of the differential resistance versus current and field
is on the left, while a color plot of the same data versus voltage and field is on the right. The data show a
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zero-bias resistance minimum as well as several peaks at higher biases. The data for device 3 are shown in
figure 8.10 and have similar features.
Figure 8.9: The left-hand figure shows the differential resistance versus applied current and field for device 2.
The right-hand figure shows the same data plotted versus voltage and field. A zero-bias resistance minimum
is visible as are peaks at higher biases.
The zero-bias resistance minimum will be discussed first. This minimum is a precursor to a supercurrent.
A true supercurrent is not seen, probably due to the large contact separation (unlike devices 1 and 4). This
implies that the phase coherence length is longer than 300nm but shorter than 425nm. As the magnetic
field is increased, the zero-bias resistance value approaches the high-bias value.
Figure 8.10: The left-hand figure shows the differential resistance versus applied current and field for device
3. The right-hand figure shows the same data plotted versus voltage and field. A zero bias resistance
minimum is visible as are peaks at higher biases.
Differential resistance versus voltage data was presented in this section for devices 1-4 on wafer 0386-1C.
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Unlike the previous chapter, these devices did not have an array of shorts spanning the gap. They did,
however, have an incompletely etched InAs cap leading to InAs islands throughout the gap. Devices 1 and
4 showed supercurrents. When the critical current versus field was plotted, the result was an asymmetric
Fraunhofer pattern. Devices 2 and 3 did not show supercurrents, probably due to the longer gap length. All
four devices showed peaks in resistance which shifted to lower voltages as the field was increased. In the next
section, these features will be shown to be the result of multiple Andreev reflection or coherent reflection.
The dependence of the MAR peaks on field will be attributed to the change in the superconducting gap.
8.4 Multiple Andreev reflection
Multiple Andreev reflection (MAR) peaks occur at submultiples of the gap energy (VMAR = 2∆/n) and are
seen in all of these devices. MAR was discussed in detail in chapter 2 section 2.3. In figure 8.11, the zero-field
differential resistance versus voltage data is shown for all four devices and the observed peaks are identified.
All four devices show MAR peaks corresponding to 2∆S where ∆S is the gap of the superconducting
electrodes. The gap voltage is not exactly the same for all devices, though it is similar. The change in
gap voltage is probably due to the normal reservoir beneath the electrodes. The larger the influence of the
normal material, the larger the reduction in the gap voltage.
All four devices also show a peak labeled as ‘SC.’ This peak occurs when the device is changing its overall
resistance and going to a state in which there is either a supercurrent or a zero bias resistance minimum
precursor to a supercurrent. The feature is not part of an MAR series and shows no field dependence.
Devices 2 and 3 show peaks below the SC feature, labeled as 2∆N and ∆N . These peaks may be due to
the proximity-induced gap ∆N in the InAs. This idea is bolstered by the fact that in device 3, the peaks
are separated by a factor of 2 in voltage. It is possible however, that these gaps are actually Andreev bound
states. These peaks do not show any field dependence and disappear by 1.5T for both devices. It has been
predicted[25] that if a device shows both superconducting (∆S) and proximity-induced (∆N ) MAR peaks,
then peaks at ∆S + ∆N and ∆S −∆N should also be seen. No features at these voltages are seen; however
since ∆N is so small (less than 0.1mV) and each MAR peak is rather wide (0.2-0.3mV), it is likely that any
such features would be subsumed under the ∆S feature. The presence of the supercurrent in device 1 and 4
disrupts the observation of MAR peaks from ∆N .
Device 1 also shows a set of unusual features. It has peaks at 2∆S and 2∆S/3 but is missing the peak
corresponding to ∆S . These peaks have been identified as MAR both due to their field-dependence and
to the factor of three voltage scaling. The absolute voltage of the upper peak is also consistent with 2∆S .
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Figure 8.11: Differential resistance versus voltage for devices 1 (upper left, 260nm), 4 (upper right, 300nm),
2 (lower left, 425nm), and 4 (lower right, 680nm) at zero field. Peaks due to MAR from the superconducting
gap (2∆2/n), MAR from the proximity-induced normal gap (2∆N ), the transition to the supercurrent state
(SC), and resonant spikes are labeled.
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Three large spikes are also visible, labeled as such. We believe these spikes have the same origin as those
observed by Bastian et.al.[11]. In their paper, they attributed spikes in differential resistance to a resonance
effect. A particle incident on an electrode can either undergo Andreev reflection or normal reflection. Spikes
are caused when a particle normal reflects as part of an MAR series, returning to the energy and position
from which it came. This results in a standing wave resonance, reducing the conductance and causing spikes
in the differential resistance. An illustration is shown in figure 8.12. This was discussed in detail in chapter
3 section 3.4.
Figure 8.12: Sketch showing how an electron can undergo either Andreev reflections, shown by the solid line,
or normal reflections, shown by the dashed line. A standing wave can form due to interference between the
AR and normal reflection processes. Image from [11].
Device 1 is the only device to show spikes, presumably because it is the one which has the best coupling
between electrodes. Since spikes are caused by coherent reflection, strong coupling is probably necessary for
their observation. Bastian et.al. also noted that the spikes were approximately equidistant in voltage. This
is also seen here, as the first spike is at 0.5mV and the other two are at 2mV and 2.5mV. Why no spikes are
seen at 1mV and 1.5mV is not known.
The field-dependence of all the peaks was measured and is plotted in figure 8.13. As the field is increased,
the MAR peaks generally shift to lower voltages. Devices 3 and 4 show an interesting split peak behavior
for ∆S . At low fields, there is only one peak, but as the field is increased, it splits into two peaks, both of
which are plotted on the graph. This behavior has been seen before (e.g. [10]) but no explanation was given.
The features attributed to the spikes, the proximity-induced normal gap, and the transition to the
supercurrent state are also shown in these figures. No obvious field-dependence is observed for these peaks.
The MAR peaks appear to have a similar field-dependent behavior and indeed, the majority of the curves
can be collapsed onto one voltage versus field curve. This is shown in figure 8.14 where most of the MAR
curves have been divided by their zero-field values to show this scaling behavior. The curves for device 3
peak 2∆/4 and device 2 peak ∆ were divided by a slightly different number, as their zero field voltages were
not in line with the rest of the curve. Two peaks (device 2 2∆ and device 3 ∆) did not have zero field values,
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Figure 8.13: Differential resistance feature voltages versus field for devices 1 (upper left, 260nm), 4 (upper
right, 300nm), 2 (lower left, 425nm), and 4 (lower right, 680nm). MAR peaks from the superconducting and
proximity-induced normal gaps are shown along with differential resistance spikes and the transition from
the normal to superconducting states (SC).
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and so were divided by the number which made them fit the trend the best.
Three of the peaks do not lie on the scaling curve regardless of which divisor is chosen. Those peaks are
highlighted with filled symbols in figure 8.14 and are from device 1 peak 2∆, device 2 peak 2∆ and device 3
peak 2∆/3. No explanation for these anomalies immediately presents itself. It is not due to a specific device,
as all devices have other peaks which fit the scaling relationship. It is also not due to the MAR order, as
other 2∆ and 2∆/3 peaks scale nicely. Peak 2∆/3 on device 3 is a little different from the others in that it
intersects with peak 2∆/4 around 0.7T as can be seen in figure 8.13. The subsequent points were labeled as
2∆/4 since labeling them as 2∆/3 did not provide very good scaling behavior. Peak 2∆ on devices 1 and 2
does not have many data points and the data is very noisy. It is possible if there were more data points or
if the data were less noisy that it would fit the scaling relation better.
Figure 8.14: Scaled voltage for the superconducting MAR peaks as a function of field. The scaling is very
good for all peaks except 2∆S for devices 1 and 2 and 2∆/3 for device 3.
One theory put forth to explain the field-dependence of the MAR peaks was proposed by Shailos et.al.[29].
As discussed in chapter 3, this group also measured the shift in MAR peak voltages for large magnetic fields.
Their proposed explanation was the defocussing of Andreev pair trajectories such that the cyclotron radius
corresponds to the distance between electrodes. This explanation is not detailed enough to be certain of
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their meaning, however it is clear that it is not applicable to this dataset. First, the cyclotron radius for this
sample at 2T is approximately 750A˚. This is much smaller than any of the gaps in this problem, making it
difficult to think that this scale is important. For device 4, the field at which the cyclotron radius equals
the gap width is about 0.4T.
The other reason this theory is not suitable for this data is that it implies a different field scaling for all
four devices. All four devices have different gap widths, so a different field dependence would be expected
if the cyclotron radius coinciding with the gap width was the important parameter. Since the devices all
follow a similar scaling relation, this picture cannot be true.
Another possible mechanism for the MAR peak dependence is that the superconducting gap is getting
smaller as the field increases. Since the peaks occur at voltages of 2∆S/n, if ∆S changed with field, the peak
position should also change with field. Since all peaks have the same field dependence, this is the most logical
solution. Theoretical expressions for the dependence of the gap parameter on field for type II superconductors
exist. Watanabe et.al.[63] gave the expression ∆ = α
√
1−B/β where ∆ is the superconducting gap, B is
the magnetic field, and α and β are constants. This expression does not fit the data well. The peaks are
well-fit by V (B) = α exp(−βB2). This discrepancy may be due to the strength of the proximity coupling,
which could also be changing with field.
8.5 Fraunhofer patterns
Figure 8.15: Differential resistance versus field for device 1. The current is swept out from zero for both
directions resulting in data about the critical current. The skewed Fraunhofer pattern is indicative of
nonuniform current flow through the junction.
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The other features which remain to be discussed are the critical currents in device 1 and 4. They both
show modulations in the value of their supercurrents with field as seen in figures 8.15 and 8.16. These
modulations show a pronounced current-field symmetry. When the field direction is reversed, features
which appeared at positive currents now appear at negative currents and vice versa. These effects are most
pronounced at low fields, indicating that they are not caused by the quantum Hall effect. Instead, they can
be explained by nonuniform current flow through the junction.
Figure 8.16: Differential resistance versus field for device 4. The skewed Fraunhofer pattern is indicative of
nonuniform current flow through the junction.
In chapter 3, skewed Fraunhofer patterns were discussed in the context of Josephson junctions fabricated
in such a way as to force the current to flow along one edge of the junction and not the other. This results
in an Ampere’s law self-flux through the junction leading to a field which either adds or subtracts from the
externally applied field depending on the direction of current flow. The junctions in this work were designed
to be symmetric, but as was shown in the SEM pictures (figures 8.4 and 8.6), the InAs layer did not etch
uniformly. It is almost continuous near the edge of the mesa and becomes less dense toward the center. If
the current is being carried predominantly in the InAs layer and not in the 2DEG below, this kind of skewed
pattern would be expected.
104
The direction of the skewness is opposite in the two devices. For device 1, the pattern is skewed to the
left while for device 4, it is skewed to the right. This makes sense as the two devices are directly across from
each other on the mesa but hooked up in the same way. For a positive current, device 1 will have a self-field
in the positive field direction while for device 4, a positive current will result in a negative self-field. These
facts together imply that the skewness is due to an inhomogeneous current flow pattern.
8.6 Conclusion
The devices discussed in this chapter had gaps which contained incompletely etched InAs islands. The
devices with the smallest spacing (1 and 4) showed a supercurrent. When the critical current versus field
was plotted, an asymmetric Fraunhofer pattern was revealed, due to the inhomogeneous current flow through
the remaining InAs islands.
All four devices showed differential resistance peaks as a function of voltage. In device 1, some of
these peaks were identified as spikes, which are a resonant transport effect. These spikes showed no field
dependence and were not seen in the devices with longer gaps. Other peaks were identified as MAR peaks,
either from the superconducting gap or the proximity-induced normal gap. The MAR peaks all showed
similar field dependence and could be scaled onto the same curve. The field dependence was attributed to
the change in the superconducting gap caused by the applied field. The functional form of this dependence
does not match theoretical predictions for how the superconducting gap changes with field. This discrepancy
may occur because the proximity effect is also changing with field.
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Chapter 9
Summary and Directions for Future
Research
The original goal of this project was to investigate coupling between superconductors and quantum Hall
edge modes. Theoretical predictions regarding this type of transport were made by a variety of groups[2–4].
In the course of this work, three different device types were fabricated and tested, each of which showed
interesting properties.
The first type consisted of devices with relatively weak coupling between the superconductor and the
semiconducting heterostructure. In the sample with the longest gap length, zero bias resistance maxima
were seen at all fields. The maxima were twice as large when the sample was in the ν = 2 state versus the
ν = 4 state. This is due to the reduction in the number of conduction channels and implies that the current
is traveling through the edge channels. The sample with more closely spaced gaps also showed zero bias
resistance maxima when in an IQHE state, but showed resistance minima between plateaus. The maxima
became larger as the number of conducting channels were reduced, replicating the results from the previous
sample. The resistance minima between plateaus are due to the long mean free path of the 2DEG and
comprise the beginnings of coherent transport. This device showed that transport through the quantum
Hall edge states is possible, but that the edge states for these type of devices will not carry a supercurrent.
The decoherence of the Cooper pairs was attributed to the difference in momenta of the edge states as well
as the long perimeter of the 2DEG.
The second type consisted of devices in which the coupling between the superconductor and 2DEG was
larger. These devices also had a random array of superconducting weak links spanning the bulk electrodes.
Supercurrents were visible at all fields due to the weak links. The critical current of the devices as a function
of field was fit well by a sum of Fraunhofer patterns for junctions of different areas. The IV characteristics
were hysteretic at low fields and showed RCSJ-like behavior. When the sample was in the IQHE state,
the IV curve behavior was reminiscent of a superconducting flux flow transistor in one direction while still
showing RCSJ behavior in the other. For even plateaus, SFFT behavior was seen in the hard direction,
while for odd plateaus, it was seen in the easy direction. A theory in which the edge states were affecting the
barrier to vortex entry into the superconducting shorts was presented, but no mechanism for this interaction
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was proposed. This is believed to be the first type of device fabricated for which the IV characteristics were
asymmetric and controlled by quantum Hall edge states.
The final type of devices were well-coupled to the 2DEG but had no superconducting shorts. They
did have a parallel conducting layer of InAs on top of the 2DEG. These devices showed no IQHE plateau-
dependent behavior. Two devices showed supercurrents due to the small junction length. These supercur-
rents had asymmetric Fraunhofer patterns due to the inhomogeneous current flow through the junction.
The other two devices showed a zero bias resistance minimum, the precursor to a supercurrent. All devices
showed MAR peaks, in some cases up to n = 4. The MAR peaks moved with field and the motion for most
of the peaks could be scaled onto a single curve. The peak motion was attributed to the reduction of the
superconducting gap with field. This is the first measurement of the field-dependence of MAR peaks for a
semiconductor.
9.1 Future Work
The ability to couple superconductors to semiconducting heterostructures, including buried two dimensional
electron gases, opens up possibilities to perform a wide variety of experiments. Some ideas for future research
based on this work are presented here.
One obvious continuation of this work concerns the quantum Hall edge mode transport devices. These
devices were only measured up to ν=2 due to the limitations of the available magnet. It would be extremely
interesting to measure them in the lowest Landau level and thus to test the predictions of Fisher[2] more
directly. Interesting data could also be observed if one were able to modify the Lande´ g-factor which
determines the energy difference between spin-up and spin-down states. This could be done by modifying
the aluminum percentage[16], though one must be careful to have enough aluminum to keep the electrons
confined while not having too much which would increase the tunnel barrier into the 2DEG. It is possible
to create 2DEGs between two AlGaAs slabs with differing aluminum concentration. This would be another
way to tune the g-factor, though one must be careful not to go above 45% aluminum, as these compounds
have an indirect band gap.
The g-factor can also be tuned by changing the 2DEG electron density[64], which can be done by means
of a back gate, or by changing the width of the well[65], which must be done during growth. Using a back
gate is desirable as the g-factor can be changed during measurement. One must, however be careful that the
electron density does not become too large such that nu = 1 cannot be reached with the available magnets.
The g-factor could be brought close to zero by changing the well width and then swept from positive to
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negative values using a back gate and the IV characteristics measured. Based on the predictions by Fisher, a
large zero bias resistance maximum should be visible as the g-factor is tuned through zero when the sample
is tuned to ν = 2.
The sample perimeter could also be changed to test the predictions of Ma et.al.[3] and Stone et.al.[4].
They predicted that the critical current in devices such as these should depend inversely on the junction
perimeter. This could be done on a single wafer by etching lines through the Hall bar at irregular intervals,
thus creating multiple different perimeters on the same wafer.
Another interesting possibility would be to create more uniform SFFT arrays on 2DEGs. The array
presented in this work is extremely nonuniform and created only on the edge of the Hall bar. A uniform
array could be created across an entire 2DEG rather than just on the edge. If contact to both right- and
left-moving states is important, I would expect to see no difference in IV characteristics. These devices could
then be measured to smaller filling factors, specifically ν = 1. Since this state is completely spin-polarized,
I would expect to see a large difference in the vortex flow characteristics.
In the fractional quantum Hall effect, the charge carriers can be modeled as composite particles consisting
of electrons and flux tubes. An SFFT device measured in the FQHE regime might help elucidate the interplay
between vortex motion and edge states. In addition, since the edge states are now ‘dragging’ flux along, one
could expect to see very different behavior.
Another avenue of research concerns topological quantum computation. An excellent review on this
subject can be found in [66]. A topological quantum computer uses particles called anyons which exist only
in two dimensions and have statistics ranging between fermions and bosons. Fermions are antisymmetric
under exchange (corresponding to a phase of pi) while bosons are symmetric under exchange (corresponding to
a phase of 0 or 2pi). Anyons, however, can have any phase under exchange, depending on the exact conditions.
The topological quantum computer stores information nonlocally across multiple anyonic quasiparticles and
computational operations are performed by braiding. This type of quantum computer does not suffer from
the dephasing issues which plague other types of solid state qubits and lead to information loss.
It has been theoretically predicted[1] that a type II superconductor coupled to a 2DEG in a large magnetic
field could support anyons. The superconductor is fabricated to have an array of vortex pinning sites and
the field is tuned such that the number of flux quanta is slightly larger or slightly smaller than one per
pinning site. This leads to vacancies or interstitials in the Abrikosov lattice. At each defect, an anyon is
formed. When the 2DEG is tuned to the fractional ν = 5/2 state, non-Abelian anyons are formed, which are
necessary for topological quantum computation. These particles are predicted to have a fractional charge,
which is detectable by transport measurements. Measuring the fractional statistics would require fabricating
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an interferometer. The work discussed in this thesis provides the building blocks for such a device.
Finally, it has recently been suggested that Majorana fermions could be observed in superconductor/InAs
junctions (see, for example, [67] and [68]) due to the strong spin-orbit couping in InAs. The techniques
presented in this work leading to strong interfacial coupling and small junction lengths as well as the ability
to grow high-quality thin InAs on semi-insulating GaAs substrates are ideally suited to pursuing such a goal.
As Majorana fermions have as yet not been observed, this is an extremely exciting avenue of research.
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