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Abstract
Many rings and algebras arising in quantum mechanics can be interpreted as skew PBW (Poincare´-
Birkhoff-Witt) extensions. Indeed, Weyl algebras, enveloping algebras of finite-dimensional Lie alge-
bras (and its quantization), Artamonov quantum polynomials, diffusion algebras, Manin algebra of
quantum matrices, among many others, are examples of skew PBW extensions. In this paper we
extend the classical Ore and Goldie theorems, known for skew polynomial rings, to this wide class
of non-commutative rings. As application, we prove the quantum version of the Gelfand-Kirillov
conjecture for the skew quantum polynomials.
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1 Skew PBW extensions
The classical Ore’s theorem says that if R is a left Ore domain and R[x;σ, δ] is the skew polynomial ring
over R, with σ injective, then R[x;σ, δ] is also a left Ore domain, and hence has left total division ring of
fractions (see [15] or also [7]). In this paper we generalize this result to skew PBW extensions, a wide class
of non-commutative rings introduced in [12]. Skew PBW extensions include many rings and algebras
arising in quantum mechanics such as the classical PBW extensions (see [4]), Weyl algebras, enveloping
algebras of finite-dimensional Lie algebras (and its quantization), Artamonov quantum polynomials (see
[2], [3]), diffusion algebras, Manin algebra of quantum matrices, among many others. A very long list of
remarkable examples of skew PBW extensions is presented in [13], where some ring-theoretic properties
have been investigated for this class of rings, for example, the global, Krull, Goldie and Gelfand-Kirillov
dimensions were estimated. In the present paper we are interested in proving Ore and Goldie theorems
for skew PBW extensions, generalizing this way two well known results.
In this section we recall the definition of skew PBW (Poincare´-Birkhoff-Witt) extensions defined
firstly in [12], and we will review also some elementary properties about the polynomial interpretation of
this kind of non-commutative rings. Two particular subclasses of these extensions are recalled also.
∗Students of the Graduate Program in Mathematics.
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Definition 1.1. Let R and A be rings. We say that A is an skew PBW extension of R (also called a
σ − PBW extension of R) if the following conditions hold:
(i) R ⊆ A.
(ii) There exist finite elements x1, . . . , xn ∈ A such A is a left R-free module with basis
Mon(A) := {xα = xα11 · · ·x
αn
n | α = (α1, . . . , αn) ∈ N
n}.
In this case it says also that A is a left polynomial ring over R with respect to {x1, . . . , xn} and
Mon(A) is the set of standard monomials of A. Moreover, x01 · · ·x
0
n := 1 ∈Mon(A).
(iii) For every 1 ≤ i ≤ n and r ∈ R− {0} there exists ci,r ∈ R− {0} such that
xir − ci,rxi ∈ R. (1.1)
(iv) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R − {0} such that
xjxi − ci,jxixj ∈ R+Rx1 + · · ·+Rxn. (1.2)
Under these conditions we will write A := σ(R)〈x1, . . . , xn〉.
The following proposition justifies the notation and the alternative name given for the skew PBW
extensions.
Proposition 1.2. Let A be an skew PBW extension of R. Then, for every 1 ≤ i ≤ n, there exists an
injective ring endomorphism σi : R→ R and a σi-derivation δi : R→ R such that
xir = σi(r)xi + δi(r),
for each r ∈ R.
Proof. See [12], Proposition 3.
A particular case of skew PBW extension is when all derivations δi are zero. Another interesting
case is when all σi are bijective and the constants cij are invertible. We recall the following definition
(cf. [12]).
Definition 1.3. Let A be an skew PBW extension.
(a) A is quasi-commutative if the conditions (iii) and (iv) in Definition 1.1 are replaced by
(iii’) For every 1 ≤ i ≤ n and r ∈ R− {0} there exists ci,r ∈ R− {0} such that
xir = ci,rxi. (1.3)
(iv’) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R− {0} such that
xjxi = ci,jxixj . (1.4)
(b) A is bijective if σi is bijective for every 1 ≤ i ≤ n and ci,j is invertible for any 1 ≤ i < j ≤ n.
Some extra notation will be used in the paper.
Definition 1.4. Let A be an skew PBW extension of R with endomorphisms σi, 1 ≤ i ≤ n, as in
Proposition 1.2.
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(i) For α = (α1, . . . , αn) ∈ N
n, σα := σα11 · · ·σ
αn
n , |α| := α1 + · · ·+ αn. If β = (β1, . . . , βn) ∈ N
n, then
α+ β := (α1 + β1, . . . , αn + βn).
(ii) For X = xα ∈Mon(A), exp(X) := α and deg(X) := |α|.
(iii) If f = c1X1 + · · ·+ ctXt, with Xi ∈Mon(A) and ci ∈ R− {0}, then deg(f) := max{deg(Xi)}
t
i=1.
The skew PBW extensions can be characterized in a similar way as was done in [5] for PBW rings.
Theorem 1.5. Let A be a left polynomial ring over R w.r.t. {x1, . . . , xn}. A is an skew PBW extension
of R if and only if the following conditions hold:
(a) For every xα ∈ Mon(A) and every 0 6= r ∈ R there exist unique elements rα := σ
α(r) ∈ R − {0}
and pα,r ∈ A such that
xαr = rαx
α + pα,r, (1.5)
where pα,r = 0 or deg(pα,r) < |α| if pα,r 6= 0. Moreover, if r is left invertible, then rα is left
invertible.
(b) For every xα, xβ ∈Mon(A) there exist unique elements cα,β ∈ R and pα,β ∈ A such that
xαxβ = cα,βx
α+β + pα,β , (1.6)
where cα,β is left invertible, pα,β = 0 or deg(pα,β) < |α+ β| if pα,β 6= 0.
Proof. See [12], Theorem 7.
We remember also the following facts from [12].
Remark 1.6. (i) We observe that if A is quasi-commutative, then pα,r = 0 and pα,β = 0 for every
0 6= r ∈ R and every α, β ∈ Nn.
(ii) If A is bijective, then cα,β is invertible for any α, β ∈ N
n.
(iii) In Mon(A) we define
xα  xβ ⇐⇒

xα = xβ
or
xα 6= xβ but |α| > |β|
or
xα 6= xβ , |α| = |β| but ∃ i with α1 = β1, . . . , αi−1 = βi−1, αi > βi.
It is clear that this is a total order onMon(A). If xα  xβ but xα 6= xβ , we write xα ≻ xβ . Each element
f ∈ A can be represented in a unique way as f = c1x
α1 + · · ·+ ctx
αt , with ci ∈ R− {0}, 1 ≤ i ≤ t, and
xα1 ≻ · · · ≻ xαt . We say that xα1 is the leader monomial of f and we write lm(f) := xα1 ; c1 is the
leader coefficient of f , lc(f) := c1, and c1x
α1 is the leader term of f denoted by lt(f) := c1x
α1 .
A natural and useful result that we will use later is the following property.
Proposition 1.7. Let A be an skew PBW extension of a ring R. If R is a domain, then A is a domain.
Proof. See [13].
The next theorem characterizes the quasi-commutative skew PBW extensions.
Theorem 1.8. Let A be a quasi-commutative skew PBW extension of a ring R. Then,
(i) A is isomorphic to an iterated skew polynomial ring of endomorphism type, i.e.,
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A ∼= R[z1; θ1] · · · [zn; θn].
(ii) If A is bijective, then each endomorphism θi is bijective, 1 ≤ i ≤ n.
Proof. See [13].
Theorem 1.9. Let A be an arbitrary skew PBW extension of R. Then, A is a filtered ring with filtration
given by
Fm :=
{
R if m = 0
{f ∈ A | deg(f) ≤ m} if m ≥ 1
(1.7)
and the corresponding graded ring Gr(A) is a quasi-commutative skew PBW extension of R. Moreover,
if A is bijective, then Gr(A) is a quasi-commutative bijective skew PBW extension of R.
Proof. See [13].
Theorem 1.10 (Hilbert Basis Theorem). Let A be a bijective skew PBW extension of R. If R is a left
(right) Noetherian ring then A is also a left (right) Noetherian ring.
Proof. [13].
2 Preliminary lemmas
Let us recall first the non-commutative localization. If R is a ring and S is a multiplicative subset of
R (i.e., 1 ∈ S, 0 /∈ S, ss′ ∈ S, for s, s′ ∈ S) then the left ring of fractions of R exists if and only if two
conditions hold: (i) given a ∈ R and s ∈ S such that as = 0, then there exists s′ ∈ S such that s′a = 0;
(ii) (the left Ore condition) given a ∈ R and s ∈ S there exist s′ ∈ S and a′ ∈ R such that s′a = a′s.
When these conditions hold, the left ring of fractions of R with respect to S is denoted by S−1R, and
its elements are classes represented by fractions: two elements a
s
, b
t
are equal if and only if there exist
c, d ∈ R such that ca = db, cs = dt ∈ S. The operations of S−1R are given by a
s
+ b
t
:= ca+db
u
, where
u := cs = dt ∈ S, for some c, d ∈ R (the Ore’s condition applied to s and t), and a
s
b
t
:= cb
us
, where ua = ct,
for some u ∈ S and c ∈ R (the Ore’s condition applied to a and t). In a similar way are defined the right
rings of fractions. Note that any domain R satisfies (i) with respect to any multiplicative subset S, and
it is said that R is a left Ore domain if R satisfies (ii) with respect to S := R−{0}. The elements of the
ring R that are non-zero divisors are called regular and the set of regular elements of R will denoted by
S0(R).
In this second section we localize skew polynomial rings and skew PBW extensions by multiplicative
subsets of the ring of coefficients. The basic results presented here will used in the other sections of the
present paper. We start recalling a couple of well known facts.
Proposition 2.1. Let σ be an automorphism of R and R[x;σ, δ] the left skew polynomial ring. Then,
the right skew polynomial ring R[x;σ−1,−δσ−1]r is isomorphic to R[x;σ, δ].
Proof. See [14].
Proposition 2.2. Let R be a ring and S ⊂ R a multiplicative subset. If Q := S−1R exists, then any
finite set {q1, . . . , qn} of elements of Q posses a common denominator, i.e., there exist r1, . . . , rn ∈ R and
s ∈ S such that qi =
ri
s
, 1 ≤ i ≤ n.
Proof. See [14], Lemma 2.1.8.
The first preliminary result is the following lemma, the first part of which is well known and can be
found in [5].
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Lemma 2.3. Let R be a ring and S ⊂ R a multiplicative subset.
(a) If S−1R exists and σ(S) ⊆ S, then
S−1(R[x;σ, δ]) ∼= (S−1R)[x;σ, δ], (2.1)
with
S−1R
σ
−→ S−1R S−1R
δ
−→ S−1R
a
s
7→
σ(a)
σ(s)
a
s
7→ −
δ(s)
σ(s)
a
s
+
δ(a)
σ(s)
(b) If RS−1 exists and σ is bijective with σ(S) = S, then
(R[x;σ, δ])S−1 ∼= (RS−1)[x; σ˜, δ˜], (2.2)
with
RS−1
σ˜
−→ RS−1 RS−1
δ˜
−→ RS−1
a
s
7→
σ(a)
σ(s)
a
s
7→ −
σ(a)
σ(s)
δ(s)
s
+
δ(a)
s
Proof. (a) The sketch of the proof can be found in [5], Chapter 8, Lemma 1.10 and Proposition 1.11.
(b) From Proposition 2.1, we have R[x;σ−1,−δσ−1]d ∼= R[x;σ, δ]. Let θ := σ
−1 and γ := −δσ−1,
then R[x; θ, γ]d ∼= R[x;σ, δ], so (R[x; θ, γ]d)S
−1 ∼= (R[x;σ, δ])S−1. Adapting the proof of [5], but for the
right side (the inclusion θ(S) ⊂ S is guaranteed by the condition σ(S) = S), we obtain
(R[x; θ, γ]d)S
−1 ∼= (RS−1)[x; θ˜, γ˜]d, with θ˜(
a
s
) := θ(a)
θ(s) , γ˜(
a
s
) := −a
s
γ(s)
θ(s) +
γ(a)
θ(s) .
Hence, (R[x;σ, δ])S−1 ∼= (RS−1)[x; (θ˜)−1,−γ˜(θ˜)−1]. But note that (θ˜)−1 = σ˜ and −γ˜(θ˜)−1 = δ˜, where
σ˜, δ˜ are defined as in the statement of the theorem. In fact, if (θ˜)−1(a
s
) = b
t
, then a
s
= θ(b)
θ(t) =
σ−1(b)
σ−1(t) and
there exist c, d ∈ A such that ac = σ−1(b)d and sc = σ−1(t)d ∈ S. From this we get σ(a)σ(c) = bσ(d)
and σ(s)σ(c) = tσ(d) ∈ S, i.e., σ(a)
σ(s) =
b
t
. For the other equality we have −γ˜(θ˜)−1(a
s
) = −γ˜(σ(a)
σ(s) ) =
−[−σ(a)
σ(s)
γ(σ(s))
θ(σ(s)) +
γ(σ(a))
θ(σ(s)) ] = −
σ(a)
σ(s)
δ(s)
s
+ δ(a)
s
= δ˜(a
s
).
The previous lemma can be extended to iterated skew polynomial rings.
Corollary 2.4. Let R be a ring and A := R[x1;σ1, δ1] · · · [xn;σn, δn] the iterated skew polynomial ring.
Let S be a multiplicative system of R.
(a) If S−1R exists and σi(S) ⊆ S for every 1 ≤ i ≤ n, then
S−1A ∼= (S−1R)[x1;σ1, δ1] · · · [xn;σn, δn],
with
(S−1R)[x1;σ1, δ1] · · · [xi−1;σi−1, δi−1]
σi−→ (S−1R)[x1;σ1, δ1] · · · [xi−1;σi−1, δi−1]
a
s
7→
σi(a)
σi(s)
(S−1R)[x1;σ1, δ1] · · · [xi−1;σi−1, δi−1]
δi−→ (S−1R)[x1;σ1, δ1] · · · [xi−1;σi−1, δi−1]
a
s
7→ −
δi(s)
σi(s)
a
s
+
δi(a)
σi(s)
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(b) If RS−1 exists and σi is bijective with σi(S) = S for every 1 ≤ i ≤ n, then
AS−1 ∼= (RS−1)[x1; σ˜1, δ˜1] · · · [xn; σ˜n, δ˜n],
with
(RS−1)[x1; σ˜1, δ˜1] · · · [x˜i−1; σ˜i−1, δ˜i−1]
σ˜i−→ (RS−1)[x1; σ˜1, δ˜1] · · · [x˜i−1; σ˜i−1, δ˜i−1]
a
s
7→
σi(a)
σi(s)
(RS−1)[x1; σ˜1, δ˜1] · · · [x˜i−1; σ˜i−1, δ˜i−1]
δ˜i−→ (RS−1)[x1; σ˜1, δ˜1] · · · [x˜i−1; σ˜i−1, δ˜i−1]
a
s
7→ −
σi(a)
σi(s)
δi(s)
s
+
δi(a)
s
Proof. The part (a) of the corollary follows from Lemma 2.3 by iteration and observing that
(S−1R)[x1;σ1, δ1] · · · [xi−1;σi−1, δi−1] ∼= S
−1(R[x1;σ1, δ1] · · · [xi−1;σi−1, δi−1]),
thus any element of (S−1R)[x1;σ1, δ1] · · · [xi−1;σi−1, δi−1] can be represented as a fraction
a
s
, with a ∈
R[x1;σ1, δ1] · · · [xi−1;σi−1, δi−1] and s ∈ S. The same remark apply for the part (b).
Corollary 2.5. Let A := R[z1;σ1] · · · [zn;σn] be a quasi-commutative skew PBW extension of a ring R
and let S be a multiplicative system of R.
(a) If S−1R exists and σi(S) ⊆ S for every 1 ≤ i ≤ n, then
S−1A ∼= (S−1R)[z1;σ1] · · · [zn;σn].
In particular, if A is bijective with σi(S) = S for every i, then S
−1A is a quasi-commutative bijective
skew PBW extension of S−1R.
(b) If RS−1 exists and A is bijective with σi(S) = S for every 1 ≤ i ≤ n, then AS
−1 is a quasi-
commutative bijective skew PBW extension of RS−1 and
AS−1 ∼= (RS−1)[x1; σ˜1] · · · [xn; σ˜n].
Proof. This is a direct consequence of the previous corollary. Assuming that each σi is bijective and
σi(S) = S, for each 1 ≤ i ≤ n, then each σi is bijective. In fact, if
σi(a)
σi(s)
= 01 , then there exist
c, d ∈ R[x1;σ1] · · · [xi−1;σi−1] such that cσi(a) = 0 and cσi(s) = d ∈ S. Since σi is surjective and
S = σi(S), there exist c
′ ∈ R[x1;σ1] · · · [xi−1;σi−1] and d
′ ∈ S such that σi(c
′) = c and σi(d
′) = d, hence
σi(c
′a) = 0 and σi(c
′s) = σi(d
′), but σi is injective, then c
′a = 0 and c′s = d′. This means that a
s
= 0,
i.e., σi is injective. It is clear that σi is surjective. Finally, if the constants ci,j that define A are invertible
(see Definition 1.3), then
ci,j
1 ∈ S
−1A are also invertible.
For the part (b) the proof is analogous.
Now we consider arbitrary bijective skew PBW extensions and S a multiplicative subset of R con-
sisting of regular elements, i.e., S ⊆ S0(R). The next powerful lemma generalizes Lemma 14.2.7 of
[14].
Lemma 2.6. Let R be a ring and A := σ(R)〈x1, . . . , xn〉 a bijective skew PBW extension of R. Let
S ⊆ S0(R) a multiplicative subset of R such that σi(S) = S, for every 1 ≤ i ≤ n, where σi is defined by
Proposition 1.2.
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(a) If S−1R exists, then S−1A exists and it is a bijective skew PBW extension of S−1R with
S−1A = σ(S−1R)〈x′1, . . . , x
′
n〉,
where x′i :=
xi
1 and the system of constants of S
−1R is given by c′i,j :=
ci,j
1 , c
′
i, r
s
:= σi(r)
σi(s)
, 1 ≤ i, j ≤
n.
(b) If RS−1 exists, then AS−1 exists and it is a bijective skew PBW extension of RS−1 with
AS−1 = σ(RS−1)〈x′′1 , . . . , x
′′
n〉,
where x′′i :=
xi
1 and the system of constants of RS
−1 is given by c′′i,j :=
ci,j
1 , c
′′
i, r
s
:= σi(r)
σi(s)
, 1 ≤ i, j ≤
n.
Proof. We will use the notation given in Definition 1.4 and Remark 1.6.
(a) Let f ∈ A and s ∈ S such that fs = 0. This implies that f = 0 and hence sf = 0. In fact, suppose
that f 6= 0, let lt(f) := cxα, c ∈ R − {0} and xα ∈ Mon(A). Then cσα(s) = 0, but since σα(s) ∈ S,
then c = 0, a contradiction. Now, let again f ∈ A and s ∈ S, we have to find u ∈ S and g ∈ A such that
uf = gs. If f = 0 we take u = 1 and g = 0. Let f 6= 0 and again lt(f) := cxα, then there exists u1 ∈ S
and r ∈ R such that u1c = rσ
α(s). Consider u1f − rx
αs; if u1f − rx
αs = 0, then the Ore condition is
satisfied. Let u1f − rx
αs 6= 0, then lm(u1f − rx
αs) ≺ lm(f). By induction on lm, there exists u2 ∈ S
and g′ ∈ A such that u2(u1f − rx
αs) = g′s. Thus, uf = gs, with u := u2u1 and g := u2rx
α + g′. This
proves that S−1A exists.
Let R′ := S−1R and A′ := S−1A; from R ⊆ A we get that R′ →֒ A′. In fact, the correspondence
r
s
7→ r
s
is an injective ring homomorphism since if r
s
= 01 in A
′, then s−1r = 0 and hence r = 0, i.e., r
s
= 01
in R′. We denote x′i :=
xi
1 ∈ A
′ for every 1 ≤ i ≤ n; since S has not zero divisors and Mon{x1, . . . , xn}
is a left R-basis of A, then A′ is a free left R′-module with basis Mon{x′1, . . . , x
′
n}.
Let c′i,j :=
ci,j
1 , then c
′
i,j 6= 0 and x
′
jx
′
i − c
′
i,jx
′
ix
′
j ∈ R
′ +R′x′i + · · ·+R
′x′n, for every 1 ≤ i, j ≤ n.
The endomorphisms σi of R and the σi-derivations δi that define A (Proposition 1.2) induce endo-
morphisms σi of R
′ and σi-derivations δi of R
′ (see Lemma 2.3). Since σi is bijective and σi(S) = S then
each σi is bijective (the proof is similar as in Corollary 2.5). We we claim that x
′
i
r
s
= σi(
r
s
)x′i + δi(
r
s
).
Indeed,
σi(
r
s
)x′i + δi(
r
s
) = σi(r)xi
σi(s)
+ δi(r)
σi(s)
− δi(s)
σi(s)
r
s
and
x′i
r
s
= xi1
r
s
= c(x)r
u
, with u ∈ S, c(x) ∈ A and uxi = c(x)s.
So deg(c(x)) = 1 and c(x) involves only xi, hence c(x) = c1xi + c0, where c0, c1 ∈ R. From this we get
the relations
u = c1σi(s), c1δi(s) + c0s = 0.
Therefore,
x′i
r
s
= c1xir+c0r
u
= c1σi(r)xi
c1σi(s)
+ c1δi(r)
c1σi(s)
+ c0r
c1σi(s)
,
but c1σi(r)xi
c1σi(s)
= σi(r)xi
σi(s)
, c1δi(r)
c1σi(s)
= δi(r)
σi(s)
and − δi(s)
σi(s)
r
s
= − c1δi(s)
c1σi(s)
r
s
= − −c0s
c1σi(s)
r
s
= c0r
c1σi(s)
. This proved the
claimed. Thus, given r
s
∈ R′−{0} there exists c′i, r
s
:= σi(
r
s
) ∈ R′−{0} such that x′i
r
s
− c′i, r
s
x′i ∈ R
′. This
completes the proof that S−1A is an skew PBW extension of S−1R.
(b) Let f ∈ A and s ∈ S such that sf = 0, then f = 0 and fs = 0. This proved the first condition
for the existence of AS−1. Now, we have to find u ∈ S and g ∈ A such that fu = sg. If f = 0 we take
u := 1 and g := 0. Let f 6= 0, lt(f) := cxα; there exist u1 ∈ S and r ∈ R such that cu1 = sr. Consider
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fσ−α(u1) − srx
α; if fσ−α(u1) = srx
α, then the Ore condition is satisfied. Let fσ−α(u1) − srx
α 6= 0,
then lm(fσ−α(u1) − srx
α) ≺ lm(f). By induction on lm, there exist u2 ∈ S and g
′ ∈ A such that
(fσ−α(u1)− srx
α)u2 = sg
′. Then fu = sg, with u := σ−α(u1)u2 and g := rx
αu2 + g
′. This proves that
AS−1 exists.
Let R′′ := RS−1 and A′′ := AS−1; from R ⊆ A we get that R′′ →֒ A′′. In fact, the correspondence
r
s
7→ r
s
is an injective ring homomorphism since if r
s
= 01 in A
′′, then rs−1 = 0 and hence r = 0, i.e.,
r
s
= 01 in R
′′.
We note x′′i :=
xi
1 ∈ A
′′ for every 1 ≤ i ≤ n. Let c′′i,j :=
ci,j
1 , then c
′′
i,j 6= 0 and x
′′
j x
′′
i − c
′′
i,jx
′′
i x
′′
j ∈
R′′ +R′′x′′i + · · ·+R
′′x′′n for every 1 ≤ i, j ≤ n.
The endomorphisms σi of R and the σi-derivations δi that define A (see Proposition 1.2) induce
endomorphisms σ˜i of R
′′ and σ˜i-derivations δ˜i of R
′′ (see Lemma 2.3). Note that each σ˜i is bijective. We
claim that x′′i
r
s
= σ˜i(
r
s
)x′′i + δ˜i(
r
s
). Indeed,
x′′i
r
s
= xi1
r
s
= xir
s
= σi(r)xi+δi(r)
s
= σi(r)xi
s
+ δi(r)
s
.
On the other hand,
σ˜i(
r
s
)x′′i + δ˜i(
r
s
) = σi(r)
σi(s)
xi
1 −
σi(r)
σi(s)
δi(s)
s
+ δi(r)
s
.
Thus, we must prove that
σi(r)xi
s
= σi(r)
σi(s)
xi
1 −
σi(r)
σi(s)
δi(s)
s
Applying the right Ore condition to σi(s) and xi we get that xiu = σi(s)c(x), with u ∈ S and c(x) ∈ A.
As in the part (a), c(x) = cxi + d, with c, d ∈ R, so σi(u) = σi(s)c and δi(u) = σi(s)d. Thus,
σi(r)
σi(s)
xi
1 =
σi(r)(cxi+d)
u
= σi(r)cxi
u
+ σi(r)d
u
and hence
σi(r)
σi(s)
xi
1 −
σi(r)
σi(s)
δi(s)
s
= σi(r)cxi
u
+ σi(r)d
u
− σi(r)
σi(s)
δi(s)
s
,
but u = sσ−1i (c), so
σi(r)cxi
u
= σi(r)1
cxi
u
= σi(r)1
xiσ
−1
i
(c)−δi(σ
−1
i
(c))
sσ
−1
i (c)
= σi(r)1
xiσ
−1
i
(c)
sσ
−1
i (c)
−
δi(σ
−1
i
(c))
sσ
−1
i (c)
= σi(r)1
xi
s
−
δi(σ
−1
i
(c))
sσ
−1
i (c)
=
σi(r)xi
s
−
δi(σ
−1
i
(c))
sσ
−1
i
(c)
.
Hence, the problem is reduced to prove the equality
σi(r)d
u
− σi(r)
σi(s)
δi(s)
s
=
δi(σ
−1
i
(c))
sσ
−1
i
(c)
or equivalently, to prove
σi(r)d
u
−
δi(σ
−1
i (c))
u
= σi(r)
σi(s)
δi(s)
s
.
Note that δi(u) = σi(s)δi(σ
−1
i (c)) + δi(s)σ
−1
i (c) = σi(s)d, i.e., δi(s)σ
−1
i (c) = σi(s)(d − δi(σ
−1
i (c))). But
this relation indicates that
σi(r)
σi(s)
δi(s)
s
=
σi(r)(d−δi(σ
−1
i
(c)))
sσ
−1
i
(c)
= σi(r)d
u
−
δi(σ
−1
i
(c))
u
.
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This proved the claimed. Thus, given r
s
∈ R′′ − {0} there exists c′′i, r
s
:= σ˜i(
r
s
) ∈ R′′ − {0} such that
x′′i
r
s
− c′′i, r
s
x′′i ∈ R
′′.
Now we will show that A′′ is a free left R′′-module with basis Mon{x′′1 , . . . , x
′′
n}. First note that A
′′ is
generated byMon{x′′1 , . . . , x
′′
n}. In fact, let z ∈ A
′′, then z has the form z = (c1x
α1+···+ctx
αt)
s
, with ci ∈ R,
xαi ∈Mon{x1, . . . , xn}, 1 ≤ i ≤ t, and s ∈ S. It is enough to show that each summand
cxα
s
is generated by
Mon{x′′1 , . . . , x
′′
n}. But observe that
cxα
s
= c1
xα
1
1
s
= c1x
′′α 1
s
and, as in the proof of the part (a) of Theorem
1.5, x′′α 1
s
= (σ˜)α(1
s
)x′′α + pα, 1
s
, where pα, 1
s
is a left linear combination of elements of Mon{x′′1 , . . . , x
′′
n}
with coefficients in R′′. Thus, A′′ is left generated over R′′ by Mon{x′′1 , . . . , x
′′
n}. Now let
r1
s1
, . . . , rt
st
∈ R′′
and x′′α1 , . . . , x′′αt ∈Mon{x′′1 , . . . , x
′′
n} such that
r1
s1
x′′α1+ · · ·+ rt
st
x′′αt = 0. Taking common denominator
(Proposition 2.2), and without lost of generality, we can write r1
s
xα1
1 + · · · +
rt
s
xαt
1 = 0, with s ∈ S;
moreover, we can assume that xα1 ≻ xα2 ≻ · · · ≻ xαt . There exist ui ∈ S and gi ∈ A such that
xαiui = sgi, 1 ≤ i ≤ t, so
r1g1
u1
+ · · · + rtgt
ut
= 0. Note that every gi 6= 0. Applying repeatedly the Ore
condition we find elements ai ∈ R such that uiai = u ∈ S and
r1g1a1
u
+ · · · + rtgtat
u
= 0. From this
we find w ∈ S such that r1g1a1w + · · · + rtgtatw = 0. Let gi = cix
βi + g′i, with lt(gi) = cix
βi 6= 0
and g′i ∈ A. From x
αiui = sgi we get that σ
αi(ui) = sci and αi = βi. In particular, σ
α1(u1) = sc1;
moreover, r1c1σ
β1(a1w) = 0, but since w ∈ S, then r1c1σ
β1(a1) = 0. Thus, we have r1(c1σ
β1(a1)) = 0
and s(c1σ
β1(a1)) = σ
α1(u1)σ
β1(a1) = σ
α1(u1a1) = σ
α1(u) ∈ S. This means that r1
s
= 0. By induction on
t we get that every ri
s
= 0. This completes the proof that AS−1 is an skew PBW extension of RS−1.
3 Ore’s theorem
This section deals with establishing sufficient conditions for an skew PBW extension A of a ring R be
left (right) Ore domain, and hence, A has left (right) total division ring of fractions. In particular, we will
extend the Ore’s theorem to skew PBW extensions. A first elementary result is the following proposition.
Proposition 3.1. If R is a left (right) Noetherian domain and A is a bijective skew PBW extension of
R, then A is a left (right) Ore domain, and hence, the left (right) division ring of fractions of A exists.
Proof. It is well known that left (right) Noetherian domains are left (right) Ore domains (see [14], Theorem
2.1.15). The result is consequence of Proposition 1.7 and Theorem 1.10.
The main purpose of the present section is to replace the Noetherianity in Proposition 3.1 by the Ore
condition. A preliminary result is needed.
Proposition 3.2. Let B be a domain and S a multiplicative subset of B such that S−1B exists. Then,
B is left Ore domain if and only if S−1B is a left Ore domain. In such case
Ql(B) ∼= Ql(S
−1B).
The right side version of the proposition holds too.
Proof. (i) ⇒): Note first that S−1B is a domain: let a
s
, b
t
∈ S−1B such that a
s
b
t
= 01 . There exist
u ∈ S and c ∈ B such that ua = ct and cb
us
= 01 . Hence, there exist c
′, d′ ∈ B such that c′cb = 0 and
c′us = d′1 ∈ S. Since B is a domain cb = 0, then b = 0 or c = 0, and in this last case we get that a = 0.
Thus, a
s
= 0 or b
t
= 0.
Let again a
s
, b
t
∈ S−1B with b
t
6= 0, then b 6= 0 and there exist p 6= 0 and q in B such that pa = qb.
Then, ps1
a
s
= pa1 =
qb
1 =
qt
1
b
t
, with ps1 6= 0.
⇐): Let a, u ∈ B, u 6= 0, then a1 ,
u
1 ∈ S
−1B, with u1 6= 0. There exist
c
t
, d
s
∈ S−1A, with c
t
6= 0 such
that c
t
a
1 =
d
s
u
1 , i.e.,
ca
t
= du
s
. There exist c′, d′ ∈ B such that c′ca = d′du and c′t = d′s ∈ S. Note that
c′c 6= 0 since c′ 6= 0 and c 6= 0.
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(ii) The function
ϕ : S−1B → Ql(B)
b
s
7→
b
s
verify the conditions that define a left total ring of fractions, i.e., ϕ is an injective ring homomorphism,
the non-zero elements of S−1B are invertible in Ql(B) and each element
b
u
of Ql(B) can be written as
b
u
= ϕ(u1 )
−1ϕ( b1 ).
Proposition 3.3. If R is a left Ore domain and σ is injective, then R[x;σ, δ] is a left Ore domain and
Ql(R[x;σ, δ]) ∼= Ql(Ql(R)[x;σ, δ]), (3.1)
If R is a right Ore domain and σ is bijective, then R[x;σ, δ] is a right Ore domain and
Qd(R[x;σ, δ]) ∼= Qd(Qd(R)[x; σ˜, δ˜]). (3.2)
Proof. The conditions in (a) of Lemma 2.3 are trivially satisfied for S := R − {0}. Thus, Ql(R)[x;σ, δ]
is a well-defined skew polynomial ring over the division ring Ql(R) and we have the isomorphism
S−1(R[x;σ, δ]) ∼= Ql(R)[x;σ, δ]. Note that σ is injective, and hence Ql(R)[x;σ, δ] is a left Noethe-
rian domain and therefore a left Ore domain. From this we get that S−1(R[x;σ, δ]) is a left Ore do-
main. From Proposition 3.2, R[x;σ, δ] is a left Ore domain and Ql(R[x;σ, δ]) ∼= Ql(S
−1(R[x;σ, δ])) ∼=
Ql(Ql(R)[x;σ, δ]). This proves(3.1).
For the second statement note that if R is a right Ore domain, then the right skew polynomial ring is
a right Ore domain. Therefore, Proposition 2.1 guarantees that if R is a right Ore domain, then R[x;σ, δ]
is a right Ore domain, and from (2.2) of Lemma 2.3 we get Qd(R[x;σ, δ]) ∼= Qd(Qd(R)[x; σ˜, δ˜]).
Corollary 3.4. Let R be a left Ore domain and A := R[x1;σ1, δ1] · · · [xn;σn, δn], with σi injective for
every 1 ≤ i ≤ n. Then, A is a left Ore domain and
Ql(A) ∼= Ql(Ql(R)[x1;σ1, δ1] · · · [xn;σn, δn]),
If R is a right Ore domain and σi is bijective for every 1 ≤ i ≤ n, then A is a right Ore domain and
Qd(A) ∼= Qd(Qd(R)[x1; σ˜, δ˜1], · · · , [xn; σ˜, δ˜n]).
Proof. The result follows from Proposition 3.3 by iteration.
Theorem 3.5 (Ore’s theorem: quasi-commutative case). Let R be a left Ore domain and A := R[x1;σ1] · · · [xn;σn]
be a quasi-commutative skew PBW extension of R. Then A is a left Ore domain, and hence, A has left
total division ring of fractions such that
Ql(A) ∼= Ql(Ql(R)[x1;σ1] · · · [xn;σn]).
If R is a right Ore domain and σi is bijective for every 1 ≤ i ≤ n, then A is a right Ore domain and
Qd(A) ∼= Qd(Qd(R)[x1; σ˜], · · · , [xn; σ˜]).
Proof. This follows from Corollary 3.4 since for any skew PBW extension the endomorphisms σ’s are
always injective, see Proposition 1.2.
Now we consider the previous theorem for bijective extensions, extending this way Proposition 3.1 to
left (right) Ore domains.
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Theorem 3.6 (Ore’s theorem: bijective case). Let A = σ(R)〈x1, . . . , xn〉 be a bijective skew PBW
extension of a left Ore domain R. Then A is also a left Ore domain, and hence, A has left total division
ring of fractions such that
Ql(A) ∼= Ql(σ(Ql(R))〈x
′
1, . . . , x
′
n〉).
If R is a right Ore domain, then A is also a right Ore domain, and hence, A has right total division ring
of fractions such that
Qd(A) ∼= Qd(σ(Qd(R))〈x
′′
1 , . . . , x
′′
n〉).
Proof. With S := R − {0} in Lemma 2.6, S−1A = σ(Ql(R))〈x
′
1, . . . , x
′
n〉 is a left Ore domain. In
fact, we have that Ql(R) is a division ring, so from Theorem 1.10 and Proposition 1.7 we obtain that
σ(Ql(R))〈x
′
1, . . . , x
′
n〉 is a left Noetherian domain, and hence, a left Ore domain. From Proposition 3.2
we get that A is a left Ore domain and Ql(A) ∼= Ql(S
−1A) ∼= Ql(σ(Ql(R))〈x
′
1, . . . , x
′
n〉). The proof for
the right side is analogous.
4 Goldie’s theorem
Now we pass to study the second classical theorem that we want to prove for the skew PBW extensions.
Goldie’s theorem says that a ring B has semisimple left (right) total rings of fractions if and only if B is
semiprime and left (right) Goldie. In particular, B has simple left (right) Artinian left (right) total ring
of fractions if and only if B is prime and left (right) Goldie (see [9]). In this section we study this result
for skew PBW extensions.
The first remark for this problem is the following proposition.
Proposition 4.1. Let R be a prime left (right) Noetherian ring and let A be a bijective skew PBW
extension of R. Then A has left (right) total ring of fractions Ql(A) which is simple and left (right)
Artinian.
Proof. By Theorem 1.10, we know that A is left (right) Noetherian and hence left (right) Goldie. Now,
observe that A is also a prime ring. In fact, it is well known that an skew polynomial ring of automorphism
type over a prime ring is prime ([14], Theorem 1.2.9.), hence, from Theorems 1.8 and 1.9 we conclude that
Gr(A) is a prime ring, whence, A is prime (see [14], Proposition 1.6.6). The assertion of the proposition
follows from Goldie’s theorem.
Next we want to extend the previous proposition to the case when the ring R of coefficients is
semiprime and left (right) Goldie. We will consider separately the quasi-commutative and bijective cases.
We start recalling the following recent result that motivated us to investigate Goldie’s theorem for skew
PBW extensions.
Proposition 4.2. Let R be a semiprime left Goldie ring and let σ be injective. Then, R[x;σ, δ] is
semiprime left Goldie, and hence, Ql(R[x;σ, δ]) exists and it is semisimple. If R is right Goldie and σ is
bijective, then R[x;σ, δ] is semiprime right Goldie, and hence, Qr(R[x;σ, δ]) exists and it is semisimple.
Proof. See [11], Theorem 3.8. For the second part we use also Proposition 2.1.
Corollary 4.3. Let R be a semiprime left Goldie ring and σi injective for every 1 ≤ i ≤ n. Then,
A := R[x1;σ1, δ1] · · · [xn;σn, δn] is semiprime left Goldie, and hence, Ql(A) exists and it is semisimple.
If R is right Goldie and every σi is bijective, then A is semiprime right Goldie, and hence, Qr(A) exists
and it is semisimple.
Proof. Direct consequence of the previous proposition by iteration.
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Theorem 4.4 (Goldie’s theorem: quasi-commutative case). Let R be a semiprime left Goldie ring and
A a quasi-commutative skew PBW extension of R. Then, A is semiprime left Goldie, and hence, Ql(A)
exists and it is semisimple. If R is right Goldie and every σi is bijective, then A is semiprime right
Goldie, and hence, Qr(A) exists and it is semisimple.
Proof. This follows from Theorem 1.8 and the previous corollary.
Next we consider Goldie’s theorem for bijective extensions. Some preliminaries are needed. Recall
that an element x of a ring B is left regular if rx = 0 implies that r = 0 for r ∈ B. We start considering
rings for which the set of left regular elements coincides with the set of regular elements. One remarkable
example of this class of rings are the semiprime left Goldie rings (see [14], Proposition 2.3.4). Similar
statements are true for the right side.
Proposition 4.5. Let B be a ring and S ⊆ S0(B) a multiplicative system of B such that S
−1B exists.
Suppose that any left regular element of S−1B is regular, then the same holds for B. The right side
version of the proposition is also true.
Proof. Let a ∈ B be a left regular element, and let b ∈ B such that ab = 0. Then a1 is a left regular
element of S−1B. In fact, if c
u
a
1 = 0, then
ca
u
= 0, i.e., ca1 = 0, but since S has not zero divisors, then
ca = 0. This implies that c = 0, i.e., c
u
= 0. Now, from ab = 0 we get a1
b
1 = 0, and by the hypothesis,
b
1 = 0, i.e., b = 0.
Proposition 4.6. Let B be a ring such that any left regular element is regular. Let S ⊆ S0(B) a
multiplicative system of B such that S−1B exists. Then,
(i) Ql(B) exists if and only if Ql(S
−1B) exists. In such case,
Ql(B) ∼= Ql(S
−1B).
(ii) B is semiprime left Goldie if and only if S−1B is semiprime left Goldie.
The right side version of the proposition holds.
Proof. (i) ⇒): Let a
s
∈ S−1B and b
t
∈ S0(S
−1B). Note that b ∈ S0(B). In fact, if bc = 0 for some c ∈ B,
then b
t
c
1 = 0 and hence
c
1 = 0. Since S has not zero divisors, then c = 0. On the other hand, if db = 0
for some d ∈ B, then dt1
b
t
= db1 = 0. This implies that
dt
1 = 0, and hence, d = 0.
By the hypothesis, there exist z ∈ S0(B) and z
′ ∈ B such that za = z′b. From this we obtain
zs
1
a
s
= z
′t
1
b
t
, but observe that zs ∈ S0(B) and hence,
zs
1 ∈ S0(S
−1B). In fact, we will show that if
u ∈ S0(B), then
u
1 ∈ S0(S
−1B). Let p
v
∈ S−1B such that p
v
u
1 = 0, then
pu
v
= 0, so pu1 = 0 and hence
p = 0, i.e., p
v
= 0. Now, let q
w
∈ S−1B such that u1
q
w
= 0. There exist v ∈ S and x ∈ B such that
vu = xw and xq
u
= 0, i.e., xq = 0. Note that x is left regular since vu is regular, then by the hypothesis
x is regular, and hence, q = 0, i.e., q
w
= 0.
This proves that Ql(S
−1B) exists.
⇐): Let a ∈ B and u ∈ S0(B), then
a
1 ,
u
1 ∈ S
−1B and, as above, u1 ∈ S0(S
−1B). By the hypothesis,
there exist z
s
, z
′
s′
∈ S−1B with z
′
s′
∈ S0(S
−1B) such that z
′
s′
a
1 =
z
s
u
1 , i.e.,
z′a
s′
= zu
s
, so there exist c, d ∈ B
such that cz′a = dzu and cs′ = ds ∈ S. In order to complete the proof of the left Ore condition we
have to show that cz′ ∈ S0(B). If xcz
′ = 0 for some x ∈ B, then xc1
z′
1 =
0
1 , i.e.,
xc
1
s′
1
1
s′
z′
1 =
0
1 , so
xcs′
1
z′
s′
= 01 , and hence
xcs′
1 =
0
1 . This means xcs
′ = 0, so x = 0. Now, if cz′p = 0 for some p ∈ B, then
c
1
s′
1
1
s′
z′
1
p
1 = 0 =
cs′
1
z′
s′
p
1 , but since cs
′ ∈ S we get that cs
′
1 ∈ S0(S
−1B), and hence z
′
s′
p
1 = 0, and from this
we obtain p1 = 0, i.e., p = 0. This proves that Ql(B) exists.
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The function
ϕ : S−1B → Ql(B)
b
s
7→
b
s
verify the four conditions that define a left total ring of fractions, i.e., (a) ϕ is a ring homomorphism.
(b) S0(S
−1B) ⊆ Ql(B)
∗: in fact, let b
t
∈ S0(S
−1B), then as we observed at the beginning of the proof,
b ∈ S0(B), and hence, ϕ(
b
t
) = b
t
is invertible in Ql(B) with inverse
t
b
. (c) b
s
∈ ker(ϕ) if and only if d1
b
s
= 0
with d1 ∈ S0(S
−1B): in fact, if b
s
∈ ker(ϕ), then there exist c, d ∈ B such that cb = 0 and cs = d, with
d ∈ S0(B), but this means that
d
1
b
s
= 0, with d1 ∈ S0(S
−1B). The converse is trivial. (d) each element b
u
of Ql(B) can be written as
b
u
= ϕ(u1 )
−1ϕ( b1 ).
(ii) This numeral is a direct consequence of (i) and the Goldie’s theorem.
Proposition 4.7. Let B be a positive filtered ring. If Gr(B) is semiprime, then B is semiprime.
Proof. Let I be a two-sided ideal of B such that I2 = 0. Then, Gr(I)2 = 0 and hence Gr(I) = 0. This
implies that I = 0.
Theorem 4.8 (Goldie’s theorem: bijective case). Let R be a semiprime left Goldie ring and A =
σ(R)〈x1, . . . , xn〉 a bijective skew PBW extension of R. Then, A is semiprime left Goldie, and hence,
Ql(A) exists and it is semisimple. The right side version of the theorem also holds.
Proof. By Goldie’s theorem, Ql(R) = S0(R)
−1R exists and it is semisimple. Note that for every 1 ≤ i ≤ n,
σi(S0(R)) = S0(R). By Lemma 2.6, S0(R)
−1A exists and it is a bijective extension of Ql(R), i.e.,
S0(R)
−1A = σ(Ql(R))〈x
′
1, . . . , x
′
n〉. Since Ql(R) is left Noetherian, then by Theorem 1.10, S0(R)
−1A
is left Noetherian, i.e, left Goldie. By Theorem 1.9, Gr(S0(R)
−1A) = Gr(σ(Ql(R))〈x
′
1, . . . , x
′
n〉) is a
quasi-commutative (and bijective) extension of the semiprime left Goldie ring Ql(R), so by Theorem 4.4,
Gr(S0(R)
−1A) is semiprime (left Goldie). Proposition 4.7 says that S0(R)
−1A is semiprime. In order
to apply Proposition 4.6 and conclude the proof only rest to observe that S0(R) ⊆ S0(A) and the left
regular elements of A coincide with S0(A). The last statement can be justify in the following way: since
S0(R)
−1A is semiprime left Goldie, then the left regular elements of S0(R)
−1A coincide with its regular
elements, so by Proposition 4.5 the same is true for A.
5 The quantum version of the Gelfand-Kirillov conjecture for
skew quantum polynomials
As application of the results of the previous sections, we can prove a quantum version of the Gelfand-
Kirillov conjecture for the ring of skew quantum polynomials. This class of rings were defined in [13],
and represent a generalization of Artamonov’s quantum polynomials (see [2], [3]). They can be defined
as a quasi-commutative bijective skew PBW extension of the r-multiparameter quantum torus, or also,
as a localization of a quasi-commutative bijective skew PBW extension. We recall next its definition.
Let R be a ring with a fixed matrix of parameters q := [qij ] ∈ Mn(R), n ≥ 2, such that qii = 1 =
qijqji = qjiqij for every 1 ≤ i, j ≤ n, and suppose also that it is given a system σ1, . . . , σn of automor-
phisms of R. The ring of skew quantum polynomials over R, denoted by Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn],
is defined as follows:
(i) R ⊆ Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn];
(ii) Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is a free left R-module with basis
{xα11 · · ·x
αn
n |αi ∈ Z for 1 ≤ i ≤ r and αi ∈ N for r + 1 ≤ i ≤ n}; (5.1)
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(iii) the variables x1, . . . , xn satisfy the defining relations
xix
−1
i = 1 = x
−1
i xi, 1 ≤ i ≤ r,
xjxi = qijxixj , xir = σi(r)xi, r ∈ R, 1 ≤ i, j ≤ n.
When all automorphisms are trivial, we write Rq[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], and this ring is called the
ring of quantum polynomials over R. If R = k is a field, then kq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is the algebra
of skew quantum polynomials. For trivial automorphisms we get the algebra of quantum polynomials
simply denoted by Oq (see [2]). When r = 0, Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] = Rq,σ[x1, . . . , xn] is the
n-multiparametric skew quantum space over R, and when r = n, it coincides with Rq,σ[x
±1
1 , . . . , x
±1
n ],
i.e., with the n-multiparametric skew quantum torus over R.
Note that Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] can be viewed as a localization of the n-multiparametric
skew quantum space, which, in turn, is an skew PBW extension. In fact, we have the quasi-commutative
bijective skew PBW extension
A := σ(R)〈x1, . . . , xn〉, withxir = σi(r)xi andxjxi = qijxixj , 1 ≤ i, j ≤ n; (5.2)
observe that A = Rq,σ[x1, . . . , xn]. If we set
S := {rxα | r ∈ R∗, xα ∈Mon{x1, . . . , xr}},
then S is a multiplicative subset of A and
S−1A ∼= Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]
∼= AS−1. (5.3)
Before presenting our next result, let us first recall the classical Gelfand-Kirillov conjecture and some
well known cases, classical and quantum, where the conjecture have positive answer. We start with the
classical formulation.
(i) (Gelfand-Kirillov conjecture, [8]) Let G be an algebraic Lie algebra of finite dimension over a field
L, with char(L) = 0. Then, there exist integers n, k ≥ 1 such that
Q(U(G)) ∼= Q(An(L[s1, . . . , sk])), (5.4)
U(G) is the enveloping algebra of the Lie algebra G and An(L[s1, . . . , sk]) is the Weyl algebra over
the polynomial ring L[s1, . . . , sk].
(ii) ([8], Lemma 7) Let G be the algebra of all n × n matrices over a field L, i.e., G = Mn(L), with
char(L) = 0. Then, G is algebraic and (5.4) holds. The same is true if G is the algebra of matrices
of null trace.
(iii) ([8], Lemma 8) Let G be a finite dimensional nilpotent Lie algebra over a field L, with char(L) = 0.
Then, G is algebraic and (5.4) holds.
(iv) ([10], Theorem 3.2) Let G be a finite dimensional solvable algebraic Lie algebra over the field C of
complex numbers. Then, G satisfies the conjecture (5.4).
Now we review some well known results about the analog quantum version of the Gelfand-Kirillov
conjecture, where the Weyl algebra An(L[s1, . . . , sk]) in (5.4) is replaced by a suitable n-multiparametric
quantum space. Z(B) will represent the center of the ring B.
(vi) ([1], Theorem 2.15.) Let U+q (slm) be the quantum enveloping algebra of the Lie algebra of strictly
superior triangular matrices of size m×m over a field L.
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(a) If m = 2n+ 1, then
Q(U+q (slm))
∼= Q(Kq[x1, . . . , x2n2 ]),
where K := Q(Z(U+q (slm))) and q := [qij ] ∈ M2n2(L), with qii = 1 = qijqji for every
1 ≤ i, j ≤ 2n2.
(b) If m = 2n, then
Q(U+q (slm))
∼= Q(Kq[x1, . . . , x2n(n−1)]),
where K := Q(Z(U+q (slm))) and q := [qij ] ∈ M2n(n−1)(L), with qii = 1 = qijqji for every
1 ≤ i, j ≤ 2n(n− 1).
(vii) ([16], Main Theorem) Let B be a pure q-solvable C-algebra. Then, Q(B) ∼= Q(Gr(B)) and Gr(B) ∼=
Cq[x1, . . . , xn], where C is a Noetherian commutative domain.
(viii) ([6]) Let L be a field and B := L[x1][x2;σ2, δ2] · · · [xn;σn, δn] an iterated skew polynomial ring
with some extra adequate conditions on σ’s and δ’s. Then, there exits q := [qi,j ] ∈ Mn(L) with
qii = 1 = qijqji, for every 1 ≤ i, j ≤ n, such that Q(B) ∼= Q(Lq[x1, . . . , xn]).
With the previous antecedents, our next result can be better understood.
Corollary 5.1 (Gelfand-Kirillov conjecture for skew quantum polynomials). Let R be a left (right) Ore
domain. Then,
Q(Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn])
∼= Q(Qq,σ[x1, . . . , xn]),
where Q := Q(R).
Proof. In order to simplify the notation we write Qr,n
q,σ(R) := Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]. If R is
a domain, then Qr,n
q,σ(R) is also a domain (see Proposition 1.7, (5.3), and Proposition 3.2). Thus, from
Proposition 3.2 and Theorem 3.5 (or also using Theorem 3.6), if R is a left (right) Ore domain, then
Qr,n
q,σ(R) is a left (right) Ore domain, and hence Q
r,n
q,σ(R) has left (right) total division ring of fractions,
Q(Qr,n
q,σ(R))
∼= Q(A), with A as in (5.2). Therefore, with the notation of the previous sections, we have
Q(Qr,n
q,σ(R))
∼= Q(A) ∼= Q(σ(Q(R))〈x′1, . . . , x
′
n〉)
∼= Q(Qq,σ[x1, . . . , xn]),
where Q := Q(R) and we identify x′i =
xi
1 := xi and σi := σi, 1 ≤ i ≤ n. Thus, we have proved
that the left (right) total rings of fractions of Qr,n
q,σ(R) is the left (right) total ring of fractions of the
n-multiparametric skew quantum space over Q(R).
As another application of the results of the previous sections, we conclude the paper with the Goldie’s
theorem for the skew quantum polynomials.
Corollary 5.2. Let R be a semiprime left (right) Goldie ring, then Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is
also a semiprime left (right) Goldie ring.
Proof. From Theorem 4.4 (we can use also Theorem 4.8) we get that A in (5.2) is a semiprime left (right)
Goldie ring. In addition, note that the set S in (5.3) satisfies the hypothesis of Proposition 4.6: in fact,
since A is semiprime left (right) Goldie, any left (right) regular element is regular; S ⊆ S0(A) since if
rxα ∈ S and p = c1x
β1 + · · ·+ ctx
βt ∈ A are such that rxαp = 0 or prxα = 0, then p = 0 since r and the
constants cα,β are invertible (Remark 1.6). Proposition 4.6 says that Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is
semiprime left (right) Goldie.
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