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Let u(x, t) be the solution of utt - A,u = 0 with initial conditions u(x, 0) = 
g(x) and ut(x, 0) = f(x). Consider the linear operator T :f 4 u(x, t). (Here 
g = 0.) We prove for t fixed the following result. Theorem 1: T is bounded in Lp 
if and only if 1 p-r - 2-r 1 = (n - 1)-r and (1 Tfjj~,~ = llf//rP with (Y = 1 - 
(rz - 1) I p-r - 2-r I. Theorem 2: If the coefficients are variables in C and 
constant outside of some compact set we get: (a) If n = 2k the result holds for 
I p-r - 2-r I < (n - 1)-r. (b) If n = 2k - 1, the result is valid for 1 p-r - 2-r 1 
Q (n - I). This result are sharp in the sense that for p such that 1 p-r - 2-i 1 > 
(n - 1)-r we prove the existence off E LP in such a way that Tf 6 Lp. Several 
applications are given, one of them is to the study of the Klein-Gordon equation, 
the other to the completion of the study of the family of multipliers m( [) = 
I/(~) e*ieI I 6 I -* and finally we get that the convolution against the kernel 
K(x) = &x)(1 - I x I)-’ is bounded in HI. 
1. 
The aim of this work is to prove some results about boundedness in&, norm 
of the solution u(x; t,) (t, fixed) of the following Cauchy problem for the wave 
equation: 
utt -- A,u = 0 
u(x, 0) = g;x,, 
%(X, 0) = f(X), 
where x E R”, t E R, and A,u means CT=“=, L&(x, t)/axis. 
We will treat also the variable coefficients case. 
Equivalently if we consider the linear operator 
7’: f(x) - u(x, k,) (assume g = 0 here), 
to what extent is the following true 
The case p = 2 is related to the well-known “conservation of energy law.” 
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Our starting point is the representation of the solution in a convenient way. 
In the constant coefficients case our problem becomes a problem about multi- 
pliers. In the variable coefficients case, more complicated operators arise. 
Once we obtain the solution we will apply the method of complex interpolation 
of linear operators introduced by Stein in [20] and refined by Fefferman and 
Stein in [8]. 
For the application of the complex interpolation method we need a family, 7’, 
of linear operators depending upon the complex parameter Y. This family 
should satisfy: 
(1) T, is an “analytic family” in ct < Re(ci) C: c, . See Stein [20] for 
the meaning of “analytic family.” 
(2) r1 has to be of “admissible growth.” See also [20]. 
(3) T, :L, -L, in Re(ol) =- cr. 
(4) T, :H1-,L1 in Re(ol) = c? . 
In these conditions the complex interpolation method gives results of bounded- 
ness for the operators T, , cr < Re(oL) < ca in certain Lp spaces. 
This analytic family will appear in a natural way during the construction of 
the solution. Our family will be given in two different ways: 
(a) as Fourier integral operators, and 
(b) as kernels. 
The first one will be the appropriate one for getting Ls results. With the 
second one we will prove the Hr --, L' results. 
We will see now some more detail about (a) and (b). 
(a) Assume n =m= 3, g zz 0, and that we are in the constant coefficients case, 
then the solution is given by 
u(r; t) = Jeu, ;t.f(Y) %Y>* 
See [5] and [18]. 
For general n the solution, at least in a formal way, is 
This integral is not convergent for n 3 3 and has to be defined as an analytic 
continuation of the family 
T&z) = f  * (r(-&” - / x I”)?) for Re(n) CI 1. 
See [ls]. 
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If we observe that t = 1 x / is the equation of the characteristic cone and that 
the geodesic distance for the Lorentz metric given by the coefficients is 1 1 - t’ I2 
- 1 x - y 12, it is not surprising that our solution in the variable coefficient 
case is given by 
4x; to) = I qx, to Y Y)f(YJ dY> 
where 
IQ, t, y) = f c(m, x, t, y) S(x, t, yyI_I--IL)‘2+m. 
7!7.=0 
In this expression, 8(x, t, y) is the geodesic Lorentz distance of the points (x, t) 
and (y, 0) with the metric given by the coefficients and c,(x, t, y) are smooth 
functions. The worst term in this asymptotic sum has the same singularity in 
CP as (1 - 1 x I’)+ had in the case of constant coefficients. 
It is interesting at this stage to point out the following properties that will 
be used later on: 
(1) s = {y : S(X, t, y) = O} is f or each X, t a compact hypersurface. 
(2) v,qx, 4Y)ls # 0. 
See Ludwig [16], Riesz [18], or Hadamard [9] for (1) and (2). 
In conclusion, our analytic family is going to be essentially 
~A4 = j (t2 - I x - Y I”);” U-4.h) 4, UEC 
in the constant coefficients case, and for the variable coefficients case we will 
take essentially S(x, t, y)T as kernels. 
(b) For the second representation, we use the method of the geometric 
optics. See Lax [14]. By studying the solution for oscilatory initial problems, 
we can conclude that 
u(x, t> = j$l j t+J’)(=,t,f)) a-,(x, t, 4>f*(5> dl, 
where a-,(x, t, [) is a symbol of order - 1, and where @)(x, t, 5) are the solutions 
of the characteristic equation. These ‘p are homogeneous in 5, and then we have 
our solution as a Fourier integral operator acting off. See also Hiirmander [12]. 
We will insist upon these points in Section II. 
In the constant coefficients case there is an explicit way to get this kind of 
representation. In fact, by taking Fourier transform in the x variables we get 
qt, t) - I 4 I2 u^(E, t) = 0, 
Q,O) = 0, 
%^(4,0) = fA(O 
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then 
3. 
Once we have (a) and (b), we will prove HI -+ L’ and L” ---f L” results. By 
applying the complex interpolation theorem of Fefferman-Stein [8] we will get 
the following result (for R +- 0): 
“Iff~l,‘l(lR”), then 
where a m-m 1 - l/p - i 1 (n - I),” 
We will use Sections I and II to prove the positive results. In Section III we 
will prove that the results are in the nature of the best possible. Finally in 
Section I\- we will give some applications. The first application will be to the 
Klein-Gordon equations. The second one will be the completion of the study 
of multipliers of the type 
where 1 -- u’,(E) E Cam and 4 = 1 near zero. The last application is to prove 
that the operator given by convolution against K(X), 
I 
1 
K(x) = 1 - / x 12 
for ; x I -:, 2 
i small and smooth at SO, 
is bounded in Hi. The convolution will be defined as principal value. 
The possibility of doing these kind of estimates for the wave equation was 
pointed out in Fefferman-Stein [8]. In fact as we will indicate the results for 
the case n ==: 3 A 4K are an almost direct consequence of one of the corollaries 
in this paper. 
Finally some remarks are necessary: 
( I ) The possibility of doing these kinds of estimates for the wave equation 
was pointed out in Fefferman-Stein [8]. In fact as we will indicate the results 
for the case n = 3 + 4K are an almost direct consequence of one of the corol- 
laries in this paper. 
But there is a tricky point; one can ask if given a radial multiplier m(j E ,) on 
L, is the some true for m(l 5 / f  c) ? We find in this particular case a way 
around this difficulty. Even so, the general question for p =_ 1 can be answered 
no, because we find that in our case only HI boundess can be given. 
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This is the content of the last application. 
(2) For estimates of the kindD -+ LP’ where l/p + 1 /p’ = 1, see Littman 
[15] as well as Strichartz [24) and Brenner [2, 31. 
(3) One should emphasize two things: 
One is that the results are not a conservative law as it was known, and the 
other is that in the constant coefficient case the result is the first one to give 
something in the endpoints: 
p = 2@ - 1) 
nfl . 
(4) For the nonhomogeneous equation and some nonlinear problems, 
there is a paper on the way jointly with I. Peral and M. Walias which will appear 
elsewhere, in which the preceding estimations are used to give some existence 
and uniqueness results for the nonhomogeneous equation and some nonlinear 
cases. We include a local uniquiness result about 
I( tt - Au = / u Is-1 . u, 
where n = 3 and s - 1 > 4, which is the only unknown case. 
I. CONSTANT COEFFICIENT 
1. Statement 
As stated in the introduction, by taking Fourier transforms in the x variables 
one obtains 
u”(5,t) = sin t ’ E ’ f^ (O + co+ I E I) f(5). , 5 , 
The problem is now to study sin t / 5 j . / 6 I-1 and cos t j 5 1 as multipliers 
in L,(W) for each t. 
From the construction of the solution we see that it is closely related with 
the analytic family of operators: 
Tbf = f  * ((274”‘” 2”r(l - a)-l(1 - [ x 12);“), 
see [18]. The convolution has to be interpreted as analytic continuation. In fact 
as it is stated, it is only defined for values of 01 such that Re(ol) < 1. 
Let us assumeg=O and t=l. Then we know that sinI[l~I~l-‘= 
Jri2(I 4 1) / 4 j-rj2, where Jr,,, stands for the corresponding Bessel function. 
If 
K,(x) = (279’2 2T( 1 - a)-l(l - 1 X [a)ya, Re(cu) < 1, 
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it is seen in Stein-Weiss [23] that 
Then the analytic continuation is given by 
and (sin 1 6 1)/i 5 j corresponds to OL - in = i or CY = 4( 1 - n). Then our 
operator is TC1-nJizf. It is important to observe that when ai -+ - 1, the kernel 
Km is not going to be in L, , but due to the factor r( 1 -- a)- l the correct inter- 
pretation of T-i is as the convolution with the unit measure over ’ s ! 1 I. 
We are going to use analytic families related with T, 
The results will be: 
THEOREN I. Let T be de)ned by ( in W) 
(Tf)^(t) = +-(t). 
For the other data we will have 
THEOREM 2. Let T be defined by 
(W(S) = ~0s E ~ f’-(E); 
2. Proof of the Theorems 
As we said, define 
We know that 1 6 jCY~~~i%J7a,2-o(/ 5 1) is the F ourier transform of an L, function 
when Re a: = -1 + E, VE > 0. Then 
(1) T,:Ll+L’ifRe(ol)=-l+E,Ve>O. 
As seen in Stein-Weiss [23] the Bessel functions satisfy Ja / t i =: O(: 6 , * ‘) 
at co, then for Re OL = -2(n f  I), / 5 la--n’2Jn,am-a I 5 I is a bounded function. 
This vields 
(2) T, :L” 415.~ for Re ac = -!,(n + 1). 
120 JUAN C. PERAL 
It is easily seen that we are in the hypothesis of the Fefferman-Stein theorem 
[S]. By applying this theorem we get 
sin I f I 1 is multiplier if - - 1 < 
I I 
1 
If1 P 2 n--l’ 
We are not able to include the endpoints I l/p - 4 1 = I/(n - 1) because we 
could not say anything about T-,+, . By this reason we are going to introduce 
another family of linear operators. 
Take 
KfRf) = L&,2-10 4 I> * I t I-“.rm 
We have for S, 
(1) S, is bounded in L2 if Re ti = -l/2; 
(2) Sn,2-1 ,2 : L1 + L1 because then our operator is the convolution with 
the unit measure over S - n l. And for 01 = i-n - 4 + $2 our operator is the 
convolution with the unit measure composed with the operator E, given by 
v$lf)A(f) = I f liBfW 
The operator E, is bounded in Hi , see Stein [21]. Then we have 
and again by interpolating we have that the operator T,,, is bounded in L, if 
1 1 I I 1 --- p 2 %=T* 
Actually this can be seen applying a corollary in Fefferman-Stein [S]. 
Now we have to see that the operator S,,, is in same sense “similar” to 
(Tf)^([) = [(sin I f /)/I 5 I] *f^(Q. If we observe that Jn,2-1(j 6 1) I f j-1/2 is for 
n = 3 + 4K equal to (sin I 5 /)/I 6 / + high er-order terms, it is easy to obtain 
the same result for the (sin I f I)/1 6 I. 
Now we need an additional idea to obtain the result for all n. 
By observing the leading terms in the expansion of Jn12-,(j 5 I), we have (see 
Watson [26]) 
if n = 3 + 4K, Jn,z-l(l f I) = sin I 4 I . I f IV2 + O(l f l-3/2), 
n = 2 + 4K Jnj2--1(1 f I) = (sin I f I + cos I f I) I f I-1’2 + O(l f k3”), 
n = 1 + 4K J,,,&l f I) = ~0s I f I * I f F2 + O(l f l-3’2), 
n=4K, Jn12-d f I) = (cos I f I - sin I f I) I f F2 + O(l f l-3’2>. 
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By the preceding interpolation, and except for the higher-order terms, we 
know the result not only for sin j [ / . / 5 1-l but for other combinations of 
sin 1 t 1 and cos 1 t j. 
Now the crucial observation is that if we take a derivative with respect to I [ 1, 
we change sin / 4 j into cos 1 f  1 and cos 1 6 / into -sin j [ /. And then b! 
obtaining the result for these derivatives we can add and subtract in the 
appropriate way to get the result for sin 1 [ 1 / < i-i. 
The idea is to take the new family 
The H1 results for this family will follow from the next lemma. 
LEMMA. Assume m(r) is a radial function in [w”. Let K(r) be the compact 
supported distribution such that 
Then 
K (^r) = m(r). 
(1) $ (m(r)> = (h RicQ 9 q (y> and 
Proof. Observe that m(y) is analytic because it is the Fourier transform of a 
distribution with compact support. This justifies taking derivatives. Ri and Rij 
are the first- and second-order Riesz transforms. 
Let x = (xi -.* x,) = (I x 1 x; ; - 1 x / XL) where xi = xi/l x /; 
Due to 
and 
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For the second part, 
where m,(x) means amlaxi and m,$(x) = 2m/axi a$ . The second sum is zero. 
Then we obtain 
$ m(y) = ( f f R,,(x, , X$ , K))^  (Y). 
61 j=l 
3. End of the Proof 
Apply the lemma to K = pn = unit measure over 9-r. Then m(r) = 
~-n/2+lJ~,~-~(~). We have 
($ (hAI) ‘f^(O = [( $ Ri(xiPn(x))) *f]^(t) 
= g1 (wn *W)]h. L 
Now xipL, is a finite measure and then f --f xipn f  f is a bounded operator in L’. 
The Ri are bounded in HI, then dpnA(r)/dr is a bounded multiplier for HI , as 
we wanted to show. 
In terms of the family SI we have SA : H’ + W. For SA+is we have 
&+i,f = SBaEi,f 1 where G%f )^(t) = I t liSf “(5) 
and Ei, is bounded in HI , see Stein [21]. Then S,,, : H1 + HI. 
With the second part of the lemma we get that $2m(r)ldr2 is a bounded multi- 
plier in HI . This will be helpful in eliminating the higher-order terms. 
It we look again at the leading terms, we have 
12 Pn?) $ cLnA(r> 
3 + 4K sin 1 5 1 . / t i-la/2+112 cos 1 5 I . j 5 1-n’2+1’2 
2 + 4K (sin 1 5 I + cos I [ 1) I 5 I--n’a+1’2 (cds 1 5 1 - sin / 5 1) I 5 l-n/2+1/2 
I+ 4K cos / 5 / * 1 ( I-n’2+1’2 -sin 1 [ 1 . 1 f j-n02+1/2 
4K (cos I ( I - sin j f  I) I .$ i-la/2+1/2 (-sin / 6 j - cos 1 Lj I) / ‘5 l-ni2+1i2. 
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Taking r,!~(r) E C”(R”), t&r) = 0 if Y < 1, and $(Y) : I if r > 2, the same 
results hold for t,!~(r)p~“(~) and #(~)(dp,~(r)/dr). Then with the appropriate 
combination in each UP we get 
4(r) ( sin I E I 
cos i E j 
, [ lb-l)/2 + / [ !bffl)l:! 1 
is an H’ multiplier. 
In fact the other terms together with its derivatives up to order [n,2 -- I] 
decrease as / [ j-(n’3)/3 and, by applying the results in Stein [21], are multipliers 
in HI. 
With the second part of the lemma we can eliminate the term y!~( < ) cos [ 
5 ; (n-1),‘z. Interpolating in the family Stf*([) == [(sin : E ~)/I t ;‘]f^(t) we get 
the desired result for $(r)(sin / 5 1)/i 5 ‘. With the same ideas we can obtain the 
same result for $(r)(cos j [ I)/] 6 ;. 
Sow if we have 
.ft L”(W), g E L, “(R’“) 
and if ~(3, I) is the solution of the problem 
we get 
utt - A,u == 0, 
u(s, 0) = g(.v), 
U&x, 0) = = f(Y)> 
Now g EL~J’ means that (I -+ 1 E ~‘)i,“g^([) is the Fourier transform of an L” 
function; then we have 
Define 
Then 
(1 -t ! $ 12)~/‘gA(~) == W(f), h ELI’, 
where 
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Finally (cos 5 j f  /)/#(I 5 1) is our multiplier; #(I 6 I)/(1 + 1 6 j2)1/2 is the Fourier 
transform of a measure; see Stein [21] and h EL”, then the theorem applies. 
This gives us 
24(x, t) EL, . 
For the L,p part it is enough to observe that from the proofs we can deduce 
that (sin 2 / 5 I)/] LJ jb and $(I 5 j)(cos t / { /)/I [ lb are multipliers in D&P) if 
( l/p - i- / < b/(n - 1). Then given f EL” and g E LIP we want to show that 
u(x, t)EL,p where (Y = 1 - / l/p - + /(n - 1). 
We will decompose in the following way: 
(1 + I f I*)+ u^(f, t) = ((1 + I f 12)n/f . i II-a> . sin t I 5 I . I 5 l*-1fA(5) 
+ #(i 4 I) ~0s t I f I . I t /a--l * (I 5 l--0! . (1 + I f I”)“/“)(1 + I f I”)““g^(f). 
Now (1 + j 4 i2)i/agA(f) = h”(f) where h E Lp. Then 
(1 + I f 12)+ u^(f, t) = m(f) sin t f P-“fA(f) 
+ m’(f) #(f) cos t I f I I f P-l h^(f), 
where m(f) and m’(f) are multipliers for every LP, I ,( p < co, because they 
are Fourier transforms of finite measures. See Stein [21]. 
This together with the preceding observation gives us the result. 
Remark. The constant c,(t) such that 
II 4% t)ll, < c,(t) llf lIL” + 4d4 II g !I&” 
can be taken as 
CD(t) = cot and c;(t) = max(c, t}, c = fixed constant. 
Similarly one can study the behavior of the constant cPa(t) for the L,* part. This 
remark can be proved by a simple argument of homogeneity. 
1. Introduction 
II. VARIABLE COEFFICIENTS 
When dealing with Cauchy problems with variable coefficients such as 
P(x, t, D, , D,)u = utt - igl a&, t) uxixj = 0, 
u(x, 0) = 0, 
ut(x, 0) = 0, 
x E R”, t E R, the first question is the “well-posedness” of the problem. 
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We will impose three conditions on the coefficients 
(I) vi, j, a&, t) E CqP x R), 
(2) P(N, t, D, , DJ is “strictly hyperbolic” with respect to the planes 
f  -= cte. 
(3) The coefficients are constant outside of some compact set KC IP” i< [w. 
Condition (2) means that if P(x, t, 4, 7) is the principal part of P for each 
(x; t) E BP x iw and 6 f  0, the equation P(x, t, 5, T) == 0 has two real roots 
~r(x, t, [) and ‘a(~, t, 5) such that 7r f  ~a for all x, t, 5. 
Conditions (1) and (2) are sufficient to prove that the problem is “well-posed.” 
See Ludwig [lfj, Hormander [12], Chazarin [4] and Mizohata-Ohya [I 71, for 
example. The other condition will be used to obtain some uniformity that will 
be necessary later on, and also to make the representations global in .Y. Set 
Chazarin [4]. 
2. The Riemann Function 
Our operator is not invariant under translations; then a duality argument is 
needed for values of p > 2, once we have the result for values of p < 2. We will 
have to use the dual operator of P for that reason. This dual operator P* will 
have lower-order terms also. Even so the representation of the solution for 
these two operators will be similar. This is due to an essential exchange propert! 
law for the Riemann function which will allow us to make a parallel study of 
the Cauchy problem for P and P*. Given a hyperbolic differential operator I’ 
of order 2 the Riemann function for P is K(JJ, t, .r, X) such that 
(1) P”(v,t,x,X)=Ofort< X 
(2) K(y, x, x, T) = 0 
(3) K,(y, T, x, T) = -S(y - x) 
(4) K(y, T, x, X) = 0 for t > T. 
By using the Gauss theorem and the relation 
r . Pu - u P*z = 1 Di(oi(u, ,z)), 
i=n 
where oi is bilinear in u, V, and its derivatives, we get 
i (z . Pu - u . P*V) dy at 
* Px[n,r] 
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I f  P is our operator and we impose 
Pu = 0, 
21(x, 0) = 0, 
Ut(X, 0) = f(X), 
we get the following expression 
u(x; T) = j” K(y, 0, x, T)f(y) dy. 
See Ludwig [16]. Let K* be the Riemann function for P*, then 
K*(x, T,Y, t) = K(y, t, x, T). 
See Ludwig [17] and Courant-Hilbert [5]. 
3. Representation 
The solution will be represented for small values of t in two different ways. 
The first representation is 
4x, t) = s WY, x, t)f(y) dy. 
As we just saw, G( y, X, t) = K(y, 0, x, t), 
For fixed t consider 
T: fk) -+ 4x, 4 = j- G(y, x, t) f(y) dy. 
The dual operator of T is 
Then 
T*: f(x) - u*(x, t) = 
s 
G(x, y, t)f(v) dy. 
and we get 
T*ff(4 = j- WC 0, Y, t>f(y) dr 
T*f(x) = j- K*(Y, 6 x, O).f(r> dy. 
In conclusion, the dual operator of T is the solution of the Cauchy problem 
for the differential adjoint operator of P. Due to this fact we can invoke regularity 
properties later on. 
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As seen in Riesz [I 81 the worst term in the kernel G( J$, x, t) is of the form 
r &T-l s(y, s, t)? n’ ‘2. 
Here s is the geodesic distance between the points (x, t) and (~5, 0) in the Lorentz 
metric given by the coefficients of P. The corresponding operator should 1~ 
interpreted as analytic continuation. 
We know that s(y, x, t) = 0 is the equation of the characteristic conoid with 
vertex at (x, t). A property of the function s fundamental to this work is that .s 
vanishes at first order over s = 0 except in the vertex. See Riesz [18]. This 
condition and the exchange property of the Riemann function imply that the 
solution for the dual problem can be represented as 
Here we have the “forward” conoid instead of the “backward” conoid as we 
had in the Cauchy problem for P. 
Due to these observations we will have represented our operators 7’ and ‘I” 
with kernels having the same kind of properties. For this reason we will be able 
to conclude the same kind of boundedness in I,” for 7’ and P for values of 
p .$ 2. This will imply the boundedness for values of p conjugated with the 
preceding ones. 
The second representation is valid for hyperbolic operators in a large class. 
This class will include, of course, P and P*. 
The representation is given by 
Here ui, is the symbol of a pseudodifferential operator of order -1 for each 1. 
The r$;) are the solutions of 
CjJ1j)(X, tj 5) - T(j)(X, f,  yr,(X, f,  5)) == 0. j: 1,2, 
with initial data @)(x, 0, 5) x x 6. Th ese functions exist only for small 
values of t. Due to the third assumption about the coefficients we can choose 
t, > 0 such that the representation holds for el-cry (.x, t) for t -:. t,, See 
Chazarin [4]. 
For 01 E @ we define 
128 JUAN C. PERAL 
We will use the Fefferman-Stein theorem [8] for this family. We need two 
types of estimates for different values of Re (Y. For ca < 0 we will prove that 
To,+rs maps L2 into L2. For c, > 0 we will prove that Tol+is is bounded from 
H1 to L1. 
4. Statement 
The Fefferman-Stein theorem will give the desired result, but only for values 
of p smaller than 2. We will use the properties of the dual operator for the 
values of p greater than 2. The third condition of the coefficients will be used 
for this kind of argument. 
The theorems that we are going to prove are 
THEOREM 1. Let n = 2K, then 
II 4x9 t>ii, G 44 llfllp 
for t < t, zy 
THEOREM 2. Let n = 1 + 2K, then 
II 4% t)lly e %J(t) llfllp 
I I 
1 l<l --- 
P 2 ‘n--l’ 
The difference between the odd and even dimensions lies in the fact that the 
constant r((l - n)/2)-i in the kernel behaves differently in both cases. 
We will prove the n = 3 case first because then c, = c2 = 0. 
5. The Case n = 3 
As we said in Section 11.3, the worst term of the kernel is the analytic con- 
tinuation of 
I-(-q s(y, t, x);” for 013 1. 
Then for each x, t we have a finite positive measure over s = 0. For the dual 
operator the same holds for each y, t. See Courant-Hilbert [5] or Ludwig [16]. 
By calling ~(x, t, y) this measure, we know that for x, t outside of some com- 
pact set K, the measure is independent of x, t. The same holds for (y, t) outside 
of some compact K. This follows from condition (3) of the coefficients. 
We need uniformity in the total variation of the measures &x, t, y). By 
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solving the Cauchy problem for P and P* with dataf(y) such that .f~ COz(lW) 
and f(y) m-~ 1 over K, the solutions 
and 
are P due to the theorem of propagation of singularities. See Courant-Hilbert 
[31. 
For (,I’, t) E K, u(x, t) is the total variation of ~(x, t, y) as measure of v. 
Similarly, u*(x, t) is the total variation of ~(y, t, X) as measure of y. 
For fixed t, these functions are COr{Rn x t} and for that reason they are 
bounded bv constants c and cl. 
Now, as-a consequence, we have that 
and 
T:f(x) + I+, t) 
T*:f(x) -+ u*(x, t) 
are bounded in Leo with norms c and c’. This implies that T and T* are hounded 
on L1. By real interpolation we get that the operator 7’ is bounded in LD for 
1 .< p < s, as we wanted to show. 
6. The Case n -= 2K 
It is sufficient to study the worst term in the kernel because after a finite 
number of terms estimates can he made easily. 
‘I’HEOREM. Let u(x, t) be the solution of the Cauchy problem 
Utt - 1 a$4,,, = 0 
u(x, 0) = 0 
Then if n = 2K 
ut(x, 0) = f (-q. 
Proof. We know from the representation of the solution that essentially 
t, ‘e) = (s(l-n)lz (x, t, y)+)^([) + lower-order terms 
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for each x, 2. Let us assume n = 4, and afterward we ‘will indicate the changes 
needed for n = 2K. K > 2. Now we have 
eim(j) (“~*~~)a-r(x, t, 5) = (seyi2(x, r, y));(e) + lower-order terms. 
As we said in Section II.3 of this section, in S = (y : s(x, t, y) = 0}, the 
gradient of s never vanishes. See Riesz [18] and Ludwig [16]. 
Choose qr ... ?n E C” such that C pi =: 1 and such that the support of each vj 
omits the zeros of sVj(x, t, y). Then 
+ lower-order terms 
where we set 
Also 
gl -&g&~ Y) = s3,2(,lt, y)+ + lower-order terms. 
Then we get 
i Eigi(x, y)“(t) = i$z eim”“5*tJra!!~(x, t, [) + lower-order terms. 
i=l 
By multiplying for 1 6 1-l we get 
g &‘,(A”, y)--(f) = c ei~(‘+z’*“)uirkx’ t’ ‘) + ]ower-order terms. 
j=1,2 151 
Then if R, is the i-Riesz transform we have 
i Ri(gi(X, y))^(t) = 2 eiQO)(r*f’c)u-l(QS-!?! + lower-order terms, 
j=1.2 141 
We set 
Thf(X) = j;2 f 
eiJ”‘“J~“a-l(x, t, f) 
151” .f*(t) dt. 
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Then we have proved that for 01 = 1 our operator 7’, is given by 
Tlf(4 = i j &(T t, YWf)(?J) dJ. 
i=l 
Again with the same argument as in iw3 we can see that the measures g<(s, t, y) 
have total variation bounded uniformly in x, t as measures of ~1, and also in J’, f  
as measures of x. 
The same argument of duality then proves that Ejf(x) : = lgi(x, t, y)f(y) C&Y 
is bounded in L1. Then Tl == zy=, Et . Z?i is bounded from N1 to L1. However, 
to prove the theorem we further need to show that Ta: N' --f L' for every Y 
such that Re cx > i . I f  we can prove that 
is the Fourier transform of a finite measure for every c ‘-) 0, we will get that 
T 1/2+r is bounded from ZP to L1 again with the same uniformity argument. In 
order to prove this, it is sufficient to show that s-‘,‘-?(.v, t, [)- is a function in 
Lo1 for every p < Yj . 
N’e will use the following characterization of these spaces due to Stein [22]. 
THEOREM (Stein). f(y) EL;(W), 0 < p -c 2 if and only [f 
F(Y) = j 
f(Y + h) - .f(Y). & EL] 
/ h IfliD 
Let us in our case set s(x, t, y);l” = S(y)-“‘. 
Then 
< c . S~~3/2+1-o(y) 
which is in L' because p < l . 
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For I,(y) we introduce polar coordinates, then over the rays, in the worst 
directions we have 
< cte . s(y)-l12[l h j--p]‘$;~~~ + ,-;;; t “‘; &tf-“’ & 
= cte - ~(y)-~/~-p + I&y). 
The first term is in L1 again because p < i . For Is(y) we can compare the 
integral to the one given by s(y)-i12 = yell2 near zero because the singularity 
over the ray is the same due to the fact that V,s Is4 # 0. 
The integral 
i-u dh 
J,,, (y - h)1’2 I h 11+0 
is like j y /-((1+2D)j2) which is in L1 due to p < 8 . As a result we have I,(y) eL1. 
As we said in Sections II.2 and II.3 we also have the representation as Fourier 
integral operator for P *. And the preceding argument also holds for P* due to 
the exchange property of the Riemann function as we saw in Section 11.3. Then 
the argument that follows also applies to P* if we define 
where b is the corresponding kernel for P*. Then for the families T, and T,* 
we have 
T *H’-+L1 l/2+6 . and Tl12+e+iB : W + L1. 
This similarly applies to 
T* 1/2+r+il3 * 
For Re IY = - 1 the results of boundedness in L2 of Fourier integral operators 
with amplitude function in So gives us 
and 
Tel,is : L2 -+ L2 
T&B : La -+ L2. 
See Hormander [ 11-J and Egorov [6]. 
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The interpolation theorem of Fefferman-Stein [8] gives us 
T,:L”+L” 
1 
if -- L+, 
P 2 
vc 1; 0 
and 
T,*:L “-+LU 
1 
if -- ‘.&-y, 
P 2 
vcz. 0. 
Then both TO and T$ are bounded in Lp for 6!5 < p < 6 as we wanted to 
show. 
For the spaces n = 2K with K > 2 the only difference is that we have to use 
higher derivatives and higher-order Riesz transforms instead of the usual ones. 
7. The Case n = I + 2K 
The difference of this case with n even lies in the behavior of the constant 
which appears in the kernel. 
THEOREM. Let u(x, t) be the solution of our Cauchyproblem, then ;fn = 1 -t 2K, 
!I u(x, t>llLp < dt) ilf /iLp 
for 1 l/p - J- j < l/(n - 1). 
Proof. Let us assume n = 5. Some changes as in the even case should be 
done for higher dimensions. 
In this case the worst term in the kernel is 
li% s;T( -(Y)-‘, 
in the sense of analytic continuation. 
If we take 
we know as before that 
(r(--LY)-ls-“(x, t, y))+ = 2 & (vi ’ s,is=-‘ql - CY) 
) + lower-order terms. 
By taking Fourier transforms in the y variable and multiplying by / E 1-r we get 
c 
eb(‘)(z,t.E)a~~(x, t, ,O = 
j-1,2 IEI 
( c l&(g$(x, t, y))I (5) + lower-order terms. 
i=l 
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Here due to the constant in front of the s, the gi are going to be measures over 
s = 0. The same argument of uniformity applies here for both x and y. 
Then Ti and 7’; take the forms 
Txf = f 4(&f) 
i=l 
and T;“f = f WW, 
i=l 
where the operators Ei and El are given by integration against finite measures. 
The uniformity referred to earlier gives the boundedness from H’ to L1 for 
TliiB and for TF+ia . The L2 boundedness is also proved in a similar way as in 
the even dimension case for Re 01 = - 1. The Fefferman-Stein theorem gives 
boundedness in L” if 413 < p < 2 for To and T$. A duality argument gives 
us the desired result for Lp such that 4/3 ,< p < 4. 
Remark. We can again get some estimates of the kind 
In fact, as in the constant coefficient case, if we call T the operator 
we know 
T: f (4 - +, t), 
T: L” + L12 
due to the boundedness of Fourier integral operators in L2 when they have So 
amplitude function. This together with the estimate we already proved will 
give the same kind of results as in constant coefficient, where again the endpoints 
of the interval are lost in even dimensions. 
III. 
1. Statement 
We are going to see in this section that the results given formerly are sharp, 
in the following sense: 
THEOREM. If 1 l/p - 3 / > 1 /(n - I), then 3f E Lp(IW*) suck that Tf (x) = 
JRn ei”‘l[(sin 1 [ /)/I [ I] f (^&I( is not in Lp(W). 
2. Proof. 
We will split the proof in two parts. In the first one we will give the general 
idea, in the second one we will take care of several errors commrtted in the first. 
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Take 
It is known that the Fourier transform of this function is 
See \Vainger [25]. 
We n-ant to estimate the integral 
Instead we will study the integral 
where J, means the corresponding Bessel function. We have committed two 
errors: 
(a) We have changed fhh([) by I t /-A. 
(b) We have changed J1:z I 4 by J1( i: ). 
\Ve will see in the second part that these two errors do not affect the reasoning. 
B! making a: x ;,- ’ X we know, see Stein-Weiss [23], I(.r) 
(1 _ ,\’ y);(n-l)/2+A* 
So v-e have 
f&T) EL”(W) - p(fz - A) c: I? 
Z(x) = Tf(x) $Le(lW) if * (,A .- !Lyl!) 
Then we have to prove that given p such that ~ l/p - i 
6 ‘i 0, we can find X in such a way that (“) and ( )r: ‘) hold. 
From 
1 I I 
--------E. 
P 3 I1 ~- 1 
\vt’ ,get 
p= 2(" - 1) --___ > n4-1 ä 6 
h ,' 0 
and then 
By using I/p = (TZ - 1)/2 - A, we get 
i). 
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And then p(n - h) < n is equivalent to 8 < 6 . n which holds due to 8 > 0 
and n > 3. 
This ends the proof up to errors (1) and (2). 
3. Errors (1) and (2) 
The first error was to change fA^(e) by 1 6 I--A. Due to the fact that they 
coincide for I [ 1 3 A for some A, the difference is 
and here h < n; then E,(x) is the Fourier transform of an L1 function and then 
E,(x) is continuous over / x ) = I. 
For the second error we need some results about the Bessel functions. 
We will caI1 
Then 
qcl, v, k a, 6) = .r 
= J&z, x) JJb, x) x-~ dx. 
0 
“I(p, V, k, a, b) = cte . ?F, i 
CLtv--K-t1 v-p---K+1 b2 
2 ) 2 ’ 
v+ I,--- a2 ) 
it b < a”. 
See Watson [24]. The result holds for 
Re(p + v  + 1) > Re(R) > -1 and a # b. 
Here 2Fl(a, 6, c, t) ==x:,” ((a),(b),/n!(c),)t” where (a), means a(a + 1) - 
(a + n - 1). 
We will also use the following result concerning the r function: 
“T(Z) = ~2-1/2,-x(2j5f)1/2 ee(s)/l2o for x E lR+“; 
here 0 < 6(x) < 1. See Alforhs [l]. 
The following lemma will take care of the second error. 
LEMMA. The Fourier transfmms of 
I 4 IY Jr(l E I) and I 5 I-? JAI 5‘ I) 
behave in the same way with respect to the L” norm, near / x / = I. 
Proof. By using the expression for the Fourier transform of radial functions 
we have 
(I 6 l-rJr(l 5 j)>(x) = cfe . j x l-(1L-2)/2 
s ou JT(s)~-~s”‘~/(,-,)/z(s I x I) ds. 
See Stein-Weiss [23]. 
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We are interested in the behavior near 1 x 1 = 1, then we have to compare 
the two hypergeometric series that we get by applying the result about I&, 11, 
k a, b). 
We have 
and 
Here the values are 
By calling 
we get 
E;(t) = >$#z, 1, s, t”) 
F,(t) = zF, (h + ; , 1 - ; , s, t”) ; 
let ,/2 == p, then we have to compare aF,(h, 1, s, t”) and ,F,(h -. P. / - P, $, 1”) 
near t = I. We have 
F,(t) = f a,t2’?, F,(t) = i b,P. 
0 fJ 
Here 
a, :-- c+e . m + 4 TV + 4 b, = cte . 
l-(/t + p + 72) T(l - p + n) 
r(s + n)n! ’ qs + n)n! 
By using the result for the r function we get 
log 5 ::: 
bn [ 
(h -+ p + n - -i) log@ + p + n) - (h -i-- p A- n) 
H(h -k p A n) 
'%@w'" -I- ,2(h .T- p .+ nj 
I 
[ 
(1 - p - n - 3) log(l- p + n) - (1 - p -.- n) 
+ log(2M)l~ + .!&+2$] 
[ 
(h -,- 12 - &) log@ + n) - (h $- 72) + log(2M)l,’ -’ +$+] 
1 
(1-f n - &) log(l+ ?z) - (I+ n) + log(2Aq 2 --~ -$;_nn),-] 
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and by grouping term we finally get 
lim log -F = 0. 
n-its n 
The convergence to zero is like {l/n}; then 
a, = 6, + e, 
where e, = b&z. Then 
F,(t) = F,(t) + C e,P. 
But the error given by C e,fn is easily seen to be better behaved than the F,(t 
function near t = 1. This finishes the proof. 
IV. APPLICATIONS 
1. The Family of Multipliers m,,,(f) = I,@,$) eilcl” 1 5‘ j-b 
We define 
m,,b(t) = 4(t) f+l” I 5 Ibb, a>O, b>O 
where 4 E Cx and is zero near zero and one for / [ 1 > 2. We set 
(Ta,bf)A(t) = %.b(f)f^(t)* 
The following results are known: 
THEOREM A. For 0 < a < 1, Ta,b is bounded in L”(W) ;f and only if 
11 b I I --- p 2%’ 
For a proof of this result without the endpoints, see Hirchmann [IO] and 
Wainger [25]. For the endpoints result, see Fefferman-Stein [8]. 
THEOREM B. (a) For a > I, WZ~,,~~ is multiplier if 1 l/p - -$ 1 < b/an. 
(b) ma,b is not multiplier if 1 l/p - 4 1 > b/an. 
See Ishii [13] for Theorem B. As we can see from Theorems A and B, the 
only remaining problem was the case a = 1. By an application of the results 
proved in Section I, we will obtain the following result. 
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THEOREM. Let m&) = qJ(.f) E?ilCl I 5 I-b, th en mb is a multiplier for D’(W) if 
and only if 
1 1 
/---I P 2 
&. 
As we can see the case a = 1 is not a limit case of ma,b for a -4 1 because the 
range that one expects from Theorems A and B is / I/p -- .i 1 ::I 6/n. This 
essential difference is due to the fact that in the case a =-- I, the corresponding 
kernels are singular over / x 1 = 1, and in the case a + 1 the kernels are singular 
at zero and at infinity. By this reason the case a = 1 is different from the classical 
singular integrals. We will come back over this point later on. 
Proof of the Theorem. W e k now from the results in Section I that p,,^ and 
dpnh/dr are multipliers in Hi(lIP). From this we can deduce that 
are multipliers in EP(llP), so it is the exponential. 
Setting 
(TJ)A(5) = VW) &If1 I E :-b.fA(S), 
we get 
To+ie : L, - L, 
and 
T (n-1) /z+ib 1 p + H1. 
The interpolation theorem of Fefferman-Stein [8] gives that Tb is bounded from 
Lp(W) to Lp(W) if 
1 1 
l---l P 2 
+l. 
For the negative results we argue as follows: ifp = 2(n - I )/(n - 1 + 26 : S), 
6 > 0, i.e., l/p - 3 > b/(n - I), we will take 
See Wainger [25]. So, essentially, 
(Tbf)^(t) = 4(t) eilEl ! [ !-b--n+7. 
As in Section III, set instead of eiiel 1 5 /-l/2, JJj ,$ I), then we get 
(Tbf)‘-([) = ja(I 5 I) ! 5 :-b--n-trL1l2 
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and with the appropriate 01 we have 
Tf(x) = (I - x2);“, 
where p = P - n/2 - b + $ . We have to check that for our p, there exists an r 
such that 
pr < n and pp = 1. 
This will prove the result (up to the error committed) because these conditions 
imply 
fr EL” and Tbfr $Lp. 
By taking p = l/p we have 
pr = p ($- + n - i+ 26) = 1 + n -2fc2i)+ 6 (n - \+ p6) 
<l+n--l=n 
as we wanted. The errors can be handled in the same way as in the Section III. 
2. An Integral Singular over ) x 1 = 1 
We are going to exploit the observation following the theorem of Section I. 
Let 9, be a C,m(R) function such that for fixed n and VE > 0 verifies 
.c 1-C 0 dw-l j$ dt = - s cc y(t)?1 1+r &t* 
Define 
Consider the operator 
Consider also the operator 
Tf(4 =Fz s, K(y)f(x - Y) dh 
whereR,={y:lyj <I--•,orl+E<[yI},then 
THEOREM. T and T coincide and are bounded on W(W). 
We are going to see that they agree for test functions. 
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For E > 0 fixed, and # a test function, we have (for Y = 0) 
where (t, 0) means y  such that t and 0 are the polar coordinates of y. Los is the 
ray of direction 0 where we have taken out 1 - E -.I t < I + E. By using the 
cancellation property we can subtract zero in the form 
0 = J’ F(t)t+l& #Cl, ‘4 dt. 
LO< 
With our notation, 1, 19 means y/i y  ;. For fixed a < 1 we can use again the 
cancellation property and over each line L, and obtain 
J Lg T4w1 sig(1 - t”) j 1 - t21a ($(I, 4 - Ib(t, 4) dt. 
But we know #(I, I?) - #(t, 0) = (1 - t) #‘(x(0, t)), where I/J’ means a first 
derivative in the direction 0 and ~(0, t) is a point between y  and y/i y  I. 
By taking limit in both expressions when E --f 0 and when a - 1, we see 
that the limits coincide. For points x + 0, the same argument applies by ;I 
translation. To prove that they are bounded in Hi(R’“) we are going to see that 
the Fourier transform of Tf is one of our exponentials times the Fourier trans- 
form off. 
We will see the details in [w”, in which the computations are simpler, but 
the ideas are the same as in the other spaces. 
We will see that if 
then m,(r) = dm,(r)/dr is essentially the Fourier transform of our kernel, This 
will prove the theorem because m,(r) was a multiplier for H1(R3). 
We are going to compute WZ~(Y)“((); observe that m,(r) = (sin r)lr and then 
m,(r) := (cos y)/r - (sin r)/r. 
It is easy to see that ma(r)^([) is good at CD. By applying the inversion formula 
for radial functions, we get 
m,“(R) = cte . R-1’” ?.?. _ sin(yR) y3,2 dl sin y 
r Y i (rR)lQ 
= cte . R-l&(R) + I,(R)), 
where 
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By using 
f 
m sig(1 - R2) 
0 
y”+“+lJv(y) jdyR) dy = , 1 _ R2 Iu+v+l 
-4 andp-+ -4, weget 
I,(R) = cte - & . 
See Watson [26]. 
and making v 
For I,(R) we apply the results already used in Section III and we get that I,(R) 
is locally integrable. Then we obtain 
(K)-(Y) = 7 - F + E(r), 
where E(Y) is the Fourier transform of a L1 function. This proves the theorem. 
3. The Klein-Gordon Equation 
Consider 
Utt - A+ = m2u, 
4% 0) = g(x), 
%(X, 0) = f(x). 
By taking Fourier transform in the x variables we get 
u-(5‘, t) = sin t(52 + m2 1’2 ) 
(I 5 I2 + my2 
f-w + cm t(l I I2 + m2)““gA([). 
THEOREM. 
!I  4% t>llL, d 44 Ilfll, + cm II ‘i? IILl’ 
if ) l/p - 4 / < l/(n - 1). 
Remark. The same kind of estimates L,p as in the wave equation can be 
proved here also. 
Proof. Assume g = 0. We will see that 
eit(lEl*+?nw~ 
(I t I2 + m2y2 
#(I 6 I) is a multiplier in that range and the theorem will follow from here. 
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as 
now #(I 6 :) eitlfl 1s a multiplier 
of the resdlts of !e?,n I. 
in the range that we want as a consequence 
7 . 
Also we know that 
is the Fourier transform of a finite measure. See Stein [21]. 
We will see, following a suggestion of Stein, that 
is also the Fourier transform of a finite measure. In fact, by using 
(1 + ty = 1 + i c,tJ. 
,-=I 
we get 
then we get 
By calling this function m,(t) we get 
mt([) = Ct . ~(S)eit(c,m’li&it...~, 
Observe that 
r&i) = mt(5) - ct 
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verifies I rt(5)J < I/( 1 t I t I) an d 1 a so any derivative of order K verifies 
Now it is easy to see that 
Then m,(t)“(x) = ct * 6, +ft(x) where 8, is the Dirac delta and fcL, . This 
proves our assertion and the theorem. For the data g again the same reasoning 
as in the wave equation applies. The remark is proved in the same way, also. 
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