Abstract-A difficult challenge in hybrid electric vehicles (HEVs) and full electric vehicles (EVs) is the torque control of externally excited synchronous machines (EESMs). Effective torque control requires an efficient solution to the state reference generation problem, which is a nonlinear non-convex optimization problem. The goal of this paper is to develop a state reference generation algorithm based on the griding of the state and output spaces. Firstly, an approximation defined over a cubic partition of the torque function with a piecewise affine (PWA) function is made. As a result, the state reference generation problem is reduced in each cube to solving a convex optimization problem. Moreover, this approach provides guarantees about the error bound introduced by the state reference generation procedure for the full operational state-space. To illustrate the effectiveness and robustness of the proposed algorithm several simulation results are presented. The obtained results show significant improvement compared with existing state-of-the-art reference generation methods.
I. INTRODUCTION
In the last decades, electric drives have seen major changes due to the development of power electronics. These changes made it possible to successfully use electric drives in most automotive applications. The focus on high efficiency drives has led to the adoption of synchronous machines. The externally excited synchronous machine (EESM) is a good choice for the automotive industry because it possesses many advantages: high efficiency, high power density, high torque at start-up [1] , high reliability and an additional degree of freedom compared with the permanent magnet synchronous machine (PMSM) [2] , [3] . Therefore, the EESM is more appropriate for applications such as hybrid electric vehicles (HEVs) and full electric vehicles (EVs) as a traction machine.
For a better understanding, and for control synthesis, the EESM can be analyzed using the rotor reference frame (d−q reference frame). The stator quantities (voltages, currents, flux linkages) can be transformed in the rotor reference frame and vice versa by using Park transformations [4] , [5] . In the resulting model, the torque can be controlled in a similar way as for a DC machine. The main challenge for traction electric drives is to control the torque of the electric machine and in the same time to ensure high overall efficiency in a wide speed range. In field oriented control (FOC) [6] schemes for EESMs it is important to control the state vector, represented by the stator and excitation currents in the rotor reference frame. In this case the torque control problem is reduced to a state vector control problem. As such, the control strategy has to compute also the state reference, which is a nonlinear non-convex optimization problem.
During the last few years this topic has been actively studied but with focus on the PMSM torque control, which can be considered a particular case of the EESM torque control. For an overview the interested reader is referred to [7] , [8] and the references therein. As such, a possible approach is to adapt the existing state reference generation strategies developed for PMSM torque control. However, this approach is applicable to the EESM only under some assumptions and it is difficult to take into account the variation of the machine parameters. Another approach, which is directly applicable to the EESM, is based on solving offline the nonlinear nonconvex state reference generation problem, while minimizing the machine power losses [3] , [9] . This allows an increase in efficiency when compared to the torque maximization strategy proposed in [10] .
However, all of the above state reference generation strategies provide only a heuristic solution, which is not easily applicable for different parameters and do not provide any guarantees regarding bounds on the error introduced by the state reference generation. Therefore, the goal of this paper is to provide a systematic solution for the EESM state reference generation, which is generally applicable and it guarantees a bounded reference error. To achieve this goal, the output function is approximated locally with a piecewise affine (PWA) function over a cubic partition of the state-space. The choice of a cubic partition is justified by the fact that it allows fast point location, which is crucial in applications with tight time constraints such as EESM drives. Then, it is shown that the state reference vector can be obtained by solving a linear program (LP). It is then proven that using this approach an error bound is guaranteed for the full operational statespace. Moreover, the error bound can be reduced by applying the method of [3] , [9] , [10] in a vicinity of the obtained solution, which significantly reduces the exploration space. Also, this algorithm can be easily applied to other machines and parameters and can ensure minimal power losses.
The remainder of the paper is organized as follows. The EESM model and problem formulation are presented in Section II. The algorithm for the state reference generation is presented in Section III. Simulation results are presented and analyzed in Section IV and conclusions are drawn in Section V.
A. Basic notations and definitions
Let R, R + , Z and Z + denote the field of real numbers, the set of non-negative reals, the set of integer numbers and the set of non-negative integers, respectively. For every c ∈ R and Π ⊆ R define Π ≥c := {k ∈ Π | k ≥ c} and similarly Π ≤c , R Π := Π and Z Π := Z ∩ Π. For a vector x ∈ R n , [x] i denotes the i-th element of x and x := x ∞ = max i=1,...,n |[x] i | denotes the infinity norm of x, where | · | denotes the absolute value. I n ∈ R n×n denotes the n-th dimensional identity matrix. O n ∈ R n×n denotes the n-th dimensional zero matrix. t ∈ R + denotes the continuoustime variable.
II. EESM MODEL AND PROBLEM FORMULATION A. EESM model
The d − q equivalent circuit of a three-phase EESM is presented in Fig. 1 . (2) where P p denotes the number of pole pairs.
By introducing the stator currents in the rotor reference frame and the excitation current as state variables, i.e.,
, choosing as control inputs the stator voltages in the rotor reference frame and the excitation voltage, i.e.,
] , choosing as output the electromagnetic torque, i.e., y(t) := T e (t), and considering the rotor electrical angular velocity, ω e (t), as a variable parameter, from (1) and (2) the EESM state-space model is obtained [11] , i.e.
where
In what follows the time symbol t will be omitted in order to reduce the notational complexity. The system matrices depend on the machine parameter,
The parameter β is also omitted to reduce the notational complexity.
B. Physical Limits
As most automotive applications, the controlled system is subject to several constraints that originate from physical limits or performance requirements. More specifically, we have
where I s,max , U s,max are the available maximum phase stator current and voltage, x min , x max are the minimum and the maximum admissible currents and T max is the physical torque limit of the machine. Numerical values for all parameters and constraints are listed in Appendix A. The voltage constraint described by (4b) can be rewritten in terms of state variables using the steady-state descriptions of (3a) and neglecting the voltage drop across the stator resistance, i.e.,
in the case when the space vector pulse width modulation is employed for controlling the power inverter, where V DC is the available DC link voltage.
In what follows, we consider a cubic subset of the statespace, denoted by X, and an interval of the output space denoted by Y. We assume that the intersection of (4) and (5) with X is non-empty.
C. Problem formulation
The goal of the EESM torque control problem is to enable efficient state reference generation and to control the state vector. In this paper only the state reference generation problem is addressed. Throughout the paper it is assumed that the output reference y ref ∈ Y, represented by the torque reference, is available. As such, the state reference generation problem can be formulated as follows.
Problem II.1 Given the output function (3b), the set X and the system reference y ref ∈ Y generate the state reference vector by solving the following nonlinear nonconvex optimization problem:
and
Because the system output function described by (3b) has a non-unique solution the overall machine efficiency can be increased by minimizing the machine power losses P loss (x). The power losses model is given in Appendix B.
III. STATE REFERENCE GENERATION
The idea presented in this paper is based on a PWA approximation of the output function described by (3b). For this, we use an algorithm based on partitioning the statespace into a finite number of cubes, i.e., {C i } i∈Z [1,n] where n ∈ Z ≥1 and
6 . The cubic partition was employed because it allows efficient point location.
To avoid solving the nonlinear non-convex optimization problem described in Problem II.1, for every cube C i we approximate the output function described by (3b) with an affine function, i.e.,
where x ∈ C i , H i ∈ R 1×3 , h i ∈ R and i ∈ Z [1,n] . The affine function described by (7) is determined by solving offline a LP problem for each C i , i.e., min {εi(j,l)} (j,l)∈Z 2 [1, 8] max (j,l)∈Z 2 [1, 8] ε i (j, l) (8a) subject to
Next, let us define e i := max (j,l)∈Z 2 [1, 8] ε i (j, l). Using the same reasoning as in Theorem IV.2 of [12] the following result is obtained.
and h i ∈ R be given. Let {x j } j∈Z [1, 8] be the vertices of C i . If it holds that
Proof: From (9) it results immediately that
Next, let j ∈ Z [1, 8] 
α l x l = x and 8 l=1 α l = 1. Left multiplying (11) with α l > 0, for each l ∈ Z [1, 8] and summing up the resulting inequalities yields:
α j x j = x and 
The partitioning of the state-space can be performed using an adaptive partitioning procedure described by the following algorithm.
Algorithm 1 Input: Number of gridding points for each state, (k 1 , k 2 , k 3 ) ∈ Z 3 ≥1 and maximum admissible error over all C i , ε c ∈ R + . Output: State space partition {C i } i∈Z [1,n] .
1: do state-space partitioning into n = k 1 × k 2 × k 3 cubes and solve (8) for each cube 2: while max i∈Z [1,n] e i > ε c do 3: for i ← 1, n do 4: if e i > ε c then 5: split C i into 8 (or 4) identical cubes and solve (8) for each cube 6: end if 7: end for 8: end while To comply with constraints specified by (4a) and to reduce the complexity all cubes C i where state or output constraints, described by (4a) and (4d), are not satisfied are removed. In Fig. 2 is presented the state-space partitioning in 4000 cubes. Red cubes correspond to the case when output or state constraints are not satisfied and hence, can be removed. Next, let us grid the output space into q ∈ Z ≥2 equidistantly placed points. The distance between any two consecutive points is defined as y step = ymax−ymin q−1
. Now, let us define the grid vector of the output space as y := y min . . . y min + py step . . . y max , p ∈ Z [0,q −2] . In what follows we seek for the set of indexes that correspond to the cubes that contain the desired value y ref ∈ y, i.e.,
The output griding and the cubes indexed by I(y ref = 100) are illustrated in Fig. 3 . 
subject to
According to (10) we know that using any x subject to
Although (14) is still a nonlinear non-convex optimization problem, the exploration space X is reduced to C i , which is a significant improvement compared to [3] , [9] .
Next, let y ∈ Y q , with q ∈ Z ≥2 . Given an arbitrary y ref ∈
and let e := |y p+1 − y p |, ∀p ∈ Z [0,q−2] . Then the following inequality holds:
Notice that there are multiple state references for each grid point of the output. We propose an online minimization of the power losses to select an energy-optimal state reference out of the set of feasible references, as described in the following algorithm. Evaluate (5) and (20) 9: if Inequality (5) is satisfied then 10: if P loss,min > P loss then
11:
P loss,min ← P loss
12:
index ← i It should be noted that for reducing the processing time some parts of (20) and (5) can be pre-calculated offline. The proposed algorithm can be used also for offline state reference generation.
The error bound for the full operational state-space is known as it is stated in the following theorem.
Theorem III.2 Let ε c ∈ R + , the error introduced by the PWA approximation of (3b) and e ∈ R + , the error introduced by the output space gridding, be given. Then, for all y ref ∈ Y and corresponding state reference x * ref obtained via Algorithm 2, the following inequality holds: 
IV. SIMULATION RESULTS
In what follows several simulations were performed, using the control architecture presented in Fig. 4 , in order to demonstrate the efficiency of the proposed algorithm. The EESM was implemented in Matlab/Simulink using (3a) and (3b) and the state feedback control law was computed using a linear quadratic regulator (LQR). For computing the LQR law, the following change of coordinates over inputs was defined,
where,
Using the transformation described by (17) in (3a), the following linear model was obtained:
whereÃ = A(0). In order to achieve offset-free performance the system state in (18) was augmented with the integral of the state, i.e., x e = t 0 x(τ )dτ . The augmented system was obtained:
Next, a stabilizing controller K opt = K K e was designed for the linear model described by (19) in closed- The sampling period for the state reference generation subsystem is T s = 10 milliseconds.
We recall that the specifications of the considered EESM are given in Appendix A. The simulation results based on the proposed algorithm are compared with the ones obtained using an offline state reference generation algorithm, based on existing solutions presented in [3] , [9] , [10] , and implemented as a lookup table (LUT) for each state.
The simulation scenario presented is realistic because it takes into account also the variation of the machine parameters. The state-space was partitioned into 5000 cubes using ε c = 12 N m and the output space was gridded into 501 points, which resulted in e = 1 N m. The state reference was obtained by solving offline (13) and (14).
Firstly, a simulation at ω e = 1000 rad/s and a step torque from −171 N m to 123 N m was performed. The system output is plotted in Fig. 5 . It can be seen that the steady state error is smaller when the proposed algorithm is used. The illustrative comparison between the system states is done in Fig. 6 . For another simulation case the rotor angular velocity ω e = 3500 rad/s and a step torque from 47 N m to −44 N m were considered. The reference and simulated output are plotted in Fig. 8 . The steady-state error is comparable in the motoring mode but is smaller in the generating mode when the proposed algorithm is used. Overall the steady-state error is smaller when the proposed algorithm is employed. Figure 8 . System output at ωe = 3500 rad/s and variable parameters. Fig. 9 shows the comparative evolution of the system states. It can be seen that the state x 3 is slightly greater and the state x 2 is slightly lower when the proposed algorithm is employed. The state x 1 takes higher values in the motoring mode and is comparable in the generating mode. Figure 9 . System states at ωe = 3500 rad/s and variable parameters. Fig. 10 shows the evolution of the estimated power losses. In this case, at high speed, it can be seen that the estimated power losses are lower with more than 30% when the proposed algorithm is employed. The estimated power losses are slightly higher only in case of transitioning between generating mode and motoring mode, because x 3 takes higher values. However, this difference is small in amplitude and occurs for a very short time, and as such, is negligible. Table I summarizes the simulation results. It can be seen that the proposed algorithm provides superior results. The steady state error between system reference and simulated output is approximately four times lower when the proposed algorithm is used. Also it can be seen that the estimated power loses are approximately 30% lower if the proposed algorithm is employed. The maximum processing time for the online routine of the proposed algorithm was 4.8 ms and the mean time 954 µs, which is less than the imposed time constraint of 10 milliseconds.
V. CONCLUSIONS
A new algorithm for state reference generation with application in EESM torque control was developed based on a proper griding of the state and output spaces. The proposed algorithm provides high accuracy and robustness to parameter variation (stator inductances and mutual inductance between stator and rotor windings) taking into account also the minimization of the machine power losses. The algorithm is particularly suited for torque control in the high efficiency EESM drives, such as automotive propulsion applications.
The proposed algorithm can be used also for offline state reference generation. Then, it can be implemented in a microcontroller using a set of lookup tables if the digital memory does not represent a limitation.
The results of the simulations illustrate a good behaviour of the proposed algorithm when compared with the existing solutions on the aspects of torque error and estimated power losses. It can be seen that the steady-state torque error is reduced. Also, it can be seen that the estimated power losses are reduced with approximately 30%.
Due to its modular structure, the proposed algorithm can be adapted also to the other types of synchronous machines, such as PMSMs or hybrid excited synchronous machines. APPENDIX A. EESM parameters 
B. Power losses model
The power losses can be defined as follows:
P loss (x) = P Cu (x) + P F e (x) + P s (x),
where P Cu (x) represents the copper losses, P F e (x) represents the iron losses and P s (x) represents the stray losses. The copper losses can be calculated as:
