Abstract -Needle insertion was used in percutaneous procedures such as biopsies and brachytherapy. Flexible Needles has attracted many attentions for its advantages in obstacle avoidance. In order to make the flexible needle reach the target position, the position and attitude of the flexible needle must be estimated. This paper uses three different non-linear estimation methods to estimate the st 1 ate of the flexible needle. The first one is the most commonly used extended kalman filter (EKF), the second is unscented kalman filter (UKF), the last one is the particle filter (PF). Principle, complexity and characteristic of the three estimation methods is different. In this paper, these different kind of filters is applied in the flexible needle with a comparative analysis. The uncertainty of the bevel-up needle model is not only reflected in the noises which these filters mainly deal with, but also the uncertainty of the model parameter. In this paper, the model parameter error is also considered. Kalman filter is based on the Gaussian noises. In this paper, we consider the situation of non-Gaussian noises.
I. INTRODUCTION
Needle-based intervention is widely used in medical diagnosis, treatment and research, which produced good outcomes. Considering some of the body's vital organs and bones, needle insertion process must avoid these places. Flexible needle is a good method to solve this problem. Bevel-up flexible needle uses the asymmetry of the bevel to create a moment at the needle tip, to cause bend of the needle. We can change the needle insertion direction by adjusting the tilt direction. In order to control such a flexible needle to reach the given position and avoid obstacles, the tip position and orientation must be known accurately. With the help of visual system, we can guide the needle to the destination. Considering the flexible needle's characteristic features and its work environment, there must be noises. And the observation based on visual system only gets the location information of the flexible needle tip. A filter is required to estimate the orientation. This paper analyzes the common estimation methods, and applies them in the flexible needle model. A comparison is also drawn.
For nonlinear systems, the most classical and common used estimation method is the extended kalman filter. This filter is the most direct extension of kalman filter. The basic policy of EKF is the basic strategy used in our study of nonlinear problem: linearization, which obtaining the Jacobian matrix of nonlinear equations to achieve the first-order linearization. Therefore, EKF is an approximation of the optimal estimation. The principle and procedure of EKF make it very easy to understand and imply. Meanwhile, the calculation of Jacobian matrix asks for fully accurate system analytical model, which is a limitation of EKF. Further, since EKF reach the first-order approximated linearization only, EKF may not obtain a very good result for a strong nonlinearity.
For nonlinear system, another estimation method based on kalman filter is the unscented kalman filter. This method was first proposed by Simon J.Julier. Strictly speaking, UKF is also a linear approximation method. Differing from EKF, UKF linearize the distribution of the random quantity, making it through the nonlinear transformation by the first two moments and the information of the higher moments. This progress can obtain a higher level of accuracy than EKF. UKF transform the random quantity to several points. So UKF can adapt to a relatively strong nonlinearity, at the same time, this method does not ask for the Jacobian matrix, which means the requirement for the system model is reduced.
Both UKF and EKF are based on the kalman filter framework, which get the kalman gain between one step prediction and observed values by means and covariance information, and then get the posterior value. Meanwhile, the kalman filter can be essentially viewed as a Bayes optimal estimation. The most intuitive application of Bayes estimation is particle filter.
Particle filter is also known as sequential Monte Carlo method. The basic idea is to use a large number of points (particles) to approximate the probability density function, and then transform the probability density function based on Bayes estimation method to obtain the posterior probability of the state. Finally, obtain the estimated information by the posterior probability. The particle filter requires a lot of particles to approximate the probability density, which also led to the biggest problem of particle filter: a large amount of computation.
In the second part of this paper, we describe a mathematical model of the flexible needle and the estimation problem. The third section describes the details and steps of the three filtering methods. The fourth part is simulation and comparison of the flexible needle estimate.
II. MATHEMATIC MODEL OF THE FLEXIBLE NEEDLE PROBLEM
This part establish system model of bevel-up flexible needle. Figure 1 
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,α is to control distribution of sigma point, which can be a small constant. β is a non-negative constant to give high-level information for the transformed portion. For Gaussian noise, 2 is a suitable value for β .
Then the framework of UKF is based on the Kalman filter, the process is also divided into one step prediction and measurement update process:
One step prediction process: 
C. particle filter
Particle filter is the most intuitive application of Bayes estimation. The core content of Bayes estimation is to describe the relationship of the probability density at time k-1 status, a priori probability density at time k and the posterior probability density based on the observed at time k. Bayes estimate can also be divided into two steps: forecast and update. The difference is that Bayes estimate gives the prediction and update process directly in the form of probability density function, specifically as follows:
Particle filter simulate the probability density of the above steps with a large number of particles. Also, usually the posterior probability density is difficult to describe in a general analytical formula, so it introduces the concept of importance sampling, approximating the posterior probability density by the particle weights. Considering the particle degeneracy of the transfer process, it introduces the resampling methods. Particle filter algorithm is as follows:
(1) Initialization: produce particle swarm 
IV. SIMULATION
In this section, the upper three filter methods will be applied to the estimation problem met in flexible needle. The model of the flexible needle is described before. But for a real system, the above system model must have inaccuracy, which includes both inaccuracy of the model structure and inaccuracy of parameters of system model. Also, the noise may not be Gaussian. Therefore, in the following simulation, we first consider the case when system model is accurate. Then we consider the case when the state system parameters have mutations during system operation and when system noise is not Gaussian noise.
For practical problems, because the forward speed of the flexible needle may be set to a constant value (1mm/s), the distance and the travel time of flexible needle are completely correspondence. Furthermore, the derivative of the system state / q dq dt = can be replaced by / dq dl . . In a practical system, the value of the radius of curvature tends to be inaccurate, and variation may also occur. When doing the simulation, the situation of accurate curvature radius is first considered. Then we do simulation with inaccurate curvature radius. Length of the simulation is 100s, which means that flexible needle move forward 10cm. Process noise and observation error of the location are Gaussian noise with 0.5mm standard deviation, the standard deviation of the noise process of the needle attitude is 0.3°. Select UKF parameters are as follows:
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The system has six states. They can be divided into two categories: the state of the position and the state of attitude. In this paper, we only compare the position state x and the posture α as a representative. Figure 2 shows the estimation results of the three filters. The red line represents true value, the green line represents the observed values, while the blue line is the estimated value. For the EKF and UKF, the system can calculate covariance matrix, from which we can get the variance of each component σ , two black lines in the figure is the 1 σ outline of state.
As is shown in figure 2 , the estimate value of the EKF and UKF are in the σ neighborhood of the true value.
Moreover, it can be seen from the figure that the state covariance tends to a constant, which also reflects the convergence of this two estimate methods.
Covariance matrix and the kalman gain will converge to a constant value. Because the system observation is the flexible needle position, that is the state x is observed directly, the given variance of x from the covariance P will be same with its steady value. As for posture of the needle tip, because it cannot be directly observed, but only estimated by the relationship of the position and attitude, so its steady state variance will be larger and larger. This is reflected in the pose estimation variance which is much larger than the variance of the position.
As can be seen from the simulation results, EKF, UKF, PF can all achieve the estimate target. But different precision is obtained by different estimate methods. In order to compare several filters accurately, the prediction accuracy of the filter is described in the form of the mean square error: Computational complexity of filters can be compared by the run time of simulation EKF has shortest time consumption, core steps of EKF and UKF has the same order of time complexity, but the overall time consumption of UKF is greater than EKF. Because of the use of a large number of particles, PF takes the longest time, and this is a key constraint of PF. This can also be reflected in Table 1 .
For practical systems, in addition to considering the situation when the system is fully known, the inaccuracy of system model need also be considered. Here, to compare the estimate accurate of the filters with inaccurate model, a simulation with inaccurate curvature radius is done. Figure 3 is the situation with a curvature deviation. The curvature the filter used is 122mm. But the true curvature radius jumps to 100mm at 20s. As can be seen from the figure, under the inaccurate curvature radius, the estimate of the final result is still able to track the real value, but there are large deviations. Table 2 , the mean square errors of position x and posture α at different true curvature. Table 3 , the comparison of estimate result at different noises. Table 2 shows the mean square error of position x and posture α when the radius of curvature is not accuracy. As can be seen from the table, at different curvatures, the filter can still estimate the state, especially for the position state. Kalman filter is performed based on the assumption that the noise is Gaussian noise, but the actual noise in the system is often not Gaussian. According to the probability distribution, uniform noise, gamma noise and Rayleigh noise are all non-Gaussian noises. To compare the estimate effect with non-Gaussian noise, we make simulation for the uniform noise, gamma noise and Rayleigh noise.
The uniform distribution refers to the distribution having the same probability within a given range. The distribution is:
Gamma noise is the extended form of the exponential distribution, there are two parameters: the scale parameter and shape parameters. The distribution is as follows: Table 3 is the estimation result of uniform noise, gamma noise and Rayleigh noise. The results are compared with the estimate result of Gaussian noise. Wherein, all the noises have zero means and the same variance. And the shape parameter of gamma noise is 0.25. As can be seen from table 3, when the state noise is not Gaussian noise, the filter can also track the status , but the deviation of EKF and UKF become larger. This is because they are based on the assumption of Gaussian noise.
V. DISCUSSION
For flexible needle system, the trigonometric equation of state and the multiply relationship make the relatively strong nonlinearity. This means that the first-order expanded equation of state cannot be a good enough approximation. Therefore, the estimate accuracy of the Jacobian based EKF may to be worse. As can be seen from table 1, for both the position estimation error and the posture estimation error, EKF's accuracy should be worse compared with the other two estimation methods.
Because the system noises are assumed as Gaussian noise, this distribution is consistent with the sigma point in UKF. So the accuracy of UKF should be higher. And PF takes a lot of particles to approximate the distribution, therefore, PF have also a high estimation accuracy. In fact, PF has more advantage when dealing with non-Gaussian noise, in which case PF can be a good approximation of posterior probability density. PF's estimation accuracy depends on the number of particles, when the number of particles is larger, the estimation accuracy is better. Meanwhile, as for the same system and observation, the randomness of PF is greater than EKF and UKF, that means, the result of PF may be not so stable.
As for the situation when the curvature radius has error, because of the direct observation of position, the estimate error of position is not too large. But the attitude's estimate error becomes significantly large when the deviation of curvature becomes large. The larger the deviation is, the greater the error is.
For the non-Gaussian simulation, since the position is directly observed, the estimate error of position is not very large. The main difference is reflected in the angle deviation. It can be seen from Table 3 that when the noise is non-Gaussian, UKF and EKF have larger posture error. Uniform distribution and the gamma noise with shape parameter of 0.25 have larger posture error, while the Rayleigh noise with the same mean and variance has a smaller error, for the Rayleigh noise is likely to Gaussian noise in shape. For particle filter, it has considered the probability density of the state function. So for the known noise distribution, PF can be adjusted according to the distribution of the noise which resulting to the same estimation accuracy of the Gaussian noise.
VI. CONCLUSION
This paper describes the motion model of the flexible needle, and the estimate of the position and posture of the needle end. This paper considers three common methods for estimate and compares them. In the three estimate methods, UKF and PF have better estimation accuracy. UKF consumes short time than PF. PF can adapt to the situation of non-Gaussian noise. EKF estimate consumes the shortest time, and has also the ability to track the state. The flexible needle has a strong nonlinearity, the estimate accuracy of EKF is worse than UKF and PF.
