Abstract. We consider the Dirichlet problem λU − L U = F in O, U = 0 on ∂O. Here F ∈ L 2 (O, µ) where µ is a nondegenerate centered Gaussian measure in a Hilbert space X, L is an Ornstein-Uhlenbeck operator, and O is an open set in X with good boundary. We address the problem whether the weak solution U belongs to the Sobolev space W 2,2 (O, µ). It is well known that the question has positive answer if O = X; if O = X we give a sufficient condition in terms of geometric properties of the boundary ∂O. The results are quite different with respect to the finite dimensional case, for instance if O is the ball centered at the origin with radius r we prove that U ∈ W 2,2 (O, µ) only for small r.
Introduction
The extension of the rich classical theory of linear elliptic PDE's in finite dimensions to infinite dimensional Hilbert spaces, motivated by stochastic differential equations arising in different domains (quantum fields theory, statistical mechanics, biology, chemistry, mathematical finance), is a widely open field.
Several well established finite dimensional techniques fail, because of obvious difficulties such as lack of compactness of bounded closed sets, and of less obvious difficulties such as lack of translation invariant and doubling Borel measures, that prevent to study equations in Lebesgue and Sobolev spaces using approximation by convolution with mollifiers, singular integrals, and localization methods based on comparison of integrals of functions over balls with integrals over larger balls.
Some classes of linear elliptic equations and linear parabolic Cauchy problems have already been studied, mostly with data in Lebesgue spaces for Gaussian measures or weighted Gaussian measures. In particular, concerning maximal regularity, the celebrated infinite dimensional Meyer inequalities of [16] allow to establish maximal L p regularity results for Ornstein-Uhlenbeck equations in the whole space, for 1 < p < ∞. See e.g. [5] , to which we refer for the general theory of Gaussian measures and Sobolev spaces related to Malliavin Calculus. Maximal L 2 (and in some cases L p , 1 < p < ∞) regularity for different classes of Ornstein-Uhlenbeck equations, with different Sobolev spaces, were proved in [18, 12, 8, 14] . Only a few papers are devoted to differential equations in open sets with boundary conditions. Let us mention [9, 19] for Dirichlet problems in spaces of continuous functions and [2, 3] for Neumann type problems in L 2 spaces, all of them for suitable classes of Ornstein-Uhlenbeck operators. where λ > 0 and F are given, and O = {x ∈ X : G(x) < 0} is an open set with good boundary. Precisely, we fix a centered nondegenerate Gaussian measure µ in a Hilbert space X, we denote by Q its covariance, and we consider the Ornstein-Uhlenbeck operator defined on good functions (for instance, smooth cylindrical functions) by
DU(x) .
Similarly to the case O = X, a weak solution to (1.1) is a function U ∈W 1,2 (O, µ) such that
Here, D H is the gradient along the Cameron-Martin space H = Q 1/2 (X), andW 1,2 (O, µ) is a Sobolev space of functions "vanishing at the boundary".
Even in the case of simple open sets such as the unit ball, an explicit basis of L 2 (O, µ) made by eigenfunctions of L O , that could play the role of the Hermite polynomials and Wiener chaos decomposition used in the case O = X, is not available. Then, we follow a completely different approach, that consists of two steps:
Step 1. We find dimension free W 2,2 estimates for finite dimensional problems approximating (1.1);
Step 2. We approach the weak solution to (1.1) by the sequence of cylindrical functions that solve the finite dimensional problems.
Both steps are rather delicate. Let us go into details.
Concerning
Step 1, we fix an orthonormal basis {e k : k ∈ N} of X consisting of eigenvectors of Q, Qe k = λ k e k , and we consider the problems λu n − L n u n = f n , in O n u n = 0 at ∂O n (1.3) where f n (ξ) = F ( n k=1 ξ k e k ), g n (ξ) = G( n k=1 ξ k e k ), O n = {ξ ∈ R n : g n (ξ) < 0}, and L n is the finite-dimensional Ornstein-Uhlenbeck operator (L n u)(ξ) = 1 2
Denoting by µ n = N n (x)dx the Gaussian measure in R n with mean 0 and covariance matrix Q n = diag(λ 1 , . . . , λ n ), we look for an estimate u n W 2,2 (On,µn) ≤ K f n L 2 (On,µn) (1.5) with constant K independent of n. Procedures relying on maximal regularity for elliptic operators in L p spaces with respect to the Lebesgue measure, such as e.g. in [17] , do not work, because the final constant K depends on n in an uncontrollable way. Instead, we follow a more direct approach, which is a refinement of the approach of [13] . Let us explain in the simple case of the unit ball O n = B(0, 1) and f ∈ C ∞ c (B(0, 1)). Dimension free bounds for u W 1,2 (On,µn) are easily found. To estimate the second order derivatives we differentiate both members of the differential equation in (1.3) with respect to x h , we multiply by D h u n λ h , we sum up and we integrate by parts, obtaining
where the dots stand for other integrals that are under control. The boundary integral still contains second order derivatives of u n , however using the identities u n = f n = 0 at |ξ| = 1 we can express D 2 u n Q n ξ, Q n Du n in terms of first order derivatives of u n , and precisely
On the other hand, by a suitable trace lemma it is possible to estimate the boundary integral 6) we are done: using the Young inequality we get a dimension free estimate for
] dµ n and (1.5) follows. Coming back to general open sets, this procedure leads to the functions
Assuming that H n is bounded from above on ∂O n by a constant independent of n, we prove that (1.5) holds with K independent of n. Let us discuss the geometrical meaning of this assumption. If we consider the CameronMartin scalar product in R n , (ξ, η) := Q −1/2 n ξ, Q −1/2 n η , at any point ξ ∈ ∂O n the exterior unit normal vector is just ν n = Q n Dg n (ξ)/|Q 1/2 n Dg n |. The function H n turns out to be minus the Gaussian divergence of ν n , divided by |Q 1/2 n Dg n |. So, our assumption may be seen as a condition on the "Gaussian mean curvatures" of the approximating cylindrical sets, hence it is a condition on the "Gaussian mean curvature" on O. Note that this condition is one-sided. Both in finite and in infinite dimensions we do not need that the boundary is uniformly C 2 .
Checking this assumption in meaningful examples gives some surprise, and shows important differences between the finite and the infinite dimensional case. For instance, if O is the open ball centered at the origin with radius r, the set O n is just B(0, r) ⊂ R n , and the suprema h n of H n on the spherical surfaces are bounded by a constant independent of n only if some relationship between r and the eigenvalues of Q is satisfied. In particular if r 2 > Tr Q, then lim n→∞ h n = +∞ and our condition is not satisfied. See Section 5.
Let us consider the second step. It consists in approximating the weak solution U to (1.1) by the cylindrical functions U n defined by
As usual, here we set x k := x, e k for k ∈ N and we denote by P n the orthogonal projection on the subspace spanned by e 1 , . . . e n . The restrictions of U n to the cylindrical sets O n := {x ∈ X :
and their W 1,2 (X, µ) and W 2,2 (O n , µ) norms are bounded by a constant independent of n, by the finite dimensional estimates. On one hand, this allows to find a subsequence that converges weakly in W 1,2 (X, µ) to a limit function V , whose restriction to O belongs to W 2,2 (O, µ). On the other hand, showing that the restriction of V to O is the weak solution to (1.1) is not obvious. If we try to pass to the limit using the definition of weak solution (1.2), we meet difficulties caused by the test functions: if Φ ∈W 1,2 (O, µ), its standard n-dimensional approximations ϕ n do not vanish in general at the boundary of O n , and integrating by parts (λu n − L n u n )ϕ n over O n we obtain a sequence of boundary integrals that is hard to control.
We overcome this problem using a probabilistic representation formula for the resolvent R(λ, L O ), recently proved in [10] . Such a formula involves the Ornstein-Uhlenbeck process, solution to the stochastic differential equation
(where W (t) is a cylindrical Wiener process in X, see the Appendix for details), and its entrance time in the complement of O,
for each F ∈ C b (O), t > 0. Accordingly, the weak solution U to (1.1), which coincides with the resolvent R(λ, L O )F , is given by
Using the representation formula (1.10) and tools from the theory of Gaussian measures in Banach spaces, we may pass to the limit if F ∈ C b (X) and we prove that the restriction of 4 V to O is the weak solution to (1.1). Since the restrictions to O of functions F ∈ C b (X) are dense in L 2 (O, µ), this concludes the proof. However, also this step is not straightforward. Indeed, we rewrite the representation formula (1.10) as
where µ t,x is the law of X(·, x) in C([0, t]; X), and Λ t = {η ∈ C([0, t]; X) : sup 0≤s≤t G(η(s)) ≤ 0}. Similarly, for each n ∈ N we have
where µ (n)
t,x is the law of P n X(·, x) = X(·, P n x) in C([0, t]; X). Then we prove that µ (n)
t,x and µ are Gaussian, that µ (n) t,x ⇀ µ t,x as n → ∞, and that µ t,x (∂Λ t ) = 0. This enables us to pass to the limit in the above representation formula, obtaining that
for each x ∈ O as n → ∞, and then to conclude.
The paper ends with some examples. We treat the cases of half-spaces and, more generally, of regions below graphs of regular functions, as well as spheres and ellipsoids. In particular, we prove that our sufficient condition for maximal Sobolev regularity is satisfied if O is any half-space, and if O is a ball B(x 0 , r) provided a suitable relation between x 0 , r, and the eigenvalues of Q holds. Other examples with X = L 2 ((0, 1), dx) are sets of the type
g(x(ξ))dξ < r} for suitable nonlinear functions g : R → R.
Notation and preliminaries
2.1. H-regular functions. Let X be a separable real Banach space, let µ be a centered non-degenerate Gaussian measure in X, and let H ⊂ X be the associated Cameron-Martin space.
Together with regular functions from X to another Banach space E, we shall consider also H-regular functions.
For 0 < α < 1 we say that F : X → E is locally α-Hölder continuous along H if for each x 0 ∈ X there is r > 0 such that sup x∈B(x 0 ,r), h∈H\{0}
In particular, if E = R we have Lh = y, h H for some y ∈ H, which is denoted by D H F (x 0 ).
If X is a Hilbert space and Q is the covariance of µ, then H = Q 1/2 (X). So, if F : X → R is twice Fréchet differentiable, then it is twice H-Fréchet differentiable and [5] .
We fix once and for all an orthonormal basis of X consisting of eigenvectors of Q. We consider an ordering of the basis such that Qe k = λ k e k , for each k ∈ N, and the sequence (λ k ) decreases. We set
The Sobolev spaces W 1,2 (X, µ) and W 2,2 (X, µ) may be defined in several ways. We recall here the definition through the weak derivatives.
Let U ∈ L 2 (X, µ). We say that a function F ∈ L 1 (X, µ) is the weak derivative of U in the direction of e k if for every Ψ ∈ C 1 b (X) (the space of the bounded continuously differentiable functions from X to R with bounded gradient) we have
In this case, we still set
Similarly, the space W 2,2 (X, µ) is the set of all U ∈ W 1,2 (X, µ) such that every weak derivative D k U is weakly differentiable in every direction e h , and denoting by D hk U the second order weak derivatives, u satisfies
are Hilbert spaces, with the scalar products
Note that
HS if U is twice differentiable at x along H, where we denote by · HS the Hilbert-Schmidt norm on the bilinear Hilbert-Schmidt mappings from H to R. To treat Dirichlet problems, we need functions that vanish at the boundary, in some suitable sense. If U : O → R, we define its null extension to the whole X by U , namely we set
. It is endowed with the scalar product U,
is a Hilbert space, too.
Finite-dimensional estimates
In this section we consider problems in open subsets of R n , with fixed n. µ is the Gaussian measure in R n with mean 0 and covariance Q :=diag(λ 1 , . . . , λ n ), and L is the associated Ornstein-Uhlenbeck operator, i.e.
We consider weak solutions to Dirichlet problems in an open set
where g is a smooth (C 2+α loc (R n ), for some α > 0) function whose gradient does not vanish at the boundary ∂O. Moreover we need other conditions guaranteeing global regularity of ∂O = g −1 (0). Precisely, we assume that there exists δ > 0 such that
(Here and in the following, L (R n ) is endowed with the Hilbert-Schmidt norm,
, it is obviously verified if O is bounded, and it implies that ∂O is the level set of a modification of g that satisfies dimension free bounds in the whole O, as the next lemma shows.
2+α loc function satisfying (3.1), and whose gradient does not vanish at g −1 (0). Then there exists a C 2+α loc function g such that O = {x ∈ R n : g(x) < 0}, g = g in a neighborhood of ∂O, and
Proof. Let η ∈ C ∞ (R) be an odd nondecreasing function such that η(r) = r for 0 ≤ r ≤ δ/2, η(r) = δ for r ≥ δ, and η
so that g enjoys the claimed properties.
Let us introduce a weighted surface measure on ∂O:
where
is the Gaussian weight and ds is the usual surface Lebesgue measure. So, σ is a weighted Lebesgue surface measure, independent of g since if ∂O is a level surface of another good function g 1 , then Dg 1 is a scalar multiple of Dg at any point of the boundary. Moreover, we have
so that the spaces L p (∂O, dσ) are equivalent to the spaces L p (∂O, N ds), but one of the equivalence constants blows up as n → ∞ and this is important in view of the infinite dimensional case.
Using the surface measure dσ the integration by parts formula reads as
for each ϕ, ψ ∈ W 1,2 (O, µ), one of which with bounded support. Indeed, in this case the boundary integral is meaningful, since
loc (O, dx) so that the trace at the boundary of any function in
, one of which with bounded support.
3.1. Maximal Sobolev regularity. In this section we give dimension free estimates for the weak solution u
Since the Gaussian measure µ is locally equivalent to the Lebesgue measure, and the boundary of O is smooth enough, the standard regularity results about elliptic equations imply that u ∈ C 2 (O), it is smooth in O, and it is a classical solution to (3.6). In particular, u ∈ W 2,2 loc (O, µ), that is for every ball B ⊂ R n with nonempty intersection with O, the restriction of u to O ∩ B belongs to W 2,2 (O ∩ B, µ). Since O is possibly unbounded, regular functions do not necessarily belong to W 2,2 (O, µ). So, we introduce a smooth cutoff function θ :
and we set, for R > 0,
To begin with, W 1,2 estimates are easy. Taking u as a test function in the definition of weak solution, we get
Localized estimates that involve the second order derivatives of u are given by the following proposition.
Proposition 3.2. For every f ∈ C ∞ c (O) and ε ∈ (0, 1) there exists R 0 such that for R > R 0 the solution u to (3.6) satisfies
Proof. Recall that u is smooth in O. Differentiating (3.6) with respect to x h yields
We would like to multiply both sides by λ h D h u, sum over h and integrate over O, using the integration formula (3.5). However, if O is unbounded we do not know a priori whether what comes out belongs to L 1 (O, µ), and this is why we introduce the cutoff functions θ R . Multiplying by λ h D h u θ 2 R we obtain
Integrating over O and using (3.5) yields
Summing over h we find
Since f has compact support, for R large enough θ R ≡ 1 on the support of f . For such R we use again (3.5) in the last integral, and recalling (3.7)(i) we obtain
Moreover,
where (3.7)(ii) has been used in the last step. Taking R large enough, such that Dθ ∞ /R ≤ ε, the statement follows.
Note that if O is bounded we do not need the cutoff functions and instead of (3.8) we obtain an equality,
The next step is devoted to the boundary integral
Using the fact that u and L u vanish at the boundary, we shall rewrite J R as an integral that involves only first order derivatives of u.
Lemma 3.3. Let u ∈ C 2 (O) be such that both u and L u vanish at ∂O. Then,
Proof. There exists a neighborhood U of ∂O such that for every x ∈ U the distance d(x, ·) :
, has a unique minimum point y = P (x), and the mapping x → P (x) is differentiable in U . Moreover,
where we have used the standard notation (v ⊗ w)z = w, z v.
Since u vanishes at the boundary, its gradient is a scalar multiple of Dg at each point of ∂O. Therefore, for each x in a neighborhood of ∂O in O we have
where β = Du, Dg /|Dg| 2 . Differentiating we obtain
(3.12)
Let us compute Dβ at ∂O. Since
recalling that Du = βDg at the boundary, we obtain
Replacing (3.13) and (3.11) in (3.12), for each x ∈ ∂O we get
(3.14)
(3.15)
i e i and summing over i, we get
Comparing (3.15) and (3.16) yields
Replacing Tr[QD 2 u] = x, Du = β x, Dg we obtain
and the statement follows multiplying both sides by
To estimate the boundary integral J R we shall use the following lemma.
Lemma 3.4. Let (3.1) hold, and let A, B be defined by (3.2). Then for every R > 0,
, where g is the function given by Lemma 3.1. Since
replacing in (3.5) and recalling that D g = Dg at ∂O we get
The modulus of
we get
, and
Summing up, the statement follows. 
To get dimension free estimates for u, the last assumption we need is that the function h defined in (3.10) is bounded from above in ∂O. Then, we may state the main result of this section.
loc (R n ) satisfy (3.1) and let A, B be defined by (3.2). Moreover assume that Dg does not vanish at ∂O and that
Proof. It is sufficient to prove (3.
If O is bounded we use formula (3.9), Lemma 3.3, and then (3.7)(i), that give 
Using now estimates (3.7) and ab ≤ (a 2 + b 2 )/2 we get
and replacing in (3.21), estimate (3.20) follows.
If O is unbounded we need to cut off. For ε ∈ (0, 1) and R large we use (3.8) instead of (3.9). Then, Lemma 3.3 and estimate (3.7)(i) yield 
so that (3.22) is replaced by
Replacing in (3.23), letting R → ∞ and then ε → 0, estimate (3.20) follows.
Corollary 3.7. Under the assumptions of Theorem 3.6, for each λ > 0 there exists K = K(λ) > 0, independent of n, such that for each f ∈ L 2 (O, µ) the weak solution u of problem (3.6) satisfies
Proof. It is sufficient to put together estimate (3.20) and estimates (3.7) for u and its first order derivatives. 
Approximation by cylindrical functions
Let us go back to infinite dimensions. We recall that P n is the orthogonal projection on the linear span of the first n elements of the basis,
x, e k e k = n k=1
x k e k , x ∈ X, and that O = {x ∈ X : G(x) < 0}. We assume that G ∈ C 2+α H,loc (X) for some α > 0, and that D H G does not vanish at G −1 (0). To avoid pathologies we make a slightly stronger assumption, that there exists k 0 ∈ N such that
Moreover (as in finite dimensions) we assume that there is δ > 0 such that
The aim of this section is to prove that for each F ∈ L 2 (O, µ) the weak solution U to (1.1) belongs to W 2,2 (O, µ), and the mapping
, we may assume from the very beginning that F is defined in the whole of X and that it belongs to C b (X). In this case, we shall approach U by the solutions U n to problems
where O n is the cylindrical set defined by
and
It is possible to see that for each x ∈ ∂O, H n (x) converges to H (x). Then, assumption (4.5) implies that H is bounded from above in ∂O.
Problem (4.4) lives in P n (X), so that it may be identified with a problem in R n .
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Lemma 4.1. Let G ∈ C 2+α H,loc (X) satisfy (4.1), (4.2), (4.3), (4.5). Define
Then for n large enough the functions g n and the open sets O n satisfy the assumptions of Theorem 3.6, with constants A, B, C independent of n.
Proof. The proof is a simple check. It is clear that g n ∈ C 2+α loc (R n ). Moreover,
ξ i e i ) = 0 so that the gradient of g n at ξ does not vanish by (4.1),
So, the functions g n satisfy (3.1) with constants a, b. Assumption (4.5) implies that they satisfy (3.19) with supremum C ≤ c, for n ≥ n 0 .
Set now F n := F • P n , and accordingly
As it is easy to see, F n converges to F pointwise and in L 2 (X, µ). Corollary 3.7 guarantees that for every λ > 0 the weak solution u n of problem
belongs to W 2,2 (O n , µ n ) for large n, and satisfies
with K = K(λ) > 0 independent of n. Here L n is the Ornstein-Uhlenbeck operator defined in (1.4) . By the definition of weak solution we get
where u n the null extension of u n outside O n . So, U n W 1,2 (X,µ) is bounded by a constant independent of n, and a subsequence converges weakly to a limit function V in W 1,2 (X, µ). Now, our aim is
ii) to show that V |O is a weak solution to (1.1) (so that, V |O = U).
The following lemma will be used twice. To begin with, we prove the regularity statement (i).
Proposition 4.3. Let V be any weak limit of a subsequence of
Proof. First of all we prove that V vanishes a.e. in O c . To avoid sub-subindices, we shall assume that U n converges weakly to V . Since U n vanishes outside O n , we have
Let us prove that On∩O c U n V dµ goes to 0 as n → ∞. Lemma 4.2 implies that µ(∂O) = 0. We claim that
Now, we prove that V has second order weak derivatives in O. By (4.10), the restrictions of U n to O n belong to W 2,2 (O n , µ) and
Therefore, fixed any i, j ∈ N, the functions D ij U n 1l O∩On are bounded in L 2 (O, µ) by a constant independent of n. Then, there is a subsequence that converges weakly to a function
Let us prove that ψ ij is the weak derivative of D j V in the direction e i . For each Φ ∈ C 1 b (O) that vanishes at ∂O, the function Φ • P n belongs to C 1 b (O n ) and vanishes at ∂O n . So,
The integral in the left hand side may be split as
vanishes as n → ∞, I 2,n goes to O ψ ij Φ dµ along the converging subsequence,
vanishes as n → ∞ by dominated convergence (recall that Φ is continuous, so that Φ • P n converges pointwise to Φ). Hence, the left-hand side of (4.15) goes to O ψ ij Φ dµ, at least along the converging subsequence. Concerning the right-hand side, since U n converges weakly in W 1,2 (X, µ) to V and the W 1,2 -norm of U n is bounded by a constant independent of n, then
Therefore, splitting the right-hand side as
and arguing as above, we see that the right-hand side of (4.15) goes
which means that the weak derivative D ij V in O exists and coincides with ψ ij . Now (4.14) implies that V |O ∈ W 2,2 (O, µ). Estimate (4.12) follows now easily. Indeed, estimate (3.7) implies U n
Estimate (4.14) and the equalities
for n ≥ n 0 , and (4.12) follows.
To identify any weak limit V with the weak solution U to (1.1) we use the representation formula (1.10).
Proposition 4.4. For each F ∈ C b (X) the sequence (U n|O ) converges pointwise (hence, in L 2 (O, µ)) to the weak solution U of (1.1). Consequently, if a subsequence U n k converges weakly to V in L 2 (X, µ), then V |O = U.
Proof. For each x ∈ X let us consider the solution X(t, x) to (1.7). For any t 0 > 0, the restriction of X(·, x) to [0, t 0 ] is a Gaussian random variable with values in C([0, t 0 ]; X) (see the Appendix), as well as the restriction of X n := P n X. Denoting by µ t 0 ,x the law of X(·, x) in C([0, t 0 ]; X) and using (1.8) and (1.9) , if x ∈ O we have
Fix n ∈ N. The representation formula (1.9) yields T On (t)Φ(y) = E[Φ(X(t, y))1l τ n y ≥t ], for each t > 0, Φ ∈ C b (O n ) and y ∈ O n , where τ n y is the exit time of X(·, y) from O n . For each x ∈ O, P n x ∈ O n , and X(t, P n x) = P n X(t, x). So, taking
where µ (n) t 0 ,x is the law of P n X(·, x) in C([0, t 0 ]; X). Our aim is to show that for each x ∈ O and for each t 0 > 0 we have
On the other hand, for x ∈ O we have P n x ∈ O n , hence
Formula (4.17) will be proved in three steps: first, we prove that µ (n) t 0 ,x converges weakly to µ t 0 ,x , then we prove that µ t 0 ,x (∂Λ t 0 ) = 0, and eventually we conclude.
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First step. Let us prove that µ (n) t 0 ,x converges weakly to µ t 0 ,x . To this aim it is enough to show that
Setting ϕ(t) := e −t/2 x and ϕ n (t) := e −t/2 P n x, we have X(·, x)(ω) − ϕ = Γ( √ QW (·)(ω) and X n (·, P n x)(ω) − ϕ n = Γ((I − P n ) √ QW (·)(ω), where Γ is the linear bounded operator in C([0, t 0 ]; X)) defined in the Appendix (see (A.5)). Then,
so that, recalling that (I − P n ) √ QW (·) is a martingale and that
that vanishes as n → ∞, and (4.18) follows.
Second step. Let us prove that µ t 0 ,x (∂Λ t 0 ) = 0. We have
and its complement in C([0, t 0 ]; X) is the set
Therefore,
By Proposition A.3, the Cameron-Martin space H of the measure µ t 0 ,x is contained in C([0, t 0 ]; H). Therefore, fixed any s ∈ [0, t 0 ], the function
is separable, then µ t 0 ,x is a Radon measure. Lemma 4.2 implies that µ t 0 ,x Φ −1 (0) = µ t 0 ,x ({η ∈ C([0, t 0 ]; X) : G(η(s)) = 0}) = 0, and the claim follows.
Third step: conclusion. For each F ∈ C b (X) the set of discontinuities of the function η → F (η(t 0 ))1l Λt 0 is contained in the boundary of Λ t 0 , whose measure vanishes, and therefore by 21 a well known convergence theorem (e.g. [4, Thm. 5 
We resume the results of this section in the next theorem.
H,loc (X) for some α > 0 satisfy (4.1), (4.2), (4.3), (4.5), and let
Proof. Let F ∈ C b (X) and let g n , O n , f n be defined by (4.6), (4.7), (4.8), respectively. By Lemma 4.1, for n large enough the functions g n satisfy the hypotheses of Theorem 3.6. Moreover, as already remarked f n L 2 (On,µn) is bounded by a constant independent of n. By Corollary 3.7, the solutions u n of problems (4.9) with f = f n belong toW
, and their W 2,2 (O n , µ n ) norm is bounded by a constant independent of n. By (4.11), the sequence of the solutions U n to (4.4) is bounded in W 1,2 (X, µ). Then, a subsequence converges weakly to a limit function V in W 1,2 (X, µ), whose restriction to 
for n large enough (n ≥ min{k : b k = 0}) O n is a half-space in X, and
so that the curvature condition (4.5) holds. Then, all the assumptions of Theorem 4.5 are satisfied.
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2. Graphs. A natural generalization of half-spaces is the case where O is the region below the graph of a good function, O = {x ∈ X : x k < Φ( x k )} for some k ∈ N, where For n ≥ k we have G n (x) = x k − Φ(P n x − x k e k ), and P n D H G = 0 at each x. Moreover, if G n (x) = 0 we have
where Φ and its derivatives are evaluated at P n x − x k e k . Obvious sufficient conditions for (4.5) hold are Φ ≤ C, | x, DΦ(x) | ≤ C, |D hl Φ| ≤ C, for h, l = k, with C independent of h and l.
3. Spheres. Let x 0 ∈ X, r > 0 and consider the function G(x) := x − x 0 2 − r 2 . We have
so that (4.2), (4.3) are satisfied. Moreover,
No upper bound independent of n for 1/ Q 1/2 P n (x − x 0 ) 2 on the surface ∂O n = {x : G n (x) = 0} is available: taking x = (x 0 n + r n )e n we get 1/ Q 1/2 P n (x − x 0 ) 2 = 1/λ n r 2 n , that blows up as n → ∞. However, condition (4.5) is satisfied if
for large n. Using the obvious estimates | P n (x − x 0 ), x | ≤ r n ( P n x 0 + r n ) and QP n (x − x 0 ) 2 / Q 1/2 P n (x − x 0 ) 2 ≤ λ 1 , we see that (5.1) is eventually satisfied provided r is small enough, and precisely r( x 0 + r) < ∞ k=2 λ k .
In this case, all the assumptions of Theorem 4.5 hold. If r is large, condition (4.5) does not hold. Indeed, sup H n ≥ H n (x 0 + r n e n ) = 1 2λ n r 2 n r 2 n + r n x 0 , e n − n−1 k=1 λ k 23 which blows up as n → ∞ if r 2 > Tr Q. Note that if we change G into −G, the functions H n change sign. So, if O = {x ∈ X : x − x 0 2 > r 2 }, the curvature condition (4.5) is eventually satisfied provided r( x 0 + r) > ∞ k=1 λ k . Similar considerations hold for ellipsoids of the type O = {x ∈ X : T (x − x 0 ), x − x 0 < r 2 }, with x 0 ∈ X, r > 0 and T is a diagonal operator defined by T e k = t k e k , k ∈ N, for a positive and bounded sequence (t k ). In this case condition (5.1) is replaced by
which implies that {Z(:), t ≥ 0} has a continuous version. Set
Then by a well known martingale inequality (that is: if R(t), t ∈ [0, T ] is a N-dimensional martingale, then E sup t∈[0,T ] |R(t)| Now we show that Z(·) is Gaussian. Let F be an element of the dual space of C([0, 1]; X). We have to show that F (Z(·)) is a real Gaussian random variable. Since the L 2 (Ω, P)-limit of a sequence of real Gaussian random variables is a Gaussian random variable, it is enough to show that F (Z n (·)) is Gaussian, where The functional F ϕ is linear and bounded, so that there exists v ϕ ∈ X such that
Now the conclusion follows from the fact that {Z(t) : t ≥ 0} is a Gaussian process.
It remains to show that the law of Z(·) is full. To this aim it is enough to show that P( Z − α ∞ ≤ r) > 0, ∀α ∈ C([0, T ]; X).
For every n ∈ N we have { Z −α ∞ ≤ r} ⊂ { P n (Z −α) ∞ ≤ r/2}∩{ (I −P n )(Z −α) ∞ ≤ r/2}, so that P ( Z − α ≥ r) ≥ P P n (Z − α) ≤ r 2 P (1 − P n )(Z − α) ≤ r 2 The first factor is positive for any n. So, we have to show that the second one is positive for suitable n. We have
For a.e. ω ∈ Ω the function Z(·)(ω) − α is continuos, so that its range is compact in X and therefore (I−P n )Z(t)(ω)−α X goes to zero uniformly as n → ∞. So, (I−P n )Z(·)(ω)−α 2 ∞ goes to zero a.e. in Ω. Since (I − P n )(Z(·)(ω) − α) 2 ∞ ≤ Z(·)(ω) − α) 2 ∞ , by dominated convergence lim n→∞ E (1 − P n )(Z − α) 2 ∞ = 0. Therefore, for n large enough the right hand side of (A.3) is less than 1, and the statement follows.
For every x ∈ X let X(·, x) be the unique solution of (1.7). Proof. Let ϕ x (t) = e −t/2 x, 0 ≤ t ≤ T.
