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This paper describes a new numerical method for the solution of
large linear discrete ill-posed problems, whose matrix is a Kro-
necker product. Problems of this kind arise, for instance, from the
discretization of Fredholm integral equations of the ﬁrst kind in two
space-dimensionswithaseparablekernel. Theavailabledata (right-
hand side) of many linear discrete ill-posed problems that arise
in applications is contaminated by measurement errors. Straight-
forward solution of these problems generally is not meaningful
becauseof severeerrorpropagation.Wediscusshowtocombine the
truncated singular value decomposition (TSVD) with reduced rank
vector extrapolation todetermine computed approximate solutions
that are fairly insensitive to the error in the data. Exploitation of the
structureof theproblemkeeps the computational effort quite small.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider linear discrete ill-posed problems of the form
A1 X A
T
2 = B, (1.1)
where at least one of the matrices A1, A2 ∈ Rn×n is of ill-determined rank. The singular values of
matrices of ill-determined rank “cluster” at the origin. This makes the solution X ∈ Rn×n of (1.1) very
sensitive toperturbations in the right-handsideB ∈ Rn×n. The latter generally representsobservations
that are contaminated by measurement errors of unknown size, i.e.,
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B = B˜ + E, (1.2)
where B˜ denotes the unavailable error-free right-hand side and the matrix E ∈ Rn×n represents the
error. The norm of E is not assumed to be known.
Discrete ill-posed problems of the form (1.1) arise, for instance, from the discretization of Fredholm
integral equations of the ﬁrst kind in two space-dimensions,∫ ∫
Ω
K(x, y, s, t)f (s, t)dsdt = g(x, y), (x, y) ∈ Ω ′, (1.3)
where Ω and Ω ′ are rectangles inR2 and the kernel is separable,
K(x, y, s, t) = k1(x, s) k2(y, t), (x, y) ∈ Ω ′, (s, t) ∈ Ω.
Discretization of (1.3) gives a matrix equation of the form (1.1).
This paper describes a new structure-exploiting method for the solution of (1.1). The method uses
properties of Kronecker products of two matrices. The Kronecker product, A ⊗ B, of A ∈ Rm×p and
B ∈ Rn×q is the (mn) × (pq)matrix A ⊗ B = [aijB]. The operator vec transforms thematrix A into the
vector a ∈ Rmp by stacking the columns. Assume that the sizes of the matrices A, B, C, D, and X are
such that the matrix products in the following equations exist. Then
(A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD),
(A ⊗ B)−1 = A−1 ⊗ B−1, if A, B are nonsingular,
vec(AXB) = (BT ⊗ A)vec(X),
(A ⊗ B)T = AT ⊗ BT ;
(1.4)
see, e.g. [10, Chapter 4]. For A, B ∈ Rm×p, we introduce the inner product 〈A, B〉F = tr(AT B), where
tr(Z) stands for the trace of the square matrix Z . The Frobenius norm, denoted by ‖ · ‖F , can be
expressed as ‖ A ‖F= √〈A, A〉F .
In view of (1.4), the matrix equation (1.1) can be written as
Ax = b, A = A2 ⊗ A1, x = vec(X), b = vec(B). (1.5)
The matrices A1 and A2 are assumed to be of moderate size, while their Kronecker product, A, is large.
Our solution method for (1.1) ﬁrst computes singular value decompositions of the matrices A1 and A2,
fromwhich a truncated singular value decomposition (TSVD) of A is determined.We describe how this
can be done inexpensively without explicitly forming the large matrix A and all of its singular values
and vectors. For a discussion on the application of the TSVD to linear discrete ill-posed problems; see,
e.g. Hansen [8, Chapters 3 and 5]. Typically, only a few singular values and vectors of A are required.
We apply a vector extrapolation method to the approximate solutions determined by the TSVD.
This gives a sequence of approximate solutions {Xk}k 0, which approximate the desired solution X̂ of
minimal Frobenius norm of the unavailable problem
A1 X A
T
2 = B˜ (1.6)
with the error-free right-hand side associated with (1.1).
When the TSVD of A is applied to the solution of (1.5) without extrapolation, the sequence of
computed approximate solutions is very sensitive to the error e = vec(E) in b. The determination of a
suitable truncation index for the TSVD of A can be a challenging task when no information about the
norm of e is available, even though a variety of techniques have been developed; see, e.g. [1,2,8,15]. A
too large truncation index yields an approximate solution with an unnecessarily large contamination
by propagated error, while a too small index gives an approximate solution with unnecessarily low
resolution. Extrapolation generally furnishes a sequence of approximate solutions {Xk}k 0 that is not
very sensitive to the error E in B. This makes it easier to determine a suitable truncation index. This is
illustrated with computed examples in Section 4.
The organization of this paper is as follows. In Section 2wediscuss the application of the TSVD to the
solution of (1.1) and introduce notation. Section 3 shows how the Reduced Rank Extrapolation (RRE)
method can be applied to the sequence of TSVD solutions, and Section 4 describes some numerical
results. Concluding remarks can be found in Section 5.
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The extrapolation method of the present paper determines matrix sequences. An extrapolation
method for computing vector sequences associated with approximate solutions of Fredholm integral
equations of the ﬁrst kind in one space-dimension previously has been discussed in [11]. The deriva-
tion of the extrapolated sequence in this paper differs from [11] and so does the organization of the
computations.
We have chosen the matrices A1 and A2 in (1.1) to be square and of the same size for ease of
notation. These constraints easily canbe removed.Moreover, it is straightforward to extend themethod
described toother relatedmatrix equations, includinganaloguesof (1.1)with tensor solutionsX .Matrix
equations in control theory forwhich the solution techniqueof thepresentpaper alsomaybeof interest
are discussed by Datta [3,4] and Datta and Datta [5].
2. The TSVD of a Kronecker product
Let the matrices A1 and A2 in (1.1) have the singular value decompositions
A1 = U1Σ1VT1 , A2 = U2Σ2VT2 ,
respectively. Here the matrices
Uk = [u1,k, u2,k, . . . , un,k] ∈ Rn×n, Vk = [v1,k, v2,k, . . . , vn,k] ∈ Rn×n,
have orthonormal columns ui,k ∈ Rn and vi,k ∈ Rn, respectively, for i = 1, . . . , n and k = 1, 2. The
diagonal entries of
Σk = diag[σ1,k, σ2,k, . . . , σn,k] ∈ Rn×n
are the singular values of Ak for k = 1, 2. They are nonnegative and decreasing, i.e.,
σ1,k  σ2,k  · · · σn,k  0, k = 1, 2;
see, e.g. [7, Chapter 2] for details on the singular value decomposition.
The singular value decomposition of the matrix A, deﬁned in (1.5), is given by
A = UΣVT .
The singular values of A, i.e., the diagonal entries of
Σ = diag[σ1, σ2, . . . , σn2 ] ∈ Rn2×n2
are ordered so that
σ1  σ2  · · · σ0 > σ0+1 = · · · = σn2 = 0. (2.1)
They are an enumeration of the diagonal entries of Σ2 ⊗ Σ1, i.e.,
σ = σj(),2σi(),1, 1  n2, (2.2)
where i() and j() are nondecreasing functions of  with range {1, 2, . . . , n}. These functions are
deﬁned in Algorithm 1 of Section 3. The columns of the orthogonal matrices
U = [u1, u2, . . . , un2 ] ∈ Rn2×n2 , V = [v1, v2, . . . , vn2 ] ∈ Rn2×n2 ,
are enumerations of the columns of U2 ⊗ U1 and V2 ⊗ V1, respectively. Speciﬁcally, we have
u = uj(),2 ⊗ ui(),1, v = vj(),2 ⊗ vi(),1, 1  n2, (2.3)
in agreement with (2.2).
For any 1 k 0, the rank-k approximation Ak of A is deﬁned by
Ak =
k∑
=1
σuv
T

1680 A. Bouhamidi et al. / Linear Algebra and its Applications 434 (2011) 1677–1688
and its Moore–Penrose pseudoinverse can be expressed as
A
†
k =
k∑
=1
σ−1 vu
T
.
Consider, for some 1 k 0, the least-squares problem
min
x∈Rn2
‖Akx − b‖2. (2.4)
Here and throughout this paper ‖ · ‖2 denotes the Euclidean vector norm or the associated induced
matrix norm. The minimal-norm solution of (2.4) is given by
xk = A†kb =
k∑
=1
uT b
σ
v. (2.5)
Taking (2.2) and (2.3) into account, we can express (2.5) as
xk=
k∑
=1
(
uj(),2 ⊗ ui(),1)T b
σj(),2σi(),1
vj(),2 ⊗ vi(),1,
=
k∑
=1
(
uTj(),2 ⊗ uTi(),1
)
b
σj(),2σi(),1
vj(),2 ⊗ vi(),1.
Application of the relations (1.4) yields
xk =
k∑
=1
uTi(),1 B uj(),2
σi(),1σj(),2
vec
(
vi(),1v
T
j(),2
)
,
where b = vec(B). Let the matrix Xk be deﬁned by xk = vec(Xk). Then
Xk =
k∑
=1
uTi(),1 B uj(),2
σi(),1σj(),2
vi(),1v
T
j(),2.
Thus, Xk is a TSVD solution of (1.1). Its rank equals k. In order for Xk to be an accurate approximation
of the minimal-norm solution X̂ of the error-free problem (1.6) associated with (1.1), it is important
to choose a suitable value of the truncation index k. This task is much simpliﬁed by extrapolating the
sequence {Xk}k 0 before selecting an index.
3. RRE applied to TSVD sequences
The convergence of iterates determined by a slowly convergent iterative process often can be accel-
erated by extrapolation methods. One of the most popular vector extrapolation methods is Reduced
Rank Extrapolation (RRE) by Eddy [6] and Mesina [14]; see, e.g. [12,13] for more details on vector
extrapolation methods.
Let {sp}p 0 be a sequence of vectors inRn2 and deﬁne the ﬁrst and the second forward differences
sp = sp+1 − sp and 2sp = sp+1 − sp.
When applied to the sequence {sp}p 0, the RRE method produces approximations t(q)p of the limit
or anti-limit of the sp as p → ∞ of the form
t(p)q =
q∑
j=0
γ
(q)
j sp+j ,
where
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q∑
j=0
γ
(q)
j = 1,
q∑
j=0
ηijγ
(q)
j = 0, 0 i < q,
with ηij = (2sp+i,sp+j). Here (·, ·) denotes the standard inner product inRn2 .
Introduce the matrices
iSq,p = [isp,isp+1, . . . ,isp+q−1], i = 1, 2.
Using Schur’s formula, the approximation t
(p)
q can be expressed as
t(p)q = sp − Sq,p
(
2STq,p2Sq,p
)−1
2STq,psp,
where s
(p)
q exists and is unique if and only if det(
2STq,p2Sq,p) /= 0.
Introduce the new approximation of the limit or anti-limit of the sequence {sp}p 0,
t˜(p)q =
q∑
j=0
γ
(q)
j sp+j+1.
Following [13], we deﬁne the generalized residual
r˜
(
t(p)q
)
= t˜(p)q − t(p)q ,
which can be written as
r˜
(
t(p)q
)
= sp − 2Sq,p
(
2STq,p2Sq,p
)−1
2STq,psp.
We remark that when the sequence {sp}p 0 is generated linearly, i.e., when
sp+1 = (I − A) sp + b, p = 0, 1, . . . ,
the generalized residuals reduce to the standard residuals,
r˜
(
t(p)q
)
= r
(
t(p)q
)
= b − A t(p)q .
Henceforth, we focus on the case when p is kept ﬁxed and set p = 0. For notational convenience,
we denote the matrices iSq,0 by iSq for i = 1, 2, and the vector t(0)q by tq. Then, for k 1, we have
tk = s0 − Sk−1
(
2STk−12Sk−1
)−1
2STk−1s0, (3.1)
where Sk−1 = [s0,s1, . . . ,sk−1] and 2Sk−1 = [2s0,2s1, . . . ,2sk−1].
We now apply the RRE method with p = 0 to the sequence generated by (2.5) for k = 0, 1, 2, . . .
and obtain
s0 = 0, sk =
k∑
=1
δv, (3.2)
where
δ =
uTi(),1 B uj(),2
σi(),1σj(),2
, v = vec
(
vi(),1v
T
j(),2
)
and the indices i() and j() are determined by the relations (2.1) and (2.2). We may assume that all
δ are nonvanishing, because if this is not the case, then we delete the corresponding member from
the sequence (3.2) and compute the next one keeping the same index notation.
It follows from (3.2) that the matrix TSVD sequence {Sk}k 0, such that sk = vec(Sk), is given by
Sk =
k∑
l=1
uTi(),1 B uj(),2
σi(),1σj(),2
vi(),1v
T
j(),2.
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Since
sk−1 = sk − sk−1 = δkvk, (3.3)
the matrix Sk−1 = [s0, . . . ,sk−1] can be factored according to
Sk−1 = [δ1v1, . . . , δkvk] = Vkdiag[δ1, . . . , δk],
where Vk = [v1, . . . , vk]. Moreover, since 2sk−1 = δk+1vk+1 − δkvk,we deduce that
2Sk−1 = Vk+1
⎡
⎢⎢⎢⎢⎢⎢⎣
−δ1
δ2 −δ2
. . .
. . .
δk −δk
δk+1
⎤
⎥⎥⎥⎥⎥⎥⎦ . (3.4)
Therefore
2STk−12Sk−1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
δ21 + δ22 −δ22−δ22 δ22 + δ23 −δ23
. . .
. . .
. . .
−δ2k−1 δ2k−1 + δ2k −δ2k−δ2k δ2k + δ2k+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then, using (3.3) and (3.4), we obtain
2STk−1s0 = −δ21[1, 0, . . . , 0]T .
It follows that the solution of the linear system of equations
2STk−12Sk−1α(k) = −2STk−1s0 = δ21[1, 0, . . . , 0]T
is given by
α
(k)
i =
∑k
j=i+1 1δ2j+1∑k
l=0 1δ2l+1
, 0 i < k.
Finally, the extrapolated vector tk deﬁned by (3.1) can be determined from
tk =
k∑
=1
α
(k)
−1
uTi(),1 B uj(),2
σi(),1σj(),2
v, (3.5)
where the indices i() and j() are given by the relations (2.1) and (2.2).
Let Tk be deﬁned by tk = vec(Tk). Then (3.5) yields
Tk =
k∑
=1
α
(k)
−1
uTi(),1 B uj(),2
σi(),1σj(),2
vi(),1v
T
j(),2. (3.6)
The expression ‖tk+1 − tk‖ can be helpful to determine when to terminate the computations. We
obtain from (3.5) that
tk+1 − tk =
k∑
j=1
(
α
(k+1)
j−1 − α(k)j−1
)
√
δj
vj + α
(k+1)
k√
δk+1
vk+1.
Since the vectors vj , 1 j k + 1, are orthonormal, it follows that
‖Tk+1 − Tk‖F =
√√√√√√ k∑
j=1
∣∣∣α(k+1)j−1 − α(k)j−1∣∣∣2
δj
+
∣∣∣α(k+1)k ∣∣∣2
δk+1
,
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where Tk is given by (3.6). For instance, one may accept Tk+1 as an approximation of X̂ when Tk+1 is
close to Tk .
In the computed examples of Section 4, we use the norm of the generalized residual R˜k , where
r˜k = vec(˜Rk), to determine a suitable truncation index. This norm easily can be evaluated using
‖R˜k‖F = 1√∑k
j=0 1δ2j+1
.
We terminate the computations as soon as the relative generalized residual error satisﬁes
ρk = |‖R˜k+1‖F − ‖R˜k‖F |/‖R˜k‖F  tol, (3.7)
for a speciﬁedvalue tol > 0. TheReducedRankExtrapolated-TSVDalgorithmis summarizedas follows:
Algorithm 1. RRE-TSVD
• Compute the SVD of the matrices A1 and A2:[Uk,Σk, Vk] = svd(Ak) for k = 1, 2.• Let:
ui,k = Uk(:, i) and vi,k = Vk(:, i) for i = 1, . . . , n and k = 1, 2.
sk =vec(Σk) for k = 1, 2;
z = [z1, . . . , zn2 ]T = s2 ⊗ s1;
w = z;  = 1; sum = 0; kopt = 1;• for k = 1, 2, . . .
1. Find the set Ik of all the indices i, such that zi = max{w};
2.  for i ∈ Ik (Use the indices i in increasing order)· s = zi;· ii = i mod n;· if ii = 0 then ii = n; end· ji = (i − ii)/n + 1;· i = ii; j = ji;·  =  + 1;
 end
3. Set w = zk , where zk is the vector obtained from z by
removing all the components of z with the index i ∈ Ik .
4. Compute
· δk =
(
ui ,1Bu
T
j ,2
)
/sk;
· sum = sum + 1/δ2k ;
· γ1 = 1/
(
sum · δ21
)
;
· α1 = 1 − γ1;
5.  If k > 1
◦ Set S = δ1v1,1vT1,2 (matrix of size n × n); T = α1S;◦ for i = 2, . . . , k
· γi = 1/
(
sum · δ2i
)
;
· αi = αi−1 − γi;· S = S + δivii ,1vTji ,2;
· T = T + αiδivii ,1vTji ,2;◦ end
◦ if ρk  tol (cf. (3.7))
· kopt = k − 1;· stop
◦ end
 end
• end
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The functions i() and j() are deﬁned implicitly in the beginning of the k-loop of the algorithm.
Note that only a few singular values are extracted at a time. Since the algorithm generally terminates
for a fairly small value of k, this implies that only a few of the singular values of A2 ⊗ A1 are explicitly
computed.
4. Numerical examples
All computations are carried out usingMATLAB 7.4 with machine epsilon about 2 × 10−16. We use
theRegularization Tools package byHansen [9] to deﬁnematricesA1 andA2 of ill-determined rank. The
desired solution in Examples 4.1 and 4.2 arematrices X̂ with all entries unity. The error-free right-hand
side is given by B˜ = A1X̂ AT2 and the associated error-contaminated right-hand side B is determined by
(1.2), where the error-matrix E has normally distributed entries with zero mean and is normalized to
correspond to a speciﬁc noise-level
ν = ‖E‖F‖B˜‖F . (4.1)
Neither B˜ nor ν are assumed to be known. All examplesmay be regarded at discretizations of Fredholm
integral equations of the ﬁrst kind in two space-dimensions. This is explicitly discussed in Example
4.3.
Example 4.1. We let the nonsymmetricmatrices A1, A2 ∈ R1500×1500 be deﬁned by theMATLAB func-
tions baart and foxgood from [9]. Speciﬁcally, we let A1 = baart(1500) and A2 = foxgood(1500). The
computed condition numbers of these matrices are κ(A1) = 2 × 1018 and κ(A2) = 3 × 1013, where
κ(Ai) = ‖Ai‖2‖A−1i ‖2. Since κ(A) = κ(A1)κ(A2), thematrix A is numerically singular. The noise-level
in the right-hand side B is ν = 1.2 × 10−2; cf. (4.1).
Fig. 4.1 shows the behavior of approximate solutions determined by TSVD and RRE-TSVD. Note that
when k increases and is sufﬁciently small, the relative error norms
‖Sk − X̂‖F/‖X̂‖F and ‖Tk − X̂‖/‖X̂‖F
decrease; here the Sk are determined by TSVD and the Tk by RRE-TSVD. However, when k is larger
than kopt = 6, the error in the Sk increases rapidly with k while the norm of the error in Tk stag-
nates.
We remark that since the error in the approximate solutions Tk determined by RRE-TSVD does
not grow rapidly for increasing values of k, it is much easier to determine an accurate approximation
of X̂ from the extrapolated sequence {Tk}k>0 than from the sequence {Sk}k>0; it sufﬁces to choose
k 6.
Example 4.2. For this experiment,wegenerate thenonsymmetricmatricesA1 ∈ R2000×2000 andA2 ∈
R2000×2000 with the codes baart and ursell, respectively, from [9]. The condition numbers of the two
matrices are κ(A1) = 7 × 1018 and κ(A2) = 2 × 1013. Thus, the matrix A = A2 ⊗ A1 is numerically
singular. The right-hand side B is generated similarly as in Example 4.1 with noise-level ν = 1.3 ×
10−2.
In order to determine whether the generalized residuals R˜k have stagnated, we compute the quo-
tients (3.7) for increasing values of k. Let kˆ denote the smallest index, such that
|‖R˜
kˆ+1‖F − ‖R˜kˆ‖F |
‖R˜
kˆ
‖F  tol = 1 × 10
−4. (4.2)
We say that stagnation occurs at k = kˆ and use T
kˆ
as an approximation of X̂ . The choice the value of
tol in (4.2) is based on numerical experience; we have found it to give good results for many discrete
ill-posed problems.
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Fig. 4.1. Example 4.1: Relative error ‖Sk − X̂‖F/‖X̂‖F for TSVD (dashed graph) and relative error ‖Tk − X̂‖F/‖X̂‖F for RRE-TSVD
(solid graph).
Table 4.1 shows the best truncation index to be kopt = 8. The TSVD solution S8 is an accurate
approximation of X̂ , but S9 is not. The error in the approximate solution T8 determined by RRE-TSVD
is slightly larger than in S8, however, the error in T9 is the same as in T8. The stopping rule (4.2)
determines the approximate solution T9.We conclude that the best TSVD solutionmay be a somewhat
better approximation of the desired solution than the best RRE-TSVD solution, but the latter method
comes with a useful stopping criterion.
Example 4.3. In this example, we consider the Fredholm integral equation∫ ∫
Ω
K(x, y, s, t)f (s, t)dsdt = g(x, y), (x, y) ∈ Ω ′, (4.3)
where Ω = [0,π/2] × [0,π/2] and Ω ′ = [0,π ] × [0,π ]. Let the kernel be given by
K(x, y, s, t) = k1(x, s) k2(y, t), (x, y) ∈ Ω ′, (s, t) ∈ Ω ,
and deﬁne
g(x, y) = g1(x) g2(y),
Table 4.1
Example 4.2: A1 = baart(2000), A2 = ursell(2000), and noise-level
ν = 1.3 × 10−2.
k ‖Tk − X̂‖F/‖X̂‖F ‖Sk − X̂‖F/‖X̂‖F |‖R˜k+1‖F − ‖R˜k‖|F/‖R˜k‖F
8 2.51 × 10−2 2.38 × 10−2 1.37 × 10−2
9 2.51 × 10−2 1.32 × 10−1 3.08 × 10−5
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Fig. 4.2. Example 4.3: Relative error ‖Sk − X̂‖F/‖X̂‖F for TSVD (dashed graph) and relative error ‖Tk − X̂‖F/‖X̂‖F for RRE-TSVD
(solid graph).
Fig. 4.3. Example 4.3: Approximation T23 of X̂ determined by the RRE-TSVD method. No spurious high-frequency high-
amplitude oscillations can be seen despite the large index number.
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Fig. 4.4. Example 4.3: Approximation S23 of X̂ determined by the TSVD method. Spurious oscillations make S23 a poor
approximant of X̂ .
where
ki(s, x) = exp(s cos(x)), gi(s) = 2 sinh(s)/s, i = 1, 2.
We use the MATLAB code baart from [9] to discretize (4.3) and obtain two matrices A1, A2 ∈
R2500×2500 and a scaled approximation X̂ ∈ R2500×2500 of the exact solution f (t, s) = sin(t) sin(s).
The error-free right-hand side of (1.1) is determined by B˜ = A1 X̂ AT2. Adding an error with noise-level
ν = 1 × 10−2, we obtain the right-hand B of (1.1). The matrix A = A2 ⊗ A1 is numerically singular.
Fig. 4.2 shows that the norm of the error in the TSVD solutions decreases until iteration kopt = 10
and then grows rapidly with k for k 14. The norm of the error of RRE-TSVD solutions can be seen
to stagnate for k 12. The stopping criterion (4.2) terminates the computations at kˆ = 13, i.e., T13 is
accepted as an approximation of X̂ .
To illustrate the stability of the RRE-TSVD method, we display in Fig. 4.3 the last approximation,
T23, generated for Fig. 4.2. The plot of Fig. 4.3 shows no spurious high-frequency high-amplitude oscil-
lations caused by propagated error. For comparison, Fig. 4.4 displays the corresponding approximate
solution, S23, determined by TSVD. The spurious oscillations caused by propagated error make S23 a
poor approximant of X̂ .
5. Conclusion
This paper describes a new extrapolated TSVD method for separable linear matrix ill-problems
problems. The numerical examples illustrate that the choice of truncation index is not very critical, in
the sense that the error in the computed approximations of the desired solution is not ampliﬁed as
the truncation index is increased. Therefore, the extrapolated TSVD method gives useful approximate
solution for all truncation indices sufﬁciently large. This is different from the situation for approximate
solutions determined by the (unextrapolated) TSVD method. When the truncation index in the latter
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method is chosen too large, the computed approximation is useless due to severe error propagation.
The numerical examples illustrate that the truncation index for the extrapolated TSVDmethod can be
chosen bymonitoring the relative generalized residual or the differences ‖Tk+1 − Tk‖. A small relative
generalized residual or stagnation of the mapping k → ‖Tk+1 − Tk‖ typically indicates that Tk+1 is a
useful approximation of the desired solution X̂ of the unavailable error-free problem (1.6).
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