Abstract-In this paper, we discuss some of the most basic architectural superstructures for wireless links with multiple antennas:
I. INTRODUCTION

A. Architectural Superstructures
W
E WILL define and analyze some basic architectural superstructures for wireless links with multiple antennas: at the transmit site and at the receive site. We will be exploring the Shannon capacities of such links. They are impaired by self-interference as well as by additive white Gaussian noise (AWGN) at the receiver. The architectures that we will discuss have been generating interest and so it was thought advisable to present their most basic features in an idealized Spartan setting in one journal article. Some quantitative contrasts are also included.
The architectures provide means for expressing signals in systems so that the encoded message is disposed in space-time to enable the receiver to substantially mute self-interference. After employing suitable projections of the -dimensional ( -D) received signal, they involve processing spatially -D signals. The structures we look at will be constrained to use spatially one-dimensional (1-D) codecs as building blocks. This constraint was motivated by large cases where it is important to avoid an explosion of processing complexity in the spatial domain. The goal is to do so by leveraging the great advances in the last half-century that have led to spectrally efficient, spatially 1-D codecs. Communicating with 1-D codecs also holds interest for small values of .
We will often model channels statistically, in which case the transmitter is assumed to know the channel statistics. We will assume a "long burst," as opposed to ergodic, channel setup. So here, when the channel is used, its transfer characteristic holds constant for the communication burst, yet the channel can change significantly from one burst to another. The transmitter may or may not know the specific outcome of the spectrally flat matrix transfer characteristic over which it is to communicate. For each burst, a large number of symbols are sent, permitting us the infinite time horizon idealization common in information theory. Under these circumstances, any throughput overhead for the receiver to learn the channel, say, for example, from a transmitted probe signal, is negligible, So we always assume that the receiver knows the channel realization. The transmitter is subject to some form of power constraint, which, at the very least, includes a constraint on the total radiated power.
While conforming to architectural constraints that we will specify, the transmitter is assumed to communicate using a temporally white Gaussian process. This transmit process represents the limit of a sequence of progressively more powerful signal encodings, yielding error free transmission at a rate approaching the Shannon rate to within an arbitrarily small deficit.
After presenting some background material in Sections II and III, in Section IV we will deal, at length, with the case where the transmitter has little knowledge of the channel. In Section V, we show how to analyze channels with the added features of frequency selectivity and outside interference. For incorporating these two features in the mathematical analysis, it is immaterial whether the channel is known or not. (Toward completeness, we also include in Section V, a brief review of the case when the 0733-8716/03$17.00 © 2003 IEEE channel is known to the transmitter.) In Section VI, we review some asymptotic capacity results. Section VII contains material on capacity measurements and models.
To the authors' knowledge, some novel results are included in Section IV which treats three basic architectural superstructures of interest. Their analysis is done in a "long burst" context where only channel statistics are known at the transmit site. The architectures differ in the way that they manage self-interference in the presence of additive receiver noise. As we will explain, one of the architectures, which organizes the -D transmit signal according to a diagonal layering of space-time is universally optimal. Another architecture has a horizontal space-time layering. A third architecture, unlike the other two, uses only a single 1-D outer code. Theoretical results are supplemented with numerical contrasts of the extraordinary capacities of these three architectures.
Section V while reviewing some known results, also includes some new findings for frequency selective channels. One of these is that, despite the frequency selectivity, per transmit antenna rate feedback suffices to achieve capacity in an link. We also point out that for a single frequency selective link, in a context of a simple channel model, alternate signaling methods, e.g., code-division multiple access (CDMA), time-division multiple access (TDMA), and frequency-division multiple access (FDMA) all have the same capacity.
B. Some Related References
Work related to the capacity of systems began decades ago [1] , [2] . The study of systems is an extremely active area of research e.g., see [3] - [34] . Since we will be concerned with architectural superstructures, the specific coding and modulation used in the fundamental 1-D space-time building blocks are not our direct concern. Many of the recent publications on multiple antenna systems deal explicitly with space-time codes: [3] , [7] - [21] are a small sampling of these. A few of the references are also directly concerned with architectural superstructures. Reference [22] is concerned with general ( , 1) systems, while [23] and [24] , [25] investigate (2, 1) , and (4,1), respectively. While, as in [4] - [6] , we will often highlight superstructures where there are as many independent codecs as actively used transmit antennas, there is certainly interest in exploring joint coding over transmit antenna subsets. See [26] for a reference exploring coding over small groupings of transmit antennas. Channel estimation is another key topic for multiple antenna systems [27] - [30] . We will cite more related references in the sections that follow.
II. THE VECTOR CHANNEL AND ITS CAPACITY
A. Notation and Formulas
We take a baseband view of an link. The transmitted -D vector signal has components denoted , that are nominally complex, Gaussian signals of total radiated power summing to . The -D vector, , represents the complex additive AWGN impairment at the receiver. We assume that is both temporally and spatially white. Time is discrete, with each clock tick corresponding to the time it takes for exactly one coded vector symbol to be sent/received.
In those cases when the transmitter knows the random channel outcome, and adapts the transmit signal accordingly, the random Shannon capacity is given by
Here, is the identity matrix and denotes determinant. The transmit covariance matrix for the transmitted -D vector Gaussian signal of total radiated power is denoted in (2.2) by . When is not constrained beyond the total power constraint, , then can be optimized. Capacity is maximized with so-called spatial water pouring as discussed in Section V-A. A different constraint, that will be natural to impose on in the following Section II-B, where the channel in unknown at the transmit site, is that be the multiple of . Then, the antennas are radiating independent and identically distributed (i.i.d.) white Gaussian processes in both time and space. We term (2.2) the LogDet capacity formula. For early work related to the LogDet formula, see [1] , [2] , [35] .
Outline of the Proof of the LogDet Capacity Formula: It follows from very fundamental information theory considerations in [36] that the answer to the question: How much information does the output vector reveal about an input Gaussian vector when the output is linearly related to the input and when AWGN impairs the channel? is given in term of three probability densities. Namely, the density of the input, denote , the output, denote , and the joint input-output, denote . The answer to the question of "How much information?" is
We outline the argument of how (2.3) leads to (2.2) leaving out only some straightforward but tedious algebra. (For the simplest start, one may want to first derive the real case, where the capacity is halved, with fixed to be the identity matrix. The argument outline is the same.)
Begin by substituting the three multivariate Gaussian densities , , and into (2.3). Since these are Gaussian densities, each has the form an exponential of a quadratic form with a coefficient expressed in terms of a determinant of a covariance matrix. The correlations within are obtained from the observation that s appears again in the output vector , as well as the fact that the receiver noise process is independent of the input . Moreover, the noise process has an identity covariance matrice. Therefore, it follows easily that the exponential terms in three densities cancel and that (2.3) is expressed only in terms of the determinants of the covariances of these three vector variates, namely (2.4) The following Determinant Identity helps establish that (2.2) follows from the right hand side of (2.4) since the equation can be used to simplify . The identity is for the determinant of a matrix composed of four smaller matrices , , , and . Both and need to be square, but not necessarily the same size. The matrix is assumed to be invertible. The identity is [37] (2.5)
In this capacity, derivation plays occupies the role of , so it is clearly invertible. At this point it is a simple matter to furnish the remaining algebra to show that (2.5) implies (2.2).
In the later sections, we will primarily, but not exclusively, deal with the case where the transmitter does not know the channel. See [38] - [41] and also [1] for results regarding that a single code that can be used for an entire random channel ensemble. Also, except where we say otherwise, like in Section V, we will analyze frequency flat channels.
B. Channel Unknown to the Transmitter
In this section, the channel outcome is random and not known at the transmit site which only knows the channel statistics. Each of the transmit antennas is assumed to radiate power . To simplify our analysis we redefine the vectors in (2.1) to be in normalized form, wherein each vector component is divided by the standard deviation of an additive noise component, . So, we proceed with all noise variances set to one and with the normalized signals radiated from the transmit antenna to be i.i.d. Gaussians of power in place of . If the transmitter did have the benefit of knowing the channel outcome, the Shannon capacity of the channel would be described by the following version of the LogDet formula (2.6) in (2.6) is a random variable. However, our interest here is when the transmitter does not know the channel. For such cases we impose a limit on communication failure. Namely, the link is allowed to be in an outage (failure) state for no more than a specified small percentage, say percent, of the random channel realizations. Even though the transmitter does not know the channel outcomes, the link, can, in principle [1] , [4] - [6] , [41] operate at the percentile capacity of the random variable expressed by (2.6). We will use to denote this percentile. The transmitter codes for a channel of capacity . So the transmitter is coding for the ensemble of channels where or better can be supported. In (100-) percent of the cases it will have successfully encoded.
We will discuss and then compare some architectures. In dealing with random channels, the canonical case is the matrix Rayleigh, where the matrix channel entries are i.i.d. Gaussians.
(For other basic models, see, e.g., [42] , [43] , and Section V-C.) For simplicity, we assume here that the channel realizations are taken to be statistically independent. For a convenient normalization, say that under a test condition where all the allowable power, , is radiated out of one transmit antenna, the average received power to noise ratio at each receive antenna is . Then, replace by where the entries of are now zero-mean unit variance Gaussians and rewrite (2.6) as (2.7)
So long as the transmitter knows that the distribution of the channel is matrix Rayleigh, the transmitter need only be informed of the value of . More generally, for any absolutely continuous distribution of channel outcomes, so long as the transmit site knows what the distribution is, the transmitter only needs to be updated as to the distribution parameters (in practice, from a slow feedback link from the receiver array).
III. ENHANCING SIGNALS COMPONENTS IN A SIMPLE CONTEXT
We will later discuss architecting the space-time disposition of the basic spatially 1-D building blocks that are put together to compose the white Gaussian vector process . To be able to discuss these architectures, where the channel is unknown to the transmitter, we first establish a simpler context in which, at least information about the bit rates that individual transmit antennas can support is known (fed back) to the transmitter. We address this simpler context here.
In this simpler case, we will repeatedly encounter situations where we seek a scalar zero-mean Gaussian process that is a multiple of some -D vector in the presence of an -D additive impairment process . The process is a zero-mean Gaussian process that is statistically independent of . The scalar will represent an arbitrary component of and the vector will represent the column of G that it multiplies, as expressed by (2.1). The impairment for us will represent Gaussian interference from a subset of the other components of plus additive Gaussian noise. This impairment has a variance-covariance matrix, , which is invertible because this matrix includes a multiple of . The vector is the unimpaired received signal vector while the impaired received signal vector is
We review how the impaired signal component can be made prominent by maximizing the signal power to noise plus interference power ratio (SINR). Our analysis uses elementary optimization theory. See, for example, [5] for more detail than the sketch here. Then, we will apply our analysis in a relatively simple background example where the transmitter knows much more about the channel than in the three examples of interest in the next section.
The scalar waveform formed by applying a linear, weight functional to to form a random process containing with maximum SINR is easily seen to be where (3.2) Both signal and impairment are quadratic in the weight so that the optimal weight vector, is only specified modulo a nonzero scalar. Using for expectation, the maximum SINR is Background Example: Rates Fedback to the Transmitter: Next, we take a perspective that includes a convenient view of space-time for systems governed by (2.1). This will serve as background for examples that follow. While Fig. 1 illustrates , what we say here generalizes immediately to arbitrary . The transmit antennas radiate i.i.d. Gaussian signals of normalized power , each conveying one substream. As shown in Fig. 1(a) , these substreams of bits derive from the demultiplexing of a single primitive bit stream. The substreams are independently encoded and there is no constraint that the substreams be of equal bit rate. Fig. 1(b) depicts, the space-time occupied by all the simultaneously transmitted signals, one per antenna, as a rectangular block composed of four thinner rectangular blocks called space-time layers. The discrete vertical coordinate, simply serves to index the transmit antennas, the signals they radiate and the corresponding thin gray shaded constituent space-time rectangular layers. Each such long rectangle is associated here with one signal component that interferes with those below it. However, as described below, the receiver processes the components in such a way that each layer does not interfere with those above it.
The receiver detects , , , and in reverse order. We will be repeatedly maximizing SINR [using (3.2) and (3.3)]. The signal , suffers the signals associated with the other three simultaneously transmitted rectangular blocks as interferers. There is also additive receiver noise. In preparing for its detection, is made most prominent by enhancing it according to max SINR. Consequently, is detected in the presence of independent AWGN. This is because the other three signals as well as the noise are all Gaussian processes statistically independent of . Once the bits conveyed by are detected, then, assuming the detection to be error free, is reconstituted and its contribution to the -D received vector is subtracted away. Then, the signal components associated with the three upper slim rectangles remain. Next, , is detected in the same manner as : again, prior to detecting it, is made prominent by maximizing SINR, but this time with just the two interferers and . Then, after error free detection, the interference from is reconstituted and subtracted from so that now there are only two signals left to detect. After the subtraction of this signal component, the next signal, , is detected and subtracted away. Finally, the topmost signal, , is detected under a completely interference free condition as the other three simultaneously transmitted signals have, by now, been detected reconstituted and subtracted away from the received signal .
Each of the components of , ( in 1, 2, 3, 4 ) is detected in the presence of additive white Gaussian "noise" that is independent of . The other signal components are independent random interference processes contributing to that "noise." We have not specified the rates that each component of conveys. We will label the four SINRs associated with , , and as , , , and , respectively. Our main interest later will often involve cases where the transmitter does not know the channel. However, in this background example we are assuming that somehow the transmitter knows the rate supported by each of the and transmits at that rate. So carries the rate . Remarkably, as explained in detail in the Appendix, the total bit rate (3.4) which is the LogDet capacity given by (2.7). The first author learned of this remarkable result from Ariyavisitakul [44] who first derived it for a layered space time context. The early space-time paper [5] had derived a lower capacity bound using interference nulling needing the added assumption that . Prior to [44] , a related form of the result that the sum in (3.4) achieves LogDet had appeared for a CDMA context, see [45] , [46] .
The structure that we have just described is called, for obvious reasons, a rate feedback structure. We illustrated the case , but this attainment of LogDet works for arbitrary . The case we just discussed will be very useful background for us in several of the cases that follow next where the channel is unknown to the transmitter.
IV. ARCHITECTURES WITH CHANNEL UNKNOWN AT TRANSMITTER
We now describe and analyze three architectures that can be composed with 1-D codecs. The first of these is Diagonal Bell Labs Space-Time (D-BLAST). This architecture, which has the signal diagonally layered in space-time, is of interest because it attains LogDet. Its disadvantage is that it can be more difficult to implement than the other two techniques that we will describe: the H-BLAST and the Single Code. The H in H-BLAST is because the signal is horizontally layered. We will later include some performance contrasts of these three architectures.
D-BLAST Architecture:
In D-BLAST diagonal describes the disposition in space-time of the totality of the individual rectangular segments, one per transmit antenna. Each part diagonal constitutes one encoded block. An early form of this architecture was described in reference [4] . See Fig. 2 for a diagram where we see that four data substreams are used to compose four signals just as in the basic case in the previous section. However, instead of simply associating each coded modulated substream with a transmit antenna, the association is cycled over time as is indicated in Fig. 2 .
For D-BLAST we take all rates equal. The substream signals A, B, C, and D are disposed along diagonal space-time layers which are also labeled A, B, C, and D. We assume a dwell in each cycle position prior to rotating the substream to transmit antenna association, so there is an offset of between the substream signal starts times (and end times). As already mentioned, each of the substreams is encoded into blocks, where for simplicity, we take the block to last for just a single southeast (SE) directed diagonal of rectangles [four in Fig. 2(b) ]. The diagonal layering is superposed over the horizontal layering of the basic case of Section III. The following capacity analysis assumes the limit of an infinitely long dwell .
By way of contrast, although we will make use of (3.4), we will use it to argue that capacity is achieved for D-BLAST as defined here. We will not address the capacity of the turbo-BLAST structure that is a prime focus of [44] . See also [47] , for a space-time architecture related to the one featured in [44] .
The processing of each diagonal layer at the receiver again proceeds in three stages. First, there is preprocessing using max SINR to enhance each layer against noise and interference. After the entire rectangle diagonal is enhanced, we detect the substream bits. Finally, that part of the -D received signal conveying the just detected diagonal is reconstituted to subtract the diagonal as a source of interference to the remaining substreams. Each of the diagonal substreams is processed in turn in this way until the bit detection phase of the last substream is completed.
We will show that, when the channel is unknown at the transmit site, under an percent outage constraint, D-BLAST attains the LogDet capacity percentile, uniformly for all , , and . Look at the start of layer A on the top, lightest gray horizontal layer in the diagram. For this diagonal segment, the preprocessing amounts to maximum ratio combining as there is no interference. Consider next the segment of layer A in layer 2. In preprocessing by using the maximum SNIR criterion, the layer 2 symbols of layer A are enhanced against the lightest gray horizontal layer, which are the layer 1 symbols of layer D that were transmitted at the same time. So the receive antennas are used to mute, as best possible, this simultaneously transmitted signal in the presence of noise. (In the vacuous extreme of , there is no enhancing). This is done for each of the two remaining appearances of layer A in distinct horizontal layers. In the bottom, darkest, horizontal layer, layer A is to be enhanced against all three simultaneously transmitted signals.
After the part preprocessing is accomplished the substream segment is detected from this preprocessed signal, ideally, without error, in this capacity analysis. Then, substream A's signal associated with this first diagonal is reconstituted and subtracted away as a source of interference to the other diagonals. Notice, that after subtraction, the next substream, D, depicted in Fig. 1 as disposed above A, is disposed just as the first substream was so we can repeat this entire process. Again the simultaneously transmitted signals are enhanced according to max SINR criterion. Then this substream is detected and the corresponding signal subtracted away-error free. This process is continued until the last SE directed diagonal is so detected.
The coded symbol ordering is as in the Fig. 3 , see also [4] . In this way, we see that substream A experiences a periodically varying signal-to-noise ratio (SNR). Since there are positions in a cycle there are, top to bottom of Fig. 1 , SNRs: , . Here, is the SNR for the top spatial position where only signal is involved, the desired signal. Next, is the SNR when two simultaneously transmitted signals are involved, the desired signal and one interferer, and so on, with the SNR for when interferers impair the desired signal that is associated with the bottom, th, spatial position. Each of the diagonals encounters each of the SNRs for th the time. The capacity of a periodically varying channel with the channel known only to the receiver can be attained with a single code, no matter what SNRs are instantiated [38] - [41] , [48] , [49] . So each has a capacity equal to the average of the capacities . Since, after the startup phase (and before the end phase) there are substreams conveyed in parallel, we multiply by to get the full capacity
This is the LogDet capacity since (4.1) is the same sum as in the rate feedback case of Section III. To see that for sufficiently long bursts the wasted space-time in a burst is negligible, suppose that from start to finish of the burst, including wasted blocks, the space-time rectangle has a total of rectangular blocks. The total of wasted rectangular blocks including the waste at both start and finish is . So the relative wasted space-time --as . To complete the capacity argument, say the dwell, , lasts for symbol durations so that the burst lasts for vector symbols. Then, the probability of burst error , can be expressed in terms of the probability of the event of first bit error appearing on diagonal, , as (4.2) For fixed , no matter how large, rely on the exponential decay of the error probability of each SE directed diagonal with increasing block size . Since appears in the exponent of in the rightmost side of (4.2), this upper bound tends to zero as . One can conclude exponential decay, see [1] , [41] .
It is important that we consider when the rates are not known at the transmitter. The idea is that the transmitter then encodes for the outcomes when the channel is not in the outage state: by ideally encoding for , is attained whenever the channel is not in the outage state. Consequently, the diagonal architecture attains the percentile of LogDet even though the rates are unknown at transmitter.
Observe that the next substream can begin to be preprocessed as soon as that part of the substream disposed below it in space-time has been detected and removed as a source of interference. Note that in CDMA applications a plurality of codes, say , can be used in a single array to array link, and in orthogonal frequency-division multiplexing (OFDM) applications there is a plurality of subbands, say . In such cases the diagonal length is, in principle, multiplied by . Also, the code word length of the D-BLAST substreams can be doubled in size by arranging the diagonal patterns according to a left-right mirror symmetry. This enables detecting diagonally from the right, as well as from the left, of the space-time "parallelogram" occupied by the union of all the diagonal layers in a burst. Then each SE diagonal pair comprises one coded block. See Fig. 3 for an illustration of this doubling.
H-Blast Architecture: H-BLAST stands for horizontal BLAST, since unlike D-BLAST where the disposition of the separately encoded substreams is diagonal, the disposition of each of the substream signals is horizontal, as in the example in Section III. In earlier work [6] , H-BLAST was called V-BLAST for vertical BLAST. This was because the substreams were then uncoded so the "horizon" was simply one vector symbol with each vector symbol viewed as a vertical column vector. This prominent vertical striping of the space-time rectangle led to it being dubbed V-BLAST. In contrast, here, because of the coding of substreams, say for simplicity over the block length, the horizontal striping is prominent.
There is no cycling involved in this architecture and the processing is very much like the rate feedback case in Section III, but the rates are not fedback to the transmitter-the transmitter is in the dark as to the substream rates. H-BLAST receiver processing proceeds in three stages: preprocessing, detection and subtraction of the interfering substreams in turn. The preprocessing involves max SINR enhancement of the simultaneously interfering substreams. A difference from rate feedback is that the order of detection of the components of is decided by the receiver. The order is decided according to the following algorithm: decide to extract next that substream offering the best SNR. That substream is detected and the corresponding interfering signal is reconstituted and subtracted off the received vector signal. The receiver decides to detect next that substream offering, under the new, less competitive, SNIR condition the best SNR. This sort of reevaluation of the next best substream continues until the complete order is decided. The reordering is computable prior to detection from the receiver channel matrix measurements from a probe signal.
While H-BLAST does not attain when the channel is not in the outage state, it often performs quite well as we shall see later. The capacity attained is the percentile of the random variable . The minimum is over all the SNRs. One could do still better, often only marginally better, by the receiver maximizing the minimum over all ordering options and processing accordingly.
See [51] for an effective means of simplifying "V-BLAST" processing and see [52] for the relationship of the signal processing described in this subsection to decision feedback equalization.
Single Outer Code Architecture: Here, we have a single primitive bitstream that gets encoded into a sequence of encoded symbols (complex) numbers [53] , [54] . These encoded symbols are randomly permuted according to a maximum entropy permutation . The sequences are then gathered into consecutive -tuples transmitted as -D vectors according to (2.1). These are separated out into (four in our example) 1-D substreams according to any of the following rules, all of which can be shown to be equivalent ways of maximizing the mutual information: Max SNR for each component of , or else minimum mean-square error (MMSE) estimates of the vector , or else, , or else
]. This is done for all of the received components. The results are deinterleaved with the inverse permutation and the results decoded. Our scope here is limited to a simple (one pass) architecture for which we can do a Shannon analysis. References [53] , [54] give detail aimed at applications. These references explain that a process of soft detection of individual -D vector symbols, followed by iterative decoding, can be iterated to improve throughput at a specified bit or block error rate. So, while One Code has a spatially 1-D outer code, it differs in practice from D-BLAST and H-BLAST in the feature that the One Code receiver includes detection of spatially -D symbols.
Numerical Contrasts: D-Blast, H-Blast, and Single Code Architectures: Complementary outage distributions are shown in Fig. 4(a) for a (4,4) system for 0 to 24 dB in steps of 6 dB. At all five SNRs, the D-BLAST architecture is of course superior. As we begin at 0 dB, the single outer code is seen to be superior to the horizontal and it is somewhat superior at 6 dB. At lower SNRs the horizontal suffers since the objective is to separate out the four streams while at the same time not enhancing the noise, but noise tends to be overwhelming at the lower SNRs. However, by 12 dB the horizontal is clearly superior as it is seen to be for still higher SNRs.
This same sort of behavior holds for different numbers of antennas. For example, see Fig. 4(b) for a (16,16) example. To emphasize the advantage of architectures with over (1, ) systems an 18-dB example is shown in Fig. 4(c) . Note as the doubles the (1, ) capacity characteristics improve by roughly 1 b/s/Hz. This is expected, since if we double a large number we add one to its base two logarithm. Fig. 5 illustrates the 10% outage capacities for all three architectures for the range of 1 to 16 antennas and for 0 to 24 dB in 6-dB increments. Note the characteristics are all roughly linear. Related to the 12-antenna, 24-dB point for the horizontal architecture, in 1998 [6] nearly one third of the 78-b/symbol capacity was exhibited in an indoor wireless experiment at the Bell Labs, Crawford Hill in Holmdel, NJ. Using an uncoded (vertical) version of H-BLAST for which it was optimal to choose (under a blind choice constraint) eight of the twelve transmit antennas (see next paragraph). The uncoded example used eight-point quadrature amplitude modulation (QAM) for 8 3 24-b/vector symbol. The outage was only 5%. See reference [6] for more details.
In the numerical examples that we have featured . D-BLAST is universally optimal regardless of the value. However, in applications, with transmit antennas available for either H-BLAST or One Code, it is wise to carefully choose the number of transmit antennas . For H-BLAST this is to keep the system from "choking," i.e., to avoid using too many independently encoded substreams in too few degrees of freedom (see [6] ). For OneCode, limiting the number of transmit antennas can be important for managing the complexity of the first stage of receiver processing which inherently has the spatial dimension of the number of transmit antennas used.
V. SOME RELATED CASES We include some related cases, namely, when the channel is known to both the transmitter and receiver, when the channel has frequency selectivity and when there is outside interference.
A. Case When Channel is Known to the Transmitter
The case of the channel known to both the transmitter and the receiver is the first case with more than one spatial mode for which the Shannon capacity was determined. See, e.g., [1] - [3] .
Virtual, spatially 1-D, uncoupled channels are established. These noninterfering channels are derived as the normalized eigenvectors of the Hermitian operator . This operator's eigenvalues represent the strength inherent to its corresponding eigenmodes. The eigenvectors and eigenvalues are expressed by writing in terms of its singular value decomposition:
, where , is an unitary matrix and is an unitary matrix. is an matrix with all zero entries except for a diagonal stripe of complex values from its 11 to positions where . We denote the modulus squares of these values by . The column vectors of are easily verified to be eigenvectors of (and the column vectors of are the eigenvectors of ). The scalar components of the eigenvectors are the complex weights that describe the weighting required to form the orthogonal virtual transmit antennas from the actual transmit antennas. These vectors amount to spatial matched filters for transmission. Correspondingly, for the receiver there are -D rows of that express the complex weights used at the receiver for forming virtual receive antennas from the actual receive antennas that are used for capturing the (generalized) eigenmodes.
To see that the signals driving distinct eigenmodes do not interfere at the receiver, check that for eigenvectors and one gets , where is the Kroneker delta. We see that scales the signal power communicated in the th eigenmode.
It remains to determine how to best allot the power among the eigenmodes to maximize the capacity given by (1.2). This is accomplished according to spatial water pouring [1] - [3] , which is just a simplified discrete application of Shannon's classical water pouring argument [55] , [56] . It can be that not all eigenmodes receive power. Say that the eigenmodes have corresponding eigenvalues, , . Then, assuming AWGN, spatial water filling is in accordance with a vessel whose bottom is given by the levels:
into which "water" in the amount of the available power, , is poured. Water depth is the power optimally allotted to each of the spatial modes. Analogous to water pouring in frequency, it is easily seen that as increases without bound, so long as none of the vanish, the relative capacity advantage of water pouring over using a flat (constant) power spectral density over the spatial modes becomes negligible. At lower power levels, the advantage of water pouring can be substantial [57] .
In the above analysis, we stressed that the modes of transmission turn out to not interfere. Consequently, as required, the communication channel is realizable with or less 1-D codecs, one for each mode. These codecs operate independently.
B. Cases Where There is Frequency Selectivity
The frequency selective case is most easily handled by simply finely dividing the available frequency band into equal sized frequency bins. To be more precise we are assuming the idealization that by using adequate resolution that the channel frequency transfer function can be approximated as constant over the bin. Then, just replace in the above paragraph by an "uber" matrix , that is, by a matrix of matrices. The uber matrix has by constant matrices along the diagonal and zero matrices for the off diagonals. The diagonal matrix entries represent the channel transfer characteristic at different frequencies. Because the channel is linear and time invariant, it is clear that the off diagonal matrices are zero since distinct frequencies are uncoupled. The upshot is that any frequency selective case is mathematically the same as a frequency flat case with times as many spatial modes. The size of the matrix is Water pouring over space frequency is as in the previous paragraph.
While, from a Shannon theory standpoint, the frequency selective channel case is often a straightforward extension, when a channel contains many frequency decoherence bands the numerical results expressing complementary probability distributions of capacity in bits per second per hertz can be quite different (less volatile) as compared to their narrowband counterparts. See [58] , for a simple example of this. Moreover, substantial practical issues arise in dealing with frequency selectivity through equalization or OFDM methods. See reference [3] , for material on the capacity expression for a wideband frequency selective channel.
1) Signaling Flexibility With Frequency-Selective Channels:
In this section, we show that the effective channel matrix of a frequency selective channel is unitarily invariant to the signaling scheme employed. It thus follows that the channel capacity is the same for all signaling schemes, e.g., signaling using CDMA offers the same capacity as signaling using OFDM. This may be generalized so that different signaling may be employed on different transmitters, without changing the capacity.
The signaling is done using orthonormal basis functions, examples of which include OFDM, CDMA, or TDMA signals. Considering, for the moment, the channel bandwidth as divided into equal frequency bins, the frequency dependence of the channel is assumed to be such that the channel is strictly flat across each of the frequency bins, but may vary arbitrarily from bin to bin. We proceed under this assumption understanding that there may be applications where a more refined model is called for, where the following results would not hold strictly.
Represent the vector symbol transmitted across the entire band on transmitter 1 as a column vector of length whose entries are the symbols emitted in each signaling dimension, such as a CDMA code, an OFDM frequency bin, or a TDMA time slot. In the case of multiple transmitters, the total transmitted vector symbol may be constructed by stacking the vectors for all the transmit antennas in a long vector . In including (1,1) channels, the waveform that is an eigenfunction of a linear, time-invariant channel is a sine wave, which suggests the use of narrow frequency bins for signaling, as in OFDM, as a natural temporal basis.
A multiple-antenna channel matrix for such a signal may be written as an uber matrix consisting of diagonal matrix blocks, with the block representing the frequency-dependent channel from transmitter to receiver . As the linear, time-invariant channel does not couple signals transmitted in different frequency bands, the description is equivalent to that in Section V-A.
It is possible to generalize to include the case where the signaling is not done over narrow frequency bins, but uses a different set of orthogonal temporal basis, as in CDMA and TDMA. To use the matrix described above, these vector signals need to be transformed into OFDM-like signals. For example, to represent a CDMA signal in the frequency domain, the transformation is [59] , where is a matrix whose columns are CDMA spreading code sequences. The matrix is a discrete Fourier matrix. As both the matrix and the matrix are unitary, their product is unitary as well, . More generally, the unitary matrix is needed to transform the vector symbol transmitted from each antenna into the narrow frequency bin basis, such as an OFDM basis.
In the case of multiple antennas at both sites, the transformation needed to transform the transmitted vector from the signaling basis into a narrow frequency bin basis is a block-diagonal matrix whose diagonal block entries are the transformation matrices , described above in the context of single antenna to single antenna communication. This may be extended so that different signaling may be used on different transmit antennas, e.g. OFDM on antenna 1, CDMA on antenna 2, etc., requiring the use of a different transformation matrix for each transmit antenna . The required transformation matrix would still be block-diagonal, but will now contain nonidentical blocks . The matrix , therefore, represents the channel for the case of arbitrary signaling at the transmitter and OFDM reception at the receiver. For reception in an arbitrary basis, we introduce the transformation matrix , which maps the received signal from the OFDM basis into any set of receive basis, which may vary from receiver to receiver and need not correspond to the transmit basis. The received vector signal is then represented as (5.1) The transformation matrices and are unitary because they are block diagonal consisting of unitary blocks. The effective channel matrix characterizing the channel for any orthogonal signaling scheme is therefore unitarily equivalent to the case of narrow band, or OFDM-like, signaling. This leads to an important conclusion, that in the context of a single link, the choice of signaling is arbitrary, and does not change achievable capacity.
The time duration of the symbol used in (5.1) is chosen to be long enough so that ISI becomes negligible. When the OFDM basis is considered, symbol time that is long enough to satisfy this requirement leads to an OFDM band that is narrow enough so that the channel may be considered flat over that band.
2) Rate Feedback With Frequency Selectivity Requires Feedback of
Rates: Consider the rate feedback architecture related to H-BLAST when the channel is frequency selective over the frequency band . We will show that only rates need to be fed back to the transmitter, one rate for each transmit antenna, in order to achieve the full LogDet capacity. We stress that, aside from knowledge of the rates, the channel is unknown to the transmitter. We will make use of use the viewpoint mentioned in the first paragraph of Section V-B. To begin with, this entails the OFDM perspective in which each band is viewed as consecutive, abutting, subbands, each of bandwidth . For convenience, the subbands are assumed so small that we can take the received SNR of the th antenna's transmission in the th subband, SNR , to be a constant function of frequency over the subband.
The perspective is as with H-BLAST, in that the "noise" includes the interference from antennas along with receiver thermal noise. "Noise" from antennas is not included: this interference is assumed detected and subtracted out. The rate SNR is the rate the th antenna would achieve in the th frequency band if all frequencies for the th antenna had this same SNR. Instead, we encode over all subbands, spending th time in each one. Consequently, the rate for the th transmitter is the average
So it turns out, that despite the frequency selectivity, it is only these rates that need be fed back to the transmitter, one rate for each transmit antenna. Summing the rates over all antennas gives the capacity
Appealing to (3.4), we can now conclude that, despite the H-BLAST setting, the full LogDet (D-BLAST) capacity for the frequency-selective unknown channel case is attained. Note that it was essential that we encoded over the subbands to achieve (5.3). The capacity is achieved with spatially 1-D codecs.
In contrast, if we encoded over each subband separately and did not feed back individual band rates we would be hostage to the worst of the subbands and get instead times the minimum rate in each band. Clearly, the capacity under those conditions SNR (5.4) cannot exceed that expressed in (5.3). (We could get the capacity expressed in (5.3) coding over each of the subbands separately if we feedback rates. Besides requiring times as much feedback, the coding blocks would be shorter as well.)
The subband encoding order, can be, say, , for processing symbols over the entire frequency bands. With convolutional encoding, it could be advisable to permute this subband order so as to separate out temporal correlations and thereby accelerate decisions in the decoding process.
C. Case Where There is Additive Interference
The complication of additive Gaussian interference arriving along with the signal is easily accommodated [60] . With an interfering -D vector added to the signal, in place of (2.1) the equation for transmission (2.1) becomes instead (5.5) We assume that is a zero-mean, temporally stationary, Gaussian process with spatial covariance matrix . Then, we can rewrite the above equation as (5.6) where the primed noise term is spatially colored noise with covariance matrix . Multiplying through both sides by and using a primed variable for the left-hand side and double prime for the resulting noise vector we have (5.7) We see that the upshot is that the signal is received in spatially and temporally AWGN but with the channel in place of the original channel . Of course, the channel statistics change now, depending on the statistics of both and .
VI. ASYMPTOTICS
While D-BLAST attains the level of LogDet uniformly for all and and , it is worth mentioning some special asymptotes. In some cases it is important whether the transmitter knows the channel instantiation or not.
A. Fix and Let
Suppose that the transmitter does not know the channel realizations. Then, the asymptote is . This follows from the observation that: (6.1) in the sense of distribution.
If instead the transmitter does know the channel, then the optimum transmit procedure is to send a phase matched signal on each of the eigenchannels. This follows immediately from Section V-A. The capacity then goes to infinity with large as .
B. Transmitter Does Not Know the Channel and
Since the capacity tends to infinity, we look at the capacity per dimension. The asymptote is trickier and uses Wigner's theory of random matrices [61] - [71] . For a random channel matrix with i.i.d. complex Gaussian (0,1) entries the eigenvalue density of is supported by the interval (0,4). With probability one, the number of eigenvalues an integer on (0, ), is given in the limit of large as (6.2) It follows directly that capacity per dimension is (6.3) A trap to avoid is to make too much of the elementwise convergence of to the identity and then wrongly expecting the capacity per dimension to be . The large vanishing of the off-diagonal terms of is more than offset by the large number of terms appearing in the determinant in the capacity formula.
It is interesting to take the large limit of the right hand side. Doing so enables us to conclude that for large numbers of antennas, in the limit of large SNRs the capacity per dimension is . So we can say that for large and large the capacity price of self-interference is , or 4.3 dB. Furthermore, since the asymptotic capacity per dimension, , is independent of , we see that capacity is linear in .
One can also fix to be any positive number and take the limit as both in such a way that . The Wigner type limits on eigenvalue density asymptotes have been generalized to arbitrary [64] , consequently the capacity per dimension can also be expressed for any such . References [69] and [70] show that the approximation can be quite accurate for virtually all multiple antenna counts at the transmitter and the receiver.
C. Fix and Let
The asymptote here is . To see why this is so, use the determinant identity and view each entry of the matrix as a dot product. These dot products converge in distribution to zero in the off diagonal and to for each of the diagonal entries. Consequently, we get a capacity of uncoupled channels of SNR , namely, we get . Of course, in this case, the transmitter knows the capacity of the channel ensemble without any feeding back of instantiations, since, for this channel ensemble, convergence to this capacity is almost sure.
In this case, H-BLAST attains channel capacity since there is no point to cycling the transmit antennas.
D. Correlated Gaussian Channels
The representation of the matrices described above may be generalized to include correlation [42] , [67] , [72] , [73] among receiver and transmitter array elements. Such correlations are often assumed to be separable. This is justified by the assumptions that the immediate surroundings impose correlations among array elements but negligible correlations between the elements at the other end of the link. In this case the channel matrix can be represented as (6.4) where and are the correlation matrices of transmit antennas and receive antenna arrays.
VII. MEASUREMENTS AND MODELS OF MULTIPLE ANTENNA PROPAGATION CHANNELS AND THEIR CAPACITIES
The preceding sections predicted extraordinary spectral efficiencies when the spatial dimension of the propagation channel is exploited using multiple antenna arrays at the transmitter and the receiver, in a rich scattering environment. Thus, it is very important to understand the practical performance that may be available under realistic propagation conditions. Furthermore, comprehensive studies of the attainable performance of systems are required to assist in the definitions of standards and the design of new products. Consequently, it is very valuable to establish compact propagation models that accurately capture the measured characteristics of multiple-input-multiple-output (MIMO) channels under realistic conditions.
A. SVD Decomposition of the Matrix
In general, for transmitters and receivers, the channel matrix may be represented in terms of the Singular Value Decomposition (SVD):
, where and are unitary matrices, with sizes and , respectively, and is an diagonal matrix. Equivalently, the channel matrix may be represented in terms of a sum of dyads (7.1) where and are the th row and column of and , respectively, and ( ) indicates a conjugate transpose. Each such dyad represents a mode of communication, or a degree of freedom. The singular value is proportional to the square root of the propagation loss for that mode. The form is suggestive of the sort of processing one might want to do at the transmitter (waterpouring) [55] , [56] and at the receiver. The achievable capacity of a channel is given by (7.2) where . Under this constraint, the capacity is maximum when all the singular values have the same amplitude and it is minimum when there is only a single value. Actual channels have capacities that lie between these two extremes.
B. Reference Cases 1) The Complex Gaussian i.i.d. AWGN Channel:
Except where indicated, as in Section V, the previous theoretical discussions have been based on a narrowband propagation channel where the transfer coefficient between the th transmitting antenna and the th receiver antenna are independent identically distributed complex Gaussian random variables with zero mean and normalized to unit variance, i.e., pair to pair ensemble propagation loss has been absorbed within the signal to noise ratio. Due to practical considerations, the channel, represented by the matrix with entries , was assumed, for the most part, not known at the transmitter. Furthermore, noise at the receiver is modeled as additive white Gaussian noise. In this case, the MIMO channel capacity is given by (7.3) where is the receiver signal-to-noise (plus Interference) ratio at each receiving antenna. Hence, the channel capacity, , is a random variable which can be fully characterized by its complementary cumulative distribution function (CCDF) obtained from an ensemble of realizations of the channel for a given SNR. This CCDF is of great practical significance as it answers the question of what capacity will be available at a given outage target.
Under these idealized assumptions there are two performance curves that can be drawn depending on the definition of the SNR at the receiver in (7.3) . In one scenario, the receiver is moving about a small region and experiences small scale variations in SNR due to Rayleigh fading. In this case, , is the ensemble average SNR and the SNR for each matrix instantiation will be subject to random variation. In the second case, the terminal is not moving and the channel is assumed static. In this case, one can define the SNR to be adjusted by the system power control loop to be a desired constant, on a per-channel instantiation basis. In other words, the system SNR, has to be divided by the trace of , for each individual realization of . Fig. 7 depicts the CCDF of the channel capacity for a system with four transmit and four receive antennas. As expected, the median channel capacities are quite similar, for both definitions of SNR, but significant differences can be observed at the CCDF tails. These differences are obviously the result of the fact that, in the absence of per-instantiation power control, the SNR fluctuates from one realization of the channel matrix to the next. By contrast, even when the SNR is constant, on a per-channel instantiation basis, there are still fluctuations in channel capacity but this variations are only the result of the spatial properties of the channel.
Before proceeding to the full complexity of measured channels, it is very illustrative to discuss MIMO system capacities for two extreme propagation conditions.
2) The Keyhole Channel: Cases where the channel matrix has only a single degree of freedom may arise where the correlation matrix at either the receiver or the transmitter is of rank one (i.e., perfect correlation between the antenna elements). An interesting case of a keyhole or a pinhole channel, where all the elements are completely uncorrelated, yet the channel has only a single degree of freedom has been reported in [43] and [74] . One way to construct a degenerate channel in a laboratory, is to connect all transmitters to a radio frequency (RF) combiner, and then separated by an RF splitter before reaching each receiver. The capacity of this rank one channel is then given by (7.4) where the loss through the combiner and the splitter is given by , the variance of the noise is , and the total transmitted power is . Note that the radiated power from each antenna has to be reduced to account for the effective antenna gain, resulting from coherent combining of identical transmit signals. Furthermore, this capacity is the same as that of a single transmitter receiver pair connected via a lossless cable at the corresponding SNR.
3) Equal Power Channels (Supremum Case): The highest possible capacity is obtained when the channel matrix has equal eigenvalues, and each transmit antenna is coupled only to a particular eigenmode. Such aligning of the excitation may occur if the channel is known at the transmitter, or the aligning may be (extremely) serendipitous. The capacity of this channel is given by (7.5) One physical example of such a channel is that of a waveguide, where each transmit antenna is constructed so as to uniquely couple to a particular waveguide mode. 4) Discussion: Fig. 7 depicts the four cases previously mentioned when the ensemble signal to noise ratio, , is 5 dB and . The lowest capacity case is that of the deterministic key-hole channel, at 3.8 b/s/Hz. At the other extreme, the equal power channels case achieves 8.2 b/s/H, which is higher than that of most random channels, by comparison, the random channels median capacity is about 6.6 b/s/Hz. Note that when the trace of the complex Gaussian channel matrix is not normalized on a per instantiation basis, the capacity may actually exceed that of the supremum channel. This is strictly due to the fact that in some cases Rayleigh-fading causes the total power to increase, while the supremum channel is not allowed to have such fluctuations in SNR. The Rayleigh fading mathematical model includes the rare, nonphysical, pathology that the total received power may exceed the total transmitted power. The relative variation of capacity around its mean shrinks as the number of antennas increases, making such aberrant cases increasingly rare.
C. Measurements
We consider the static narrowband case in which the time varying frequency response between a pair of transmit and receive antenna elements is reduced to a single complex number instead of a function of time and frequency. For this case an effective channel sounder was constructed [73] , [74] in which a 2.44-GHz carrier is transmitted from each element of the transmitter array each modulated with a specific low frequency tone. Each receiver element receives all the transmitted tones with varying amplitudes and phases. The entry of the matrix, can be measured as the magnitude and phase of the th transmitted tone at the th receiver. Care was taken so that an adequate signal to noise ratio was maintained to ensure accurate estimation of channel capacities, even under "key-hole" conditions [75] . A complete matrix is measured in 0.01 s, which is much less than the channel coherence time.
1) Calibration:
To calibrate the channel sounder we compute the entries of from basic electromagnetic principles for a free space environment in the near field of the antenna arrays [75] . The transmitter used a linear horizontal array of five elements separated by four wavelengths, while the receiver used four element vertical and horizontal arrays. A difference of only 0.25 b/s/Hz between theoretical and measured capacities was found for an SNR of 30 dB. Interestingly, at short distances of less than 50 times the array outer dimensions, the theoretical and measured capacities, while much less than that the average capacity of an i.i.d. complex Gaussian channel, are significantly above key-hole capacities. This is due to the fact that at these short distances there are significant phase variations across the receive array. At distances of 500 times the array outer element separation these phase differences become negligible and the capacities approach closely that of a key-hole channel.
2) Measurements in Suburban Locations: As described in [76] , in this case there were five transmitting base station antennas and seven receiving remote antennas. The five transmitting antennas are horizontally arranged and mounted on a turntable on top of a 35-m-high stationary mast located on top of Crawford Hill. Each transmitting antenna has a gain of 13 dB with elevation and azimuth beam widths of 15 . The seven receiving antennas are arranged in an asymmetric cross-mounted on a turntable on top of pneumatically controlled mast. Each receiving antenna has a gain of 15 dB with a beam width of 26 . As expected because of the small amount of scattering in suburban locations at the antenna heights measured, the channel capacities are less that of an i.i.d complex Gaussian channel. Nonetheless, we measured median capacities of 24 b/s/Hz (at 20 dBm), which are significantly higher that the 14 b/s/Hz that could be achieved when the antenna elements are simply co-phased to increase antenna gain. Moreover, placement of the base array at top of hill may have resulted in lower angle spread then what would be expected in most areas.
3) Measurements in Dense Urban Locations: The measurements were carried out at 2.11 GHz in midtown Manhattan [77] , [78] . The base transmitter used a linear array of eight pairs of horizontal and vertical polarized radiating slot elements with the end elements separated by 20 wavelengths. The receiver was a rectangular array on a vertical plane consisting of 4 4 radiating slot elements with alternating polarizations separated by one half wavelength. The base antenna was located on a balcony at a height of 100 m while the receiver array was mounted on the side of a van at a height of 1.5 m. Care was taken to verify that the channel was unchanged during the 1.5 ms it took to collect a single matrix. The measured median capacities were 5.5, 10, and 34.2 b/s/Hz for 2, 4, and when 16 element arrays are used at the transmitter and receiver. These compare with theoretical median capacities 5.7, 11, and 43.6 b/s/Hz for the i.i.d. complex Gaussian channel of corresponding dimensions. For stationary locations the median channel coherence time was found to be about 80 ms.
D. A Measurement Based Statistical Propagation Model
The dense urban channel measurements indicate that the i.i.d complex Gaussian model assumption over estimates measured capacities, particularly for arrays with more than four elements. It turns out that the measured capacities can be accurately modeled [78] by introducing correlation among receiver and transmitter array elements, even when these correlations are assumed to be separable [42] . This is justified by the assumption that the immediate surroundings impose correlations among array elements but negligible correlations between the elements at the other end of the link. In this case, the channel matrix can be represented as in (6.4) by , where and are the correlation matrices of transmit antennas and receive antenna arrays. As described in [78] , the correlation between two copolarized mobile receive antennas was modeled as exponentially decaying with element separation, with a decay rate obtained from a fit to the measured data. The spatial decay rates for vertically and horizontally polarized mobile antennas were called and , respectively. At the base transmitter the correlations were found to have little trend with antenna separation, and were thus set to values found from a fit to measurements, called and for vertical and horizontal polarizations, respectively. These parameters vary with location as they were obtained from the measured data. We further model these correlation parameters as a set of Gaussian variables, defined by a 4 1 vector mean , and a 4 4 covariance matrix (7.6) where is a real Gaussian random variable with zero mean and unit variance. Furthermore, the values of the mean set of and the covariance matrix obtained from measurements are
It was found that even at this high base location, the signals from the base antennas had very low correlation of less than 0.2, even for antennas as close as two wavelengths away. This suggests very high angular spread at the base. Mobile antennas, on the other hand did have appreciable correlation. This may be attributed to the fact that the mobile antennas had a beamwidth of about 120 , thus limiting the angular field of view. Nevertheless, the measured capacities were 80% of the corresponding 16 16 complex Gaussian i.i.d. channel.
Generating the channel matrices according to (6.4) , with correlation matrices derived as above, results in the median relative error between measured and modeled capacity of only 3% as opposed to 18% when the antennas are assumed to be uncorrelated.
1) Extension to Capacities of Wideband Channels:
The capacity of a wideband channel is the limiting sum of the capacities of its narrowband channel approximations. The high spectral efficiencies reported in the New York City measurements can, thus, be used to estimate the actual capacity of the wideband channel simply by multiplying the spectral efficiency by the bandwidth. The only assumption needed here is that capacity of one narrow frequency bin is statistically indistinguishable from the capacity of any other bin. While this assumption may be questioned in the case of a single antenna communication, the considerable hardening of relative capacity that occurs for large numbers of antennas suggests that these results may be extended to any other frequency bin. Thus, it may be said that wideband capacities are expected to be high as well.
VIII. CONCLUSION
We reviewed some basic architectures, focusing on those which can be composed by using spatially 1-D codecs as building blocks. Thereby, the last half-century of advances of coding theory in the context of spatially 1-D codecs can be leveraged. A "long burst" perspective that was assumed 1 enabled the random channel Shannon capacity analysis. It was required that the transmitter know only the channel statistics of the random channel, which, for numerical purposes, we usually assumed to be modeled as a matrix Rayleigh channel. As requisite background for discussing these architectures we first explained the rate feedback architecture, which violated the rule that prohibits channel feedback other than statistical parameters.
Using the rate feedback architecture as background, we were able to present the D-BLAST, H-BLAST, and One Code architectures which have the transmit covariance matrix constrained to be a multiple of the identity matrix with trace, i.e., total power, . These three architectures all adhered to the no feedback rule and they all gave interesting performance when quantitatively compared to the LogDet ideal performance when operating at a specified outage. The ideal is achieved by D-BLAST which is the least practical of the three methods owing to the waste of space-time at the start and end of the burst and to the need for a separate coded block per diagonal (pair). (See [79] , for a novel architecture related to D-BLAST.)
The H-BLAST fared well at high SNRs and the One Code at low SNRs. Unlike One Code, the H-BLAST architecture needed codes, so One Code has an advantage when large coding blocks are needed to get required coding gains. On the other hand, H-BLAST could be refined so that in cases of layer failure only the failed layer need be transmittted, not the entire burst.
An early uncoded (V-BLAST) form of H-BLAST was demonstrated in 1998 at Crawford Hill Bell Labs in Holmdel, NJ. An (8, 12 ) system attained about 30% of Shannon capacity at a block-error rate of 5%.
All theoretical results were initially presented for narrowband (flat) channels, but the results are readily extendible to wideband frequency selective channels by creating a matrix with block matrix entries, one for each narrowband channel. All the blocks are zero except along the diagonal. We concentrated on the case of the channel unknown to the transmitter. The much simpler case of channel known to the transmitter was solved decades ago. We reviewed the solution which, like all the other architectures highlighted in this paper, can be composed using spatially 1-D codecs.
For a frequency selective channel, we showed that the LogDet capacity can be achieved by feeding back rates. We have also shown that the effective channel matrix of a frequency selective channel is unitarily invariant to the signaling scheme employed. The channel capacity is, therefore, the same for all signaling schemes, e.g., signaling using CDMA offers the same capacity as signaling using OFDM. In the case of MIMO, this may be generalized so that different signaling may be employed on different transmitters, without changing the capacity.
We also looked at some asymptotes where one of is fixed and the other goes to infinity. Then, converges to a multiple of the identity and the capacity is simply expressed in terms of uncoupled channels. Interesting capacity hardenings are expressed in Fig. 6 . When both and go to infinity, but their ratio is fixed, the asymptote is still computable using random matrix theory.
We have reviewed some recent measurements and models of MIMO channels, starting with some limiting cases, and discussed the results of recent measurements in real environments, where it was found that the channel matrices were well represented as correlated complex Gaussian processes with spatial correlations at the transmitter and at the receiver.
APPENDIX MATHEMATICAL BASIS FOR ARCHITECTURE ANALYSIS
In this section, we present some mathematical analysis that proves useful in establishing the results for analyzing D-BLAST, H-BLAST, and related architectures as well. We begin with an inductive proof of (3.4) drawing on [44] .
Fix and notice that the result is vacuously true for . Assuming that the result is true for dimensional signals, we then show that it is true for dimensional signals. For the proof, it is convenient to write instead of for the channel matrix to emphasize that the matrix has columns corresponding to transmitters.
Determining the Additional Capacity From the st Transmit Antenna: We write where is the -D column vector adjoined to the right of the -D columns of to form . We partition into four matrices as follows:
Using the determinant identity that is (2.5), we get that the above logarithm is (A2) We see from (A2) that the capacity added by the st antenna is (A.3)
Interpreting the channel capacity added by the st transmit antenna in terms of mitigating interference from interferers one through plus noise by using maximum SINR: Next, we look at the capacity contribution of the st transmit antenna when requiring maximization of the SINR when processing the signal from the st transmit antenna. We denote this SINR by . Under the maximum SINR processing requirement the added capacity is (A4)
Next, we will express and then show that this capacity is exactly the capacity given by (A3). From formula (2.5) (A5) Equations (A3) and (A5) for the two capacities contributed by the st antenna leave us to verify the following matrix identity in order to establish that they are indeed equal (A6) Under the constraint that the power is sufficiently small, we can expand both matrix inverses that appear on the left hand side in a convergent power series. Later, we will see we can drop this low power constraint. Aside from the two zeroth-order terms which clearly sum to zero, the generic term is (A7) It is evident that each such term also amounts to the zero matrix. If we look at any entry of the difference matrix on the left side of the above expression we see that it is a rational function of . Since this function vanishes on an interval, by analytical continuation it vanishes identically. We have demonstrated that the two capacities are equal.
The above analysis enables us now to prove that D-BLAST achieves LogDet performance. The reason is, that the lack of knowledge at the transmitter site of the rates associated with each of the transmit antennas is made up for by cycling to make all rates equal to th the value of the assumed total capacity. This assumed capacity is for when the channel is not in the out state. The key observation is that the capacities, , where . are the same for both rate feedback and for D-BLAST. For rate feedback these capacities are those of the modulated and coded substreams but not so for D-BLAST. Instead, for D-BLAST it is the equal capacities of the substreams that are diagonally presented to the bank of transmit antennas that are important. Whether we compose an -fold sum of the because we are cycling or not cycling we get the same total.
It may seem that the rate feedback architecture has the advantage that the channel capacity is the random LogDet value: it is not capped at the outage value as in D-BLAST. To be fair to D-BLAST, if we alter the rules and enhance D-BLAST by feeding back just one rate to the transmitter, namely, the random LogDet rate, it also can attain each random LogDet value. Nonetheless, it must be said, that in these circumstances, the horizontally based rate feedback structure, while requiring more rates to be fed back than D-BLAST has implementation ease advantages.
