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REPRESENTATIONS OF QUANTIZED FUNCTION ALGEBRAS
AND THE TRANSITION MATRICES FROM CANONICAL
BASES TO PBW BASES
HIRONORI OYA
Abstract. Let G be a connected simply-connected simple complex algebraic
group and g the corresponding simple Lie algebra. In the first half of the
present paper, we study the relation between the positive part Uq(n
+) of the
quantized enveloping algebra Uq(g) and the specific irreducible representations
of the quantized function algebra Qq[G], taking into account the right Uq(g)-
algebra structure of Qq [G]. This work is motivated by Kuniba, Okado and
Yamada’s result ([KOY]) together with Tanisaki and Saito’s results ([T], [S2]).
In the latter half, we calculate the transition matrices from the canonical basis
to the PBW bases of Uq(n
+) using the above relation. Consequently, we show
that the constants arising from our calculation are described by the structure
constants for the comultiplication of Uq(g). In particular, when g is of type
ADE, this result implies the positivity of the transition matrices, which was
originally proved by Lusztig ([L1]) in the case when the PBW bases are as-
sociated with the adapted reduced words of the longest element of the Weyl
group, and by Kato ([Kato]) in arbitrary cases. In fact, the constants in our
calculation coincide with ones arising from the calculation using the bilinear
form on Uq(n
±). We explain this coincidence in Appendix.
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2 HIRONORI OYA
1. Introduction
Notation 1.1. Denote the set of non-negative integers(= Z≧0) by N.
Let G be a connected simply-connected simple complex algebraic group and
g the corresponding simple Lie algebra. Then, we can define two Hopf algebras
over the complex number field C, the quantized enveloping algebra Uq(g)C and the
quantized function algebra Cq[G]. (In this case, q is a complex number which is
neither 0 nor a root of unity.) The Hopf algebras Uq(g)C and Cq[G] are q-analogues
of the universal enveloping algebra U(g) of g and the coordinate algebra C[G] of
G respectively. We can also define these Hopf algebras as the Hopf algebras over
the rational function field Q(q) in the same way, and denote these by Uq(g) and
Qq[G]. We will deal with Uq(g) and Qq[G]. The algebra Qq[G] has the natural
left and right Uq(g)-algebra structure.
In the first half of this paper, we study the relation between the positive part
Uq(n
+) of Uq(g) and the specific irreducible representations of Qq[G], which has
been pointed out by Kuniba, Okado and Yamada [KOY]. To explain this relation,
we recall the “tensor product construction” of the irreducible representations of
Qq[G] due to Soibelman [Soi].
Let I be the index set of simple roots of g and W the Weyl group of g. It
is known that, for each i ∈ I, there exists an infinite dimensional irreducible
representation πi of Qq[G], whose representation space Vsi has a natural basis{
|m〉i
}
m∈Z≧0
indexed by the non-negative integers ([VS], [Soi]). Take an element
w ∈W and fix its reduced expression w = si1 · · · sil .
Fact 1.2 ([Soi, 5.4]). The representation πw := πi1⊗· · ·⊗πil of Qq[G] is irreducible
and its isomorphism class does not depend on the choice of the reduced expressions
of w.
See for instance [KS, Chapter 3], [Jos, Chapter 10] for more details.
We explain Kuniba, Okado and Yamada’s result [KOY].Let w0 be the longest
element of W and N its length.It follows from the construction that the represen-
tation space Vw0 of πw0 has a basis
{
|m1〉i1⊗· · ·⊗ |ml〉iN (=: |(m)〉i)
}
m∈(Z≧0)
N for
each reduced word i = (i1, . . . , iN ) of w0 (which means that w0 = si1 · · · siN is a
reduced expression of w0). An intertwiner Θj,i from πi1⊗· · ·⊗πiN to πj1⊗· · ·⊗πjN
(i, j are reduced words of w0) is given by
|(0)〉i 7→ |(0)〉j.
We regard the map Θj,i as the identity map on Vw0 .
On the other hand, we have a basis {Eci }c∈(Z≧0)N , called the PBW basis, of
Uq(n
+) for each reduced word i of w0. See Definition 2.19 for the precise definition.
Set the Q(q)-linear isomorphism Φi : Uq(n
+)→ Vw0 by
Eci 7→ |(c)〉i (c ∈ (Z≧0)
N ).
Then, Kuniba, Okado and Yamada’s result is the following:
Fact 1.3 ([KOY, Theorem 5]). For any reduced words i, j of w0, we have
Φj = Θj,i ◦ Φi.
This fact says that the definition of the map Φi does not depend on the choice
of i, so we denote this map by ΦKOY.
We also use the conjecture [KOY, Conjecture 1], recently proved by Saito [S2]
and Tanisaki [T]. Let cλfλ,vw0λ
denote the element of Uq(g)
∗ determined by
x 7→ 〈fλ, x.vw0λ〉,
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where vw0λ is a lowest weight vector of the integrable highest weight Uq(g)-
module V (λ) with highest weight λ, and fλ is a highest weight vector of the
right Uq(g)-module V (λ)
∗. See Notation 2.10 for their normalization. We set
S :=
{
cλfλ,vw0λ
}
λ∈P+
, where P+ is the set of the dominant weights. Then, S is
a (left and right) Ore multiplicative set in Qq[G]. We consider the quotient ring
Qq[G]S and set
ξi := (1− q
2
i )
−1(c̟if̟i ,vw0̟i
.Ei)(c
̟i
f̟i ,vw0̟i
)−1 ∈ Qq[G]S ,
where ̟i is the fundamental weight and Ei is the positive Chevalley generator
associated with i ∈ I. Then, the action of Qq[G] on Vw0 can be extended to the
action of Qq[G]S , and
Fact 1.4 ([T, Proposition 7.6], [S2, Corollary 4.3.3]).
ΦKOY(Eix) = ξi.ΦKOY(x),
for all x ∈ Uq(n
+), where ξi. is the action of ξi on Vw0.
We calculate the action of the elements of Qq[G]S on Vw0 other than ξi’s. More
precisely, taking into account the right Uq(g)-action, we investigate the action of
the elements of Qq[G/N
−], which is a right Uq(g)-subalgebra of Qq[G] defined as
the set of invariants of Qq[G] with respect to the left action of Uq(n
−). We mainly
use the method appearing in the reference [Jos, Chapter 9].
The set S is also a (left and right) Ore multiplicative set in Qq[G/N
−]. The
quotient ring is denoted by Qq[G/N
−]S . We construct a right Uq(g)-algebra C
with the following properties:
• The right Uq(g)-algebra C is isomorphic to Qq[G/N
−] (the multiplicative
set in C corresponding to S is denoted by S ′).
• As a Q(q)-algebra, the quotient ring CS′ is naturally regarded as the non-
negative(=Borel) part Uˇ≧0 of (a variant of) the quantized enveloping al-
gebra whose basis {Kλ}λ∈P of its Cartan part is indexed by the elements
of the weight lattice P .
The right Uq(g)-algebra C can be regarded as a subalgebra of Uˇ
≧0 with a certain
right Uq(g)-algebra structure. Let {Gi}i∈I be the set of elements in CS′(= Uˇ
≧0)
corresponding to the positive Chevalley generators. Then, we have the following
theorem:
Theorem 1. Let Υ be the isomorphism Uˇ≧0 → Qq[G/N
−]S . (Note that Υ|C :
C → Qq[G/N
−].) Then,
Υ(Kλ) = c
λ
fλ,vw0λ
and Υ(Gi) = ξi (λ ∈ P+, i ∈ I).
Theorem 1 will be stated as Theorem 3.9 below. Combining this theorem with
Fact 1.4, we can compute the action of the element of the form cλfλ,vw0λ
.x (.x
means the right action of x ∈ Uq(g)) on Vw0 by computing the image of Kλ under
the right action of x in C.
In the latter half of this paper, we also deal with the canonical basis of Uq(n
+),
which is defined by Lusztig [L1] and subsequently by Kashiwara [K1] under the
different methods. The canonical basis of Uq(n
+) is a basis of Uq(n
+) which is
different from the PBW bases and does not depend on the choice of the reduced
expressions of w0. The elements of this basis have many nice properties, but it is
difficult to calculate the explicit forms of them unlike the PBW bases, in general.
For an element G+ of the canonical basis of Uq(n
+), we can write
G+ =
∑
c
iζ
G+
c E
c
i with iζ
G+
c ∈ Z[q
±1].
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Our aim is to investigate the coefficients iζ
G+
c by using the representation Vw0 of
Qq[G].
Let us explain our method briefly. Fix an arbitrary reduced word i of w0.
Take the sufficiently “large” dominant integral weight λ0 associated with G
+ and
set cG+ := c
λ0
fλ0 ,vw0λ0
. ∗ (G+), where ∗ is a certain Q(q)-algebra anti-involution
of Uq(g). (Definition 2.4). By Theorem 1 (and Fact 1.4), we can show that the
element Φ−1KOY(cG+ .|(0)〉i) of Uq(n
+) is equal to G+ modulo the terms of the form
(the sufficiently large powers of q)·Eci when we express this element using the
PBW basis.
On the other hand, it is possible in principle to compute the element cG+ .|(0)〉i
according to the definition of the tensor product module Vw0 . In fact, it is difficult
to obtain the explicit result, but we can compute it modulo the terms of the form
(the sufficiently large powers of q)·|(c)〉i. Taking the identification via ΦKOY
into consideration, we obtain the desired coefficients iζ
G+
c and show that they
are described by the structure constants for the comultiplication of Uq(g). In
particular, when the Lie algebra g is of type ADE, these structure constants are
the elements of N[q±1] by Lusztig’s theorem ([L2, Theorem 11.5]). Using this fact,
we obtain the following theorem:
Theorem 2. Assume that the Lie algebra g is of type ADE. Take an arbitrary
reduced word i of w0 and an element G
+ of the canonical basis of Uq(n
+). Then,
we have
G+ =
∑
c
iζ
G+
c E
c
i with iζ
G+
c ∈ N[q
±1].
Theorem 2 will be stated as Theorem 5.2 below. We remark that Theorem 5.2
is actually the negative counterpart of Theorem 2. However, the statement in the
negative side can be immediately translated into that for the positive side and
vice versa.
In fact, this theorem itself is not a new result. It was originally proved by
Lusztig in his original paper of the canonical bases ([L1, Corollary 10.7]) in the
case when PBW bases are associated with the “adapted” reduced words of w0
(See [L1, 4.7].), through his geometric realization of the elements of the canon-
ical bases and PBW bases. Recently, this fact for arbitrary PBW bases was
proved by Kato ([Kato, Theorem 4.17]), through the categorification of PBW
bases by using the Khovanov-Lauda-Rouquier algebras. Beyond type ADE, by
the way, McNamara also established the categorification of PBW bases via the
Khovanov-Lauda-Rouquier algebras for arbitrary finite types ([M1, Theorem 3.1],
the dual PBW bases) and symmetric affine types ([M2, Theorem 24.4]). Hence, in
fact, such positivity also holds for symmetric affine types ([M2, Theorem 24.10])
though we do not deal with them in this paper. (For nonsymmetric finite types,
the “canonical basis” arising from the Khovanov-Lauda-Rouquier categorification
does not coincide with the above-mentioned canonical basis and the positivity
theorem fails in general.)
When we perform our calculation, we heavily use the properties of the canonical
basis of Uq(n
±), the canonical and dual canonical bases of the highest weight
integrable modules of Uq(g), since the coproduct of cG+ is described by these
objects. One of the important properties, “Similarity of the structure constants”,
will be proved in Section 4. (Proposition 4.17)
After this paper was submitted to the preprint server, Yoshiyuki Kimura pointed
out to the author the existence of a much simpler proof of the positivity of the
transition matrices from canonical bases to PBW bases. We explain the proof of
this which is obtained from his comments in the first half of Appendix. Moreover,
REPRESENTATIONS OF QUANTIZED FUNCTION ALGEBRAS 5
this method provides, in fact, the same constants as in Section 5 even when g
is of nonsymmetric (finite) type. We check this point in the latter half. Since
the calculation in Section 5 is slightly complicated, it might be helpful to read
Subsection A.1 before reading Section 5. At last, we also state the corollaries of
this comparison.
Acknowledgements. The author is greatly indebted to Yoshiyuki Kimura, Yoshi-
hisa Saito and Toshiyuki Tanisaki for many helpful discussions and comments.
The appendix in this paper is attached essentially motivated by Kimura’s com-
ments. I would also like to thank Ryo Sato for many helpful discussions. This work
was supported by the Program for Leading Graduate Schools, MEXT, Japan.
2. Preliminaries I : the quantized enveloping algebras and the
quantized function algebras
2.1. Definitions of Uq(g) and Qq[G]. Firstly, we review the definition of the
quantized enveloping algebras and the quantized function algebras.
Notation 2.1. Let g be a finite dimensional complex simple Lie algebra, ∆ the
root system of g with respect to a fixed Cartan subalgebra h, Q(⊂ h∗) the root
lattice, Q∨(⊂ h) the coroot lattice. Fix a set of simple roots Π = {αi}i∈I(⊂ ∆ ⊂
h∗) and denote the set of simple coroots by Π∨ := {α∨i }i∈I(⊂ h). (〈α
∨
i , αj〉)i,j∈I
is called the Cartan matrix of g. We say that the Lie algebra g is of type ADE if
the Cartan matrix of g is symmetric. Let W be the Weyl group, e the unit of W ,
si(∈ W ) the simple reflection corresponding to αi. (i.e. si(λ) = λ− 〈λ, α
∨
i 〉αi for
λ ∈ h∗.), w0 the longest element of W and l(w) the length of an element w of W .
Define the symmetric bilinear form ( , ) on h∗ by 2(αi, αj)/(αi, αi) = 〈α
∨
i , αj〉 and
(αi, αi) = 2 for all short simple root αi. Define Q+ :=
∑
i∈I Z≧0αi, Q− := −Q+,
∆+ := ∆∩Q+ (the set of positive roots), P := { λ ∈ h
∗ | 〈λ, α∨i 〉 ∈ Z for all i ∈ I }
(the integral weight lattice), and P+ :=
{
λ ∈ h∗
∣∣ 〈λ, α∨i 〉 ∈ Z≧0 for all i ∈ I } (the
set of dominant integral weights). ̟i denotes the fundamental weight such that
〈̟i, α
∨
j 〉 = δi,j . We define the partial order ≤ on Q by α ≤ β ⇔ β − α ∈ Q+.
For an element α :=
∑
i∈I miαi ∈ Q (mi ∈ Z), we set htα :=
∑
i∈I mi (called the
height of α).
We set
qi := q
(αi,αi)
2 ,
[n] :=
qn − q−n
q − q−1
for n ∈ Z,[
n
k
]
:=

[n][n− 1] · · · [n− k + 1]
[k][k − 1] · · · [1]
if n ∈ Z, k ∈ Z>0,
1 if n ∈ Z, k = 0,
[n]! := [n][n− 1] · · · [1] for n ∈ Z>0, [0]! := 1.
Note that [n],
[
n
k
]
∈ Z[q±1] and
[
n
k
]
=
[n]!
[k]![n − k]!
if n ≧ k ≧ 0. For a
rational function X ∈ Q(q), we define Xi by the rational function obtained from
X by substituting q by qi (i ∈ I).
Definition 2.2. The quantized enveloping algebra Uq(g) is the unital associative
Q(q)-algebra defined by the generators
Ei, Fi (i ∈ I), Kh (h ∈ Q
∨),
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and the relations (i)-(vi) below.
(i) K0 = 1, KhKh′ = Kh+h′ for all h, h
′ ∈ Q∨,
(ii) KhEi = q
〈h,αi〉EiKh for all h ∈ Q
∨, i ∈ I,
(iii) KhFi = q
−〈h,αi〉FiKh for all h ∈ Q
∨, i ∈ I,
(iv) [Ei, Fj ] = δij
Ki −K−i
qi − q
−1
i
for all i, j ∈ I,
where Ki := K (αi,αi)
2
α∨i
and K−i := K− (αi,αi)
2
α∨i
,
(v)
1−〈α∨i ,αj〉∑
k=0
(−1)kE
(k)
i EjE
(1−〈α∨i ,αj〉−k)
i = 0 for all i, j ∈ I with i 6= j,
(vi)
1−〈α∨i ,αj〉∑
k=0
(−1)kF
(k)
i FjF
(1−〈α∨i ,αj〉−k)
i = 0 for all i, j ∈ I with i 6= j
where X
(n)
i :=
Xni
[n]i!
.
For α =
∑
i∈I
miαi ∈ Q (mi ∈ Z), we set Kα := K∑
i∈I
mi(αi,αi)
2
α∨i
. Note that
K±αi = K±i.
The subalgebra of Uq(g) generated by {Ei}i∈I (resp. {Fi}i∈I , {Kα∨i }i∈I ) is
denoted by Uq(n
+) (resp. Uq(n
−), U0 ).
For α ∈ Q, we set
Uq(g)α :=
{
u ∈ Uq(g)
∣∣ KhuK−h = q〈α,h〉u for all h ∈ Q∨ } .
The elements of Uq(g)α are called homogeneous and said to have weights α. For a
homogeneous element u ∈ Uq(g)α, we set wtu = α. Uq(n
+)α, Uq(n
−)α are defined
similarly.
There exists a Q(q)-linear isomorphism Uq(n
−)⊗U0⊗Uq(n
+)→ Uq(g), a⊗ b⊗
c 7→ abc. This is called the triangular decomposition of Uq(g).
The algebra Uq(g) has a Hopf algebra structure given by the following comul-
tiplication ∆, counit ε and antipode S:
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ε(Ei) = 0, S(Ei) = −K−iEi,
∆(Fi) = Fi ⊗K−i + 1⊗ Fi, ε(Fi) = 0, S(Fi) = −FiKi,
∆(Kα∨i ) = Kα∨i ⊗Kα∨i , ε(Kα∨i ) = 1, S(Kα∨i ) = K−α∨i ,
for all i ∈ I.
Remark 2.3. This Uq(g) is called of simply-connected type in [L4].
Definition 2.4. We define theQ(q)-algebra, anti-coalgebra involution ω : Uq(g)→
Uq(g) by
ω(Ei) = Fi, ω(Fi) = Ei, ω(Kα∨
i
) = K−α∨
i
,
for i ∈ I. We define the Q(q)-algebra anti-involutions ∗, ϕ, ω′ : Uq(g)→ Uq(g) by
∗(Ei) = Ei, ∗(Fi) = Fi, ∗(Kα∨i ) = K−α∨i ,
ϕ(Ei) = Fi, ϕ(Fi) = Ei, ϕ(Kα∨i ) = Kα∨i ,
ω′(Ei) = KiFi, ω
′(Fi) = EiK−i, ω
′(Kα∨i ) = Kα∨i ,
for i ∈ I. Note that ω′ is a Q(q)-coalgebra involution and ω = ∗ ◦ ϕ = ϕ ◦ ∗.
We define the Q-algebra involution (·) : Uq(g)→ Uq(g) by
Ei = Ei, Fi = Fi, Kα∨i = K−α∨i , q = q
−1,
for i ∈ I.
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Definition 2.5. For i ∈ I, define the Q(q)-linear maps ir, ri : Uq(n
+)→ Uq(n
+)
by
ir(xy) = ir(x)y + q
〈wtx,α∨i 〉
i xir(y) and ir(Ej) = δij ,
ri(xy) = q
〈wt y,α∨i 〉
i ri(x)y + xri(y) and ri(Ej) = δij ,
for j ∈ I and homogeneous elements x, y ∈ Uq(n
+).
Moreover, we set ie
′ := (·) ◦ ω ◦ ri ◦ ω ◦ (·)
∣∣∣
Uq(n−)
, e′i := (·) ◦ ω ◦ ir ◦ ω ◦ (·)
∣∣∣
Uq(n−)
:
Uq(n
−)→ Uq(n
−).
We have ∗ ◦ ir ◦ ∗|Uq(n+) = ri and ∗ ◦ ie
′ ◦ ∗|Uq(n−) = e
′
i for all i ∈ I.
For any homogeneous element x ∈ Uq(n
+), y ∈ Uq(n
−) and p ∈ Z≧0, we have
∆(x) = E
(p)
i Kx−pαi ⊗ q
− 1
2
p(p−1)
i (ir)
p(x) +
∑
x′∈Uq(n+):homogeneous,
wtx′ 6=pαi
x′Kwt x′′ ⊗ x
′′,
∆(x) = q
− 1
2
p(p−1)
i (ri)
p(x)Kpαi ⊗E
(p)
i +
∑
x′′∈Uq(n+):homogeneous,
wtx′′ 6=pαi
x′Kwt x′′ ⊗ x
′′,
∆(y) = F
(p)
i ⊗ q
1
2
p(p−1)
i K−pαi(e
′
i)
p(y) +
∑
y′∈Uq(n−):homogeneous,
wt y′ 6=−pαi
y′ ⊗Kwt y′y
′′,
∆(y) = q
1
2
p(p−1)
i (ie
′)p(y)⊗Kwt y+pαiF
(p)
i +
∑
y′′∈Uq(n−):homogeneous,
wt y′′ 6=−pαi
y′ ⊗Kwt y′y
′′.
For a homogeneous element x ∈ Uq(n
+) (resp. Uq(n
−)) with wtx 6= 0, we have
(1) if ir(x) = 0 (resp. e
′
i(x) = 0) for all i ∈ I, then x = 0, and
(2) if ri(x) = 0 (resp. ie
′(x) = 0) for all i ∈ I, then x = 0.
For a homogeneous element x ∈ Uq(n
+) (resp. Uq(n
−)), we have
ri(x) = q
〈wtx−αi,α
∨
i 〉
i ir(x) (2.1)
(resp. e′i(x) = q
〈wtx+αi,α
∨
i 〉
i ie
′(x)) (2.2)
For x ∈ Uq(n
+) and y ∈ Uq(n
−), we have
• Fix− xFi =
K−iir(x)− ri(x)Ki
qi − q
−1
i
in Uq(g), and
• Eiy − yEi =
ie
′(y)Ki −K−ie
′
i(y)
qi − q
−1
i
in Uq(g).
See [L4, Chapter 1, 3.1.5] for details.
Definition 2.6. Let M be a left (resp. right) Uq(g)-module. For any λ ∈ P , we
set
Mλ :=
{
m ∈M
∣∣ Kh.m = q〈h,λ〉m (resp. m.Kh = q〈h,λ〉m) for all h ∈ Q∨ }.
We say that M is integrable if M satisfies
• M =
⊕
λ∈P
Mλ,
• The action of Ei and Fi are locally nilpotent on M for all i ∈ I.
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Let Oint(g) (resp. Oint(g
opp)) be the category of finite dimensional integrable
left (resp. right) Uq(g)-modules. The category Oint(g) (resp. Oint(g
opp)) is a
semisimple category and its irreducible objects are isomorphic to exactly one V (λ)
(resp. V r(λ)) for some λ ∈ P+, where V (λ) (resp. V
r(λ)) is the irreducible inte-
grable left (resp. right) Uq(g)-module with highest weight λ. (See. [Jan, Chapter
5])
Remark 2.7. A highest weight vector of a right Uq(g)-module is a vector which
vanishes by the action of Fi’s (i ∈ I).
The dual space V (λ)∗ of V (λ) has a natural right Uq(g)-module structure, and
V (λ)∗ is isomorphic to V r(λ) as a right Uq(g)-module.
Definition 2.8. The dual space Uq(g)
∗ of Uq(g) has a natural Uq(g)-bimodule
structure. Hence, we can define the subspace Qq[G] of Uq(g)
∗ by
{ f ∈ Uq(g)
∗ | Uq(g).f belongs to Oint(g) and f.Uq(g) belongs to Oint(g
opp) } ,
Then, Qq[G] has a Hopf algebra structure ([Jan, Chapter 7]) induced from one of
Uq(g), and a left and right Uq(g)-algebra structure. Note that Uq(g)
∗ has a natural
Q(q)-algebra structure but does not have the bialgebra (hence, the Hopf algebra)
structure. This Hopf algebra Qq[G] is called the quantized function algebra. By
abuse of notation, the coproduct (resp. the counit, the antipode) of Qq[G] is also
denoted by ∆ (resp. ε, S).
The Hopf algebra Qq[G] is a quantum analogue of the algebra of regular func-
tions on G where G is the connected simply-connected simple complex alge-
braic group whose Lie algebra is g. There is the q-analogue of the Peter-Weyl
theorem([K2, Proposition 7.2.2]):
Proposition 2.9. For λ ∈ P+, we define the Uq(g)-bimodule homomorphism
Ψλ : V (λ)
∗ ⊗ V (λ)→ Qq[G] by f ⊗ v 7→ (u 7→ 〈f, u.v〉). Then,⊕
λ∈P+
Ψλ :
⊕
λ∈P+
V (λ)∗ ⊗ V (λ)→ Qq[G]
is an isomorphism of Uq(g)-bimodules.
Notation 2.10. For f ∈ V (λ)∗ and v ∈ V (λ), we set
cλf,v := Ψλ(f ⊗ v).
For each λ ∈ P+, we fix a highest weight vector of V (λ) (resp. V
∗(λ)), denoted by
vλ (resp. fλ). We make an assumption that 〈fλ, vλ〉 = 1. For w = sil(w) · · · si1 ∈
W , we set
vwλ := F
(〈sil(w)−1 ···si1λ,α
∨
il(w)
〉)
il(w)
· · ·F
(〈si1λ,α
∨
i2
〉)
i2
F
(〈λ,α∨i1
〉)
i1
.vλ,
fwλ := fλ.E
(〈λ,α∨i1
〉)
i1
E
(〈si1λ,α
∨
i2
〉)
i2
· · ·E
(〈sil(w)−1 ···si1λ,α
∨
il(w)
〉)
il(w)
.
It is well known that vwλ and fwλ depend only on the weight wλ (i.e. not on the
choice of w and its reduced expression. See [L4, Proposition 39.3.7]). Moreover,
〈fwλ, vwλ〉 = 1.
2.2. A review of the representation theory of the quantized function al-
gebras. Let us recall some basic facts on simple Qq[G]-modules due to Soibelman
et al.
Definition 2.11 (The Qq[G]-modules Vsi). First, we construct a certain simple
Qq[SL2]-module. The algebra Qq[SL2] is generated by cij := F
δ2,j .c̟f̟ ,v̟ .E
δ2,i
(i, j ∈ {1, 2}). (Since I = {∗}, Ei, Fi, ̟i (i ∈ I) are simply denoted by E, F ,
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̟, respectively.) Moreover, cij ’s satisfies the following relations and, in fact, the
relations of cij ’s are exhausted by them:
c11c12 = qc12c11, c21c22 = qc22c21,
c11c21 = qc21c11, c12c22 = qc22c12,
[c12, c21] = 0, [c11, c22] = (q − q
−1)c12c21,
c11c22 − qc12c21 = 1.
Let V :=
⊕
m∈Z≧0
Q(q) |m〉 be an infinite dimensional Q(q)-vector space with a basis
indexed by non-negative integers. We define a Qq[SL2]-module structure on V by
c11. : |m〉 7−→
{
0
|m− 1〉
if m = 0,
if m ∈ Z>0,
c12. : |m〉 7−→ q
m |m〉 for m ∈ Z≧0,
c21. : |m〉 7−→ −q
m+1 |m〉 for m ∈ Z≧0,
c22. : |m〉 7−→ (1− q
2(m+1)) |m+ 1〉 for m ∈ Z≧0.
By the construction, it is easy to see that this is a simple Qq[SL2]-module. The
algebra homomorphism Qq[SL2] → EndQ(q)(V ) corresponding to this infinite di-
mensional Qq[SL2]-module is denoted by π.
Next, we construct simple representations of Qq[G] using this representation π.
For i ∈ I, there exists the injective Hopf algebra homomorphism φi : Uqi(sl2)→
Uq(g) defined by E 7→ Ei, F 7→ Fi and Kα(= Kα∨) 7→ Ki. The image of φi is
denoted by Uqi(sl2,i). Hence, we have the dual surjective Hopf algebra homomor-
phism φ∗i : Qq[G]→ Qqi [SL2], f 7→ f |Uqi (sl2,i)
◦ φi.
Therefore, we obtain the representations π|q=qi◦φi of Qq[G] (i ∈ I). The simple
Qq[G]-module corresponding to this representation will be denoted by Vsi (= V
as a vector space) and its natural basis will be denoted by
{
|m〉i
}
m∈Z≧0
. The
trivial Qq[G]-module will be denoted by Ve.
The following theorem is known as the tensor product theorem.
Theorem 2.12 ([Soi, 5.4]). Let w ∈ W . Then, for any reduced expression w =
si1 · · · sil(w) , the Qq[G]-module Vsi1 ⊗ · · · ⊗ Vsil(w) is simple and its isomorphism
class does not depend on the choice of the reduced expressions of w. Moreover,
for any two reduced expression w = si1 · · · sil(w) = sj1 · · · sjl(w), we have the Qq[G]-
module isomorphism Θj,i : Vsi1 ⊗ · · · ⊗ Vsil(w) → Vsj1 ⊗ · · · ⊗ Vsjl(w) given by
|0〉i1 ⊗ · · · ⊗ |0〉il(w) 7→ |0〉j1 ⊗ · · · ⊗ |0〉jl(w) , where i = (i1, . . . , il(w)) and j =
(j1, . . . , jl(w)).
Hence, we denote this module by Vw.
The module Vw is a “highest weight module” in some sense. Let us explain this
point.
Definition 2.13. We define the subspaces Qq[G/N
+], Qq[G/N
−] of Qq[G] by
Qq[G/N
+] := spanQ(q)
{
cλf,v
∣∣∣ f ∈ V (λ)∗, v ∈ V (λ)λ } ,
Qq[G/N
−] := spanQ(q)
{
cλf,v
∣∣∣ f ∈ V (λ)∗, v ∈ V (λ)w0λ } .
Then, Qq[G/N
+] and Qq[G/N
−] are the right Uq(g)-subalgebras of Qq[G].
The following lemma is the “triangular decomposition” of Qq[G]. ([KS, Chap-
ter3])
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Lemma 2.14. The multiplication Qq[G/N
−]⊗Q(q) Qq[G/N
+]→ Qq[G], c⊗ c
′ 7→
cc′ is surjective.
We have the following proposition. ([Jos, Proposition 10.1.1, Lemma 10.1.7,
Theorem 10.1.18])
Proposition 2.15. Let w ∈ W and w = si1 · · · sil(w) be its reduced expression.
Set |(0)〉w := |0〉i1 ⊗ · · · ⊗ |0〉il(w) ∈ Vsi1 ⊗ · · · ⊗ Vsil(w) .
Then,
(i) Qq[G/N
+]. |(0)〉w = Q(q) |(0)〉w, and
(ii) if cλf,vλ . |(0)〉w 6= 0 for some weight vector f ∈ V (λ)
∗, then wt f = wλ.
Moreover,
(I) if cλf,vλ .Vw 6= 0 for some λ ∈ P+ and a weight vector f ∈ V (λ)
∗, then
wt f ≥ wλ,
(II) if cλf,vw0λ
.Vw 6= 0 for some λ ∈ P+ and a weight vector f ∈ V (λ)
∗, then
wt f ≤ ww0λ.
2.3. Kuniba-Okado-Yamada’s theorem. Kuniba-Okado-Yamada’s theorem
points out the relation between the Q(q)-vector space Uq(n
+) and the simple
Qq[G]-module Vw0 . To explain this, we introduce the PBW bases of Uq(n
+). ([L4,
Chapter 37,40])
Definition 2.16 (Symmetries T ′i,ǫ, T
′′
i,ǫ). For i ∈ I and ǫ ∈ {±1}, there exist
Q(q)-algebra automorphisms T ′i,ǫ, T
′′
i,ǫ : Uq(g)→ Uq(g) defined by
T ′i,ǫ(Ei) = −KǫiFi, T
′
i,ǫ(Fi) = −EiK−ǫi,
T ′i,ǫ(Ej) =
∑
r+s=−〈α∨i ,αj〉
(−1)rqǫri E
(r)
i EjE
(s)
i for j 6= i,
T ′i,ǫ(Fj) =
∑
r+s=−〈α∨i ,αj〉
(−1)rq−ǫri F
(s)
i FjF
(r)
i for j 6= i,
T ′i,ǫ(Kh) = Kh−〈αi,h〉α∨i ,
T ′′i,ǫ(Ei) = −FiKǫi, T
′′
i,ǫ(Fi) = −K−ǫiEi,
T ′′i,ǫ(Ej) =
∑
r+s=−〈α∨i ,αj〉
(−1)rq−ǫri E
(s)
i EjE
(r)
i for j 6= i,
T ′′i,ǫ(Fj) =
∑
r+s=−〈α∨i ,αj〉
(−1)rqǫri F
(r)
i FjF
(s)
i for j 6= i,
T ′′i,ǫ(Kh) = Kh−〈αi,h〉α∨i .
Note that
T ′i,ǫ = (T
′′
i,−ǫ)
−1 ω ◦ T ′i,ǫ ◦ ω = T
′′
i,ǫ,
∗ ◦ T ′i,ǫ ◦ ∗ = T
′′
i,−ǫ, (·) ◦ T
#
i,ǫ ◦ (·) = T
#
i,−ǫ
where # ∈ { ′, ′′}.
Definition 2.17 (PBW bases). Let ǫ ∈ {±1} and i = (i1, i2, . . . , il(w0)) be a
reduced word of the longest element w0 of W . (i.e. w0 = si1si2 · · · sil(w0) .)
Then, the vectors{
E
(c1)
i1
T ′i1,ǫ(E
(c2)
i2
) · · · T ′i1,ǫT
′
i2,ǫ · · · T
′
il(w0)−1,ǫ
(E
(cl(w0))
il(w0)
)
∣∣∣ (c1, c2, . . . , cl(w0)) ∈ (Z≧0)l(w0) }
form a basis of Uq(n
+). Moreover, the vectors{
E
(c1)
i1
T ′′i1,ǫ(E
(c2)
i2
) · · · T ′′i1,ǫT
′′
i2,ǫ · · · T
′′
il(w0)−1,ǫ
(E
(cl(w0))
il(w0)
)
∣∣∣ (c1, c2, . . . , cl(w0)) ∈ (Z≧0)l(w0) }
also form a basis of Uq(n
+). They are called the PBW bases of Uq(n
+). (See, for
instance, [Jan, Chapter 8] for details.)
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Remark 2.18. For any reduced word i = (i1, i2, . . . , il(w0)) of w0, we have
∆+ = {β
1
i , β
2
i , . . . , β
l(w0)
i } where β
k
i := si1 · · · sik−1(αik).
For any k = 1, . . . , l(w0), we have
T#i1,ǫT
#
i2,ǫ
· · ·T#ik−1,ǫ(Eik) ∈ Uq(n
+)βk
i
,
and if βki = αi for some i ∈ I, then
T#i1,ǫT
#
i2,ǫ
· · ·T#ik−1,ǫ(Eik) = Ei,
where # ∈ { ′, ′′}. See for instance [Jan, Proposition 8.20].
Definition 2.19. In the setting of Theorem 2.17, we set
Eci := E
(c1)
i1
T ′i1,1(E
(c2)
i2
) · · · T ′i1,1T
′
i2,1 · · ·T
′
il(w0)−1,1
(E
(cl(w0))
il(w0)
),
where c = (c1, c2, . . . , cl(w0)) ∈ (Z≧0)
l(w0).
Now, we can state Kuniba-Okado-Yamada’s theorem. Let i = (i1, i2, . . . , il(w0))
be a reduced word of w0. For c = (c1, c2, . . . , cl(w0)) ∈ (Z≧0)
l(w0), we set
|(c)〉i := |c1〉i1 ⊗ · · · ⊗ |cl(w0)〉il(w0)
Define the Q(q)-linear isomorphism Φi : Uq(n
+)→ Vw0 by E
c
i 7→ |(c)〉i.
Theorem 2.20 ([KOY, Theorem 5]). For any two reduced words i, j of w0, we
have
Φj = Θj,i ◦ Φi.
Now, Θj,i can be regarded as the identity map of Vw0 . (i.e. We can identify
Vsi1 ⊗ · · · ⊗ Vsil(w0)
with Vsj1 ⊗ · · · ⊗ Vsjl(w0)
via Θj,i.) Hence, this theorem says
that Uq(n
+) and Vw0 have the “same” natural bases and the map Φi is determined
independently of the choice of i. In this sense, we denote this map Uq(n
+)→ Vw0
by ΦKOY. We will investigate the canonical basis of Uq(n
+) using ΦKOY in Section
5.
3. The isomorphism Qq[G/N
+] ≃
⊕
λ∈P+
F (λ)Kλ
By Lemma 2.14 and Proposition 2.15, we have Vw0 = Qq[G/N
−].|(0)〉i. In this
section, we first establish the isomorphism of the right Uq(g)-algebras between
Qq[G/N
−] and the specific subalgebra of a variant of the quantized enveloping
algebra. Next, we check the compatibility of Kuniba-Okado-Yamada’s conjecture
and this isomorphism. (Theorem 3.9) Kuniba-Okado-Yamada’s conjecture was
recently proved by Saito ([S2]) and Tanisaki ([T]). This compatibility is one of
the main tools of this paper.
The above-mentioned isomorphism is essentially written in the reference ([Jos,
Lemma 9.1.7]). However, our convention is slightly different from the one in that
book (coproduct, left or right,. . . ). So, we attach the details for the reader’s
convenience.
Definition 3.1. We consider the right adjoint action Ad of Uq(g) on itself defined
by Ad(u)x =
∑
(u) S(u(1))xu(2) for u, x ∈ Uq(g), where ∆(u) =
∑
(u) u(1) ⊗ u(2).
Note that this is a right action. We have the following equalities:
Ad(Ei)x = −K−iEix+K−ixEi,
Ad(Fi)x = −FiKixK−i + xFi,
Ad(Kα∨i )x = K−α∨i xKα∨i ,
for i ∈ I and x ∈ Uq(g).
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Now, we can define a filtration F on Uq(g) in which Ei has degree (αi, αi)/2,
Fi has degree 0 and Kα∨i has degree 1 (i ∈ I). By the equalities above, this
filtration is Ad(Uq(g))-invariant. Hence, we obtain the right action of Uq(g) on
grF Uq(g)(:=
⊕
i∈Z
Fi(Uq(g))/Fi−1(Uq(g))) from the right adjoint action Ad. (This
induced action will be again denoted by Ad.)
Let us denote by U+ the subalgebra of Uq(g) generated by {−K−iEi(=: Gi)}i∈I .
Then, U+ is isomorphic to Uq(n
+) as a Q(q)-algebra. Now, Gi has degree 0 with
respect to F . Therefore, U+ can be naturally embedded into grF Uq(g) as a
Q(q)-algebra and its image will be denoted by Uˇ+.
Lemma 3.2. Uˇ+ is a right Uq(g)-submodule of grF Uq(g).
Proof. It is easy to check that Ad(Ei) and Ad(Kα∨i ) preserve Uˇ
+. So, we have
only to prove that Ad(Fi) preserves Uˇ
+ (i ∈ I).
we have
Ad(Fi)(xy) = Ad(Fi)(x)Ad(K−i)(y) + xAd(Fi)(y)
for x, y ∈ Uˇ+ and
Ad(Fi)(Gj) = −FiKi(−K−jEj)K−i + (−K−jEj)Fi
= K−j(FiEj − EjFi) = δij
−1 +K2−i
qi − q
−1
i
= δij
−1
qi − q
−1
i
.
The last equality follows because the degree of K2−i is −(αi, αi) (< 0).
These equalities complete the proof. 
Lemma 3.3. Let Kλ be the symbol indexed by an element λ of P+ and Uˇ
+Kλ be
the Q(q)-vector space such that
a(xKλ) = (ax)Kλ and xKλ + yKλ = (x+ y)Kλ
for a ∈ Q(q) and x, y ∈ Uˇ+. Then,
(I) The vector space Uˇ+Kλ has the right Uq(g)-module structure (the action
of Uq(g) is denoted by Adλ) defined by the Leibnitz rule, the given right
adjoint action of Uq(g) on Uˇ
+ and,
Adλ(Ei)Kλ = (1− q
〈2λ,α∨i 〉
i )GiKλ,
Adλ(Fi)Kλ = 0, Adλ(Kh)Kλ = q
〈λ,h〉Kλ
for i ∈ I and h ∈ Q∨.
(II) The right Uq(g)-module Uˇ
+Kλ is isomorphic to the graded dual M(λ)
∗,gr
of the (left) Verma module M(λ) with highest weight λ, where the graded
dual is defined by
⊕
γ∈P
HomQ(q)(M(λ)γ ,Q(q)) with a natural right Uq(g)-
module structure.
Proof. To prove (I), it suffices to show that the relations (i)-(vi) in 2.2 are satisfied
as the operators on Uˇ+Kλ. The relations (i), (ii), (iii), (vi) are easily checked.
The relation (v) is satisfied since the action of Ei on Kλ is essentially the same
as the right adjoint action of Ei on the element K∑
i∈I 2(λ,αi)̟
∨
i
in the variant of
the quantized enveloping algebra whose basis of the Cartan part is indexed by the
coweights (called the adjoint type in [L4]), where 〈̟∨i , αj〉 = δij(i, j ∈ I).
The relation (iv) can be checked by straightforward calculation. Hence, (I)
follows.
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For (II), we have only to prove that the graded dual (Uˇ+Kλ)
∗,gr of Uˇ+Kλ is
isomorphic to M(λ). Let lλ be the element of (Uˇ
+Kλ)
∗,gr
λ (1 dimensional) such
that lλ(Kλ) = 1. Then, we have Ei.lλ = 0 for all i ∈ I.
Now, by the proof of Lemma 3.2, we can identify −(qi− q
−1
i )Ad(Fi) on Uˇ
+ as
ri on Uq(n
+) via the Q(q)-algebra isomorphism Uˇ+ → Uq(n
+), Gi 7→ Ei. Hence, it
follows from Definition 2.5 (2) that (Uˇ+Kλ)
∗,gr = Uq(g).lλ. Therefore, there exists
a surjective (left) Uq(g)-module homomorphism M(λ) → (Uˇ
+Kλ)
∗,gr. Moreover,
these modules have the same formal characters. Hence, these modules are iso-
morphic and this completes the proof of (II). 
We can deduce from Lemma 3.3 (II) that Adλ(Uq(g))(Kλ) is a finite dimensional
right Uq(g)-module isomorphic to V (λ)
∗.
Notation 3.4. For λ ∈ P+, we set F (λ)Kλ := Adλ(Uq(g))(Kλ) (F (λ) ⊂ Uˇ
+).
Lemma 3.5. For λ, µ ∈ P+, we have F (λ)F (µ) = F (λ+ µ).
Proof. It suffices to show that F (λ)F (µ)Kλ+µ is a right Uq(g)-submodule of
Uˇ+Kλ+µ. It is clear that the actions of Fi (i ∈ I) and Kh (h ∈ Q
∨) pre-
serve the space F (λ)F (µ)Kλ+µ. Consider the action of Ei (i ∈ I). Recall that
Ad(Ei)(x) = Gix−Ad(Ki)(x)Gi for all x ∈ Uq(g). For G
′ ∈ F (λ) and G′′ ∈ F (µ),
we have
Adλ+µ(Ei)(G
′G′′Kλ+µ)
= Ad(Ei)(G
′)G′′Kλ+µ +Ad(Ki)(G
′)Ad(Ei)(G
′′)Kλ+µ
+Ad(Ki)(G
′)Ad(Ki)(G
′′)Adλ+µ(Ei)(Kλ+µ)
=
{
Ad(Ei)(G
′) + (1 − q
〈2λ,α∨i 〉
i )Ad(Ki)(G
′)Gi
}
G′′Kλ+µ
+ q
〈2λ,α∨i 〉
i Ad(Ki)(G
′)
{
Ad(Ei)(G
′′) + (1− q
〈2µ,α∨i 〉
i )Ad(Ki)(G
′′)Gi
}
Kλ+µ.
By the definition of F (λ) and F (µ), Ad(Ei)(G
′) + (1− q
〈2λ,α∨i 〉
i )Ad(Ki)(G
′)Gi is
an element of F (λ) and Ad(Ei)(G
′′) + (1− q
〈2µ,α∨i 〉
i )Ad(Ki)(G
′′)Gi is an element
of F (µ). This completes the proof. 
By Lemma 3.5, we can conclude that the vector space C :=
⊕
λ∈P+
F (λ)Kλ
has a Q(q)-algebra structure, where KλKµ = Kλ+µ and KλGi = q
(λ,αi)GiKλ for
λ, µ ∈ P+ and i ∈ I. The following proposition is the main proposition of this
section.
Proposition 3.6. (i) The algebra C is a right Uq(g)-algebra.
(ii) The map Υ : C → Qq[G/N
−],Kλ 7→ c
λ
fλ,vw0λ
(λ ∈ P+) is an isomorphism
of right Uq(g)-algebras.
Proof. Direct calculation shows that, for i ∈ I and homogeneous elements G′, G′′ ∈
Uˇ+,
Adλ(Ei)(G
′Kλ)G
′′Kµ +Adλ(Ki)(G
′Kλ)Adµ(Ei)(G
′′Kµ)
= q(λ,wtG
′′)Adλ+µ(Ei)(G
′G′′Kλ+µ),
Adλ(Fi)(G
′Kλ)Adµ(K−i)(G
′′Kµ) +G
′KλAdµ(Fi)(G
′′Kµ)
= q(λ,wtG
′′)Adλ+µ(Fi)(G
′G′′Kλ+µ),
Adλ(Kα∨i )(G
′Kλ)Adµ(Kα∨i )(G
′′Kµ)
= q(λ,wtG
′′)Adλ+µ(Kα∨i )(G
′G′′Kλ+µ).
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This completes the proof of (i). For the proof of (ii), we recall the following fact.
(See [Jos, 9.1.6].)
Fact 3.7. Put V :=
⊕
i∈I V (̟i)
∗ and let T (V ) be the tensor algebra of V . The
algebra T (V ) is a right Uq(g)-algebra. For all k ∈ Z≧0 and all i1, . . . , ik ∈ I, we
have the right Uq(g)-module homomorphism
V (̟i1)
∗ ⊗ · · · ⊗ V (̟ik)
∗ → V (̟i1 + · · ·+̟ik)
∗, f̟i1 ⊗ · · · ⊗ f̟ik 7→ f̟i1+···+̟ik ,
and denote its kernel by Ki1,...,ik . For i, j ∈ I, we set
Ei,j := (f̟i ⊗ f̟j − f̟j ⊗ f̟i).Uq(g)(⊂ T (V )).
Let K denote the two-sided ideal of T (V ) generated by the all Ki1,...,ik and the
all Ei,j . Then, there exists the right Uq(g)-algebra isomorphism T (V )/K →
Qq[G/N
−] defined by f̟i 7→ c
̟i
f̟i ,vw0̟i
(i ∈ I). Moreover, this isomorphism maps
f̟i1⊗· · ·⊗f̟ik to c
̟i1+···+̟ik
f̟i1+···+̟ik
,vw0(̟i1+···+̟ik
)
for all k ∈ Z≧0 and all i1, . . . , ik ∈ I.
Now, we have the right Uq(g)-algebra homomorphism T (V ) → C defined by
f̟i 7→ K̟i . By Lemma 3.5, this is a surjective homomorphism. Moreover, it is
easy to check that this homomorphism factors through T (V )/K and the induced
map T (V )/K → C is the isomorphism of the right Uq(g)-algebras. (Note that,
by Lemma 3.7, both T (V )/K and C are isomorphic to
⊕
λ∈P+
V (λ)∗ as right
Uq(g)-modules.) Combining this with Fact 3.7, we obtain Proposition 3.6 (ii). 
Set S :=
{
cλfλ,vw0λ
∣∣∣ λ ∈ P+ }. Then, the set S is a multiplicative set and is
(left and right) Ore in Qq[G/N
−]. So, we can define the localization of Qq[G/N
−]
by S (denoted by Qq[G/N
−]S). Under the Q(q)-algebra isomorphism Υ
−1, the
set S corresponds to the set {Kλ | λ ∈ P+ } (denoted by S
′), and the algebra CS′
is isomorphic to the algebra Uˇ≧0 :=
⊕
λ∈P Uˇ
+Kλ, where the relations concerning
to Kλ’s (λ ∈ P ) are the following
KλKµ = Kλ+µ, and
KλGi = q
(λ,αi)GiKλ for λ, µ ∈ P and i ∈ I.
By Proposition 2.15 (II), we have
cλfλ,vw0λ
.|(0)〉i = c
λ
fλ,vsi1λ
.|(0)〉i1 ⊗ · · · ⊗ c
λ
fsil(w0)−1
···si1
λ,vw0λ
.|(0)〉il(w0)
= |(0)〉i1 ⊗ · · · ⊗ |(0)〉il(w0) = |(0)〉i,
for any reduced word i of w0. Moreover, the elements of S are q-central in
Qq[G/N
−]. Hence, the Qq[G]-module Vw0 can be regarded as a Qq[G/N
−]-module
by restriction and this Qq[G/N
−]-module can be extended to the Qq[G/N
−]S -
module (denoted again by Vw0).
The following proposition was conjectured by Kuniba, Okado and Yamada
([KOY, Conjecture 1]) and recently proved by Saito ([S2]) and Tanisaki ([T]).
We define the Qq[G](or Qq[G/N
−], Qq[G/N
−]S )-module structure on Uq(n
+) via
ΦKOY. Set
ξi := (1− q
2
i )
−1(c̟if̟i ,vw0̟i
.Ei)(c
̟i
f̟i ,vw0̟i
)−1(∈ Qq[G/N
−]S),
for i ∈ I.
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Proposition 3.8 ([S2, Corollary 4.3.3] [T, Proposition 7.6]). The Qq[G/N
−]S-
module structure on Uq(n
+) is determined by the Q(q)-algebra homomorphism
ρ˜w0 : Qq[G/N
−]S → EndQ(q)(Uq(n
+)) defined by
ξi 7→ (x 7→ Eix),
c̟if̟i ,vw0̟i
7→ (x 7→ q(̟i,wtx)x for any homogeneous element x).
Combining Proposition 3.6 with Proposition 3.8, we obtain the following theo-
rem.
Theorem 3.9. The composition map Uˇ≧0
Υ
−→ Qq[G/N
−]S
ρ˜w0−−→ EndQ(q)(Uq(n
+))
is given by
Gi 7→ (x 7→ Eix),
K̟i 7→ (x 7→ q
(̟i,wtx)x for any homogeneous element x).
By Theorem 3.9, we can compute the action of the element of the form cλfλ,vw0λ
.x
(x ∈ Uq(g)) on Vw0 by computing the element Adλ(x)Kλ in C.
Example 3.10. Set g := sl2. In this case, P+ is naturally identified with Z≧0 and
w0 = s1. Then, for any n, k ∈ Z≧0 with k ≦ n, we have(
cnfn,v−n .E
(k)
)
.Φ−1KOY(|(0)〉) = Υ
(
Adn(E
(k))Kn
)
.Φ−1KOY(|(0)〉)
= Υ
(
k∏
i=1
(1− q2(n−i+1))G(k)Kn
)
.Φ−1KOY(|(0)〉)
=
k∏
i=1
(1− q2(n−i+1))E(k).
Therefore, via ΦKOY, we have(
cnfn,v−n .E
(k)
)
.|(0)〉 = ΦKOY(
k∏
i=1
(1− q2(n−i+1))E(k)) =
k∏
i=1
(1− q2(n−i+1))|(k)〉,
in Vs1 .
We remark that if n is sufficiently larger than k then the “output” element∏k
i=1(1 − q
2(n−i+1))E(k) is equal to the “input” element ∗(E(k)) = E(k) modulo
the terms of the form (the sufficiently large powers of q )·E(k). In general, for
i ∈ I, λ ∈ P+ and a homogeneous element G˜ ∈ Uˇ
+, we have
Adλ(Ei)(G˜Kλ) = (GiG˜− q
(2λ−wt G˜,αi)G˜Gi)Kλ. (3.1)
Hence, we obtain the following corollary.
Corollary 3.11. For x ∈ Uq(n
+), λ ∈ P+ and a reduced word i of w0, we write
x =
∑
c∈(Z≧0)
l(w0)
iζ
x
cE
c
i with iζ
x
c ∈ Q(q), and
(cλfλ,vw0λ
. ∗ (x)).|(0)〉i =
∑
c∈(Z≧0)
l(w0)
iζ
λ,x
c |(c)〉i with iζ
λ,x
c ∈ Q(q).
When λ ∈ P+ tends to ∞ in the sense that 〈λ, α
∨
i 〉 tends to ∞ for all i ∈ I, iζ
λ,x
c
converges to iζ
x
c in the complete discrete valuation field Q((q)).
This point of view is important in the argument in Section 5.2. By the way, we
also have the following corollary.
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Corollary 3.12. For x ∈ Uq(n
+), λ ∈ P+, w ∈ W and a reduced word iw of w,
we set
(cλfλ,vw−1λ
. ∗ (x)).|(0)〉iw =
∑
c∈(Z≧0)
l(w)
iwζ
λ,x
c |(c)〉iw with iwζ
λ,x
c ∈ Q(q).
(|(c)〉iw is defined in the same way as the w = w0 case.)
When λ ∈ P+ tends to ∞, iwζ
λ,x
c converges to iwi′wζ
x
(c,0,...,0)
in Q((q)), where
i′w is a reduced word of w
−1w0. (For i = (i1, . . . , is) and i
′ = (is+1, . . . , it), ii
′
denotes (i1, . . . , is, is+1, . . . , it). )
Proof. Set w′ = w−1w0. By Theorem 2.12, Vw ⊗ Vw′ → Vw0 , |(0)〉iw ⊗ |(0)〉i′w 7→
|(0)〉iw i′w is an isomorphism of Qq[G]-modules. Moreover, we have
(cλfλ,vw0λ
. ∗ (x)).(|(0)〉iw ⊗ |(0)〉i′w )
= (cλfλ,vw−1λ
. ∗ (x)).|(0)〉iw ⊗ c
λ
f
w−1λ,vw0λ
.|(0)〉i′w
+
∑
j;vj 6=vw−1λ
(cλfλ,vj . ∗ (x)).|(0)〉iw ⊗ c
λ
fj ,vw0λ
.|(0)〉i′w ,
where {vj}j is a basis of V (λ) consisting of weight vectors ond containing vw−1λ,
and {fj}j is its dual basis of V (λ)
∗. It is easy to check that cλf
w−1λ,vw0λ
.|(0)〉i′w =
|(0)〉i′w by Proposition 2.15.
Combining these argument with Corollary 3.11, we have only to show that
cλfj ,vw0λ
.|(0)〉i′w =
∑
c
η
(j)
c |(c)〉i′w with η
(j)
(0,...,0) 6= 0 only if fj = fw−1λ.
This statement easily follows from the computation in Example 3.10. 
4. Preliminaries II : the canonical and dual canonical bases
We collect the definitions of the canonical and dual canonical bases and their
properties. Our main result of this section is Proposition 4.17. All statements
in this section are valid even when g is a symmetrizable infinite Kac-Moody Lie
algebra.
4.1. The category of crystals. We recall the definition of the abstract crystal
introduced by Kashiwara [K3] associated with the root datum (P,∆, Q∨,∆∨).
Definition 4.1. A crystal (associated with the root datum (P,∆, Q∨,∆∨)) is
a set B endowed with maps wt : B → P, εi, ϕi : B → Z
∐
{−∞}, e˜i, f˜i : B →
B
∐
{0}(i ∈ I) satisfying the following conditions:
(i) ϕi(b) = εi(b) + 〈α
∨
i ,wt b〉 for i ∈ I and b ∈ B,
(ii) for i ∈ I, b ∈ B with e˜ib ∈ B, wt e˜ib = wt b + αi, εi(e˜ib) = εi(b) − 1,
ϕi(e˜ib) = ϕi(b) + 1,
(iii) for i ∈ I, b ∈ B with e˜ib ∈ B, wt f˜ib = wt b − αi, εi(f˜ib) = εi(b) + 1,
ϕi(f˜ib) = ϕi(b)− 1,
(iv) for b, b′ ∈ B and i ∈ I, b′ = e˜ib if and only if b = f˜ib
′,
(v) if ϕi(b) = −∞ for i ∈ I, b ∈ B, then e˜ib = f˜ib = 0.
For two crystals B1, B2, a map ψ : B1
∐
{0} → B2
∐
{0} is called a morphism of
crystals from B1 to B2 if it satisfies the following properties:
(i) ψ(0) = 0,
(ii) wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), ϕi(ψ(b)) = ϕi(b) for all i ∈ I and
b ∈ B1 with ψ(b) ∈ B2,
(iii) e˜iψ(b) = ψ(e˜ib) if ψ(b), ψ(e˜ib) ∈ B2,
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(iv) f˜iψ(b) = ψ(f˜ib) if ψ(b), ψ(f˜ib) ∈ B2.
4.2. The canonical bases of Uq(n
−). We define the canonical basis of Uq(n
−)
according to Kashiwara’s method [K1]. Let A0 be the subring of Q(q) consisting
of rational functions without poles at q = 0.
Definition 4.2. For i ∈ I, we have Uq(n
−) =
⊕
n∈Z≧0
F
(n)
i Ker e
′
i ([K1, 3.5]).
Hence, we can define the Q(q)-linear maps e˜i, f˜i : Uq(n
−)→ Uq(n
−) by
e˜i(F
(n)
i u) = F
(n−1)
i u, f˜i(F
(n)
i u) = F
(n+1)
i u
for u ∈ Ker e′i where F
(−1)
i u := 0. We have e˜i ◦ f˜i = idUq(n−).
We set
L(∞) :=
∑
l≧0,i1,...,il∈I
A0f˜i1 · · · f˜il1(⊂ Uq(n
−)),
B(∞) :=
{
f˜i1 · · · f˜il1 mod qL(∞)
∣∣∣ l ≧ 0, i1, . . . , il ∈ I } (⊂ L(∞)/qL(∞)).
Then, (L(∞), B(∞)) satisfies the following properties([K1, Theorem 4]):
(i) The A0-submodule L(∞) of Uq(n
−) is free and Q(q)⊗A0 L(∞) ≃ Uq(n
−),
(ii) The set B(∞) is a basis of the Q-vector space L(∞)/qL(∞),
(iii) e˜iL(∞) ⊂ L(∞) and f˜iL(∞) ⊂ L(∞) for all i ∈ I,
(iv) e˜i : B(∞)→ B(∞)
∐
{0} and f˜i : B(∞)→ B(∞) for all i ∈ I,
(v) For b ∈ B(∞) with e˜ib ∈ B(∞), we have b = f˜ie˜ib.
This pair (L(∞), B(∞)) is called the lower crystal basis of Uq(n
−).
We define the maps εi, ϕi : B(∞)→ Z
∐
{−∞} (i ∈ I) by
εi(b) = max
{
k ∈ Z≧0
∣∣ e˜ki b ∈ B(∞) }, ϕi(b) = εi(b) + 〈α∨i ,wt b〉,
for b ∈ B(∞). (The images of εi, ϕi’s are in Z.)
Then, the sextuple (B(∞); wt, {e˜i}i∈I , {f˜i}i∈I , {εi}i∈I , {ϕi}i∈I) is a crystal.
Moreover, we have ∗(L(∞)) = L(∞) and ∗(B(∞)) = B(∞) ([K1, Proposition
5.2.4], [K3, Theorem 2.1.1]). So, we can define the maps e˜∗i := ∗◦e˜i◦∗, f˜
∗
i := ∗◦f˜i◦
∗ : B(∞)→ B
∐
{0}(i ∈ I). We set ε∗i := εi ◦∗, ϕ
∗
i := ϕi ◦∗ : B(∞)→ Z
∐
{−∞}.
Note that ε∗i (b) = max
{
k ∈ Z≧0
∣∣ e˜∗ki b ∈ B(∞) }.
Then, the sextuple (B(∞); wt, {e˜∗i }i∈I , {f˜
∗
i }i∈I , {ε
∗
i }i∈I , {ϕ
∗
i }i∈I) is again a crys-
tal.
Definition 4.3. Let Uq(n
−)Q be the Q[q
±1]-subalgebra of Uq(n
−) generated by
{F
(n)
i }i∈I,n∈Z≧0 . Then, the canonical map
E := L(∞) ∩ L(∞) ∩ Uq(n
−)Q → L(∞)/qL(∞)
is an isomorphism of Q-vector spaces ([K1, Theorem 6]). LetGlow : L(∞)/qL(∞)→
E be the inverse of this map.
Now, the set
{
Glow(b)
∣∣ b ∈ B(∞) } is a Q[q±1]-basis of Uq(n−)Q and this is
called the canonical basis of Uq(n
−). (This forms also a A0-basis of L(∞).) We
have ∗(Glow(b)) = Glow(∗b) for b ∈ B(∞). (Recall the last part of Definition 4.2.)
4.3. The canonical and dual canonical bases of V (λ). In this subsection,
we recall the definition of the canonical and dual canonical bases of the module
V (λ) (λ ∈ P+). The main references are [K1] and [K2].
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Definition 4.4. Let M =
⊕
λ∈P
Mλ be an object of Oint(g). For i ∈ I, we define
the Q(q)-linear maps e˜lowi , f˜
low
i , e˜
up
i , f˜
up
i :M →M by
e˜lowi (F
(n)
i u) = F
(n−1)
i u, f˜
low
i (F
(n)
i u) = F
(n+1)
i u
e˜upi (F
(n)
i u) =
[〈α∨i , λ〉 − n+ 1]i
[n]i
F
(n−1)
i u, f˜
up
i (F
(n)
i u) =
[n+ 1]i
[〈α∨i , λ〉 − n]i
F
(n+1)
i u,
for u ∈ Ker(Ei.) ∩Mλ, where F
(−1)
i u := 0.
Now, we can define a unique symmetric non-degenerate bilinear form ( , )λ :
V (λ)⊗ V (λ)→ Q(q) (λ ∈ P+) by
(xu, v)λ = (u, ϕ(x)v)λ for all u, v ∈ V (λ) and x ∈ Uq(g), and
(vλ, vλ)λ = 1.
Then, we have
(e˜upi u, v)λ = (u, f˜
low
i v)λ, (f˜
up
i u, v)λ = (u, e˜
low
i v)λ
for u, v ∈ V (λ) and i ∈ I.
For λ ∈ P+, we set
Llow(λ) :=
∑
l≧0,i1,...,il∈I
A0f˜
low
i1 · · · f˜
low
il
vλ (⊂ V (λ)),
Blow(λ) :=
{
f˜ lowi1 · · · f˜
low
il
vλ mod qL
low(λ)
∣∣∣ l ≧ 0, i1, . . . , il ∈ I } \ {0}
(⊂ Llow(λ)/qLlow(λ)).
Then, (Llow(λ), Blow(λ)) satisfies the following properties([K1, Theorem 2]):
(i) The A0-submodule L
low(λ) of V (λ) is free and Q(q)⊗A0 L
low(λ) ≃ V (λ),
(ii) The set Blow(λ) is a basis of the Q-vector space Llow(λ)/qLlow(λ),
(iii) Llow(λ) =
⊕
µ∈P (L
low(λ) ∩ V (λ)µ)(=: L
low(λ)µ) and
Blow(λ) =
∐
µ∈P (B
low(λ) ∩ Llow(λ)µ/qL
low(λ)µ)(=: B
low(λ)µ),
(iv) e˜lowi L
low(λ) ⊂ Llow(λ) and f˜ lowi L
low(λ) ⊂ Llow(λ) for all i ∈ I,
(v) e˜lowi : B
low(λ)→ Blow(λ)
∐
{0} and f˜ lowi : B
low(λ)→ Blow(λ)
∐
{0} for all
i ∈ I,
(vi) For b, b′ ∈ Blow(λ), we have b′ = f˜ lowi b if and only if b = e˜
low
i b
′.
This pair (Llow(λ), Blow(λ)) is called the lower crystal basis of V (λ). We define
the maps ελ,lowi , ϕ
λ,low
i : B
low(λ)→ Z
∐
{−∞} (i ∈ I) by
ελ,lowi (b) = max
{
k ∈ Z≧0
∣∣∣ (e˜lowi )kb ∈ Blow(λ) } ,
ϕλ,lowi (b) = max
{
k ∈ Z≧0
∣∣∣ (f˜ lowi )kb ∈ Blow(λ) } ,
for b ∈ Blow(λ). (The images of ελ,lowi , ϕ
λ,low
i ’s are in Z.) Then, the sextuple
(Blow(λ); wt, {e˜lowi }i∈I , {f˜
low
i }i∈I , {ε
λ,low
i }i∈I , {ϕ
λ,low
i }i∈I) is a crystal.
We can define the Q-linear automorphism (·) : V (λ) → V (λ) (λ ∈ P+) by
xvλ = xvλ for all x ∈ Uq(g).
For λ ∈ P+, we set V (λ)
low
Q := Uq(n
−)Qvλ. Then, the canonical map
Elowλ := L
low(λ) ∩ Llow(λ) ∩ V (λ)lowQ → L
low(λ)/qLlow(λ)
is an isomorphism of Q-vector spaces ([K1, Theorem 6]).
Let Glowλ : L
low(λ)/qLlow(λ)→ Elowλ be the inverse of this map.
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Now, the set
{
Glowλ (b)
∣∣ b ∈ Blow(λ) } is an Q[q±1]-basis of V (λ)lowQ and this is
called the canonical basis of V (λ).
For λ ∈ P+, we set
V (λ)upQ :=
{
u ∈ V (λ)
∣∣∣ (u, V (λ)lowQ )λ ⊂ Q[q±1] } ,
L(λ)up :=
{
u ∈ V (λ)
∣∣ (u,L(λ)low)λ ⊂ A0 } .
Then, L(λ)up =
{
u ∈ V (λ)
∣∣∣ (u,L(λ)low)λ ⊂ A∞ } where A∞ is the subring of
Q(q) consisting of rational functions without poles at q =∞.
Let Bup(λ) be the basis of Lup(λ)/qLup(λ) dual to Blow(λ) with respect to the
induced pairing ( , )λ : L
up(λ)/qLup(λ)× Llow(λ)/qLlow(λ)→ Q. Then, the pair
(Lup(λ), Bup(λ)) satisfies the following properties([K2, Proposition 3.2.2]):
(i) The A0-submodule L
up(λ) of V (λ) is free and Q(q)⊗A0 L
up(λ) ≃ V (λ),
(ii) The set Bup(λ) is a basis of the Q-vector space Lup(λ)/qLup(λ),
(iii) Lup(λ) =
⊕
µ∈P (L
up(λ) ∩ V (λ)µ)(=: L
up(λ)µ) and
Bup(λ) =
∐
µ∈P (B
up(λ) ∩ Lup(λ)µ/qL
up(λ)µ)(=: B
up(λ)µ),
(iv) e˜upi L
up(λ) ⊂ Lup(λ) and f˜upi L
up(λ) ⊂ Lup(λ) for all i ∈ I,
(v) e˜upi : B
up(λ) → Bup(λ)
∐
{0} and f˜upi : B
up(λ) → Bup(λ)
∐
{0} for all
i ∈ I,
(vi) For b, b′ ∈ Bup(λ), we have b′ = f˜upi b if and only if b = e˜
up
i b
′.
This pair (Lup(λ), Bup(λ)) is called the upper crystal basis of V (λ). We define
the maps ελ,upi , ϕ
λ,up
i : B
up(λ)→ Z
∐
{−∞} (i ∈ I) by
ελ,upi (b) = max
{
k ∈ Z≧0
∣∣∣ (e˜upi )kb ∈ Bup(λ) } ,
ϕλ,upi (b) = max
{
k ∈ Z≧0
∣∣∣ (f˜upi )kb ∈ Bup(λ) } ,
for b ∈ Bup(λ). (The images of ελ,upi , ϕ
λ,up
i ’s are in Z.) Then, the sextuple
(Bup(λ); wt, {e˜upi }i∈I , {f˜
up
i }i∈I , {ε
λ,up
i }i∈I , {ϕ
λ,up
i }i∈I) is a crystal.
The canonical map
Eupλ := L
up(λ) ∩ Lup(λ) ∩ V (λ)upQ → L
up(λ)/qLup(λ)
is an isomorphism of Q-vector spaces ([K2, Lemma 2.2.3]).
Let Gupλ : L
up(λ)/qLup(λ)→ Eupλ be the inverse of this map.
Now, the set
{
Gupλ (b)
∣∣ b ∈ Bup(λ) } is an Q[q±1]-basis of V (λ)upQ and this is
called the dual canonical basis of V (λ). The dual canonical basis of V (λ) is the
dual basis of the canonical basis of V (λ) with respect to ( , )λ.
In fact, Blow(λ) and Bup(λ) are isomorphic as (abstract) crystals. Hence, we
will abbreviate both crystals Blow(λ), Bup(λ) to B(λ) and accordingly e˜lowi , e˜
up
i
to e˜i (when we consider these operations as ones on B(λ)
∐
{0}), etc.
4.4. Some properties of the canonical and dual canonical bases. In this
subsection, we collect some important properties of the canonical and dual canon-
ical bases.
Proposition 4.5 ([K1, Theorem 5, Lemma 7.3.2]). For λ ∈ P+, we define a sur-
jective Uq(n
−)-module homomorphism πλ : Uq(n
−) → V (λ) by x 7→ x.vλ. Then,
we have
(i) πλ(L(∞)) = L
low(λ). Hence, πλ induces the surjective Q-linear map
L(∞)/qL(∞)→ Llow(λ)/qLlow(λ) (denoted again by πλ).
(ii) The map πλ induces the bijection{
b ∈ B(∞)
∣∣∣ πλ(b) 6= 0( in Llow(λ)/qLlow(λ)) } →˜B(λ).
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(iii) f˜iπλ(b) = πλ(f˜ib) for all b ∈ B(∞) and i ∈ I.
(iv) If b ∈ B(∞) satisfies πλ(b) 6= 0, then e˜iπλ(b) = πλ(e˜ib) for all i ∈ I.
(v) πλ(G
low(b)) = Glowλ (πλ(b)) for any b ∈ B(∞).
Remark 4.6. Let λ ∈ P+. It follows easily from Proposition 4.5 (iii), (iv) that, for
any b ∈ B(∞) such that πλ(b) ∈ B(λ),
(i) wtπλ(b) = wt b+ λ,
(ii) ελi (πλ(b)) = εi(b),
(iii) ϕλi (πλ(b)) = ϕi(b) + 〈λ, α
∨
i 〉.
Proposition 4.7 ([K1, Lemma 7.3.4]). For b ∈ B(∞), we have
Glow(b) = Glow(b).
Proposition 4.8 ([K1, Theorem 7]). The following hold:
(i) The set {Glow(b)}b;εi(b)≧p is a Q(q)-basis of F
(p)
i Uq(n
−) for any p ∈ Z≧0.
(ii) The set {Glow(b)}b;ε∗i (b)≧p is a Q(q)-basis of Uq(n
−)F
(p)
i for any p ∈ Z≧0.
Proposition 4.9 ([K3, Lemma 3.2.1, Proposition 4.1]). For λ ∈ P+ and w ∈W ,
we define the subspace Vw(λ) of V (λ) by
Vw(λ) := Uq(n
−).vwλ.
Then, the following hold:
(i) If l(siw) > l(w), then Vw(λ) = Uqi(sl2,i).Vsiw(λ).
(ii) For any b ∈ B(∞), Glow(b).vwλ ∈ G
low
λ (B(λ))
∐
{0}.
(iii) If b, bˆ ∈ B(∞) satisfy Glow(b).vwλ = G
low(bˆ).vwλ 6= 0, then b = bˆ.
Proposition 4.10 (The action of Ei, Fi. [K2, Proposition 5.3.1, Remark]+[K1,
Theorem 7](integrality)). For b′ ∈ B(λ)(λ ∈ P+), i ∈ I, p ∈ Z≧0, we have
E
(p)
i G
up
λ (b
′) =
[
ελi (b
′)
p
]
i
Gupλ (e˜
p
i b
′) +
∑
b′′∈B(λ),
ελi (b
′)−p>ελi (b
′′)
E
(p),i
b′,b′′G
up
λ (b
′′),
with E
(p),i
b′,b′′ ∈ qq
−p(ελi (b
′)−p)
i Z[q],
F
(p)
i G
up
λ (b
′) =
[
ϕλi (b
′)
p
]
i
Gupλ (f˜
p
i b
′) +
∑
b′′∈B(λ),
ϕλi (b
′)−p>ϕλi (b
′′)
F
(p),i
b′,b′′G
up
λ (b
′′),
with F
(p),i
b′,b′′ ∈ qq
−p(ϕλi (b
′)−p)
i Z[q],
and
E
(p)
i G
low
λ (b
′) =
[
ϕλi (b
′) + p
p
]
i
Glowλ (e˜
p
i b
′) +
∑
b′′∈B(λ),
ϕλi (b
′)+p<ϕλi (b
′′)
Ê
(p),i
b′,b′′G
low
λ (b
′′),
with Ê
(p),i
b′,b′′ ∈ qq
−p(ϕλi (b
′′)−p)
i Z[q],
F
(p)
i G
low
λ (b
′) =
[
ελi (b
′) + p
p
]
i
Glowλ (f˜
p
i b
′) +
∑
b′′∈B(λ),
ελi (b
′)+p<ελi (b
′′)
F̂
(p),i
b′,b′′G
low
λ (b
′′),
with F̂
(p),i
b′,b′′ ∈ qq
−p(ελi (b
′′)−p)
i Z[q].
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In particular,
E
(ελi (b
′))
i G
up
λ (b
′) = Gupλ (e˜
ελi (b
′)
i b
′), and E
(ελi (b
′)+1)
i G
up
λ (b
′) = 0,
F
(ϕλi (b
′))
i G
up
λ (b
′) = Gupλ (f˜
ϕλi (b
′)
i b
′), and F
(ϕλi (b
′)+1)
i G
up
λ (b
′) = 0.
Notation 4.11. We will use the notations E
(p),i
b′,b′′ , F
(p),i
b′,b′′ , Ê
(p),i
b′,b′′ and F̂
(p),i
b′,b′′ for any
b′, b′′ ∈ B(λ), i ∈ I and p ∈ Z≧0 in a natural way. (For example, E
(p)
i G
low
λ (b
′) =∑
b′′∈B(λ) Ê
(p),i
b′,b′′G
low
λ (b
′′).)
Notation 4.12. For any b ∈ B(∞), i ∈ I and p ∈ Z≧0, we write
F
(p)
i G
low(b) =
∑
b˜∈B(∞)
cb˜−pi,bG
low(b˜),
(ie
′)p(Glow(b)) =
∑
b˜∈B(∞)
di,p
b,b˜
Glow(b˜),
(e′i)
p(Glow(b)) =
∑
b˜∈B(∞)
d̂i,p
b,b˜
Glow(b˜).
Notation 4.13. We will denote by ρ an element of P+ satisfying 〈ρ, α
∨
i 〉 = 1 for
all i ∈ I.
The following proposition is essentially written in the reference [K4, Proposition
2.2]. We attach its proof for the convenience of the reader.
Proposition 4.14. For b ∈ B(∞), i ∈ I and p ∈ Z≧0, we have
(i) F
(p)
i G
low(b) =
[
εi(b) + p
p
]
i
Glow(f˜pi b) +
∑
b˜∈B(∞)
εi(b)+p<εi(b˜)
cb˜−pi,bG
low(b˜)
with cb˜−pi,b ∈ qq
−p(εi(b˜)−p)
i Z[q].
(ii) (e′i)
pGlow(b) = q
−pεi(b)+
1
2
p(p+1)
i G
low(e˜pi b) +
∑
b˜∈B(∞)
εi(b)−p<εi(b˜)
d̂i,p
b,b˜
Glow(b˜)
with d̂i,p
b,b˜
∈ qq
−pεi(b˜)−
1
2
p(p−1)
i Z[q].
Proof. The statement (i) easily follows from Remark 4.6, Proposition 4.5 (v) and
4.10. We prove (ii). For r ∈ Z>0 with 0 6= G
low(b).vrρ(∈ V (rρ)), we have
EiG
low(b).vrρ
=
(ie
′)(Glow(b))Ki −K−i(e
′
i)(G
low(b))
qi − q
−1
i
.vrρ (cf. Definition 2.5.)
=
q
〈wt b+αi,α∨i 〉
i (e
′
i)(G
low(b))Ki −K−i(e
′
i)(G
low(b))
qi − q
−1
i
.vrρ
=
q
r+〈wt b+αi,α∨i 〉
i (e
′
i)(G
low(b)) − q
−r−〈wt b+αi,α∨i 〉
i (e
′
i)(G
low(b))
qi − q
−1
i
.vrρ
=
∑
b˜∈B(∞)
q
r+〈wt b+αi,α∨i 〉
i d̂
i,1
b,b˜
− q
−r−〈wt b+αi,α∨i 〉
i d̂
i,1
b,bˆ
qi − q
−1
i
Glowrρ (πrρ(b˜)),
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by the equality (2.2) and Proposition 4.7. On the other hand, by Proposition
4.10,
EiG
low(b).vrρ =[ϕ
rρ
i (b) + 1]iG
low
rρ (e˜iπrρ(b))
+
∑
b˜∈B(∞)
ϕrρi (b)+1<ϕ
rρ
i (b˜)
Ê
(1),i
πrρ(b),πrρ(b˜)
Glowrρ (πrρ(b˜)),
with Ê
(1),i
πrρ(b),πrρ(b˜)
∈ qq
−ϕrρi (πrρ(b˜))+1
i Z[q]. By Proposition 4.5 and Remark 4.6, this
equality can be rewritten as follows:
EiG
low(b).vrρ =[ϕi(b) + r + 1]iG
low
rρ (πrρ(e˜ib))
+
∑
b˜∈B(∞)
εi(b)−1<εi(b˜)
Ê
(1),i
πrρ(b),πrρ(bˆ)
Glowrρ (πrρ(b˜)),
with Ê
(1),i
πrρ(b),πrρ(b˜)
∈ qq
−ϕi(b˜)−r+1
i Z[q].
Comparing the above equalities, we deduce that there is a sufficiently large
positive integer r such that
• πrρ(b˜) 6= 0 for any b˜ ∈ B(∞)wt b+αi , and
• the degree < 0 part of the Laurent polynomial (qi − q
−1
i )Ê
(1),i
πrρ(b),πrρ(b˜)
is
equal to −q
−r−〈wt b+αi,α
∨
i 〉
i d̂
i,1
b,b˜
for any b˜ ∈ B(∞).
Therefore, we obtain
e′iG
low(b) = q
−εi(b)+1
i G
low(e˜ib) +
∑
b˜∈B(∞)
εi(b)−1<εi(b˜)
d̂i,1
b,b˜
Glow(b˜)with d̂i,1
b,b˜
∈ qq
−εi(b˜)
i Z[q].
Moreover, we have
(e′i)
p(Glow(b)) =
∑
b˜∈B(∞)
 ∑
b1,...,bp−1∈B(∞)
d̂i,1
b,b1
d̂i,1
b1,b2
· · · d̂i,1
bp−1,b˜
Glow(b˜).
It follows from the above argument that if d̂i,1
bs,bs+1
6= 0 then
εi(b
s)− 1 ≦ εi(b
s+1).
Therefore, if d̂i,1
b,b1
d̂i,1
b1,b2
· · · d̂i,1
bp−1,b˜
6= 0, then
εi(b˜) ≧ εi(b
p−1)− 1
≧ εi(b
p−2)− 2
≧ · · · ≧ εi(b
1)− p+ 1 ≧ εi(b)− p.
Hence, d̂i,1
b,b1
d̂i,1
b1,b2
· · · d̂i,1
bp−1,b˜
∈ q
−εi(b˜)−εi(b
p−1)−···−εi(b
1)
i Z[q] ⊂ q
−pεi(b˜)−
1
2
p(p−1)
i Z[q].
Combining the above arguments, we obtain
d̂i,p
b,b˜
=

q
−pεi(b)+
1
2
p(p+1)
i if b˜ = e˜
p
i b,
∈ qq
−pεi(b˜)−
1
2
p(p−1)
i Z[q] if εi(b)− p < εi(b˜),
0 otherwise.
This completes the proof of (ii). 
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Notation 4.15. For a Laurent polynomial P ∈ Z[q±1] and an integer m ∈ Z, the
degree < m part of P will be denoted by P<m.
Notation 4.16. Write ∆i :=
(αi, αi)
2
(i ∈ I).
Proposition 4.17 (Similarity of the structure constants). For any b, bˆ ∈ B(∞), i ∈
I and N ∈ Z≧0, we have(
cbˆ−Ni,b
)
<−∆i(d−1)N
=
(
q
1
2
d(d−1)
i
[
εi(bˆ)
N
]
i
d̂i,d
b,e˜
εi(bˆ)
i bˆ
)
<−∆i(d−1)N,
where d := εi(bˆ)−N .
Proof. By Proposition 4.14, we have
(e′i)
εi(bˆ)(F
(N)
i G
low(b)) =
∑
b˜∈B(∞)
εi(b)+N≦εi(b˜)
cb˜−Ni,b(e
′
i)
εi(bˆ)Glow(b˜)
=
∑
b˜∈B(∞)
εi(b)+N≦εi(b˜)
∑
b˜′∈B(∞)
εi(b˜)−εi(bˆ)≦εi(b˜
′)
cb˜−Ni,bd̂
i,εi(bˆ)
b˜,b˜′
Glow(b˜′), (4.1)
and
cb˜−Ni,bd̂
i,εi(bˆ)
b˜,b˜′
∈ q
−N(εi(b˜)−N)−εi(bˆ)εi(b˜
′)− 1
2
εi(bˆ)(εi(bˆ)−1)
i Z[q]. (4.2)
Let C0 be the coefficient of G
low(e˜
εi(bˆ)
i bˆ)(6= 0) in (4.1). Then,
C0 =
∑
b˜∈B(∞)
εi(b)+N≦εi(b˜)≦εi(bˆ)
cb˜−Ni,bd̂
i,εi(bˆ)
b˜,e˜
εi(bˆ)
i bˆ
.
By (4.2), we have∑
b˜∈B(∞)
εi(b)+N≦εi(b˜)<εi(bˆ)
cb˜−Ni,bd̂
i,εi(bˆ)
b˜,e˜
εi(bˆ)
i bˆ
∈ q
−N(d−1)− 1
2
εi(bˆ)(εi(bˆ)−1)
i Z[q].
Moreover, if εi(b˜) = εi(bˆ) and d̂
i,εi(bˆ)
b˜,e˜
εi(bˆ)
i bˆ
6= 0, then e˜
εi(bˆ)
i b˜ = e˜
εi(bˆ)
i bˆ(6= 0) (equivalently,
b˜ = bˆ) by Proposition 4.14. Therefore, we have
(C0)<(•) =
(
q
− 1
2
εi(bˆ)(εi(bˆ)−1)
i c
bˆ
−Ni,b
)
<(•),
where (•) = −∆i
(
N(d− 1) +
1
2
εi(bˆ)(εi(bˆ)− 1)
)
.
On the other hand,
(e′i)
εi(bˆ)(F
(N)
i G
low(b))
=
N∑
s=0
q
−2εi(bˆ)N+(εi(bˆ)+N)s−
1
2
s(s−1)
i
[
εi(bˆ)
s
]
i
F
(N−s)
i (e
′
i)
εi(bˆ)−sGlow(b).
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This follows from a direct computation and this calculation result is written in
the reference [K1, (3.1.2)]. By Proposition 4.14, we have
F
(N−s)
i (e
′
i)
εi(bˆ)−sGlow(b)
=
∑
b˜∈B(∞)
εi(b)−εi(bˆ)+s≦εi(b˜)
d̂
i,εi(bˆ)−s
b,b˜
F
(N−s)
i G
low(b˜)
=
∑
b˜∈B(∞)
εi(b)−εi(bˆ)+s≦εi(b˜)
∑
b˜′∈B(∞)
εi(b˜)+N−s≦εi(b˜′)
d̂
i,εi(bˆ)−s
b,b˜
cb˜
′
−(N−s)i,b˜
Glow(b˜′).
Since we consider the case b˜′ = e˜
εi(bˆ)
i bˆ, the inequality εi(b˜) +N − s ≦ εi(b˜
′)(= 0)
does not hold unless s = N . Hence, we have
C0 = q
−εi(bˆ)N+
1
2
N(N+1)
i
[
εi(bˆ)
N
]
i
d̂i,d
b,e˜
εi(bˆ)
i bˆ
.
Therefore,(
q
− 1
2
εi(bˆ)(εi(bˆ)−1)
i c
bˆ
−Ni,b
)
<(•)
=
(
q
−εi(bˆ)N+
1
2
N(N+1)
i
[
εi(bˆ)
N
]
i
d̂i,d
b,e˜
εi(bˆ)
i
bˆ
)
<(•).
Hence, we obtain the equality(
cbˆ−Ni,b
)
<−∆i(d−1)N
=
(
q
1
2
d(d−1)
i
[
εi(bˆ)
N
]
i
d̂i,d
b,e˜
εi(bˆ)
i bˆ
)
<−∆i(d−1)N.

Remark 4.18. The coefficients di,p
b,b˜
and d̂i,p
b,b˜
are related to each other.
Since e′i = ∗ ◦ ie
′ ◦ ∗|Uq(n−), we have
d̂i,p
b,b˜
= di,p
∗b,∗b˜
for all b, b˜ ∈ B(∞), i ∈ I and p ∈ Z≧0.
In particular, di,p
b,b˜
∈ q
−pε∗i (b˜)−
1
2
p(p−1)
i Z[q].
Using the equality (2.2) in Definition 2.5 repeatedly, we obtain
d̂i,p
b,b˜
= q
p〈wt b,α∨i 〉+p(p+1)
i d
i,p
b,b˜
for all b, b˜ ∈ B(∞), i ∈ I and p ∈ Z≧0.
If g is a symmetric Kac-Moody Lie algebra (=the Lie algebra corresponding
to a symmetric generalized Cartan matrix), then the canonical bases have some
positivities.
Proposition 4.19 ([L2, Theorem 11.5]). Assume that the Lie algebra g is a
symmetric Kac-Moody Lie algebra. Then, for any b, b˜ ∈ B(∞), i ∈ I and p ∈ Z≧0,
we have
cb˜−pi,b, d
i,p
b,b˜
, d̂i,p
b,b˜
∈ N[q±1].
5. The transition matrices from Canonical bases to PBW bases
Again, we assume that g is a finite dimensional complex simple Lie algebra.
Notation 5.1. For a reduced word i of w0, we set
F ci := F
(c1)
i1
T ′′i1,1(F
(c2)
i2
) · · · T ′′i1,1T
′′
i2,1 · · · T
′′
il(w0)−1,1
(F
(cl(w0))
il(w0)
) = ω(Eci ).
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5.1. The main theorem. The following is one of the main conclusions of this
paper.
Theorem 5.2 (Positivity). Assume that the Lie algebra g is of type ADE. Take
an arbitrary reduced word i of w0. Then, for any b ∈ B(∞), we have
Glow(b) =
∑
d∈(Z≧0)
l(w0)
iζ
Glow(b)
d F
d
i with iζ
Glow(b)
d ∈ N[q
±1].
Remark 5.3. This theorem was originally proved by Lusztig in his original paper
of the canonical bases ([L1, Corollary 10.7]) in the case when PBW bases are
associated with the adapted reduced words of w0 (See [L1, 4.7].), through his
geometric realization of the elements of the canonical bases and PBW bases.
Recently, this fact for arbitrary PBW bases was proved by Kato ([Kato, Theorem
4.17]) and subsequently by McNamara ([M1]), through the categorification of
(dual) PBW bases by using the Khovanov-Lauda-Rouquier algebras. We give
another algebraic proof from now on.
For general nonsymmetric finite types, McNamara also established the cate-
gorification of dual PBW bases ([M1, Theorem 3.1]). However, the “canonical
basis” arising from the Khovanov-Lauda-Rouquier categorification does not co-
incide with the canonical basis in Section 4 and, in fact, the positivity fails in
general.
Remark 5.4. Although we assume that the Lie algebra g is of type ADE in the
statement of Theorem 5.2, we never put this assumption in the following calcu-
lation. This assumption will be used only when we check the positivity of the
calculation results. (See Theorem 5.14.)
5.2. Calculations. Fix an element Glow(b0) of the canonical basis of Uq(n
−) and
an expression
Glow(b0) =
∑
j1,...,jl∈I
−
∑l
k=1 αjk=wt b0
η
(0)
j1,...,jl
Fj1 · · ·Fjl with η
(0)
j1,...,jl
∈ Q(q).
(The expression of this form is not unique.)
Fix an arbitrary reduced word i of w0.
For any j1, . . . , jk ∈ I, we write
Ej1 · · ·Ejk =
∑
d∈(Z≧0)
l(w0)
mj1,...,jk
d
Edi with m
j1,...,jk
d
∈ Z[q±1].
Definition 5.5 (The large number L
(b0,{η
(0)
j1,...,jl
},i)
). Let
A := Q−
⋂(
(∪w∈Ww { β ∈ Q− | wt b0 ≤ β ≤ 0 }) +Q+
)
,
hA := max { − htβ | β ∈ A } .
We define the “large” number L
(b0,{η
(0)
j1,...,jl
},i)
(=: L for short) by L = l0+ l1+ l2+
l3 + l4 + l5 + 1, where
• l0 := the minimum of the elements l of Z≧0 such that iζ
Glow(b0)
d ∈ q
lZ[q−1]
for any d ∈ (Z≧0)
l(w0).
• l1 := the minimum of the elements l of Z≧0 such that η
(0)
j1,...,jl
∈ q−lA0 for
all j1, . . . , jl ∈ I with −
∑l
k=1 αjk = wt b0.
• l2 := the minimum of the elements l of Z≧0 such that m
j1,...,jk
d
∈ q−lZ[q]
for any j1, . . . , jl ∈ I with −
∑l
k=1 αjk = wt b0 and any d ∈ (Z≧0)
l(w0).
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• l3 := the minimum of the elements l of Z≧0 such that d
j,p
b,b′ , d̂
j,p
b,b′ ∈ q
−lZ[q]
for any j ∈ I, p ∈ Z≧0 and b, b
′ ∈ B(∞) with wt b ∈ A.
• l4 := max { hA|(α, β)| | α ∈ ∆+, β ∈ A }.
• l5 :=
(α,α)
2
(
3
2
(ht(wt b0))
2 +
1
2
ht(wt b0)
)
for a long root α ∈ ∆.
Moreover, we put γ := l(w0) + 1 and λ0 := 2γLρ(∈ P+).
Remark 5.6. The definition of the large number L seems to be rather complicated,
but it is nothing serious. In fact, the following method for proving Theorem 5.2
is valid as long as we take sufficiently large positive integer as L. (cf. Corollary
3.11.) We merely fix such a number explicitly. It is probably possible to take a
smaller positive integer as L than the one in Definition 5.5.
Recall the notation in Section 3 and the equality (3.1). Then, we have
Adλ0(ϕ(G
low(b0)))Kλ0
=
∑
j1,...,jl∈I
η
(0)
j1,...,jl
Adλ0(Ejl · · ·Ej1)Kλ0
=
∑
j1,...,jl∈I
η
(0)
j1,...,jl
Gj1 · · ·GjlKλ0 + q
4γL−l1−l4
∑
j′1,...,j
′
l
∈I
η
(1)
j′1,...,j
′
l
Gj′1 · · ·Gj′lKλ0 ,
for some η
(1)
j′1,...,j
′
l
∈ A0. Note that 2γL ≦ (αi, αi)γL for all i ∈ I. Hence, by
Theorem 3.9, we get
Υ(Adλ0(ϕ(G
low(b0)))Kλ0).Φ
−1
KOY(|(0)〉i)
=
∑
j1,...,jl∈I
η
(0)
j1,...,jl
Ej1 · · ·Ejl + q
4γL−l1−l4
∑
j′1,...,j
′
l
∈I
η
(1)
j′1,...,j
′
l
Ej′1 · · ·Ej′l
= ω(Glow(b0)) + q
4γL−l1−l2−l4
∑
d′∈(Z≧0)
l(w0)
η
(2)
d′
Ed
′
i
= ω
 ∑
d∈(Z≧0)
l(w0)
iζ
Glow(b0)
d F
d
i
+ q4γL−l1−l2−l4 ∑
d′∈(Z≧0)
l(w0)
η
(2)
d′
Ed
′
i
=
∑
d∈(Z≧0)
l(w0)
iζ
Glow(b0)
d
Edi + q
4γL−l1−l2−l4
∑
d′∈(Z≧0)
l(w0)
η
(2)
d′
Ed
′
i
for some η
(2)
d′
∈ A0. Note that iζ
Glow(b0)
d ∈ q
l0Z[q−1] and 4γL − l1 − l2 − l4 >
4γL− L(> L). On the other hand,
Υ(Adλ0(ϕ(G
low(b0)))Kλ0).Φ
−1
KOY(|(0)〉i)
=
(
cλ0fλ0 ,vw0λ0
.ϕ(Glow(b0))
)
.Φ−1KOY(|(0)〉i)
= Φ−1KOY
((
cλ0fλ0 ,vw0λ0
.ϕ(Glow(b0))
)
.|(0)〉i
)
.
Set (
cλ0fλ0 ,vw0λ0
.ϕ(Glow(b0))
)
.|(0)〉i =
∑
d∈(Z≧0)
l(w0)
iζ
′G
low(b0)
d |(d)〉i, (5.1)
for some iζ
′G
low(b0)
d
∈ Q(q). Then, we have
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Φ−1KOY
((
cλ0fλ0 ,vw0λ0
.ϕ(Glow(b0))
)
.|(0)〉i
)
=
∑
d∈(Z≧0)
l(w0)
iζ
′G
low(b0)
d E
d
i .
These results give the equality iζ
′G
low(b0)
d = iζ
Glow(b0)
d + q
4γL−l1−l2−l4η
(2)
d (d ∈
(Z≧0)
l(w0)). Hence, the proof of Theorem 5.2 is completed by showing that the
principal part of the Laurent expansion at 0 of q−Liζ
′G
low(b0)
d
belongs to N[q−1]
for any d ∈ (Z≧0)
l(w0) when the Lie algebra g is of type ADE. Hence, from now
on, we compute
(
cλ0fλ0 ,vw0λ0
.ϕ(Glow(b0))
)
.|(0)〉i.
Since fλ0 = (vλ0 , ·)λ0 ∈ V (λ0)
∗ (See Definition 4.4.), we obtain
cλ0fλ0 ,vw0λ0
.ϕ(Glow(b0)) = (vλ0 , ϕ(G
low(b0))(·).vw0λ0)λ0
= (Glow(b0).vλ0 , (·).vw0λ0)λ0
= (Glowλ0 (πλ0(b0)), (·).vw0λ0)λ0 by Proposition 4.5(v),
= cλ0
(Glow
λ0
(πλ0(b0)),·)λ0 ,vw0λ0
,
in Qq[G]. By the way, for f ∈ V (λ0)
∗, v ∈ V (λ0),
∆(cλ0f,v) =
∑
b′∈B(λ0)
cλ0
f,Gup
λ0
(b′)
⊗ cλ0
(Glow
λ0
(b′),·)λ0 ,v
.
Therefore, we have
cλ0
(Glow
λ0
(πλ0 (b0)),·)λ0 ,vw0λ0
.|(0)〉i
=
∑
b′1,...,b
′
l(w0)−1
∈B(λ0)
cλ0
(Glow
λ0
(πλ0 (b0)),·)λ0 ,G
up
λ0
(b′1)
.|0〉i1 ⊗ c
λ0
(Glow
λ0
(b′1),·)λ0 ,G
up
λ0
(b′2)
.|0〉i2
⊗ · · · ⊗ cλ0
(Glow
λ0
(b′
l(w0)−1
),·)λ0 ,vw0λ0
.|0〉il(w0) . (5.2)
Note that vw0λ0 = G
up
λ0
(b′l(w0)) with b
′
l(w0)
∈ B(λ)w0λ0 . (Such a b
′
l(w0)
is uniquely
determined.) We set b′0 = πλ0(b0) ∈ B(λ0).
5.2.1. A method of calculation. We first give a method of calculating the terms
of the form
cλ0
(Glow
λ0
(b′
k−1),·)λ0 ,G
up
λ0
(b′
k
)
.|0〉ik .
(For later use, we attach some additional condition.) The main result of this
subsection is Lemma 5.9.
Lemma 5.7. Let λ ∈ P+. If c
λ
f,v.|0〉i 6= 0 for some weight vectors f ∈ V (λ)
∗, v ∈
V (λ) and i ∈ I, then
wt f − wt v ∈ Zαi and 〈wt f +wt v, α
∨
i 〉 ≦ 0.
Proof. By definition, cλf,v.|0〉i = φ
∗
i (c
λ
f,v).|0〉i. (See Definition 2.11.) So, the first
part of the statement clearly holds. We can write
φ∗i (c
λ
f,v) =
∑
m1,m2,m3,m4∈Z≧0
am1,m2,m3,m4c
m1
22 c
m2
21 c
m3
12 c
m4
11
with am1,m2,m3,m4 ∈ Q(q). Then, we have
〈wt f, α∨i 〉 = −(m1 +m2) +m3 +m4 and,
〈wt v, α∨i 〉 = −(m1 +m3) +m2 +m4,
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for any am1,m2,m3,m4 6= 0. Therefore, if 〈wt f +wt v, α
∨
i 〉 > 0, then −2m1+2m4 >
0, in particular, m4 > 0 for any am1,m2,m3,m4 6= 0. So, c
λ
f,v .|0〉i = 0 by Definition
2.11. This contradicts our assumption. 
In the proof of the following lemma, we use the following proposition. This is
a direct consequence of [L4, Proposition 31.2.6].
Proposition 5.8. Let λ1, λ2, λ3 ∈ P+. Set
V˜ :=
{
v ∈ V (λ3)λ2−λ1
∣∣∣∣∣ E(m)i .v = 0 for all m > 〈λ1, α∨i 〉 and i ∈ I, andF (m)i .v = 0 for all m > 〈λ2, α∨i 〉 and i ∈ I
}
.
Then, the map
HomUq(g)(V (−w0λ1)⊗ V (λ2), V (λ3))→ V˜ , f 7→ f(v−λ1 ⊗ vλ2)
is a Q(q)-linear isomorphism.
Lemma 5.9 (A method of calculation). Let λ ∈ P+, w ∈ W and i ∈ I with
l(siw) > l(w). Take b
′
+, b
′
− ∈ B(λ) with wt b
′
+ − wt b
′
− = nαi for some n ∈ Z.
Assume that Glowλ (b
′
+), G
low
λ (b
′
−) ∈ Vw(λ). Then, by Proposition 4.9 (ii), (iii),
there uniquely exist b+, b− ∈ B(∞) such that G
low(b±).vwλ = G
low
λ (b
′
±). Set
λ1 = ε
λ
i (b
′
−)̟i +
∑
j∈I\{i}
εj̟j with ε
λ
j (b
′
−) ≦ εj ∈ Z≧0 for all j ∈ I \ {i}.
Then, we have
cλ
(Glow
λ
(b′+),·)λ,G
up
λ
(b′
−
)
.|0〉i
= (−qi)
ϕλi (b
′
−)
− 1
2
〈wt b′++wt b
′
−
,α∨i 〉∏
s=1
(1− q2si )
ϕλi (b
′
−
)∑
t=0
(−1)tq
−ϕ2t−t+ϕt〈wλ,α
∨
i 〉+N(ε
λ
i (b
′
−)−N)
i
× (Gupλ1 ((πλ1(∗b−)), E
(t)
i ∗ (Gϕt)F
(N)
i .vλ1)λ1
∣∣∣∣−12〈wt b′+ +wt b′−, α∨i 〉
〉
i
,
where ϕt := ϕ
λ
i (b
′
−)− t, N := n+ ϕ
λ
i (b
′
−) and Gs := q
1
2
s(s−1)
i (ie
′)s(Glow(b+)).
Remark 5.10. If φ∗i
(
cλ
(Glow
λ
(b′+),·)λ,G
up
λ
(b′
−
)
)
6= 0, then
(Glowλ (b
′
+), E
(a)
i F
(b)
i G
up
λ (b
′
−))λ 6= 0,
for some a, b ∈ Z≧0 with a−b = n. (in particular b ≧ −n). Since F
(b)
i G
up
λ (b
′
−) = 0
when b > ϕλi (b
′
−), we have ϕ
λ
i (b
′
−) ≧ −n, that is, N ≧ 0 in this case.
Proof. Set λ2 = ϕ
λ
i (b
′
−)̟i+
∑
j∈I\{i}
ϕj̟j , where ϕj := εj+ 〈wt b
′
−, α
∨
j 〉(≧ ϕ
λ
j (b
′
−)).
Since E
(m)
j G
up
λ (b
′
−) = 0 for all m > ε
λ
j (b
′
−) and F
(m)
j G
up
λ (b
′
−) = 0 for all m >
ϕλj (b
′
−) by Proposition 4.10 for all j ∈ I, there exists a surjective homomorphism
Ψ : V (−w0λ1)⊗ V (λ2)→ V (λ) of left Uq(g)-modules uniquely determined by
v−λ1 ⊗ vλ2 7→ G
up
λ (b
′
−),
by Proposition 5.8. (Surjectivity follows from the irreducibility of V (λ).) Then,
the dual injective Q(q)-linear map Ψ∗ : V (λ)∗ → (V (−w0λ1)⊗ V (λ2))
∗ given by
f 7→ f ◦Ψ is a homomorphism of right Uq(g)-modules.
Moreover, ξ : V (−w0λ1)
∗⊗V (λ2)
∗ → (V (−w0λ1)⊗V (λ2))
∗ given by f1⊗f2 7→
(v1 ⊗ v2 7→ 〈f1, v1〉 〈f2, v2〉) is an isomorphism of right Uq(g)-modules. Note that
V (−w0λ1) and V (λ2) are finite dimensional.
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Set the composition map
ι : V (λ)∗
Ψ∗
−−→ (V (−w0λ1)⊗ V (λ2))
∗ ξ
−1
−−→ V (−w0λ1)
∗ ⊗ V (λ2)
∗,
and write ι((Glowλ (b
′
+), ·)λ) =
∑
l f
(1)
l ⊗ f
(2)
l for some weight vectors f
(1)
l , f
(2)
l .
Then, we have
cλ
(Glow
λ
(b′+),·)λ,G
up
λ
(b′
−
)
=
∑
l
c−w0λ1
f
(1)
l
,v−λ1
cλ2
f
(2)
l
,vλ2
.
By Proposition 2.15 (ii), we have only to consider l with wt f
(2)
l = siλ2 = λ2 −
ϕλi (b
′
−)αi. Since dimV (λ2)siλ2 = 1, we may assume that such a l (denoted by
l(0)) is uniquely determined and f
(2)
l(0)
= fλ2 .E
(ϕλi (b
′
−
))
i . Therefore, we investigate
the element f
(1)
l(0)
∈ V (−w0λ1)
∗.
Now, we have the equality
(Glowλ (b
′
+), ·)λ = (G
low(b+).vwλ, ·)λ
= (vwλ, ϕ(G
low(b+))(·))λ = fwλ.ϕ(G
low(b+)).
Therefore, ι((Glowλ (b
′
+), ·)λ) = ι(fwλ).ϕ(G
low(b+)). Set
ι(fwλ) =
∑
l′
f ′l′
(1)
⊗ f ′l′
(2)
for some weight vectors f ′l′
(1), f ′l′
(2). We may assume that there exists a unique l′
(denoted by l′(0)) such that wt f ′l′
(2) = λ2, and also assume that f
′
l′(0)
(2) = fλ2 .
Claim 1. The element f ′
l′(0)
(1) is given by
ϕ(Glow(b)).v−λ1 7→ δb,b−
for b ∈ B(∞).
Proof of Claim 1. The element f ′
l′(0)
(1) is a weight vector of V (−w0λ1)
∗ of weight
wλ− λ2. Since −λ1+ λ2 = wt b
′
− = wλ+wt b−, we have wλ− λ2 = −λ1−wt b−.
Hence, 〈f ′
l′(0)
(1), v〉 = 0 for any weight vector v ∈ V (−w0λ1) with wt v 6= −λ1−wt b−.
The set {ϕ(Glow(b)).v−λ1}b∈B(∞)wt b−
\{0} forms a basis of V (−w0λ1)−λ1−wt b− .
So, we consider the images of the elements of this basis under f ′
l′(0)
(1).
We claim that ϕ(Glow(b)).Gupλ (b
′
−) = δb,b−vwλ for b ∈ B(∞)wt b− . Indeed, we
have wt
(
ϕ(Glow(b)).Gupλ (b
′
−)
)
= wλ because wt b = wt b−. So, we can write
ϕ(Glow(b)).Gupλ (b
′
−) = cbvwλ for some cb ∈ Q(q), and
cb = (vwλ, ϕ(G
low(b)).Gupλ (b
′
−))λ = (G
low(b).vwλ, G
up
λ (b
′
−))λ = δb,b− ,
by Proposition 4.9 (ii), (iii).
Hence, for b ∈ B(∞)wt b− , we have
〈f ′
l′(0)
(1)
, ϕ(Glow(b)).v−λ1〉 = 〈f
′
l′(0)
(1)
, ϕ(Glow(b)).v−λ1〉〈fλ2 , vλ2〉
=
〈
ξ(
∑
l′
f ′l′
(1)
⊗ f ′l′
(2)
), (ϕ(Glow(b)).v−λ1)⊗ vλ2
〉
= 〈Ψ∗(fwλ), ϕ(G
low(b)).(v−λ1 ⊗ vλ2)〉
= 〈fwλ, ϕ(G
low(b))Gupλ (b
′
−)〉
= 〈fwλ, δb,b−vwλ〉 = δb,b− .
(In particular, ϕ(Glow(b−)).v−λ1 6= 0.) 
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Since l(siw) > l(w), we have ι(fwλ).Fi = ι(fwλ.Fi) = 0. Therefore, we have
ι(fwλ) =
〈λ2,α∨i 〉(=ϕ
λ
i (b
′
−
))∑
t=0
Xt ⊗ fλ2 .E
(t)
i +
∑
l′
wt f ′
l′
(2) /∈λ2+Z≦0αi
f ′l′
(1)
⊗ f ′l′
(2)
,
where
Xt = (−1)
tq
−tϕλi (b
′
−)+t(t−1)
i
[
ϕλi (b
′
−)
t
]−1
i
f ′
l′(0)
(1)
.F
(t)
i ,
which is easily checked by induction on t.
Let
∆(Glow(b+)) =
∞∑
s=0
Gs ⊗KwtGsF
(s)
i +
∑
G(2):homogeneous
wtG(2) /∈Z≦0αi
G(1) ⊗G(2).
By the statement in Definition 2.5, this definition of Gs is compatible with the
definition of Gs in the statement of Lemma 5.9. We prepare one claim here whose
proof is straightforward.
Claim 2. For all homogeneous element x ∈ Uq(n
−), we have
ϕ(x) = q−
1
2
(wt x,wtx)+(ρ,wt x)K−wtxω
′(x).
(See Definition 2.4.)
By Definition 2.4 and Claim 2,
∆(ϕ(Glow(b+))) = q
(∗)∆(K−wt b+ω
′(Glow(b+)))
= q(∗)(K−wt b+ ⊗K−wt b+)(ω
′ ⊗ ω′)(∆(Glow(b+)))
= q(∗)
(
∞∑
s=0
K−wt b+ω
′(Gs)⊗K−wt b+ω
′(KwtGsF
(s)
i )
+
∑
G(2):homogeneous
wtG(2) /∈Z≦0αi
K−wt b+ω
′(G(1))⊗K−wt b+ω
′(G(2))

=
∞∑
s=0
Ksαiϕ(Gs)⊗E
(s)
i +
∑
G′(2):homogeneous
wtG′(2) /∈Z≧0αi
G′
(1)
⊗G′
(2)
,
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where (∗) = −
1
2
(wt b+,wt b+) + (ρ,wt b+). Combining the above results, we have
ι((Glowλ (b
′
+), ·)λ) = ι(fwλ).ϕ(G
low(b+))
=

ϕλi (b
′
−)∑
t=0
Xt ⊗ fλ2 .E
(t)
i +
∑
l′
wt f ′
l′
(2) /∈λ2+Z≦0αi
f ′l′
(1)
⊗ f ′l′
(2)

.

∞∑
s=0
Ksαiϕ(Gs)⊗ E
(s)
i +
∑
G′(2):homogeneous
wtG′(2) /∈Z≧0αi
G′
(1)
⊗G′
(2)
 .
Therefore, we obtain
f
(1)
l(0)
=
ϕλi (b
′
−)∑
t=0
[
ϕλi (b
′
−)
t
]
i
XtKϕtαiϕ(Gϕt)
=
ϕλi (b
′
−)∑
t=0
(−1)tq
−tϕλi (b
′
−
)+t(t−1)+ϕt〈wt f ′
l′(0)
(1)+tαi,α∨i 〉
i f
′
l′(0)
(1)
.F
(t)
i ϕ(Gϕt)
=
ϕλi (b
′
−
)∑
t=0
(−1)tq
−ϕ2t−t+ϕt〈wλ,α
∨
i 〉
i f
′
l′(0)
(1)
.F
(t)
i ϕ(Gϕt),
where ϕt := ϕ
λ
i (b
′
−)− t. Note that wt f
′
l′(0)
(1) = wλ− λ2. Set Yt := f
′
l′(0)
(1).F
(t)
i ϕ(Gϕt).
By the way, φ∗i
(
cλ2
f
(2)
l(0)
,vλ2
)
= c
ϕλi (b
′
−)
21 . Hence,
cλ
(Glow
λ
(b′+),·)λ,G
up
λ
(b′
−
)
.|0〉i
=
ϕλi (b′−)∑
t=0
(−1)tq
−ϕ2t−t+ϕt〈wλ,α
∨
i 〉
i c
−w0λ1
Yt,v−λ1
 cλ2
f
(2)
l(0)
,vλ2
.|0〉i
= (−qi)
ϕλi (b
′
−
)
ϕλi (b
′
−)∑
t=0
(−1)tq
−ϕ2t−t+ϕt〈wλ,α
∨
i 〉
i c
−w0λ1
Yt,v−λ1
.|0〉i.
Fix t ∈ {0, . . . , ϕλi (b
′
−)}. Since Yt ∈ V (−w0λ1)
∗ and
wtYt = wt f
′
l′(0)
(1)
+ tαi +wtGϕt
= (−λ1 − wt b−) + tαi + (wt b+ + ϕtαi) = −λ1 + (n + ϕ
λ
i (b
′
−))αi,
we have Yt = ctf−λ1 .F
(N)
i for some ct ∈ Q(q). By the way,
〈f ′
l′(0)
(1)
, F
(t)
i ϕ(Gϕt)E
(N)
i .v−λ1〉
= 〈Yt, E
(N)
i .v−λ1〉
= ct〈f−λ1 , F
(N)
i E
(N)
i .v−λ1〉 = ct
[
ελi (b
′
−)
N
]
i
〈f−λ1 , v−λ1〉 = ct
[
ελi (b
′
−)
N
]
i
.
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Note that this equality is valid even when ελi (b
′
−) < N . Moreover, f−λ1 .F
(N)
i =
f−λ1 .F
(ελi (b
′
−
))
i E
(ελi (b
′
−
)−N)
i . Hence,
φ∗i
(
c−w0λ1
f−λ1 .F
(N)
i ,v−λ1
)
= c
ελi (b
′
−)
f
ελ
i
(b′
−
)
,v
−ελ
i
(b′
−
)
.E(ε
λ
i (b
′
−)−N).
(We used the notation in Example 3.10.) Therefore, by Example 3.10, we obtain
c−w0λ1Yt,v−λ1
.|0〉i
= ctφ
∗
i
(
c−w0λ1
f−λ1 .F
(N)
i ,v−λ1
)
.|0〉i
= ctq
N(ελi (b
′
−)−N)
i
[
ελi (b
′
−)
N
]
i
ελi (b
′
−
)−N∏
s=1
(1− q2si ) |ε
λ
i (b
′
−)−N〉i
= q
N(ελi (b
′
−)−N)
i 〈f
′
l′(0)
(1)
, F
(t)
i ϕ(Gϕt)E
(N)
i .v−λ1〉
ελi (b
′
−)−N∏
s=1
(1− q2si ) |ε
λ
i (b
′
−)−N〉i .
From now on, we examine 〈f ′
l′(0)
(1), F
(t)
i ϕ(Gϕt)E
(N)
i .v−λ1〉.
Claim 3. c−w0λ1
f ′
l′(0)
(1),v−λ1
= (Gupλ1 ((πλ1(∗b−)), ω(·).vλ1)λ1 in Qq[G].
Proof of Claim 3. Let V (λ1)
ω be a left Uq(g)-module such that V (λ1)
ω = V (λ1)
as a vactor space and the Uq(g)-module structure on V (λ1)
ω is defined by x.v :=
ω(x).v for any x ∈ Uq(g) and v ∈ V (λ1)
ω (where the right-hand side is defined by
the usual action of Uq(g) on V (λ1) via the identification of the underlying vector
spaces V (λ1)
ω = V (λ1)).
Then, there exists a Uq(g)-module isomorphism Φ : V (−w0λ1)→ V (λ1)
ω given
by v−λ1 7→ vλ1 . Note that the vector vλ1 is of weight −λ1 in V (λ1)
ω. More-
over, we have (u, v)−w0λ1 = (Φ(u),Φ(v))λ1 for any u, v ∈ V (−w0λ1), because
(Φ(v−λ1),Φ(v−λ1))λ1 = (vλ1 , vλ1)λ1 = 1(= (v−λ1 , v−λ1)−w0λ1) and
(Φ(x.u),Φ(v))λ1 = (ω(x).Φ(u),Φ(v))λ1
= (Φ(u), ϕ(ω(x)).Φ(v))λ1
= (Φ(u), ω(ϕ(x)).Φ(v))λ1 = (Φ(u),Φ(ϕ(x).v))λ1 .
Let G˜ be the unique element of V (−w0λ1) satisfying f
′
l′(0)
(1) = (G˜, · )−w0λ1 ∈
V (−w0λ1)
∗. Then, by the above argument, f ′
l′(0)
(1) = (Φ(G˜),Φ(·))λ1 . By the way,
Φ(ϕ(Glow(b)).v−λ1) = ω(ϕ(G
low(b))).Φ(v−λ1)
= ∗(Glow(b)).vλ1 = G
low(∗b).vλ1 = G
low
λ1 (πλ1(∗b)).
Combining this with Claim 1,
(Φ(G˜), Glowλ1 (πλ1(∗b)))λ1 = 〈f
′
l′(0)
(1)
, ϕ(Glow(b)).v−λ1〉 = δb,b− ,
for b ∈ B(∞). So, Φ(G˜) = Gupλ1 (πλ1(∗b−)). Therefore,
c−w0λ1
f ′
l′(0)
(1),v−λ1
= (Gupλ1 (πλ1(∗b−)),Φ((·).v−λ1))λ1 = (G
up
λ1
(πλ1(∗b−)), ω(·).vλ1)λ1 .

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By Claim 3,
〈f ′
l′(0)
(1)
, F
(t)
i ϕ(Gϕt)E
(N)
i .v−λ1〉 = (G
up
λ1
((πλ1(∗b−)), ω(F
(t)
i ϕ(Gϕt)E
(N)
i ).vλ1)λ1
= (Gupλ1 ((πλ1(∗b−)), E
(t)
i ∗ (Gϕt)F
(N)
i .vλ1)λ1 .
Combining all the above results, we obtain
cλ
(Glow
λ
(b′+),·)λ,G
up
λ
(b′−)
.|0〉i
= (−qi)
ϕλi (b
′
−)
ϕλi (b
′
−)∑
t=0
(−1)tq
(∗∗)
i
ελi (b
′
−)−N∏
s=1
(1− q2si )
× 〈f ′
l′(0)
(1)
, F
(t)
i ϕ(Gϕt)E
(N)
i .v−λ1〉 |ε
λ
i (b
′
−)−N〉i .
= (−qi)
ϕλi (b
′
−)
ϕλi (b
′
−)∑
t=0
(−1)tq
(∗∗)
i
ελi (b
′
−)−N∏
s=1
(1− q2si )
× (Gupλ1 ((πλ1(∗b−)), E
(t)
i ∗ (Gϕt)F
(N)
i .vλ1)λ1 |ε
λ
i (b
′
−)−N〉i.
where (∗∗) = −ϕ2t − t+ ϕt〈wλ,α
∨
i 〉+N(ε
λ
i (b
′
−)−N). Moreover,
ελi (b
′
−)−N = ε
λ
i (b
′
−)− ϕ
λ
i (b
′
−)− n
= −〈wt b′−, α
∨
i 〉 −
1
2
〈wt b′+ − wt b
′
−, α
∨
i 〉
= −
1
2
〈wt b′+ +wt b
′
−, α
∨
i 〉.
So, Lemma 5.9 follows. 
5.2.2. Rough estimates. In this subsection, we roughly compute the terms
cλ0
(Glow
λ0
(b′
k−1),·)λ0 ,G
up
λ0
(b′
k
)
.|0〉ik(k = 1, . . . , l(w0))
appearing in the right-hand side of (5.2). The main result of this subsection is
Lemma 5.12.
Lemma 5.11. In any non-zero summand of the right-hand side of (5.2), we have
(i) wt b′k − sik · · · si1λ0 ∈ A for k = 0, . . . , l(w0),
(ii) wt b′k−1 − wt b
′
k = nkαik with nk > γL for k = 1, . . . , l(w0),
(iii) ϕλ0ik (b
′
k) ≦ − ht(wt b0) for k = 1, . . . , l(w0).
Proof. Let us first prove (i). By Proposition 2.15 (II), wt b′k − sik · · · si1λ0 ∈ Q−
for all k = 0, . . . , l(w0). (Note that wt b
′
l(w0)
− sil(w0) · · · si1λ0 = 0.) So, it suffices
to show that
wt b0 ≤ si1 · · · sik(wt b
′
k)− λ0 ≤ 0
for all k = 0, . . . , l(w0). Since si1 · · · sik(wt b
′
k) is a weight of V (λ0), the right
inequality clearly holds. We prove the left one. The proof is by induction on k.
When k = 0, it is obvious by definition. Assuming it holds for k, we will prove
it for k + 1. By Lemma 5.7, we can write wt b′k = wt b
′
k+1 + nk+1αik+1 for some
nk+1 ∈ Z and 〈wt b
′
k + wt b
′
k+1, α
∨
ik+1
〉 ≦ 0. Hence, 〈wt b′k, α
∨
ik+1
〉 ≦ nk+1. Write
mk+1 := nk+1 − 〈wt b
′
k, α
∨
ik+1
〉 ∈ Z≧0. Then,
wt b′k+1 = wt b
′
k − (mk+1 + 〈wt b
′
k, α
∨
ik+1
〉)αik+1
= sik+1(wt b
′
k +mk+1αik+1). (5.3)
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Combining this with the induction hypothesis, we obtain
si1 · · · siksik+1(wt b
′
k+1)− λ0 = si1 · · · sik(wt b
′
k +mk+1αik+1)− λ0
= si1 · · · sik(wt b
′
k)− λ0 +mk+1si1 · · · sik(αik+1)
≥ wt b0. (because si1 · · · sik(αik+1) ∈ ∆+.)
This completes the proof of (i).
By the above argument, for all k = 1, . . . , l(w0), we have
nk ≧ 〈wt b
′
k−1, α
∨
ik
〉
= 〈wt b′k−1 − sik−1 · · · si1λ0, α
∨
ik
〉+ 〈sik−1 · · · si1λ0, α
∨
ik
〉
≧ −l4 + 〈λ0, si1 · · · sik−1α
∨
ik
〉 by (i),
≧ −l4 + 2γL because si1 · · · sik−1α
∨
ik
is a positive coroot,
> γL,
which proves (ii).
Let k ∈ {1, . . . , l(w0)}. By Proposition 4.10, we have F
(ϕ
λ0
ik
(b′
k
))
ik
Gupλ0 (b
′
k) =
Gupλ0 ((f˜ik)
ϕ
λ0
ik
(b′
k
)
b′k) 6= 0. Hence, wt b
′
k−ϕ
λ0
ik
(b′k)αik is a weight of V (λ0). Therefore,
si1 · · · sik(wt b
′
k − ϕ
λ0
ik
(b′k)αik)
= si1 · · · sik−1(wt b
′
k−1) + (mk + ϕ
λ0
ik
(b′k))si1 · · · sik−1(αik),
by the equality (5.3), is also a weight of V (λ0). Therefore,
si1 · · · sik−1(wt b
′
k−1) + (mk + ϕ
λ0
ik
(b′k))si1 · · · sik−1(αik)− λ0 ∈ Q−.
Combining this with wt b0 ≤ si1 · · · sik−1(wt b
′
k−1)− λ0, we have
wt b0 + (mk + ϕ
λ0
ik
(b′k))si1 · · · sik−1(αik) ∈ Q−.
Now, we have mk ≧ 0 and si1 · · · sik−1(αik) ∈ ∆+, which gives (iii). 
Lemma 5.12 (Rough estimates). In any non-zero summand of the right-hand
side of (5.2) and k = 1, . . . , l(w0), we have
cλ0
(Glow
λ0
(b′
k−1),·)λ0 ,G
up
λ0
(b′
k
)
.|0〉ik = pk
∣∣∣∣−12〈wt b′k−1 +wt b′k, α∨ik〉
〉
ik
with pk ∈ q
−ϕ
λ0
ik
(b′
k
)2
ik
Z[q].
Remark 5.13. By Lemma 5.11 (iii),
−
(αik , αik)
2
ϕλ0ik (b
′
k)
2 ≧ −
(αik , αik)
2
ht(wt b0)
2 ≧ −l5 > −L.
Proof. Fix k ∈ {1, . . . , l(w0)}. We abbreviate ik to i, b
′
k−1 to b
′
+, b
′
k to b
′
−, nk
to n. Let b± be unique elements of B(∞) satisfying πλ0(b±) = b
′
±. Set d =
−
1
2
〈wt b′+ +wt b
′
−, α
∨
i 〉.
Then, by Lemma 5.9 associated with w = e, we have
cλ0
(Glow
λ0
(b′+),·)λ0 ,G
up
λ0
(b′−)
.|0〉i
= (−qi)
ϕ
λ0
i (b
′
−
)
d∏
s=1
(1− q2si )
ϕ
λ0
i (b
′
−)∑
t=0
(−1)tq
−ϕ2t−t+2γLϕt+N(ε
λ0
i (b
′
−)−N)
i
× (Gupλ1 ((πλ1(∗b−)), E
(t)
i ∗ (Gϕt)F
(N)
i .vλ1)λ1 |d〉i.
REPRESENTATIONS OF QUANTIZED FUNCTION ALGEBRAS 35
where λ1 = ε
λ0
i (b
′
−)̟i +
∑
j∈I\{i}
εj̟j with ε
λ0
j (b
′
−) ≦ εj ∈ Z≧0 for all j ∈ I \ {i},
ϕt := ϕ
λ0
i (b
′
−)− t, N := n+ ϕ
λ0
i (b
′
−) and Gs := q
1
2
s(s−1)
i (ie
′)s(Glow(b+)). Now,
(Gupλ1 ((πλ1(∗b−)), E
(t)
i ∗ (Gϕt)F
(N)
i .vλ1)λ1
= (ω(Gϕt)F
(t)
i G
up
λ1
((πλ1(∗b−)), F
(N)
i .vλ1)λ1
= q
1
2
ϕt(ϕt−1)
i
∑
b∈B(∞)
di,ϕtb+,b(ω(G
low(b))F
(t)
i G
up
λ1
((πλ1(∗b−)), F
(N)
i .vλ1)λ1 .
By Proposition 4.8, ω(Glow(b)) ∈ Uq(n
+)E
(ε∗i (b))
i . Hence, in the above sum, we
have only to consider b ∈ B(∞) such that
ε∗i (b) ≦ ε
λ1
i (πλ1(∗b−)) + t = ε
∗
i (b−) + t.
(See Remark 4.6 and Proposition 4.10.) Moreover, sinceGlow(b−).vλ0 = G
low
λ0
(b′−) 6=
0, we have ε∗i (b−) ≦ 2γL.
Therefore,
(Gupλ1 ((πλ1(∗b−)), E
(t)
i ∗ (Gϕt)F
(N)
i .vλ1)λ1
= q
1
2
ϕt(ϕt−1)
i
∑
b∈B(∞),
ε∗i (b)≦2γL+t
di,ϕtb+,b(ω(G
low(b))F
(t)
i G
up
λ1
(πλ1(∗b−)), F
(N)
i .vλ1)λ1
= q
1
2
ϕt(ϕt−1)
i
∑
b∈B(∞),
ε∗i (b)≦2γL+t
di,ϕtb+,b(F
(t)
i G
up
λ1
(πλ1(∗b−)), ∗(F
(N)
i G
low(b)).vλ1)λ1
= q
1
2
ϕt(ϕt−1)
i
∑
b∈B(∞),b′∈B(λ1),
ε∗i (b)≦2γL+t,
ϕ
λ1
i (πλ1(∗b−))−t≧ϕ
λ1
i (b
′)
di,ϕtb+,bF
(t),i
πλ1(∗b−),b
′(G
up
λ1
(b′), ∗(F
(N)
i G
low(b)).vλ1)λ1 .
Since ∗(Glow(bˆ)) ∈ Uq(n
−)F
(εi(bˆ))
i , we have
∗(F
(N)
i G
low(b)).vλ1 =
∑
bˆ∈B(∞)
εi(bˆ)≦〈λ1,α∨i 〉
cbˆ−Ni,b ∗ (G
low(bˆ)).vλ1
=
∑
bˆ∈B(∞)
εi(bˆ)≦ε
λ0
i (b
′
−)
cbˆ−Ni,bG
low
λ1 (πλ1(∗bˆ)).
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Combining all the results above, we obtain
cλ0
(Glow
λ0
(b′+),·)λ0 ,G
up
λ0
(b′−)
.|0〉i
= (−qi)
ϕ
λ0
i (b
′
−)
d∏
s=1
(1− q2si )
×
ϕ
λ0
i (b
′
−)∑
t=0
(−1)tq
(#)
i (G
up
λ1
((πλ1(∗b−)), E
(t)
i ∗ (Gϕt)F
(N)
i .vλ1)λ1 |d〉i
= (−qi)
ϕ
λ0
i (b
′
−)
d∏
s=1
(1− q2si )
×
ϕ
λ0
i (b
′
−)∑
t=0
(−1)tq
(#)+ 1
2
ϕt(ϕt−1)
i
∑
(♣)
di,ϕtb+,bF
(t),i
πλ1(∗b−),b
′c
bˆ
−Ni,bδb′,πλ1(∗bˆ)
|d〉i,
(5.4)
where
(#) = −ϕ2t − t+ 2γLϕt +N(ε
λ0
i (b
′
−)−N),
and
(♣) =

b, bˆ ∈ B(∞), b′ ∈ B(λ1),
ε∗i (b) ≦ 2γL+ t,
ϕλ1i (πλ1(∗b−))− t ≧ ϕ
λ1
i (b
′),
εi(bˆ) ≦ ε
λ0
i (b
′
−).
Denote by pt,b,b′,bˆ the term
(−1)tq
(#)+ 1
2
ϕt(ϕt−1)
i (−qi)
ϕ
λ0
i (b
′
−
)
d∏
s=1
(1− q2si )d
i,ϕt
b+,b
F
(t),i
πλ1(∗b−),b
′c
bˆ
−Ni,bδb′,πλ1(∗bˆ)
with t, b, b′, bˆ appearing in the sum in (5.4). Then, by Proposition 4.10, 4.14 and
Remark 4.18, we have pt,b,b′,bˆ ∈ q
m
t,b,b′,bˆ
i Z[q], where
mt,b,b′,bˆ = −ϕ
2
t − t+ 2γLϕt +N(ε
λ0
i (b
′
−)−N) +
1
2
ϕt(ϕt − 1) + ϕ
λ0
i (b
′
−)
− ϕtε
∗
i (b)−
1
2
ϕt(ϕt − 1)− t(ϕ
λ1
i (πλ1(∗b−))− t)−N(εi(bˆ)−N)
≧ ϕt − ϕ
2
t + 2γLϕt +N(ε
λ0
i (b
′
−)− εi(bˆ))− ϕt(2γL+ t)
− t(ϕλ1i (πλ1(∗b−))− t)
≧ ϕt − ϕ
2
t − ϕtt− t(ϕ
λ1
i (πλ1(∗b−))− t).
Now,
ϕλ1i (πλ1(∗b−)) = ϕi(∗b−) + 〈λ1, α
∨
i 〉
= εi(∗b−) + 〈wt b−, α
∨
i 〉+ ε
λ0
i (b
′
−)
= εi(∗b−) + 〈wt b−, α
∨
i 〉+ ϕ
λ0
i (b
′
−)− 〈λ0 +wt b−, α
∨
i 〉
= εi(∗b−)− 〈λ0, α
∨
i 〉+ ϕ
λ0
i (b
′
−) ≦ ϕ
λ0
i (b
′
−).
Hence,
mt,b,b′,bˆ ≧ ϕt − ϕ
2
t − ϕtt− tϕt ≧ −(ϕt + t)
2 + t2 + ϕt ≧ −ϕ
λ0
i (b
′
−)
2.
So, Lemma 5.12 follows. 
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5.2.3. Main calculation. It follows from Lemma 5.12 (and Remark 5.13) that
• iζ
′G
low(b0)
d ∈ Z[q
±1] (See the equality (5.1) for the definition of iζ
′G
low(b0)
d ),
and
• we may ignore the degree ≧ l(w0)L part of the Laurent polynomial pk for
any k when calculating the degree < L parts of the Laurent polynomials
iζ
′G
low(b0)
d
.
Hence, the following theorem together with Proposition 4.19 implies theorem 5.2.
Theorem 5.14. In any summand of the right-hand side of (5.2) which contributes
to the degree < L part of the Laurent polynomial iζ
′G
low(b0)
d , we have
(i) Glowλ0 (b
′
k) ∈ Vsik ···si1 (λ0) for k = 0, . . . , l(w0), and
(ii) the degree < l(w0)L part of the Laurent polynomial pk is of the form
q
1
2
dk(dk−1)
ik
d̂ik ,dkbk−1,b for some b ∈ B(∞) where bk−1 ∈ B(∞) is the element
satisfying Glow(bk−1).vsik−1 ···si1λ0 = G
low
λ0
(b′k−1), for k = 1, . . . , l(w0).
Proof. Fix k ∈ {1, . . . , l(w0)} such that G
low
λ0
(b′k−1) ∈ Vsik−1 ···si1 (λ0). (Note that
k = 1 clearly satisfies this condition.) Set w := sik−1 · · · si1 Then, the proof
of theorem is completed by showing that Glowλ0 (b
′
k) ∈ Vsikw(λ0) and the degree
< l(w0)L part of the Laurent polynomial pk is of the form q
1
2
dk(dk−1)
ik
d̂ik ,dkbk−1,b. We
abbreviate ik to i, b
′
k−1 to b
′
+, b
′
k to b
′
−, nk to n, dk to d. Note that by Lemma
5.9 we have d = −12〈wt b
′
k−1 +wt b
′
k, α
∨
ik
〉.
By our assumption, there exists the unique element b+ ∈ B(∞) such that
Glow(b+).vwλ0 = G
low
λ0
(b′+). By Proposition 4.9 (i) and φ
∗
i (c
λ0
(Glow
λ0
(b′+),·)λ0 ,G
up
λ0
(b′
−
)
) 6=
0, we have also Glowλ0 (b
′
−) ∈ Vw(λ0) and, hence, there exists the unique element
b− ∈ B(∞) such that G
low(b−).vwλ0 = G
low
λ0
(b′−).
Then, by Lemma 5.9 and the similar argument in the proof of Lemma 5.12, we
have
cλ0
(Glow
λ0
(b′+),·)λ0 ,G
up
λ0
(b′
−
)
.|0〉i
= (−qi)
ϕ
λ0
i
(b′
−
)
d∏
s=1
(1− q2si )
ϕ
λ0
i (b
′
−)∑
t=0
(−1)tq
(⋆)
i
∑
(♣)′
di,ϕtb+,bF
(t),i
πλ1(∗b−),b
′c
bˆ
−Ni,bδb′,πλ1(∗bˆ)
|d〉i, (5.5)
where we set λ1 = ε
λ0
i (b
′
−)̟i +
∑
j∈I\{i}
εj̟j with ε
λ0
j (b
′
−) ≦ εj ∈ Z≧0 for all
j ∈ I \ {i}, ϕt = ϕ
λ0
i (b
′
−)− t, N = n+ ϕ
λ0
i (b
′
−) and
(⋆) = −ϕ2t − t+ ϕt〈wλ0, α
∨
i 〉+N(ε
λ0
i (b
′
−)−N) +
1
2
ϕt(ϕt − 1),
(♣)′ =

b, bˆ ∈ B(∞), b′ ∈ B(λ1),
ϕλ1i (πλ1(∗b−))− t ≧ ϕ
λ1
i (b
′),
εi(bˆ) ≦ ε
λ0
i (b
′
−).
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Denote by p˜t,b,b′,bˆ the term
(−1)tq
(⋆)
i (−qi)
ϕ
λ0
i (b
′
−)
d∏
s=1
(1− q2si )d
i,ϕt
b+,b
F
(t),i
πλ1(∗b−),b
′c
bˆ
−Ni,bδb′,πλ1(∗bˆ)
with t, b, b′, bˆ appearing in the sum in (5.5). Then, by Proposition 4.10 and 4.14,
we have p˜t,b,b′,bˆ ∈ q
m˜
t,b,b′,bˆ
i Z[q], where
m˜t,b,b′,bˆ ≧ −ϕ
2
t − t+ ϕt〈λ0, w
−1α∨i 〉+N(ε
λ0
i (b
′
−)−N) +
1
2
ϕt(ϕt − 1) + ϕ
λ0
i (b
′
−)
−
2
(αi, αi)
l3 − t(ϕ
λ1
i (πλ1(∗b−))− t)−N(εi(bˆ)−N)
≧ −
1
2
ϕt(ϕt − 1) + 2γLϕt +N(ε
λ0
i (b
′
−)− εi(bˆ))
− l3 − t(ϕ
λ1
i (πλ1(∗b−))− t).
Note that w−1α∨i is a positive coroot and wt(∗b+) = wt b+ = wt b
′
+−wλ0 ∈ A by
Lemma 5.11 (i). Now,
ϕλ1i (πλ1(∗b−))
= ϕi(∗b−) + 〈λ1, α
∨
i 〉
= εi(∗b−) + 〈wt b−, α
∨
i 〉+ ε
λ0
i (b
′
−)
= εi(∗b−) + 〈wt b−, α
∨
i 〉+ ϕ
λ0
i (b
′
−)− 〈wλ0 +wt b−, α
∨
i 〉
= εi(∗b−)− 〈wλ0, α
∨
i 〉+ ϕ
λ0
i (b
′
−)
≦ ϕλ0i (b
′
−). (5.6)
Hence,
m˜t,b,b′,bˆ ≧ −
1
2
ϕt(ϕt − 1) + 2γLϕt +N(ε
λ0
i (b
′
−)− εi(bˆ))− l3 − tϕt
≧ −l5 + 2γLϕt +N(ε
λ0
i (b
′
−)− εi(bˆ))− l3
> −L+ 2γLϕt +N(ε
λ0
i (b
′
−)− εi(bˆ)), (5.7)
because 0 ≦ t, ϕt ≦ ϕ
λ0
i (b
′
−) ≦ − ht(wt b0) by Lemma 5.11 (iii). Therefore, p˜t,b,b′,bˆ
does not contribute to the degree < l(w0)L part of the Laurent polynomial pk+1
unless ϕt = 0.
From now on, we consider p˜t,b,b′,bˆ in the case ϕt = 0 (i.e. t = ϕ
λ0
i (b
′
−)) and
b′ = πλ1(∗bˆ). We have b = b+ because Gϕt = G
low(b+).
Since ϕλ1i (πλ1(∗b−)) ≦ ϕ
λ0
i (b
′
−) and ϕ
λ1
i (πλ1(∗b−)) − ϕ
λ0
i (b
′
−) ≧ ϕ
λ1
i (πλ1(∗bˆ)),
we have ϕλ1i (πλ1(∗b−)) = ϕ
λ0
i (b
′
−), equivalently, ε
∗
i (b−) = 〈wλ0, α
∨
i 〉. (See the
inequality (5.6).) So, by Proposition 4.8,
Glowλ0 (b
′
−) = G
low(b−).vwλ0 ∈ Uq(n
−)F
(〈wλ0,α∨i 〉)
i .vwλ0 = Vsiw(λ0).
Hence, (i) follows.
When t = ϕλ0i (b
′
−) = ϕ
λ1
i (πλ1(∗b−)), we also have πλ1(∗bˆ)(= b
′) = f˜ ti (πλ1(∗b−)) =
πλ1(∗(f˜
∗
i )
t(b−)) (=: b
′(0) 6= 0). (Equivalently, bˆ = (f˜∗i )
t(b−).) Moreover, by
the inequality (5.7) and N > γL (by Lemma 5.11 (ii)) we may assume that
εi(bˆ) = ε
λ0
i (b
′
−). (In fact, this equality always holds. See the proof of Theorem
A.9 in Appendix.)
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Taking these assumptions into account, we have
p˜t,b,b′,bˆ = p˜ϕλ0i (b′−),b+,b′
(0),bˆ
= (−1)ϕ
λ0
i (b
′
−)q
−ϕ
λ0
i (b
′
−)+N(ε
λ0
i (b
′
−)−N)
i (−qi)
ϕ
λ0
i (b
′
−)
d∏
s=1
(1− q2si )c
bˆ
−Ni,b+
= q
N(ε
λ0
i (b
′
−)−N)
i
d∏
s=1
(1− q2si )c
bˆ
−Ni,b+ .
Moreover, by Proposition 4.17, εi(bˆ)−N = ε
λ0
i (b
′
−)−N = d and ∆iN > l(w0)L,
we have
(p˜
ϕ
λ0
i (b
′
−
),b+,b′
(0),bˆ
)<l(w0)L
=
(
q
N(ε
λ0
i
(b′
−
)−N)
i
d∏
s=1
(1 − q2si )c
bˆ
−Ni,b+
)
<l(w0)L
=
(
d∏
s=1
(1− q2si )q
dN
i c
bˆ
−Ni,b+
)
<l(w0)L
= qdNi
(
d∏
s=1
(1− q2si )
(
cbˆ−Ni,b+
)
<(l(w0)L−∆idN)
)
<(l(w0)L−∆idN)
= qdNi
(
d∏
s=1
(1− q2si )
(
q
1
2
d(d−1)
i
[
εi(bˆ)
N
]
i
d̂i,d
b+,e˜
εi(bˆ)
i bˆ
)
<(l(w0)L−∆idN)
)
<(l(w0)L−∆idN)
= qdNi
(
q
1
2
d(d−1)
i
d∏
s=1
(1− q2si )
[
N + d
N
]
i
d̂i,d
b+,e˜
εi(bˆ)
i
bˆ
)
<(l(w0)L−∆idN)
= qdNi
(
q
1
2
d(d−1)−dN
i
d∏
s=1
(1− q
2(d+N)−2s+2
i )d̂
i,d
b+,e˜
εi(bˆ)
i
bˆ
)
<(l(w0)L−∆idN)
=
(
q
1
2
d(d−1)
i
d∏
s=1
(1− q
2(d+N)−2s+2
i )d̂
i,d
b+,e˜
εi(bˆ)
i bˆ
)
<l(w0)L
= q
1
2
d(d−1)
i d̂
i,d
b+,e˜
εi(bˆ)
i bˆ
.
The last equality holds as follows:
By Remark 4.18,
d̂i,d
b+,e˜
εi(bˆ)
i bˆ
= q
d〈wt b+,α∨i 〉+d(d+1)
i d
i,d
b+,e˜
εi(bˆ)
i bˆ
.
So, we have q
1
2
d(d−1)
i d̂
i,d
b+,e˜
εi(bˆ)
i bˆ
∈ ql3+l4+l5Z[q−1]. Note that wt b+ ∈ A.
Moreover, q
1
2
d(d−1)
i d̂
i,d
b+,e˜
εi(bˆ)
i bˆ
∈ q−l3Z[q].
Hence, we obtain (ii) in Theorem 5.14. 
A. Appendix
After this paper was posted on the preprint server, Yoshiyuki Kimura pointed
out to the author the existence of a much simpler proof of the positivity of the
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transition matrices from canonical bases to PBW bases (Theorem 5.2). Moreover,
it has been found that this simple method provides the same constants as in
Section 5 even when g is of nonsymmetric finite type. In this appendix, we
explain this point and the corollaries obtained from the following discussion. The
author wishes to express his thanks to Yoshiyuki Kimura.
A.1. A simpler proof of the positivity.
Definition A.1. We can define the Q(q)-bilinear form ( , ) : Uq(n
−)×Uq(n
−)→
Q(q) uniquely by
(1, 1) = 1,
(Fix, y) =
1
(1− q2i )
(x, e′i(y)), (xFi, y) =
1
(1− q2i )
(x, ie
′(y)),
for any i ∈ I and x, y ∈ Uq(n
−). This bilinear form is symmetric. See [L4, Chapter
1] for details.
We prepare some propositions before giving the simpler proof.
Proposition A.2 ([L4, 38.1.6]). For all i ∈ I,
(i) Ker e′i =
{
x ∈ Uq(n
−)
∣∣∣ T ′′i,1−1(x) ∈ Uq(n−) },
(ii) Ker ie
′ =
{
x ∈ Uq(n
−)
∣∣∣ T ′′i,1(x) ∈ Uq(n−) }.
Proposition A.3 ([L4, 38.2.1]). For x, y ∈ Ker e′i (i ∈ I), we have
(x, y) = ((T ′′i,1)
−1(x), (T ′′i,1)
−1(y)).
(See also Proposition A.2 (i).)
Proposition A.4 (The dual bases of PBW bases with respect to ( , )). Let i be
a reduced word of w0 and set
F˜di :=
l(w0)∏
k=1
q
1
2
dk(dk−1)
ik
(1− q2ik)
dk
F d1i1 T ′′i1,1(F d2i2 ) · · · T ′′i1,1T ′′i2,1 · · · T ′′il(w0)−1,1(F dl(w0)il(w0) ),
for d ∈ (Z≧0)
l(w0). Then, we have
(F˜di , F
d′
i ) = δd,d′ for d,d
′ ∈ (Z≧0)
l(w0).
Proof. Using Proposition A.2 (i) and e′i(F
(d)
i ) = q
−d+1
i F
(d−1)
i , we have, for any
d ∈ (Z≧0)
l(w0),
e′i(F
d
i′ ) = q
−d1+1
i F
d−(1,0,...,0)
i′
,
and
(e′i)
e(Fdi′ ) = q
− 1
2
e(2d1−e−1)
i F
d−(e,0,...,0)
i′ for e ∈ Z≧0,
where F
d−(e,0,...,0)
i′
:= 0 if e > d1. Combining this equality with the definition of
the bilinear form ( , ) and Proposition A.3, we can easily obtain this proposition.

Proposition A.5 ([S1, Proposition 3.4.7, Corollary 3.4.8], [L3, Theorem 1.2]).
Let i ∈ I and
iπ : Uq(n
−) =
⊕
n∈Z≧0
F
(n)
i Ker e
′
i → Ker e
′
i,
πi : Uq(n
−) =
⊕
n∈Z≧0
Ker ie
′F
(n)
i → Ker ie
′,
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be natural projections.
Then, for b ∈ B(∞) with εi(b) = 0, we have
iπ(Glow(b)) = T ′′i,1(π
iGlow(Λ−1i (b))),
where Λ−1i : { b ∈ B(∞) | εi(b) = 0 } → { b ∈ B(∞) | ε
∗
i (b) = 0 } is the bijection
defined by b 7→ f˜
ϕ∗i (b)
i (e˜
∗
i )
ε∗i (b)b.
The following theorem together with Proposition 4.19 implies the positivity of
the transition matrices from canonical bases to PBW bases if g is of type ADE.
Moreover, the following proof is simpler than the proof in Section 5.
Theorem A.6. (We do not assume that g is of type ADE.)
Fix a reduced word i of w0. Then, for b ∈ B(∞) and d ∈ (Z≧0)
l(w0), we have
iζ
Glow(b)
d
=
l(w0)∏
k=1
q
1
2
dk(dk−1)
ik
 ∑
b1,...,bl(w0)−1∈B(∞)
with ε∗il
(bl)=0 for all l
d̂i1,d1b,Λi1 (b1)
d̂i2,d2b1,Λi2(b2)
· · · d̂
il(w0),dl(w0)
bl(w0)−1,1
.
Proof. By Proposition A.4, we have
iζ
Glow(b)
d = (F˜
d
i , G
low(b)).
Set C :=
∏l(w0)
k=1 q
1
2
dk(dk−1)
ik
(1 − q2ik)
dk . By the definition of the bilinear form ( , )
and Proposition 4.14, we have
(F˜di , G
low(b))
= C(F d1i1 T
′′
i1,1(F
d2
i2
) · · ·T ′′i1,1T
′′
i2,1 · · ·T
′′
il(w0)−1,1
(F
dl(w0)
il(w0)
), Glow(b))
= C(1− q2i1)
−d1(T ′′i1,1(F
d2
i2
) · · · T ′′i1,1T
′′
i2,1 · · ·T
′′
il(w0)−1,1
(F
dl(w0)
il(w0)
), (e′i1)
d1Glow(b))
= q
1
2
d1(d1−1)
i1
∑
b˜∈B(∞)
b˜=e˜
d1
i1
b or εi(b)−d1<εi(b˜)
d̂i1,d1
b,b˜
(F˜
(0,d2,...,dl(w0))
i
, Glow(b˜)).
By Proposition A.2 (i) and Proposition 4.8, we have
(F˜
(0,d2,...,dl(w0))
i , G
low(b˜)) = 0
unless εi(b˜) = 0. Moreover, when εi(b˜) = 0, by Proposition A.3 and A.5, we have
(F˜
(0,d2,...,dl(w0))
i
, Glow(b˜)) = (F˜
(0,d2,...,dl(w0))
i
, i1π(Glow(b˜)))
= (F˜
(0,d2,...,dl(w0))
i , T
′′
i1,1(π
i1(Glow(Λ−1i1 (b˜)))))
= (F˜
(d2,...,dl(w0),0)
i′
, πi1(Glow(Λ−1i1 (b˜)))),
where αi′1 := −w0αi1 and i
′ = (i2, . . . , il(w0), i
′
1). Note that i
′ is also a reduced
word of w0. Set b1 := Λ
−1
i1
(b˜). (ε∗i1(b1) = 0.)
Now, by Proposition A.2 (ii), we have
F˜
(d2,...,dl(w0),0)
i′
∈ Ker i1e
′.
Moreover,
Glow(b1)− π
i1(Glow(b1)) ∈
⊕
n∈Z>0
Ker i1e
′F
(n)
i1
.
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Therefore,
(F˜
(d2,...,dl(w0),0)
i′
, πi1(Glow(b1))) = (F˜
(d2,...,dl(w0),0)
i′
, Glow(b1)).
We can repeat the argument above for (F˜
(d2,...,dl(w0),0)
i′ , G
low(b1)). Hence, the proof
is completed. 
Remark A.7. For b˜ ∈ B(∞) with ǫi(b˜) = 0, we have
wtΛ−1i (b˜) = wt b˜+ (ε
∗
i (b˜)− ϕ
∗
i (b˜))αi = wt b˜− 〈wt b˜, α
∨
i 〉αi = si(wt b˜).
Therefore, in a nonzero summand of the right-hand side of the equality in Theorem
A.6, we have wt bk ∈ A for all k. Here A is as in Section 5. (We regard b as b0 in
Section 5.)
Remark A.8. It also follows from the proof of Theorem A.6 that for b ∈ B(∞)
there exists c ∈ (Z≧0)
l(w0) such that
iζ
Glow(b)
d =

1 if d = c,
∈ qZ[q] if d > c,
0 otherwise,
where
d = (d1, d2, . . . , dl(w0)) > c = (c1, c2, . . . , cl(w0))
⇔ There exists k ∈ {1, . . . , l(w0)} such that d1 = c1, . . . , dk−1 = ck−1, dk > ck.
This is known as “the unitriangularity property”.
A.2. Comparison with Section 5. We prove that the calculation procedure of
iζ
Glow(b0)
d
in Section 5 is the same as the one in Theorem A.6. That is, we show
the following theorem:
Theorem A.9. Let λ0, A be as in Section 5, w ∈W and i ∈ I with l(siw) > l(w).
Take b(0), b(1) ∈ B(∞) with wt b(0),wt b(1) ∈ A, Glowλ0 (b
′(0)) := Glow(b(0)).vwλ0 6= 0
and Glowλ0 (b
′(1)) := Glow(b(1)).vsiwλ0 6= 0. (In particular, ε
∗
i (b
(1)) = 0.)
cλ0
(Glow
λ0
(b′(0)),·)λ0 ,G
up
λ0
(b′(1))
.|0〉i := p
∣∣∣∣−12〈wt b′(0) +wt b′(1), α∨i 〉
〉
i
with p ∈ Z[q±1]. Then, the degree < l(w0)L part of p is equal to
q
1
2
d(d−1)
i d̂
i,d
b(0),Λi(b(1))
,
where d := −12〈wt b
′(0) +wt b′(1), α∨i 〉.
Before proving this theorem, we prepare one lemma.
Lemma A.10. Let i ∈ I and b ∈ B(∞). Suppose that Λ and Λ′ are any composi-
tion operators of e˜i, f˜i, e˜
∗
i and f˜
∗
i such that Λ(b) 6= 0 and Λ
′(b) 6= 0. (For example,
Λ = e˜if˜
2
i e˜
∗
i f˜
∗
i (e˜
∗
i )
2 and Λ′ = e˜i.)
Then, we have Λ(b) = Λ′(b) if and only if
〈wtΛ(b), α∨i 〉 = 〈wtΛ
′(b), α∨i 〉 and ε
∗
i (Λ(b)) = ε
∗
i (Λ
′(b)).
Proof. Define the crystal structure on the set B(∞)× Z by
• wt(b′,m) = wt b′ +mαi,
• εj((b
′,m)) =
{
max{εi(b
′),−m− 〈wt b′, α∨i 〉} if j = i,
εj(b
′) otherwise,
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• ϕj((b
′,m)) =
{
max{ϕi(b
′) + 2m,m} if j = i,
ϕj(b
′) +m〈αi, α
∨
j 〉 otherwise,
• e˜j(b
′,m) =
{
(e˜jb
′,m) if j 6= i or ϕi(b
′) ≧ −m,
(b′,m+ 1) otherwise,
• f˜j(b
′,m) =
{
(f˜jb
′,m) if j 6= i or ϕi(b
′) > −m,
(b′,m− 1) otherwise,
Note that (0,m) = 0 in the sense of crystals for any m ∈ Z. (See Definition 4.1.)
Remark A.11. This crystal is often denoted by B(∞)⊗Bi.
We use the following proposition due to Kashiwara.
Proposition A.12 ([K3, Theorem 2.2.1]). There exists a unique embedding of
crystals Ψi : B(∞)→ B(∞)×Z which sends b
(0,...,0) to (b(0,...,0), 0). Moreover, Ψi
have the following properties:
(i) e˜j ◦Ψi = Ψi ◦ e˜j and f˜j ◦Ψi = Ψi ◦ f˜j for any j ∈ I.
(ii) If Ψi(b
′) = (b′0,m), then Ψi(f˜
∗
i b
′) = (b′0,m− 1) and ε
∗
i (b
′) = m.
(iii) ImΨi = { (b
′,m) | ε∗i (b
′) = 0,m ≦ 0 }.
Note that (ii) implies that if Ψi(b
′) = (b′0,m) and e˜
∗
i b
′ 6= 0 then Ψi(e˜
∗
i b
′) =
(b′0,m+ 1).
Set Ψi(b) = (b0,m0),Ψi(Λ(b)) = (b˜, m˜),Ψi(Λ
′(b)) = (b˜′, m˜′) and
B
(i)
0 :=
({
e˜si b0
∣∣ s ∈ Z≧0 } ∪ { f˜ si b0 ∣∣∣ s ∈ Z≧0 }) \ {0}.
Then, by the definition of the crystal structure on B(∞)×Z and the proposition
above, Ψi(Λ(b)),Ψi(Λ
′(b)) ∈ B
(i)
0 × Z≦0.
Now, for b1, b2 ∈ B
(i)
0 , we have b1 = b2 if and only if 〈wt b1, α
∨
i 〉 = 〈wt b2, α
∨
i 〉.
Therefore, it follows that
Λ(b) = Λ′(b)⇔ Ψi(Λ(b)) = Ψi(Λ
′(b))
⇔ 〈wt b˜, α∨i 〉 = 〈wt b˜
′, α∨i 〉 and ε
∗
i (Λ(b)) = ε
∗
i (Λ
′(b))
⇔ 〈wtΛ(b), α∨i 〉 = 〈wtΛ
′(b), α∨i 〉 and ε
∗
i (Λ(b)) = ε
∗
i (Λ
′(b)).

Proof of Theorem A.9. Let Glow(b˜(1)).vwλ0 = G
low(b(1)).vsiwλ0 . Then, we have
(f˜∗i )
〈wλ0,α∨i 〉b(1) = b˜(1). (A.1)
Indeed, by ε∗i (b
(1)) = 0 and Proposition 4.14, we have
Glow(b(1))F
(〈wλ0,α∨i 〉)
i = G
low((f˜∗i )
〈wλ0,α∨i 〉b(1)) +
∑
b˜∈B(∞)
〈wλ0,α∨i 〉<ε
∗
i (b˜)
cb˜G
low(b˜)
for some cb˜ ∈ Z[q
±1].
We can calculate the degree < l(w0)L part of p by the same method as in the
proof of Lemma 5.12 and Theorem 5.14. (The element b(0) (resp. b˜(1), resp. b′(0),
resp. b′(1)) corresponds to b+ (resp. b−, resp. b
′
+, resp. b
′
−) in the proof of Theorem
5.14.) Note that, by ε∗i (b
(1)) = 0 and the equality (A.1), we have ε∗i (b˜
(1)) =
〈wλ0, α
∨
i 〉, equivalently, ϕ
λ1
i (πλ1(∗b˜
(1))) = ϕλ0i (b
′(1)), here λ1 is as in the proof of
Theorem 5.14. (See the inequality (5.6).)
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Set bˆ := (f˜∗i )
ϕ
λ1
i (πλ1 (∗b˜
(1)))(b˜(1)) = (f˜∗i )
ϕ
λ0
i (b
′(1))(b˜(1)). Then, we have εi(bˆ) =
ελ0i (b
′(1)). Indeed, the equalities Glow(∗bˆ).vλ1 6= 0, G
low(∗f˜∗i bˆ).vλ1 = 0 imply that
• Glow(∗bˆ) /∈ Uq(n
−)F
(ε
λ0
i
(b′(1))+1)
i +
∑
j∈I\{i} Uq(n
−)F
(εj+1)
j , and
• Glow(∗f˜∗i bˆ) ∈ Uq(n
−)F
(ε
λ0
i (b
′(1))+1)
i +
∑
j∈I\{i} Uq(n
−)F
(εj+1)
j .
We may assume that εj (j ∈ I\{i}) are sufficiently large. (Note that the definition
of bˆ does not depend on the choice of εj (j ∈ I \ {i}).) Then, by Proposition
4.8, we have εi(bˆ) < ε
λ0
i (b
′(1)) + 1 and εi(f˜
∗
i bˆ) ≧ ε
λ0
i (b
′(1)) + 1. On the other
hand, it follows from the definition of the crystal B(∞)×Z and Proposition A.12
that εi(f˜
∗
i bˆ) − εi(bˆ) is equal to 0 or 1. Therefore, εi(f˜
∗
i bˆ) = ε
λ0
i (b
′(1)) + 1 and
εi(bˆ) = ε
λ0
i (b
′(1)).
Hence, it suffices to show that
b(1) = Λ−1i (e˜
εi(bˆ)
i bˆ).
We abbreviate e˜
εi(bˆ)
i bˆ to b.
Recall that εi(bˆ) = ε
λ0
i (b
′(1)). We have
b(1) = (e˜∗i )
ϕ
λ0
i (b
′(1))+〈wλ0,α∨i 〉f˜
ε
λ0
i
(b′(1))
i b.
Now, we have ε∗i (b
(1))(= 0) = ε∗i (Λ
−1
i (b)). So, by Lemma A.10, it only remains to
prove that 〈wt b(1), α∨i 〉 = 〈wtΛ
−1
i (b), α
∨
i 〉, that is,
−ϕ∗i (b) + ε
∗
i (b) = ϕ
λ0
i (b
′(1)) + 〈wλ0, α
∨
i 〉 − ε
λ0
i (b
′(1)), (A.2)
by the definition of Λ−1i . (See Proposition A.5.)
By the property of crystals, the left-hand side of (A.2) is equal to −〈wt b, α∨i 〉.
Moreover, we have wt b = wt bˆ+ ελ0i (b
′(1))αi = wt b˜
(1) − (ϕλ0i (b
′(1))− ελ0i (b
′(1)))αi.
Hence,
−〈wt b, α∨i 〉 = −〈wt b˜
(1), α∨i 〉+ 2(ϕ
λ0
i (b
′(1))− ελ0i (b
′(1)))
= −〈wt b˜(1), α∨i 〉+ 〈wt b
′(1), α∨i 〉+ ϕ
λ0
i (b
′(1))− ελ0i (b
′(1))
= 〈wλ0, α
∨
i 〉+ ϕ
λ0
i (b
′(1))− ελ0i (b
′(1))
= (the right-hand side of (A.2)).

As a corollary of this coincidence, we obtain the following results.
Corollary A.13. For x ∈ Uq(n
+), λ ∈ P+, w ∈W , a reduced word iw of w and a
reduced word i′w of w
−1w0, we write
x =
∑
c˜∈(Z≧0)
l(w0)
iwi′w
ζx
c˜
Ec˜iwi′w with iwi′wζ
x
c˜
∈ Q(q), and
(cλfww0λ,vw0λ
. ∗ (x)).|(0)〉iw =
∑
c∈(Z≧0)
l(w)
iwζ
ww0λ,x
c |(c)〉iw with iwζ
ww0λ,x
c ∈ Q(q).
When λ ∈ P+ tends to ∞ in the sense that 〈λ, α
∨
i 〉 tends to ∞ for all i ∈ I,
iwζ
ww0λ,x
c converges to iwi′wζ
x
(c,0,...,0)
in the complete discrete valuation field Q((q)).
Proof. Write iw = (i1, . . . , il) and i
′
w = (il+1, . . . , il(w0)). We claim that
cλfww0λ,vw0λ
. ∗ (T ′i1,1 · · ·T
′
ik−1,1
(Eik)) = 0 if k > l for all λ ∈ P+.
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Suppose that the left-hand side is not equal to zero for some k > l and λ ∈ P+.
Then, fww0λ. ∗ (T
′
i1,1
· · · T ′ik−1,1(Eik)) is a weight vector whose weight is ww0λ −
si1 · · · sik−1αik . Since the weight set of V (λ)
∗isW -stable, λ−w0w
−1si1 · · · sik−1αik =
λ−w0sil+1 · · · sik−1αik > λ (in P ) is also a weight of V (λ)
∗. This is a contradiction.
Hence, we have
cλfww0λ,vw0λ
. ∗ (x) = cλfww0λ,vw0λ
. ∗ (
∑
c∈(Z≧0)
l(w)
iwi′w
ζx
(c,0,...,0)
E
(c,0,...,0)
iwi′w
)
= cλ((⋆),·)λ ,vw0λ
,
where (⋆) =
∑
c∈(Z≧0)
l(w) iwi′w
ζx
(c,0,...,0)
F
(c,0,...,0)
iwi′w
.vww0λ.
Set P :=
{
c ∈ (Z≧0)
l(w)
∣∣∣ iwi′wζx(c,0,...,0) 6= 0 }.
It is well known that, when λ ∈ P+ is sufficiently large in the sense that
〈λ, α∨i 〉 ≫ 0 for all i ∈ I, {F
(c,0,...,0)
iwi′w
.vww0λ}c∈P is a linearly independent set.
(Use the symmetries T ′i,−1 (i ∈ I) on the integrable Uq(g)-module. See [L4, 5.2.1,
37.1.2].)
By the way, there exist uniquely b1, . . . , bt ∈ B(∞) and η1, . . . , ηt ∈ Q(q) \ {0}
such that
Glow(bs).vww0λ 6= 0 for all s, and∑
c∈P
iwi′w
ζx
(c,0,...,0)
F
(c,0,...,0)
iwi′w
.vww0λ =
t∑
s=1
ηsG
low(bs).vww0λ.
Again, when λ ∈ P+ is sufficiently large, we have
iwi′w
ζx
(c,0,...,0)
=
t∑
s=1
ηsiwi′wζ
Glow(bs)
(c,0,...,0) for all c ∈ P.
Therefore, it remains to prove that iwζ
ww0λ,ω(Glow(bs))
c converges to iwi′wζ
Glow(bs)
(c,0,...,0) in
Q((q)) when λ ∈ P+ tends to ∞ for all c ∈ P and s.
(Note that cλ
(Glow(bs).vww0λ,·)λ,vw0λ
.|(0)〉iw =
∑
c′ iwζ
ww0λ,ω(Glow(bs))
c′
|(c′)〉iw .)
This follows from the computation in Section 5 and Theorem A.9. 
The following corollary follows by the same method as in the proof of Corollary
3.12.
Corollary A.14. For x ∈ Uq(n
+), λ ∈ P+, w, w˜ ∈ W with w˜ ≤r w, where ≤r is
the weak right Bruhat order, a reduced word iw˜ (resp. iw˜−1w) of w˜ (resp. w˜
−1w)
and a reduced word i′w of w
−1w0, we write
(cλfww0λ,vw˜−1ww0λ
. ∗ (x)).|(0)〉iw˜ =
∑
c∈(Z≧0)
l(w˜)
iw˜ζ
ww0λ,x
c |(c)〉iw˜ with iw˜ζ
ww0λ,x
c ∈ Q(q).
When λ ∈ P+ tends to∞, iw˜ζ
ww0λ,x
c converges to iw˜iw˜−1wi′wζ
x
(c,0,...,0,0,...,0)
in Q((q)).
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