Summary: Two-photon microscopy is providing literal insight into the cellular dynamics of lymphoid organs and, guided by analysis of threedimensional images, into mechanisms that underlie cell migration and antigen recognition in vivo. This review describes lymphocyte motility and antigen recognition in the native tissue environment and compares these results with a much more extensive literature on lymphocyte motility, signaling, and chemotaxis in vitro. We discuss the in vitro literature on dynamic aspects of lymphocyte motility, chemotaxis, and the response to antigen and present the view that random migration of lymphocytes may drive a stochastic mechanism of antigen recognition in lymphoid organs, rather than being guided by chemotaxis.
Introduction
Analyzing single-cell behavior: role of the tissue environment T cells encounter multiple positive signals in order to generate an immune response. This process can be broken down into several distinct phases: positive selection in the thymus, the initial encounter with antigen in the lymph node, a signal transduction cascade that leads to altered gene expression, secretion of cytokines, cell proliferation, homing to inflammatory sites, induction of effector function upon restimulation with antigen, and induction of programmed cell death or memory cell formation. The molecular mechanisms that regulate these functions are under intensive investigation. At the cellular level, coordination of an immune response is mediated by direct ligand/receptor interactions between cells that contact each other and by secreted molecules that interact with receptors on target cells to elicit a variety of responses. At the organ and tissue level in vivo, homing and motility are essential aspects of the immune response. All of these events are influenced by factors in the native environment that are difficult, if not impossible, to reconstitute in experimental systems.
As the immune response is initiated by contact between antigen-presenting cells (APCs) and antigen-specific T cells, responses of individual T cells can be heterogeneous, with some cells in a population responding and others not. Such heterogeneity applies even to T cell responses within an apparently homogeneous collection of T cells bearing a single T-cell receptor (TCR) specific for a particular epitope. Furthermore, at the subcellular level, signaling may take place in local domains within the cell, for example at the point of contact between T cells and APCs. Thus, it is of crucial importance to investigate the immune response using a single-cell approach to circumvent the limitations of population biochemistry that inherently blur individual cell responses. A variety of imaging techniques now provide the means to investigate signaling with a resolution that can detect single molecules, interactions between molecules, localized and global changes in second messenger activity, gene expression, cell migration, and dynamic interactions between cells.
Seeing inside lymphoid organs
Ideally, it would be advantageous and most relevant to investigate cellular interactions, signaling cascades, and effector function all in the in vivo context. Although the field is very far from this goal, recent advances in microscopy, development of new probes including a variety of indicator dyes and fluorescent proteins expressed in transgenic mice, and new experimental preparations have created exciting opportunities for the study of lymphocyte motility, chemotaxis, and antigen recognition in the physiological context of the tissue environment. In particular, two-photon laser microscopy has opened a new window to visualize the cellular dynamics of lymphocytes and APCs deep within lymphoid organs (1) . This method has now been applied to isolated lymphoid organs including lymph node and spleen (2) (3) (4) (5) , tissue fragments that model thymic differentiation (6) , and to an intravital preparation of the inguinal node in an anesthetized mouse (7) . We have concentrated primarily on the behavior of naïve CD4 þ T cells from DO11.10 mice. T cells were labeled in vitro and adoptively transferred into control recipient animals or animals that had been challenged with antigen in an adjuvant system that promoted a robust immune response. We have also compared motility patterns of T and B lymphocytes. Real-time imaging capabilities enable the kinetics of the immune response to antigenic challenge to be tracked over a physiologically relevant time course. We review below the capabilities and limitations of optical techniques for functional imaging of the immune system, and we describe results gained by two-photon imaging of adoptively transferred dye-labeled lymphocytes within the lymph node.
Live-cell optical imaging techniques Imaging cell structure and behavior within complex structures, such as the lymph node, inherently requires an imaging technique that can provide thin optical 'slices', which can then be processed to yield three-dimensional information. Resolution at a cellular and subcellular level can currently be obtained only with optical techniques: either by confocal microscopy (8) or by using the more recent technique of two-photon imaging (9) .
In confocal microscopy, laser light focused from an objective lens is used to excite fluorescently labeled cells or structures, and the emitted fluorescent light is collected through a pinhole aperture that largely rejects all light except that originating at the focal spot (8) . By raster scanning the laser spot, a two-dimensional plane can be imaged, and a stack of such planes can be acquired as the microscope is focused at small increments into the specimen to sample a threedimensional volume. This process can be sequentially repeated to accumulate a time-lapse movie. However, confocal microscopy has two serious drawbacks for live-cell imaging in thick biological tissues. The first is that scattering of light by most tissues limits the depth of visualization to only a few tens of micrometers -barely skimming below the surface of even a small lymph node. Secondly, even though light is imaged only from the focal spot, the laser beam excites both exogenous fluorophore molecules and endogenous chromophores in cells above and below this plane (Fig. 1, left) ; resulting in accelerated dye bleaching and possible cell toxicity owing to photodamage and free radical formation.
Two-photon microscopy achieves the same optical sectioning effect as confocal microscopy, but utilizing a different optical principle that enhances depth penetration and minimizes photobleaching and phototoxicity (1) . In brief, fluorophores are excited by near-simultaneous absorption of two infrared photons, rather than by a single photon of visible light. The energy of a photon decreases with increasing wavelength, so that the two infrared photons together provide comparable energy to a single blue photon, and a fluorophore such as fluorescein is thus excited and subsequently emits a green photon as it would during regular fluorescence. Although well established in theory for many years, applications of two-photon excitation have become practicable only recently, following the development of lasers able to emit astonishingly brief (femtosecond) pulses of light with instantaneous energies high enough to achieve two-photon excitation. The fundamental advantage of two-photon excitation for microscopy is that fluorescence is excited only at the focal spot of a laser beam focused by an objective lens, giving an inherent optical section without the need to reject out-of-focus fluorescence (Fig. 1,  right) . This results because the requirement for almost simultaneous absorption of two photons means that fluorescence emission increases as the square (not linearly) with light intensity. Fluorescence is therefore great at the focal spot where photons are tightly compressed, but drops abruptly above and below this point as the laser beam diverges.
Two further advantages follow from this principle. The first is that excitation is achieved with infrared light, which being of relatively long wavelength penetrates tissues with much reduced scattering and thereby allows imaging more deeply (up to 500 mm) into biological specimens. The second advantage is that two-photon excitation (and hence photobleaching and photodamage) is largely confined to the focal plane: cells or subcellular regions above and below experience only the relatively innocuous infrared light.
Despite the aforementioned advantages, two-photon microscopy is not a universal solution to all live-cell imaging problems. As with any new technique, it has limitations and pitfalls that must be learned from experience. An important lesson is that two-photon excitation does not obviate problems of cell toxicity, but rather these problems arise under a different garb. Our experience (10) is that photodamage in both neurons and immune cells arises as a three-photon (or possibly higher) process, possibly involving excitation of cytochromes and similar molecules that absorb ultraviolet (UV) light. Thus, as the laser intensity at the specimen is progressively increased, the fluorescence increases as the square of intensity, but a threshold for cell damage (indicated by a Ca 2þ rise in neurons and cessation of motility in lymphocytes) is abruptly reached, as this intensity increases steeply as a third-power function. This problem is exacerbated, because currently available cell tracker dyes and other probes were developed for use with conventional (one-photon) microscopy and require relatively high laser powers to give sufficient fluorescence emission with two-photon excitation. Consequently there is a fine dividing line between not being able to see cells, and killing them! Future improvements should be possible by the development of new fluorophores with improved two-photon absorption crosssections and by optimization of microscope objectives and detector light paths to maximize collection of emitted fluorescence photons.
Another limitation is that, although providing a big improvement over confocal microscopy, the depth to which two-photon images can be acquired into tissues remains restricted to a few hundred microns. For example, we are able to image clearly only to a depth of about 300 mm into lymph nodes, providing limited axial window to view DCs that are typically found >200 mm below the capsule. One problem is that increased scattering results in a dimming with increasing depth into a tissue, but this dimming can be readily compensated for merely by increasing the laser intensity. Indeed, when purchasing a two-photon system, it may be advantageous to specify the most powerful laser available, because, given unavoidable losses in the scanning system and microscope optics, surprisingly high (>1W) laser powers are required. A more fundamental problem is the degradation of image quality at increasing depths, which arises even with water-immersion objectives that eliminate problems of spherical aberration. This degradation probably arises in large part because irregular variations in the refractive index within the tissue distort the wavefront of the laser beam. For example, a thin layer of adipose tissue above a lymph node greatly compromises image quality and imaging depth, likely because lipid droplets act as myriad 'microlenses'. Such extraneous tissue can, of course, be readily removed, but distortion within the actual tissue being imaged is more difficult to correct. In this regard, applications of adaptive optics (borrowed from astronomy) to scanning microscopy may offer a partial solution (11) .
Biological preparations for lymphoid tissue imaging
The ideal goal is obviously to image the behavior of single immune cells within their undisturbed environment in an intact living animal. Although considerable progress has been made toward this end, most studies to date have utilized technically easier preparations of explanted intact organs ( Fig. 2 ) (2-5). These investigations maintain the structural integrity of the native tissue, but they have obvious limitations in that the normal vascular and lymphatic circulations are severed. A further issue concerns the appropriate maintenance of oxygen tension within lymphoid tissue. Lymph nodes are highly vascularized and metabolically active and, by analogy with long-standing practice for recording from brain slices, we reasoned that it would be important to optimize oxygenation of explanted nodes by superfusing them with solution equilibrated with 95% O 2 /5% CO 2 . This decision was also prompted by our initial attempts to image nodes that had been gently pressed against a microscope coverglass so as to permit the use of oil-immersion objectives. T cells in regions under the coverglass were often found to be immotile, whereas peripheral regions more directly exposed to the flow of superfusion fluid showed highly active cells, suggesting that the stationary cells were anoxic. On the contrary, it has been proposed that the normal oxygen tension in lymph nodes may be low (3, 12, 13) , and that lymphocyte motility is unphysiological when nodes are superfused with 95% O 2 . However, recent experiments (7) using intravital imaging showed that T-cell motility in lymph nodes of a live mouse (whether breathing room air or 95% O 2 /5% CO 2 ) was similar to that in our explanted node preparation. These findings validate the use of explants to study T-cell motility under appropriate conditions. Our development of an intravital imaging technique (7) required that a lymph node be isolated, mechanically stabilized and maintained at appropriate temperature, while avoiding any interruption of normal blood and lymphatic circulation. Thus far, we have achieved this goal with inguinal lymph nodes of the mouse, which can be readily accessed by folding back a broad flap of abdominal skin. A rubber O-ring is glued onto the inner surface of the exposed skin flap with tissue adhesive (Vetbond, 3M Corp.) and stabilized by fitting it into a rigidly mounted Plexiglas surround. The O-ring and surround form a watertight chamber filled with phosphatebuffered saline (PBS), into which a water-dipping objective is lowered for imaging. Both the mouse and the chamber are warmed, and the temperature in the chamber is independently maintained at [35] [36] C. To avoid impeding circulation, the O-ring is not pressed down onto the skin flap, but is laterally stabilized to prevent movement artifacts from respiration. Bright field imaging of erythrocyte flow readily confirms that the blood circulation is not impaired, and pulse-related movement artifacts are usually minimal (c. 1 mm) provided that the node is left supported by a surrounding layer of adipose cells (Fig. 3) . 'invisible' unlabeled lymphocytes and other motile cells. Moreover, reticular fibers form a rigid scaffold within the node, which is also threaded by fixed structures such as blood vessels. The movements of lymphocytes thus depend both on their intrinsic motility and on passive collisions and active interactions with surrounding cells and structures.
Motility of T and B cells in lymph node
Random walks and diffusion Despite this complexity, a remarkable finding is that the aggregate motions of both T cells and B cells, visualized over tens of minutes, closely approximate to a random walk pattern. Such behavior was first analyzed for phenomena such as diffusive motion of molecules and Brownian motion, where thermal energy provides the impetus for the motion. Here, a particle is constantly bombarded by other molecules and is moving in a succession of tiny random steps. A defining characteristic is that the particle at first moves rapidly away from any given starting point but may then partly backtrack, so that its absolute displacement from the starting point increases at a progressively slower rate at increasing times. Although the motions of any individual particle are random, the average behavior of numerous particles is entirely predictable. An important result is that the mean displacement from the origin grows as a square-root function of time. For example, a particle may move a mean distance of 1 mm in 1 ms, but it would take on average 100 ms to move 10 mm and 10 s to move 100 mm. This relationship is defined by a single parameter, the diffusion coefficient D, such that the mean distance d traveled in time t is given by:
The proportionality factor of 6 applies for diffusion in three dimensions. For diffusion in two dimensions (on a planar sheet) the factor is 4 and for one dimension (along a line) the factor is 2. The unit of the diffusion coefficient is mm 2 s
À1
. Diffusion is often considered in situations where there is an initially high concentration of particles (e.g. a droplet of dye molecules introduced into a large volume of water) in one region, creating a concentration gradient. A common misconception is that some 'force' is exerted on each molecule, tending to make it move in a net direction down the concentration gradient. This is not the case. Each individual dye molecule experiences no force and moves randomly without influence from other molecules. Dissipation of the concentration gradient arises because all molecules start from approximately the same position and will thus move randomly away, whereas there are few dye molecules at distant locations that might randomly move back to the starting point.
Lymphocyte motility
The situation with lymphocytes moving within a tissue is analogous to such Brownian motion but involves very disparate mechanisms. Most significantly, lymphocytes display intrinsic locomotion through cytoskeletal rearrangement. This engine is the main cause of movement. It seems that collisions by neighboring cells cause little movement, because cells that have rounded and become immotile display only slight 'jiggles' of a few microns.
T cells progress by a series of repetitive lunges, repeatedly balling-up and then extending. This cycle appears to be driven by an intrinsic rhythmicity, with a period of about 2 min. During each cycle, the cell progresses an average distance of about 20 mm. Peak velocities reach as high as 25 mm min À1 but, taking into account the pauses when it is almost stationary, the mean velocity of T cells (at 36 C) along their meandering path is about 12 mm min À1 . T cells travel in a fairly consistent direction during each 'lunge' and may even continue in a consistent direction over several cycles. However, following each pause, there is a high probability that a cell will take off in another direction. Thus, tracks of T cells display a random walk pattern when followed over long times encompassing many motility cycles, even though motions at short times are more linear. A useful concept here, borrowed again from diffusion analysis, is that of a mean free path length. In the case of molecular diffusion, this length is the (extremely short) distance a molecule will travel in a straight line before being deflected by collision with another molecule. For T cells, the mean free path length is set by the interval between abrupt turns, resulting in a mean length of about 20 mm. When a T cell is tracked, it therefore initially moves in a fairly consistent direction, at a velocity of about 10 mm min À1 , but then begins to turn randomly so that its displacement from any given point of origin increases ever more slowly. Fig. 4 illustrates typical tracks superimposed from several T cells. For times longer than about 4 min, the mean displacement of T cells swimming within a lymph node follows the squareroot of time function expected for a random walk (Fig. 4) ) velocity and appear to 'feel out' their environment by probing with amoeboid-like processes. Nevertheless, their aggregate behavior can again be described well as a random walk, with a motility coefficient of about 12 mm 2 min À1 .
Autonomous randomly directed T-and B-cell trajectories In the absence of specific antigen, we have examined the motility of wildtype T cells, naïve transgenic CD4 þ T cells, and B cells within their respective compartments (2, 7) . An analysis of their motion failed to detect any evidence for directed motion amidst the blur of cells rapidly migrating in an apparently autonomous manner along randomly oriented trajectories. In both the explanted lymph node and in vivo in the inguinal lymph node intravital two-photon preparation, T cells again migrated randomly without evidence for directed motion (Fig. 4) . At sites of homing, migration of T cells immediately subsequent to extravasation also was randomly directed (7). Although chemokines undeniably regulate T-cell motility, our 3D tracking results indicate that T cells migrate autonomously in the T-cell area and B cells likewise in the follicle, providing no evidence for the directional guidance of putative chemokine gradients. Observation of T and B cells at the follicle border also did not reveal evidence of chemotaxis; instead, cells behave as if encountering a physical obstacle or a highly localized substrate boundary ( Fig. 5 ; see also video in Supplementary material).
Stochastic detection of antigen An APC faces a 'needle in a haystack' problem of how to encounter that rare (one in a million) T cell with appropriate antigen specificity. To accomplish this task in the expanse of the T-cell zone, chemokine gradients emitted by DCs might assist the T cell to locate its target; if so, T cells would be expected to congregate near DCs (Fig. 6, left) . Such a mechanism would recruit both antigen-specific and non-specific T cells, with the potential drawback that competition for space at the DC might then limit access to antigen. Our observations of robust and randomly directed T-cell motility in lymphoid tissue suggest that this process of T-cell/DC interaction is driven by random, autonomous motility of individual T cells ( Fig. 6 , right) (7). In the absence of antigen, naïve T cells appear to behave as individuals, migrating freely along separate paths without indication of directed motion along pervasive chemokine gradients or local congregation at specific sites.
Responding to antigen During an immune response, T-cell behavior within the lymph node changes dramatically. Following antigen challenge, we observed an uneven distribution of T cells, and three separate patterns of motility were observed ( Fig. 7) (2). Some cells moved rapidly along random paths. Others formed relatively stable clusters or T cells. Another group of cells moved in tight loops, giving the appearance of a swarm in a time-lapse video. The altered turning behavior of T cells may represent a modified program of random motility in which turns occur more frequently following contact with a DC. Cell proliferation could also be observed directly in lymph nodes 24 h after antigen challenge. Stalled out, enlarged T-cell blasts were seen dividing, giving rise to smaller cells with half the total quantity of label. Using carboxyfluoresein succinimidyl ester (CFSE) as an indicator of the number of cell divisions, we were able to demonstrate that T cells resumed a normal pattern of rapid motility following proliferation.
In vitro studies of lymphocyte motility, chemotaxis, and antigen presentation Living cells within lymphoid organs have been imaged only within the last 2 years, compared with nearly 20 years of imaging studies employing in vitro approaches. Molecular studies have defined many elements of the signaling cascade that leads to lymphocyte activation, but several questions remain regarding molecular and cellular dynamics. What provides the initial TCR signal: receptor aggregation or a conformational change induced by peptide-major histocompatibility complex (MHC) complexes? How do molecules rearrange in the twodimensional geometry of the membrane at the point of contact: passively by a diffusion trapping mechanism or actively via cytoskeletal rearrangements? What are the factors that regulate contact duration? Within the past 5 years, in vitro imaging studies have begun to reveal an intricate choreography of the key signaling molecules at the immunological synapse (IS). The synapse can be defined as an organized structure that provides communication between cells. The IS is a dynamic structure that forms and remodels with plasticity that may exceed anything observed in a neuronal synapse, with the possible exception of initial synapse formation during development. Our purpose here is to highlight certain aspects of cellular dynamics in vitro that point the way toward future in vivo studies. 
Motility
Clearly, the ability to crawl on any substrate must represent a balance between adhesion and the ability to extend processes and move in a particular direction. If the surface is too sticky, then a cell rounds up or flattens out but cannot crawl; if the surface is not sticky enough, a cell cannot gain traction to move forward. Not surprisingly then, results on lymphocyte motility and interactions with APCs have given drastically differing results depending on the experimental system, making it difficult to extrapolate motility properties studied on artificial substrates in vitro to the in vivo setting. In most previous in vitro studies, T lymphocytes typically moved more slowly when plated on a two-dimensional substrate such as glass, compared with their velocity in vivo or in a threedimensional collagen gel culture system (14) (15) (16) (17) . T cells crawl rapidly on intercellular adhesion molecule-1 (ICAM-1)-loaded lipid bilayers (18) . On glass, activated T cells and an antigenspecific T-cell hybridomas exhibited polarized cell shape and were motile in vitro, but resting T cells did not adhere well and were unable to move at all (17) . This difference between the resting and activated phenotype likely represents a change in substrate specificity for adhesion rather than an intrinsic change in the ability to move, since naïve T cells are highly motile in the lymph node (2) . In addition to substrate, temperature is also clearly an important determinant of motility. Below c. 30 C, lymphocytes move very slowly, if at all, either in vivo or in vitro.
At elevated temperatures, patterns of movement were similar for antigen-specific T cells in vivo or in vitro. Regardless of substrate, T cells tend to move in an amoeboid manner, extending a veil of membrane at the leading edge during periods of motion and retracting the trailing edge, or uropod, periodically (17) . Episodes of movement are interrupted by pauses when the cells round up; on average, periodicities of 1-5 min are observed on glass or in the lymph node (7, 17) . In a collagen gel culture system, T cells also exhibited a stop-and-go temporal periodicity of motion (19) . The stop-and-go pattern may be part of an intrinsic program of motility, but it is likely that this pattern can be modulated by factors encountered in the environment. Links between the cytoskeleton, motility, and antigen responsiveness have been discussed previously (20, 21) .
Chemotaxis
Chemokines and their receptors constitute a large family of proteins in humans ($50 and 20, respectively), which mediate chemotaxis and other functions, including extravasation of leukocytes and triggering of costimulatory or inhibitory signals (22) (23) (24) . Chemokines bind to seven-transmembrane receptors coupled to G i and activate phospholipase C and Ca signaling via a pertussis toxin-sensitive pathway (25) (26) (27) (28) . Extensive studies in bacteria, Dictyostelium, neuronal growth cones, and neutrophils provide convincing evidence of chemotactic motion directed by chemokines. For example, in Dictyostelium and in neutrophils, a mere 2% difference in chemokine concentration between the ends of a 10-mm long cell is sufficient to cause movement toward the source (29, 30) . Great progress has been made in defining the extensive family of chemokines and their receptors in cells of the immune system, and chemokine gradients have been proposed to mediate processes such as constitutive trafficking through lymphoid compartments. However, unlike the well-defined cell systems mentioned above, there have been relatively few mechanism-based investigations on lymphocyte chemotaxis, and the existence of chemotactic gradients has yet to be definitively established in lymphoid tissue. Indeed as we discuss below, it has not even been firmly established whether lymphocytes exhibit chemotaxis, according to the original definition of the term.
In the 1880s, the term 'chemotaxis' was coined by Wilhelm Pfeffer to describe the observation that bacteria are able to swim towards or away from a stimulus and was later applied to indicate preferred directional migration of cells, including bacteria, spermatozoa, leukocytes, and ameba, along a chemical gradient. Chemotaxis can be defined as the ability of a cell to migrate toward a source of a chemoattractant molecule, i.e. movement up a concentration gradient. Negative chemotaxis, also termed chemofugetaxis, can cause movement away from a repulsive chemokine; in some cases a given molecule can exert positive or negative chemotaxis depending upon the conditions and cell type. Chemokinesis is the ability of a chemokine to cause an increase in random, not directed, motility. Haptotaxis represents movement up a chemokine gradient immobilized to a substrate. The distinctions among directional sensing, polarization, chemokinesis, haptotaxis, and chemotaxis are becoming more clear as the molecular mechanisms governing each process are further elucidated in other cell types (31).
Chemotactic mechanisms: lessons from other cell types
Mechanisms of sensing: temporal (sequential) versus spatial (simultaneous) Cells that undergo chemotaxis are remarkably sensitive to small differences in concentration of chemoattractant over the cell length. Based on in vitro experiments, two major models have been proposed: spatial and temporal sensing. In many cases, both may be involved simultaneously. Spatial sensing is likely more important in stationary cells, and it involves detecting differences in chemoattractant concentrations across the cell. The signal-to-noise hypothesis predicts that cell polarization will be randomly oriented with spatially uniform chemokine concentrations, but the cell will become increasingly oriented toward higher concentrations of chemokine in the presence of a gradient (32) . Temporal sensing is thought to play a dominant role in the chemotaxis of small locomotory cells such as bacteria, where cells sense timedependent changes in concentration as they move. With both mechanisms, receptor modification and downregulation are key adaptations to chemokine gradients that can prevent receptor saturation.
Dictyostelium discoideum
Early experiments on amoeboid chemotaxis focused on applying extracellular chemical agents to motile cells in order to elucidate the effects on morphology, polarity, and motility. One model system for the study of amoeboid chemotaxis is the cellular slime mold Dictyostelium discoideum, a lower eukaryote that responds to different chemotactic stimuli throughout different stages of its life cycle (33) . In the unicellular stage of its life cycle, the ameba is attracted to a bacterial food source by secreted folic acid and related pterin (having a pteridine ring) compounds. Even though an experimental compound may cause chemotaxis, it is not necessarily the natural chemotactic component (34) . Negative chemotaxis on the other hand helps to scatter cells to optimize the search for nutrients. Upon starvation, individual ameba begin a process of aggregation that begins with pulsatile secretion of the chemoattractant cyclic-3 0 5 0 adedonsine monophosphate (cAMP) to cells within >1 cm radius, which in turn stimulates chemotaxis, 'entrainment' of migrating cells to amplify the signal by secreting more cAMP, relay of the signal as described by successive waves radiating from the aggregation center, and finally the 'streaming' of cells in a linear fashion towards the center (34) . Dictyostelium possesses four G protein-coupled receptors (GPCR) cAR1-cAR4 (35) for extracellular cAMP that respond to chemotactic stimulation by initiating a cascade of events similar to that evoked by chemokines in leukocytes. Signaling begins with a temporary rise in phosphoinositides, cAMP, cyclic guanosine 5 0 monophosphate (cGMP), inositol-1,4,5,
-trisphosphate (IP 3 ), intracellular Ca 2þ and consequently, the activation of the actin cytoskeleton beginning with actin nucleation and modified by actin cross-linking proteins that aid in extension of pseudopodia and filopodia (36) (37) (38) . A cytosolic regulator of adenylyl cyclase containing a pleckstrin homology domain was found to be essential to signal transduction. Upon ligand binding, it is recruited to the membrane to regulate activation of adenylyl cyclase, possibly by its interaction with G bg subunits (39, 40) . Distribution studies of the cAR1-GFP fusion protein reveal uniform distribution of receptors after stimulation by a cAMP gradient (41) . However, chemotaxis in these cells remained intact despite the absence of receptor polarization. The cytosolic regulator of adenylyl cyclase that is translocated to the membrane and redistributed to the site of pseudopod formation within the first 10-30 s after exposure to a gradient of cAMP. A uniform application of cAMP only stimulates homogenous recruitment of cytosolic regulator adenylyl cyclase to the membrane (32) . Cytosolic regulator adenylyl cyclase translocation is followed shortly by phosphoinositide 3-kinase (PI3K) recruitment to and phosphatase and tensin homolog (PTEN) release from the membrane, leading to a local increase in synthesis and decrease of breakdown of phosphatidylinositol-3,4,5-triphosphate (PIP 3 ) (42). Polarization of components in the signaling apparatus may not provide proof of chemotactic ability because while the non-polarizable cAMP receptor and downstream G-proteins are necessary for chemotaxis, polarizable cytosolic regulator of adenylyl cyclase (CRAC) is not required (43, 44) . Even though there is no preference for cAMP receptors for the leading edge, the receptors here bind and release ligand faster than receptors at the uropod due to other regulatory mechanisms (45) . Both spatial and temporal sensing have been supported by studies of chemotaxis in Dictyostelium (34), but Vicker et al. (46, 47) report that this organism could not detect the orientation of spatial gradients but requires a pulse or impulse of cAMP to induce chemotaxis (rather than klinokinesis, in which magnitude and frequency of turning behavior is altered or orthokinesis, in which speed or frequency of movement is increased). It has been shown that pretreatment of Dictyostelium (and neutrophils) with chemoattractant can rapidly lead to reduced receptor availability for binding the same substance, with a half life of 1-10 min (48-51). The transient pulsatile character of the cAMP signal is maintained by extracellular phosphodiesterase to prevent receptor saturation and to reduce the background concentrations of chemokine (52) . It takes approximately 2 s for the signal to diffuse between the nearest neighbors (maximal signal range ¼ 72 mm), 2 min for a chemotactic response to occur, and 2-10 min for autonomous signal release. Any 'pulse' that lasts longer than any of these processes will likely dampen the efficiency of chemokine sensing and suppress further cAMP release (53) .
Dictyostelium move at 5-8 mm min À1 with a persistence time of 5 min in a given direction and net length of 20 mm before making a turn (53) . Instead of tumbling as bacteria do in order to change the direction of travel, cells make small angular deviations by retracting the pseudopod and forming a new leading edge (54, 55) . These properties are remarkably similar to the migration of T lymphocytes in the lymph node, but T cells move even more rapidly in the lymph node. The slime mold model of aggregation may have implications for the aggregation of T cells near or within DC areas of the lymph node early in the immune response (56, 57) . Even though T cells have not been shown to secrete chemoattractants for each other resulting in the propagative wave and cooperativity of aggregation observed in Dictyostelium, the same concern of receptor saturation applies to chemoattractants in the immune system. Leukocytes: neutrophils and macrophages Motility and chemotaxis in higher eukaryotes have been well characterized in polymorphonuclear neutrophils (PMNs) and macrophages, and they share many similarities with that in Dictyostelium, with signal transduction occurring through a G-protein-linked pathway in all organisms despite evolutionary separation and diverse chemoattractants. Leukocytes undergo amoeboid chemotaxis and are thought to prefer a spatial sensing mechanism, although both sensory modalities could be employed. For a round, stationary amoeboid cell, the initial chemotactic stimulus leading to polarization may be sensed spatially and maintained during chemotaxis by a localized sensitivity to chemoattractant concentrations along cell surface (31) . A wide range of substances have been found to stimulate chemotaxis in leukocytes (PMN and macrophages), including f-Met-Leu-Phe (fMLP), leukotriene B 4 (LTB 4 ), platelet-activating factor (PAF), lysophosphatidic acid (LPA), the cleavage product of complement component 5 (C5a), oxidized lipids, and denatured proteins (37, (60) (61) (62) (63) . Receptors for N-formylated peptides have been isolated (64) and found to internalize upon ligand binding (49, 65) . fMLP receptors in neutrophils localized to the anterior or mid-region of a cell with the fewest receptors at the trailing edge (66), but binding of fMLP to receptor was not necessary for the development of asymmetry in one report (67) . C5a and interleukin-8 (IL-8) receptors on human neutrophils are constitutively clustered with no change in distribution upon activation by fMLP (68) . It is unclear what role these spatial patterns of receptor localization on the membrane play in gradient sensing, polarity, or chemotaxis. This failure of chemoattractants to stimulate chemoreceptor redistribution in neutrophil and ameba provides support for signal transduction restricted to the leading edge, which leads to local activation of cytoskeleton. Alternatively, a 'lateral pseudopod inhibition' effect may prevent the rest of the unstimulated cell surface from forming pseudopodia (69) . In some instances, adhesion through integrin receptors and migration is necessary to induce the polarization of these receptors. In neutrophils, studies of responses between competitive sources of different chemokine gradients in an under-agarose gel assay revealed a curious hierarchy of chemoattractant sensitivity, with the dominant chemokines (fMLP and C5a) being controlled by the p38 mitogen-activated protein kinase (MAPK) signaling pathway, that can additionally suppress the response to 'intermediate' or 'weaker' chemokines (IL-8 and LTB4) that are controlled by a PI3K/Akt pathway (70) . These chemokine hierarchies may be relevant in physiological conditions, where overlapping chemokine gradients must ultimately give cells the signal to be allocated for more urgent functions by migrating to the correct tissues.
Neuronal growth cones
An elegant series of investigations by Mu-ming Poo and colleagues (58) have established cellular pathways involved in chemoattraction and repulsion used in neuronal path finding. Using pipettes to release substances and a quantitative assay of turning behavior, attraction toward the chemokine stromal cell-derived factor-
Methods to investigate chemotaxis
The Boyden chamber In 1962, Boyden developed a transwell assay (71) , which has become a standard procedure for investigating chemotaxis (Fig. 8) . The magnitude of the chemotactic response can be quantified by counting the number of cells that have traversed the filter in comparison to basal levels of transmigration in the absence of chemokine. As more knowledge is amassed about the physiological context of chemotaxis and chemokine distribution in tissues, this assay has been modified for studying migration on specific extracellular matrix proteins or movement across seeded monolayers to simulate transendothelial migration (as in extravasation).
Transwell assays are convenient for screening and are easy to perform, but they can give misleading information, since the results can be affected by changes in adhesion, motility, or spatial orientation. For example, an increase in motility (chemokinesis) would increase migration of randomly directed cells and might score as chemotaxis in many studies. One basis for distinguishing chemotaxis from chemokinesis is the statistically insignificant increased rate of random migration in a uniform concentration of chemokine. The placement of a chemoattractant into the lower chamber creates a crude gradient across the filter that can be sensed by motile cells placed into the upper chamber. However, chemokines can be severely depleted from the chamber by binding to surfaces (72) . Gravity can also bias locomotion of cells in a Boyden chamber (73) . Shear forces and the physiological chemokine density on blood vessels play an important role in transmigration, but these conditions cannot be simulated with the classic transwell migration assay. The gradient across barriers of artificial filters or reconstituted endothelial monolayers can induce transwell migration but does not necessarily reflect a physiologically relevant distribution of chemokine. Moreover, this assay cannot be used to determine the speed of cell migration. The optimal length of time to see an effect in the Boyden chamber assay is 1-4 h (74, 75), due to the tendency for cells to travel laterally or become trapped within the filter (76) . This timing does not correlate well with in vivo kinetics of extravasation, in which rolling, adhesion, and extravasation of leukocytes occurs over the course of minutes (7, 77) . A further conundrum concerns the dose-response relationship of cell migration in the Boyden chamber assay and its relation to chemotaxis. Migration toward a chemoattractant diffusing away from a source could occur at distances of up to 250 mm (78). This finding would imply that a cell should be able to detect a gradient at both high concentrations near the source and low concentrations farther away, according to an inverse-square function predicted by diffusion. However, migration in the Boyden chamber exhibits a steep concentration dependence and motility is inhibited above the optimal concentration. Given the potential pitfalls and uncertainties with the Boyden chamber approach, imaging methods that have been applied successfully to investigate chemotaxis in other cell types seem preferable.
Imaging chemotaxis
A variety of chambers have been developed to visualize the movement of cells within a linear gradient of chemoattractant in liquid culture or solid media or incorporating cells as substrates. The Dunn direct-viewing chemotaxis chamber is built upon the principles of the Zigmond chamber, and it offers the ability to image migration within a linear chemoattractant gradient (79). Heit and Kubes have developed an under-agarose cell migration assay for chemotaxis and chemokinesis that can create an environment of complex combinations of both spatial and temporal chemotactic gradients and can be adapted for real-time imaging and fluorescence studies (Fig. 8) (80) . Cinamon et al. (76) have developed a real-time in vitro technique to visualize adhesion and signaling through GPCR during transmigration of lymphocytes. In addition to reconstituting a monolayer of activated endothelial cells stimulated with cytokines to mimic the adhesive ligand expression of inflamed vessels (74, 75) as in some Boyden chamber assays, this method introduced laminar flow to produce physiological levels of shear force that are known to enhance adhesion of leukocytes. Chemokines are loaded onto the surface of endothelial cells and washed. However, this method of chemokine presentation cannot simulate chemokine transport or the sublumenal composition of chemokines that would exist in tissue. Some real-time imaging experiments attempt to create a diffusion gradient (without flow in this instance) by using a point source of chemokine, as from a pipette tip (Fig. 8) . Such experiments have convincingly demonstrated chemotaxis in Dictyostelium, neuronal growth cones, and neutrophils, but the capability of lymphocytes to undergo directed motion in a chemokine gradient has not been well documented.
Lymphocyte chemotaxis in vitro
Chemokines mediate several effects on lymphocytes, including a hierarchy of interactions with TCR signaling (81) . Repulsive chemokine interactions have been reported for T cells and may have relevance to thymic homing (82, 83) . However, imaging studies that directly demonstrate fundamental properties of 
Wei et al Á Imaging T-and B-cell migration in lymph node
Immunological Reviews 195/2003 lymphocyte chemotaxis are lacking. Part of the reason for this dearth may be that chemotaxis can be context dependent, requiring a particular substrate to 'present' the appropriate bound chemokine. Haptotactic gradients have not yet been investigated thoroughly, although there is at least one indication that these can produce non-uniform distributions of T cells (72) . It may be more realistic to investigate haptotaxis rather than chemotaxis, using gradients of chemokines deposited on defined substrates. Finally, to mention an intriguing recent report, the ionotropic glutamate receptor GluR3 has been implicated in lymphocyte adhesion and chemotaxis (84) . Physiological concentrations of glutamate-stimulated lymphocyte adhesion to laminin and fibronectin by acting through integrins and enhanced chemotaxis of T cells in response to SDF-1a. Further mechanistic research using imaging approaches is warranted to assess chemotaxis in lymphocytes.
When we envision chemotaxis, videos of Dictyostelium moving toward a point source of cAMP or neutrophils chasing bacteria come to mind. Unfortunately, little or no evidence exists showing that lymphocytes are capable of responding by moving toward the source of a chemoattractant. The known chemotaxing or chemotropic cells (Dictyostelium, Saccharomyces cerevisiae, neutrophils) and neuronal growth cones all use GPCR to detect chemoattractants and utilize signal transduction pathways that are similar for chemokine receptors in the immune system. Membrane ruffling, PI3K activity, and the resulting PIP 3 products are localized at the stimulated edge in a chemokine gradient during exposure to chemokines in neutrophils (85) , Dictyostelium (86), fibroblasts (87) , and occur in T cells during the early stages of contact with APCs (88). From the above, it is evident that lymphocytes exhibit motility properties similar to those in other eukaryotic cells and possess chemokine receptors, but little is known about specific properties of chemotaxis in lymphocytes. Our observation of randomly oriented T cells exhibiting vigorous motility in the lymph node prompts the question of whether chemotaxis plays any role during antigen recognition in the lymph node, perhaps by exerting an undetectable bias upon the seemingly random migration or in local regions that have not been examined thus far.
Polarity of chemokine receptors: evidence for chemotaxis?
As in neutrophils, but not Dictyostelium (see above), chemokine receptors can adopt a polarized distribution in lymphocytes. Chemokine receptors CCR2, CCR5, and CXCR4 are located preferentially at the leading edge in the appropriate lymphocyte subsets (72, (89) (90) (91) , as are links to cytoskeletal elements. However, any substance capable of inducing polarity, including the chemotactic peptides MCP-1 (monocyte chemotactic protein-1), RANTES (regulated upon activation, normal T-cell expressed, and presumably secreted), and IL-8, and the cytokines IL-2 and IL-15, can evoke redistribution of a chemoreceptor specific to a different chemokine (89) . Receptor aggregation in an anterior compartment may play a chemotactic role in leading edge formation and perhaps can reduce the availability of receptors for the formation of a new leading edge once the angle of trajectory has been established. In addition, maintenance of directional migration may be limited by the time necessary to rearrange the cytoskeleton to form a new filopodium, thus preferring slight angular changes in areas of shallow chemokine gradient (69) . Chemokine signaling is known to influence cytoskeleton rearrangements to initiate polarization and directional migration. Evidence of direct interaction of chemokine receptors to motor proteins was shown by the constitutive association of the C-termini of CXCR4 and CXCR5 chemokine receptors with the motor protein nonmuscle myosin H chain-IIA (NMMHC-IIA) in T lymphocytes (92) . It has been previously shown that CXCR4 and myosin light chain (MLC) act together at the leading edge of lymphocytes to shape actin polymerization (89, 93) . Confocal imaging has revealed that CXCR4, NMMHC-IIA, F-actin, and MLC are colocalized at the leading edge in SDF-1a-treated lymphocytes adhered to fibronectin, while ICAM-3 and NMMHC-IIB are redistributed to the uropod (92, 94) . Studies on Dictyostelium mutants lacking myosin heavy chain show a twofold reduction in polarization and migration, and when placed within a cAMP gradient, these mutants exhibit significantly reduced chemotaxic index compared to wildtype (95) . Together these studies suggest a role for myosin heavy chain in regulating polarity formation, even though it is not required.
Although studies in lymphocytes provide a first look at mechanosignaling mechanisms of chemotaxis, they do not directly test the contribution of a chemokine gradient in mediating receptor polarization. The inability of chemokine treatment to alter the constitutive nature of CXCR4-NMMHC-IIA association means that colocalization does not merely optimize signaling distance between these two proteins but rather enhances chemoreception at the leading edge to promote adhesion. Although many cell types rely upon GPCR for chemotaxis, there is still no evidence of receptor redistribution along the cell surface being essential for formation of polarity, although there is evidence for non-specific polarity (induced by another chemokine) being a requirement for chemoreceptor redistribution. There is also no evidence that other mechanisms of localized chemoreceptor modification that may occur after ligand binding, such as phosphorylation of GPCR, plays a role in amplifying the signal. Chemotaxis remains intact in Dictyostelium and leukocytes with deletion of phosphorylation sites (96) (97) (98) .
Polarity of antigen responsiveness
In most in vitro studies, as we have observed in the lymph node, the T cell normally initiates contact with an APC by crawling toward the APC. A crawling T cell functions as a polarized antigen sensor by virtue of increased sensitivity to contact at the leading edge. Ca 2þ signaling is activated preferentially by contact at the leading edge, either with an APC bearing specific antigen or with beads coated with anti-CD3 antibodies as surrogate APC (17, 99) . The polarity of antigen detection is very strong, as demonstrated by mapping with beads 3-6 mm in diameter (99) . Ca 2þ signaling was detected in >90% of trials with contact at the leading edge and <10% at the trailing edge. Recently, a similar degree of polarity was obtained using single nanosphere-labeled peptides bound to APCs (100). The molecular basis for polarity is unknown but could involve activation by molecules preferentially found at the leading edge or inhibition, possibly steric in nature, by molecules at the trailing edge of the cell. One candidate inhibitory molecule, CD43, is a bulky glycoprotein preferentially localized at the trailing edge of a migrating T cell, but when CD43 was delocalized by mutation of an ezrin-binding motif, signaling and polarized motility remained intact (18) . Regardless of the mechanism for polarized detection of antigen, migrating T cells would be more likely to contact APCs by random collisions at the leading edge merely by virtue of the direction of travel.
Immunological synapse
Once contact has been established, a complex sequence of molecular rearrangements takes place, giving rise to the 'immunological synapse' (101) . Receptors, kinases, and cytoskeletal elements segregate into central and peripheral supramolecular activation clusters (c-and p-SMACs) in the zone of contact (102, 103) forming close molecular associations. Several excellent reviews on T-cell signaling and the IS have appeared recently (104) (105) (106) (107) . Some molecular rearrangements can occur within minutes. Movement of TCR molecules, tracked as an ensemble or as single molecules tagged with fluorescent nanospheres (30 nm in diameter), toward the c-SMAC occurs too rapidly to be explained by a diffusion trapping mechanism and may instead reveal an active mechanism that involves cytoskeletal rearrangement (108) . Longer term changes involving costimulatory molecules can evolve over 2-48 h in the IS (107) . Confocal microscopy of fixed lymph node tissue has shown that some elements of the IS are present in T cells interacting with DCs in vivo (109) . However, the stability of the synapse may depend upon the cell culture system or the types of cells employed. In liquid culture systems with cell lines used as APCs or a lipid bilayer containing peptide MHC to 'present' antigen, the IS tends to be stable, while in the collagen gel culture system, interactions of T cells with antigen-bearing DCs were transient and dynamic in nature (110, 111) . It is clear that environmental factors can influence the dynamic properties of the IS. Recently, CD8 þ T cells were observed making long lasting but dynamic interactions with antigen-primed, in vitro-derived DCs (5). There is increasing recognition that several types of IS exist, and these may exhibit a spectrum of dynamic behavior and requirements for T-cell activation (106) . These interactions need to be investigated in the native tissue environment. -permeable channel that is blocked by normal levels of cytoplasmic Mg 2þ (123) (124) (125) (126) . A very unusual feature of the channel protein is its functional a-kinase domain near the cytoplasmic C-terminus; a possible link between channel activity and kinase activity remains unresolved. Functional expression of the TRPM7 channel is increased 10-fold during T-cell activation, but the significance of this increase is also uncertain (127) . In contrast, progress on K þ channels has been swift and is leading toward the identification of therapeutic agents to modulate the immune response. Ca 2þ influx through CRAC channels is sustained by the counterbalancing efflux of K þ through either voltage-gated Kv1.3 channels or Ca 2þ -activated IKCa1 channels, depending upon the T-cell activation state and corresponding expression levels of these two K þ channels. The genes for both K þ channels have been identified, potent and selective blockers have been identified, and their regulated pattern of expression has been investigated (128, 129) . Expression levels of both K þ channels increase dramatically and in a sequential manner during progression from a resting T cell to an activated T cell and later to a memory T cell. In particular, IKCa1 levels are upregulated more rapidly [via the PKC pathway and requiring Ikaros and activator protein-1 (AP-1)] than Kv1.3, resulting in T-cell blasts that are dependent upon IKCa1 for continued activation or re-activation (130) . If T cells are subjected to multiple rounds of activation to acquire a memory phenotype, Kv1.3 levels gradually increase to the point that they become the dominant K þ channel in effector memory T cells (131) . Changes in the channel expression pattern might allow particular phases of an immune response to be targeted selectively. Chronically activated effector memory T cells that mediate autoimmune reactions may be particularly susceptible to Kv1.3 blockade. In support of this concept, a sea anemone toxin that blocks Kv1.3 selectively was effective in vivo in preventing and ameliorating symptoms in adoptive transfer experimental allergic encephalitis (EAE), an animal model for multiple sclerosis (MS) (132) . Furthermore, by patch clamp analysis, T cells from patients with MS exhibited very high levels of Kv1.3 channels (133) . The development of fluorescent toxin analogs could allow for a simple diagnostic test to detect the upregulation of Kv1.3 in effector memory T cells and to predict the flare-up of an autoimmune reaction (131, 134) . K þ channels in lymphocytes may be linked physically via accessory proteins to lck, CD4, and b integrin molecules as part of a signaling complex and functionally to other vital cell processes including volume regulation, adhesion, and motility (129) .
Optimizing the sensitivity of T cells to peptide-MHC
It has been known for some time that low numbers of peptide-MHC complexes (10-100 per cell) on an APC can produce Ca 2þ signaling and proliferative or effector responses in CD4 þ and CD8 þ T cells (135) (136) (137) (138) . Recent work has shown that even a single peptide-MHC complex in the contact zone can evoke a detectable albeit transient Ca 2þ signal in a T cell (100) . This finding of single molecular detection by the T cell has mechanistic implications for signal initiation via the TCR as well as being a wonderful example of intracellular amplification, analogous to the ability of a photoreceptor to detect single photons. Larger numbers of peptide-MHC complexes increased the strength and duration of Ca 2þ signaling, reaching saturation with only 30-40 molecules of peptide-MHC. Evidence of a stable c-SMAC was found with just 10 molecules of peptide-MHC; recruitment of a vast excess of MHC and TCR molecules to opposite sides of the contact zone evidently does not require continuous ligand-receptor interaction. CD4 plays an important role in increasing the sensitivity, perhaps by dragging the tyrosine kinase lck to the scene, since blocking CD4 shifted the minimally required number of peptide-MHC molecules to >25 (100). Such exquisite sensitivity may involve a series of reversible low affinity interactions between TCR and peptide-MHC within the latency period, since a higher number ($300) of TCR molecules was required to produce a just-detectable Ca 2þ signal when relatively high-affinity anti-CD3 antibodies bound to beads were titrated to determine the threshold (99) . A further mechanism that may enhance the sensitivity of the T cell is adhesive priming, in which T-cell adhesion, even to glass, can increase phosphatidylinositol-4,5-bisphosphate (PIP 2 ) bound to the membrane and the Ca 2þ content in intracellular stores (139) . Coming back to the in vivo situation, it is unclear whether non-specific adhesive priming would apply within the lymph node, since T cells already make continuous contact with other cells and reticular fibers before contacting DCs. However, it is clear that the exquisite sensitivity of the immune response requires both molecular mechanisms within the cell to amplify signals and also the scanning process that permits rare T cells to be detected by DC in the lymph node.
Stop signal
In addition to turning on gene expression, the Ca 2þ signal may affect the formation of the IS and its stability. Contact with APCs initiates dynamic changes in T-cell shape that transiently increases the surface area of contact and helps determine whether T-cell/APC interactions are effective and sustained or abortive. Contact triggers a 'stop' signal that helps anchor a T cell at the site of antigen presentation. (111, 135, 141, 142) . Contact termination appears to depend upon environmental conditions, as interactions between T cells and DC were either stable in liquid culture (142) or transient in the collagen gel culture system (111).
Antigen-free synapses and crosstalk with DCs
Signals between the T cell and the DC can occur even in the absence of antigen. Ca 2þ imaging of CD4 þ T cell-DC synapses in vitro has shown that a DC completely devoid of specific antigen, even lacking MHC, can send a signal to the T cell that is revealed by a Ca 2þ transient (135, 141, 142) . The Ca 2þ signal in the T cell was more robust and 100% reliable with antigen-bearing DCs, but the fact that it can occur without antigen and is not MHC restricted reveals a novel type of coordination, suggesting the formation of a temporary antigen-free synapse. Antigen-independent signaling also elicited tyrosine phosphorylation, T-cell proliferation, and enhanced long-term survival (141, 142) . Transient interactions between T cells and DC under antigen-free conditions in the lymph node likely reflect an interaction that leaves a trace, a memory of contact in the form of a survival signal that may help maintain the naïve T-cell pool in vivo. Trautmann's research (142) also revealed another surprising aspect of the T cell-DC interaction. The DC, when it presents antigen, can receive information back from the T cell, as recognized by a Ca 2þ signal in the DCs (142) . The DC Ca 2þ signal was initiated in approximately 30% of contacts with a lag following initiation of the T-cell signal that occurred reliably during every contact. DCs were also shown to be sensitive to other environmental signals and produced Ca 2þ signals during adhesion to substrate and exposure to chemokines or to a purinergic P 2U agonist but not in response to cross-linking MHC class II molecules. Elevated [Ca 2þ ] i in the DC, however, did not alter its ability to present antigen to the T cell. These bi-directional signaling interactions hint at additional functions of the IS.
Chemokines and chemotaxis in vivo
Chemotaxis or chemotropism is necessary for a variety of crucial functions in higher eukaryotes, including fertilization of an egg by sperm, migration of endothelial cells in angiogenesis, turning of neuronal growth cones in neurogenesis, migration of fibroblasts in wound healing, and thymocyte compartmentalization during embryogenesis. In the immune system, despite the lack of mechanism-based studies on chemotaxis, a variety of evidence indicate that chemokines and their receptors regulate the migration of leukocytes in response to inflammation and homing of DCs and naïve lymphocytes to their proper lymphoid tissues to facilitate proper cell-cell interaction and tissue homeostasis. In addition, dysregulation of chemotaxis is responsible for the development of numerous pathological conditions from autoimmunity and chronic inflammatory conditions to immunodeficiency and even cancer.
Possible functions for lymphocyte chemotaxis
Chemotaxis has been invoked as a possible mechanism for lymphocyte homing to specific tissue locations, for maintaining compartmental boundaries in secondary lymphoid tissue, and for recruitment of T cells to APCs. By evoking Ca 2þ signals and other signaling pathways, chemokines may influence many cellular processes in addition to the possibility that they mediate chemotaxis. For chemotaxis to work, there would need to be spatially defined gradients in the right places and cells with the right set of receptors to sense and respond to these with directional motility. In vivo studies that have been interpreted as evidence for chemotaxis are reviewed below, along with alternative interpretations.
Chemokines as tissue-specific homing signals
Tissue-specific B-and T-lymphocyte adhesion and homing For many years, in vivo studies have demonstrated the importance of chemokines as tissue-selective homing factors, especially in the process of extravasation of leukocytes across endothelial barriers. A combination of shear force and high chemokine receptor occupancy may be crucial for mediating homing in leukocytes (143) . B and T lymphocytes undergo tethering and rolling upon the surface of high endothelial venule (HEV) through the interaction of L-selectin and peripheral node addressin (PNAd). When chemokines initiate signaling through a G ai -coupled receptor, lymphocyte adhesion is triggered by an increased affinity of leukocyte function-associated antigen-1 (LFA-1) for ICAM-1 (144) (145) (146) (147) . The nature of this adhesion is selective for T-cell subsets. Whereas macrophage inflammatory protein-3a [MIP-3a] can induce adhesion in some subsets of CD4 þ memory T cells, the chemokines SDF-1a, a secondary lymphoid chemokine (SLC), and EBI-1-ligand chemokine (ELC/MIP-3b) can effect adhesion in most peripheral blood lymphocytes including naïve T cells (143, 146) . Adhesion for other memory T-cell subsets is mediated by the ligands for CXCR3 [interferon-inducible protein-10 (IP-10) or monokine induced by g-interferon (Mig)], CCR4 [macrophage-derived chemoattractant (MDC), or thymus and activation-regulated chemokine (TARC)], or CCR1 and CCR5 (RANTES) (148) (149) (150) . The first homing chemokine for lymphoid tissue, SLC, enhanced b2 integrindependent adhesion of naïve T cells under flow (151) . This chemokine is expressed on the HEV of lymph node and Peyer's patches, on lymphatic endothelium of many organs, and within T-cell areas of the spleen, lymph nodes, and Peyer's patches (151) (152) (153) . Mutant plt (paucity of lymph node T cell) mice are deficient in ELC and lymphoid-expressed SLC (154) (155) (156) . These mice exhibit deficits in T-lymphocyte homing at the adhesion step, but this defect can be reconstituted by subcutaneous injection of SLC due to transport of SLC to draining lymph nodes, where they are subsequently transported to the surface of endothelial cells (153) . ELC or MIP3b, another ligand for CCR7, is expressed in the T-cell areas of lymph node but not in quantities great enough to rescue lymphocyte adhesion in the HEV of plt mice (154) . B-cell homing and adhesion to HEV were reduced twofold in lymph nodes of plt mice; in contrast, homing to Peyer's patches was barely affected (157) . These studies suggest that B-cell homing in lymph nodes is highly sensitive to the loss of CXCR4 and CCR7, while Peyer's patches require the additional loss of CXCR5 (157) . It should be noted, however, that the relatively unaffected homing of wildtype B cells into plt mice compared to the reduced homing of CCR7 -/-B cells in wildtype mice may be attributed to a small amount of nonlymphoid-expressed SLC present on the HEV (157). The diverse requirements for homing of B and T lymphocytes suggest that chemokines may undergo different mechanisms of transport through tissue (158) and may mediate disparate functions, even though they may share a common receptor. Selective B-cell homing is mediated by B-lymphocyte chemoattractant [BLC/CXCL13/B cell-attracting chemokine-1 (BCA-1)] that binds CXC chemokine receptor 5 (CXCR5) and is expressed in the follicles of lymph nodes, spleen, and Peyer's patches (159) . BLC is crucial for the development of lymphoid tissues, while both ligand and receptor are necessary for homing of B cells to lymph node and spleen (160) . The role of B-cell-specific chemokines in homing is reviewed by Cyster and colleagues (161) .
The process of endothelial adhesion requires a much higher number of occupied chemoreceptors than needed to stimulate chemotaxis, thus raising questions about the differences between physiological chemokine concentrations presented on vascular endothelium and within tissue (149) . In order for the homing process to be considered transendothelial chemotaxis, there must a diffusible chemokine gradient at the endothelial-flow interface, or a soluble or haptotactic gradient across the endothelial barrier. The equilibrium between chemokine transport to HEV and chemokine production within tissue will be a major consideration in the maintenance of any gradient. Evidence for and against these putative gradients will be discussed later.
Evidence that chemokines allow direct homing into lymphoid compartments, rather than necessitating migration through tissue It has been shown that T cells adhere only to specific areas of the HEV where SLC is expressed. B cells do not home to the same region of the HEV in Peyer's patches, but they adhere to regions upstream to the site of T-cell adhesion that are more proximal to follicles (152) . This separation implies a plausible mechanism for compartmentalization based upon sorting of naïve T and B cells at homing sites, rather than depending upon complex gradients of T-and B-cell chemokine to direct chemotactic sorting within the cortex (Fig. 9) . However, the role of chemokines and chemoreceptors may vary according to the cell type. CCR7-deficient mice demonstrate impaired homing to lymph node and Peyer's patch of both B cells and T cells (162) , in agreement with in vitro data showing chemotactic response of B cells to ELC and SLC as well as expression of CCR7 on the B-cell membrane (146, 151, (163) (164) (165) . Thus, homing and function of B cells require not only the association of CXCR5 and BLC but also the CCR7 receptor. In addition, mature DCs are no longer able to migrate to draining lymph nodes in CCR7-deficient mice (162) . SLC-deficient plt mice also exhibit a threefold reduction in the number of DCs that are able to home to the T-cell areas of lymph node and spleen (166) . It is no surprise that the complexity of the immune system demands fine control of immune cell responses to environmental or inflammatory cues, giving rise to the idea of combinatorial control in lymphocyte chemotaxis (167) . Lymphocytes must be able to integrate competing or conflicting chemoattractive sources in a complex setting, especially as they undergo various stages of differentiation and maturation, in order to respond properly within the context of this signal. This leaves open the question of whether these complex chemokine signals exist as soluble gradients, haptotactic sources, uniform concentrations, or transient pulsatile releases on endothelium or within tissue.
Nature of chemokine distribution and presentation
Evidence for soluble and immobilized chemokines Immobilized chemokines may play a role under conditions that cannot support maintenance of a soluble chemokine gradient. The flow of blood within the lumen of vessels is likely to dissipate any soluble chemokines secreted from the apical side of endothelial cells, suggesting that adhesion under flow is mediated predominantly by haptotactic presentation of chemokines, as demonstrated by the ability of membranebound Groa to induce monocyte adhesion, whereas MCP-1 is ineffective unless added to the perfusion solution (168) (169) (170) . In the absence of a soluble luminal gradient under shear flow, adhesion and diapedesis of cells across the endothelium may not qualify as a true chemotactic process unless the maintenance of a gradient across the endothelial barrier can be shown. There is evidence that transendothelial migration can occur in the absence of a gradient, as long as there exists a high concentration of chemokines immobilized on the luminal surface as well as continuous physiological shear stress on migrating lymphocytes (171) . Fluid shear has been proposed to modulate G i protein-mediated chemokine signaling via mechanical mechanisms. Many experiments demonstrating transendothelial chemotaxis are performed with soluble chemokine added to the perfusate, or in the absence of flow. Chemokines can stimulate homing in these cases, but their presentation does not reflect physiological conditions in tissue. As chemokine is also secreted by stromal cells and APCs within lymphoid tissues, is it possible that they can form gradients there?
Physiological chemokine transport Under inflammatory conditions, it has been shown that soluble chemokines and other low molecular weight factors, produced or deposited subcutaneously in the peripheral tissue, can be carried by draining lymph into lymph nodes through the subcapsular sinuses, then are conducted by the reticular fiber network to the basolateral and apical surfaces of endothelial cells (172, 173) . These transported chemokines include IL-8, SLC and ELC for T-cell homing and MCP-1 for monocyte recruitment. In the case of MCP-1, the predominant source of chemokine on the surface of HEV comprises chemokine transported from the skin rather than that being made within lymph node (172) . Even in the presence of significant lymph node distortion, the soluble factors are not permitted to diffuse through the lymphoid compartments except when associated with reticular fibers. Additionally, soluble cytokines have been observed to be transcytosed from the abluminal side of endothelial cells to be presented on the lumen of HEV (174) . Again, this body of evidence suggests that chemokines involved in homing events act mainly as factors presented on the surface of endothelium, rather than as a soluble gradient, and may not always be derived from lymphoid tissue. The cellular microenvironment of the cortex also seems to be impervious to contribution from peripheral chemokines. To date the spatial distribution of putative chemokine gradients (not merely chemokine expression) have not been visualized, neither the large-scale chemokine gradients thought to direct lymphocyte trafficking nor the small-scale gradients thought to optimize T cell-APC interactions.
Summary and qualifications
A body of literature summarized above suggests that chemokine gradients could be the basis for the cellular compartmentalization of secondary lymphoid organs. However, most of the evidence is indirect. These studies include work with mutant and knockout mice that show disorganized secondary lymphoid structure associated with particular chemokine and receptor deficits. Furthermore, results from in situ hybridization on lymph nodes and Peyer's patch show compartmentspecific expression of B-cell chemokines in follicles and T-cell specific chemokines in the T zone. However, it is unclear whether the chemokines required for the organization of secondary lymphoid tissues define compartmental boundaries by actually forming gradients, as T-cell chemotaxis in these regions has never been directly observed. Sorting of cells by allowing selective entry into lymphoid compartments according to recognition signals on HEV might provide an alternative mechanism for separation of T and B cells into different compartments (Fig. 9) . These issues await clarification, with potential contributions from detailed observation and analysis of time-lapse two-photon images.
Thus far, there has been no immunohistochemical evidence for a graded deposition of chemokines in lymphoid tissue compartments. The existence of rapidly motile cells within the densely populated tissue environment of a lymph node makes soluble chemokine gradients unlikely. Solid phase (haptotactic) gradients may promote chemotaxis in particular locations, but these have not been seen. Immunohistochemistry and in situ hybridization have been utilized to probe for chemokine expression. However, to reveal gradients of chemokines within tissues, different approaches might be required. Moreover, is the chemokine delivered as a uniform concentration, a shallow gradient, or a steep gradient? To what extent is the chemoattractant further regulated by extracellular degradation, as for neutrophils and Dictyostelium (175-177)? The complexity of secretion, diffusion, and regulation of multiple chemokines within a highly cellular lymphoid environment cannot be simulated by in vitro studies, nor can its effects be dynamically visualized in histological sections. Both neutrophils and Dictyostelium exhibit a wide range of responses to uniform chemokine concentrations, including increased adhesion, further secretion of chemotactic substances, pinocytosis, and chemokinesis. In the absence of conclusive evidence for the presence of a chemokine gradient within tissue, it is possible that lymphokines primarily serve different biological functions than to direct cellular trafficking through lymphoid organs, or to promote cell-cell contact during antigen presentation.
Future directions and challenges for in vivo imaging
In this review, we have highlighted results using two-photon imaging techniques and compared what we have observed thus far with a much larger literature that describes in vitro experiments on motility, chemotaxis, and antigen responses. In addition, we discuss a portion of the huge literature on effects of chemokines in vivo and raise the question of whether chemokines mediate homing and compartmentalization via chemotaxis or other possible mechanisms. Broadly speaking, the potential is great for two-photon imaging to shed light on mechanisms that we have touched upon in this survey of the literature. Given the differences seen thus far between the stability of IS under different conditions, it will be exciting to visualize and compare cellular dynamics in the diversity of IS. A wide variety of transgenic models are available to visualize different cell types and to probe specific molecular requirements for rapid motility and responses to antigen. Methods to image [Ca 2þ ] i and gene expression quantitatively in the living tissue will be needed to resolve some of these issues. The feasibility of imaging in lymph node and spleen has already been demonstrated; the method should also be readily adaptable to peripheral tissues and to models for tumor formation and immunotherapy. It should be possible to adapt explanted lymphoid organs and two-photon imaging to test candidate immunosuppressive molecules in a realistic setting.
Supplementary material
The following material is available from http://www. blackwellpublishing.com/products/journals/suppmat/imr/ imr076/imr076sm.htm. Typical lymphocyte motility patterns near a primary follicle in murine lymph node as observed by two-photon microscopy. Time-lapse images of T cells (green) and B cells (red) from normal mice move along random paths in the T zone and follicle, respectively. Each frame represents an imaging volume approximately 220 Â 180 Â 75 m. Time is indicated in the lower left corner of each frame.
