I. INTRODUCTION
People with disability may struggle to drive a power wheelchair because of altered perception skills. It has been shown that good visuo-spatial and cognitive abilities are necessary to achieve safe power wheelchair driving [1] . While training and repeated practice through occupational therapy sessions can be satisfactory for some people to master their wheelchair, this conventional training may be insufficient for others.
Some people may need training in specific situations such as driving in a urban environments or crowded places. However, such training set-ups raise safety issues and are difficult to carry out. Moreover, a lack of situation-specific training could lead to hazardous driving [2] . As a consequence, therapists can decide not to prescribe a power wheelchair for safety concerns (e.g. driving behavior is above a subjective risk level) [3] .
In this context, wheelchair driving simulation can provide an additional training tool. Indeed, the beneficial effects [4] . Navigational skills acquired thanks to training in simulation have also been demonstrated to positively transfer into real situations for military training [5] or more recently for car driving training [6] . Moreover, simulation allows safe wheelchair navigation within controlled and repeatable scenarios [7] .
Virtual Reality (VR) is one way of simulating ecological situations with daily-life scenarios which are hardly reproducible in a real world. While VR appears to be efficient and largely used in training programs [8] and rehabilitation [9] , it is also been shown as being safe, easy to use, and contributing to high patient satisfaction [10] . In addition, VR allows therapists to achieve abilities assessment while reducing time, cost or safety constraints [11] . Besides, a recent study highlighted that VR can increase user excitement and motivation while performing a task in the virtual environment [9] . In the particular case of wheelchair driving, it has been shown that people with visuo-spatial and cognitive impairments may experience reduced motivation while driving a wheelchair [12] . VR could therefore reveal itself a more motivating tool for people with neurological disorders within wheelchair-related training programs.
A recent review on VR-based wheelchair simulators identified 29 wheelchair simulator projects of which 20 tackle power wheelchair simulation [13] . This review particularly highlighted the discrepancy among the proposed simulators. On the one hand, they differ in their designs and configuration setups. On the other hand, they differ in terms of assessment methodology and training programs, as most of the simulators were initially designed for driving training applications.
Two types of simulators can be identified in the literature. The first type of simulators incorporates a mechanical platform providing haptic and/or motion cues. For example, the Virtual Fauteuil simulator consists of a platform made of 4 actuators and a roller to reproduce manual wheelchair motion sensations [14] . Besides its focus on manual wheelchair simulation, the purpose of the simulator is to assess spatial planning and does not match clinical assessment requirement. The other type of simulators such that miWe [15] and ViEW [16] relies on driving scenario simulation displayed on a single screen and focus on the assessment of driving simulation impact on patients through learning and training programs. Despite the lack of haptic or motion cues, they have shown benefits on training.
Sense of Presence (SoP), defined as user's sense of "being there" in the simulation [17] , has been shown to be a key-element for training performance [18] . Most VR-based simulators use 3D visual displays such as Head Mounted Devices (HMD) or immersive rooms to increase SoP. Some of the existing VR-based wheelchair driving simulators try to reach a higher SoP level by providing haptic feedback and/or motion cues in addition to the visual feedback. The major drawback of these simulators is that they are not compliant with clinical and user requirements and needs. Indeed, while the choice of the visual display should be adapted to user needs, they often rely on a specific visual display technology. Moreover, they do not provide easy transfer and adapted seating as they do not incorporate wheelchair standard components.
We propose a multi-sensory Power Wheelchair Simulator (PWS) designed in close collaboration with occupational therapists and wheelchair users. The proposed simulator includes a platform providing visual, auditory, and haptic feedback as well as motion cues. The proposed modular design allows to easily interface with any visual display (e.g. HMD, immersive rooms, single screen). It also allows easy integration of add-ons and configuration tuning to match individual user needs. The proposed PWS aims to provide realistic wheelchair driving experience for training and skill transfer to real-life situations. This project is conducted by our multi-disciplinary team in Rennes gathering multiple research centers as INSA Rennes, Inria, IRISA and the Pôle Saint Hélier rehabilitation center. Thanks to this skill plurality, all our design choices have benefited from qualified experts' experience. In particular, computer and mechanical scientists worked closely with the clinical staff to better match therapists and wheelchair user needs and constraints. This paper is organized as follows. Section II introduces the requirements that our proposed PWS must fulfill. Section III presents the design of our proposed PWS. Section IV details the implementation of our first PWS setup.
II. SIMULATOR REQUIREMENTS
We propose a multisensory PWS design providing visual, auditory, haptic feedback and motion cue. This simulator aims to serve wheelchair driving training and clinical rehabilitation purposes. The simulator design is subject to constraints deduced from targeted user requirements but also from the VR technology itself.
A. Targeted users requirements
In order for the proposed PWS to be efficiently designed, end-user expertise must be considered. End-user needs were formulated thanks to therapists and patients from the Pôle Saint Hélier Physical Medicine and Rehabilitation center. This section therefore presents the constraints based on the recommendations of occupational therapists, physiotherapists, and neurologists but also and above all wheelchair users.
1) Seating and form factor: Considering the complexity of postural condition associated with some mobility impairments, a wide range of seating adjustments is needed. To avoid improperly fitted seating or positioning, the seating should be adjustable and dynamic, allowing for tilt and recline. Besides, a wide range of postural supports must be available on the seat based on the specific user needs, disability type, and postural condition. Moreover, the seat should include add-ons such as lateral trunk supports, hip guides, head rest, lateral thigh supports, armrests, and abduction block. A belt should also be used properly to secure participant positioning during simulation. Proper seating also requires footrests. The platform seat width and height must also be compliant to average wheelchair standards. Platform width must not be significantly larger than the seat width so it can be assimilated as a power wheelchair-like platform by its users.
2) Controller: The plurality of mobility impairments also implies a need for a wide range of control input adjustments, from proportional controllers (e.g. joysticks, chin controls) to discrete controllers (e.g. head array, sip-and-puff). Moreover, various input adaptations should be available for people with low upper limb strength or grasping difficulties (e.g. T-bar handle, U-bar handle, foam ball).
3) From power wheelchair to PWS kinematics: The objective is to provide a virtual driving experience similar to the one obtained with a power wheelchair. Therefore the simulator behavior has to accurately reproduce the dynamic behavior of a power wheelchair. Hence, we have identified the major kinematics parameters of power wheelchair motion (Fig. 2) , e.g. the values of accelerations felt by a user (Table  I) .
These values have been experimentally obtained thanks to a set of driving scenarios representing classical indoor and outdoor use cases. In particular, these scenarios included curb and ramp climbing, navigation on rough surfaces, door passing...
The collected values correspond to a natural and safe navigation of a regular wheelchair user, and serve as reference. Dynamics occurring to accidental events, such as collisions and bumps, must not be fully reproduced by the motion feedback in order to alleviate the risks for users. These particular situations should be addressed through haptic and auditory feedback. 
4) Virtual experience:
The visual display technology depends on each user specific needs. Therefore a simulator should not be dependent on a specific display device or technology and has to be compliant with various immersive visual displays such as HMDs and immersive rooms.
B. VR technology requirements
VR refers to a set of computer-based techniques aiming to simulate a 3D Virtual Environment (VE). As the proposed PWS relies on VR technology, VR-related constraints such as SoP and cybersickness must also be considered for our PWS design.
1) Sense of Presence (SoP):
The SoP is a subjective phenomenon that has been defined in [17] as user's sense of "being there" in the simulation. It depends on various factors such as immersion, social interactions and 3D scene components (e.g. objects, avatars) behavior. The greater the SoP, the more realistically the user will behave. In that regard, SoP is a critical factor that our PWS must maximize.
2) Cybersickness: Immersion in a virtual environment can induce discomforts often characterized as cybersickness which symptoms are similar to motion sickness (e.g. nausea, headaches, dizziness) [19] . Cybersickness arises from perception conflicts between visual, vestibular and proprioceptive systems. Indeed, while moving around in the VE but getting no physical feedback or incorrectly configured feedback, users will get conflicting information. Cybersickness does not equally affect everyone. Moreover, targeted users with visual, visuo-spatial of cognitive impairments, are likely to be more sensitive to this symptoms. Those symptoms can significantly alter simulation comfort and can thus negatively impact simulator training efficiency. It is therefore critical to design a system minimizing cybersickness by reducing mismatches between visual, vestibular and proprioceptive information.
III. SIMULATOR DESIGN
In previous work, we proposed a first wheelchair simulator design [20] . This simulator consisted in a standard power wheelchair fixed on the Immersia immersive room in Rennes, France. This first simulator matched the constraints related to clinical assessment presented in Section II-A as it directly used an off-the-shelf power wheelchair. In this framework, the user was seating on a motionless wheelchair and immersed in the VE through 3D rendering only. Although this first simulator generated a rather good SoP, most of the people who tested it felt cybersickness.
Based on this first simulator design, we here propose a new simulator design which aims to match VR-related constraints by maximizing SoP as well as addressing the cybersickness issue (Fig. 1) .
A. Towards a multisensory simulator
While most of existing VR simulators use only 3D visual rendering techniques to immerse user, immersion is not restricted to visual sense only. Indeed, additional sensory information such as motion, visual, auditory [21] or even olfactory [22] cues can be simultaneously generated to improve user immersive experience. Then, we here propose an innovative multisensory simulator which incorporates a motion platform aiming to reproduce wheelchair motion cues and physical interactions with the virtual environment, as well as visual and auditory feedback modalities.
1) Motion platform:
We design a motion platform generating motion cues in order to simulate accelerations as well as haptic feedback in order to reproduce interactions with the virtual environment such as bumps, vibrations and collisions.
Among the existing wheelchair simulators with motion platform, different types of simulators can be identified, depending on the number of degrees of freedom (DoF) that are used. In majority, simulators classically use either 3 DoF or 6 DoF (Stewart platform) [13] . If 6 DoF simulators achieve high frequency performances, 3 DoF simulators have been shown to be sufficient enough for training applications in terms of acceleration rendering.
In addition, some 6 DoF simulators add a turntable in order to extend rotation capabilities along vertical axis: this design achieves a high level of realism [23] . We then propose to add a turntable on a 3 DoF simulator, leading to an innovative 4 DoF simulator, able to reach kinematics requirements stated in section II-A. The Fig. 4 illustrates the proposed solution, based on a parallel mechanism using 4 linear actuators (3 DoF) and a turntable on the top (4th DoF). This design is a trade-off between the desired range of motion and the compactness. Platform kinematic was designed according real power wheelchair behaviour [24] . An off-the-shelf SALSA M2 wheelchair seat from Sunrise Medical is then fixed on the turntable so that user environment does not differ from a commercial power wheelchair (see Fig. 5c ): simulation experience is thus compliant with daily life experience.
The whole volume is similar to the one of a power wheelchair so that it increases the SoP for the use in immersive rooms. Also, the platform is lightweight in order to be compliant with immersive rooms. For example, the platform needs to be lighter than 100kg/m 2 to match Immersia specifications. This choice will also ease the use and transport. The platform has been manufactured by CL Corporation (http://www.clcorporation.com/) from the specifications.
2) Visual feedback: Visual feedback provides wheelchair motion perception for each 6 DoF matching self-motion sensations suggested by the motion platform.
A virtual wheelchair is included in the 3D scenes and co-located with the motion platform. For instance, the 3D representation of the wheelchair seat in the VE matches the exact position of the motion platform seat.
Furthermore, the complexity of the virtual environment, in terms of feedback modalities, is adapted to user impairments and training programs. For example, as some user may not be able to process multiple visual stimuli, proposed 3D scenes would represent in these cases a low complex version of the scene.
3) Auditory feedback: Auditory feedback is provided to the user in order to increase immersive experience and SoP. This includes not only virtual sound rendered on speakers for ambient sounds, but also specific sound effects directly coming from the platform itself. In particular, the sound produced by the brakes of the wheelchair is an important auditory cue for the users: this sound is the first feedback perceived by users when a wheelchair starts to move.
B. Simulator Workflow
PWS design relies on a generic workflow (Fig. 3) composed of the following modules:
• The 3D Engine manages the VE and its display.
• The Physics Engine updates the virtual wheelchair position, velocity and acceleration in the VE. These values are computed from input controller data, previous position, velocity and acceleration values sent by the 3D Engine. It also incorporates physics laws (e.g. gravity).
• The Feedback Engine then computes the motion to be applied. The motion is split into a mechanical motion of the platform and to a visual feedback to the 3D Engine.
These modules are independent, and dedicated to distinct specific tasks. This modular arrangement allows PWS to be a versatile and adaptable simulator. Each module can be concurrently and independently developed or replaced. The workflow presented here describes only required modules. 
IV. SYSTEM IMPLEMENTATION AND SETUP
We developed, implemented and tested the following simulator setup.
1) Motion platform and motion cues: For our first experiments, only 2 degrees of freedom are used to provide motion cues. This feedback is based on "classical" algorithms as described in [25] . To manage with the lack of DoF, we included a "tilt coordination" strategy that implies a relationship with the 3D Engine as shown in the simulator workflow (Fig. 5c ). An off-the-shelf wheelchair joystick controller is used as user interface.
2) Visual feedback and 3D scenes: We used the widespread 3D engine Unity3D to visually render 3D scenes as it is compliant with several HMDs and Immersia (http: //www.irisa.fr/immersia/). In addition to their realism appearance, proposed 3D scenes are replication of real places known by end-users as real-like virtual environment are likely to increase user trust, comfort and SoP.
For now, our simulator includes two 3D scenes that are reproduction of real places. The first one is an outdoor environment: a urban area whose base model has been provided by Rennes Metropole. The second one is an indoor scene: a replication of Pôle Saint Hélier experimental room. Furthermore, because we simulate motion from a static spot with 4 DoF, it does not induce entirely real-like consequences. In particular, it causes undesired head movements leading to irregular gaze direction. Thus, we apply a visual compensation by moving the 3D scene accordingly.
3) System workflow: Finally, to implement a versatile workflow, we used the Robot Operating System (ROS) library [26] . Each module of the workflow is represented by a node in a ROS network that can send or receive data regardless of its execution environment and programming language. Thus, each node may be changed as long as input and output specifications are fulfilled.
Our first implementation has been successfully tested in several configurations. In particular, we tried PWS with two HMDs (HTC Vive and HTC Vive Pro), various screens and in Immersia (see Fig. 5b and 5a) . As for the controller, we used 3 different commercial off-the-shelf joysticks. Regarding physical feedback, this platform achieves a consistent behaviour, which still needs tuning and more advanced studies.
V. DISCUSSION
Our first simulator implementation is operational. In particular, the PWS has been successfully tested with different display devices (HMD, large immersive rooms, simple screens), 3D scenes (indoor/outdoor, low/high graphical resolution) and input devices (standard joystick, head array).
The motion platform as well as the simulator workflow have been designed to be versatile and adaptable not only to each user needs but also to rehabilitation center experimental environment and available hardware.
The proposed setup then meets previously stated usercentered constraints. The compliance of the system with wheelchair driving training and rehabilitation programs has now to be evaluated through clinical assessment with wheelchair users. In particular, the impact of the various feedback modalities provided by the simulator on SoP and cybersickness has to be assessed.
We are aware of the current PWS setup limitations and that some improvements still need to be made. On the one hand, regarding motion feedback, we plan to control all 4 DoF and to enhance the simulator kinematics in order to handle interactions with the environment such as bumps, vibrations and collisions. On the other hand, regarding the visual feedback and virtual environment, we want to populate 3D scenes with dynamic entities such as avatars, vehicles, etc. Furthermore, we want to add user embodiment in order to perform ecological situations as realistically as possible.
However, the simulator is ready to use, safe and includes a consistent motion feedback that can already be evaluated. Thus, we plan to conduct during the next months several experiments to assess the additional motion feedback impact on cybersickness and SoP (protocols similar to [20] ). A study on the platform impact on cybersickness is currently being planned with about thirty able-bodied participants. A study of real power wheelchair dynamics is also planned in order to improve the virtual wheelchair dynamics estimations.
Besides studies and enhancements, we want to explore PWS additional use cases. For instance, based on our previous work on assistive robotics, we could consider adding virtual sensors and obstacles avoidance system in the simulator [20] . Thus, our simulator will be a convenient tool to prototype assistive systems.
VI. CONCLUSION
In this paper we presented a user-centered design of a multisensory power wheelchair simulator. This simulator relies on VR technology to immerse the user in simulated wheelchair driving experience. The originality of the simulator relies on the combination of visual, auditory and motion cues provided by an innovative 4 degree of freedom mechanical structure. The proposed simulator design is versatile and adaptable to the diversity of impairments and needs. Indeed, it is directly compliant with any kind of 3D display devices that support Unity3D such as HMD, immersive room or screen display. In addition, wheelchair standard components fixed on the mechanical structure allow the platform to be compliant with clinical requirements. Indeed, the proposed simulator is directly compliant with wheelchair user seating and control needs. Clinical assessment of the simulator with power wheelchair users will then allow evaluation of driving experience in simulation but also its comparison between virtual and real conditions. In addition, the impact of the multimodal feedback provided by the simulator on user experience will be assessed in next studies.
