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Abstract
Let G be a connected reductive algebraic group over an algebraically closed field of
characteristic p, g the Lie algebra of G and g* the dual vector space of g. This thesis
is concerned with nilpotent orbits in g and g* and the Springer correspondence for g
and g* when p is a bad prime.
Denote W the set of isomorphism classes of irreducible representations of the Weyl
group W of G. Fix a prime number 1 7 p. We denote %, (resp. 2(,) the set of all
pairs (c, F), where c is a nilpotent G-orbit in g (resp. g*) and F is an irreducible
G-equivariant Q1-local system on c (up to isomorphism).
In chapter 1, we study the Springer correspondence for g when G is of type B, C
or D (p = 2). The correspondence is a bijective map from W to 2t.. In particular,
we classify nilpotent G-orbits in g (type B, D) over finite fields of characteristic 2.
In chapter 2, we study the Springer correspondence for g* when G is of type
B, C or D (p = 2). The correspondence is a bijective map from W to %,.. In
particular, we classify nilpotent G-orbits in g* over algebraically closed and finite
fields of characteristic 2.
In chapter 3, we give a combinatorial description of the Springer correspondence
constructed in chapter 1 and chapter 2 for 8 and g*.
In chapter 4, we study the nilpotent orbits in 8* and the Weyl group representa-
tions that correspond to the pairs (c, Qj) E 9A.- under Springer correspondence when
G is of an exceptional type.
Chapters 1, 2 and 3 are based on the papers [X1, X2, X3]. Chapter 4 is based on
some unpublished work.
Thesis Supervisor: George Lusztig
Title: Abdun-Nur Professor of Mathematics
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Chapter 1
Classical Lie Algebras
Throughout this chapter, k denotes an algebraically closed field of characteristic 2,
Fq denotes a finite field of characteristic 2 and Fq denotes an algebraic closure of Fq.
1.1 Introduction
In [HI, Hesselink determines the nilpotent orbits in classical Lie algebras under the ad-
joint action of classical Lie groups over k. In [Spal], Spaltenstein gives a parametriza-
tion of these nilpotent orbits by pairs of partitions. We extend Hesselink's method
to study the nilpotent orbits in the Lie algebras of orthogonal groups over Fq. Using
this extension and Spaltenstein's parametrization we classify the nilpotent orbits over
Fq. We determine the structure of the component groups of centralizers of nilpotent
elements. In particular, we obtain the number of nilpotent orbits over Fq.
Let G be a connected reductive algebraic group over an algebraically closed field
of characteristic p and g the Lie algebra of G. When the characteristic p is large
enough, Springer [Spi] constructs representations of the Weyl group of G which are
related to the nilpotent G-orbits in g. Lusztig [L3] constructs the generalized Springer
correspondence in all characteristic p which is related to the unipotent conjugacy
classes in G. Assume G is of type B, C or D and the characteristic p is 2. We use a
similar construction as in [L3, L5] to give the Springer correspondence for g. Let 2(g
be the set of all pairs (c, F) where c is a nilpotent G-orbit in g and F is an irreducible
G-equivariant local system on c (up to isomorphism). We construct a bijective map
from the set of isomorphism classes of irreducible representations of the Weyl group
of G to the set 2. In the case of symplectic group a Springer correspondence (with a
different definition than ours) has been established in [Ka]; in that case centralizers of
the nilpotent elements are connected [Spal]. A complicating feature in the orthogonal
case is the existence of non-trivial equivariant local systems on a nilpotent orbit.
1.2 Hesselink's classification of nilpotent orbits over
an algebraically closed field
We recall the results of Hesselink on nilpotent orbits in orthogonal Lie algebras in
this section (see [H]). Let K be a field of characteristic 2, not necessarily algebraically
closed.
1.2.1 A form space V is a finite dimensional vector space over K equipped with a
quadratic form Q : V -+ K. Let (,-) : V x V - K be the bilinear form (v, w) =
Q(v + w) + Q(v) + Q(w). Let V' = {v E VI(v, w) = 0, V w E V}. Then V is called
non-defective if V 1 = {0}, otherwise, it is called defective; V is called non-degenerate
if dim(V') < 1 and Q(v) # 0 for all non-zero v E V 1 .
Let V be a non-degenerate form space of dimension N over K. Define the orthog-
onal group O(V) = O(V, Q) to be {g E GL(V)|Q(gv) = Q(v), V v C V}. The orthog-
onal Lie algebra o(V) = o(V, Q) is {x c End(V)I(xv, v) = 0, V v c V and tr(x) = 0}.
In the case where K is algebraically closed, let SO(V) = SO(V, Q) be the identity
component of O(V) and we define ON(K), ON(K) and SON(K) to be O(V), o(V) and
SO(V) respectively.
1.2.2 A form module is defined to be a pair (V, T) where V is a non-degenerate
form space and T is a nilpotent element in o(V). Classifying nilpotent orbits in o(V)
is equivalent to classifying form modules (V, T) on the form space V.
Let A = K[[t]] be the ring of formal power series in the indeterminate t. The form
module V = (V, T) is considered as an A-module by (E,> ant")v = Eno anT'v.
Let E be the vector space spanned by the linear functionals t-n : A -+ K, E ait' F-
an, n > 0. Let EO be the subspace En>O Kt-2 n and 7ro : E -+ Eo the natural
projection. The space E is considered as an A-module by (au)(b) = u(ab), for a, b E
A,u c E.
An abstract form module is defined to be an A-module V with dim(V) < 00,
which is equipped with mappings p : V x V -s E and 4': V -+ Eo satisfying the
following axioms:
(a) The map (-, w) is A-linear for every w E V.
(b) p(v, w) =p(w, v) for all v, w E V.
(c) ,o(v, v) = 0 for all v E V.
(d) O(v + w) = O(v) + 4(w) + 7ro(o(v, w)) for all v, w E V.
(e) @(av) = a2 '(v) for v C V, a C A.
The following proposition identifies a form module (V, T) with a corresponding ab-
stract form module V = (V, W, 4).
Propsition ([H]). If (V, p, 4') is an abstract form module, then (V, (-, -), Q) given by
(i) is a form module. If (V, {-, .), Q) is a form module, there is a unique abstract form
module (V, W, 4') such that (i) holds; it is given by (ii).
(i) (v,w) = p(v, w)(1), Q(v) = (v)(1).
(ii) p(v, w) = E,>,O(tv, w)t-n, 4(v) = EZ> Q(tnv)t-2n.
1.2.3 An element in o(V) is nilpotent if and only if it is nilpotent in End(V). Let T
be a nilpotent element in o(V). There exists a unique sequence of integers p1 2 ...
ps > 1 and a family of vectors v1,... , v such that T~ivi = 0 and the vectors Ti,'
0 < qi pi - 1 form a basis of V. We write p(V, T) = (p, ... ,ps). Define the index
function x(VT) : N -+ Z by X(VT)(m) = min{k > 0|T mv = 0 => Q(TkV) = 0}.
Define p(V) to be the minimal integer m > 0 such that tt"V = 0. For v C V (or E),
we define p(v) = min{m Oltiny = 0}.
1.2.4 Let V be a form module. An orthogonal decomposition of V is an expression
of V as a direct sum V = E'=, Vi of mutually orthogonal submodules V. The form
module V is called indecomposable if V # 0 and for every orthogonal decomposition
V = V1 @ V2 we have V = 0 or V2 = 0. Every form module V has some orthog-
onal decomposition V = E_1 Vi in indecomposable submodules V1 , V2,..., V. The
indecomposable modules are classified as follows.
Proposition 1.2.1 ([H]). Let V be a non-degenerate indecomposable form module.
There exist v1, v2 E V such that V = Av1 EAv2 and p(vi) ;> p(v2 ). For any such pair
we put m = p(v1),m' = p(v2), = O(v1,v 2) and Wj = $(vi). One of the following
conditions holds:
(i) m' = p() = m, p(4i) < 2m - 1.
(ii) m' = p(4D) = m - 1, p(IF1) = 2m - 1 > p(I2).
Conversely, let m E N, m' c NU{0}, (D E E, 'I1, P 2 c E0 be given satisfying (i) or (ii).
Up to a canonical isomorphism there exists a unique form module V = Av 1 G Av 2
with m = p(v1),m' = p(v2 ),j = O(v1,v2) and WI = @(vi). This form module is
indecomposable. In case (i) it is non-defective. In case (ii) it is defective and non-
degenerate.
From now on assume K is algebraically closed. The indecomposable modules in
Proposition 1.2.1 are normalized in [H, 3.4 and 3.5] as follows.
Proposition 1.2.2 ([H]). The indecomposable non-degenerate form modules over K
are
(i) Wi(m) = Av 1 G Av 2 , [m11] < 1 < m, p(v1 ) = p(v 2) = m, $(v 1 ) = t2-21,
(V2)= 0 and P(v1,v 2) = ti-rn; ([a] means the integer part of a.)
(ii) D(m) = Avi D Av 2, p(vi) = m, p(v 2 ) = m - 1, V(vi) = t 2 - 2 m, 0/(v 2 )= 0 and
p(vi, v 2) = t 2 -m.
We have xw,(m) = [m; 1] and XD(m) = [M; M], where [m; 1] : N - Z is defined by
[m; 1](n) = max{0, min{n - m + 1, l}}. Among these types of indecomposable modules
only the types D(m) are defective.
Remark. The notation we use here is slightly different from that of [H]. The form
module W[nti](m) in (i) is isomorphic to the form module W(m) in [H].
Finally this normalization of indecomposable modules is used to classify all form
modules. Let (V, T) be a non-degenerate from module with p(V, T) = (A, ... , A 1, ... ,
Ak, - - - , Ak) where A1 > ... > Ak 21 and index function x = X(V, T). Let mi E N be
the multiplicity of Ai in p(V, T). The isomorphism class of (V, T) is determined by
the symbol
S(V, T) = (A1)' 1)(A2 ) ... (Ak k
A symbol S of the above form is the symbol of an isomorphism class of non-degenerate
form modules if and only if it satisfies the following conditions
(i) x(Ai) > x(Ai+1) and Ai - x(Aj) > Aj+1 - X(Ai+1), for i 1,..., k - 1;
(ii) \ < x(Ai) < A%, for i = 1, k;
(iii) x(Aj) = Ai if mi is odd, for i = 1, . k;
(iv) {Ailmi odd} = {m, m - 1} n N for some m c Z.
In the following we denote by a symbol either a form module in the isomorphism
class or the corresponding nilpotent orbit.
1.3 Indecomposable modules over Fq
In this section, we study the non-degenerate indecomposable form modules over Fq.
Note that the classification of the indecomposable modules (Proposition 1.2.1) is valid
over any field. Similar to [H, 3.5], the non-degenerate indecomposable form modules
over Fq are normalized as follows. Fix an element 6 E Fq\{x 2 + xIx E Fq}.
Proposition 1.3.1. The non-degenerate indecomposable form modules over Fq are
(i) W1 (m) = Av1 D Av 2 , [-+1] 1 < m, with p(vi) = p(V2) = m, $(v 1 ) =
t 2 -21 , $(v 2) = 0 and O(v1, v 2) =t-;
(ii) W(m) = Av 1 @ Av2 , -+1 < 1 < m, with p(v1 ) = pi(v2 ) = m, $(v 1) = t2-21,
$(v2) = 6t 2 l-2m and O(v1,v 2) =t-m;
(iii) D(m) = Av 1 D Av 2 with pi(v1) = m, A(v2 ) = m - 1, $(vl) = t 2 - 2 m, $(v 2 ) = 0
and p(v1, v 2 ) = t 2-m.
We have Xw?(m) = XW,6(m) = [in; 1] and XD(m) = [n; m]. Among these types only
the types D(m) are defective.
Proof. As pointed out in [H], the form modules in Proposition 1.2.1 (ii) over Fq can
be normalized the same as in Proposition 1.2.2 (ii). Namely, there exist vi and v2
such that the above modules have the form (iii).
Now let U(m) = Avi E Av 2 be a form module as in Proposition 1.2.1 (i) with
pu(vi) = p(v2)= m. We can assume p(I1) > p(X'2). There are the following cases:
Case 1: q'1 =P 2 = 0. We can assume 1 = ti-n. Let 01 = vi + t+1-2ml]V 2 and
v2 = V2 . We have 0(f1) = t2-2[), 4('2) = 0, o(i1, 2) = t"
Case 2: I'1 # 0, qJ2 = 0. We can assume = ti- and 'hi = t-21 , where
1< rnm-i1. If I < [m-"1], let f1 = vi + ]Vn1-2[]v2 + inI- 21 - 1 v 2 , f)2 = v 2 ; otherwise,
let 1 vi, 2 = V2. Then we get (1)=t-21 
_[ m2 1 < M -- 1@(i2)=
0, (01, f)2) = tl-"'.
Case 3: hi # 0, 'P2 # 0. We can assume '1'= t-2 1 , 1 = tirn, P2  = o ait-
with 12 11 K m - 1.
(1)11i < [i], let 2 =v 2 + __ xitivi, then @(i 2) = 0 has a solution for xi's and
we get to Case 2.
(2) 1i > [i], let f 2 = v2 + Z% 1 xitivi. If am-1-1 C {X 2 + xjx c Fq}, then
4( 2 ) = 0 has a solution for xi's and we get to Case 2. If am-,-1 V {X2 + xIx E Fq},
then 0(f)2 ) = 6t- 2 ("n-l1-1) has a solution for xi's.
Summarizing Cases 1-3, we have normalized U(m) = Avi e Av 2 with p(vi) = p(v2 ) =
m as follows:
(i) [1ni] X(m) = m= t2 -2 , O(v 2 ) 0, O(vi, v2 ) = tir', denoted
by WID(m).
(ii) -+i X x(m) = 1 K m, @(vi) t 2 -2, (v 2 ) - 6t-2 ("n-), p(vi, v 2) = ti-",
denoted by W1f(m).
One can verify that these form modules are not isomorphic to each other. LI
Remark 1.3.2. It follows that the isomorphism class of the form module Wi(m) over
Fq remains as one isomorphism class over Fq when 1 = m and decomposes into two2
isomorphism classes W10(m) and W/6(m) over Fq when 1 # '. The isomorphism class
of the form module D(m) over Fq remains as one isomorphism class over Fq.
1.4 Nilpotent orbits over Fq
In this section we study the nilpotent orbits in the orthogonal Lie algebras over Fq
by extending the method in [H]. Let V be a non-degenerate form space over Fq.
An isomorphism class of form modules on V over fFq may decompose into several
isomorphism classes over Fq
X~ )2... (A)s, nthe
Proposition 1.4.1. Let W be a form module (A1)' 1 )(A 2 ) 2 ) - (A o t
form space V.
(i) Assume V is defective. The isomorphism class of W over Fq decomposes into
at most 2n1 isomorphism classes over Fq, where n1 is the cardinality of {1 i <
s - 1|x(Ai) + x(Ai+1) Ai, x(Ai) / Ai/2}.
(ii) Assume V is non-defective. The isomorphism class of W over Fq decomposes
into at most 2n2 isomorphism classes over Fy, where n2 is the cardinality of {1 i <
sjx(Aj) + X(Ai+1) < Ai, X(Aj) # Aj/2} (here define x(A,+ 1 ) = 0).
Note that we have two types of non-defective form spaces of dimension 2n over Fe,
V+and V- with a quadratic form of Witt index n and n - 1 respectively. We define
O(Fq) (resp. 02n(Fq)) to be O(V+) (resp. O(V-)) and o+ (Fq) (resp. o- (Fq))
to be o(V+) (resp. o(V-)). Let SO+ (Fq) = O+(Fq) n SO2n(Fq). A form module
on V+ (resp. V-) has an orthogonal decomposition Wf1 (A1) E ... e W(f(Ak) with
#{1 < i < klei = 6} being even (resp. odd).
Corollary 1.4.2. (i) The nilpotent 0 2n+1(Pq)-orbit (A 1)" -- (AS)\) in o2n+1(Fq)
decomposes into at most 2n1 02n+1(Fq) -orbits in 02n+1(Fq).
(ii) If X(Aj) = A ,/2  i = 1, . . , s, the nilpotent 0 2n(Fq)-orbit (Al)7 -- (A )fs
in 02n(Fq) remains one 0+(Fq)-orbit in o+ (Fq); otherwise, it decomposes into at
most 2n2-1 O (Fq)-orbits in o+(Fq) and at most 2n2-1 02n(Fq)-orbits in o-2(Fq).
Here n1 , n2 are as in Proposition 1.4.1.
Remark. In Corollary 1.4.2 (ii), if X(Aj) = Aj/2 , i = 1,..., s, then n is even; if
X(Aj) # A/2 for some i, then n 2 > 1.
Before we prove Proposition 1.4.1, we need the following lemma.
Lemma 1.4.3. (i) Assume k > m and I > m. We have W10(k) E D(m) & Wf(k) E
D(m) if and only if l + m > k.
(ii) Assume m > k. We have D(m) D Wk(k) e D(m) D Wk(k).
(iii) Assume 11 12 , A - 11 > A2 - 12. If 11 + 12 > A,, then W0 (A,) E W (A2 ) ?
W( 1) o Wf2(A2) and W( 1 ) 1 W/() W(A) E W()
(iv) Assume 11 12,A, -11 > A2 -12. If 11 + 12 < A,, then W"'(A,) D W 2(A2)
W1 (A) 2 (A) if and only if 6i = E', 62 = e', where e, e' 0 or 3, i 1,2.
Proof. We only prove (i). (ii)-(iv) are proved similarly. We take vi, wi and v 2 , w2 such
that Wf0(k)eD(m) = AvioAwioAv 2EAw2 and (vi) = t2 - 21 , g/(wi) = 0, o(vi, wi) =
ti-k, 4'(v 2) - t 2 - 2m, 4'(w 2 ) = 0, (p(v2 , W2 ) = t 2 -m, p(vi, v2 ) = p(vi, W2 ) = .p(wi, v2 ) =
SP(wi, w2 ) = 0, and take v', w' and v', w' such that Wi6(k)EDD(m) = Av'oAw' oAv'e
Aw' and 0(v') = t 2- 21,t(wI - 6ts- 2k, _O(V-, tl-k,O(v/) = t 2- 2m, _(W)
0, p(v,wI) = t 2-m, O(v,,vI) = vO,w) = O(wi,vI) = p(w, , w ) = 0.
We have W0(k) D D(m) W16(k) E D(m) if and only if there exists an A-module
isomorphism g : V -+ V such that 0 (gv) = $(v) and cop(gv, gw) = p(v, w) for any
k-1 m-1 m-2
v, w E V. Assume gvj = ( (aj,itiv' + bj,it'w') + E cj,itiv' + E d g,it' wj =
i=O i=O i=0
k-i m--1 m-2
Z(e,itiv, + f3 ,itiwj) + E gj,itiv' + E: h,itw',j 1, 2. Then W0(k) G D(m) e
i=0 i=0 i=O
Wf(k)DD(m) if and only if the equations (gvj) = 4(vi), $(gwi) = 0(w), p(gvi, gvo)
V (vi, v), s(gvi, gwj) = p(vi, wi), 0(gwj, gw,) = p(wi, wj) have solutions.
If l+m < k, some equations are e, 2 l--l+ei2l-k1 = 3 (I -j4 k) or a%,+ai,ob,o =
1, elo + ei,ofi,o = 6, ai,ofi,o + bi,oe,o 1 (1 = k1). In each case we get an "Artin-
Schreier" equation x2 + X 6, which has no solution over Fq. This implies that
W10(k) E D(m) ? Wl'(k) (1 D(m).
If I + m > k, let gvi = v', gwi = w' + vjotl+m-k-1V2, gv 2 = v2, 9W 2 = W2 + VSt1vi.
This is a solution for the equations. It follows that W10(k) E D(m) 2 W6 (k) G
D(m). D
Proof of Proposition 1.4.1. We prove (i). One can prove (ii) similarly. By the classi-
fication in subsection 1.2.4, we can rewrite the symbol as
A,)(Al)( A2 (A2) (Ak )(Ak) (Ak+1)Akl (Ak+1 - 1)(Ak+1-1) (Ak+2) 2 ~ k+1 A+
where A, - Ak+1 > Ak+2 2 ... Ak+1 (by abuse of notation, we still use A) and
I > 1. A representative W for this isomorphism class over Fq is Wx(Al)(A1) P ... -
WX(Ak)(Ak) E D(Ak+1) ( WAk 2 (Ak+2) E ... WA,,,(Ak+1). By Proposition 1.3.1 and
Remark 1.3.2, in order to study the isomorphism classes into which the isomorphism
class of W over Fq decomposes over Fq, it is enough to study the isomorphism classes
of form modules of the form W" (A) o - W (Ak) E D(Ak+l) @ Wf.2(Ak+2 ) P
-. -D - k +'(Ak+l), where ej = 0 or J. Thus it suffices to show that modules of the
above form have at most 21 isomorphism classes.
We have ni = #{1 < i < klx(Aj) + x(Ai+1) < Aj, x(Ai) # Aj/2}. Suppose
sii2,... ini are such that 1 < iy < k, x(A,) + x(Ai,+1) < Ai,, X(A,) # A,/2,j -
1, . . n, 1 . Then using Lemma 1.4.3 one can easily show that a module of the above
form is isomorphic to one of the following modules: VE p -. -- Vel7 p Vn1+1 , where
Vft = 4 WO ( 1+)(Ait1) @ - - o(A' (At_ 1) pD W,t) (An), t = 1, ... , io = 0,
Ct = 0 or J and Vn1+1 = WO +1)(A-1+). -W (Ak)PD(Ak+1)PWO+(Ak+2)e
E W ,(Ak+l). Thus (i) is proved. El
1.5 Number of nilpotent orbits over Fq
1.5.1 In this subsection we recall Spaltenstein's parametrization of nilpotent orbits
by pairs of partitions in o(Fq) (see [Spal]).
For 02n+1(Fq), the orbit (A,) gA--- (A)2 ) (Ak1)A.1 Ak+1-l(Ak+1-1 (Ak+2)+ 2 ...
(Ak+l k+l is written as (ci+0 a+1) * (Ck+-k 1) (ak+1+1) (ak+1+1)(Ok+1)ak+1 (ak+2 )k+ 2
-- (ak+l)aa and the corresponding pair of partitions is (a, #), where a = (ai .. . , ak+l)
and # = (#1 , ... ,k) satisfy ci >- - ak+ > 0,7 1 - Ok l 1 and la+|1#|= n.
For 02n(Fq), the orbit (A,) -.. (Ak )(Ak) is written as (ai +#1), ... (ak +#A kak
and the corresponding pair of partitions is (a, #), where a = (aie, . .. , ak) and # =
(01, . ... , #) satisfy ai 2>- -' -Ce >-s 1, #1 2>- -' -2k 2 0 and la|1+|# =-n.
1.5.2 In this subsection we study the number of nilpotent orbits over Fq. Denote
by p2(n) the cardinality of the set of pairs of partitions (a, 0) such that Ia|+|| = + n
and p(k) the number of partitions of the integer k.
Proposition 1.5.1. (i) The number of nilpotent O2n+1(Fq)-orbits in02n+1(Fq) is at
most p2(n).
(ii) The number of nilpotent O+(Fq)-orbits in o+ (Fq) is at most Ip2 (n) if n is
odd and is at most 2(P 2 (n)+ p(1)) if n is even.
Proof. (i) The set of nilpotent orbits in 02n+1(Fq) is mapped bijectively to the set
{(a, #)|jaj|+|1 = n, #i < ai+2} := A ([Spal]). By Corollary 1.4.2 (i), a nilpotent or-
bit in 02n+1(Fq) corresponding to (a, #) E A, a = (ai,. . . , as), # = (01, .. . , t) splits
into at most 2n1 orbits in 02n+1(Fq), where ni = #{1 < i < tai+1 +2 < 3 < a, + 2}.
We associate to this orbit 2 "1 pairs of partitions as follows. Suppose r1 , r2 , . .. , rn, are
such that a,,+1 + 2 < Or, < an + 2, i 1,... , ni. Let ai, = (ai-1+1, . . ., a ), 01' =
(ri1+1, - - -, o/i), a2,i = (or,_1 - 2, ... , ri - 2), #2,i - (a_1+1 + 2,... , ari + 2), i
1,. . . , ni, anl+1 = (a, +1,. . . , as), Sn1+1 = (O3rn 1+1, - - - ,A). We associate to (a, /) the
pairs of partitions (de.5 n1, /3Einl), dE1,Ein = (a El', . . . , aEnoni, anl+1 ), 1 E,3E.Eni
(#3E1, . . . , /Enlfi, Snl1+1), where Ei E {1,2},i = 1,. .. ,ni.
Notice that the pairs of partitions (del,.ni, #El,.1 E) are distinct and among them
only (a, /) = (51.1, #1.,) is in A. One can verify that the set of all pairs of
partitions (5& .'.1, #/3,In1) constructed as above for (a, #) E A is equal to the set
{(a, #)||aI+1# = n}, which has cardinalityp 2 (n). But the number of nilpotent orbits
in 02n+1(Fq) is no greater than the cardinality of the former set. Thus (i) is proved.
(ii) Similarly, the set of nilpotent orbits in 02n(Fq) is mapped bijectively to the set
{(a, #)||aI +|10/1 = n, #i K aj} := A' ([Spal]). By Corollary 1.4.2 (ii), a nilpotent orbit
in 02n(Fq) corresponding to (a, #) E A' with a = (ai, a2 ... , as), 3 = (1, /32,... , 0,)
and a # # splits into at most 2 n2 orbits in o+n(Fq), where n2 = #{ilai+1  /i <
ai} - 1. We associate to this orbit 2n2-1 pairs of partitions as follows. We can as-
sume a. # 0. Suppose ri, r 2 , ... , rn2 are such that ar+1 < /3i < ar, i = 1, ... , n 2.
Let a'i = (art_ 1 +1,... , an),/1i = ( _ri141, . . . ,# X), a 2 ,i = (3ri# +1, - * . , ri), 02i
(ari1+1, .... an), i = 1, ... , n 2 , an2+1 = (arn2 +1, .. . , as), Sn2+1 =(/- 2 +1, . , 0s). We
have 2 "12 distinct pairs of partitions (5ElEn 2 ,# EiEn 2 ),del..n 2 - (a61,... a n2 n2
an2+1), #3E1.En2 = (03E1', . . . , pen2,n2, /n2+1), where Ei E {1, 2}, i = 1, ... , n 2 - We show
that in these pairs of partitions (a', /') appears if and only if (#', a') appears. In
fact we have ai = 03, for i > rn2, which implies an2+1 = /n2+1. Thus we have
(&e1+1(mod2),-en2+1(mod2), gE+1(mod2), ... ,E 2 +1(mod2)) _ (e1, ... ,en2, dei,--.,En2 ). Hence we can
identify (a', 0') with (#', a'), and then associate 2n2-1 pairs of partitions to the nilpo-
tent orbit corresponding to (a, #3).
One can verify that the set of all pairs of partitions associated to (a, #) E A' as
above is in bijection with the set of pairs of partitions (a, #) such that jal + 1/#1
n with (a, #) identified with (/, a), which has cardinality jp2(n) if n is odd and
(P2(n) + p()) if n is even. Thus (ii) follows.
Corollary 1.5.2. The number of nilpotent SO+(Fq)-orbits in o(Fq) is at most
p2 (n) if n is odd and is at most j(p2 (n) + 3p(2)) if n is even.
Proof. We show that the O(Fq) orbits that split into two SO+(Fq)-orbits are ex-
actly the orbits corresponding to the pairs of partitions of the form (a, a). The number
of these orbits is p(f). Let x be a nilpotent element in o+(Fq). The O (Fq)-orbit of x
splits into two SO+(Fq)-orbits if and only if the centralizer ZO+ (Fq)(x) C SO+ (Fq).
It is enough to show that for an indecomposable module V, ZOC(F)(V) C SO (Fq)
if and only if x(m) ; 1m, for all m E N.
Assume V = W10 (m) or W/(m), 1 > " -. Let e = 0 or J and v', v be such that
Wf(m) = Av' e Av; and 0(v') = t 2 - 2 1, o(vE) = t-2n+ 21 , , (vE IV) = ti-". Let w=
vf+t 2 l-1-"mve. Define u' by uE(aiv'+a2V') = a1 v'+a2WE. Then u"E EZO+(Fq)(W (m)),
but E ( SO+(Fq) (see [H]). This shows that ZO+n(Fq)(V) SO+(Fq).
Assume V = W 0(m), I = m/2. Let v1 , v2 be such that W 0(m) = Avi D Av 2 and
g(vi) = t 2 -", /(v 2 ) = 0, p(vi, v 2 ) = ti~"n. Let W be the subspace of V spanned by
tPvi, t'V2 , i =m, m + 1, . . ., m - 1. Then W is a maximal totally singular subspace in
V and ZO+ (Fq)(V) stabilizes W. Hence ZO+ (Fq)(V) c SO+(Fq).
1.6 Springer corresopondence
Throughout subsections 1.6.1-1.6.5, let G be a connected adjoint algebraic group of
type Br, C, or D, over k and g the Lie algebra of G. Fix a Borel subgroup B of G
with Levi decomposition B = TU. Let b, t and n be the Lie algebra of B, T and U
respectively. Let B be the variety of Borel subgroups of G.
We construct in this section the Springer correspondence for the Lie algebra g
following [L3, L5]. The construction and proofs are essentially the same as (actually
simpler than) those for the unipotent case in [L3, L5]. For completeness, we include
the proofs here. We only point out that Lemma 1.6.2 is essential for the construction.
The lemma is probably well-known for which we include an elementary proof.
1.6.1 Let Z be the variety {(x, B 1, B 2 ) E g x B x BJx E bi n b2} and Z' the Steinberg
variety [St2] {(x, B 1, B 2) c g x B x Bix c n1 nn2}. Denote r the dimension of T. Let c
be a nilpotent orbit in g. A stronger version of the following lemma in the group case
is due to Springer, Steinberg and Spaltenstein (see for example [Spa2]). We include
a proof for the Lie algebra case here.
Lemma 1.6.1. (i) We have dim(c n n) 1 dim c.
(ii) Given x E c, we have dim{Bi E BIx E ni} (dim G - r - dim c)/2.
(iii) We have dim Z = dim G and dim Z' = dim G - r.
Proof. We have a partition Z = UoZo according to the G-orbits 0 on B x B where
Zo = {(x, B1 , B2 ) E ZI(B 1 , B 2) E 0}. Define in the same way a partition Z' = UoZ5.
Consider the maps from Zo and Z5 to 0: (x, B 1, B 2 ) v-4 (B 1, B 2). We have dim Zo =
dim(bi n b2 )+dim 0 = dim G and dim Z, = dim(ni n n2 )+ dim 0 = dim G - r. Thus
(iii) follows.
Let Z'(c) = {(x, Bi, B2 ) C Z'|x E c} C Z'. From (iii), we have dim Z'(c) <
dim G - r. Consider the map Z'(c) - c, (x, B1 , B2 ) v-4 X. We have dim Z'(c) =
dim c + 2 dim{Bi E BIx E ni} dim G - r. Thus (ii) follows.
Consider the variety {(x, B1 ) E c x Bix E n1}. By projecting it to the first
coordinate, and using (ii), we see that it has dimension < (dim G - r + dim c)/2. If we
project it to the second coordinate, we get dim(cnn)+dim B < (dim G -r+dim c)/2
and (i) follows.
1.6.2 Recall that a semisimple element x in g is called regular if the connected
centralizer Za,(x) in G is a maximal torus of G.
Lemma 1.6.2. There exist regular semisimple elements in g and they form an open
dense subset in g.
Proof. We first show that regular semisimple elements exist in g.
(i) G = SO(2n + 1). Let V, Q, (,) be as in 1.2.1 with dim V = 2n + 1 and Q
nondegenerate. We take G = SO(V). Since Q is non-degenerate, dim V' = 1.
Assume V' = span{vo}. Then gvo = vo, for any g E G. Hence the Lie algebra is
{x c End(V)I(xv, v) = 0,V v E V; xvo = 0}. With respect to a suitable basis, we
can assume Q(v) = E 1 oion+i + V2 +1, for v = (vi) E V = k2n+1. A maximal torus
of G is T = {diag(ti, t2 ,.. ., t, 1 1 1/t 2 ,. .. 1/tn, 1)Iti E k*,i = 1,... ,n}. The Lie
algebra of T is t = {diag(x 1 , x 2,. . ,Xn, X1, X2,. ..Xn,0)|xi c ki = 1, ... , n}. Since
every semisimple element in g is conjugate to an element in t under the adjoint action
of G, it is enough to consider elements in t.
Let x = diag(x 1 , x 2 , .. In, 1 , x2 ,.. .Xn,0), where xi # x, for any i 7 j and
xi # 0 for any i (such x exists). It can be easily verified that ZG (x) consists of elements
A1 A2 0
of the form g = A3  A4 0 where Ai = diag(ala ,. . . , an), i = 1, 2, 3, 4, satisfy
0 0 1/
ala3 = aa =0 and aa +a2ai = 1,j = 1,...,n. Hence we see that ZGfx) = T and
x is regular.
(ii) G is the adjoint group of type Cn. We have the following construction of G.
Let V be a 2n dimensional vector space equipped with a non-degenerate symplectic
form ( , ) : V x V -+ k. Then G is defined as
{(g, A) c GL(V) x k*IV v, w e V, (gv, gw) = A(v, w)}/{(p1, p2)|P E k*}.
Hence the Lie algebra g is
{(x, A) E End(V) x kjV v, w E V, (xv, w) + (v, xw) = A(v, w)}/{(II, 0)|p C k}.
With respect to a suitable basis, we can assume (v, w) = E w1 viWn+ for v = (vi), w =
(wi) E V = k2n. A maximal torus of G is T = {diag(t, t2..., tn, A/ti, A/t 2 ,...
A/tn)Iti E k*, i = 1, ... , n; A E k*}/{(pI, p2)| C k*}. The Lie algebra of T is t =
{diag(x1, x2 ... , I , x 2, ... A +X)|Xi E k, i = 1, n; A E k}/{I(P, 0)|p an
k}. Let x = diag(x1, X2, . . . , Xn, Xi + A, X2 + A,. ... Xn + A) E t, where xi / xj, for any
i / j and A = xi + x for any i, j (such x exists). It can be verified that the elements
in ZG(x) must have the form g - A1 A2  where each row and each column of
A3 A4
G has only one nonzero entry and (A1 )ij = 0 e (A4 )ij # 0, (A 2 )ij # 0 < (A3 )ij h 0.
Hence we see that ZG(x) = T and x is regular.
(iii) G is the adjoint group of type D,. We have the following construction of G.
Let V, Q, (, ) be as in 1.2.1 with dim V = 2n and Q nondegenerate. Then G is defined
as {(g, A) E GL(V) x k*|V v c V, Q(gv) = AQ(v)}/{(pIl, p 2 )|pi E k*}. Hence the Lie
algebra g is {(x, A) E End(V) x kIV v E V, (xv, v) = AQ(v)}/{(puI, 0)jIp E k}. With
respect to a suitable basis, we can assume Q(v) = E'_1 VVn+i for all v = (vi) E V =
k2n. A maximal torus of G is T = {diag(ti, t2 ,... , tn, A/ti, A/t 2 ,.. .A/tn)|ti E k*, i =
1, ... ,In;A E k*}/{(pI, p2 )| E_ k*}. The Lie algebra t of T is {diag(x 1, x2 ,... , n, A+
X1, A + X2,. ... A + Xn)|Xi Ek, i = 1, . . .I n; A E k}/{(pI, 0)|p Ez k}.
Let x = diag(xi, x 2 ,... , n, x1 + A,x 2 + A,. . .n+ A) E t where xi f xj, for any
i 5 j and A f x + x for any i $ j (such x exists), then similarly one can show that
ZG'(x) = T and x is regular.
Now denote by to the set of regular elements in t. From the above construction,
one easily see that to is a dense subset in t. Thus dim to = dim t = r. Consider
the map to x G - g, (x, g) -4 Ad(g)x. The fiber at y in the image of the map
is {(x, g) E to x G|Ad(g)x = y}. We consider the projection of {(x, g) E to x
G|Ad(g)x = y} to the first coordinate. The fiber of this projection at x E to is
isomorphic to ZG(x), which has dimension r, and the image of this projection is
finite. Hence dim{(x, g) E to x GIAd(g)x = y} = r. It follows that the image of the
map to x G -+ g, (x, g) v-+ Ad(g)x has dimension equal to dim(to x G) - r = dim g.
This proves the lemma.
Remark. Lemma 1.6.2 is not always true when G is not adjoint.
1.6.3 Let Y (resp. to) be the set of regular semisimple elements in g (resp. t).
By Lemma 1.6.2, dimY = dimG. Let Y = {(x, gT) E Y x G/TIAd(g- 1 )(x) E to}.
Define 7r : Y -+ Y by ir(x, gT) = x. The Weyl group W = NT/T acts (freely) on Y
by n : (x, gT) v-± (x, gn-1 T).
Lemma 1.6.3. 7r :Y -+ Y is a principal W-bundle.
Proof. We show that if x C g, g, g' E G are such that Ad(g- 1 )x E to and Ad(g'- 1 )x E
to, then g' = gn- 1 for some n E NT. Let Ad(g- 1 )x = ti C to, Ad(g'- 1 )x = t 2 E to,
then we have ZG(x) = ZG(Ad(g)ti) = gZG(ti)g' = gTg- 1, similarly Zg(x) -
ZG,(Ad(g')t 2) = g'ZG(t 2)g'- = g'Tg'-1 , hence g'-lg c NT. L
Let X = {(x,gB) E g x G/BIAd(g-1 )x E b}. Define p : X -+ g by o(x,gB) -
x. The map W is G-equivariant with G-action on X given by go : (x, gB) -
(Ad(go)x, gogB).
Lemma 1.6.4. (i) X is an irreducible variety of dimension equal to dim G.
(ii) p is proper and p(X) = g = Y.
(iii) (x, gT) - (x, gB) is an isomorphism y : Y -~+ p 1 (Y).
Proof. (i) and (ii) are easy. For (iii), we only prove that 7 is a bijection. First we
show that -y is injective. Suppose (x1, giT), (x 2 , g2T) c Y are such that (x 1 , giB) =
(x 2 , g2B), then we have Ad(gi 1)(xi) E to, Ad(g2 1 )(x 2) E to and x1 = x 2 , g
1 gi E B.
Similar argument as in the proof of Lemma 1.6.3 shows g21gi E NT, hence g2 g1 E
B n NT = T and it follows that giT = g2T. Now we show that y is surjective. For
(x, gB) E -'(Y), we have x C Y, Ad(g')(x) E b, hence there exists b E B, zo E to
such that Ad(g- 1)(x) = Ad(b)(xo). Then -y(x, gbT) = (x, gB). l
Since 7r Y -+ Y is a finite covering, 7rQjp is a well defined local system on Y.
Thus the intersection cohomology complex IC(g,lr!Q~p) is well defined.
Proposition 1.6.5. soQjx is canonically isomorphic to IC(g, r!Q1p). Moreover,
End(poQix) = End(r!Qp) = QI[W].
Proof. By base change theorem, we have p!Qixy = rQp. Since p is proper and X
is smooth of dimension equal to dimY, we have that the Verdier dual 0(p!Qjx) =
W!(OQix) ( p!Qlx[2dimY]. Hence by the definition of intersection cohomology
complex, it is enough to prove that V i > 0, dim suppW'(p!Qlx) < dim Y-i. For x E g,
the stalk 7h'(p!Qix) = H,(p 1 (x), Qi). Hence it is enough to show V i > 0, dim{x E
g|H(p-1(x), Q1) # 01 < dim Y - i. If Hcjp- 1(x),Qi) / 0, then i < 2 dim o- 1(x).
Hence it is enough to show that V i > 0, dim{x E g|dim pr(x) > i/2} < dim Y - i.
Suppose this is not true for some i, then dim{x E gx dim cpo-(x) > i/2} > dim Y - i.
Let V = {x C gjdim p-1 (x) > i/2}, it is closed in g but not equal to g. Consider
the map p: Z -+ g, (x, B1, B 2 ) F-e X. We have dim p-1(V) = dim V + 2 dim p 1 (x) >
dim V + i > dim Y (for some x c V). Thus by Lemma 1.6.1 (iii), p-1 (V) contains
some Zo, 0 = G-orbit of (B, nBn- 1) in B x B. If x E to, then (x, B, nBn- 1) c Zo,
hence x belongs to the projection of p-1 (V) to g which has dimension dim V < dim Y.
But this projection is G-invariant hence contains all Y. We get a contradiction.
Since 7r is a principal W-bundle, we have End(riQ1 ,) = C1 [W]. It follows that
End((p!Qix) = Qi[W]. E
1.6.4 In this subsection, we introduce some sheaves on the variety of semisimple
G-conjugacy classes in g similar to [L3, L5].
Let A be the set of closed G-conjugacy classes in g. These are precisely the
semisimple classes in g (for a proof in the group case see for example [St1], and one
can prove for the Lie algebra case similarly). By geometric invariant theory, A has
a natural structure of affine variety and there is a well-defined morphism o : g -+ A
such that o-(x) is the G-conjugacy class of x, where x, is the semisimple part of x.
There is a unique C A such that o-(s) = {x C gix nilpotent}.
Recall that Z ={(x, B1, B 2) E g x B x B c E bi 0 b2}. Define& : Z - A by
&(x, B 1, B 2 ) = o-(x). For a EA, let Za = &-'(a).
Lemma 1.6.6. We have dim Za < do, where do = dim G - r.
Proof. Define m : Za -4 1 (a) by (x, B 1, B 2 ) i-4 x. Let c c o- 1 (a) be a G-conjugacy
class. Consider m : m-1 (c) -+ c. We have dim m-1 (c) < dim e + 2(dim G - r -
dim c)/2 = dim G - r (use Lemma 1.6.1 (ii)). Since o 1 (a) is a union of finitely many
G-conjugacy classes, it follows that dim Za < do. E
Let T = W 2 do&dQlz. Recall that we set Zo = {(x, B 1, B 2 ) E Z (B 1 , B 2 ) E 0},
where ( is an orbit of G action on B x B. Let T 0 - 2douoPi, where o-' : Zo - A
is the restriction of & on Zo.
Lemma 1.6.7. We have TO &, Q1, where &: t -& A is the restriction of o-.
Proof. The fiber of the natural projection pr2 3  Zo - 0 at (B, nBn-1 ) c 0 can
be identified with V = b n nbn- 1. Let T' 0 = 2do-2dimOo-(0 1 , where -' : V -+ A
is x -+ -(x). Let T"0 = 7h2do+2dimH / 1Qi, where H = B n nBn- 1 and o-" : G x
V -+ A is (g, x) + o-(x). Consider the composition G x V -14 V A (equal
to -") and the composition G x V + H\(G x V) = Zo ""> A (equal to o-"),
we obtain T"0 = Q,2do+2dimH[p2 ! 7(2do 2 dimH(-i[2dimG]) = T',T" -
2do+2dimH P 1) _2do+2dimH(OQj[- 2 dim H]) = To. It follows that T - T' 0 .
Now V is fibred over t with fibers isomorphic to n n nnn-1 . The map o' : V -+ A
factors through & : t -> A. Since nnnnn 1 is an affine space of dimension do - dim 0,
we see that T = T'0 -t 0o&,i. Since & is a finite covering (Lemma 1.6.8), we have
TO J!Q . E
Lemma 1.6.8. The map U : t - A is a finite covering.
Proof. We show that for x 1, x 2 E t, if U(x 1 ) = o(x 2 ), then there exists w c W
such that x 2 = Ad(w)x1. Since o-(x 1 ) = 0-(x 2 ), there exists g E G such that x1 =
Ad(g)(x 2 ). It follows that ZG(x 1 ) = gZG4x2)g 1. We have T c ZG(x 1 ) and gTg- C
ZG(xi). Hence there exists h E ZG(x 1 ) such that hTh- 1 = gTg- 1. Let n = g'h, we
have x2 = Ad(g- 1 )x1 = Ad(nh- 1 )x1 = Ad(n)x1.
Denote T and 'To the stalk of T and T 0 at g respectively.
Lemma 1.6.9. For w E W, let 0 be the G-orbit on BxB which contains (B, n.Bn;1 ).
There is a canonical isomorphism T; ' @ww T'-
Proof. We have a-'(g) = Z' = {(x, B 1, B 2) E g x B x BIx E ni n n2 }. We have
a partition Z' = uwEwZb., where Z6, = {(x, B 1, B 2 ) E Z'I(B1, B 2) E O}. Since
dim Z' = do, we have an isomorphism H.do(Z', Qi) = GWEw Hyd(Z, Qi), which is
Recall that we have Q1 [W] = End(riQlj) = End(o!Qlx). In particular, p!Qlx is
naturally a W-module and o!Qlx 0 opQlx is naturally a W-module (with W acting on
the first factor). This induces a W-module structure on 712 do .,OQ1x 0 W! Qix) = T.
Hence we obtain a W-module structure on the stalk 7T-.
Lemma 1.6.10. Let w C W. Multiplication by w in the W-module structure of
T = @),,W T7 ' defines for any w' E W an isomorphism 7f' ~ 7f-'.
Proof. We have an isomorphism f :Z, ~> Z_,, (x, gBg, gneBng 1) i->
(x, gnjBng-1 , gneiBn;1g-1 ). This induces an isomorphism Hdo(,, Qi) ~
H2do (ZO_,, Q1) which is just multiplication by w. E
1.6.5 Denote W the set of simple modules (up to isomorphism) for the Weyl group
W (a description of W is given for example in [L2]). Given a semisimple object M of
some abelian category such that M is a W-module, we write M, = HomO, [W] (p, M)
for p E W. We have M = E)sE(p 0 Mp) with W acting on the p-factor and Mp
in our abelian category. In particular, we have 7rQp = , (7r!Qp) and
Sp!Qlx = Gpeg (p0 (!Q1x),), where (7r!Qj,), is an irreducible local system on Y and
((p!Qlx)= IC(g, (7r!Q 1,),). Moreover, for a C A, we have T = 0p, (pO(T)p). Set
F' = {x E glo-(x) = q},X' = C1 (Y') c X. We have Y; = {x C gjx nilpotent}
M. Let (ps : XC -N be the restriction of o : X - g.
Lemma 1.6.11. (i) X; and N are irreducible varieties of dimension do = dim G -r.
(ii) We have ((p!Qix) |v = <p'ix,. Moreover, <oix, [do] is a semisimple perverse
sheaf on N.
(iii) We have (s!Qix),|g # 0 for any p c W.
Proof. (i) K, the nilpotent variety, is well-known to be irreducible of dimension do.
We have X; = {(x,gB) C g x BIAd(g- 1)(x) c n}. By projection to the second
coordinate, we see that dim X" = dim n + dim B = dim G - r. This proves (i).
The first assertion of (ii) follows from base change theorem. Since <p is proper,
by similar argument as in the proof of Proposition 1.6.5, to show that <p!Qix-;[do] is
a perverse sheaf, it suffices to show V i > 0, dim suppV(1Qix,) < dimK - i. It is
enough to show V i > 0, dim{x C A| dim(<o)7(x) > i/2} < dimA - i. If this is not
true for some i > 0, it would follow that the variety {(x, B 1, B2) E gxLBXB x c n10n 2)
has dimension greater than dimK = dim G - r, which contradicts to Lemma 1.6.1.
This proves that <p'Qix [do] is a perverse sheaf. It is semisimple by the decomposition
theorem ([BBD]). This proves (ii).
Now we prove (iii). By Lemma 1.6.7, we have T" = H (tfno 1 (g),Qi) 0.
From Lemma 1.6.10, we see that the W-module structure defines an injective map
Q,[W)DT 0 1 - T. Since TL0 # 0, we have (Qi[W]0T 0 1), p 0 for any p E W, hence
(T) p 0. We have T - H do(A(, p!Qix 0o W!Qix), hence 0@c p0(7,-)p = @,EV PO
Hdo(A', (<p!QIx)p 0 (p!Qx). This implies that (T)_ - H do(A, (<pQlX)p 0 (p!QIx).
Thus it follows from (,), f 0 that ( p!QIx)pl f 0 for any p E W. L
Let %g be defined for G as in the introduction.
Proposition 1.6.12. (i) The restriction map Endv(g)(<p!Qx) -+ EndD(N)(<p'QIxs) is
an isomorphism.
(ii) For any p E W, there is a unique (c,F) E %, such that (<p!Qix)Pig[do] is
IC(6, F) [dim c] regarded as a simple perverse sheaf on NV (zero outside B). Moreover,
p -4 (c, F) is an injective map -y : W - %9.
Proof. (i). Recall that we have cp!QOx = @PEW p 0 (o!QIx)p where (<pwQix),[dim g]
are simple perverse sheaves on g. Thus we have p!QlxI = <p Qx = 0 pV p 0
(<p!Qix),|yr (we use Lemma 1.6.11 (ii)). The restriction map End-(g)((p!QIx) -
End-D(g)(<pQix,) is factorized as ®,i 1 EndD(g) (p0 (p! 0x)p) b ,@ Endo(AN) (p®
(<p!Qlx)p|) -4 EndvD()(<p'Qixs), where b = e@b,, bp : End(p)OEndD()((<o!Qix)p) -
End(p) 0 EndD(Aj)((Qp!Qx)p|). By Lemma 1.6.11 (iii), (<p!Qlx),Ig $ 0, thus
EndD(g)(((p!QIx)p) = Q C EndD(g)(((p!(Qx)p|). It follows that bp and thus b is
injective. Since c is also injective, the restriction map in injective. Hence it remains
to show that dim EndD(N)(<po Qzx ) = dim EndD(g)(<p!Qlx)-
For A, A' two simple perverse sheaves on a variety X, we have Hc(X, A 0 A') = 0
if and only if A is not isomorphic to 0(A') and dim H,(X, A 0 Z(A)) = 1 (see
[L4, 7.4]). We apply this to the semisimple perverse sheaf <peQjx [do] on K and get
dim EndD(g)(<p'Qix,) = dim H(, o<Qixs [do] 0 0(<p'Qix [do])). We have
dim H(V, <pQix< [do] 0 0(<pQix [do])) = dim H2(NM, <pOix [do] 0 <o'ixs [do]) =
dim HdO (K, p'Qix, 0 oQixx) dim H.do(K, O!Qlx 0 SO!Ix) dim
= ZwEw dim TO- (The third equality follows from Lemma 1.6.11 (ii) and the last
one follows from Lemma 1.6.9). We have TO- = H(9(s), - ) (see Lemma 1.6.7),
hence dimT- = 1 and EZewdim7T- = |W| = dim Endo(g)(yv!Qlx). Thus (i) is
proved.
From the proof of (i) we see that both b and c are isomorphisms. It follows that
the perverse sheaf ((p!Qix),Lv[do] on K is simple and that for p, p' E W, we have
(p!Qx),|Ndo] 2 (p!Qjx),'ly[do] if and only if p = p'. Since the simple perverse sheaf
(p!Qix)pL[do) is G-equivariant and K consists of finitely many nilpotent G-conjugacy
classes, (sp!Qlx)pA[do] must be as in (ii). El
1.6.6 In this subsection let G =SON(k) (resp. Sp 2n(k)) and g = ON(k) (resp.
SP2n(k)) the Lie algebra of G. Let Gad be an adjoint group over k of the same type
as G and gad the Lie algebra of Gad. Let G(Fq), g(Fq) be the fixed points of a split
Frobenius map I3 relative to Fq on G, g. Let Gaq(Fq), gad(Fq) be defined like G(Fq),
g(Fq). Let 2tg and %gad be defined as in the introduction for G and Gad respectively.
Denote the number of elements in %ad (resp. 2tg) by IgadI (resp. |2tl). We show
that |tadi = |9g l.
We first show that 19g| is equal to the number of nilpotent G(Fq)-orbits in g(Fq)
(for q large). To see this we can assume k = F 2. Pick representatives xi, . . . , x for
the nilpotent G-orbits in g. If q is large enough, the Frobenius map aq keeps xi fixed
and acts trivially on ZG(xi) )Z(xi). Then the number of G(Fq)-orbits in the G-orbit
of x is equal to the number of irreducible representations of ZG(xi)/ZG(xi) hence to
the number of G-equivariant irreducible local systems on the G-orbit of xi. Similarly,
|2BadI is equal to the number of nilpotent Gad(Fq)-orbits in gad(Fq).
On the other hand, the number of nilpotent G(Fq)-orbits in g(Fq) is equal to the
number of nilpotent Gad(Fq)-orbits in gad(Fq). In fact, we have a morphism G a Gad
which is an isomorphism of abstract groups and an obvious bijective morphism K -+
Kad between the nilpotent variety K of g and the nilpotent variety Kad of gad. Thus
the nilpotent orbits in g and gad are in bijection and the corresponding component
groups of centralizers are isomorphic. It follows that 2 tg| = |Iga I.
Corollary 1.6.13. |Al = |%.d| = IWI.
Proof. Assume G = SON(k). From Proposition 1.5.1, Corollary 1.5.2 and the above
argument we see that 12g1= | 0a l <W|. On the other hand, by Proposition 1.6.12
(ii), we have 19a, ;> | WI.
Assume G = Sp2,(k). It is known in [Spal] that the number of nilpotent G(Fq)-
orbits in g(Fq) is equal to |WI. The assertion follows from the above argument. 1:1
Theorem 1.6.14. The map -y in Proposition 1.6.12 (ii) is a bijection.
Corollary 1.6.15. Proposition 1.4.1, Corollary 1.4.2, Proposition 1.5.1, Corollary
1.5.2 hold with all "at most" removed.
Proof. For q large enough, this follows from Corollary 1.6.13. Now let q be an ar-
bitrary power of 2. The Frobenius map aq acts trivially on W. Since we have the
Springer correspondence map -y in Proposition 1.6.12 (ii), for each pair (c, F) E 2gad
c is stable under the Frobenius map aq and we have 3q-1 (F) 2 F. Pick a ratio-
nal point x in c. The Gad-equivariant local systems on c are in 1-1 correspondence
with the isomorphism classes of the irreducible representations of ZGad(X)/Zad(x)-
Since ZGad(X)/Zad(X) is abelian (see Proposition 1.7.1) and the Frobenius map 3 q
acts trivially on the irreducible representations of ZGad(x) /Zg(x), 5q acts trivially
on ZGad ()g(x). Thus it follows that the number of nilpotent Gad(Fq)-orbits in
9ad(Fq) is independent of q hence it is equal to 129.dI = I. E
A corollary of Theorem 1.6.14 is that in this case there are no cuspidal local
systems similarly defined as in [L3]. This result does not extend to exceptional Lie
algebras. (In type F4, characteristic 2, the results of [Spa3] suggest that a cuspidal
local system exists on a nilpotent class.)
1.7 Component groups of centralizers
In this section we describe the component groups of centralizers ZG(x)/ZO(x), where
G =SON(V) and x E ON(V) is nilpotent.
Proposition 1.7.1. (i) Assume V is defective. Let x E o(V) be a nilpotent element
corresponding to the form module (Al)ml (A2)"- ) ... (As);jy . We have
ZO(V)(X)/ZO(V)(X) = (Z2)n1, where n1 is as in Proposition 1.4.1 (i).
(ii) Assume V is non-defective. Let x o (V) be a nilpotent element correspond-
ing to the form module (Al) )(k)) (As)m). Then Zso(v)(x)/Zo v)(x) =
(Z2)"21, where n 2 is as in Proposition 1.4.1 (ii).
Proof. (i) We write Z = Zo(v)(x) and Z0 = Zo(V)(x) for simplicity. We can assume
that q is large enough. (i) is proved in two steps.
Step 1: we show that Z/Z 0 is an abelian group of order 2n1. The group Z/Z 0
has 2", conjugacy classes, since the G-orbit of x splits into 2n1 G(Fq)-orbits in g(Fq)
(Corollary 1.6.15). We show IZ/Z 0 | = 2n1 by showing that
(*) |Z(F)| = 2n1qdim(Z) + lower terms in q.
We prove (*) by induction on n1 . Suppose ni = 0, then Z/Z 0 has only one conjugacy
class. It follows that Z/Z 0 = {1} and (*) holds for ni = 0. Suppose ni > 1.
Let t be the minimal integer such that x(At) # At/2 and x(At) + x(At+1) < At.
Let V = ()l ()M-2-- (At ) and %V= (At+1) - (As . Then VLet V (A) (A2 X( 2) X(AA n 2  (t x(At+i) (s) xj< V
is non-defective. Write Z = Zo(v) (Vi) and Z? = ZO(v)(Vi), i = 1,2. We have
Zsog)(V)/Zso(v1 ) (V)I = 1 => 10|Z/Z = 2. It follows that IZi(Fq)= 2qdimzi+
lower terms in q. We show that IZ(Fq) Z (Fq)| - |Z2(Fq)| - qdim HomA(vi,W). Then
the assertion (*) follows from induction hypothesis since we have dim Z1 + dim Z2 +
dim HomA(V1, V2 ) = dim Z.
Consider V as an element in the Grassmannian variety Gr(V, r) of dimension
r = _ilm Aj. Then C(V) = {g c GL(V)Igx = xg} acts on Gr(Vr). We have
C(V)(V1 q V2 ) = C(V)V1 D C(V)V2 2 Vi E V2. By our choice of V1 and V2 , it follows
that C(V)V1 a V and C(V)V2 2 V2 . Thus the orbit of V1 under C(V) coincides with
the orbit of V1 under the action of Z. It is easy to verify that this orbit consists of
qdimHomA(V1,V2) elements (using C(V) action). Since the stabilizer of V in Z is the
product of Z 1 and Z 2 , we get JZ(Fq)j= |Z(Fq)| -| Z2(Fq)I - qdimHomA(VW)
Step 2: we show that there is a subgroup (Z2)n1 C Z/Z'. Thus Z/Z 0 has to be
(Z2)n1. Let 1 _ il, .. . , ini < s-I be such that x(Ai) > Aj,/2 and x(Ai)+x(j 3 +1) <
A_, j = 1,...,n.1. Let V = ( +- ( , j = 1,...,ni1 + 1, where
io = 0, in 1+1 = s. Then V = V E V2 ... Vn1 +1, where V, i = 1,...,ni are non-
defective and V 1+1 is defective and non-degenerate. We have Zo(V)(V)/Zg(V) =
Z2, i = 1,... ,ni, and Zo(v 1 )(V1+1)/Zv y (Vfl+l) = {1}. Take gi E Zo(v)(Vi)
such that gZO(v)(Vi) generates Zo(V)(V)/Zy(V( ), i = 1,... , ni. We know each
VM, i =1,. ... , ni, has two isomorphism classes V0, V/ over Fq. Let mi and mi be
two elements in o(Vi)(Fq) corresponding to VR and V/6 respectively. We can assume
x = m E) .e omno mn+1. Let i = IdED. (D -ogiE .. -E--D Id, i=1,.., ni.
Then we have j E Z and jj ( Z0 , since V - Vo -... @ Vi Vn+1 ;
V10 E ... E V E ... - Vli @ V 1+1 (Corollary 1.6.15). We also have that the images
of jji .. -g's, 1 < i1 < - -- < i, < ni, p = 1, ., ni, in Z/Z 0 are not equal to each
other. Moreover p2 E ZO. Thus the jjZ0 's generate a subgroup (Z2)nj in Z/Z.
(ii) Let us write Z = Zso(v)(x) and Z0 = Zso(v)(x) for simplicity. Assume
n2 2> 1. We know that the group Z/Z 0 has 2n2-1 conjugacy classes since the G-orbit
of x splits into 2n2-1 G(Fq)-orbits in g(Fq) (we can assume q large enough). The same
argument as in (i) shows that |Z(F)| = 2n2-1qdim(Z)+lower terms. Then it follows
that Z/Z 0 is an abelian group of order 2n2-. It is enough to show that there is a
subgroup (Z2)n2-1 C Z/ZO. Let 1 i1 , ... in2 < s be such that x(Aij) > Ajj/2 and
x(Aij) + x(Ai,+1) < Aij, j = 1, ... ,I n 2.
Case 1: x(A,) = A,/2. Then in2 < s. Let V = (Ai_+1)2 (Aij) Mi ,
j =1,...,n2 + 1, where io = 0, in 2 +1 = s. Then V = V1 ED -. -ED V 2+1- We have
ZO(M)()/ZO(v)(M) = Z2, i = 1,... ,n2 and ZQ(vf)(vn2+1)/Zg(v )(vn2+1) =
{1}. Take gi c Zo(v,)(VM) such that gjZO(V)() generates Zz()(V)/Z ((), i
1, ... . n2. Let ED = gi e IdED ... E gi E - -Id, i = 2, ... ,I n 2. We have j E Z
and 4, ( Z 0. We also have the images of jii ... j's, 2 < i 1 < ... < i ,:5 n2,
p = 1,n. . . ,2 - 1, in Z/Z 0 are not equal to each other. Moreover j2 E Z0 . Hence the
gjZ 0 's generate a subgroup (Z 2 )n2-1 in Z/ZO.
Case2: X(A,) > A,/2. Then in2 = s. Let V = (Aij1+1)d 2 ... (Aij)ri j =
1,... ,n2, where ia = 0. Then V = Vi ED -. -ED V 2 . We have Zo(v,)(Vi)/Z (V)(Vi) = Z2,
i =1,... ,rn2 . Take gi E Zo(v)(V) such that giZ(Vy) (Vi) generates Zo(v,)(Vi)/Z(v.) (Vi),
i= 1, ... n 2 . Let gi = gi e Id -. -D gi e -.. - - Id, i= 2,.. , n2. The gZ 0's generate
a subgroup (Z2)n2-1 in Z/ZO. I
1.8 Example
We list the unipotent classes in SO(9) and nilpotent classes in so(9). We use the
notation in [H], see also section 1.1.
Unipotent classes in characteristic 2: 8511, 642211, 641', 4211, 411,, 432211, 432211,
4322 13, 431', 3 22211, 3 2132 211, 2 411, 2 3l , 2815, 221, 2217, 1.
Nilpotent classes in characteristic 2: 5544, 4 11, 4211, 4 11, 443312, 3213, 3 1V
3 22211 , 3 2211, 3, 332214, 2 411, 2 411, 2 3l3, 2 2l5, 21l , 2217, l1.
Unipotent/nilpotent classes in characteristic not 2: 95, 71 1, 513111, 5122, 5)1 ,
4 2l , 3 , 3213 , 31212, 301 , 2 4l, 2 l,5l1.
In each case the component group of the centralizer is trivial except that the
component groups for the underlined ones are Z/2Z and for the double underlined
one is (Z/2Z)2. In this case the number of unipotent classes and nilpotent classes
over an algebraically closed field of characteristic 2 happen to be the same, but this is
not true in higher ranks. Note that the component groups are already quite different.
Chapter 2
Dual of Classical Lie Algebras
Throughout this chapter, k denotes a field of characteristic 2.
2.1 Introduction
Let G be a connected algebraic group of type B, C or D defined over k and g the
Lie algebra of G. Let g* be the dual vector space of g. We have a natural coadjoint
action of G on g*, g.((x) = ((Ad(g)-'x) for g E G, ( E g* and x E g. Fix a Borel
subgroup B of G. Let b be the Lie algebra of B and let n* = {{ E g*|((b) = 0}.
An element ( in g* is called nilpotent if there exists g c G such that g.( E n* (see
[KW]). We classify the nilpotent orbits in g* under the coadjoint action of G in the
cases where k is algebraically closed and where k is a finite field Fq. In particular, we
obtain the number of nilpotent orbits over Fq and the structure of component groups
of the centralizers of nilpotent elements.
We have constructed a Springer correspondence for g in chapter 1 using a sim-
ilar construction as in [L3, L5]. Let Qt* be the set of all pairs (c, F) where c is a
nilpotent G-orbit in g* and F is an irreducible G-equivariant local system on c (up to
isomorphism). We use a similar construction to construct a Springer correspondence
for g*, which is a bijective map from the set of isomorphism classes of irreducible
representations of the Weyl group of G to the set %t*.
2.2 Symplectic groups
In this section we study the nilpotent orbits in g* where G is a symplectic group.
2.2.1 Let V be a vector space of dimension 2n over k equipped with a non-degenerate
symplectic form / : V x V -+ k. The symplectic group is defined as G = Sp(2n) =
{g E GL(V) | #(gv, gw) = 0 (v, w), V v, w E V} and its Lie algebra is g = sp(2n) =
{x E Endk(V) I #(xv, w) + #(v, Xw) = 0, V v, w C V}.
Let ( E g*. There exists X c Endk(V) such that ((x) = tr(Xx) for any x E g.
We define a quadratic form a : V -+ k by
ac (v) = 0 (v, Xv).
Lemma 2.2.1. The quadratic form ac is well-defined.
Proof. Recall that the space Quad(V) of quadratic forms on V coincides with the
second symmetric power S2 (V*) of V*. Consider the following linear mapping
<D : Endk(V) -+ S 2 (V*) = Quad(V), X " ax
where ax(v) = #(v,Xv). It is easy to see that <D is G = Sp(V)-equivariant. One
can show that ker 4 coincides with the orthogonal complement g' of g = sp(V) in
Endk(V) under the nondegenerate trace form. It follows that a does not depend on
the choice of X.
Remark. The present coordinate free proofs of Lemmas 2.2.1, 2.2.5, 2.3.1, 2.3.5,
2.3.6, 2.3.12 and 2.4.2 are suggested by the referee of [X2]. These proofs replace my
earlier proofs for which coordinates are used.
Let #3 be the symmetric bilinear form associated to c, namely, #3 (v, w) = a (v+
w)+ a (v) + ag(w), v, w c V. Define a linear map T : V - V by
#(T v,w) = #Be(v,w).
Assume E g* . We denote by (V, #, a) the vector space V equipped with the
symplectic form # and the quadratic form a.
Definition 2.2.2. Assume . ( E g*. We say that (V, /, ag) is equivalent to (V, /, a)
if there exists a vector space isomorphism g : V - V such that #(gv, gw) = 0(v, w)
and a((gv) = a(v) for all v, w E V.
Lemma 2.2.3. Two elements (, E g* lie in the same G-orbit if and only if there
exists g C G such that ac(g-1 v) = ac(v), V v E V.
Proof. The two elements (, ( lie in the same G-orbit if and only if there exists g E G
such that g.((x) = ((g- 1 xg) = ((x), V x E g. Assume ((x) = tr(Xcx) and ((x) =
tr(Xcx). Similar argument as in the proof of Lemma 2.2.1 shows that g.((x) =
tr(gXgg- 1 x) = ((x) if and only if #(gXgv, v) + #(Xcv, v) = 0 if and only if
aC(g-lv) = aC(v), V v E V.
Corollary 2.2.4. Two elements (,( c g* lie in the same G-orbit if and only if
(V, #, ac) is equivalent to (V, 3, a().
2.2.2 From now on we assume that ( E g* is nilpotent.
Lemma 2.2.5. Let ( E g* be nilpotent. Then T is a nilpotent element in End(V).
Proof. Note that the nilpotent elements in g* (resp. g) are precisely the "unstable"
vectors ( (resp. x), namely, those ( (resp. x) for which the closure of the G-orbit
G.( (resp. Ad(G)x) contains 0. By Hilbert's criterion for instability, there exists a
co-character # : Gm -+ G such that limaso #(a).( = 0. To show that T is nilpotent,
it is enough to show that limao Ad(#(a))Tc = 0.
For any G-representation M and i E Z, we write M(#; i) for the i-weight space
of the torus {#(a)}aEGm and M(#; > i) = Ep>iM(#; j), and similarly for M(#; > i),
M(#; < i) etc.
Since ( C g*(#, > 0), we may choose X E Endk(V)(#; > 0) such that ((x) -
tr(Xx) for all x E g. Notice that #((Ad(#(a))TC)v, w) = #(X#(a)-lv,(a) w) +
0(#(a)-v, X#(a) 1 w) = #((Ad(#(a))X)v, w) + #(v, (Ad(#(a))X)w). Since
X E Endk(V)(#; > 0), Ad(# (a))X - 0 as a -* 0 and thus #(Ad(#(a))Tev, w) -+ 0 as
a - 0 for any v, w E V. It follows that Ad(#(a))T -> 0 as a -± 0, since the bilinear
form # is nondegenerate. Thus T is nilpotent. I
Recall that A = k[[t]] denotes the ring of formal power series in the indeterminate
t and the A-module E is the vector space spanned by the linear functionals t-k :A A
k, E ait' i ak, k > 0 (see 1.2.2). We consider V as an A-module by (E aktk)v =
ZakTjv. Let Eo and E1 be the subspace E kt--2 k and Zkt- 2 k-1 of E respectively.
Denote 7Tri : E -+ Ei, i = 0, 1 the natural projections. Define so: V x V -+ E, b : V -+
E1 , po : V x V -+ E, @p : V -+ EO by
O(V, W) = Zk>O /3(tkV, w)t-k, O~~(V) = Zk>O /3(tk+lV tkv)t-2k-1
so (V, w) = Zk>O /3 (tkV, W)t-k, Ob (v) = Zk>O oz(tkv)t-2 k.
Note that we have (Tev, v) = #3(v, v) = 0 and #3(Tev, v) = #(Tev, Tev) = 0. By
[H, Proposition 2.7], we can identify (V, a = 0, 0) with (V, so, V), (V, a, #) with
(V, og, @g), hence (V, #, a) with (V, , 0, spg, O). The mappings sp, 0 and sog,V@
satisfy the following properties ([H]): for all v, w E V,
(i) the maps p(-, w) and o&(, w) are A-linear,
(ii) sO(v,w) = O(w,v), 0 (v,w) = pg(w,v), p(v,v) = (v), so (v,v) = 0,
(iii) @ (v + w) = 0(v) + @/(w), @i/(v + w) = Og (v) + 'l (w) + 7ro(pg (v, w)),
(vi) 4(av) = a20(v),O/(av) = a2 V(v) for all a E A.
Following [H], we call (V, #, ac) a form module and (V, p, 4, p, @/) an abstract form
module. Corollary 2.2.4 says that classifying the nilpotent G-orbits in g* is equivalent
to classifying the equivalence classes of the form modules (V, /, as). In the following
we classify the form modules (V, /, a) via the identification with (V, so, 4@, ,@).
We write V = (V, 0, ag).
Since Te is nilpotent (Lemma 2.2.5), there exists a unique sequence of integers
pi > - - p, > 1 and a family of vectors v 1 , . . . , v, such that T? vi = 0 and the
vectors Tvi, 0 < qi pi-1 forma basis ofV.(T) = (pi, .dp).
Define an index function Xv : Z -4 N for (V, /, az) by
Xv (m) = min{i 2 0\T mv = 0 -> ag(T jv) = 0}.
Define p(V) to be the minimal integer m > 0 such that TV = 0. For v C V, we
define p(v) = p(Av). We define p(E) for E and p(u) for u c E similarly.
Lemma 2.2.6. We have @)(v) = 0 and o(v, w) = tso(v, w) for all v, w E V.
Proof. The first assertion follows since #(Tev, v) = 0, V v E V. The second assertion
follows since #3 (Tv, w) = #(T +1 v, w).
We study the orthogonal decomposition of V with respect to so, which is also
an orthogonal decomposition of V with respect to yg since o(v, w) = 0 implies
o (v, w) = 0 (Lemma 2.2.6). Recall that every form module V has some orthogonal
decomposition V = l Vi in indecomposable submodules V1 , V2 , . . , V (see 1.2.4).
We first classify the indecomposable modules (with respect to cp) that appear in
the orthogonal decompositions of form modules (V, 3, ac). Let (Vi, cp, @, pg, Og) be
an indecomposable module. Since 0(v) - 0 for all v E V (Lemma 2.2.6), by the
classification of modules (V, o, @), there exist vi, v2 such that V = Avi e Av 2 with
p(vi) = pi(v2) = m and O(vi, v 2 ) = ti-r (see [H, 3.5], notice that 3 is non-degenerate
on Va). Denote O@g(vi) = 'h1, @g (v 2) = XF2 and og(vi, v 2) = t 2 rn =
2.2.3 In this subsection assume k is algebraically closed.
Proposition 2.2.7. The indecomposable modules are *Wi(m) = Av1 E Av 2, [2] <
1 < m, with p(vi) = (v2 ) = m, @g (v1) = t2- 21, O' (v 2 ) = 0 and O(v1, v2 ) = tirn. We
have X*w,(rm) = [m; 1], where [m; 1] : N -+ Z is defined by [m; l](k) = max{0, min{k -
m + l, l}}.
Proof. Assume p(I1) > p(T 2 ). Let v' = v2 + avi. The equation O'(v') = qI2 +
a 21 + Tro(a4g) = 0 has a solution for a, hence we can assume qI2 = 0. Assume
'I1 = 1_o ait-2i, ai E k, a, # 0. Let v' = avi, a E A. We can take a invertible in A
such that @'(v) = t 2 1 . Let v' = a-lv. One verifies that @'(vi) = t-21 , O (v") = 0
and o(v', v") = tirn. Furthermore, we can assume [m/2] -1 I < m - 1. In fact, we
have l < m-I since t''v = 0, V v E V; if l < [2]-1, letvi = v 1+trn2v 2 +t" Yl 2 ,
then @' (v') = t2L]-1) and W(v', v2 ) = tir One can verify that the modules
*Wi(m), [m/2] I < m exist and are not equivalent to each other. l
Lemma 2.2.8. Assume mi 2 m 2.
(i) If 1i < 12, we have * W 1 (Mi) *W (M2) 1 *W (Mii) *W (M2).
(ii) If mi-li < m2-1 2, we have *Wl (mi)(@*WT2 (m 2 ) a *W (m1)o*Wm2-ml+I (m2)
Proof. Assume *W1(in) e *W1(m2) = Avi E Awi Av 2 E Aw 2 with 0j(v) =
t 2 -2i, 0j(wi) = 0 and o(vj, wj) = og,jt-ri, p(vj, vj) = p(wj, wj) = 0, i, j = 1, 2. Let
1= v1+(I(1+tl2-1)v 2 , zV11 = wi, v2 = v 2 , w 2 = W2 +(trn-lr2+tn- 1 1r-2+ 1 2)wi. Then we
have 4(fi4) = t 2 -2 1 2, g (Cvi) = 0 and o(4i, j) = =,ti p(5,Q)  (Gji,ec9,) = 0,
i, j = 1, 2. This proves (i). One can prove (ii) similarly. I
Remark. Notice that we do not have a "Krull-Schmidt" type theorem here, namely,
the indecomposable summands of a form module V are not uniquely determined by V.
(See also Lemma 2.2.12 (ii).)
By Proposition 2.2.7 and Lemma 2.2.8, for every module V, there exists a unique
sequence of modules *Wi(mi) such that V is equivalent to *W(mi) G *Wl2(in 2 ) E
- * *W (ms), [ ] li < mi, m l m2  - Tn., li > l2 2 - l, and
Mi - li > M 2 - 12 - - 2 m- - l.. We call this the normal form of the module V.
Two form modules are equivalent if and only if their normal forms are the same. It
follows that p(Vi) =m--- Mi, xv,(k) = supiX*w (m)(k) for all k E N and Xv(mi) =
X*Wli(mi) = li. Thus the equivalence class of V is characterized by the symbol
(min) () ... (ms) ,
A symbol of the above form is the symbol of a form module if and only if [] K
X(ini) ni, x(i) X(mi+1) and mi - x(mi) > mi+ 1 - X(mi+1), i = 1,. .. , s.
Proposition 2.2.9. Two nilpotent elements (,( C g* lie in the same G-orbit if and
only if TCT( are conjugate by GL(V) and x(V) =x(V.
We associate to the orbit (m, )2(mi) -.. (ms)( a pair of partitions (X(mi), ..
X(ms))(mi - x(mi), ... , n8 - x(ns)). In this way we construct a bijection from the
set of nilpotent orbits in g* to the set {(p, v)|Ip + |vl = n, vi < pi + 1}, which
has cardinality p2(n) - p2 (n - 2). Recall that p2 (n) denotes the number of pairs of
partitions (p, v) such that |pJ +| vl = n.
2.2.4 In this subsection, let k = Fq. Let G(Fq), g(Fq) be the fixed points of a
Frobenius map &e relative to Fq on G, g. We study the nilpotent G(Fq)-orbits in
g(Fq)*. Fix 6 C Fq\{x 2 + xIx c Fq}. We have the following statements whose proofs
are entirely similar to those in section 1.3. For completeness, we also include the
proofs here.
Proposition 2.2.10. The indecomposable modules over Fq are
(i) *W0(m) = Avi e Av 2 , (m - 1)/2 < 1 < m with gg(v1) = t 2 -2 1 , p/(v 2) = 0 and
O(v1,v 2 ) = ti-;
(ii) *W/(m) = Av 1 D Av 2 , (m - 1)/2 < I < m with p/(v 1 ) = t 2 -2 1 , ' (v2 ) =
6t- 2 (r-1-) and S(v1,v2) = ti-" .
Proof. Let V = Avi E Av 2 be an indecomposable module as in the last paragraph of
subsection 2.2.2. We have <De = t 2 -n. We can assume that p(T1) > t(XI'2). We have
the following cases:
Case 1: XF 1 = 'If2 = 0. Let 1 = vi + tm-2[g v2, f 2 = v 2 , then we have @g(01) =
t2-2], Ob (i 2 ) = 0 and O(f1, )2) = ti-m
Case 2: 4f'1 # 0, TI2 = 0. There exist a, b E A invertible, such that @V(avi) =
t-2k, V/g(bv 2 ) = 0 and y'(avi, bv2 ) ti-m. Hence we can assume T, = t-2k where
k K m - 1. If k < - 1, let f)1 = vi + t- V2 + tr-2k2v 2 , f 2 = v2 ; otherwise,
let 1 = vi, v2 = v 2 . Then we get $4(i1)= t-2k, [] - 1 < k K m - 1, @b (i2) =
0, O(f01, 2) =tl~".
Case 3: T1 # 0, XF 2 # 0. There exist a, b E A invertible, such that p/(avi) = t-21
and ,o(avi, bv2 ) = ti-". Hence we can assume 'I1, t-2  and X112 = ait
where K2 Kl- 1. Let 2 =v 2 + 1 xitvi. Assume 1i < -"-2, thenwee12 -11. m - 1.Lt'2= V+ = 2'
( 02) =0 has a solution for xi's and we get to Case 2. Assume 11 > "-M2. If
am-i-2 {X2 + xIx E Fq}, then @g (i 2) = 0 has a solution for xi's and we get to Case
2; if am-i-2 ( {x 2 + xIx E Fq}, then 4( 2) - 6t- 2 (r- 1 1- 2) has a solution for xi's.
Summarizing Cases 1-3, we have normalized V = Avi G Av 2 with p(vi) = p(v2 )
m as follows:
(i) (m - 1)/2 < X(m) = I m, @/(vi) = t 2 -2 1 , (v2 ) 0, p(vi,v 2 ) = -,
denoted by *W0(m).
(ii) (m - 1)/2 < X(m) = 1 < m, 01(vi) = t 2 -2 1 , @g (v2) = 6t-2(n-1-1), p(vi, v2 ) =
ti-", denoted by *W1(m).
We show that *W0(m) and *W 6(m), where -"1 < 1 < m, are not equivalent.
Take vi, wi, i = 1, 2, such that *W10(m) = Avi G Awi, *W/(m) = Av 2 D Aw 2 ,
p(vi) = p(wi) = m, @/ivi) = t 2-21 , 0(w 1 ) = 0,0(w 2 ) = t 2 1-2n+ 2 and p(vi, wi) =
tirn, i = 1, 2. The modules *W10(m) and *W(m) are equivalent if and only if
there exists a linear isomorphism g : *W'(m) - *W 6(m) such that 4)(gv) = 0v)
and p(gv, gw) = p(v, w) for all v, w E *W'(m). Assume gv1 = 1f (aitiv2 +
bit'w 2), gwi = Z i(citiv2 + dt w2 ). Then a straightforward calculation shows that
if = , among the equations 4 (gvi) = @g(vi),@O(gwi) = @/(wi), p(gvi, gwi)
o(vi, wi), the following equations appear c2 + 6d2 + codo = 0, aodo + boco = 1. It
follows that co, do # 0 and thus the first equation becomes an "Artin-Schreier" equa-
tion (g)2 + - = 6 which has no solutions over Fq. Similarly if ' < I < m, ando do2
"Artin-Schreier" equation c _ + c2l-mn 6 appears. It follows that *WO(m) and
*Wi6(m), where mn2i < 1 < m, are not equivalent. El
Remark 2.2.11. It follows that the equivalence class of the form module *Wi(m) over
Fq remains as one equivalence class over Fq when 1 = r-i or 1 = m and decomposes2
into two equivalence classes *W(m) and *WS(m) over Fq otherwise.
Lemma 2.2.12. Assume 11 12 and m1 - 11 m 2 - 12.
(i) If li + 12 < mi, we have that *W? (mi) E *W 2(M2), *W (mi) E *W'2(m2),
*W (m1) W * 2(m 2) and *W' (m1) W * ,(m 2) are not equivalent to each other.
(ii) If li + 12 > mi, we have *W (mi) @ *W 2(m2) e *W62(m 2) and
*W (m1) ( *Wj (m 2) *W6 ,(m1) E *Wo (m 2). The two pairs are not equivalent to
each other.
Proof. We show that *W (mi) e *W2(m 2) and *W6 (mi) @ *W 2(m2) are equiva-
lent if and only if 11 + 12 > mi. The other statements are proved entirely similarly.
Assume *W (mi)@*W62(m 2) and *W6 (mi)E*W 2(m2) correspond to ( and (' respec-
tively. Take vi, wi and v2 , W2 such that *W (mi) @ *W62(m 2) = Avi E Awi @ Av 2 @
Aw 2 and @ (vi) = t2-211, 4'(wi) = 0, O(vi, wi) ti-ms, g(v 2) t 2 -21 2, V (w2) =
6t-2(m2-12-1), p(v2 , W2 ) = ti-M2, O(vi, v 2 ) = SO(vi, W2) = p(wi, v2 ) = p(wi, W2 ) = 0.
Similarly, take v', w' and v', w' such that *W6 (mi) ( *W 2(m2 ) = Av' E Aw' G
Av' E Aw' and @g ,(v') = t2 2 /,, gg (wj) = t- 2 (m,-11 l1), p(v/, w ) = ti-i1, @g (v1) =
t2-212, g, (W) = 0, o(v ,w) = tim2, O(v,v6) = O(v , w1) = O(w,v6) = O(w ,wl) =
0.
The form modules *WO (Mi) E *W2 (M 2) and *W6 (Mi) E *W2 (M2 ) are equivalent
if and only if there exists an A-module isomorphism g : V -+ V such that p/, (gv) -
mi -1
pg(v), o(gv, gw) = (p(v, w) for any v, w E V. Assume gv = (a,itiv + bj,it'w ) +i=O
m2 -1 mi-1 m2-1
Z (cj,itiv'+d,it'w'), gwj E (ej,ito+fj,it'w)+ E (gjtv1+hjtw) = 1,2.
i=O i=o i=o
Then *W (mi) E*W62(m 2) and *W6 (mi) E*W (m2 ) are equivalent if and only if the
equations pg,(gvj) = pg(vi),$i/,(gwij) = pwi), 0(gvi,gu) = O(vi,v), p(gvi,gw,) -
(p(vi,wm), P(gwi, gwj) = (p(wi, w), i, j = 1, 2, have solutions.
If 11 + 12 < mi, some equations are e ,211-m ei,21 1-mi = (if 11 f T) or
e2,0 + e1,of1,o + f = 0, bi,oeo = (if 11i ). As in the proof of
2 i, a1,fl,o = 1i
Proposition 2.2.10, we get "Artin-Schreier" equations which have no solutions over
Fq. Hence *W (mi) ( *W 6 (m2) and *W65 (in 1 ) p *W (m 2) are not equivalent.
If 11 + 12 n1 , let gv1 =vgw1 = w= + \th+I-m1v ,gv 2 = v,gw2 = w +
fti+2m2v1, then this is a solution for the equations. It follows that *W0 (mi)
*WSin p~ ~n
*W2 (mn2) a W6 (mni) E *W (m2).
Proposition 2.2.13. The equivalence class of the module
*W 1 (mi) @ - - - E *WT 8 (ms), mi mi+1, li = X(mi), i = 1, ... , s,
over Fq decomposes into at most 2 k equivalence classes over Fq, where
k = #{1 i < s~li + li+1 < mi and li > mi 2-
Proof. By Proposition 2.2.10 and Remark 2.2.11, it is enough to show that form
modules of the form *WE(mi) E .. E *W (m.), where c' = 0 or J, have at most
2 ' equivalence classes. Suppose ii, i 2 ,. . . , ik are such that 1 < ij s, li, + lij+1 <
mi,, li > mi , j = 1, . . ., k. Using Lemma 2.2.12 one can easily show that a module
of the above form is isomorphic to one of the following modules: V D - - p VED , where
V+f = *WQ (mi+1) e - -E *W (mit_1) E *W't (mi), t = 1, . . . k - 1, io 0,
and V = *W? ( + .m) W m(kml ) 1 p+k1)) l p ... E *W?(ms),
et = 0 or 6, t = 1,.. . , k. Thus the proposition is proved. El
Corollary 2.2.14. The nilpotent orbit (m 1 )( - (ms)( in g(Pq)* splits into at most
2 k G(Fq)-orbits in g(Fq)*.
Proposition 2.2.15. The number of nilpotent G(Fq)-orbits in g(Fq)* is at most
p2(n).
Proof. Recall that we have mapped the nilpotent orbits in g(Fq)* bijectively to the
set {(p, v)IIpI + IvlI = n, vi < si + 1} := A. By Corollary 2.2.14, a nilpotent orbit
in g(Fq)* corresponding to (p, v) C A, p = (pi, p12 , - , ps), V (Vi, v/2, . - - , Vs) splits
into at most 2k orbits in g(Fq)*, where k = #{1 i < spi+i + 1 < v, < Pi + 1}.
We associate to the orbit 2 k pairs of partitions as follows. Suppose ri, r2 , ... , rk are
such that pt+1 + 1 < V p, < -in + 1, i = 1, ... , k and let p 11' = (pri1+1,- .. , pi), V1 i=
(Vri+1, ., v'ni), t2,i = (Vr 1 - 1, - - Vr- , - 1), v2,i = (/pr+1 + 1, . .. , plr + 1), i =
1, ... ,k, pk+1 = (/-rk+1, *--s), Vk+1 = re ,i- - . u). We associate to (p, v) the
pairs of partitions (P1,--Ek IE.ei k), P61 .... 1....( ,1Ei, ..e 2 , [k+1) p/i....k
(Vl1, V2,2, ... , I V k+1), where ej C {1, 2}, i = 1,. . . ,k. Notice that the pairs of
partitions (P1iEk j 1. -k) are distinct and among them only (p, v) = .1, j1,1)
is in A. One can verify that the set of all pairs of partitions constructed as above for
all (p, v) E A is in bijection with the set {(p, v)IIpI + Ivl = n}, which has cardinality
p2(n). It follows that the number of nilpotent orbits in g(Fq)* is less that P2(n). E
2.3 Odd orthogonal groups
In this section we study the nilpotent orbits in g* where G is an odd orthogonal group.
2.3.1 Let V be a vector space of dimension 2n + 1 over k equipped with a non-
degenerate quadratic form a : V - k. Let / : V x V -+ k be the bilinear form
associated to a. Recall that the odd orthogonal group is defined as G = O(2n +
1) = O(Voa) = {g E GL(V) I a(gv) = ao(v),V v E V} and its Lie algebra is
g = o(2n+ 1) = o(Va) = {x C gl(V) I /(xv,v) = 0,V v E V and tr(x) = 0}. Let (
be an element of g*. There exists X G gl(V) such that ((x) = tr(Xx) for any x E 0.
We define a bilinear form
0g : V x V - k, (v,w) - O(Xv,w) + (v, Xw).
Lemma 2.3.1. The bilinear form 4g is well-defined.
Proof. Recall that the space Alt(V) of alternate bilinear forms on V coincides with
the second exterior power A2 (V*) of V*. Consider the following linear mapping
<D: Endk(V) - A2 (V*) = Alt(V), X - Ox
where #X(v, w) = #(Xv, w) + 0(v, Xw) for v, w E V. It is easy to see that <D
is G = O(V)-equivariant. One can show that ker <D coincides with the orthogonal
complement g of g = o(V) in Endk(V) under the nondegenerate trace form. It
follows that # does not depend on the choice of X. LI
Assume ( E g*. We denote (V, a, #3) the vector space V equipped with the
quadratic form a and the bilinear form #4.
Definition 2.3.2. Assume (,( C g*. We say that (V,a,#3g) and (V,a,#0) are
equivalent if there exists a vector space isomorphism g : V -± V such that a(gv) =
a(v) and #((gv, gw) = #3g(v, w) for any v, w E V.
Lemma 2.3.3. Two elements (, ( E g* lie in the same G-orbit if and only if there
exists g E G such that #( (gv, gw) = #3t(v, w) for any v, w E V.
Proof. Assume ((x) = tr(Xx), ((x) = tr(X'x), Vx E g. Using similar argument as
in the proof of Lemma 2.3.1, one can see that (, ( lie in the same G-orbit if and
only if there exists g E G such that #((gXg 1 + X')v, w) + 0(v, (gXg- 1 + X')w)
0, Vv,wEV.
Corollary 2.3.4. Two elements (, Ec g* lie in the same G-orbit if and only if
(Ve,a,#0g) is equivalent to (V,a,#0).
2.3.2 From now on we assume that ( E g* is nilpotent. Let (V, a, #l) be defined
as in subsection 2.3.1. Let A be a formal parameter. There exists a smallest inte-
ger m such that there exists a set of vectors vo,. . . , vm for which #g(ZIo viA', v) +
A#(ZE vilA, v) = 0 for any v E V (see Lemma 2.3.5 below). Lemmas 2.3.5-2.3.10 in
the following extend some results in [LS). (Most parts of the proofs are included in
[LS]. We add some conditions about the quadratic form a.)
Lemma 2.3.5. The vectors vo,...,vm (up to multiple) and m > 0 are uniquely
determined by #g and #. Moreover, #(vi, vj) = #3 (vi, vj) = 0, i, j = 0, ... , m, a(vi) =
0, i = 0,..., m - 1 and we can assume a(vm) = 1.
Proof. Since ( is nilpotent, we can find a cocharacter # : Gm -+ G for which ( E
g*(#, > 0). Moreover, we can find X E Endk(V)(#, > 0) such that ((x) = tr(Xx) for
all x E g.
Let wo be a non-zero vector such that /(wo, -) 0. Then wo is unique up to a
multiple. We have that wo E V(#, 0). If Olg(wo, v) = 0 for all v E V, then m = 0 and
we are done.
Now assume #l(wo, -) does not vanish on V. Fix v E V. It is easy to show that if
#3(v, wo) = 0, then there is v' C V for which 0(v', -) = #3(v, -). Moreover, if ii1 E
V(#, > i - 1), then one can show that for all si such that #(3i, -) = g(zDi_1, -), we
have Ci E V(#, i) + kwo.
We define inductively a set of vectors wi, i = 0,. . . , m, such that #3(wo, -) = 0,
3(wi, -) = #gj(wi, -), #3(vm, -) = 0 and m is minimal. We have defined wo.
Assume wi_ 1 E V(#, i - 1) is found. Then 0j(w_ 1, wo) = #(wi/ 2 , Wi/ 2 ) = 0 if i
is even and # (wi_1, wo) = #(w(i-l)/ 2 , w(i-l)/ 2 ) = 0 if i is odd. We define wi to be
the unique vector such that 3(wi, -) = 0j(w- 1, -) and wi C V(#, 2 i). One readily
sees that we find a unique (up to multiple) set of vectors wi, i = 0, ... , m, such that
3(wo, -) = 0, #(wi, -) = #(w 1 , -), jwm, -) = 0 and m is minimal.
Since all wi C V(#, 2 0), we see that 3(wi, wj) = 0. Since for i > 0, wi E
V(#, > 0), we see that a(wj) = 0 for i > 0. Since X C Endk(#, > 0), it follows that
#3(wi, w) = 0. We take vi = wmi. Moreover, we can assume a(vm) = a (wo) = 1. l
Lemma 2.3.6. Assume m > 1. There exist u0,u1 , ... ,um_1 such that f(vi,u) =
(vi+ 1, uj) = 6,,, 3(ui, un) = / (ui, un) = 0, i,j 0,... ,m - 1, a(uj) = 0,i =
0, ... , m - 1, and furthermore, 0(ui, v) = #3(uj_1, v), i = 1,... , m - 1, for all v C V.
Proof. Choose uo such that #(uo, vi) = 0, i = 1,... , m-1, /(uo, vo) = 1 and ae(uo) = 0
(such uo exists). We find inductively a set of vectors ui, 1 < i < m - 1 such that
/(ui, -) = 03(ui- 1 , -) and a(uj) = 0. Assume uj_1 , 1 < i < m - 1 is found. Since
# (us_ 1, Vm) = 0(uo, Vm-) = 0 (note that m-i > 1), there exist a unique ui such that
/(ui, -) = /3(ui-1, -) and a(ui) = 0. (The existence is as in the proof of Lemma
2.3.5 and the uniqueness is guaranteed by the condition a(ui) = 0.)
Now it follows that if i < j, 0(vi, uj) = #4(vi-1, uj-2) = / (vo, ni_1) = 0; if i > j,
#(vi, n) = #(vi+1, Vj+1) = (Vm, Uj-i+m) = 0; if i = j, #(vi, u) = #(vi_1, ui_1) =
#(vo,uo) = 1. Moreover, 1(Ui, Ui+2k) = O(ui+k, ui+k) = 0, !(ui, ui+2k+1)
= #3(ui+kui+k) = 0. It follows that 3(ui,uj) = 0. Similarly 03(uj,u) = 0. The
u,'s satisfy the conditions desired. D
Lemma 2.3.7. The vectors vo, vi, ... , om, Uo, u,... ,um-1 are linearly independent.
Proof. Assume EnO agv + E beui = 0. Then #(El= afvi + b ,)
aj = 0, #(E'O aivi + Em- b ui, vj) = j=0= ,..., n 4E eav
Eml-1 bjni, um-1) = am = 0. l
Let V2m+1 be the vector subspace of V spanned by vo, vi,.. ., Vm, Uo, Ui, . ,Um-1
If m = 0, let W be a complementary subspace of V2 m+1 in V. If m > 1, let W {w E
V4|#(w, v) = # (w, v) = 0, V v E V2m+I.
Lemma 2.3.8. We have V = V2 m+1 --1 3,1 W.
Proof. Assume m = 0. Lemma follows since by the definition of vo we have #(vo, v) -
# (vo, v) = 0 for any v C V. Assume m > 1. A vector w is in W if and only if
(w, vi) =#(w, vi) = 0, i = 0, ... , m and O(w, u) = #(w, u) =0, i= 0 ... ,m - 1.
By our choice of vi and ui's, we have /3(vm, w) = pg (vo, w) = 0, f(w, vi) = #l (w, vi+1)
and (w, uj) = 0(w, u_). Hence w E W if and only if (w, uj) = 3(w, vi) = 0,
i = 0,... Im - 1 and O (w, um-1) 0. Thus dim W > dim V - (2m + 1). Now we
show V2 m+1 n W = {0}. Let w =E O aivi + E'-' bjui c V2 m+1 n W. We have
(w,u) = aj = 0, #(w, v) = bj= 0, j = 0,..., m - 1, and (w,m-1) = am = 0.
Hence together with the dimension condition we get the conclusion. 0
Let V = V2 m+1 D W be as in Lemma 2.3.8. Then we get a 2(n - m) dimensional
vector space W, equipped with a quadratic form alw and a bilinear form 0~wxw. It
is easily seen that the quadratic form alw is non-defective on W, namely, #|wxw is
non-degenerate. Define a linear map Te : W -+ W by
#(T w,w') = M3(w,w'),w,w' E W.
Remark 2.3.9. Assume m > 1. Note that the set of vectors {ui}%' in Lemma
2.3.6 and the corresponding subspace W depend on the choice of uo and are uniquely
determined by uo. Suppose we take 6io = uo + wo, where wo E W and ao(wo) = 0,
then iii = ui + T7wo defines another set of vectors as in Lemma 2.3.6. Let V2m+1,
W, T be defined as V2m+1, W, Te replacing ui by iii. Then V = V2,1 E W and
= { E 0 (w, T jwo)vi + wIw E W}. On W, we have Ti(ZE o f(w, Two)vi + w) =
io (w, Ti+1 mo)vi + T w.
Lemma 2.3.10. Assume V = V2m +1,4 D We is equivalent to V = V2mc+,c W(,
then m4 = m( and (W4,f0, 34 ) is equivalent to (W(,#,#0().
Proof. Assume V2m+1,= span{v,, u,} and V2m+1,c = span{v , ui}, where v, v are
as in Lemma 2.3.5 and ui, ui are as in Lemma 2.3.6. By assumption, there exists
g : V2m+,4 E We --+ V2m,+,c E W( such that 3(gv, gw) = 0(v, w) and 0((gv, gw) =
S3(v, w). Since for all v E V, # (El CV2 A', v) + A#(El V A', v) = 0, we get
M=(9o gof Ai, v)+A0(Emg-v A', v) = 0. Hence by Lemma 2.3.5, m4 = m(
and g- vi E V2m+1,4-
For w E W , suppose gw = E aiv2 + E binu + W' where w' E W(. Since g-1 v2 C
%m,+1,,, we have 03(g-lv2, w) = 0, i = 0,... , m. It follows that 0c(V, gw) = b= 0,
i = 0,...,m - 1. We get gw = E aiv + w'. Define o : W 4 - W(, w -
gw projects to W(. Let wi, w2 E W. Assume gwi = E a1v2 + w/, gw 2 = E avg +
w'. We have 3(gwi,gw 2 ) = #(wl,&w) = 0(wi,W2 ), #c(gw 1 ,gW2) = 3((w, ') =
#4(wi,w 2), namely, 0(p(wi), p(w 2)) = (wi,w 2), #c(,Q(wi),(p(w 2)) = /(wi,W 2).
Now we show that p is a bijection. Let w E W be such that cp(w) = 0. Then
for any v E W, #(v,w) = f(p(v),<p(w)) = 0. Since #|w )xw, is nondegenerate,
w = 0. Thus p is injective. On the other hand, we have dim W = dim W(. Hence p
is bijective. E
Corollary 2.3.11. Assume V = V2m4i,4 E W is equivalent to V = V2m+,c W(,
then m4 = mC and T, T are conjugate.
Lemma 2.3.12. Assume is nilpotent. Then T is nilpotent.
Proof. We replace G = Sp(V) by G = O(V) and 3 by #|wxw in the proof of Lemma
2.2.5. Moreover, when apply Ad(#(a)) to T , we regard #(a) as a linear map restricting
to the subspace W of V so that #(a) E O(W). Also notice that Tg c o(W) = {x E
g[(W)|#(xw,w) = 0, V w E W}, since #(Tgw,w) = 0(w,w) = 0 for all w E W.
Then the same argument as in the proof of Lemma 2.2.5 applies since #3 wxw is
nondegenerate.
By Lemma 2.3.8, every form module (V, a, #3) can be reduced to the form V =
V2+1 D W , where V2m+1 has a basis {vi,i = 0,... ,m,ui,i = 0,...,m - 1} as
in Lemmas 2.3.5 and 2.3.6. We have that (V, a,O#) is determined by V2m+1 and
(We alw ,Oglwxw,). Now we consider (We,alw ,iOlwxw,) := (W,alw,Owxw)
and let Te : W -* W be defined as above. It follows that #gdwxW is determined by
Ti and #lwxw.
2.3.3 In this subsection assume k is algebraically closed. Let V = V2m+1 D W and
T be as in the last paragraph of 2.3.2. Since Tg c o(W) is nilpotent (Lemma 2.3.12),
we can view W as a k[[T]]-module (see subsection 1.2.2). By the classification of
nilpotent orbits in o(W) (see [H, 3.5 and 3.9]), W is equivalent to W11(mi) E ...
Wi(m,) (notation as in Proposition 1.2.2) for some mi ... in,, 11 2 - > 1, and
mi -11 .. - i n- , - l, where [(mi + 1)/2] 1i Tni.
Lemma 2.3.13. Assume m < k - 1. We have V2m+1 E Wi(k) ' V2 m+1 E Wk-m(k).
Proof. Assume V2m+1 = span{vo, ... , Vm, U,. .. , Um-1}, where vi, ui are chosen as in
Lemma 2.3.5 and Lemma 2.3.6. Assume V2m+1 D W1(k) and V2m+1 E Wk-m(k) cor-
respond to (1 and (2 respectively. Let Ti = Tel : W1(k) -a W 1(k) and T2 = Te2 :
Wk-m(k) -+ Wk-m(k). There exist P1,P2 such that W(k) = span{pi,...,Tjlpi,
P2, .. ., Tk- 1p2}, Tjkp 1 = Tjkp 2 = 0, O(Tip1) = 6i,1_1, C(Tjp2 ) = 0, #(Tjpi, Tpip) =
#(Tjp 2, Tljp 2 ) = 0 and #(Tjpi, Tfp 2) = 3 i+j,k-1- There exist TI, 7 2 such that Wk-m(k) =
span{ri,. .T. , T -Tri, T 2 ,.. . , T 2}, TT 1 = TkT2 = 0, a(TTi) = 6 i,k-m-1, a(T~i 2) =
0, #(Tpri,Tri) = #(T2T 2 ,T2r2) = 0 and #(T2ri,Tir 2 ) = 6i+j,k-1. Define g : V2m+1
W(k) 4 V2m+1 ( Wkm(k) by gvi = vi, gui = ui + (Tk (m+0+i + T j )r2 , gT p2 =
Tir 2 , gTyp1 Tiri + v-1-j + Vm+1-j, where vi = 0, if i < 0 or i > m. Then g is
the isomorphism we want. 3
Lemma 2.3.14. Assume m > k - li, i = 1, 2. We have V2m+1 @ W,1 (k) V2m+1 @
W 12(k) if and only if 11 = 12.
Proof. Assume k - m < 1i < 12. We show that V2m+1 e W (k) W V2m+1 e W12(k).
Let (V1 , a, 1) = V2m+1 G W (k) and (V2 , a, #2 ) = V2m+1 (D W 12 (k). Let Ti = Tg:
Wl (k) - W11(k) and T 2 = T 2  (k) -> W12(k). Assume there exists g : V2 m +1
W (k) -+ V2 m+1 (@ W12 (k) a linear isomorphism satisfying 0 2 (gV, gw) = #13(v, w) and
a(gv) = a(v). Define <p: W1,(k) -+ W12(k) by wi v+ (gwi projects to W 12(k)). Then
we have 3(<o(wi), <p(w')) = #(wi, w'), #2(<p(wi), <p(w')) = #1(wi, w') and T2 (<p(w))
p(Ti(w)) (see the proof of Lemma 2.3.10).
Let vi, i = 0,...,m, and ui, i = 0,...,m - 1, be a basis of V2m+1 as in
Lemmas 2.3.5 and 2.3.6. Choose a basis TjpiITre, j = 0,... ,k - 1, i = 1,2 of
W1i,(k) such that Tkpi = Tkri = 0, #(T7 1p ,J ) = 6_ 1 +F2 ,k-16ij, #(Tf'piT 7 7 p3 )
#l(T7ri, T 2 ry) = 0, a(T'p) = 63 ,&_1 and a(Tr) 0. We have gvi = avi,i
0,...m, gui = us/a + E% a%1vi + E X 1T2p 2 + I y% 1T72 . Now we can as-
sume gTi p1 = E _j aiT2+jp2 + E biT+jr2 + Em 0 civi + E o dijui, j =
0,..., k-1,gTTri = k-1j eiT +p 2 + < T' 3 f 2+jr2+E gijvi+E1 1 hi, j -
0,. .. , k - 1. A straightforward calculation shows that we have Since 12 > k - m, it
follows that Cm, 2-1 = gm, 2-1 = 0 (if 12 k) or cm,11 = CO,1 2+m-1 = 0, gm, 2-1 =
go,12+m-1 = 0 (if 12 < k). Thus ao = eo = 0. On the other hand, one can
show that ao = cm,12- 1 and eo = gm, 2-1 (note 12 > li > [k + 1]/2). But from
0(gpi, gT< Ti) = 0(p, Tl71) = 1 we have aofo + e0bo = 1. This is a contradic-
tion. 0
It follows that for any V = (V, a, #3), there exist a unique m > 0 and a unique
sequence of modules W1,(ki), i = 1,... , s such that
V V2m+1 G Wil (ki) G -. -@ Wl, (ks),
[(ki + 1)/2| < li < ki, k1 > k2 > --- > ks, 11 >_ 12 >_ - -- > 1 and m > k1 - 11 >
k2 - 12 > - - > ks - i. We call this the normal form of the module V. Two form
modules are equivalent if and only if their normal forms are the same.
Hence to each nilpotent orbits we associate a pair of partitions (m, ki - l1, ... ,ks -
1,) (1i, .. ,, where 1i >2 12 2- - - - > 1, 2 0 and m 2 ki - 1i 2 k2 - 12 > -.2
ks - 1, 2 0. This defines a bijection from the set of nilpotent orbits to the set
{(v, p)Iv = (vo, vi,. .. VS), p (pi, p2,..., 1s), IpI + |vl = n, vi < pL,i = . s
which has cardinality P2(n) - P2 (n - 2).
2.3.4 In this subsection, we classify the form modules (V, a, #3) over Fq. Let V =
V2 m+1 G We and T be as in the last paragraph of 2.3.2. By the classification of
(We, alw , T ) over Fq, we have We 2 eWE'(ki) where ei = 0 or 6, mi > -.. > m,
l1 > . > 1., mi - 1i > - -- m, - lI and [(mi + 1)/2] 1i < mi (notation as in
Proposition 1.3.1).
Lemma 2.3.15. Assume m > k - 1 and 1 > m. We have V2m+1 e Wf0(k) V2m+1 D
W 1 (k).
Proof. Let W10(k) = (Wi, a, T1) and W/(k) = (W2 , a, T2). Take P1, P2 such that
W10(k) = span{pi,... , Th-1pi, p 2 ,. . . , Tj -1p2}, Tf p1 = Tjkp 2 = 0, a(Tlpi) = 6i,1-1,
a((Tlp 2) = 0, (Tjpi, Tjpi) = #(Tlp 2, TJp 2 ) = 0 and #(Tjpi, Tfp 2) = 6 i+j,k-1. Take
T, T2 such that W16 (k) = span{Ti,.. .,T2riTh,... ,T'-T 2 } , T = Tl72 = 0,
C(Tj-ri) = 6i,11, C(Ti2) = 6i,k-1o, #(TTi, Tjri) = #(T2T 2 , T2) = 0 and #(TTii, Tir2 )
±i+j,k-1. Let vi, ni be a basis of V2m+1 as in Lemmas 2.3.5 and 2.3.6. Define g
V 2 m+1 @ W0(k) -+ V2m+1 e Wj'(k) by gvi = vi, gui = uj + /T2 , gTi =
T2 1 , gTjp 2 = T2T 2 + N/Vk-lm-i, where vi = 0 if i < 0 or i > m.
Lemma 2.3.16. Assume m > k - I and I < m. We have V2 n+1 T W0(k) 9 V2 m+1 P
W1 (k).
Proof. Let vi, i = 0,...,m and ui, i = 0,...,m-1 be a basis of V2m+1 as in
Lemmas 2.3.5 and 2.3.6. Let W 0(k) - (Wo, ca, To) and W (k) = (W6 , a, T6). Choose
a basis Tip, TreT, j = 0,... k - 1, E = 0,6 of Wf(k) such that TkPE TkTE = 0,
# pT e = 63 1+j2,k-13 1,<2 , 3 (Tg6pelE T pe2) = #(TjTElTE 2 ) = 0, Ta(2pe) =
6j,1_1 and a(TjTE) = coj,kl 6 E,3. Assume there exists g : V2m+1 @ W 0 (k) -+ V2m+1
W (k) a linear isomorphism satisfying (gv, gw) = (v, w),
and o(gv) = a(v). We have gvi = avi, gui = ui/a + E o arivi + >_~ xi 1T p6 +
_=0 yiTj6 . Now we can assume gTijpo = > j aiT6+jp6 - -j biTjT 6 +
=O cijvi+E% digui, j = 0,. . . , k-1,g TT - =k_ e T +T
o g + E hiju, j = 0, ... , k - 1. By similar argument as in the proof of
Lemma 2.3.14, we get that Cm,k_1 = 0 , gmk-1 = 0, ci = ci~,1, gij = gi,j-1,
0, .. .,m- 1, j = 0,..., k - 1. Since we have m > l, cmi = co,i+ = 0 and gm,i
go,i+m = 0 when i > k - I. We get some of the equations are ao + a0bo + obs= 1, eo +
eofo+fo2 = 0 and aofo+boeo = 1 (when I = (k+1)/2) or a _si+ 1 aj bk-1-2i-j+
b 1 _i-1, ef_1 + Zi 22 esfk124- + of2_1-i = 0, k - 1 < i < l - 1 and
aofo+boeo = 1 (when 1 > (k+1)/2). We get ao = fo = 1, ei = 0,i = 0,...,2l -k -2
and eIl 1 e21-k-1 + 6 = 0. This is a contradiction. 1
Let G(Fq), g(Fq) be the fixed points of a Frobenius map aq relative to Fq on G, g.
Proposition 2.3.17. The nilpotent orbit in g* corresponding to the pair of partitions
(vo, v1 , ... , vS)(p, P2, ... ,s) splits into at most 2 k G(Fq)-orbits in g(Fq)*, where
k = #{i > 1|v, < pi < v-_1}.
Proof. Let V = V2 m+1 E W11(A,) e -D - W 8,(A,) be the normal form of a module
corresponding to (VI, P) over Fq. We show that the equivalence class of V over Fq
decomposes into at most 2k equivalence classes over Fq. It is enough to show that
form modules of the form V2 m+1 D W6 (A) o ... D W6 (A,), ei = 0 or 6, have at most
2 k equivalence classes over Fq. Suppose i1.... ,ik are such that #3j < pij < #i,_1,
j = 1,... ,k. Using Lemma 2.3.15, Lemma 2.3.16 and Lemma 1.4.3 (iii), one can
easily verify that a form module of the above form is isomorphic to one of the following
modules: V" . ...- e V E V+1, where VE = V2 m+1 E WP (A,) D - - W9 _(A 1l-) E
WV1 (Ai), V t = WO (At 1±) e - -G WO ,(A 1t-) @ W (Ai), t = 2, .. . , k, e = 0
or , i = 1, ... , k, and Vk+1 = W O 1) ( .A - W/0(A.). Thus the proposition
follows. I
Proposition 2.3.18. The number of nilpotent G(Fq)-orbits in g(Fq)* is at most
p2(n).
Proof. We have mapped the nilpotent orbits in g(Fq)* bijectively to the set {(I, IP)v =
(vovi,... , Vs), t = (upi, P 2 , .. ., IPs), IpI + Ivl = n, vi < pi, i = 1,...,s} := A. Let
(v, P) E A, v = (vo,vi, .. . , Vs), p = (i, 12, ' -I PS). By Proposition 2.3.17, the
nilpotent orbit corresponding to (v, p) splits into at most 2k orbits in g(Fq)*, where
k = #{i > 1|vi < p-ti K v _1}. We associate 2 k pairs of partitions to this orbit as
follows. Suppose r 1 , r 2 , ... , rk are such that u,, < p, : v, _1, i = 1, ..., k. Let v0 -
(vo, . ., v 1-), P 0 = (Pi, . . . , pr1-1 vi = (v1a, . . 'j . , va 1), Pi' = (pri, . . .' ,pr -1
v
,
2,i (Iri.... ,ri+i-i) 2,i = (Vr, .. IVrj+1i),i = 1,...,k - 1,k ( rk .. , S),
Pj1,k = I . . p Is), v2 , 2,k = (,.rk I..,s), Pt2 k = (Vr, I Vs). We associate to (VI, )
the pairs of partitions (jDi I A 61l .... -Ek-) JE. , ve.l, V E2,2 I.E, E.,-E
(p 0 , yE, pE2,2 e...., k), where Ec E {1, 2}, i = 1, . .. ,k. Notice that the pairs of
partitions (I'I - - Ek, 6 ) are distinct and among them only (v, p) = (0 1 1,f',.)
is in A. One can verify that {( A It Ek) I(v,It) E A} = {(v, p IIvIII -=r.
2.4 Even orthogonal groups
Let V be a vector space of dimension 2n over k equipped with a non-defective
quadratic form a : V -* k. Let # : V x V - k be the non-degenerate bi-
linear form associated to a. Recall that the even orthogonal group is defined as
G = O(2n) = O(V, a) = {g E GL(V) I a(gv) = a (v), V v E V} and its Lie algebra is
g = o(2n) = o(V, a) = {x E g[(V) I #(xv, v) = 0, V v E V}. Let G(Fq), g(Fq) be the
fixed points of a split Frobenius map aq relative to Fq on G, g.
Proposition 2.4.1. The numbers of nilpotent G(Fq)-orbits in g(F) and in g(Fq)*
are the same.
The proposition can be proved in two ways.
First proof. There exists a G-invariant non-degenerate bilinear form on g = o(2n)
(G. Lusztig). Hence we can identify g and g* via this bilinear form and the proposition
follows. Consider the vector space A2 V on which G acts in a natural way: g(a A b) =
ga A gb. On A2 V there is a G-invariant non-degenerate bilinear form
(aAb,cAd) =det [(a, c) # (a, d)
#(b, c) # (b, d)
Define a map # A2 V __ o(2n) by a A b F> #kaAb and extending by linearity where
#aAb(v) = #(a, v)b + 0(b, v)a. This map is G-equivariant since we have #gaAgb -
g0aAbg. One can easily verify that # is a bijection. Define (#aAb, #cAd)o(2n) -
(a A b, c A d) and extend it to o(2n) by linearity. This defines a G-invariant non-
degenerate bilinear form on o(2n).
Second proof. Let ( be an element of g*. There exists X E gl(V) such that
((x) = tr(Xx) for any x E g. We define a linear map Te : V - V by
3(T v,v') =(Xv, v') + #(v, Xv'), for all v, v' c V.
Lemma 2.4.2. T is well-defined.
Proof. The same proof as in Lemma 2.3.1 shows that #(Tev, v')
thus T is well-defined.
is well-defined and
E
Lemma 2.4.3. Two elements (,( E g* lie in the same G-orbit if and only if there
exists g c G such that gTg-1 = T(.
Proof. Assume ((x) = tr(Xgx), ((x) = tr(Xcx), Vx E g. Then (, ( lie in the same
G-orbit if and only if there exists g E G such that tr(gXgg-lx) tr(Xcx), V x C g.
This is equivalent to #((gXgg- 1 + Xo)v, w) + 0(v, (gXgg- 1 + Xc)w) = 0, V v, w E V,
which is true if and only if gTeg- 1  T( F
Note that #(Tev, v) = 0 for any v C V. Thus TC E g. We have in fact defined a
bijection 0 : g* - g, ( v-4 TC. This induces a bijection Oj, : N' - NV, where N'(resp.
.A) is the set of all nilpotent elements (unstable vectors) in g*(resp. g). Moreover,
01, is G-equivariant by Lemma 2.4.3. The proposition follows.
2.5 Springer correspondence
In this section, we assume k is algebraically closed. Let C, g, g*, B, b and n* be
as in the introduction. In subsections 2.5.1 and 2.5.2, we assume that G is simply
connected. Let B = TU be a Levi decomposition of the Borel subgroup B and U-
a maximal unipotent subgroup opposite to B. Let t, n and n- be the Lie algebra
of T, U and U- respectively. Let B be the variety of Borel subgroups of G. Define
* = f{{ E g*|((n E n-) = 0}. An element ( in g* is called semisimple if there exists
g C G such that g. E t* (see [KW]). Let r = dim T. The proofs in this section are
entirely similar to those in section 1.6 (see also [L3, L5]). We omit much detail and
refer the readers to [X2] for complete proofs.
2.5.1 Recall that a semisimple element ( in g* is called regular if the connected
centralizer ZG(() in G is a maximal torus of G ([KW]). By [KW, Lemma 3.21, there
exist regular semisimple elements in g* and they form an open dense subset in g*.
Note that this is not always true when G is not simply connected.
Let t', Y' be the set of regular semisimple elements in t*, g* respectively. Let
Y'= {(,gT) E Y' x G/Tjg-Q.( E t'}. Define 7r' : Y' -s Y' by 7r'( , gT) = (. The
Weyl group W = NT/T acts (freely) on Y' by n : ( , gT) " ( , gn-T).
Similar to the map 7r in section 1.6, 7r' is a finite covering. Thus ir'Qp, is a well-
defined local system on Y' and the intersection cohomology complex IC(g*, 7rQ,p,)
is well-defined.
Let X' = {((,gB) C g* x G/Bjg- 1 .( E b*}, where b* = {{ E g*|((n) = 0}. Define
p X' -+ g* by W'((, gB) = (. The map p' is G-equivariant with G-action on X'
given by go: ((,gB) " (go. , gogB).
Proposition 2.5.1. p'Qixl is canonically isomorphic to IC(g*,r'Q~j,). Moreover,
End(Wp'Qix,) = End(,r'(Qp,) = Q[W].
2.5.2 Recall that we denote W the set of simple modules (up to isomorphism) for
the Weyl group W. Similarly as in 1.6.5, we have 7r'Q p, = Ov (p ® (lr'(Q?,,)p) and
o!Qix, = 0,ECV(P 0 (pOQIx'),), where (7r'Qp,), is an irreducible local system on Y
and (p'Qix,), = IC(g*, (7r(Q 1p,),).
Let N' be the set of nilpotent elements in g*. Set X' = C'(N') c X . Let
p'h : X'- N' be the restriction of o' : X' -+ g*.
Lemma 2.5.2. There exists a nilpotent element ( in g* such that the set {B 1 c Bl( c
n'} is finite.
Proof. Let R be the root system of G relative to T. We have a weight space decompo-
sition g = tD EDaER9a, where g, = {x c g|Ad(t)x = a(t)x, Vt C T} is one dimensional
for a C R (see for example [Sp2]). Let ai, i = 1, . . . , r be a set of simple roots in R
such that b = t ED eDER+g and x, a E R, h,, a Chevalley basis in g. Let x* and h*
be the dual basis in g*. Set ( = Z_ 1 x*_,. Then En*.
We show that {B 1 c Bl c n'} = {B}. Assume g.( C n*. We have ((g-' bg) = 0.
By Bruhat decomposition, we can write g- 1 = vnwb, where v E U n wUw- 1 and
nw E NT is a representative for w C W. Assume w $ 1. There exists 1 < i < r such
that w-lai < 0. Let a = -w-lai > 0. We have ((Ad(vnw)x) = ((cAd(v)x,) =
((co-,,) = c, where c is a nonzero constant. This contradicts ((g-lbg) = 0. Thus
w = 1 and g-.n* = n*.
Lemma 2.5.3. (i) X's and N' are irreducible varieties of dimension do = dimG - r.
(ii) We have (p'Qixi) |v- = p'QixX. Moreover, <p''Qix, [do] is a semisimple per-
verse sheaf on AN'.
(iii) We have (<p'Qixi)plrN # 0 for any p G W.
Proof. We only prove (i). We have X'; - {((, gB) E g* x Bjg~'.( E n}. By projection
to the second coordinate, we see that dim X' = dim n* + dim B = dim G - r. The
map <p's is surjective and the fiber at some point ( is finite (see Lemma 2.5.2). It
follows that dimN' = dim G - r. This proves (i). l
Let 2t,. be the set defined for g* as in the introduction.
Proposition 2.5.4. (i) The restriction map Endv(g*)( p'QIxi) -- EndD(Ni )( o, Qlx )
is an isomorphism.
(ii) For any p E W, there is a unique (c, .F) c Qtg* such that (cp'Qix)pJv-i[do] is
IC( , F) [dim c] regarded as a simple perverse sheaf on N' (zero outside ). Moreover,
p - (c, F) is an injective map -y : W -+ 2i9.
2.5.3 In this subsection let G = SON(k) (resp. Sp2,(k)) and g = ON(k) (resp.
P2n(k)) the Lie algebra of G. Let G, be a simply connected group over k of the same
type as G and g, the Lie algebra of G,. For q a power of 2, let G(Fq), g(Fq) be the
fixed points of a split Frobenius map aq relative to Fq on G, g. Let G.(Fq), gs(Fq)
be defined like G(Fq), g(Fq). Let Qt,. (resp. Qt;) be defined for g* (resp. g*) as in
the introduction. For a finite set S, we denote its cardinality by IS|.
By similar argument as in subsection 1.6.6, 1%.-1 (resp. 1%,;I) is equal to the
number of nilpotent G(Fq) (resp. Gs(Fq))-orbits in g(Fq)* (resp. g,(Fq)*) (for q
large). On the other hand, the number of nilpotent G(Fq)-orbits in g(Fq)* is equal to
the number of nilpotent G,(Fq)-orbits in g,(Fq)*. In fact, we have a morphism G, -+
G which is an isomorphism of abstract groups and an obvious bijective morphism
N' - N,' where N' (resp. N,') is the set of nilpotent elements in g* (resp. g*). Thus
the nilpotent orbits in g* and g* are in bijection and the corresponding component
groups of centralizers are isomorphic. It follows that 12g* I=| ;I.
Corollary 2.5.5. |Qtg* = |%I*; = W.
Proof. Assume G is SO2,(k). The assertion follows from the above argument, Propo-
sition 2.4.1, and Corollary 1.6.15. Assume G is Sp2n(k) or 02+ 1(k). It follows from
Proposition 2.5.4 (ii) that |Qt* = |2*| > |W|. On the other hand, it is known that
W I = p 2 (n) (see [L2]). Hence IY. = |%g;| < WI by Proposition 2.2.15, Proposition
2.3.18 and the above argument. E
Theorem 2.5.6. The map -y in Proposition 2.5.4 (ii) is a bijection.
Corollary 2.5.7. Proposition 2.2.13, Corollary 2.2.14, Proposition 2.2.15, Proposi-
tion 2.3.17 and Proposition 2.3.18 hold with all "at most" removed.
Proof. For q large enough, this follows from Corollary 2.5.5. Now let q be an arbitrary
power of 2. Let (c, F) be a pair in Qt,. Since the Springer correspondence map 'y in
Proposition 2.5.4 (ii) is bijective (Theorem 2.5.6), there exists p E W corresponding
to (c, F) under the map 7. It follows that the pair (-41 (c), a- 1(F)) corresponds to
aq-c(p) E W. Since the Frobenius map aq acts trivially on W and -y is injective, it
follows that c is stable under Iq and 3 1 (F) a F. Pick a rational point ( in c. The
G,-equivariant local systems on c are in 1-1 correspondence with the isomorphism
classes of the irreducible representations of ZG() ZG ,(). Since ZG ( ) /ZG5 () is
abelian (see Proposition 2.6.2 and 2.6.7) and the Frobenius map 3q acts trivially on
the irreducible representations of ZG,(J) /Z0(i), 0q aCts trivially on ZG,(c) (i).
Thus it follows that the number of nilpotent G,(Fq)-orbits in g,(Fq)* is independent
of q hence it is equal to |2A.|= IW|.
Remark. Let Gad be an adjoint algebraic group of type B, C or D over k and Bad
its Lie algebra. Let g* be the dual space of Bad. In chapter 1, we have constructed a
Springer correspondence for gad One can construct a Springer correspondence for g*
using the result for gad and the Deligne-Fourier transform. We expect the two Springer
correspondences coincide (up to sign representation of the Weyl group). We use the
approach presented above since this construction is more suitable for computing the
explicit Springer correspondence (see chapter 3).
2.6 Centralizers and component groups
In this section we study some properties of the centralizer ZG() for a nilpotent
element ( C g* and the component group ZG( ) ZG( ).
2.6.1 In this subsection assume G = Sp(2N). Let V = *Wx(ml)(mi)@*Wx(m2)(m 2)G
... *Wx(m.)(ms), mi > - - i m, be a form module corresponding to C g*. Let T
be defined as in subsection 2.2.1. We have ZG(() = Z(V) {g c GL(V) j(gv, gw) =
N(v,w), a(gv) = c(g), V v,w E V}.
Proposition 2.6.1. dim Z(V) = Z_ 1 ((4i - 1)mi - 2x(mi)).
Proof. We argue by induction on s. The case s = 1 can be easily verified. Let C(V) =
{g E GL(V) I gTe = Teg}. Let V1 = *Wx(m)(mi) and V2 = *WX(m2)(m2) E - - G
*Wx(m,)(n 8 ). We consider V as an element in the Grassmannian variety Gr(V, 2mi)
and consider the action of C(V) on Gr(V, 2mi). Then the orbit of V has dimension
dim HomA(V, V2) = 4 Ej-2 mi. Now we consider the action of Z(V) on Gr(V, 2mi).
The orbit Z(V)V is open dense in C(V)V and thus has dimension 4ZS 2 mi. We
claim that
(*) the stabilizer of V in Z(V) is the product of Z(V) and Z(V2).
Thus using induction hypothesis and (*) we get dim Z(V) = dim Z(V1)+dim Z(V2 )+
dim Z(V)V1 = 3mi - 2x(mi)+ =2 ((4i - 5)mi - 2x(mi)) + 4 Z= 2 mi = E 1((4i -
1)mi - 2X(mi)).
Proof of (*): Assume g : V e V2 -> V1 @V 2 lies in the stabilizer of V in Z(V). Let
pij, i, j = 1, 2 be the obvious projection composed with g. Then P12 = 0. We claim
that pu is non-singular. It is enough to show that pu is injective. Assume pu(vi) = 0
for some vi E V1. Then we have (gvi, gv) = O(p11v1, gv) = 0 = #(vi, v') for any
v' E V1. Since 01#v is non-degenerate, we get vi = 0. Now for any v2 E V2 , vi C V1 , we
have #(gv 1, gv 2) = O((puv, p21v2 +p 22v2) = O(p v1 , P21v2) = (vi, v2) = 0. Since #|vy
is non-degenerate and pu is bijective on V1, we get P21(v 2 ) = 0. Then (*) follows. L
Let r = #{1 < i < slx(mi) + X(mi+1) < mi and X(mi) > m"
Proposition 2.6.2. The component group Z(V)/Z 0 (V) is (Z/2Z)r.
Proof. Assume q large enough. By the same argument as in Proposition 1.7.1, one
shows that Z(V)/Z(V) is an abelian group of order 2 . We show that there is
a subgroup (Z/2Z)r C Z(V)/Z(V) 0 . Thus Z(V)/Z(V) 0 has to be (Z/2Z)r. Let
1 i,. , ir s be such that X(mi,) > (mij - 1)/2 and x(m 3 ) + X(mij+1) < mij,
j =1,...,r. Let V = *Wx(mi+)(mi-+1) (D - -D *Wx(mi)(mij), j = 1,... ,r - 1,
where io = 0, and V = *Wx(mirl+l)(mir_1+1) E ... *Wx(m.)(ms). Then V =
V E V2 ED - V,. We have Z(Vi)/Z0 (V) = Z/2Z, i = 1, ... , r. Take gi E Z(V) such
that giZ 0 (Vi) generates Z(V)/Z 0 (Vi), i = 1, . . . , r. Let g = Id E ... E gi E ... - Id,
i = 1,... , r. Then we have 4, E Z(V) and g ( Z0 (V). We also have that the images
of jij - g>,'s, 1 < ii < - < i r, p = 1, . . . , r, in Z(V)/Z 0 (V) are not equal to
each other. Moreover j' E Z0 (V). Thus the .iZ 0(V)'s generate a subgroup (Z/2Z)'
in Z(V)/Z 0 (V). l
2.6.2 In this subsection assume G = O(2N + 1). Let (V, a-, #3) be a form module
corresponding to ( E g*. Let C(V) = {g E GL(V)|#(gv, gw) = #(v, w), #3(gv, gw) =
# (v,w), Vv,w E V}. We have ZG( ) = Z(V) ={g E C(V)|a(gv) = a(v), Vv E V}.
Lemma 2.6.3. IZ(V2m+1)(Fq) = qm and |C(V2m+1)(Fq)| = q2 m+1
Proof. Let V2m+1 = span{vo, - - - ,vm,Uo, - * , Um-1}, where vi, ui are chosen as in
Lemma 2.3.5 and Lemma 2.3.6. Let g E C(V2m+1). Then g : V2 m+ -+ V2m+1 satisfies
03(gv, gw) = #3(v, w) and 0C (gv, gw) = fl (v, w) for all v, w E V2m+1. One easily shows
that gvi = avi, i = 0,..., m and gui = ui/a + o aivj, i = 0,..., m - 1, where
aij = aji, ai,+1 = aj,i+1, 0 < i, j < m - 1. Hence IC(V2m+1)(Fq)| = q2 m+1.
Now assume g E Z(V2m+1). Then we have additional conditions a = 1 and
aim + agi/a 0, i = 0,..., m - 1. Hence |Z(V2m+1)(F)| = ql
Write V = V2m+1 E W as in Lemma 2.3.8.
Lemma 2.6.4. |C(V)(Fq)| = IC(V2m+1)(Fq)| -IC(W)(Fq)| . qdimW.
Proof. Let g E C(V). Let pi : V2m+1 + V2m+l,P12 : V2m+ - W, P21 : W -+ V2m+1
and P22 : W -+ W be the projections composed with g. Let vi, ui be a basis of V2m+1
as before. By the same argument as in Lemma 2.3.10, we have gv = avi for some a
and P22 E C (W). Moreover, one easily shows that we have gui = Ej aijvj + ui/a +
Tp1 2 (Uo), i = 0, ... ,m - 1, gw = ZE ao(Tip2 (uo), p22 w)v +p 2 2 (w), V w E W.
Now note that p 12 (uo) can be any vector in W. It is easily verified that the lemma
holds. FI
Proposition 2.6.5. dim Z(V) = vo + E= vi(4i + 1) + E= pi(4i - 1).
Proof. Let V = V2m+1 E W1 (mi) o - -- W1,(m,) = (V, a, #C). Let W = W1 (mi) e
.-- e Wi(m,). We have dim 0(W) = E>31(4i -1)mi and dim C(V2m+1) = 2m+1. By
Lemma 2.6.4, dim C(V) = dim C(W)+dim V2m41+dim W = E 1 (4i- 1)mi+2m+1+
2 E'1 mi. Consider V2m+1 as an element in the Grassmannian variety Gr(V, 2m + 1).
Let C(V)V2m+1 be the orbit of V2m+1 under the action of C(V). The stabilizer of
V2m+1 in C(V) is the product of C(V2m+1) and C(W). Hence dim C(V)V2m+1 =
dim C(V) - dim C(V2m+1) - dim C(W) = 2 E= mi. We have dim Z(V)V2m+1 =
dim C(V)V2m+1. Hence dim Z(V) = dim Z(V2m+i) + dim Z(W) + dim Z(V)V2m+i =
m + ((4i + 1)mi - 2li) = vo+ E 1 vi(4i + 1) + E 1 p(4 -). l
Lemma 2.6.6. |Z(V)(Fq)| 2 kqdimZ(V)+ lower terms, where k = #{i > 1|vi <
pi:! vi_1}.
Proof. If #{i > 1|vi < Pi < vi_1}=0, the assertion follows from the classification of
nilpotent orbits. Assume 1 < t < s is the minimal integer such that vt < it < vt-1.
Let V1 = V2 m+1 @ W 1 where W = W 1l (mi) e ... - W 1, (mt-1) and W2 = W, (mt) D
... E W (m.). We show that
|Z(V)(Fq)I = Z(V)(Fq)| -|Z(W2 )(Fq)| q (2.1)
where r1 = dim W2 + dim HomA(W1, W2 ). We consider V1 as an element in the
Grassmannian variety Gr(V, dim Vi). We have
|C(V)(Fq)|I
IC(V)Vi(Fq)| = I V)( Fq) (2.2)
|C(V2m+1 )( Fq)| . C(W1 D W2) (Fq) - qdim(W1+W2) ri
|C(V2m+1)(Fq)I - |C(W1i)(Fq) -q dim(Wi) - |C(W2) (Fq)I
In fact, let pij, i, j = 1, 2, 3 be the projections of g E C(V). Assume g is in the
stabilizer of V, in C(V). Then we have P13 = P23 = 0. It follows from the same argu-
ment as in Lemma 2.6.4 that P22 is nonsingular and gv = avi, i = 0,. . . , m, gui =
Z7 aijvj + ui/a + Tp 12(Uo), i = 0, ... , M - 1, gwi = EL a#(T p1 2 (Uo),P 2 2Wi)vi +
p22(wi), V w1 E W1,gw 2 = oa3(T p12(Uo), P22W2 + P23w2)vi + P22(w2) + P23(w2),
V w2 E W2 . Now #(gwi, gw 2) = (P22 (wi), p 22 (w2) +P23 (w2 )) = #(p 22 (wi), p 22 (w2)) =
0, for any wi c W1 and w2 E W2 . Since P22 is nonsingular and #|w1)<ww is nondegen-
erate, we get P22(w2) = 0 for any W2 C W2 . Thus the stabilizer of V1 in C(V) is the
product of C(V1 ) and C(W2) and (2.2) follows.
We have C(V)(V1 T W2 ) - C(V)(V1 ) T C(V)(W 2 ) implies C(V)(V1 ) e V1 and
C(V)(W 2 ) a W2 . Thus |C(V)(V)(Fq) = |Z(V)V(F)| = q . Since the stabilizer of
V1 in Z(V) is the product of Z(V1 ) and Z(W 2), (4.1) follows. Now the lemma follows
by induction hypothesis since we have dim Z(V) = dim Z(V1 ) + dim Z(W2) + r1 . C
Proposition 2.6.7. The component group Z(V)/Z 0 (V) is (Z/2Z)k, where k = #{i >
1IVi < pi < vi_1}.
Proof. Lemma 2.6.6 and the classification of nilpotent orbits in g(Fq)*(q large) show
that Z(V)/ZO(V) is an abelian group of order 2 *. It is enough to show that there exists
a subgroup (Z/ 2Z)k C Z(V)/ZO(V). Assume V = V2 m+1 9 Wf7(mi) -
Let i 1 < i2 < ... < ik be the i's such that vi < pi < vi_ 1 . Let Vo = V2m+1D W, (mi)D
- -eW_- (mi,-_) and W =/W('(mi,) ( - Wm, 1), j =1, . .. , k,
where ik.1 = s + 1. We have Z(Vo)/Z 0 (V) = {1} and Z(Wj)/ZO(Wj) =Z/2Z,
j = 1, ... , k. Take gj C Z(Wj) such that gjZO(Wj) generates Z(W)/ZO(Wj). Let
j3 = MEd .. --- D g] E) -.. -E Id, , k. Then jj E Z(V), jj ( ZO(V), j E ZO(V)
and #jij#2 ... j, ZO(V) for any 1 < j 1 < j 2 < - < jr < s, r = 1,.., k. Thus
g Zo(Wj), j = 1,... ,k generate a subgroup (Z/ 2 Z)k. 0
Chapter 3
Combinatorics of the Springer
Correspondence for Classical Lie
Algebras and their Duals
Throughout this chapter, k denotes an algebraically closed field of characteristic 2.
3.1 Introduction
Assume G is a connected algebraic group of type B, C or D defined over an alge-
braically closed field of characteristic p, g is the Lie algebra of G and g* is the dual
vector space of g. When p is large, Shoji [Shl] describes an algorithm to compute
the Springer correspondence for g which does not provide a close formula. A combi-
natorial description of the generalized correspondence for G is given by Lusztig [L3]
for p f 2 and by Lusztig, Spaltenstein [LS2] for p = 2. Spaltenstein [Spal] describes
a part of the Springer correspondence for g (when p = 2) under the assumption
that the theory of Springer representation is still valid in this case. We describe the
Springer correspondence for g and g* constructed in chapter 1 and chapter 2 (when
p = 2) using similar combinatorics that appears in [L3, LS2]. It is very nice that this
combinatorics gives a unified description for (generalized) Springer correspondence of
classical groups in all cases, namely, in G, g and g* in all characteristic. Moreover, it
gives rise to close formulas for computing the correspondence.
3.2 Recollections and outline
3.2.1 For a finite group H, we denote H^ the set of isomorphism classes of irre-
ducible representations of H.
For n> 1, let Wn be a Weyl group of type B, (or C,). The set W^ is parametrized
by ordered pairs of partitions (p, v) with E put + E: vi = n. We use the convention
that the trivial representation corresponds to (p, v) with t = (n) and the sign repre-
sentation corresponds to (p, v) with v = (In). Moreover, p = (p1t P2 >_ - 0),
v = (v1 2 v 2  ... 0).
For n> 2, let W' c W, be a Weyl group of type Dn. Let W =W' = {1}. Let
W' be the quotient of (W' )A by the natural action of Wn/W' . The parametrization
of W, by ordered pairs of partitions induces a parametrization of WA^' by unordered
pairs of partitions {p, v}. Moreover, {p, v} corresponds to one (resp. two) element(s)
of (W's)^ if and only if p f v (resp. p = v). We say that {p, v} and the corresponding
elements of W^' and (W')A are non-degenerate (resp. degenerate).
3.2.2 Recall that 21, (resp. %g.) denotes the set of all pairs (c, F) with c a nilpotent
G-orbit in g (resp. g*) and F an irreducible G-equivariant local system on c (up to
isomorphism). The set %, (resp. %t-) is the same as the set of all pairs (x, #) (resp.
(, #)) with x C g (resp. E g*) nilpotent (up to G-action) and # E AG(x)A (resp.
S AG{ )A) where AG(x) = ZG(x)/ZG,(x), AG() = ZG(0|Z(), ZG(x) = {9 C
G|Ad(g)x = x} and ZG() = {g C Gjg. = }.
We denote N (resp. NV,.) the variety of nilpotent elements in g (resp. g*).
3.2.3 Assuming G is adjoint (resp. simply connected), in chapter 1 (resp. chapter
2) we have constructed a Springer correspondence for g (resp. g*), which is a bijective
map from %g (resp. Qt*) to WA (we denote WG the Weyl group of G). This induces
a Springer correspondence for any g (resp. g*) with G of the same type. In fact,
there are natural bijections between the sets of nilpotent orbits in two Lie algebras
(resp. duals of the Lie algebras) of groups of the same type, and the corresponding
component groups of centralizers are isomorphic. Hence the sets 2, (resp. 21g.) are
naturally identified.
3.2.4 Assume G = Sp(2n) or G O(2n + 1). The Springer correspondence for g
(resp. g*) is a bijective map 2(g ~> W^ (resp. -7. : 2(g- ~+ W^).
Assume G = SO(2n). Let a 0(2n). The group G/G acts on %(g and on the
set of all nilpotent G-orbits in g. An element in 2 g or a nilpotent orbit in g is called
non-degenerate (resp. degenerate) if it is fixed (resp. not fixed) by this action. Then
(x, #) E 2 g is degenerate if and only if x is degenerate, in this case AG(x) = 1 and
thus # = 1. Let 2(g be the quotient of 2(, by C/G. The Springer correspondence
for g (or g*) is a bijective map y, : 2 g 2 (W's)^, which induces a bijection
i§ : 2(g 1~W,^'.
3.2.5 For a Borel subgroup B of G, we write B = TU a Levi decomposition of
B and denote b, t and n the Lie algebra of B, T and U respectively. Recall that
n*= { E g*j((b) = 0} and b* = { c g*|((n) = 0}.
For a parabolic subgroup P of G, we denote Up the unipotent radical of P, p and
np the Lie algebra of P and Up respectively. For a Levi subgroup L of P, we denote
I the Lie algebra of L. Define p* = { E g*|1((np) = 0}, n* = { C g*|( ([tip) = 0}
and (* = { E g*|((nrp n-) = 0} where g = [ p nE n-. We have p* = [*Dn*.
3.2.6 Let P be a parabolic subgroup of G with a Levi decomposition P = LUp
such that the semisimple rank of L is 1 less than that of G. Let x E N, and x' E NVi.
Consider the variety
YX, = {g C G|Ad(g-1)(x) E x'+ np}.
Let dxx, = (dim ZG(x) + dim ZL (x'))/2 + dim np. We have dim Y,,, < dxx, (see
Proposition 3.3.1 (ii)). Let S2,x, be the set of all irreducible components of Yx, of
dimension dx,2,. The action of ZG(x) X ZL (x')Up on Yx, by (go, gi).g = goggi-1 induces
an action of AG(X) x AL(x') on Sx,x,. Denote ex,,, the corresponding AG(x) x AL(x')-
representation. We prove in section 3.3 the following restriction formula
(R) (# ® #', EX,) = (Resw!P 4, Pr,+,)wL,
where # E AG(X)A, ' AL(XI)A, P2 4 = 7g((X, #)) E WA, pi,,1 = _y((x', #')) E WA.
To prove the restriction formula (R) it suffices to assume that G is adjoint (see
3.2.3). The proof is essentially the same as that of the restriction formula in unipotent
case [L3].
3.2.7 Let P, L be as in 3.2.6. Let c Nr. and (' E Nr.. We define Y, ,, S, ,,e
as Y,x,, Sx,2, ex,x, replacing x, x',p, np, adjoint G-action on g by , (',p*, n*,, coadjoint
G-action on g* respectively. We have the following restriction formula
(R') (4 0 4', et) = (Res Ip, pV, )wL,
where # E AG() , 0' E AL p 4 = *(((, d)) E W = Y((', ')) C Wy.
The proof of (R') is entirely similar to that of (R) and is omitted.
3.2.8 Assume G = SO(V, Q) (see 1.2.1). Let G = O(V, Q). Note that G # G if and
only if dim(V) is even. Let E C V be a line such that QIE = 0. Let P be the stabilizer
of E in C and P the identity component of P. Then P is a parabolic subgroup of
G. Let L be a Levi subgroup of P and L = Np(L). Then P = LUp and L = LO.
Fix a Borel subgroup B C P and let 5 = NO(B). Denote B3 {gBg-1 |g C G},
= {gPg-lg C G}.
Let x E A.. Define $ = {g3g- 1 E S|Ad(g-1 )(x) c b} and 75x {g= g-1 C
PxlAd(g-1)(x) C p}. The natural morphism p : B2 -+ 73x, gfg 1 -+ g)g- 1 is Za(x)
equivariant. We have a well defined map
fx :Px -+ C.N(p/np), gPg- 1 '-+ orbit of Ad(g- 1 )x + np,
where CK(p/np) is the set of nilpotent P/Up-orbits in p/np. Let c' E fx(Px) be a
nilpotent orbit. Define Y = f- 1(c') and X = 1(Y).
We can assume P E Y. We identify L with P/Up, I with p/np. Let x' be the
image of x in I and let A'(x') = AL(x') = ZL(x')/Z2(x'), H = Za(x)n P = Zp(x), K -
Zg(x)nP. The natural morphisms H - Za(x), H -> Zt(x') and K -* ZL(x') induce
morphisms H -+ Aa(x), H - AL(x') and K -+ AL(x'). Let Ap be the image of H
in Ag(x) and A'r the image of K in At(x'). Then we have a natural morphism
Ap - A'(x')/A'p.
If G = G, then we omit the tildes from the notations, for example, Ap = Ap and
etc.
3.2.9 We preserve the notations in 3.2.8. Let Y2,2, and S2,2, be defined as in 3.2.6
replacing G by G and L by L. Note that S, x 0 if and only if dim X = dim B2,
where X is defined as in 3.2.8 with c' the orbit of x'. If S.,x, ' 0, then Yx, is a single
orbit under the action of Zo(x) x ZL(x')Up (see Proposition 3.4.2). It follows that
52, is a single Ao(x) x AL(x')-orbit. Hence S,2, = Aa(x) x AL(x')/Hx,x, for some
subgroup X,2', c Aa(x) x AL(z'). The subgroup Rxx, is described as follows.
If A, B are groups, a subgroup C of A x B is characterized by the triple (A0 , B0 , h)
where A 0 = pri(C), B 0 = B n C and h : A0 - NB(Bo)/Bo is defined by a F-* bB0
if (a, b) C C. Then H2,, is characterized by the triple (Ap, A', h), where h is the
natural morphism Ap -* A'(x')/A'r described in 3.2.8.
Assume G = SO(2n). The subset S2,x, of Sxx, is the image in Sxx, of the subgroup
of Aa(x) x AL(x') consisting of the elements that can be written as a product of even
number of generators. This is also the image of AG(x) x AL(x')-
3.2.10 Assume G = Sp(V) or O(V). The definitions in 3.2.8 apply to g* (if G =
Sp(V), E is an arbitrary line). Let gg, f, Ap, A' etc. be defined in this way. Then
Yc,, Se, , are described in the same way as Yx,, S2,X, in 3.2.9.
3.2.11 The correspondence for symplectic Lie algebras is determined by Spaltenstein
[Spal] since in this case the centralizer of a nilpotent element is connected and
2(o= {(c, Qj)}. We rewrite his results in section 3.8 using different combinatorics.
The Springer correspondence for orthogonal Lie algebras is described in section 3.9.
The proof will essentially be as in [L3], which is based on the restriction formula
(R) and the following observation of Shoji: if n > 3, an irreducible character of Wn
(resp. a nondegenerate irreducible character of W') is completely determined by its
restriction to W,_1 (resp. W'_1). We need to study the representations Exx,, which
require a description of the groups Ap and A'. Extending some methods in [Spa2],
we describe these groups for orthogonal Lie algebras, duals of symplectic Lie algebras
and duals of odd orthogonal Lie algebras in section 3.4, 3.5 and 3.6 respectively.
3.2.12 The Springer correspondence for the duals of symplectic Lie algebras and
orthogonal Lie algebras is described in section 3.10. The proofs are very similar to
the Lie algebra case. We omit much detail.
3.3 Restriction formula
Assume G is adjoint. Fix a Borel subgroup B of G and a maximal torus T C B.
Recall that B denotes the variety of Borel subgroups of G. A proof of the restriction
formula in unipotent case is given in [L3]. The proof for nilpotent case is essentially
the same. For completeness, we include the proof here.
3.3.1 We prove first a dimension formula following [L3]. Let P be a G-conjugacy
class of parabolic subgroups of G. For P C P, let P = P/Up, p = p/np and r : p
the natural projection. Let c be a nilpotent G-orbit in g. Assume for each P E 7,
given a nilpotent P-orbit c C fp with the following property: for any P1 , P2 E P and
any g E G such that P2 = gPig-1, we have 7r2 1 (cP2) = Ad(g)(7r- (cp,)). Let
Z'= {(x, P1, P2) E g X X PIx E 7r-1I(cpg) O7r-(cP2 )}-
We have a partition Z' = UoZ, where ( runs through the G-orbits on P x P and
Zo = {(x, P1, P2) E Z'J(P 1, P2) E 09}.
We denote vG the number of positive roots in G and set / = vp (P E -P). Let
c = dim c and e = dim cp for P C P.
Proposition 3.3.1. (i) Given P E P and t E co, we have dim(cn7r-1 (2)) < K(c-5).
(ii) Given x E c, we have dim{P E PIx E 7r- 1 (cp)} < (vG - c)- ( -
(iii) If do = 2vG - 20 + 5, then dim Zb do for all 0. Hence dim Z' < do.
Proof. We prove the proposition by induction on the dimension of the group. Assume
P {C}, the proposition is clear. Thus we can assume that P is a class of proper
parabolic subgroups of G and that the proposition holds when G is replaced by a
group of strictly smaller dimension.
Consider the map Z5 - 0, (x, P1, P2) - (Pi, P2). We see that proving (iii) for
ZO, is equivalent to proving that for a fixed (P', P") E 0, we have
dim Iry1 (co,) n7rpr?( cp) < 2vG- 2F + -dim 0. (3.1)
Choose Levi subgroups L' of P' and L" of P" such that L' and L" contain a common
maximal torus. An element in p' n p" can be written both in the form x' + n' (x' E
'n' E np) and in the form x" +n" (x" C [",n" E np). It is easy to see that there are
unique elements z C l'1n", u" c l'nnp",U' E r"nnp', such that x' = z+u", x" =z+u'.
Hence (3.1) is equivalent to
dim{ (n', n", ,u" ,u', z) E np x np x (' np) x ([" n np') x ([' n [")I u" + n = U + n",
z + u" E co/, z + U' E cn } 21G - 20 + U - dimO. (3.2)
(We identify [' = ', I" = f", and then view cp, C [', cp c [".) When (u", u') E
(0l npe) x ([" n np,) is fixed, the variety {(n', n") E np' x njp"IUl + n' = ' + n"} is
isomorphic to np, n np. Since dim(npt n np) = 2 vG - 2F/ - dim 0, we see that (3.2)
is equivalent to
dim{(u", u', z) c (['0 npn) x ([" 0 np') x ([' [")| z + u" E cpt, z + u' E cpu} . (3.3)
By the finiteness of the number of nilpotent orbits, the projection pr3 of the variety
in (3.3) on the z-coordinate is a union of finitely many orbits 61 U6 U ... U m in 'n ["
(note that z is nilpotent). The inverse image under pr 3 of a point z E 6i is a product
of two varieties of the type considered in (i) for a smaller group (G replaced by L' or
L"), thus by the induction hypothesis it has dimension < j(E- dim 4)+ (e - dim 6i).
Hence dim pr-1 (8') < Z, V 1 < i K m. Then (3.3) holds. This proves (iii).
We show that (ii) is a consequence of (iii). Let Z'(c) {(x, P 1, P2) E Z'|x E c} C
Z'. If Z'(c) is empty then the variety in (ii) is empty and (ii) follows. Hence we
may assume that Z'(c) is non-empty. From (iii), we have dim Z'(c) < do. Consider
the map Z'(c) -+ c, (x, P1, P2 ) - x. Each fiber of this map is a product of two
copies of the variety in (ii). It follows that the variety in (ii) has dimension equal to
1(dim Z'(c) - dim c) < '(do - c) = vG -- + - . Then (ii) follows.
We show that (i) is a consequence of (ii). Consider the variety {(x, P) E c x P|x E
7r 1(cp)}. By projecting it to the x-coordinate and using (ii), we see that it has
dimension K vG-Fl+ +. If we project it to the P-coordinate, each fiber is isomorphic
to the variety cn 7-r(cp). Hence dim(c n r-1(co)) vG - + E + - dimP =
Now 7r, maps c n 7 '(co) onto cp and each fiber is the variety in (i). Hence the variety
in (i) has dimension < - = The proposition is proved.
3.3.2 Let P D B be a parabolic subgroup of G with a Levi subgroup L such that
T C L. Let WL = NL(T)/T. Then QI[WL is in a natural way a subalgebra of
Q1[WGI-
Recall that we have the map (see 1.6.3)
7r :Y= {(x, gT) E Y X G/TIAd(g- 1)(x) E to}-Y, (x, gT) - x,
where Y, to is the set of regular semisimple elements in g, t respectively. Let
YL = UgEL Ad(g)to, YI = {(x, gL) E g x G/LIAd(g- 1 )(x) c YL}.
Then 7 factors as
Zr it">Y
where 7r' is (x, gT) i-4 (x, gL) and 7r" is (x, gL) i-4 x. The map 7r' : Y -+ Yi is a
principal bundle with group WL. It follows that End(7r'Q,) = Q,[WL] and that we
have a canonical decomposition
!r(Qlf = @,,PE L 'O(7(,
where (r'(Qp)p, = Homo,[wL](p', IQp) is an irreducible local system on Yi. We have
T!Q1p = lrf'(7r1Qsp) = G,,Ew2(P' 0 7"r(('(rQ,),,)),
hence r'((r!'Q),,) = Homo,[wL](p', 7rQ 1p) = Homo,[wL)(p ew (p 0 (?r! 1j),))
(Recall that wr!Q 1p = w(P 0 (?ivQ,p), where (7riQp), = Homo,[wG ,p
is an irreducible local system on Y.) We see that for any p' C WA,
7)= ((7riQip)p HomI[wL](p', p)). (3.4)
pEwG
3.3.3 Recall that we have the map (see 1.6.3)
<p : X = {(x, gB) E g x G/BIAd(g- 1)(x) c b} -> g, (x, gB) H-> x.
Let
X1 = {(x, gP) E g x G/PIAd(g- 1)(x) E p}.
Then <p factors as
X f X1 4 g
where <p' is (x, gB) H-> (x, gP) and <o" is (x, gP) 1- x. The maps <o', <p" are proper
and surjective. We have a commutative diagram
jo ji2
X '> X1 >2g
where j2 is x - x, jo is (x, gT) F (x, gB) (an isomorphism of Y with the open subset
p-'(Y) of X) and ji is (x, gL) F-+ (x, gP) (an isomorphism onto the open subset
(P" 1 (Y) of X1 ). Note also that Y1 is smooth (since Y is smooth). We identify Y, Y
with open subsets of X, X 1 via the maps jo, ji respectively. Let
XL = {(x,g(B n L)) C I x L/(B n L)|Ad(g- 1)(x) c b n
X" = {(gi,x,pB) E G x p x P/BIAd(p-1 )(x) E b}.
We have a commutative diagram with cartesian squares
X ( -- X" P2 > XL
X1 < P3 G x nP x 4 L
where pi is (gi, x, pB) 4 (Ad(gi)(x), gipB), a principal P-bundle; P2 is (gi, 1 +
n, g'B) - (l, g'(B n L)) with 1 E L, n E np, g' E L, a principal G x np-bundle; P3
is (gi, n, 1) -4 (Ad(gi)(l + n), giP), a principal P-bundle; p4 is (gi, n, 1) 4 1, a prin-
cipal G x np-bundle; (PL is (x,g(B n L)) -4 x; # is (gi, 1 + n, g'B) '+ (g1, n, l), with
I E 1,n c np,g' c L.
Let 7rL be the map YL = {(x, gT) E L x L/TIAd(g')(x) E to} -> YL, (x, gL) - x.
Since p3 , p4 are principal bundles with connected groups, we have p*IC(Xi, 7r'Qp) =
p*IC(L, 7rL! QipL) (both can be identified with IC(G x nl x Lp*1rL!Qlp )). From
the commutative diagram above it follows that pip'(Qx = #!P*Q1X = #-p2Q0x =
P*L!QlXL = plI(l, 7rL!(QigL) (the last equality comes from Proposition 1.6.5 for L
instead of G), hence pp'Qix = p;IC(X1,7r(Q1p). Since p3 is a principal P-bundle
we see that co!'Qix = IC(X 1 , 7r'(Qp). It follows that End(p'Qix) ( Ql[WL] and
<p'QiX = 0 ,PwA(P' O (<piQx)p,) where
(<piQix),i = IC(X1 , (xiCQ p)0,). (3.5)
Next we show that
<p"((<p'Qx)p,)= IC(g, i'((r'Qi)p,)), for any p' E WA. (3.6)
From (3.5) we see that the restriction of <o((<oQ1x)p,) to Y is the local system
71'(7/(Qjp),,). Since <p" is proper, (3.6) is a consequence of (3.5) and the following
assertion:
For any i > 0, dim suppW ((o'((<jQix)p,)) < dim g - i. (3.7)
We have suppNi(p"((<p'Q0x)P,)) c suppH(<p4'(<pQIx)) = supp7i(pjQjx), thus (3.7)
follows from the proof of Proposition 1.6.5. Hence (3.6) is verified. Combining (3.6)
with (3.4), we see that for any p' E W',
<!'((<p'Qjx)p,) 0 ((<p!Qx) p Hom,[wL](p', p)). (3.8)
pEWA
(Recall that we have <o!Qx = ®,swa (P 0 ( p!Q(x),), (<p!QIx), = IC(g, (7r!0jri,)p).)
3.3.4 Let (c, F) C 21g, (c', ') E 2([ and p = -yg((c, F)) C WA, p' = yt((c',')) E
IWAwhrW, where .7 and -y are the Springer correspondence maps for g and I respectively.
Let X' t  {(x, gP) E XIx nilpotent} and
R= {(x, gP) c g x (G/P)|Ad(g-1)(x) c C?+np} c X'.
We show that
supp(<p'Qix), n Xi wc R. (3.9)
Let (x, gP) c supp(yp'Qix)p,nXf. The isomorphism p* o'Qix = P* <OL!Q1XL is compati-
ble with the action of WL. Thus p*(<pQix)p, = p*(<pL!QIx)p, and p- 1 (supp (<p'Qix),,)
p4 1 (supp(OL!QIXL)p'). Hence there exists (gi, n, l) c G x np x I such that (x, gP)
(Ad(gi)(n + 1), giP) and 1 E supp (PL!QlXL)P. Since x is nilpotent, n + 1 is nilpotent
and thus I is nilpotent. Hence 1 E c' since by Proposition 1.6.5 (for L instead of G),
((PL! lXL)p'01 L is IC(',.F')[dimc' - 2vL]( extend by zero outside c2),(3.10)
where ANL is the nilpotent variety of l. We have g = gip for some p E P and
x = Ad(gi)(n + 1), hence Ad(g 1 )(x) = Ad(p-')(n + 1) E c' + nrp and (x, gP) E R.
This proves (3.9).
We have a partition R = Ue-Re,, where 5' runs over the nilpotent L-orbits in c'
and RE, = {(x,gP) C g x (G/P)|Ad(g-1)(x) E C'+fnp}. Then R' = R, is open in R.
It is clear that p31 (R) - p-1 () = G x nrp x c and p3 1 (RE,) = p- 1 (') = G x nrp x '.
Let F' be the local system on R' whose inverse image under p3 : G x nrp x c' - R'
equals the inverse image of F' under p4 : G x nrp x c' -± c'. Since p3 , p 4 are principal
bundles with connected groups, it follows that the inverse image of IC(R, F') under
P3 : G x nrp x c? -+ R equals the inverse image of IC(', F') under p4 : G x nrp x c' - c'
It follows that (using p* this is reduced to (3.10))
(piQix)/|Ix1 = IC(R,F')[dimc' - 2vL]( extend by zero outside R). (3.11)
For any subvariety S of X1, we denote s'p" : S - g the restriction of p" : X1 -+ g to
S.
Proposition 3.3.2. Let d = vG -{ dim c, d' = (dim c-dim c') and d" = VG -VL -d'.
The following five numbers coincide:
(i) dim Homo [wL](p', p);
(ii) the multiplicity of F in the local system 1 = I
(iii) the multiplicity of F in the local system L 2 = 7 2d"(p'I'IC(R, F'))|;
(iv) the multiplicity of F in the local system C3 = 2d" (RI p''IC(R, F'))|c -
ld 2d" !(p"F/) I;
(v) the multiplicity ofF' in the local system 7' 2d'f! (F) on c', where f : ,- 1(c')nc -+
c' is the restriction of lrp : p - I.
Proof. For #i C We, the multiplicity of F in WI2d((p!Qix))Ic is 1 if 5 = p and is 0 if
p f p. Hence it follows from (3.8) that the numbers in (i)(ii) are equal.
We show that L1 = £2. By (3.11), we have £2 = H 2 d(RI(((P X)p'R))c- It
suffices to show that (X1-R)s1!((sO!Q1X)p'xlx-R)c = 0. Assume this is not true. Then
there exists (X, gP) E X 1 - R such that x E c and (x, gP) c supp (Q0IX)',. Since x
is nilpotent, this contradicts (3.9).
We show that L2 = £3. For any x E c we consider the natural exact se-
quence Ha1d(p"-1(x) n (R - R'), ( OQlX),,) -> H dp"- 1(z) n R', (,oQ1x),,) -
Hcd2p"-1(z) n R, (s'QIX),') - Hd"1o(x) n (ft - R'), (soQix)p,). It is enough to
show that H d(s"1-1(x) n (R - R'), (cp'Qix),) = 0 and that a = 0. By (3.11), we can
replace (so'Q1x)p,|x by IC(R, F')[dim c' - 2vL]. It is enough to show
H d""p"-1(x) n (R - R'), IC(R,.F')) = 0, (3.12)
H d"l ((p-1" (x) n (R - R'), IC(R,F')) + H d"(xo" (x) n R', IC(R, F'))
is zero. (3.13)
From Proposition 3.3.1, we see that for any L-orbit ' in c',
dim(" 1 (x) n Ra,) < (vG - dim c) - (VL - I dim E'). (3.14)2 2
If (3.12) is not true, then using the partition
"-
1 (() n (R - R') = U(y"- 1 (vn R),>, (3.15)
we see that HC "( O"-(x) n Re', IC(R, F')) / 0 for some ' c'. Hence there exist
i, j such that 2d" = i + j and Hi(W"-1(() n RE,, Wi(IC(R, F'))) # 0. It follows that
i < 2 dim(p"-1 (x)nRe,) < 2vG -dim c-2vL +dima' (we use (3.14)). The local system
7i-(IC(R, j')) /h 0 so that RE, C supp i(IC(R, f')) and dim RE, < dim R - j. It
follows that j < dim R - dim R&1 = dim c' - dim E' and i + j < 2d" in contradiction
to i + j = 2d". This proves (3.12).
To prove (3.13), we can assume that k is an algebraic closure of a finite field Fq,
that G has a fixed Fq-structure with Frobenius map F : G -+ G, that P, B, L, T (hence
X 1, cp") are defined over Fq, that any 5' as above is defined over Fq, that F(x) = x and
that we have an isomorphism F*F' -+ F' which makes F' into a local system of pure
weight 0. Then we have natural (Frobenius) endomorphisms of Hid" 1( "- 1 (x) n
(R - R'), IC(R,F')) and H2 d"Q"-l(x) n R', IC( R, F')) = H yd"("-Il(x) n R',F')
compatible with a. To show that a = 0, it is enough to show that
H 2"p"-'(x) n R', IC(R, F')) is pure of weight 2d"; (3.16)
H2"~(dp/-l(x) n (R - R'), IC(R, f')) is mixed of weight < 2d" - 1.(3.17)
Since dim(p" 1 (x) n R') d" (see(3.14)), (3.16) is clear. Using the partition (3.15),
we see that to prove (3.17), it is enough to prove that H d"~l("-1(x)nR ', IC(R, F'))
is mixed of weight < 2d" - 1 for any ' $ c'.
Using the hypercohomology spectral sequence we see that it is enough to prove
if i, j are such that 2d" - 1 = i + j, then HQol"'-(x) n RE, V(IC(R, F'))) is mixed
of weight < 2d" - 1 for any E'. By Gabber's theorem [BBD, 5.3.2], the local system
ti(IC(R, ')) is mixed of weight < j. Then by Deligne's theorem [BBD, 5.1.14(i)],
Hcjp"-1 (x) n Re, 7i (IC(R, F'))) is mixed of weight < i + j = 2d" - 1. This proves
(3.17). Hence L2 = L3 is proved.
Now consider the diagram V i V' _ c, where V' = p" 1 (c) n R' = {(x, gP) E
c x (G/P)IAd(g- 1)(x) E c' + np}, V = P\(c' x G) with P acting by p (x, g) 4
(Ad(r(p))(x),gp- 1), r : P - L the natural projection, f 2(x, gP) = P-orbit of
(7r,(Ad(g-')(x)), g), fi(x, gP) x. We have G-actions on V by g' : (x, g) v-+ (x, g'g),
on V' by g' : (x, gP) H-+ (Ad(g')(x), g'gP) and on c by g' : x -4 Ad(g')(x). Then fi
and f2 are G-equivariant and G acts transitively on V and c.
Note all fibers of fi have dimension < d" and all fibers of f2 have dimension < d'.
Applying [L5, 8.4(a)] with Ei = F and with E2 the local system on V whose inverse
image under the natural map c' x G -+ V is F' Z Qi, we see that the numbers (iv)
and (v) are equal. This completes the proof of the proposition. LI
3.3.5 Now we are ready to prove the restriction formula (R). Let the notation be
as in 3.2.6. Let c be the G-orbit of x and c' be the L-orbit of x'. Let r : G/Z(x) ->
G/ZG(x) ~- c be a covering of c with group AG(x). We have the following commutative
diagram
a
bI I
(X' + np) n c ' T r-1 ((x' + ng) n c),
where a is the natural projection and b is given by g v-4 Ad(g 1 )(x). Then a induces
an AG(x)-equivariant bijection between Sx,x' and the set of irreducible components of
r-1((x'+ng) n c) of dimension d' =(dim c - dim c') (note that dim(x'+np) n c < d'
by Proposition 3.3.1, (i)).
Assume F corresponds to # E AG(x)A and F' corresponds to #' E AL(X ). We
have F ~ HomAG() (q3, *QI) and thus H2d'((X' I l) c,F) ~ (H XI''-Knp)n
c, Ti) 0 #^)AG(Z) ~ (H d'-l((X' + np) n c), Q1) 0 #^)AG(x). Then the number (v)
in Proposition 3.3.2 is equal to (#, Hd'(f-1 (X), F)) AL(x) = (#', Hc'((x' + np) n
c, F))AL(X') = 0 ( , 0' EX,X')AG(x)XAL(X'). Hence the restriction formula (R) follows
from Proposition 3.3.2 ((i)=(v)).
3.4 Orthogonal Lie algebras
In this section we assume G = SO(N). Let G = 0(N). Let x E Ng.
3.4.1 The G-orbit c of x is characterized by the following data ([H]):
(dl) The sizes of the Jordan blocks of x give rise to a partition A of 2n, 0 < Ai <
(d2) For each Ai, i = 1, ... , s, there is an integer x(Ai) satisfy < x<(A) < Ai.
Moreover, X(Ai) X(Ai-1), Ai - X(Ai) Ai-1 - X(Ai- 1 ), i = 2, . . , s.
Denote m(Ai) the multiplicity of Ai in the partition A. If N is even, then m(Ai) is
even for each Ai > 0. If N is odd, then the set {Ai > 0|m(Ai) is odd} is {a, a-1}fnZ>o
for some positive integer a.
We write
x (or c) = (A, X) = (A,)x(A8 ) '' ' (Al)\)-
The component groups A(x) = Za(x)/ZQ (x) and A(x) = ZG(x)/ZG(x) can be de-
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scribed as follows (see Proposition 1.7.1). Let ei correspond to Ai, i = 1,. . . , s. Then
A(x) is isomorphic to the abelian group generated by {ei, 1 < i < sIx(Ai) # Ai/2}
with relations
(rl) e2 =1,
(r2) Ei = i+1 if X(Ai) + X(Ai+1) > Ai+ 1,
(r3) ei = 1 if m(Ai) is odd.
If N is even, A(x) is the subgroup of A(x) consisting of those elements that can be
written as a product of even number of generators.
3.4.2 Let c' = (A', X') E fx('3x), Y = f 1 (c') and X = p,- 1(Y) (see 3.2.8). Spal-
tenstein [Spal] has described the necessary and sufficient conditions for dimX =
dim B as follows.
Proposition 3.4.1 ([Spal]). We have dim X = dim B2 if and only if (A', x') satisfy
(a) or (b):
(a) Assume that Ai # Ai+ 1 # Ai+2 and X(Ai+2) = Ai+ 2 . A = Aj, j # i + 2, i + 1,
Ai+2= Ai+ 2 -1, A'+1 = Ainj - 1, x'(A) = x(Aj) if j > i + 2, x'(A;) = A if j < i+ 2.
In this case, dim Y = s - i - 2.
(b) Assume that Ai+1 = Ai > Ai-1- A/= Aj, j#i + 1, i, A'i, = Ai+1 - 1, A' = Ai - 1,
X'(A') = x(Aj), j' # i, i + I and X'(A') = x'(A'+) E {x(Ai), x(Ai) - 1} satisfies
A'/2 < X'(A') < A', x(Ai- 1) < X'(A') < x(Ai-1) + Ai - Ai- 1 - 1. In this case,
dim Y = s - i if x'(A') = X(Ai) and dim Y = s - i - I if x'(A') = x(Ai) - 1.
3.4.3 From now on let c' be as in Proposition 3.4.1. Let Ap and A' be defined as
in 3.2.8.
Proposition 3.4.2. The group ZO(x) acts transitively on Y. The group Ap is the
subgroup of A(x) generated by the elements e which appear both in the generators of
A(x) and of A'(x'). The group A' is the smallest subgroup of A'(x') such that the
map Ap -+ A'(x')/A', given by Ec -4 e' is a morphism.
Corollary. (i) The variety Y has two irreducible components (and |A(x)/Ap| = 2)
if c' is as in Proposition 3.4.1 (b) with x(Ai) = % , Ai+ 2 - x(Ai+2) > +1 and
x'(Y') = x(Aj) - 1. In this case, suppose D = {1, ei} = {1, ej+ 1 } c A(x), then
A(x) = D x Ap. In the other cases, Y is irreducible and Ap = A(x).
(ii) The group A', is trivial, except in the following cases where it has order 2:
(a) A',= {1,ei+3} c A'(x') if c' is as in Proposition 3.4.1 (a) with Aj+ 2 + x(Ai+ 3) =
Ai+ 3 + 1.
(b) A' {1, E'+1' c A'(x') if c' is as in Proposition 3.4.1 (b) with X(Aj) #
-
1
, X(Ai+2) + X(Aj) = Ai+ 2 + 1 and x'(A) = X(Aj) - 1.
3.4.4 Assume C O(2n + 1) = O(V, a) and x corresponds to the form module
V = W1i(A,) - E Wik(Ak) e D(Aktl) e WAk+ 2 (Ak+2) ... WA,(As),
where Ii = x(A), i = 1,.. . , k. (Note Ai are different from those in 3.4.1. We use
notations from Proposition 1.2.2.) We describe the orbits c' and the corresponding
set Y.
We view V as an A = k[[t]]-module by Eait'v = Zai(x'v). For all i > 1, let
W = ker t n Im(t'- 1 ). Denote P(W) the set of all lines in the space W. We identify
P2 with P(ker x n o-(0)). Let Y be as in 3.4.3. There exists a unique io such that
Y c P(Wo) - P(Wjo+1). Then io = Aj for some j= 1,..., s or io = Ak+1 - 1. Write
V'=- E'/E. We have the following cases.
(i) Assume io = Aj, I1 j < k, Aj -1 > Aj, 1 and Aj - l, - 1 > Aj+ 1 - l±+1 .
c' = Wl(A) E -... Wl,(Aj - 1) E -... e D(Ak+) e .. -- WA, (A,).
Y = {ktAi-lw ItAjw = 0, w ( Im t}, if I = Aj/2 or 1j = lj+1;
Y = {ktAw -1WItAj w = 0, w ( Im t, a(t'l -w) # 0}, otherwise.
dimY = 2j - 1.
(ii) Assume io = Aj, 1 j < k, A, -1 ;> Aj,1, l - 1 > lj+1 and l, -1 > [Aj/2].
Let Y' = {ktAj -lwItAjw = 0,w ( Im t, a(t' 1iw) = 0}.
c' = Wi (A,) E -. -- D Wlj,(Aj - 1) E -. -- E D(Ak+1) e--- WA,(As).
Y = Y' except if A, - la > Aj_1 - ly_1, for all Aa > Aj- 1, and _j-1 = I > 2 1
then Y = Y' - {E E Y'|Xv'(A- 1) = lj-1 - 1}(an open dense subset in Y').
dimY = 2j - 2.
(iii) Assume io = A,, j k+ 2 and A, > A. 1-+ 1.
c' = Wi(A,) e -. - D(Ak+l) E .e WA,(Aj - 1) -... E-WA,(As).
Y = {kth -Twthiw - 0, w ( Im t, a(tAiw) = 0},
dim Y = 2j - 2.
(iv) Assume io = Ak+1 and ik = Ak.
c' = W1(A,) e - -- D(Ak) e WAk1,l1(Ak+1 - 1) E ... e W. (As).
Y = {k(tAk+1-lw + tk- w)ItAk+1-w spans V', tAk w' = 0, W' Im t,
a(tAk-l&w) - aStAk+1- W)
dimY = 2k - 1.
(v) Assume io = Ak+1 - 1 and Ak+1 - 2 > Ak+2. Let Y' = {ktAk+-2WjtAk+1-w -
0, w ( Im t, a(tk+12W) = 01.
C'= Wil(A,) e - - -VVl (Ak) e D(Ak+1 - 1) E Wk+ 2 (Ak+2) W A,(As).
Y = Y' except if Aa - la > Ak - 1k, for all Aa > Ak, and ik = Ak+1 > ,k+1
then Y = Y' - {E E Y'lXv'(Ak) = ik - 1}(an open dense subset in Y'),
dim Y = 2k.
3.4.5 Let x, c', Y, X be as in 3.4.4. Assume E C Y C P(Wy)-P(Wio+1 ). Let X(E)
be the set of nondegenerate submodules M of V satisfying the following conditions:
c1) E C M and M has no proper submodule containing E,
c2) XM(io) = Xv(fo). Moreover, in case (v) of 3.4.4, Xm(Ak) = Xv(Ak).
We describe the set X(E) in the cases (i)-(v) of 3.4.4 in the following.
(i) Let E = kv C Y, where v - tA-'w. There exists v' E Wj - WA,, such that
(v', w) # 0. Take w' such that v' = tA-i'. Then M = Aw e Aw' E X(E) and
every module in X(E) is obtained in this way. It is easily seen that M = W, (Aj).
(ii) Let E = kv C Y, where v = t'-lw. There exist v' th-ilw' c Wj - Wge,
such that fl(v', w) / 0 and a(tim'w') 4 0. Then M = Aw e Aw' C X(E) and every
module in X(E) is obtained in this way. It is easily seen that M = W1, (A).
(iii) Let E = kv E Y, where v = tAiw. There exists v' = tAiw' C Wj - Wgj,
such that #(v', w) f 0 and aZ(tAj-w') f 0. Then M = Aw E Aw' C X(E) and every
module in X(E) is obtained in this way. It is easily seen that M = Wj (A).
(iv) Let E = kC E Y, where v = tAk+1lw+tAk -1w'. There exists vi - tAk+1-2wi E
WAk,+_1 - WAkl such that #(w, v 1 ) # 0 and v' = tAk-lw' WAk - WAk+1 such that
#(VI, tAk-lw') $ 0. Then M = Aw @ Awi E Aw' e Aw' c X(E) and every module in
X(E) is obtained in this way. It is easily seen that M = WA,(Ak) D D(Ak+l).
(v) Let E = kv E Y, where V = tAk+1- 2 w. There exists v' = tk+1-lw' E WAk+ -
WAk+l±1 such that #(w', v) = 0. Then M = Aw D Aw' E X(E) and every module in
X(E) is obtained in this way. It is easily seen that M = D(Ak+l).
3.4.6 Let M E X(E) and M' = {v C Vl#(v, M) = 0}. Then M' is a non-
degenerate submodule of V. In cases (i)-(iii) of 3.4.4, we have that V = M E M'.
In cases (iv)-(v), we have V = M + M' and M n M' = V'. The nondegenerate
submodule M' has orthogonal decomposition M' = ME D(1), where M' is a non-
defective submodule. Hence V = M' E M (direct sum of orthogonal submodules).
Now the map t' : E/E -+ EL/E induced by t is given by the form module F'EM',
where M' is defined as above in cases (iv)-(v) and M' = M' in cases (i)-(iii). We
write M = nM.
We explain case (ii) of 3.4.4 in detail and the other cases are similar. In this
case M = W1 (AM),M = W_ 1 (Aj - 1). Recall that xw1G(Aj) = [A3 :j], where
[m : I] : N -+ N is defined by [m; l](k) = max{0, min{k - m + 1, 1}}. We have
that X(Aj) = max{XM,(Ai), XM(Ai)} and X'(Aj) = max{XM,(Ai), X (Ai)}. One easily
check that X(Aj) = X'(A) for i > j +1, x(A - 1) = X'(Aj - 1) =1 - 1, and
X(Aj) = 1i = max{XM,(Ai), 1}, X'(Aj) max{XM'(Ai), 1j - 1} for i < j - 1.
If l1 > 1j, then 1i > 1j, V i < j - 1. It follows that XM(Ai) 1i and thus
X'(Ai) = 1j, V i < j - 1. Assume 1j-1 = l and there exists some Ai > Aj_1 such that
Ai - 1i = Aj_1 - ly_1, then 1i > 1j and XM' (Ai) = Ii. It follows that XM,(Aj_1) = Aj_ 1 -
Ai +1i = l_1 and thus Xm, (Ai) = 1j, V i j- 1. Assume lj_1 = 1j > [(A_ 1 + 1)/2] +1
and for all Ai > Aj_ 1 , Ai - 1i > Aj_1 - lI_1. Since we require XV,(Aj_1) = ly_1,
XM'(Aj-1) = j-1 and thus XM'(Ai) i 4,V i _ j - 1. In any case, X'(Ai) = li,
V i < j - 1. Hence c' is of the form as stated.
3.4.7 The form modules (El n M)/E are described in the following.
(1) Assume x = Wm(2m), m > 1. Then P, = P(ker x) and fx(P) = Wm(2m - 1).
(2) Assume x = Wm+1(2m+ 1), m > 1. Then P = P(ker x), Y1 = f; 1(W,(2m))
consists of two points and Y 2 = f; 1(Wm+1(2m)) = #2 - Y 1 .
(3) Assume x = W(m), (m + 1)/2 < 1 < m. Then P = P(kerx), Yi =
f; 1(Wi1(m -1)) consists of one point and Y 2 = fj(Wi(m -1)) - Y 1.
(4) Assume x = Wm(m), m > 2. Then 73x consists one point and fz(P2) =
Wm-1(m - 1).
(5) Assume x = W1 (l). Then 75x consists of two points and fx(1'2) = {0}.
(6) Assume x = Wm(m) e D(k), m > k > 1. Then 752 = P(kerx n a-1(o)) and
f; 1(D(m) E Wk_1(k - 1)) = P((Wk - Wk+1) n a-1(o)).
(7) Assume x = D(m), m > 2. Then )5 consists of one point and fX(P) =
D(m - 1).
3.4.8 We prove Proposition 3.4.2 for O(2n + 1). The proof for O(2n) is entirely
similar and simpler. We use similar ideas as in [Spa2]. We first show that ZG(x)
acts transitively on Y. Consider Y* = {(EM)IE c Y, M c X(E)*}, where X(E)*
is the nonempty subset {M E X(E)IXMi(A,) = Xv(Aa),Va # j in cases (i)-(iii),a #
k, k + 1 in case (iv) and a # k + 1 in case (v)} in X(E). For M E pr 2(Y*), the
equivalence classes of M, M' do not depend on the choice of E E Y such that
(E, M) E Y*. It follows that ZG(x) acts transitively on pr2 (-*).
Fix E E Y and M E X(E)*. Let ZM be the stabilizer of M in ZG(x). The
quadratic form a on V restricts to nondegenerate quadratic forms on M, M' (or M',
if M' / ML). Let G(M), G(M') (or G(M')) be the groups preserving the respective
quadratic forms and g(M), g(M') (or g(M')) the Lie algebras. Let xM, xM (or
XM/) be the restriction of x on M, M' (or M') respectively. Then xm E g(M),
XMI E g(M') (or xm c g(M')). We have that ZM is isomorphic to ZG(M)(xM) x
ZG(M1)(xM±). Set Y7* = pr21 (M) = {E E YlM E X(E)*}. By examining the
cases (1)-(7) from 3.4.7 we see that ZM acts transitively on Y* . Thus ZG(x) acts
transitively on Y* and hence acts transitively on Y = pri(Y*).
Let ZE be the stabilizer of E in ZG(x). The morphism Ap -+ A'(x')/A' is induced
by the natural morphism ZE/ZEj - A'(x'). Since X(E)* is irreducible, ZE,M =
ZE n ZM meets all the irreducible components of ZE. Thus to study the morphism
Ap -+ A'(x')/A' , it suffices to study the natural morphism Zr,M/ZMm -+ A'(x').
Let xo be the endomorphism of MI = (El n M)/E induced by xm. Then x, E
9(M). Let A'(xR) = ZG(R)(XR)/ZO(R)(xM). Let Z = {z E ZG(M)(XM)IzE = E}.
We have a natural isomorphism Zr,M a Z x ZG(MI)(xMI) and ZE,m/ZE'M - Z/ZO x
A(xm±). The morphism A(xmi) --+ A'(x') is the one obtained as follows. Note that
A(xM) is naturally isomorphic to A(xmz). The system of generators of A(x) is the
union of the generators of A(xM) and A(xM±) and the morphism A(xM) x A(xm ) -4
A(x) is equal to the one induced by ZG(M)(xM) X ZG(M±)(XM±) ZM C ZG(x). On
the other hand, we have a morphism A'(x,) x A(xm) --+ A'(x') which comes from the
isomorphism E/E M 1 E M' and it is given by the system of generators. Hence the
map A(xM±) " ZE,M/ZE0M -+ A'(x') is given by generators. It remains to identify
the morphism Z/Z 0 -+ A'(x').
We can show by explicit calculation on the cases (1)-(7) in 3.4.7 that the natural
morphism Z/Z 0 --+ A(xM) is injective and the image is generated by {cEA f A,, ej
belongs to the system of generators of A(xM) and A'(x*)}. Using this description
of Z/Z 0 and the above description of the morphism A'(xj) x A(xM) -± A'(x'), we
see that the morphism Z/Z 0 - A'(x') is given by the system of generators. So we
have obtained a complete description of the morphism ZE,M/ZrM - A'(x') and we
deduce easily that A' and the homomorphism Ap - A'(x')/A' are as in Proposition
3.4.2.
3.5 Dual of symplectic Lie algebras
Assume G = Sp(V) in this section. Let E Nrf- and let og , T be defined for as in
subsection 2.2.1.
3.5.1 The G-orbit c of ( is characterized by the following data (see section 2.2):
(dl) The sizes of the Jordan blocks of T give rise to a partition of 2n. We write
it as Ai 5 A < -
- 
- < A2 ,+I, where A1 = 0.
(d2) For each Aj, there is an integer x(Aj) satisfy A < x(Aj) < A%. Moreover,
x(Aj) > x(A-i1), Ai - x(Aj) 2 Ai1- - x(A-i1), i = 2,... , 2s + 1.
Then m(Ai) is even for each Ai > 0. We write
( (or c) = (A, X) = (A2s+1)x( 2 .+l) - - - (A1)x(A)-
The component group A(() = ZG(Q)/ZG() can be described as follows (see subsec-
tion 2.6.1). Let ej correspond to A. Then A( ) is isomorphic to the abelian group
generated by {ejlX(Aj) # (A - 1)/2} with relations
(r1) ej 1,
(r2) e = 6i+1 if X(Aj) + X(Ai+1) > Ai+ 1,
(r3) e, = 1, if Ai = 0.
3.5.2 Let P be the stabilizer of a line E = {kv} c V in G.
Lemma 3.5.1. c p' if and only if a(v) = 0 and T (v) = 0.
Proof. P is the stabilizer of the flag {0 C {kv} c {kv}I c V}. Write vi = v. There
exists vectors vi, i = 2,..., 2n such that vi, i 1,. .. , 2n span V and 03(vi, vj) =6,i+n,
i < j. Let x C np. We have xvi = 0, xvi =aivi,i # 1, n + I1 and xv+1 =bvi +
2 an+iv+ j 2 in+i. Assume ((x') = tr(Xx') for any x' E g. A straightforward
calculation shows that tr(Xx) = En aji3(vi, v+i) + E2 an±ifl (vi, vi) + bag(vi).
Moreover, Te(vi) = E_ #34(v 1, vn+j)vj + En _1#3 (v1, vy)vn+j.
We have ( E p' if and only if ((x) = 0 for any x E np if and only if #g(vi, vi) =
#(vi, vn+i) = 0,i = 2, ... , n and a (vi) = 0. Thus E  p' if and only if a(vi) = 0
and T (vi) = avi for some a E k. Since Tg is nilpotent, Tg(vi) = avi if and only if
a = 0. The lemma is proved. E
3.5.3 Assume c' = (A', X') E fg(P), Y = f (c') and X = gj 1(Y) (see 3.2.10).
Proposition 3.5.2. We have dim X = dim Be if and only if (A', x') satisfies:
Assume Aj+ 1 = Ai > Ai-i. A = Aj, j 7 i + 1,i, A'+i = Aj+ 1 - 1, A' = Ai - 1,
X'(A') = x(Aj), j # i, i+1 and X'(A') = X'(A'+i) C {x(Ai), x(Ai) -1} satisfies [A'/2] <
X'(A') A', X(Ai- 1) X'(A') x(Ai- 1) + Ai - Ai- 1 - 1. We have dimY = 2s - i +1
if x'(A') = x(Aj) and dim Y = 2s - i if X'(A') = X(Aj) - 1.
From now on let c' be as in Proposition 3.5.2. Let Ap and A' be as in 3.2.10.
Proposition 3.5.3. The group ZG() acts transitively on Y. The group Ap is the
subgroup of A( ) generated by the elements ej which appear both in the generators of
A( ) and of A'( '). The group A' is the smallest subgroup of A'( ') such that the
map Ap - A'( ')/A' given by e-i F- e' is a morphism.
Corollary. (i) The variety Y has two irreducible components (and JA()/Ap| = 2) if
c' is as in Proposition with X(Aj) = , Aj+ 2 - X(Ai+2) > Aj/2 and x'(A') = x(Aj) - 1.
In this case, suppose D = {1, ei} ={1, e+1} C A( ), then A( ) = D x Ap. In the
other cases, Y is irreducible and Ap = A(Q).
(ii) The group A'P is trivial, except if c' is as in Proposition with X(Aj) , X(Ai+2)+
x(Aj) = Ai+2 and X'(A') = X(A)-1. In this case, we have A' {1,ei+16i2} c A'(').
Propositions 3.5.2 and 3.5.3 are proved entirely similarly as in the orthogonal Lie
algebra case. We describe the orbits c' and the varieties Y. The detail is omitted.
Assume ( corresponds to the form module V = *Wis(A1) G - D - *Wj,(A,), where
Ii = X(Aj) (notations are as in Proposition 2.2.7).
We regard V as an A = k[[t]]-module by E ait'v = ajTev. By Lemma 3.5.1, we
can identify Pg with P(W), where W = {v E kertjac(v) = 0}. Let E = kv E Y and
EL = f{v' E VL#(v', E) = 0}. The quadratic form a induces a well-defined quadratic
form d : E'/E - E'/E (note that E(, ) = 0) and T induces a linear map
: E -/E E'/E. Then at defines an element (' E sp(E/E)* = [*. Moreover,
(' C c', a = d and Te = T. We have the following cases.
(i) Assume 1 < j < s, Aj - 1 > Aj+1 and Aj - l, - 1 > Aj+1 - l+1±.
c' = *W11(A,)E - - -*W,(Aj - 1) - . -*WA, (As). Y = {ktA- wjtAjw - 0, w ( Im t}
if 1j = (A7 - 1)/2 or lj+1 = 17, Y = {ktAj-lwltAiw = 0, w ( Im t, a(t'l- w) $ 0},
otherwise. dim Y = 2j - 1.
(ii) Assume 1 < j s, A3 - 1 > Aj+1, 1j - 1 > lj+1 and l3 - 1 > [(Aj - 1)/2].
Let Y' = {ktAslwItAjw = 0, w ( Im t, a(t'i-1 w) = 0}. c' = *W1, (A1) (D .-. -
*W 1 (Aj - 1) ... *W 8,(As). Y = Y' except if Aa - la > Aj-1 - 1 j_1, for all Aa >
A3_1, and lj_1 = l > A-2 1, then Y = Y' - {E E Y'|xv'(Aj-1) = 1 jj1 - 1} (an open
dense subset in Y'). dim Y = 2j - 2.
3.6 Dual of odd orthogonal Lie algebras
Let G =O(2n + 1) = O(V, a). Let E NV.. Let V = V2m+1 W be a normal form
of ( (see subsection 2.3.3), #g and T : W -+ W defined for ( as in section 2.3.
3.6.1 The orbit c of ( is characterized by the following data (see section 2.3):
(dl) An integer 0 < m < n.
(d2) The sizes of the Jordan blocks of T give rise to a partition of 2n - 2m. We
write it as A, < A2 < - - A2,.
(d3) For each Aj, there is an integer X(Aj) satisfy Li < X(Aj) Aj. Moreover,
X(Aj) X(Ai-1), Ai - X(Aj) Ai- 1 - X(Ai-1), i = 2,. . ., 2s.
(d4) m > A2, - X(A2,).
Then m(Ai) is even for each Ai > 0. We write
( (or c) = (m; A, X) = (m; (A2s)x(A 2.) ... (A1)x(A))
The component group A( ) = ZG(()/ZG(() can be described as follows (see subsection
2.6.2). Let ej correspond to Aj, i = 1 ... , 2s. Then A( ) is isomorphic to the abelian
group generated by {qIlX(A) f A/2} with relations
(rl) 62 = 1,
(r2) q, = ei+1 if X(Aj) + X(Ai+1) > A+ 1,
(r3) E2, = 1 if X(A 2,) > m.
3.6.2 Let P be the stabilizer of a line E = {kv} C V in G, where a(v) = 0.
Lemma 3.6.1. E p' if and only if O3 (v, v') = 0 for any v' E V.
Proof. P is the stabilizer of the flag {0 C {kv} c {kv}' c V}. Write vi = v. There
exists vectors vi, i = 2,... , 2n+I1 such that vi, i = 1, . .. , 2n+1 span V and #3(vi, vj) =
3j,i+n, 1 i < j < 2n, #(vi, v2n+1) = 0, i = 1, .. ., 2n + 1, a(vi) = 0, i = 1, . .. , 2n,
a(v2n+1) = 1. Let x E np. We have xvi = 0, xvi aivi,i 74 1, n + 1, 2n + 1 and
xvn+1 = an+ivi + En 2 aVn+i + bv 2n+1, XV2n+1 = 0. Assume ((x') = tr(Xx') for
any x' E g. A straightforward calculation shows that tr(Xx) = Z 2 aji3 (vi, on+i) +
Z= 2 an+i01(vi, vi) + b~3 (vi, v2n+ 1). Thus if ( E p' then #l (vi, vi) = 0, i 74 n + 1.
Now let W be the subspace of V spanned by vi, i = 1, . .. , 2n. Then # is nondegen-
erate on W. We define a map T : W -+ W by #3(Tw, w) = #3 (w, w'), w, w' E W. Then
similar argument as in Lemma 2.3.12 shows that T is nilpotent. One easily shows that
Tvi = _L1 #3(v1, on+j)vn + E _1 # 1(vi, vj)vn+j. It follows that Tvi = # 1(vi, vn+1)v1
and thus # 1(vi, vn+1) = 0. The lemma follows.
3.6.3 Let c' = (m'; A', x') E fg(P ), Y = f(-(c') and X = p- 1 (Y) (see 3.2.10).
Proposition 3.6.2. We have dimX = dimBe if and only if (A', x') and m' satisfy
(a) or (b):
(a) Assume m - 1 > A2, - X(A 2 ,). m' = m - 1, A' = Ai and X'(A') = X(Ai),
i = 1,..., 2s. We have dimY = 0;
(b) Assume that Ai+ 1 = Ai > Ai- 1. m' =, = A, j 5 i + 1, i, Ai+ 1 = Ai+ 1 -
1, A' = Ai - 1, X'(A') = X(Aj), j # i, i + 1 and x'(A') = x'(Ai+ 1) E {x(Ai), x(Ai) - 1}
satisfies A'/2 < X'(A') A', x(Ai_1) < X'(A') < x(Ai-1) + Ai - Ai- 1 - 1. We have
dim Y = 2s - i + 1 if x'(A') = x(Ai) and dim Y = 2s - i if x'(A') = x(Ai) - 1.
From now on let c' be as in Proposition 3.6.2 and Ap, A' defined as in 3.2.10.
Proposition 3.6.3. The group ZG(Q) acts transitively on Y. The group Ap is the
subgroup of A( ) generated by the elements ei which appear both in the generators of
A( ) and of A'( '). The group A'P is the smallest subgroup of A'( ') such that the
map Ap -+ A'( ')/A'p given by ei " e' is a morphism.
Corollary. (i) The variety Y has two irreducible components (and |A( )/Ap| = 2)
if c' is as in Proposition 3.6.2 (b) with x(Ai) =A+, x'(A') = x(Ai) - 1, and Ai+ 2 -
x(Ai+2) 2 (Ai + 1)/2 if i < 2s - 1, m > (Ai + 1)/2 if i = 2s - 1. In this case,
suppose D = {1, e} = {1, ei+1} C A((), then A( ) = D x Ap. In the other cases, Y
is irreducible and AP = A( ).
(ii) The group A'P is trivial, except if c' is as in Proposition 3.6.2 (b) with x(A ) /
"i, x'(A') = x(Ai) - 1, and x(Ai+2) + x(Ai) = Ai+ 2 + 1 if i < 2s - 1, x(A) m + 1
if i = 2s - 1. We have A' = {1, e' 1 1i+ 2  c A'(') if i < 2s - 1 and A'= {1, E2  C
A'( ') if i = 2s - 1.
Write ( = V2m+1 E W, where W = W, (A) E ... - W,(A), Ili = x(Ai), Ai >
Ai+ 1 (notation as in section 2.3). Let {vi, i = 0,..., m} be the set of vectors as in
Lemma 2.3.5. We view W as a k[[t]] module by E ait'w = > a2Tw. It follows
from Lemma 3.6.1 that P6 is identified with P((kvo e ker t) n a- 1(0)) (O is the non-
degenerate quadratic form on V). Let E E Y and E' = {v' E V|1l(v', E) = 0}. The
bilinear form #3 induces a bilinear form #3 on E'/E. Then #& defines an element
(' E o(EI/E)* '= [*. We have that (' E c' and f3, = #3. The variety Y in various
cases is described in the following.
(i) Assume m > 1 and m - 1 > , - 11.
( = V 2m-1 E W1, (A,) E ... - W,(A,), Y = {kvo} consists of one point.
(ii) Assume Aj - 1j - 1 > Aj+1 - lj+1, Aj > Aj+1 + 1. Then m > 1.
= V2m+1e Wi (A)E.. -e Wj(Aj -1)e - - -e W,(As). Y = {kolv = avo+tAi-w, w E
W,tAjw = 0,w $ tW} if I = Aj/2 or lj+1 = lj; Y = {kvlv = avo + tAjlw,w E
W, tAjw =0, w $ tW, a(t'j- 1w) f a 2 ,1,,} otherwise. dimY = 2j.
(iii) Assume ij - 1 > lj+1, ij > [A/2] + 1,A > A+ 1 + 1.
= V2 m+1 e W 1 (A,) e -e W1 ,1 (Aj - 1) -- e W1,(A,). Y c Y' := {kvv =
avo + tAi-1w, w E W, tA w = 0, w $ tW, a(t'sj'w) - a2 6Jm,A1 _i} (for a description of
Y see below). dim Y = 2j - 1.
Case (i) is clear. We explain case (iii) in detail. Case (ii) is similar. Let E =
kv c Y, where v = avo + tA-1w. Let {U C V2m+1,i = 0, ... ,m - 1} be a set
of vectors as in Lemma 2.3.6. Assume a f 0. There exists wo E W such that
#(wo, tAj-iw) = 1 and a(wo) = 0. Let 70  awo + uo and we define V2m+1, W as
in Remark 2.3.9. Then V = e2m+1 E W (we can choose wo such that xpv(Ai) = li)
and E C W. Note that v - tAi- 1(), where Cv = w + Emo #(awo, t'w)vi E W and
c(t'i-NiC) = az(t's 1 w) + a 2 JmAj1
Now we can assume V = V2m+1 e W is a normal form of (, with E = kv C W
and v - tAj-lw, w E W. Then E/E = V2m+1 E (El n W)/E. We apply the results
for orthogonal Lie algebras to (EL n W)/E (see 3.4.4). Write W' = (El n W)/E.
The set Y = Y', except if j-_1 = 1j > A-1 , m > Aj_ - lj_1 and for all Aa > A- 1,
A, - 1a > Aj - 1j, then Y consists of those v such that xw'(Aj-1) =l -1.
3.6.4 We prove Proposition 3.6.3. In case (i), we have L = {kvo} c V2m+1. For any
g E ZG( ), we have that gvo = vo. Hence H = Zp( ) ZG( ), K = Zp( ) n ZGQO)
ZSG ) and Ap = A(s), A'= 1.
In cases (ii) and (iii), we can find a normal form V = V2m+ e W such that E c W
(see subsection 3.6.3). Let X(E) be the set of all such W. We first show that ZG ()
acts transitively on Y. Let Y = {(E, W)IE E Y, W E X(E)}. Then ZG( ) acts
transitively on pr2 (Y). Set Yw = pr21 (W) = {c E YIW E X(E)}. It follows from
the results in the orthogonal Lie algebra case that Zw acts transitively on Yw (see
Proposition 3.4.2). Then ZG( ) acts transitively on Y and hence acts transitively on
Y = pri(Y).
Fix E C Y and W E X(E). Let Zw and ZE be the stabilizer of W and E in ZG( )
respectively. The morphism Ap - A'((')/A' is induced by the natural morphism
ZE/IZ' -+ A'(('). Since X(E) is irreducible, ZE,w = ZE n Zw meets all the irreducible
components of Zr. Thus to study the morphism Ap -+ A'((')/A' , it suffices to study
the natural morphism ZE,w/ZEw - A'((').
The quadratic form a on V restricts to nondegenerate quadratic forms on W and
W'. Let G(W), G(W') be the groups preserving the respective quadratic forms
and g(W), g(W') the Lie algebras. The bilinear form #3 on V restricts to bilinear
forms on W and W'. Let (w and (wi be the corresponding elements in g(W)*
and g(WI)* respectively. Moreover, the bilinear form #4 induces a bilinear form on
W = (El n W)/E. Let (gj be the corresponding element in g(W)* and A'(( 1 ) =
ZG(W) (W IG(T)(
Let Z = {z C ZG(w)(w)|zE = E}. Since Zw ' ZG(w)(w ) x ZG(w-)( w ,
we have natural isomorphisms Zr,w ' Z x ZG(wL)( wl) and ZE,,w/Zr c Z/Z,0 X
A( w±). Note that A( wi) = {1}. On the other hand, we have a morphism A'( W) x
A( wi) -+ A'( ') which comes from the isomorphism E'/E li/EDW- and it is given
by the system of generators. It follows form the results for orthogonal Lie algebras
that the morphism Z/ZO -± A'((W) is given by generators (see Proposition 3.4.2). We
then deduce easily that A' and the morphism Ap -+ A'( ')/A' are as in Proposition
3.6.3.
3.7 Some combinatorics
In this section we recall some combinatorics from [L3, LS2]. The combinatorics goes
back to [LI], where it is used to parametrize unipotent representations of classical
groups. We will use the same kind of combinatorial objects to describe the Springer
correspondence for classical Lie algebras and their duals in characteristic 2.
3.7.1 Let r,s,rn E N = {0,1,2,...}, d E Z, e = [4] E Z ([-] means the integer
part). Let 1''"a be the set of all ordered pairs (A, B) of finite sequences of natural
integers A = (ai, a2 , . . . , am+d) and B = (bi, b2 ,. . . , bm) (for some m) satisfying the
following conditions: ai+1 - ai > r + s, iz ,. m + d - 1, bi+1 - bi + s,i=
1,... ,m-1,b1 2 s, Eai + Ebi = n+r(m+e)(m+d-e-1)+s(m+e)(m +d-e).
The set 1r'"5 is equipped with a shift o-r,s If (A, B) is as above, then -r,s(A, B)
(A',I B'), A' = (0, a1 +r + s, . .. , am+d +rT + S), B' = (s, bi + r + s,. . ., bm +r + s). Let
Xr's be the quotient of X'" by the equivalence relation generated by the shift and
Ud odd X". The equivalence class of (A, B) is still denoted by (A, B).
Assume s = 0. Then there is an obvious bijection Xro X '_, (A, B) -+ (B, A).
This induces an involution on each of the following sets Xn,even = Ud even xd, rodd
xnr'o Let yr (ep jnve(rs.XrUd odd ,. L Yn,ev (resp. Y odd) be the quotient of Xr,even (resp. n,,odd) by this
involution. For d > 0, the image of X in Yye or Yo is denoted d and the
image of (A, B) is denoted {A, B}.
3.7.2 When we consider simultaneously two elements (A, B) E X?" and (A', B') E
x ',s' with d - d' even, with A = (ai,... , am+d), B = (bi, . .. , bm) and A' = (a',
a'm+d,), B' = (b',. . . , b',), we always assume that we have chosen representatives
such that 2m + d = 2m' + d'. We use the same convention for {A, B} E Yd and
{A', B'} E Yr,s with d, d' > 0 and d - d' even.
There is an obvious addition Xn''" x X - Xn+4 ,(A, B) + (A', B') =
(A", B"), a' ai + a', b' = bi + b'. The same formula defines Y x Y',d n Y+nr'
Let A''1 E Xo'" (resp. A"'" C Xo''") be the element represented by (A, B) = (0, 0)
(resp. (A, B) = (0, 0)). If s = 0, let Ar,1 c Yor, (resp. Ar, E Yj 0 ) be the image
of Ao i (resp. A%). We have the following bijective maps: X'-+ X A -*
A + Aro'd, Y,0 Ynd, A " A + AM~, d = 0, 1.
Since Y0O, d > 1, and X 0'0 are obviously in bijection with the set of all pairs of
partitions (p, v) such that >pi + E vi = n and thus with W^, YO0O is in bijection
with the set of all unordered pairs of partitions {p, v} such that E pi+ E vi = n and
thus with W^ we get bijections
W^A~ X ,s, W^ ~4Yrl, W^' ~>Y o.
3.7.3 An element (A, B) E Xn'' is called distinguished if d = 0, ai 5 b1 < a2 <
<am bm or if d = 1, ai l b1 < a2 < am < b, am+1. An element
{A, B} E Yd (d > 0) is called distinguished if (A, B) or (B, A) is distinguished.
Let D"8 , D, ev, D,, D"' D', be the set of all distinguished elements in Xns,yevn yr xren yr dd ~d
n,odd' n,d respectively.
Assume r > 1. For (A, B) E Xr', we regard A, B as subsets of N. Two elements
(A, B), (C, D) E Xn" are said to be similar if A U B = C U D and A n B = C n D.
We define similarity in Yeven and yr,,dd in the same way.
Let S = (A U B)\(A n B). A nonempty subset I of S is called an interval of (A, B)
or {A, B} if it satisfies the following conditions:
(i) if i < j are consecutive elements of I, then j - i < r + s;
(ii) if i E I, j E S and i - j < r + s, then j E I.
We call I an initial interval if there exists i E I such that i < s and a proper interval
otherwise.
Let S C Xn" (resp. Y,,odd or Y,even) be a similarity class and (A, B) (resp.
{A, B})E S. Let E be the set of all proper intervals of (A, B) (resp. {A, B}). The
set A(E) of all subsets of E is a vector space over F 2 . If S c X' 5, it acts simply
transitively on S as follows. The image of (A, B) under F C E is the pair (C, D)
such that
A n I= D n1, B n I= C n Iif and only if I E F.
If S c Yodd (or Ynreven), as E transforms (A, B) to (B, A), the same formula defines
a simply transitive action of A(E)/{f0, E} on S. For A E X,2 (resp. Yjodd or Yrev
let V'S (resp. V ) denote the vector space A(E) (resp. A(E)/{f0, E}), where E is
the set of all proper intervals of A. For F E VA' (resp. Vi), let AF be the image of
A under the action of F.
3.7.4 Examples (1) X" and Y10 are used in [L2] to describe W^ and W^' re-
spectively.
(2) Assume char(k) # 2. Xb', Yeven and y2odd are used in [L3] to describe the
generalized Springer correspondence for Sp 2n, SO(2n) and SO(2n + 1) respectively.
(3) X2,2 and Y,4e'en are used in [LS2] to describe the generalized Springer corre-
spondence for unipotent classes of Sp(2n) (or SO(2n + 1)) and SO(2n) respectively.
(4) Y X3, and X =U eveX are used in [L5] to describe the gen-
()Y 1oddl Xn ad n~eve dee nd ue n[
eralized Springer correspondence for disconnected groups O(2n), G2n+1 with G0 type
A 2 n, and G2n with Go type A 2 ,-i respectively.
(5) We will use Xnn+l, Xn+1 ,n+1 and Yn+1. to describe the Springer correspon-
dence for o(2n + 1), sp(2n) and o(2n) (or o(2n)*). The set D2'n+1 (resp. D n+1,n+1
Dneen) is in bijection with the set of O(2n+ 1) (resp. Sp(2n), O(2n))-nilpotent orbits
in o(2n + 1) (resp. SP2n, o(2n)).
(6) We will use Ynl+dd and Xnlgn+ 1 to describe the Springer correspondence for
o(2n + 1)* and sp(2n)*. The set D,",ojd (resp. D n+1) is in bijection with the set of
O(2n + 1) (resp. Sp(2n))-nilpotent orbits in o(2n + 1)* (resp. -sp*,).
3.8 Springer correspondence for symplectic Lie al-
gebras
Assume G = Sp(2n). Let x E g be nilpotent.
3.8.1 The orbit c of x is characterized by the following data ([H)):
(dl) The sizes of the Jordan blocks of x give rise to a partition of 2n. We write it
as A, A2 < ... A2s+ 1 , where A = 0.
(d2) For each A%, there is an integer x(A2) satisfy 0 < X(A) K . Moreover,
X(Aj) > X(Ai-1), Ai - X(Aj) A- 1 - X(A-I), i = 2,. .. , 2s + 1.
We can partition the set {1, 2, ... , 2s + 1} in a unique way into blocks of length 1
or 2 such that the following holds:
(b1) If X(A%) = Aj/2, then {i} is one block;
(b2) All other blocks consist of two consecutive integers.
Note that if {i, i + 1} is a block, then Ai = Aj+ 1 and X(A%) = X(A+1).
We attach to the orbit c the sequence ci, ... , C2s+1 defined as follows:
(1) If {i} is a block, then ci = Ai/2 + (n + 1)(i - 1);
(2) If {i, i+1} is a block, then ci = Ai-X(Ai)+(n+1)(i--1), cj+1 = X(Ai+1)+(n+1)i.
Taking ai = c2i- 1, i = 1,... , s + 1, bi = c2i, i = 1, ... , s, we get a well defined element
(A, B) E X",ij,n+1 . We denote it pG(x), p(x) or p(c).
Lemma. (i) c '-4 p(c) defines a bijection from the set of all nilpotent Sp(2n)-orbits
in sp(2n) to Dn
(ii) AG(x)A is isomorphic to Vng,n+1
p(e)
Proof. (i) It is easily checked from the definition that p(c) E Dn+1 ,n+1 and the map
c -4 p(c) is injective. Note that X"i,n+j 1 - D n+1 ,n+1 is in bijection with WA^ and
the number of nilpotent orbits is equal to |W^ I by Spaltenstein [Spal]. Hence the
bijectivity of the map follows. In fact, given (A, B) E Dn+ , the corresponding
nilpotent orbit can be obtained as follows. Let ci < c2  ... - c2 +1 be the sequence
ai < b1 < ... a,+1. If cj+1 < ci + (n + 1), then {i, i + 1} is a block. We can recover
Ai = Ai+ 1 and X(Aj) = x(Ai+1) from (2) of the definition. All blocks of length 2 are
obtained in this way. For the other blocks, we can recover Ai and thus X(Aj) = Aj/2
from (1) of the definition.
(ii) One easily checks that (A, B) has no proper intervals. It follows that V'n+1p(x)
{0}. On the other hand, A(x) = 1 since ZG(x) is connected by [Spal]. L
3.8.2 Consider a pair (x, #) E 2t, then # =1.
Theorem 3.8.1. The Springer correspondence y, : 2 g -+ W^ Xn ,n+ is given by
(x, 1) p(x).
Remark. Theorem rewrites the description of Springer correspondence given by Spal-
tenstein [Spal] using pairs of partitions. Note that he works under the assumption
that the theory of Springer representations is valid for g in characteristic 2.
3.8.3 Let cre, be the nilpotent G-orbit in g which is open dense in the nilpotent
variety AN of g. Let co be the 0 orbit.
Lemma 3.8.2. The pair (creg, Q0) corresponds to the unit representation and the pair
(ctrivial, (0) corresponds to the sign representation.
Proof. One can show that the Weyl group action on H'(B) defined in section 1.6 co-
incides with the classical action. Assume x E WA^ correspond to the pair (c, F) E %0.
We write x = X(c,Y). Recall that we have the following decomposition <p!Qx IM[dim G-
n] = X(C ,) & IC( , F)[dim c]. Thus for x E K, H 2 i(B, Qi) = $(c,Y) X(c,T)
(N2i+dimc-dimG+nIC(U, F))x. Taking i =dimG-n and x = 0, we get HdimG-n(m, 01)
X(coQ) since A(co) = 1. It follows that X(co,0 ,) is the sign representation. Taking i = 0
and x = 0, we get H 0 (B,Q1) = X(cem,,) 0 (1i 01C(cre,QGi))o since A(creg) = 1. It
follows that x(cg,c,) is the unit representation. 1
Proof of Theorem 3.8.1. By the discussion in 3.2.10, it is enough to show that the
map -y. is compatible with the restriction formula (R). When n = 1, by Lemma
3.8.2, the pair (creg, 1) corresponds to the unit representation and the pair (co, 1)
corresponds to the sign representation. When n = 2, there are two representations
of W 2 restricting to unit representation and two representations of W 2 restricting
to sign representation. But again we know the pair (creg, 1) corresponds to the unit
representation and the pair (co, 1) corresponds to the sign representation. When
n > 3, we show that the map 7, is compatible with the restriction formula. Let x E g
and x' C I be nilpotent elements. Note that we have AG(x) AL(x') = 1. Hence it
is enough to show that
(1, Ex,2-) = (Reswt , pG(x), PL (X) W -1 (3.18)
Note that X" 1 ' =' 0 if d 1 is odd. Thus Xn+ln+1 = Xn"l,n+1 . Let (A, B) cn,d n,1
Xn+1 ,n+1 correspond to X E W^. The pairs (A', B') E X' 1 which correspond to the
components of the restriction of x to Wn_1 are those which can be deduced from
(A, B) by decreasing one of the entries ci by i and decreasing all other entries cj by
j - 1. This can be done if and only if i > 3 and ci - ci- 2 > 2n + 3, i = 2, ci 2 n + 2
or i = 1, c1 > 1. We write (A, B) -+ (A', B') if they are related in this way.
Now (3.18) follows since Sxx, # 0 if and only if x, x' are as in Proposition 3.8.3
(see below) if and only if pG(x) - PL(X)- El
3.8.4 Consider a nilpotent class c' C fx(Px) corresponding to (A'+1)x'(A',,)
(A')X'(A') (A', X'). Suppose Y = f 1 (c') and X = p; 1(Y) (see 3.2.8).
Proposition 3.8.3 ([Spal]). The group ZG(x) acts transitively on Y. We have
dim X = dim 8x if and only if (A', x') satisfies a) or b):
a) Assume Ai - Ai_ 1 2 2, X(Aj) = Aj/2 and X(Aj) > A, - Ai/2 + 1 for each j < i.
A = A, # i, A' = Ai - 2, X'(A ) = x(Aj) for each j # i and x'(A') = A'/2. In this
case dimY = 2s - i + 1.
b) Assume A1 = A > Ai-1. A'= A, j # i, i+ 1, A'+1 = A' = Ai - 1, x'(A) = x(Aj)
for each j h i, i + 1 and x'(A') = x'(Ai+ 1 ) E {x(A), X(Aj) - 1} satisfy 0 < X'(A') <
A//2, x(Ai-1) < x'(A') < x(Ai_1) + Ai - Ai_ 1 - 1. We have dim Y = 2s - i + 1 if
x'(A') - x(Aj) and dim Y = 2s - i if x'(A') = x(Aj) - 1.
3.9 Springer correspondence for orthogonal Lie al-
gebras
3.9.1 In this subsection we assume G = O(2n + 1).
Let x = (A2s+1)x(A2 ,+l) ... (Al)x(A) E g be a nilpotent element (see 3.4.1). Assume
A = 0. There exists a unique 3 < mo < 2s+ 1 such that mo is odd and Amo > Amo-.
We have x(Aj) = A if j mo; A23 = A23 1 , j # m-1 and Amo = Amo- + 1.
We attach to the orbit c of x the sequence c1 , ... , c2,+1 defined as follows:f g - X(Ag) + n + 1 + (j - 1)(n + 3) if 2j < mo(1) c23 =
A2 - X(A 2) + 1 + n + 1 + (j - 1)(n + 3) if 2j 2 mo
(2) ~j-1 X(Akj-1) + (j - 1)(n + 3) if 2j - 1 < mo(2) c2J-1 =
X(A2 3 _)- 1-+(j-1)(n+3) if2j-1 > mo
Taking ai = c2 =c2i = 1,... Is + c i = 1, .. . , s, we get a well-defined element
(A, B) C X 7+1 . We denote it pG(x), p(x) or p(c).
Lemma 3.9.1. (i) c -4 p(c) defines a bijection from the set of all nilpotent O(2n+1)-
orbits in o(2n + 1) to Dn1
(ii) AG(x)A is isomorphic to V 2 ,+1.p(X)
Proof. (i) It is easily checked from the definition that p(c) E D,n+'1 and the map
c H p(c) is injective. Note that D,n+1 is in bijection with the set A consisting of all
pairs of partitions (p, v) such that E pi + E vi = n, vi < pi + 2. Since the number
of nilpotent orbits is equal to JAl by Spaltenstein [Spal], the bijectivity of the map
follows. In fact, given (A, B) E Dn+, the corresponding nilpotent orbit can be
obtained as follows. Let ci < c2 < - 5 c 2,+1 be the sequence ai 5 b1 < ... a,+1.
There exists a unique odd integer mo such that c 2j > (n + 1) + (j - 1)(n + 3) if and
only if 2j > mo. If j < M-i, then A2j = A2j+1 = X(2) = X(A2j+1) = c2j+1 -j(n+3).
Ifj > m 1, then \ 2j = A2j+ 1 = c2j + c 2j+ 1 - (2j - 1)(n + 3) - (n + 1) and X(2j) =
X(2+1) = c 2j+ 1 - j(n + 3) + 1. If j = then A2 = X(A2j) = A 2j+1 - 1 =
X(A2j+1) - 1 = C2j+1 - j(n + 3) + 1.
(ii) The component group AG(x) is described in 3.4.1. Let (A, B) = p(x) and
c1, ... , C2S+1 be as above. Let S = (A U B)\(A n B). Note that ci = 0, c2 , ... , cmo
all lie in S and they belong to the same interval, which is the initial interval. For
i > mO, X(Aj) f A/2 if and only if ci E S. The relations (r2) and (r3) of 3.4.1 say
that if ci, cj belong to the same interval of (A, B), then ej, ej have the same images
in A(x). Thus we get an element o- of A(x) for each interval I of (A, B) and o-2 1.
Moreover (r3) means that o0 = 1 if I is the initial interval.
The isomorphism V'"+1 -- AG(X) is given as follows. Let F C V '+1 We
associate to F the character of AG(x) which takes value -1 on a-, if and only if
I E F.
Let (x, #) E Qg. We have defined p(x). Let p denote also the map AG )+1A
Theorem 3.9.2. The Springer correspondence -y : g -> W Xn 1 is given by
(x, #) - P(X)p(O).
Proof. As in the proof of Theorem 3.8.1, it is enough to prove the map 7Y is compatible
with the restriction formula (R). Note that X2+ 1 = 0 if d # 1 is odd. Thus X2,n+ 1
X +1 . Let (A, B) E Xgn+1 correspond to X E W$^. The pairs (A', B') E X2n1 which
correspond to the components of the restriction of X to W,_ 1 are those which can
be deduced from (A, B) by decreasing one of the entries ai by i (or bi by i + 1) and
decreasing all other entries aj by j - 1, by by j. We can decrease ai by i (resp. bi
by i + 1) if and only if i > 2, ai - ai_1 2 n + 4 or i = 1, ai > 1 (resp. i > 2,
bi - bi_ 1  n + 4 or i = 1, bi > n + 2). We write (A, B) -+ (A', B') if they are related
in this way. Suppose that (A, B) -+ (A', B'). One can easily check that if (A, B) and
(A', B') are similar to A E D2,n+1 and A' c D '21+ respectively, then A -+ A'.
Let x C g nilpotent and x' C [ nilpotent. Then S2, # 0 if and only if x, x' are
as in Proposition 3.4.1 if and only if A = PG(x) -> A' pL(x). To verify the map is
compatible with the restriction formula, it is enough to show that the set
{(F, F') E V X V,2 ? )AF -- A (3.19)
is the image of the set
{(#,#') E AG(X) x AL(x Ex #' 0} (3.20)
under the map p.
Let ci < - - C2,+1 and c' < ... c' 1 correspond to A and A' respectively.
Then AG(x) is generated by {Eilci f cj,Vj # i}, AL(x') is generated by {e'ilc' #
c ,Vj / i} and AF is generated by {eici # cc # cj,Vj # i}. There are various
cases to consider. We describe one of the cases in the following and the other cases
are similar.
Assume C2k+1 > c2k + 1, C2k+2 = C2k+1 + n + 2 and c'2 k+ = c2k+1 - (k + 1),
2i+1 = c2i+1 - i,i / k, c'2i =c2 - i, i = 1, ... , s. Let I (resp. I') be the interval of
A (resp. A') containing c2k+1 (resp. c'2k+1) and J' the interval of A' containing c'2k+2-
Note that c2j+ 1 - C2j < n+ 2, except if x = (n + 1)n+1nni. In the latter case A(x) = 1.
Moreover c2j+ 2 - c2j+ 1 2 2. Hence all other intervals of A and A' can be identified
naturally. There are two possibilities:
(i) I is a proper interval of A. Then AF - AF' if and only if
(a) F\{I} = F'\{I', J'};
(b) F n {I} = F' n {I', J'} = 0 or {I} C F, {I', J'} C F'.
On the other hand, AG(x) (resp. AL(x')) is an F 2 vector space with one basis el-
ement UK (resp. o-') for each proper interval K of A (resp. A') and Sxx, is the
quotient of AG(x) x AL(x') by the subgroup Hxx, generated by elements of the form
0--',I -i0-'cj, I-K' with K a proper interval of both A and A'. Now the compatibility
between (3.19) and (3.20) is clear.
(ii) I is an initial interval of A. Then AF - AF' if and only if F = F'. On the
other hand, AG(x), AL(x') and Sx,,, are obtained by setting a- = 0', = 1 in (i). Again
the compatibility between (3.19) and (3.20) is clear. L
3.9.2 In this subsection we assume G = SO(2n), G = O(2n) and g = o(2n). We
describe i" : t - WA^' instead of -y, : Qg - (W')^ (see 3.2.4).
Let x = (A2,)X(S) - - - (Al)x(A1 ) C g be a nilpotent element (see 3.4.1). Note that
Ai_1=  A2 . We attach to the orbit c of x the sequence c1,..., C2, defined as follows:
(1) C2j = X(A2) + (j - 1)(n + 1),
(2) c2j-1 = A 2 j-1 - X(A 2 j-1) + (j - 1)(n + 1).
Taking ai = c2i- 1 , b = c2 ,= 1,..., s, we get a well defined element {A, B} E
YV+1. We denote it pG(x), p(x) or p(c).
Lemma. (i) c - p(c) defines a bijection from the set of all nilpotent O(2n)-orbits in
o(2n) to D,"jen.
(ii) AG(X) is isomorphic to Vn1 .
p(x)
Proof. (i) It is easily checked from the definition that p(c) E Dnen and the map
e-4 p(c) is injective. Note that Dnen is in bijection with the set A consisting of
all pairs of partitions (p, v) such that E pi +E vi = n, vi - pi. Since the number of
nilpotent O(2n)-orbits in o(2n) is equal to JAl by Spaltenstein [Spal], the bijectivity
of the map follows. In fact, given {A, B} E D,en with preimage (A, B) E D," "
the corresponding nilpotent orbit can be obtained as follows. Let ci : c2 <- -< C2s
be the sequence ai bi 5 - - a, : b. We have A2y = A2 - 1 = c2j + c2j-1 (2j -
2)(n + 1) and x(A2j) = x(A2j-1) = C2j - (j - 1)(n + 1).
(ii) The component group AG(x) is described in 3.4.1. Note that in this case, the
condition (r3) is void. By similar argument as in the proof of Lemma 3.9.1 (ii), one
shows that Ar(x) is a vector space over F 2 with basis (0I)IEE, where E is the set
of all intervals of p(x). Since AG(x) consists of the elements in Ao(x) which can be
written as a product of even number of generators, from the natural identification
A6(x)^ = A(E), we get the isomorphism AG(X)^ = A(E)/{0, E} = Vnj. E
Let (x, #) C 2tg. We have defined p(x). Let p denote also the map AG(X)A -
Theorem 3.9.3. The Springer correspondence ig : tg - WA' c Yn+1 is given by
Proof. Again it is enough to prove the map i7 is compatible with the restriction
formula (R). Note that Y fl = 0 if d > 0 is even. Thus Yn , even yn 1  Let
{A, B} E Ynn+' correspond to X c W"^'. The pairs {A', B'} E Y§"_1,even which
correspond to the components of the restriction of x to W' 1 are those which can
be deduced from {A, B} by decreasing one of the entries ai by i (or bi by i) and
decreasing all other entries aj by j - 1, bj by j - 1. We can decrease ai by i (resp.
bi by i) if and only if i > 2, ai - ai_1 > n + 2 or i = 1, ai > 1 (resp. i > 2,
bi - b_ 1 2 n + 2 or i = 1, bi > 1). We write {A, B} - {A', B'} if they are related in
this way. Suppose that {A, B} -+ {A', B'}. One can easily check that if {A, B} and
{A', B'} are similar to A E Dn+en and A' E Dn_ ,even respectively, then A -± A'.
Let x E g nilpotent and x' C [ nilpotent. Then S' # 0 (.=- Sxx, 7 0) if and
only if x, x' are as in Proposition 3.4.1 if and only if A = pG(x) -> A' = pL(x'). Let
cI < ... c2 and c' < ... c' correspond to A and A' respectively. Then Aa(x)
is generated by {eilci c , Vj # i}, AL(x') is generated by {e'I c' # cj, Vj 4 i} and
Ap is generated by {Elci # cy, c'# c[, Vj # i}. The discussion in 3.2.9 allows us to
compute E2,x, and the set {(#, #') E AG(X) x AL(XI') 1(0@', Ex,x') = 0}. One verifies
the compatibility with the set { (F, F') C V 1  x V ,IAF -+ A',} under the mapPG(x) PL (X')F
p as in the proof of Theorem 3.9.2. L
3.10 Springer correspondence for duals of sym-
plectic and odd orthogonal Lie algebras
3.10.1 We assume G = Sp(2n) in this subsection. Let ( = (A2s+1)x(A2 +1 ) ... (A1)x(Al)
E g* be nilpotent (see 3.5.1), where A, = 0. We have A23 = A2 1. We attach to the
orbit c of ( the sequence c, .. . , C2,+1 defined as follows:
(1) c2 -= A 2j - X(A 2) + n + 1 + (j - 1)(n + 2),
(2) c2j-1 = X(A2j-1) + (j - 1)(n + 2).
Taking ai = c2i- 1 , i = 1,. .. , s + 1, bi = c2i, i = 1,... ,s, we get a well-defined
(A, B) E Xnj+1 . We denote it pG(), p() or p(c).
Lemma. (i) c -* p(c) defines a bijection from the set of all nilpotent Sp(2n)-orbits
in sp(2n)* to Dn
(ii) AG(() is isomorphic to +1'~1
Proof. (i) It is easily checked from the definition that p(c) E DA'n+1 and the map
c-4 p(c) is injective. Note that D 1'n+ 1 is in bijection with the set A consisting of all
pairs of partitions (p, v) such that E pi+ E vi = n, vi :! pi + 1. Since the number of
nilpotent orbits is equal to JAl by Corollary 2.5.7, the bijectivity of the map follows.
In fact, given (A, B) E Dl,n+1, the corresponding nilpotent orbit can be obtained as
follows. Let ci < c2  <_ C-2,+ be the sequence ai < b1 < ... < a,+1. Then A23 -
j + 1= c2 i+ c2 +1 -(2j-1)(n+2) - (n+1) and X(A2j) = X(A 2j+1) = c2j+1 -j(n+2),
j 1, ... s , =0.
(ii) The component group AG( ) is described in 3.5.1. Let (A, B) = p(() and
ci,. .. , c2 s+1 be as above. Let S = (A U B)\(A n B). Then X(Aj) -$ (Ai - 1)/2 if and
only if ci E S. The relation (r2) of 3.5.1 says that if ci, cj belong to the same interval
of (A, B), then ei, ej have the same images in AG( ). Thus we get an element a- of
AG() for each interval I of (A, B) and a2 = 1. Moreover (r3) means that o- = 1 if
I is the initial interval.
The isomorphism V"+1 -+ AG(()^ is given as follows. We associate to F the
character of AG( ) which takes value -1 on o-, if and only if I C F. E
Let ((, #) E Qg.. We have defined p((). Let p denote also the map AG(0) -+ y+1
Theorem 3.10.1. The Springer correspondence 7.. : W^ a X is given by
( ' 4) - 0PO
Proof. By similar argument as in the proof of Theorem 3.8.1, it is enough to prove
the map y. is compatible with the restriction formula (R'). Note that X1 '+ 1 if
d / 1 is odd. Thus Xnl,n+ 1 = Xn+1. Let (A, B) E Xn,n+1 correspond to X E W^.
The pairs (A', B') E X'_j1 which correspond to the components of the restriction of x
to Wn_ 1 are those which can be deduced from (A, B) by decreasing one of the entries
ai by i (or bi by i + 1) and decreasing all other entries a, by j - 1, bj by j. We can
decrease ai by i (resp. bi by i + 1) if and only if i > 2, ai - a_ 1 2 n + 3 or = 1,
ai 1 (resp. i > 2, b i- 1  n+3 or i = 1, bi > n+2). We write (A, B) -> (A', B')
if they are related in this way. Suppose that (A, B) -+ (A', B'). One can easily check
that if (A, B) and (A', B') are similar to A E D',n+1 and A' c D'_n1 respectively, then
A - A'.
Let ( E g* and (' G [* be nilpotent. Then Sg # 0 if and only if (, ' are
as in Proposition 3.5.2 if and only if A = PG() - A' PL('). The verification of
compatibility with restriction formula is entirely similar to that in Theorem 3.9.2. E
3.10.2 We assume G = O(2n + 1) in this subsection.
Let ( = (m; (A2s)x(A2 .) ... (A1)x(Al)) E g* be nilpotent (see 3.6.1). We have A2 1 =
A2j. We attach to the orbit c of ( the sequence c1, ... , c2,+1 defined as follows:
(1) c2 j = X(A 2) + (j - 1)(n + 1), j = 1, ... ,s
(2) c2j-1 = A2-1 - X(A2j-1) + (j - 1)(n + 1), j = 1,. .. ,
(3) C2s+1 = m + s(n + 1).
Taking ai = c2i- 1, i = 1,.. . , s+1, bi = c2 i, i = 1,... , s, we get a well defined element
{A, B} c Y,+1. We denote it pG(), p(() or p(c).
Lemma 3.10.2. (i) c + p(c) defines a bijection from the set of all nilpotent O(2n+1)-
orbits in o(2n + 1)* to D "+ 1n, odd~
(ii) AG(O) is isomorphic to V +
Proof. (i) It is easily checked from the definition that p(c) E Dnd and the map
c h-4 p(c) is injective. Note that D n 1  is in bijection with the set A consistingn,odd
of all pairs of partitions (p, v) such that E pli + E vi = n, pi+1 < vi. Since the
number of nilpotent orbits is equal to JAl by Corollary 2.5.7, the bijectivity of the
map follows. In fact, given {A, B} E Dn,od with inverse image (A, B) E Dn" ', the
corresponding nilpotent orbit can be obtained as follows. Let c1 < c2 < - C2s+1
be the sequence ai < bi < - a,+ 1 . Then A23 = A2 - 1 = c2j+c 2 -1-(2j-2)(n+1),
X(A2j) = X(A2j-1) = c- (j - 1)(n + 1), j = 1, ... , s and m = C2,+1 - s(n + 1). The
corresponding orbit is (in; (A2s)X(A 28 ) - (A1)x()).
(ii) The component group AG() is described in 3.6.1. Let {A, B} = p((), (A, B)
and Ci, ... , c2 s+1 be as above. Let S = (A U B)\(A n B). Note that c2 . < C2s+1, thus
c2s+1 E S. For i = 1,.. . , 2s, X(Aj) # Ai/2 if and only if ci E S. The relation (r2) of
3.6.1 says that for 1 < i < j < 2s, if ci, c3 belong to the same interval of {A, B}, then
ei, ej have the same images in AG( ). Let Io be the interval containing C2s+1. The
relation (r3) says that ei = 1 if ci E Io. Thus we get an element o-x of AG( ) for each
interval I # Io of {A, B} and o = 1.
The isomorphism V+ 1 -+ AG ()A is given as follows. Let F c V+ 1 = A(E)/{0, E}
and F the inverse image of F in A(E) that does not contain Io. We associate to F
the character of AG() which takes value -1 on o1 if and only if I E F. El
Let ((, #) E 2g.. We have defined p((). Let p denote also the map AG ()A Vs'.
Theorem 3.10.3. The Springer correspondence 7.- : 2(g. WA ' nd is given by
( , 0) - 0 0
Proof. Again it is enough to prove the map -yg. is compatible with the restriction
formula (R'). Note that Yn+1 = 0 if d # 1 is odd. Thus Y odd Yn+1 Let
{A, B} E Y +d with inverse image (A, B) E Xj" '0 correspond to X E WA^. The
pairs {A', B'} C Yn-1,odd with inverse images (A', B') C X"'0 1, which correspond to
the components of the restriction of X to Wn_ 1 are those which can be deduced from
(A, B) by decreasing one of the entries a2 by i (or bi by i) and decreasing all other
entries a3 by j - 1, by by j - 1. We can decrease a2 by i (resp. bi by i) if and only
if i > 2, ai-a 1 2 n + 2 or i = 1, ai 1 (resp. i > 2, b _-b1  n + 2 or i = 1,
bi 2 1). We write {A, B} -± {A', B'} if they are related in this way. Suppose that
{A, B} -+ {A', B'}. One can easily check that if {A, B} and {A', B'} are similar to
A E D "+1 and A' E Dn1,dd respectively, then A - A'.
Let ( E g* and (' E r* be nilpotent. Then Se, # 0 if and only if (,(' are as
in Proposition 3.6.2 if and only if A = PG( ) -4 A' = pL(W). To verify the map is
compatible with the restriction formula, it is enough to show that the set
{(F, F') E V" X V |AF - A'} (3.21)
is the image of the set
{(#,#') E AG) AL ( ( , E 0} (3.22)
under the map p.
Let ci - - - cS+1 and c' - - - 2 c + 1 correspond to the pre-image (A, B) and
(A', B') of A and A' in Dn 1 '0 and D"', respectively. Then AG( ) is generated by
{eilci / cj,Vj # i}, AL((') is generated by {e'Ic' 7 cj,Vj # i} and AF is generated
by {EIci 7 cj, c' / cj,Vj /h i}. There are various cases to consider. We describe one
of the cases in the following and the other cases are similar.
Assume k 2 1, c2k > c2k-1+1, c2k+1 = c2k+n and c2k = c2-k, c' = c2i-(i-1),i 7
k, c2i+ 1 = c2i+ - i, i = 1,... ,s. Let I (resp. I') be the interval of A (resp. A')
containing c2k+1 (resp. c2k+l) and J' the interval of A' containing c'2k. Note that
c2j - c2j-1 = 2X(A2j) - A23 < n and C2j+1 - c2j = n + 1 + A2j+ 1 - X(A2j+1) - X(A2j) > 2,
except if m = 0, X(A 2,) = A2 = n. In the latter case, (' correspond to m' = 0,
X'(A') = A' n - 1 and AG( ) = AL((') = 1. Hence all other intervals of A and A'
can be identified naturally. Let Io (resp. I) be the interval of A (resp. A') containing
c2,+1 (resp. c'2,+ 1 ) There are two possibilities:
(i) I # 1o. Let F (resp. F') be the pre-image of F (resp. F') in A(E) (resp.
A(E')) that does not contain Io (resp. 1). Then AF - AF' if and only if
(a) F\{I} = F'\{I', J'};
(b) F n {I} = F' nf {I', J'} = 0 or {I} C F, {I', J'} c F'.
On the other hand, AG( ) (resp. AL(')) is an F 2 vector space with one basis element
JK (resp. o) for each interval K f 1o (resp. K f 16) of A (resp. A') and Seg is the
quotient of AG( ) x AL( ') by the subgroup Hgg generated by elements of the form
Uio4', OurO'/, cUKcT/ with K # Io an interval of both A and A'. Now the compatibility
between (3.21) and (3.22) is clear.
(ii) I = 1o. Then AF -+ AF if and only if F = F'. On the other hand, AG( ),
100
AL(i') and S, are obtained by setting o = = 1 in (i). Again the compatibility
between (3.21) and (3.22) is clear. E
3.11 Complement
3.11.1 In [L7], Lusztig gives an a priori description of the Weyl group representa-
tions that correspond to the pairs (c, 1) under Springer correspondence, where c is a
unipotent class in G or a nilpotent orbit in g. We list the results of [L7] here.
Let R be a root system of type B2, C,, or D, with H a set of simple roots and W
the weyl group. There exists a unique ao E R\J such that a - ai ( R, V ac E U. Let
J C H U {ao} be such that J = |JI. Let Wi be the subgroup of W generated by
sc, a E J.
(i) Denote Sw the set of special representations of W. The set of unipotent classes
when char(k) # 2 is in bijection with the set SN = {jWE, E E Sw-} (see [L2, L3]),
where W* is defined as Wj by taking ao such that do - di ( RV a E 1 (ft is the
coroot lattice and do, di are coroots).
(ii) The set of unipotent classes when char(k) = 2 is in bijection with the set
SWy = {jE, E E SN,} (see [L6]).
(iii) The set of nilpotent classes when char(k) = 2 is in bijection with the set
7W defined by induction on |WI as follows (see [L7]). If W = {1}, 7 = WA. If
W $ {1}, then 7W is the set of all E C WA such that either E E St, or E = jgEi
for some Wj # W and some Ei E 7 .
3.11.2 One can show that the set of nilpotent orbits in g* when char(k) = 2 is
in bijection with the set 7 defined by induction on |W| as follows. If W = {1},
T* = WA. If W f {1}, then 7, is the set of all E E WA such that either E E SW
or E = jgFEi for some W* # W and some Ei E 2*, where W* is defined as in
3.11.1 (i).
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Chapter 4
Dual of Exceptional Lie Algebras
4.1 Introduction
Let G be a connected semisimple algebraic group defined over an algebraically closed
field k of characteristic exponent p ;> 1 and g the Lie algebra of G. Let g* be the
dual vector space of g. We show that the number of nilpotent G-orbits in g* is finite.
It suffices to assume that G is simple and simply connected. The nilpotent orbits for
type B, C or D have been studied in chapter 2. In this chapter we study the nilpotent
G-orbits in g* when G is an exceptional group of type G2, F4 or E, (n = 6, 7, 8).
Denote O the set of nilpotent G-orbits in g* and 2 g the set of all pairs (c, F)
where c E Og* and F is an irreducible G-equivariant local system on c (up to isomor-
phism). Denote W the Weyl group of G and W^ the set of irreducible representations
of W (up to isomorphism). In chapter 2, we have constructed a Springer correspon-
dence 7y. : WA -+ 2({- when G is of type B, C or D and p = 2. The same construction
gives an injective map 7 ,* : WA -> 2g- for G an exceptional group. Note that the
pairs (c, Q) lie in the image of the map 7y,*. Let 9j(g*) be the inverse image of the
set {(c, Qj)Ic E Og*} under the map -7g*. We describe the set 91(g*) explicitly and
give an a priori definition of this set following [L7].
In [K, Theorem 2.2], Kac constructs an invariant non-degenerate bilinear form
on a symmetrizable Kac-Moody Lie algebra over C. Assume G is of type G 2 and
p # 3, of type F4 , E6 or E7 and p # 2, or of type E8 (resp. G is of type E6 or
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E 7 and p = 2). Then the Cartan matrix is symmetrizable and one can apply the
method used in [loc.cit] to construct an invariant non-degenerate bilinear form (resp.
pairing) on g (resp. between g, (the Lie algebra of the simply connected group) and
gad (the Lie algebra of the adjoint group)). Thus in the above cases g* and g (resp.
g* and Oad) can be identified via the bilinear form (resp. pairing). It follows that the
nilpotent orbits in g* and g (resp. in g* and gad) are identified and the set 91(g*)
(resp. 9i(g*)) is identified with the similarly defined set 91(g) (resp. 9 (gad)) for g
(resp. gad), which has been described in [Sp1, Sh2, AL, Spa3, HS, L7]. Hence it
remains to study the nilpotent orbits in g* and the set 9(g*) for G 2 in characteristic
3 and F4 in characteristic 2.
Let Fq be a finite field of characteristic 3 (resp. 2). From now on we assume G is
a connected group of type G 2 (resp. F4) defined over Fq.
4.2 Recollections and outline
4.2.1 Let T be a maximal torus of G, R the root system of (G, T) and H a set
of simple roots in R. We have a Chevalley basis {h 0, a E UI; ea, a C R} of g
satisfying [h0, hf] = 0; [h, e,3] = Aflep; [e0 , e_] = h,; [ea, e,] = 0, if a + # / R;
[ec, e] = N,Oea+,3, if a + / C R, where the constants A,fl and N,, are integers.
For each a C R, there is a unique 1-dimensional connected closed unipotent
subgroup Ua C G and an isomorphism x, of the additive group Ga onto U, such
that sx,(t)s 1 = x,(a(s)t) for all s E T and t C Ga. We assume that dx,(1) = e,
and n,(t) = x,(t)x_,(-t 1 )x,(t) normalizes T. Let t be the Lie algebra of T and
let t* = {{ E g*|((e) = 0, V a C R}. We define e' C g* by e'(t) 0; ea(e#) -
6-a,,V 3 E R and define h' E t* by h'(h) = a(h), V h C t. We have
xa(t ).= - t(h)e', & C t*; x,(t).e', = e',+ th'
za(t).e'= Z(-1)tMa,-iap,ieI ±+, a 7 -#, (4.1)
where M,, = !Nc,Na,+ -... No,(i-l),+ (for determination of structural constants
N,,3 see [Ch]).
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4.2.2 Let B be the Borel subgroup UT of G, where U = {HaCR x(t), ta C
Ga}. By Bruhat decomposition, every element in G can be written uniquely in
the form bnn,, for some w E W = NT/T, some b E B and some uw C Uw =
{a>,w(a)<X Xa(ta)Ita E Ga}, where n, is a representative of w in NT. We can
choose nc, = n,(1) to be the representative of the simple reflections s, a C II.
4.2.3 We study the nilpotent G(Fq)-orbits in g(Fq)*. The strategy is as follows.
We find representatives for the nilpotent orbits and calculate the number of rational
points in the centralizers and thus count the number of rational points in each orbit.
Then we show that the numbers of rational points in all orbits add up to q2 N, where
N is the number of positive roots in R. As the number of nilpotent elements in g(Fq)*
is q2 N (shown by G. Lusztig), we get all the orbits.
To compute the centralizer, we use Bruhat decomposition (see 4.2.2) and the
formulas (4.1). In particular, we need knowledge on the set {w c W IZG( )n(BwB) #
0}. We can assume that E C n* and thus ( = EcR ace'. Denote A = {a E
R+Ia, f 0}. For a, E R+, recall that we have order relation a > # meaning that
a - #3 can be written as a sum of positive roots. Let Ain be the set of minimal
elements in AC under this order relation. If ZG() n BwB f 0, then for any a EA in
there exists 13E Y such that w(a) > #.
4.2.4 For a parabolic subgroup P of G, let Up, np, L, 1, p*, n* , [* be as in 3.2.5.
Let c' be a nilpotent L-orbit in [*. Since g* has finitely many nilpotent G-orbits
(see sections 4.3 and 4.4), there exists a unique nilpotent G-orbit c in g* such that
cn(c'+n*p) is dense in c'+n*. Following [LS1], we say that c is obtained by inducing c'
from [* to g*. One can adapt the proof in [LS1] to show that the orbit c is independent
of the choice of P. We denote c = Indg.*c'.
4.2.5 Let C g*. For a Borel subgroup B of G with Lie algebra b and nilpotent
radical n, we define *= {- C g*|((n) = 0}. Let BG be the variety of all Borel
subgroups of G. We define B= {B E BG|I C b*}. We have
Propsition. dim BG = (dim ZG(() - dim T)/2.
The proposition is proved using induction on dim G and the following arguments.
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(a) Let L be a Levi subgroup of a proper parabolic subgroup of G. Assume 1 [*
is a nilpotent element such that dim ZLQ() 2 dim BL + dim T. Then dim ZG(0) =
2 dim BG + dim T. The argument is the same as [Spa2, 113.14].
(b) If ( lies in the orbit obtained by inducing the orbit of (' in [* (see 4.2.5), where L
is as in (a), and dim ZL(') 2 dim , + dim T. Then dim ZG(() 2 dim B + dim T.
The argument is the same as [LS1, Theorem 1.3].
4.2.6 We describe the set 9i(g*) following the methods used in [AL]. Let c C Og-
and ( E c. We write P ,G = y*(c,Q1). The map ( -> P ,G is determined by the
following properties for which the proofs are essentially the same as in [AL] and are
omitted.
(a) If ( lies in the orbit induced from the nilpotent orbit of (' E [*, where L is a
Levi subgroup of a proper parabolic subgroup of G, then P ,G w '(p', L), where W'
is the corresponding parabolic subgroup of W and j is the truncated induction (see
[AL] and the references there).
(b) bp dim B, where for p C Irr(W), bp is the minimal integer d such that
p occurs in the W-module T3d(V) of all homogeneous polynomials of degree d on the
reflection space V.
(c) If ( C r*, where L is a Levi subgroup of a proper parabolic subgroup of G, then
P ,G has non-zero multiplicity in Indw', ,L, where p3 ,L = E(-1)H(jf3L) and W' is
the corresponding parabolic subgroup of W.
4.2.7 Let Rv be the set of coroots. For a E R, we denote a' the corresponding
coroot. Define 0 = {# E RI3v _av Rv,V a c I}, and for a positive integer r, A' =
{J C 6|J is linearly independent and E1 ZaV/ r lE gglV is finite of order rk for
some k C Zyo}. For J E A', let Wj be the subgroup of W generated by the reflections
s, a C J. Following [L7], we define a set T defined by induction on |WI as follows.
If W = {1}, TW* = WA. If W # {1}, then T,* is the set of all E E WA such that
either E C S'y or E = , for some J E A' and some Ei C T*, where SWI is
defined as in [L2, 1.3]. The j-induction can be computed using the tables in [A]. One
can then verify easily that the set 9(g*) coincides with the set 7W (where p is the
characteristic exponent of the base field).
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4.2.8 For irreducible characters of Weyl groups of type G2 and F4 (in table 4.2 and
table 4.4), we use the same notation as in [A].
4.3 Type G2
We assume that H = {a, #} with a short and # long. Fix ( C Fq\{x 2 |X c Fq} and
z E Fq\{X3 + xIx C Fq}. The representatives ( for nilpotent G(Fq)-orbits in g(Fq)*
and the number of rational points in the corresponding centralizers are listed in Table
4.1. The map ( -+ p ,G (see 4.2.6) is described in Table 4.2.
Orbit Representative |ZG( ) (Fq)|
G2  e' +e' q2
G2 (ai) e' + e' 6q 4
G2 (ai) e' + - '3+ 3q 4
G2 (ai) e' - (e' 2q 4
A1  e'a q4 (q2 _ 1)
A1  e' q (q_ 2
0 0 q (q2 _ )(q6 -1)
Table 4.1:
Orbit of P p ,G Orbit of P p(,G
G2 X1,1 A1  X1,4
G2(ai) X2,1 0 X1,2
A1  X2,2
Table 4.2:
4.4 Type F4
We assume that U = {p, q, r, s} with p, q long, r, s short and (q, r) 7L 0. We denote
apbqcrds the root ap+bq+cr+ds. Fix r/ C Fq\{x2 +xx E Fq} and r E Fq\{x%+zlz C
Fq}. The representatives ( for nilpotent G(Fq)-orbits in g(Fq)* and the number of
rational points in the corresponding centralizers are listed in Table 4.3. The map
-> P(,G (see 4.2.6) is described in Table 4.4.
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Orbit Representative ( |ZG ()(Fq)|
Table 4.3:
Orbit of P p ,G Orbit of ( p ,G Orbit of P p(,G
F4  X1,1 (B3 )2  X2,1 A2  Xs,4
F4(ai) X4,2 C3(ai) X16,1 A1 + A 1  X9,4
F 4 (a 2 ) X9,1 B 2  X9,2 (A2 )2  X1,2
B3  X8,1 A 2 + A1  X6,1 A 1  X4,5
C3 Xs,3 A 2 + A1  X4,3 A1  X2,4
F4 (a3 ) X12,1 A 2  X8,2 0 X1,4
Table 4.4:
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F4
F4 (a1)
F4 (a1)
F4 (a2)
B3
C3
F4 (a3 )
F4 (a3 )
F4 (a3 )
F4 (a3 )
F 4 (a3)
(B3 )2
C3(a1)
C (0a1)
B 2
B 2
A2 + A1
A2 + A1
A2
A2 _
A1 +A1,
(A2)2
A1
A1
A1
0
e' + e' + e' + e'
p q re' + e' +e' +e'+
e' e, qr+ e'gr + es +y'~
e' + e' + e' e+e'92r
e' + e' r + e'qs5 + e grp qr rs q2r2s
e'+e'qe + e 'ep qrs + eq2r + epq2rs
e'+e' + e'es q2r q+ er
I + ee qr + eqrs + e'q2r + eq2r2s
e' + e'gr + e' q2r2s+
/ + /e
e pqr qrs + e'q2rs + eq2r2s + rlepq2r
e' + e' + e'/rs + e' I2
e pqr qrs q2r q2r2s Tepq2r2s
e'q+ e'r+e'p p r + e'q2r + +22 2s/e + e'epqr s + e'q2r
e/2~ + e g~ 2r + eea 2
p q~r q2r2
e'q + e-'q + q2rs ~ p
e /222 + e + are/
pq pqr qr lp~
epq9r + e'q2r 2sI
ppqr r'le+qep2q
ep2q2r + e 2r2s + eq2rqs
I / 2
epqrs + eq2rs
ep2q2r ± pq2r2s ± p2q3r2s
e p2q2r2s + p2q3rs
ep2q2r pq2r2s
ep2q3r2s
ep2q2r2s + e'2q3r2s + rlep2q4r2s
e2p3q4r2s
q 4
2q6
2q6
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gio
q 8 2  1_
24q 12
8q12
4q12
4q12
3q12
ql (q2 -1)
2q12(q2 - 1)
2q12(q2 - 1)
2q12(q2 - 1)2
2q12(q4 - 1)
q14 (q (q2  1)
g 14(q 2 _1)(gq 
_ 1)
q 2(q2 
_1)
q 20 (q2 
_W3
q 2(q 2 
_ 1)(q 6  1)
2q 21 (q2 _ 1(qs _ 1) (q4 _ 1
2q21(q2 _ (gs + 1)(q4 -_1
q 24(q 2  1)(q4 _ 1)(g _
q24(q 2 _ 1)(q 1)(q8 1 12
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