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УМОВИ ПРАКТИЧНОЇ СТІЙКОСТІ  
ДИСКРЕТНИХ СИСТЕМ І ФУНКЦІЇ ЛЯПУНОВА 
О.М. БАШНЯКОВ, В.В. ПІЧКУР, І.В. ХІТЬКО 
Розглянуто питання побудови оптимальних оцінок множин початкових даних 
та фазових обмежень для дискретних систем за допомогою методу функцій 
Ляпунова. Для лінійних дискретних систем за опуклих фазових обмежень 
одержано оптимальні оцінки множини початкових умов у вигляді кулі та 
еліпсоїда. 
ВСТУП 
Дослідження, пов’язані з дискретними системами, широко представлені 
в науковій літературі у зв’язку з розвитком обчислювальних методів і під-
ходів до моделювання та оптимізації складних систем. Крім того, поведінка 
значної кількості біологічних, соціальних, економічних, технічних систем 
описуються дискретними системами [1–6]. Результати, пов’язані з аналізом 
стійкості дискретних систем на основі методу функцій Ляпунова, висвітлено 
в роботах [7–22]. Важливим із прикладної точки зору є дослідження стій-
кості на фіксованому інтервалі часу при заданих фазових обмеженнях. Ос-
новні підходи до задач практичної стійкості висвітлено в роботах [8, 9, 15, 
16, 23–25], у працях [8, 9, 16, 24] розвиваються методи практичної стійкості 
дискретних систем. При цьому центральною постановкою є задача про зна-
ходження оптимальної множини початкових умов та її оцінка в еліпсоїдаль-
них формах. Такі задачі мають значне прикладне значення. Наприклад, для 
розрахунку області захоплення частинок у процес прискорення, у системах 
прискорення і фокусування необхідно застосовувати чисельні алгоритми 
визначення оптимальних областей практичної стійкості [8, 23]. 
Робота присвячена побудові оптимальних оцінок множин початкових 
даних та фазових обмежень для дискретних систем за допомогою методу 
функцій Ляпунова. Одержано необхідні та достатні умови практичної стій-
кості, запропоновано підхід до знаходження функції Ляпунова. На основі 
отриманих тверджень досліджується задача практичної стійкості лінійних 
дискретних систем за опуклих фазових обмежень. Одержано оптимальні 
оцінки множини початкових умов у вигляді кулі та еліпсоїда, а також оцінки 
фазових обмежень за умови поділу.  
Мета роботи — побудова необхідних і достатніх умов практичної стій-
кості дискретних систем із використанням функції Ляпунова, а також зна-
ходження оптимальних оцінок множини початкових умов у вигляді кулі та 
еліпсоїда, і оцінок фазових обмежень у задачі практичної стійкості лінійних 
дискретних систем за опуклих фазових обмежень. 
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ТЕОРЕМА ПРО ПРАКТИЧНУ СТІЙКІСТЬ ДЛЯ ДИСКРЕТНИХ СИСТЕМ 
Розглянемо дискретну систему 
 )),(()1( kxfkx k=+   ,1,...,1,0 −= Nk  (1) 
де DDxfk →:)(  — n -вимірні вектор-функції, nRD ⊂ . Позначимо 
),()( 0xkxkx =  — розв’язок системи (1) за умови 0)0( xx = , .,...,1,0 Nk =  
Нехай DG ⊂0  — множина початкових умов, Dk ⊂Φ , Nk ,...,1,0=  — 
множина фазових обмежень, kΦ∈ int0 , Nk ,...,1,0= , 0)0( =kf , 
1,...,1,0 −= Nk . 
Означення 1 [8]. Нульовий розв’язок системи (1) називається 
},0,,{ 0 NG kΦ -стійким (внутрішньо },0,,{ 0 NG kΦ -практично стійким), як-
що kxkx Φ∈),( 0 , для всіх 00 Gx ∈ , .,...,1,0 Nk =  
Максимальну за включенням множину всіх початкових умов, для яких 
виконується означення 1, позначимо *G . 
Лема 1. Якщо для функції DDf →: , nRD ⊂  виконується умова 
)()( yfxfyxa −≤− , 0>a , Dyx ∈, , то функція f  є ін’єктивною 
в області D . 
Доведення. Нехай існує Dz∈  таке, що zxf =)( , zyf =)(  та yx ≠ . 
Тоді yxayfxfzz −≥−=−= )()(0 . Звідси отримуємо yx = . Лему до-
ведено. 
Теорема 1. Нехай kΦ , Nk ,...,1,0=  — компакти, функції )(xfk , 
1,...,1,0 −= Nk  неперервні в області D  і знайдуться такі додатні константи 
ka , 1,...,1,0 −= Nk , що )()( yfxfyxa kkk −≤− , Dyx ∈, , ...,1,0=k  
1,... −N . Для того, щоб система (1) була { }NG k ,0,,0 Φ -стійкою необхідно 
і достатньо, щоб існували функції Ляпунова )(xVk , Nk ,...,1,0=  такі, щоб 
справджувалися співвідношення: 
 }1)(:{ 00 ≤∈⊆ xVRxG n , (2) 
 ,,...,1,0,}1)(:{ NkxVRx kk
n =Φ⊆≤∈  (3) 
 .1,...,1,0),())((1 −=≤+ NkxVxfV kkk  (4) 
Доведення. Достатність [8]. Доведемо від супротивного. Нехай існу-
ють функції )(xVk , Nk ,...,1,0= , що задовольняють умовам (2)–(4), але для 
розв’язку системи (1) порушується означення 1. Тоді знайдуться 00 Gx ∈ , 
Nk ≤≤0  такі, що kxkx Φ∉),( 0 . Згідно з (3) 1)),(( 0 >xkxVk . Враховуючи 
(4), отримуємо )),0(()),1(()),((1 00010 xxVxkxVxkxV kk ≤≤−≤< − … . З умо-
ви (2) маємо 00 Gx ∉ , що суперечить припущенню. 
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Необхідність. Оскільки kΦ , Nk ,...,1,0=  — компакти, то оптимальна 
за включенням множина початкових умов *G  є компакт. Нехай )(⋅α  — ви-
значальна функція множини *G . Це означає, що )(⋅α  є неперервною функ-
цією з nR  в 1R , функція 1)( <xα  при *int Gx∈ , 1)( =xα  при *Gx ∂∈  
та ,1)( >xα  якщо *Gx∉  [23]. З леми 1 випливає, що існують обернені 
функції )(xkψ , Nk ,...,1=  такі, що ))(()1( kxkx kψ=− , Nk ,...,2,1= . Вве-
демо функцію xx =)(0ψ . Тоді ))...)((...(()()0( 100 xxxx kk ψψψϕ === , 
Nk ,...,1,0= . 
Виберемо функції Ляпунова у вигляді ))(()( xxV kk ϕα= , Nk ,...,1,0=  
і покажемо, що вони задовольняють умовам (2)–(4). Для довільного 
*00 GGx ⊆∈  маємо 1)())(()( 00000 ≤== xxxV αϕα . Отже, умова (2) вико-
нується. Справджується рівність )()),(( 00 xxkxVk α= , Nk ,...,1,0= , тому 
умова (4) теж виконується. Припустимо, що існують 00 Gx ∈  та Nk ≤≤0  
такі, що 1),(( 0 ≤xkxVk , але kxkx Φ∉),( 0 . Тоді == ))(()),(( 0 xxkxV kk ϕα  
1)( 0 ≤= xα . За означенням визначальної функції *0 Gx ∈ , а отже 
kxkx Φ∈),( 0 , Nk ,...,1,0= . Це суперечить припущенню. Отже, умова (3) 
виконується. Теорему доведено. 
Наслідок 1. Якщо фазові обмеження kΦ , Nk ,...,1,0=  — компакти, то 
для дослідження { }NG k ,0,,0 Φ -стійкості можна використовувати функцію 
Ляпунова у вигляді: 
 
{ }
{ }⎪⎩
⎪⎨
⎧
∈∈−−
∈∈−+
=
∂∈
∂∈
.)(:,)(min1
,\)(:,)(min1
)(
*
*
0
0
Gzzxyx
GDzzxyx
xV
kkGy
kkGy
k ϕϕ
ϕϕ
 
УМОВИ ПРАКТИЧНОЇ СТІЙКОСТІ ЛІНІЙНИХ СИСТЕМ ІЗ ФАЗОВИМИ 
ОБМЕЖЕННЯМИ У ФОРМІ МНОГОКУТНИКА 
Розглянемо лінійну однорідну систему 
 ),()1( kxAkx k=+  ,1,...,1,0 −= Nk  (5) 
де  kA  — невироджені матриці розмірності nn× . Нехай множина початко-
вих даних обирається з класу 
 { }0:)0(1 ≥= rKW r , (6) 
де )0(rK  — круг радіуса r  із центром у початку координат. Фазові обме-
ження задаються у формі многокутника 
 { }∩n
s
sk
n
k xlRx
1
1,:
=
≤〉〈∈=Φ ,  Nk ,...,1,0= , (7) 
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де nsskl 1}{ =  — системи лінійно незалежних векторів, .,...,1,0 Nk =  Розв’язок 
системи (5) можна записати у вигляді )0()( xQkx k= , 01... AAQ kk −= , 
.,...,1 Nk =  Позначимо ,0 IQ =  де I  — одинична матриця. Оскільки мат-
риці kA , Nk ,...,1,0=  — невироджені, то покладемо xQx kk 1)( −=ϕ , 
.,...,1,0 Nk =  Згідно з наслідком до теореми 1 функцію Ляпунова можна 
вибирати у вигляді: 
 
{ }
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Оскільки для Nk ,...,1,0=  виконується 
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то функція Ляпунова записується так 
 xQrxV kk
11)( −+−= , .,...,1,0 Nk =  (8) 
Знайдемо оптимальні оцінки для множини початкових даних, викорис-
товуючи (8) та теорему 1. Для цього визначимо параметр r  так, щоб траєк-
торії системи задовольняли фазові обмеження 1, ≤xlsk , ns ,...,2,1= , 
Nk ,...,1,0= , при 1)( ≤xVk , Nk ,...,1,0= . З 1)( ≤xVk  випливає rxQk ≤−1 , 
.,...,1,0 Nk =  Звідси 
 =≤== −− skTkkskTkkksksk lQrxQlQxQQlxl 11 ,,,  
 ,, sksk
T
kk llQQr= ns ,...,2,1= ,  Nk ,...,1,0= .  (9) 
Для того, щоб система була { }NG k ,0,,0 Φ -стійкою достатньо, необхід-
но виконання такої нерівності 1, ≤skskTkk llQQr , де ,,...,1,0 Nk =  
ns ,...,2,1= , тобто 
sksk
T
kk
nsNk llQQ
r
,
1minmin
,...2,1,...1,0 ==≤ . 
Таким чином має місце твердження. 
Теорема 2. Оптимальна оцінка множини практичної стійкості системи 
(5) у класі (6) при фазових обмеженнях (7) має вигляд 
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sksk
T
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nsNk llQQ
r
,
1minmin
,...2,1,...1,0
*
=== , 
де 01...AAQ kk −= , ,,...,2,1 Nk =  .0 IQ =  
Нехай множина початкових даних обирається в класі еліпсоїдів 
 { }0:),0(2 ≥= rBEW r ,  (10) 
де },:{),0( 2rzBzzBEr ≤= , B  — додатно визначена симетрична матриця 
розмірності .nn×  Тоді функція Ляпунова записується у вигляді: 
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1
1 −+−= ,  
.,...,1,0 Nk =  Оптимальна оцінка множини практичної стійкості в цьому 
випадку має вигляд  
sksk
T
kk
nsNk llQBQ
r
,
1minmin
1,...2,1,...1,0
*
−==
= . 
Розглянемо лінійну неоднорідну систему 
 kk bkxAkx +=+ )()1( , 1,...,1,0 −= Nk , (11) 
де kA  — невироджені матриці nn× , kb — вектор із nR , 1,...,1,0 −= Nk  при 
фазових обмеженнях (7). Знайдемо оптимальні оцінки для множини почат-
кових даних у класі (6).  
Розв’язок системи (11) можна записати у вигляді: 
 kk gxQkx += )0()( ,  ,,...,2,1 Nk =  
де 01...AAQ kk −= , ∑−
=
−−− +=
1
1
121 ...
k
j
kjjkkk bbAAAg ,  .,...,2,1 Nk =   
Позначимо ,0 IQ =  .00 =g  Оскільки kΦ∈int0 , то 1, <ksk gl , 
ns ,...,2,1= , ,,...,1,0 Nk =  і функцію Ляпунова можна вибирати у вигляді: 
 )(1)( 1 kkk gxQrxV −+−= − ,  .,...,1,0 Nk =  
Таким чином отримаємо твердження. 
Теорема 3. Оптимальна оцінка множини практичної стійкості системи 
(11) в класі (6) при фазових обмеженнях (7) має вигляд: 
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sksk
T
kk
ksk
nsNk llQQ
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r
,
,1
minmin
,...2,1,...1,0
* −= == , 
де 01...AAQ kk −= , ,...
1
1
121∑−
=
−−− +=
k
j
kjjkkk bbAAAg  ,,...,2,1 Nk =  ,0 IQ =  
.00 =g  
Зауважимо, що якщо для системи (11) множина початкових даних оби-
рається в класі (10), то функція Ляпунова записується у вигляді: 
 )(1)( 12
1
kkk gxQBrxV −+−= − ,  .,...,1,0 Nk =  
Оптимальна оцінка множини початкових умов у цьому випадку за-
писується так 
 
sksk
T
kk
ksk
nsNk llQBQ
gl
r
,
,1
minmin
1,...2,1,...1,0
*
−==
−= . 
ОПУКЛІ ФАЗОВІ ОБМЕЖЕННЯ 
Розглянемо випадок, коли фазові обмеження задаються опуклими компакт-
ними множинами nk R⊂Φ , .,...,1,0 Nk =  Тоді фазові обмеження можна 
подати у вигляді:  
 { }∩
)0(1
,),(,:
S
k
n
k cxRx
∈
Φ≤∈=Φ
ψ
ψψ   ,,...,1,0 Nk =  (12) 
де )0(1S  — одинична сфера з центром в початку координат, ),( ψkc Φ  — 
опорна функція множини kΦ , Nk ,...,1,0=  [7]. Оскільки kΦ∈ int0 , то 
0),( >Φ ψkc , Nk ,...,1,0=  для всіх )0(1S∈ψ , тому фазові обмеження мож-
на записати у вигляді: 
 ∩
)0(1
,1
),(
,:
S k
n
k c
xRx
∈ ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ≤Φ∈=Φ ψ ψ
ψ  Nk ,...,1,0= . 
Тоді, аналогічно до теорем 2, 3, одержуємо такі твердження. 
Теорема 4. Оптимальна оцінка множини практичної стійкості системи 
(5) у класі (6) при фазових обмеженнях (12) має вигляд: 
 
ψψ
ψ
ψ ,
),(
minmin
)0(,...1,0
*
1 T
kk
k
SNk QQ
c
r
Φ= ∈= , 
де 01...AAQ kk −= , Nk ,...,2,1= , IQ =0 . 
Теорема 5. Оптимальна оцінка множини практичної стійкості системи 
(11) у класі (6) при фазових обмеженнях (12) має вигляд: 
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Якщо для систем (5) та (11) множина початкових даних вибирається 
в класі (10), то оптимальні оцінки множини практичної стійкості мають 
вигляд: 
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відповідно. 
ОЦІНКА ФАЗОВИХ ОБМЕЖЕНЬ 
Розглянемо лінійну дискретну систему (5). Множина початкових даних має 
вигляд: 
 )0(0 rKG = . (13) 
Фазові обмеження належать класу 
 { }NkppW k ,...,1,0,0:)(3 =≥Φ= , (14) 
де { }∩n
s
sk
n
k pxlRxp
1
,:)(
=
≤∈=Φ , .,...,1,0 Nk =  Необхідно знайти міні-
мальне значення параметра p  таке, щоб траєкторії системи, які виходять із 
множини початкових даних (13), задовольняли фазовим обмеженням з класу 
3W . 
Розглянемо функції Ляпунова (8) і визначимо параметр p  так, щоб 
,, pxlsk ≤  ,,...,2,1 ns =  Nk ,...,1,0=  при 1)( ≤xVk , Nk ,...,1,0= . З нерів-
ності (9) випливає, що для },0,,{ 0 NG kΦ -стійкості системи (5) достатньо, 
щоб pllQQr sksk
T
kk ≤, , Nk ,...,1,0= , .,...,2,1 ns =  Отже, справедливе та-
ке твердження. 
Теорема 6. Оптимальна оцінка множин фазових обмежень системи (5) 
з множиною початкових даних (13) у класі (14) має вигляд =*p  
sksk
T
kk
nsNk
llQQr ,maxmax
,...,2,1,...,1,0 ==
= , де 01...AAQ kk −= , ,,...,2,1 Nk =  .0 IQ =  
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Якщо множина початкових даних вибирається в класі (10), то опти-
мальна оцінка множин фазових обмежень системи (5) має вигляд  
 .,maxmax 1
,...2,1,...1,0
*
sksk
T
kk
nsNk
llQBQrp −
==
=  
Нехай опорні функції множин фазових обмежень задовольняють умові 
поділу ),()),(( ψψ kk mppc =Φ  RRm nk →:  — неперервні функції, 
,,...,2,1 Nk =  0≥p . Тоді справджується рівність  
 =Φ≤〉〈∈=Φ
∈
∩
)0(1
)}),((,:{)(
S
k
n
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ψ
ψψ  
 =≤〉〈∈=
∈
})(,:{
)0(1
∩
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k
n mpxRx
ψ
ψψ  
 ∩
)0(1
)(
,:
S k
n p
m
xRx
∈ ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ≤∈=
ψ ψ
ψ , .,...,2,1 Nk =  
Якщо для лінійної дискретної системи (11) множина початкових даних 
обирається в класі (10), то оптимальна оцінка множин фазових обмежень 
має вигляд  
kk
T
kk
SNk gm
QBQ
rp
,)(
,
maxmax
1
)0(,...1,0
*
1 ψψ
ψψ
ψ −=
−
∈=
. 
ВИСНОВКИ 
У роботі отримано необхідні та достатні умови практичної стійкості дискрет-
них систем із використанням функції Ляпунова. Вони мають конструктив-
ний характер і дозволяють вказати шлях до знаходження оптимальної функ-
ції Ляпунова. На основі отриманих умов для задачі практичної стійкості 
лінійних дискретних систем за опуклих фазових обмежень отримано опти-
мальні оцінки множини початкових умов у вигляді кулі та еліпсоїда. При 
цьому знайдено оптимальні функції Ляпунова в аналітичній формі. Розроб-
лений підхід застосовано до задачі оцінки фазових обмежень за умови, що 
початкова множина вибирається у формі кулі або еліпсоїда, а фазові обме-
ження є опуклими компактами, що неперервно залежить від параметра і за-
довольняють умову поділу. Одержані результати мають алгоритмічну спря-
мованість. 
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