Abstract. Let T (N ) be a nest algebra of operators on Hilbert space and let L be a weakly closed Lie T (N )-module. We construct explicitly the largest possible weakly closed T (N )-bimodule J (L) and a weakly closed T (N )-bimodule K(L) such that
Introduction
It has been established in [6] that any weakly closed Lie ideal L of a nest algebra T (N ) of operators on Hilbert space contains a weakly closed associative ideal of T (N ) and is contained in a sum of this ideal with a von Neumann subalgebra of the diagonal D(N ) of the nest algebra. That is to say that there exist a weakly closed associative ideal K(L) and a von Neumann subalgebra D K(L) of D(N ) such that
The purpose of the present work is to show that a similar result holds when we pass from ideals to modules. More precisely, the main result Theorem 3.9 asserts that, if L is a weakly closed Lie T (N )-module, then Neither is it necessarily the case that J (L) be a subset of K(L) nor that L be contained in K(L), as Example 3.10 shows. However, when L is in fact a weakly closed Lie ideal, a refinement of both (1.1) and (1.2) can be obtained, as is outlined in Remark 3.11. In this situation, (1.1) and (1.2) coalesce yielding
The projections P z andP z lie in the nest N and P z z = z,P z z = 0. Following [7] , each rank one operator x ⊗ y will be associated with the projectionsP x and P y .
Remark 2.1. Observe that, for all x, y ∈ H and all T ∈ T (N ), P T y ≤ P y andP x ≤P T * x . In fact, T y = P y T P y y = P y T y which shows that P T y ≤ P y . Similarly , T * x =P ⊥ x T * P ⊥ x x = P ⊥ x T * x, yielding thatP x ≤P T * x .
Lemma 2.2. Let V be a weakly closed T (N )-bimodule and let x ⊗ y be a rank one operator in B(H). Then x ⊗ y lies in V if and only if P y B(H)P ⊥ x ⊆ V. Proof. Let x ⊗ y be a rank one operator lying in V. Then, by [4] , Theorem 1.5, there exists a left order continuous homomorphism P →P on N such that an operator T ∈ B(H) lies in V if and only if, for all P ∈ N ,P ⊥ T P = 0. Let T lie in P y B(H)P ⊥ x and suppose that P ∈ N is a projection such that P ≤P x . Then, (2.1)P ⊥ T P =P ⊥ P y TP ⊥ x P = 0, which shows that T ∈ V. Suppose now thatP x < P . Since x ⊗ y ∈ V, by the definition of P , P y ≤P (see [4] , p. 221). Hence
The converse assertion is clear.
The underlying role of the rank one operators in the construction of a bimodule, outlined by Lemma 2.2, suggests that the following definitions be made. Let M be a subspace of B(H) and let C(M) be the subset of B(H) defined by
Since x ⊗ y = P y (x ⊗ y)P ⊥ x , for any given rank one operator x ⊗ y, it immediately follows that C(M) ⊆ M and, consequently, it is also the case that span(C(M)) ⊆ M. Lemma 2.3. Let M be a subspace of B(H). Then span(C(M)) is a T (N )-bimodule contained in M, and J (M) is a weakly closed T (N )-bimodule such that
Proof. To prove that span(C(M)) is a T (N )-bimodule contained in M, it suffices to show that, for all T ∈ T (N ), T C(M), C(M)T ⊆ C(M). Suppose that x ⊗ y is an operator in C(M) and consider the rank one operator T (x ⊗ y) = x ⊗ T y. Then, since P T y ≤ P y (see Remark 2.1) and P T y B(H) ⊆ B(H), it follows that
Hence, T (x ⊗ y) lies in C(M). Similarly, considering the product (x ⊗ y)T = T * x ⊗ y,
x ⊆ M, which shows that (x ⊗ y)T lies in C(M). Consequently, both T (N )C(M) and C(M)T (N ) are subsets of C(M) and, therefore, span(C(M)) is a bimodule. Since the multiplication in B(H) is separately continuous in the weak operator topology, it follows that the closure of a bimodule in this topology is also a bimodule. Hence, J (M) is a weakly closed bimodule.
It is clear that any operator x ⊗ y in C(M) must also lie J (M). Hence, by Lemma 2.2,
On the other hand, since x ⊗ y ∈ P y B(H)P ⊥ x for any given operator x ⊗ y, it follows that span(C(M)) ⊆ span
Combining (2.5)-(2.6) yields that
as required. 
Proof. It is an immediate consequence of Lemma 2.2 and Proposition 2.5 that weakly closed bimodules having the same subset of rank one operators must coincide.
Although the map φ in the next lemma be generally presented, its definition is in fact rooted in the investigation of the structure of weakly closed Lie T (N )-modules initiated in [1] . Lemma 2.7. Let M be a weakly closed subspace of B(H). Then the map P → φ(P ) defined on N by
is a left order continuous homomorphism on N . Moreover, for all P ∈ N ,
, from which immediately follows that φ(P 1 ) ≤ φ(P 2 ). Hence φ is an order homomorphism on N . Notice that, for all projections Q ∈ N , (2.9)
It follows from (2.9) that, for all Q, P ∈ N , (2.10)
Let (Q l ) be a net in {Q ∈ N : QB(H)R ⊥ ⊆ M, R ∈ N , R < P } strongly converging to φ(P ). For all l, there exists a projection R l such that R l < P and
Since M is weakly closed and, hence, strongly closed, by the separate strong continuity of the multiplication, it now follows that φ(P )B(H)P ⊥ = φ(P )B(H)P ⊥ − ⊆ M. If, on the other hand, P − < P , then, combining (2.7) and (2.9),
Consequently, there exists a net (Q j ) strongly converging to φ(P ) and such that, for all j, Q j B(H)P ⊥ − ⊆ M. Observe that it is also the case that (Q j ) weakly converges to φ(P ). It now follows from the separate continuity of the multiplication in the weak operator topology that φ(P )B(H)P ⊥ − ⊆ M w = M. Hence, using (2.10),
It only remains to show that the map φ is left order continuous; that is to say that, for every subset X of N , φ(∨X ) = ∨φ(X ). This trivially holds for the empty set. Suppose then in what follows that X = ∅. If ∨X ∈ X , then the equality φ(∨X ) = ∨φ(X ) is obvious, since φ is an order-preserving map. If, on the other hand, ∨X / ∈ X then (∨X ) − = ∨X . Hence, suppose now that P ∈ N is such that P − = P . In this case, P = ∨{R ∈ N : R < P } and, since φ is an order homomorphism, it is clear that ∨{φ(R) ∈ N : R < P } ≤ φ(P ).
If ∨{φ(R) ∈ N : R < P } < φ(P ), then by (2.7) there would exist projections R ′ , Q ∈ N such that R ′ < P , ∨{φ(R) ∈ N : R < P } < Q and QB(H)R ′⊥ ⊆ M. But, in this case, Q ≤ ∨{φ(R) ∈ N : R < P } yielding a contradiction. It follows that φ(P ) = ∨{φ(R) ∈ N : R < P }, as required. Letting P = ∨X , one finally has φ(∨X ) = ∨φ(X ), which concludes the proof. 
and such that
Remark 2.9. It is clear that a set defined by any (not necessarily order-preserving) map φ as in (2.11) is a weakly closed T (N )-bimodule. It has already been shown in [4] that, for each weakly closed T (N )-bimodule M, there exists a (not necessarily unique) left order continuous map P →P on N describing M in the sense of (2.11). However, the map P →P and the map φ above are differently defined and, whilst the proof of the existence of the map P →P relies on the decomposability of the finite rank operators, the proof below is free of that assumption.
Proof. The equivalence (i) ⇔ (ii) has already been proved in Proposition 2.5. As observed in Remark 2.9, the set defined by (2.11) is necessarily a weakly closed
To show that (ii) ⇒ (iii), assume now that M = J (M). It will be shown firstly that C(M) coincides with the subset of rank one operators contained in {T ∈ B(H) : φ(P ) ⊥ T P = 0}. Let x ⊗ y be a rank one operator in C(M), let P be a projection in N and suppose initially thatP x ≤ P . It follows, by Lemma 2.2 and the definition of φ, that P y ≤ φ(P ) and, consequently,
⊥ T P = 0}. Conversely, let x ⊗ y be an operator lying in the weakly closed bimodule
It will be shown that x ⊗ y lies in C(M). By Lemma 2.2, this is equivalent to proving that, for all T ∈ P y B(H)P ⊥ x and all P ∈ N , φ(P )
On the other hand, ifP x < P then, since x ⊗ y lies in {T ∈ B(H) : φ(P ) ⊥ T P = 0}, it immediately follows from the definition of φ that P y ≤ φ(P ). Hence
It has been shown that a rank one operator lies in the weakly closed bimodule {T ∈ B(H) : φ(P ) ⊥ T P = 0} if and only if it lies in C(M) or, in other words, if the rank one operators in both sets are exactly the same. By Corollary 2.6, weakly closed bimodules having the same subset of rank one operators must coincide. Hence J (M) = {T ∈ B(H) : φ(P ) ⊥ T P = 0}, as required. The left order continuity of φ is a consequence of Lemma 2.7.
Assume that M is the weakly closed subspace of B(H) defined in (iv). Observe that, for every P, Q ∈ N , the subspace QB(H)P ⊥ is a T (N )-bimodule. Hence span {QB(H)P ⊥ : P, Q ∈ N , QB(H)P ⊥ ⊆ M} is also a T (N )-bimodule, and from this immediately follows that the closure of this set in the weak operator topology is a weakly closed T (N )-bimodule. Hence 
If M were properly contained in this set, then, by Corollary 2.6, there would exist a rank one operator x ⊗ y = P y (x ⊗ y)P x lying in span w {QB(H)P ⊥ : P, Q ∈ N , QB(H)P ⊥ ⊆ M} but not in M. Consequently, since this latter subspace is a weakly closed bimodule, by Lemma 2.2, P y B(H)P x ⊆ span w {QB(H)P ⊥ : P, Q ∈ N , QB(H)P ⊥ ⊆ M} ⊆ M. Hence x ⊗ y would lie in M, which contradicts the assumption. 
Lie modules
The following theorem summarises the results of the previous section when M is a Lie T (N )-module. 
Let L be a Lie T (N )-module and let P, Q ∈ T (N ) be mutually orthogonal projections. Then, for all T ∈ L, the operators P T Q, QT P lie in L.
Proof. Since P Q = 0, it is easily seen that QT P = 1 2
([[[T, P ], Q], Q]−[[T, P ], Q])
, from which follows that QT P ∈ L. The remaining assertion can be similarly proved. Lemma 3.3. Let L be a weakly closed Lie T (N )-module and let P be a projection in N . If
Proof. Let P ∈ N and T ∈ L be such that P ⊥ T P = 0. Notice that Lemma 3.2 guarantees that P ⊥ T P ∈ L. To prove the assertion, it suffices to show that, for all x, y ∈ H, the operator P (x ⊗ y)P ⊥ lies in L. This trivially holds when P (x ⊗ y)P ⊥ = 0. Assume now that P (x ⊗ y)P ⊥ is a rank one operator. Then
and, therefore,
It follows that P (x ⊗ y)P ⊥ ∈ L, whenever P ⊥ T P y, x = 0. On the other hand, if x ⊥ P ⊥ T P y, then suppose firstly that P ⊥ T P y = 0. In this case, replacing x ⊗ y by P ⊥ T P y ⊗ P y in the above computations yields that the operator P ⊥ T P y ⊗ P y lies in L. Notice that the condition under which it can be deduced from (3.2) that P ⊥ T P y ⊗ P y ∈ L is, in this case, that P ⊥ T P y, P ⊥ T P y = 0, which clearly holds. Moreover, since P ⊥ T P y −x, P ⊥ T P y = 0, it also follows from (3.2) that (P ⊥ T P y −P ⊥ x) ⊗ P y lies in L. Hence,
Assume now that P ⊥ T P y = 0. Since P ⊥ T P = 0, there exists z ∈ H such that P ⊥ T P z = 0, from which follows that P ⊥ T P (z − y) = 0. Applying a reasoning similar to that of the preceding paragraph, it follows that both P (x ⊗ z)P ⊥ and
Let L be a Lie T (N )-module and let K(L) be the subspace of B(H) defined by
where To see that K V (L) is an ideal of T (N ), it suffices to show that, for all T ∈ L, P ∈ N , S ∈ T (N ) one has that both P T P ⊥ S and SP T P ⊥ lie in K V (L). Since P ⊥ SP ⊥ ∈ T (N ) and since, by Lemma 3.2, P T P ⊥ lies in L, it follows that
lies in L and, therefore, SP T P
Since it has been shown that K V (L) is a weakly closed ideal of T (N ), it immediately follows from Theorem 3.1 that
. It suffices to show that, for all T ∈ L, P ∈ N and S ∈ T (N ), the operators P ⊥ T P S, SP ⊥ T P lie in K(L). Observe also that, if T is an operator in the Lie module L, then, by Lemma 3.2, the operator P ⊥ T P lies in L. Hence, it suffices to assume that T ∈ L is such that T = P ⊥ T P , for some P ∈ N , and then prove that T S, ST ∈ K(L), for all S ∈ T (N ).
Let T be an operator in L such that T = P ⊥ T P , and let S be an operator in the nest algebra. It follows that
It is clear that
On the other hand,
, it suffices to prove that for all T ∈ L, S, R ∈ T (N ) and P ∈ N , the operators P SP ⊥ T P R and RP SP ⊥ T P lie in K(L). As to the operator RP SP ⊥ T P , observe that RP SP ⊥ T P = P (RP S)P ⊥ T P and, since RP S ∈ T (N ), it immediately follows that RP SP
It only remains to show that P SP ⊥ T P R ∈ K(L). Observe that, by Lemma 3.3, either P LP ⊥ = P B(H)P ⊥ or P ⊥ LP = {0}. In the latter case, it is obvious that the assertion to be proved trivially holds. In the former case, notice that, by Lemma 3.2, P B(H)P ⊥ ⊆ L.
Let T, S, R be as above and let P ∈ N be such that P B(H)P ⊥ ⊆ L. Then,
As seen above, P B(H)P ⊥ ⊆ L yielding that the operator P SP
. That is to say that, it must be proved that, for all T ∈ L, S, R ∈ T (N ) and P ∈ N , the operators P ⊥ T P SP ⊥ R and
Recall that, by Lemma 3.3, the only other possibility is P ⊥ LP = {0}, in which case the assertions to be proved trivially hold.
Observe that P RP
Lemma 3.6. Let L be a weakly closed Lie T (N )-module and let K(L) be the weakly closed
That is to say that, it suffices to show that for all T ∈ L, P ∈ N and R, S ∈ T (N ), the operators [P SP ⊥ T P, R] and [P ⊥ T P SP ⊥ , R] lie in L. Recall once again that, given P ∈ N , by Lemma 3.3, either P LP ⊥ = P B(H)P ⊥ or P ⊥ LP = {0}. In the latter case, for all T ∈ L, P ⊥ T P = 0, from which follows that the assertions to be proved are trivially true.
Suppose now that P LP ⊥ = P B(H)P ⊥ and that T ∈ L is such that P ⊥ T P = 0, in which case, by Lemma 3.2, P ⊥ T P ∈ L. Then, for all R, S ∈ N ,
is an operator in L, which concludes the proof.
Recall that it is possible to associate with each weakly closed T (N )-bimodule K a (not necessarily unique) left order continuous homomorphism φ : N → N such that K = {T ∈ B(H) : φ(P ) ⊥ T P = 0} (see Lemma 2.8 and Remark 2.9).
Lemma 3.7. Let L be a weakly closed Lie T (N )-module, let K(L) be the weakly closed T (N )-bimodule defined in (3.3)-(3.7), and let φ(P ) : N → N be a left order continuous homomorphism associated with K(L). If P ∈ N is such that φ(P ) < P , then, for all T ∈ L and all Q ∈ N with φ(P ) < Q < P , (Q − φ(P ))T (P − Q) = 0.
Proof. Let T be an operator in L and let that P, Q ∈ N . Since, by the definition (3.
Given a weakly closed Lie T (N )-module K, define D K as the algebra consisting of all operators T ∈ D(N ) such that, for every P ∈ N for which φ(P ) < P − , there exists λ P in C satisfying the equality T P − φ(P ) = λ P P − φ(P ) . The algebra D K is a von Neumann subalgebra of D(N ) and, when K is a weakly closed Lie ideal of T (N ), the algebra D K is exactly that defined in [6] .
The next lemma is inspired by results of [6] and by the proofs therein.
Proof. Let π be an expectation of T (N ) on D(N ) (see [2] , Corollary 8.5). Given T ∈ L, let T = T π + π(T ), where T π = T − π(T ). Firstly, it will be shown that T π ∈ K(L); that is to say that, for all P ∈ N , φ(P ) ⊥ T π P = 0, where φ : N → N is a left order continuous homomorphism on N associated with the bimodule K(L).
Let Q be a projection in N . Notice that φ(P )
But, since by [2] , Theorem 8.
Hence, for all P, Q ∈ N ,
from which follows that φ(P ) ⊥ T π P ∈ D(N ). Hence, by [2] , Theorem 8.1,
Since π(T − π(T )) = 0, it follows that, for all P ∈ N , φ(P ) ⊥ T π P = 0 or, in other words, T π lies in K(L).
It remains to show that π(T ) lies in D K(L) . Let P ∈ N be such that φ(P ) < P − . Then, there exists a projection Q ∈ N such that φ(P ) < Q < P .
Since QT Q ⊥ ∈ K(L) (see (3. 3)-(3.7)), it follows that, for all P ∈ N , φ(P ) ⊥ (QT Q ⊥ )P = 0. Observe also that, since T π ∈ K(L), by Lemma 3.6, [π(T ), T (N )] ⊆ L. Hence, for all x, y ∈ H, [π(T ), (Q − φ(P ))(x ⊗ y)(P − Q)] ∈ L. It follows, by Lemma 3.7, that (Q − φ(P ))[π(T ), (Q − φ(P ))(x ⊗ y)(P − Q)](P − Q) = 0 and, consequently, ((P − Q)x ⊗ (Q − φ(P ))π(T )(Q − φ(P ))y) = ((P − Q)π(T ) * (P − Q)x ⊗ (Q − φ(P ))y) Choosing x, y ∈ H such that x = (P − Q)x and y = (Q − φ(P ))y, it is easy to see that there must exist λ P ∈ C such that π(T )(P − Q) = λ P (P − Q) and π(T ) Q − φ(P ) = λ P Q − φ(P ) . It follows that π(T ) P − φ(P ) = λ P P − φ(P ) , yielding that π(T ) lies in D K(L) , as required.
Given a weakly closed Lie T (N )-module, let J (L) be the T (N )-bimodule defined at the beginning of this section and let K(L) be defined by (3.3)-(3.7). The next theorem summarises the main results of Section 3. 
