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Povzetek
Naslov: Vrednotenje napada v košarki na podlagi prostorsko-časovnih podat-
kov o gibanju igralcev
Avtor: Jan Krivec
Namen diplomskega dela je analiza in vrednotenje napada glede na razporeditev
igralcev na igrǐsču ob danem trenutku. Tako sestavimo algoritem, ki za dan tre-
nutek napada poda oceno v obliki vrednosti. Diplomsko nalogo lahko razdelimo
na dva večja sklopa. V prvem sestavimo algoritem, ki pretvori podatke Spor-
tVU v smiseln potek košarkarske igre, ter opǐsemo rezultate in težave le-tega.
V drugem sklopu najprej pripravimo podatke za modeliranje ter opǐsemo upo-
rabljene atribute, modele in mere za ocenjevanje. Za modeliranje smo uporabili
odločitveno drevo, naključni gozd, logistično regresijo, metodo podpornih vek-
torjev in umetne nevronske mreže. Le-ti poskušajo predvideti, ali bo naslednje
dejanje met, podaja ali preobrat. Glede na dobljene rezultate smo za glavni
model izbrali naključni gozd. S pomočjo dobljenega modela sestavimo več he-
vristik, ki podajo oceno trenutka v napadu. Za bolǰso oceno sestavimo tudi
modela za napovedovanje smeri podaje in verjetnosti zadetka meta. Hevristike
evalviramo na primeru napada in primerjamo vsoto vrednosti hevristik za vsako
ekipo z dejansko uvrstitvijo le-teh.
Ključne besede: košarka, strojno učenje, napovedovanje, analiza podatkov.

Abstract
Title: Evaluation of basketball attacks based on spatio-temporal data of player
movement
Author: Jan Krivec
The aim of the thesis is analysis and evaluation of a basketball attack based on
position of players on the court at a certain time. We develop an algorithm,
that grades an attack with a value. We can split our thesis into two bigger
parts. In the first part we develop an algorithm, that converts SportVU data
into a reasonable timeline of a basketball game, and evaluate its results and
problems. In the second part we first prepare the data for modeling and we
describe attributes, models and different metrics for evaluating the models. For
modeling we used a decision tree, random forest, logistic regression, support
vector machine and artificial neural networks. We use these models to predict,
whether the next action is going to be a shot, a pass or a turnover. Based on
given results we chose the random forest as our main model. With the help
of this model we compute several heuristics for evaluating a moment during
an attack. For a better estimate we also build models for predicting direction
of a pass and the probability of taking a successful shot. We evaluate these
heuristics on an example attack and we compare the sum of all values given by
the heuristics for every team and we compare them to the actual team standings.




Košarka spada med najbolj priljubljene športe na svetu. Največ privržencev tega
športa najdemo v ZDA, kjer je njihova liga NBA znana kot najbolǰsa košarkarska
liga na svetu z najbolǰsimi igralci. V zadnjih desetletjih je s pomočjo razvoja teh-
nologije analiza športnih tekem postala skoraj tako popularna kot športi sami.
Velik razcvet je analiza košarke doživela prav v ligi NBA. Pomembno vlogo pri
tem igra tehnologija SportVU, sistem kamer, ki zbirajo podatke o igralcih in žogi
25-krat na sekundo. Ta omogoča, da lahko rekonstruiramo celoten potek tekme
in z vsemi podatki, ki so na voljo, poǐsčemo napake v igri oziroma sestavimo
optimalne akcije za dane trenutke.
Košarka je zelo dinamičen šport. Čeprav imajo igralci predpisane vloge, ni
nujno, da se teh vedno držijo. Centri, ki na žogo običajno čakajo pod košem,
lahko presenetijo nasprotno ekipo z metom od daleč. Ob prodoru igralca proti
košu lahko na pomoč priskoči več igralcev obrambe. Posledično lahko soigralec
brez obrambe na robu igrǐsča pričaka podajo in zaključi napad z metom. Primer
prikazuje, kako je za najbolǰso napoved akcije potrebna celotna slika napada.
Tako je analiza košarkarskih tekem zelo priljubljena med analisti, saj lahko
zaradi velike količine razpoložljivih podatkov doživi še veliko razvoja.
Za bazo podatkov smo imeli na voljo 631 tekem v ligi NBA v sezoni 2015/16
[16], ki smo jih nato razdelili na učno in testno množico. Cilj diplomske naloge
je sestaviti algoritem, ki bo na podlagi vseh podatkov o določenem dogodku
na tekmi ocenil trenutno vrednost napada. S pomočjo algoritma lahko tako
spremljamo kvaliteto napada in analiziramo bolǰse opcije.
Diplomska naloga je sestavljena iz osmih poglavij. V naslednjem razdelku
najprej opǐsemo predhodna dela in motivacijo za diplomsko nalogo, nato so v
2. poglavju opisane tehnologije in orodja, ki smo jih uporabljali, v 3. poglavju
opǐsemo sestavo podatkov, v 4. poglavju opǐsemo idejo in rezultate algoritma,
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ki pretvori podatke SportVU v smiseln potek igre, v 5. poglavju predstavimo
uporabljene atribute, modele in mere za ocenjevanje teh modelov, v 6. poglavju
predstavimo postopek in rezultate modeliranja, v 7. poglavju glede na rezultate
šestega poglavja sestavimo hevristiko za ocenjevanje vrednosti napada ter jo
testiramo na primeru dejanskega napada in jo uporabimo za razvrstitev ekip.
Na koncu v 8. poglavju povzamemo dobljene rezultate in ugotovitve.
1.1 Predhodna dela
Cervone D., D’Amour, A., Bornn, L., in Goldsberry, K. so leta 2014 razvili
metriko za napovedovanje vrednosti košarkarskega napada, ki so jo poimeno-
vali Expected possession value oz. EPV (slov. predvidena vrednost posesti) [4].
EPV omogoča analizo vsake odločitve igralca med tekmo. Vsaki odločitvi, ki
je lahko met, podaja ali vodenje, pripǐse ustrezno število točk. EPV je po-
gojna pričakovana vrednost, ki poda predvideno število točk napada glede na
prostorsko konfiguracijo igralcev in žoge ob času t v posesti dt:
EPV = E[st. tock | dt]. (1.1)
Za izračun EPV-ja potrebujemo model, ki nam vrne verjetnostno porazdeli-
tev možnih izidov in glede na te poda obteženo povprečje vrednosti posesti. Ta
model poimenujemo model posesti (angl. possession model). Model loči med
makrotransakcijami, diskretnimi dejanji, ki lahko potrebujejo več sekund, da se
zaključijo (npr. met, podaja ali preobrat), in med mikrotransakcijami, ki pred-
stavljajo premikanje igralca po igrǐsču. S takšno delitvijo lahko EPV v času t in
s pogojevanjem igralčeve odločitve v majhnem časovnem intervalu ε zapǐsemo
kot:
EPV (t) = E[st. tock | dt] (1.2)
= E[st. tock |makro(t, t+ ε], dt]P (makro(t, t+ ε] | dt)
+E[st. tock |mikro(t, t+ ε], dt]P (mikro(t, t+ ε] | dt).
Makrotransakcije so odvisne od vseh podatkov (pozicije vseh igralcev na
igrǐsču). Izračunamo jih z modeliranjem okrnjene verzije stanja na igrǐsču, ki
jo lahko predstavimo s homogeno mrežo Markova. Na koncu se izračunajo





2.1 Snemalni sistem SportVU
SportVU je sistem kamer, ki 25-krat na sekundo zbira podatke ter sledi žogi in
vsem igralcem na igrǐsču. Tehnologija je bila med športi najprej uporabljena
v nogometu, v košarki pa so jo prvič uporabili sredi sezone leta 2011. Sistem
omogoča pridobivanje podatkov preko x in y koordinat igralcev ter x, y in z ko-
ordinat žoge v realnem času. Podatki, pridobljeni s pomočjo sistema SportVU,
so ključni za nadaljnjo analizo tekem [17].
2.2 Java
Java je objektno usmerjen programski jezik. Zaseda vrh v popularnosti med
programskimi jeziki, saj jo lahko srečamo povsod. JavaSE gradi aplikacije na
osebnih računalnikih, JavaME se nahaja na mobilnih telefonih in pametnih te-
levizijah, podjetja pa uporabljajo JavaEE za razvoj velikih spletnih aplikacij.
S pomočjo javanskega navideznega stroja (JVM) lahko javanske aplikacije po-
ganjamo na vseh operacijskih sistemih, saj ta nudi okolje za izvajanje vmesne
javanske kode, ki jo dobimo s prevajanjem izvorne kode [6].
2.3 Weka
Weka (Waikato Environment for Knowledge Analysis) je priljubljena program-
ska oprema za strojno učenje. Je prosto dostopna in napisana v javi. Prva
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različica Weke je začela nastajati leta 1993 na Univerzi Waikato v Novi Ze-
landiji. Od leta 1997 naprej pa je spisana v javi, ki je nadomestila mešanico
Tcl/tk,C in MakeFiles jezikov. Programska oprema je sestavljena iz številnih
algoritmov in pomožnih razredov za analizo in modeliranje napovedovanja. Al-
goritme lahko izvajamo direktno na podatkih s pomočjo grafičnega vmesnika ali
preko lastne javanske kode. Wekina orodja lahko uporabljamo za predprocesi-
ranje podatkov, klasifikacijo, regresijo, gručenje podatkov, povezovalna pravila
in vizualizacijo. Na voljo je pod licenco GNU [20].
2.4 MATLAB
MATLAB (matrix laboratory) je programski paket, ki se uporablja za numerično
analizo. Izraz MATLAB se uporablja tako za programski jezik kot za program-
sko opremo, ki je spisana v C/C++ in MATLABu. Njegovi začetki segajo v
pozna sedemdeseta leta, od leta 1984 naprej pa ga razvija podjetje MathWorks.
Po letu 2020 beleži 4 milijone uporabnikov. Sprva je bil najbolj uporabljen v
strojnǐstvu, njegova uporaba pa se je hitro razširila tudi v šolstvo, predvsem pri
numerični analizi in linearni algebri, in v druge veje znanosti. Uporablja se za
risanje funkcij in podatkov, implementiranje algoritmov, operiranje z matrikami
in sestavljanje uporabnǐskih vmesnikov [10].
2.5 Python
Python je visokonivojski programski jezik, ki za razliko od Jave podpira di-
namične podatkovne tipe. Leta 1991 ga je izdal Guido van Rossum kot nasle-
dnika programskega jezika ABC, leta 2008 pa je izšla njegova tretja različica, ki
je bila velik popravek Pythona 2. Je odprtokodni programski jezik s preprosto
sintakso, zato je zelo popularen med programerji in na indeksu TIOBE zaseda
tretje mesto za C in Javo [14]. Python smo v nalogi uporabili za lažjo vizualiza-
cijo, kjer smo na interaktivnem grafu s pomočjo podatkov SportVU predstavili
koordinate igralcev in žoge. Na sliki 2.1 je predstavljen prikaz trenutka v tekmi
s pomočjo Python skripte.
2.6 JSON
JSON (JavaScript Object Notation) je podatkovni format, kjer so podatki po-
dani v parih atribut vrednost v urejenem seznamu. Je najpogosteje uporabljen
format pri asinhroni izmenjavi podatkov med brskalniki in strežniki in je tako
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Slika 2.1: Vizualizacija napada s pomočjo Python skripte.
nadomestil XML. V zadnjih letih je bil izbran kot glavni format tudi za večino
spletnih storitev. Izhaja iz JavaScripta, vendar je neodvisen podatkovni format
in je lahko uporabljen v številnih programskih jezikih [7].
2.7 CSV
CSV (Comma Separated Values) je navadna tekstovna datoteka, ki vsebuje
podatke, ločene z vejico. Vsaka vrstica predstavlja eno instanco podatkov, ki
ima lahko enega ali več atributov, ločenih z vejico. CSV omogoča hitro izvažanje
podatkov iz podatkovnih baz ter obratno tudi hiter uvoz podatkov iz datoteke
ne glede na uporabljeno programsko opremo. Datoteke lahko vključujejo tudi
glavo, kjer so zapisana imena posameznih atributov. Poleg vejice lahko vrednosti
ločujejo tudi drugi znaki, kot na primer podpičje.
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Poglavje 3
Struktura in opis podatkov
Vse podatke o tekmi prejmemo v datoteki JSON. Ta vsebuje identifikacijsko
številko, datum tekme ter seznam dogodkov. Vsak dogodek (angl. event) ima
svojo identifikacijsko številko, seznam vseh podatkov o vseh igralcih in seznam
trenutkov (angl. moment). Moment poleg ostalih podatkov vsebuje x, y in z
koordinate vseh igralcev na igrǐsču ter žoge. Igrǐsče zavzema polje 94 x 50 enot,
kjer vsaka enota predstavlja en čevelj, t.j 304,8 mm. Za naš specifičen problem,
kjer vrednotimo napad, je veliko bolj smiselna uporaba le ene polovice igrǐsča,
kjer se zgodi največ ključnih trenutkov napada. Tako s pomočjo Python skript
v repozitoriju [16] pretvorimo koordinate vseh igralcev ter žoge in jih preslikamo
v koordinatni sistem, ki predstavlja polovico igrǐsča. Za vsako JSON datoteko
ustvarimo pripadajočo CSV datoteko. Igrǐsče je po osi x omejeno med -250 in
250, po osi y pa med -47,5 in 422,5, kjer 10 enot predstavlja en čevelj. Koš
se nahaja v izhodǐsču koordinatnega sistema. Vrstica v CSV dokumentu pred-
stavlja igralca ali žogo na igrǐsču. Vsaka vrstica ima podatek o identifikacijski
številki moštva ter igralca (če sta ti obe -1, vsebuje vrstica podatke o žogi),
preslikane koordinate x in y ter koordinato z, ki je različna od nič le pri žogi.
Nato sledijo podatki o tekmi: čas do konca tekme in napada, številka četrtine,
identifikacijska številka igre in dogodka. Na koncu imamo za lažjo analizo tudi
osnovni koordinati x in y, ki predstavljata pozicijo igralca oziroma žoge na celo-
tnem igrǐsču. 11 vrstic, torej prva za žogo in nato po pet za igralce vsake ekipe,
predstavlja trenutek v igri. Sistem kamer zajame dogajanje v igri vsakih 40 ms.






Potek napada je odvisen od vodilnega igralca z žogo. Ta se lahko odloči za met,
ali pa poda prostemu soigralcu, ki je v bolǰsi poziciji kot on glede na obrambo.
Tako moramo sprva podatke s koordinatami o igralcih ter žogi spremeniti v
smiseln potek igre. Najprej spremenimo podatke o momentih iz CSV datotek v
javanske objekte, ki predstavljajo posamezne trenutke. Vsak trenutek vsebuje
podatke o lokacijah vseh igralcev in žoge ter ostale splošne podatke o tekmi
(identifikacijske številke obeh ekip, čas do konca napada in tekme). Algoritem,
ki nato poveže posamezne trenutke v celotno igro, je sestavljen iz štirih delov.
Za idejo algoritma smo vzeli diplomsko nalogo [18], kjer smo njihov algoritem
prilagodili našim potrebam. V prvem delu združimo posamezne trenutke v
igri v sezname, ki lahko predstavljajo posesti, podaje ali mete, in tako igro
zapǐsemo kot zaporedje seznamov. V drugem delu med seznami poǐsčemo tiste,
ki predstavljajo posesti žoge, tretji in četrti del pa izmed preostalih seznamov
poǐsčeta mete oziroma podaje.
4.1.1 Prvi del
Ob prehodu skozi vse momente igre pri vsakem poǐsčemo igralca najbližje žogi.
Igralec lahko ima žogo v posesti, če je ta od njega oddaljena manj kot 3 čevlje in
je na vǐsini, nižje od 9 čevljev. Drugače trenutek nima žogi najbližjega igralca.
Tako kronološko združujemo posamezne momente v sezname. Momenti znotraj
posameznega seznama imajo istega igralca, ki je najbližje žogi. Ko algoritem
naleti na moment, kjer najbližji igralec ni enak kot v preǰsnjem momentu, se
ustvari nov seznam, ki ima za prvi člen trenutni moment. Tako vrne konec
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prvega dela algoritma seznam objektov, ki predstavljajo možne posesti, podaje
ali mete. Poimenujmo jih dejanja. Vsako dejanje vsebuje podatke o igralcu
najbližje žogi ter pripadajoč seznam momentov. Seznam dejanj v naslednjih
delih algoritma le dopolnjujemo (glej algoritem 1).
Algorithm 1: Psevdo koda prvega dela algoritma.
input : seznam trenutkov st






for i ∈ {0, 1, ..., dolzina(st)} do
najblizjiIgralec = najdiNajblizjegaIgralca(st[i]);
if prejsnjiNajblǐzjiIgralec != najblizjiIgralec then
prejsnjiIgralec = najblizjiIgralec;
ustvari novo dejanje;
dejanje dodaj na konec seznama dejanj sd;
end
st[i].nastaviIgralca(najbližjiIgralec);
dodaj st[i] na konec seznama zadnjega dejanja v seznamu sd;
end
4.1.2 Drugi del
Na vhod drugega dela algoritma prejmemo seznam dejanj iz prvega dela algo-
ritma. Clij drugega dela je med vsemi dejanji poiskati tiste, ki predstavljajo
posest žoge, in jih ustrezno označiti. Če je žoga v posesti, preverimo s pomočjo
naslednjih predpostavk:
Pot žoge na koordinatah x-y v času je v primeru posesti žoge kompleksna
krivulja. Kadar gre za podajo, potuje žoga skozi čas v ravni črti, kar
pomeni, da lahko pot žoge opǐsemo z daljico. Za preverjanje poti na
koordinatah x in y uporabljamo linearno regresijo, kjer dopustimo 5 %
odstopanje.
Pot žoge na koordinatah vǐsina-čas lahko v času podaje in meta opǐsemo s
krivuljo drugega reda, saj na žogo med letom vpliva tudi gravitacijska sila.
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V primeru vodenja pa je pot žoge lahko opisana le s kompleksno krivuljo.
Tako pot žoge na koordinatah z in čas preverjamo s pomočjo polinomske
regresije druge stopnje, kjer dopustimo 6 % odstopanje.
Vǐsina žoge. Če gre za met ali visoko podajo, je žoga nedosegljiva za igralce.
Tako je vǐsina žoge pomemben podatek, saj lahko na osnovi tega pred-
vidimo, ali ima igralec žogo na dosegu roke ali ne. Vǐsine posameznih
igralcev niso znane. Igralci zelo redko presegajo vǐsine 7 čevljev, zato
lahko sklepamo, da je vǐsina žoge, vǐsja od 9 čevljev, zadostna, da je žoga
izven dosega igralcev.
Bližina koša. V bližini koša se žoga obnaša drugače kot drugje na igrǐsču.
Met ali dvokorak lahko povzročita, da pride do odboja žoge od obroča.
Ta odboj zmoti prva dva parametra, saj lahko močno spremeni smer žoge.
Zaradi tega ob pregledu trenutkov preverimo, ali se žoga nahaja v bližini
koša. Čeprav ima obroč premer 18 palcev, t.j. 457,2 mm, smo za meje
bližine koša vzeli x ∈ (−18, 18) in y ∈ (−20, 20) zaradi možnih odbojev
od koša, kjer med podatki ni momenta, kjer je žoga dovolj blizu koša.
Čas igralca pri žogi. Ob prenosu žoge v napadu se lahko zgodi, da igralec z
žogo le te ne odbija oziroma se ne premika in tako z žogo v rokah samo čaka
na najbolǰso priložnost za podajo oziroma met. V tem primeru se lahko
zgodi, da vrneta linearna in polinomska regresija napaki, ki sta manǰsi od
dopuščenih vrednosti. To lahko povzroči, da algoritem napačno oceni, da
ne gre za posest. Ob hitrem prenosu žoge v ravni črti lahko, zaradi pre-
malih odstopanj v napakah, izpustimo vmesnega podajalca. Zato dodatno
preverimo število momentov, v katerih je pri žogi isti najbližji igralec. Če
je teh več kot 12 oziroma je igralec žogi najbližje dlje kot 0.52 sekunde,
označimo trenutno dejanje kot posest.
Uporabljene napake oziroma vrednosti prvih štirih trditev smo nastavili po
vzoru diplomske naloge [18] (glej algoritma 2 in 3).
4.1.3 Tretji del
Na vhod tretjega dela algoritma dobimo dopolnjen seznam dejanj iz drugega
dela. Cilj tega dela algoritma je, da izmed preostalih dejanj s seznami poǐsče
tiste, ki predstavljajo mete. Tako gre algoritem skozi cel seznam. Kjer dejanje
s pripadajočim seznamom trenutkov ni označeno kot posest, pregledamo vsak
trenutek v seznamu, če se žoga nahaja na vǐsini nad 9 čevljev in je blizu koša.
Če naletimo na takšen trenutek, pregledamo še sledeče, če je žoga bližje košu
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Algorithm 2: Psevdo koda drugega dela algoritma.
input : seznam dejanj sd








Algorithm 3: Psevdo koda funkcije jeNapakaVečja.
if (napakaXY < 5 in napakaZ < 6) or (doľzina(možnaPosest) >12
and možnaPosest ima najblǐzjega igralca) then
if žoga v blǐzini koša then












kot v preǰsnjem trenutku, in tako najdemo zadnji moment, kjer žoga prileti v
koš. To potrebujemo le za vizualizacijo podatkov meta, saj ob zaznavi le-tega
celotno dejanje s pripadajočim seznamom momentov označimo kot met na koš
in ustrezno označimo tudi igralca, ki je vrgel na koš. Tako podatke na vhodu
znova le dopolnjujemo. Pregled metov je potreben pred iskanjem podaj, saj
lahko met izpade kot podaja, če se žoga po metu od obroča odbije do soigralca
v ravni liniji ali pa žogo po zadetku pod košem pobere nasprotnik in bi tako
algoritem lahko zaznal prestreženo podajo (glej algoritem 4).
Algorithm 4: Psevdo koda tretjega dela algoritma.
input : seznam dejanj sd
for i ∈ {0, 1, ..., doľzina(sd)} do
if !sd[i].jePosest() then
seznam trenutkov st = sd[i].pridobiTrenutke();
for j ∈ {0, 1, ..., doľzina(st)} do
trenutek t = st[j];
if žogaBlizuKoša(t) in vǐsina žoge > 9 then







V četrtem delu med dejanji poǐsčemo še tiste, ki predstavljajo podaje. Tako
gremo skozi celoten seznam dejanj, kjer za vsako posest poǐsčemo naslednjo in
preverimo, če se je med njima zgodila podaja. Če med iskanjem prejemnika
podaje po seznamu naletimo na met, nastavimo za podajača igralca, ki ima
po metu prvi žogo v posesti, in znova začnemo z iskanjem podaje. Če med
podajalcem in prejemnikom ni dejanja, ki bi predstavljalo podajo, saj je šlo
za vročanje žoge, naknadno ustvarimo dejanje, ki predstavlja podajo, ter ga
dodamo v seznam. Dejanje podaje je lahko sprva sestavljeno iz več seznamov,
ki ne predstavljajo posesti. V tem primeru vse te sezname združimo v eno
dejanje (glej algoritem 5).
14 Jan Krivec
Algorithm 5: Psevdo koda četrtega dela algoritma.
input : seznam dejanj sd
for i ∈ {0, 1, ..., doľzina(sd)} do
p = sd[i];
if p.jePosest() then
j = i + 1;
dejanje c = sd[j];
while !c.jePosest() and !c.jeMet() do





if podajalec == prejemnik then // žoga se od igralca
oddalji za več kot 3 čevlje
združi momente med p in c v eno dejanje;
else
v seznam potŽoge kronološko dodaj koordinate žoge iz
vseh trenutkov dejanj {i, i+ 1, ...j};
if potŽoge == premica or razdalja(potŽoge) < 3 then
if j - i == 1 then // kratka predaja ni zaznana
ustvari novo dejanje, ki predstavlja kratko podajo;
else
združi momente podaje v eno dejanje;
end
dejanje pt = sd[i + 1];
if podajalec.idEkipe() == prejemnik.idEkipe() then
nastavi pt za podajo;
else
if razdaljapotŽoge > 3 then
nastavi pt za prestreženo žogo;
else












Po končanem četrtem delu dobimo na izhod kronološko urejeno zaporedje do-
godkov na tekmi. Na sliki 4.1 je predstavljen primer napada, kjer so v posestih
poleg žoge označeni tudi igralci pri žogi.










Slika 4.1: Primer napada in zaključka na koš.
Ob pregledu rezultatov smo opazili nekaj nenavadnih primerov. Točen pre-
gled nekaterih napak nam je povedal, da sistem SportVU podatkov ne zajema
vedno pravilno. Opazili smo, da kamere včasih nadaljujejo z zbiranjem podat-
kov, kljub temu, da žoge ni več v igri. Tako so bili nekateri momenti v CSV
datotekah zajeti le z 10 vrsticami. Pot žoge je v nekaterih primerih kljubovala
zakonom fizike in tako med prostim letom sama večkrat spremenila smer. Med
pozameznimi dogodki je prihajalo tudi do podvajanja trenutkov. To je pov-
zročilo, da je algoritem dodajal lažne podaje. Zato smo algoritem generiranja
trenutkov posodobili tako, da smo zajemali le trenutke, kjer je bil čas do konca
napada manǰsi kot v preǰsnjem trenutku. Prav tako smo izpustili momente, kjer
žoge ni bilo v igri.
Opazili smo, da algoritem ne zazna vseh posesti pravilno in tako nekatere
izpusti ali pa podaje od tal in druge odboje zazna kot posesti, če ima dejanje
označeno najbližjega igralca. Te napake smo odstranili tako, da smo dodali še
5. predpostavko, ki upošteva čas najbližjega igralca pri žogi. Na sliki 4.3 je
prikazan hiter prenos žoge med igralci v ravni liniji. Del napada je sestavljen iz
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treh podaj in štirih posesti. Na sliki 4.2 lahko vidimo prenos žoge z leve strani
igrǐsča do desnega roba, kjer jo igralec sprejme ter jo brez odbijanja poda nazaj
proti sredini, kot to lahko vidimo na sliki 4.3. Iz obeh slik je razvidno, da igralec
v desnem kotu svojega položaja skorajda ne spremeni in tako podajo izvede
na mestu. Zaradi majhnih odstopanj pri linearni in polinomski regresiji, je
algoritem brez upoštevanja časa igralca pri žogi zaznal zadnji podaji in vmesno
posest kot eno samo podajo. S pomočjo 5. predpostavke dobimo pravilno
zaporedje posesti in podaj.
Ob pregledu rezultatov smo videli tudi, da algoritem pravilno zaznava podaje
od tal (glej sliko 4.4).
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Slika 4.2: Hiter prenos žoge na drugo stran igrǐsča.










Slika 4.3: Hitra podaja nazaj proti sredini.
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(a) Podaja gledano z vrha.








(b) Podaja gledano s strani.
Slika 4.4: Primer podaje od tal.
Poglavje 5
Izbira atributov in modelov
za klasifikacijo
Za izračun vrednosti trenutnega napada potrebujemo verjetnosti ključnih dejanj
v napadu. S pomočjo strojnega učenja lahko sestavimo model, ki bo na podlagi
učne množice podal verjetnosti posameznih dogodkov na novih primerih. Pred
vsakim metom, podajo ali ukradeno žogo preverimo vrsto atributov, ki lahko
vplivajo na optimalno odločitev igralca.
5.1 Izbira atributov
5.1.1 Atributi, ki nastopajo pri vseh igralcih napada
Tip igralca. V košarki poznamo 5 različnih položajev. Organizator (angl.
playmaker ali point guard) in branilec (angl. shooting guard) se večino
napada nahajata za robom meta za tri točke in od tam prodirata proti
košu ali pa poskusita z metom. Krilo (angl. small forward) in krilni center
(angl. power forward) igrata bližje koša, sposobna pa sta zadevati tudi
mete od dlje, center (angl. center) pa svojo vǐsino in moč porabi večinoma
pod košem [8]. Ob pregledu podatkov smo našli 7 različnih vrednosti, ki
smo jih strnili na 5:
 G oz. Guard, ki predstavlja organizatorja in branilca.
 G-F oz. Guard-Forward, ki predstavlja branilca in krilo.
 F oz. Forward, ki predstavlja krilo in krilnega centra.
 F-C oz Forward-Center, ki predstavlja krilnega centra in centra.
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 C oz. Center, ki predstavlja centra.
Podatka F-G in C-F smo preimenovali v G-F oz. F-C in s tem odstranili
nepotrebne vrednosti atributov v klasifikaciji.
Cona igralca. Igrǐsče smo razdelili na 17 con. Pri razdelitvi smo upoštevali
zakonitosti igrǐsča in tako na primer upoštevali mejo za 2 in 3 točke. Igrǐsče
je zasnovano tako, da sledi zgledu vročih točk (angl. hot zones) v ligi
NBA, le da smo za črto za 3 točke dodali še en pas, razdeljen na 3 cone,
saj menimo, da se tukaj zgodi večina pomembnih trenutkov zunaj črte za
3 točke. Na sliki 5.1 je predstavljena razdelitev igrǐsča.
Slika 5.1: Razdelitev igrǐsča na cone.
Razdalja do koša. Oddaljenost igralcev od koša merimo z evklidsko razdaljo.
Očitno je, da vsi igralci lažje zadanejo met od bližje, vendar pa so zato
veliko bolj ovirani s strani obrambe pod košem kot pa ob sredinski črti.
Število bližnjih obrambnih igralcev. Za vsakega igralca preverimo, koliko
obrambnih igralcev se nahaja znotraj območja 5 čevljev. Če posameznega
igralca pokriva več kot en igralec nasprotne ekipe, je vsaj eden izmed
soigralcev povsem prost in zato v bolǰsi poziciji za met kot igralec, ki
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ima v svoji bližini več kot enega obrambnega igralca. Prav tako je ta
podatek pomemben za potencialnega prejemnika podaje, saj nam pove,
ali je igralec odprt za podajo.
Razdalja najbližjega obrambnega igralca. Ob tesnem pokrivanju, kjer drži
obramba tesen stik z igralcem, bo ta veliko težje poskusil z metom ali pa
sprejel podajo. Igralec, ki ima več maneverskega prostora, bo veliko lažje
izpeljal napad kot tesno pokrit igralec.
5.1.2 Atributi, ki nastopajo samo pri igralcu z žogo
Kot obrambnega igralca glede na koš. Poleg bližine obrambnega igralca
je zelo pomembna tudi njegova postavitev. Če ta izpade iz obrambe in
tako pusti igralcu z žogo prosto pot do koša, obstaja veliko večja možnost
za zadetek koša. Kot obrambnega igralca sega od 0 do 360 stopinj, kjer
0 stopinj pomeni, da je obrambni igralec natanko na daljici med igral-
cem z žogo in košem. Nato stopinje v smeri urinega kazalca naraščajo.
Izračunamo ga kot kot med dvema vektorjema. Ta imata izhodǐsče v ko-
ordinatah igralca z žogo (x1, y1), nato pa en sega do koša s koordinatami
(0, 0), en pa do obrambnega igralca s koordinatami (x2, y2). Tako lahko
vektor do koša zapǐsemo kot (−x1,−y1), vektor do obrambnega igralca pa
kot (x2 − x1, y2 − y1). Kot nato izračunamo po formuli:
kot = −atan2(det, dotP ) ∗ 180/π, (5.1)
kjer det predstavlja determinanto matrike, sestavljene iz teh vektorjev in
dotP predstavlja skalarni produkt vektorjev:
det = −x1 ∗ (y2 − y1) + y1 ∗ (x2 − x1), (5.2)
dotP = −x1 ∗ (x2 − x1)− y1 ∗ (y2 − y1), (5.3)
Funkcija atan2(y, x) vrne vrednost θ, za katero velja
1. −π < θ ≤ π, in za nek r > 0,
2. obstajata x = rcosθ in y = rsinθ.
Iz tega sledi, da je skalarni produkt sorazmeren s kosinusom kota, medtem
ko je determinanta sorazmerna z njegovim sinusom [19]. Če je kot manǰsi
od 0, mu prǐstejemo 360, da dobimo pravilen kot. Slika 5.2 prikazuje kot,
ki ga računamo.
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Slika 5.2: Kot najbližjega obrambnega igralca glede na koš.
Prepotovana razdalja. 10 momentov pred podajo oziroma metom začnemo
z merjenjem prepotovane razdalje. Večja kot je, hitreje se je igralec v
zadnjih momentih premikal, kar lahko vpliva na odločitev za met.
Kot premika. Kot premika v zadnjih 10 momentih izračunamo na enak način
kot kot obrambnega igralca. 0 stopinj zaznamuje gibanje direktno proti
obroču, nato pa te znova naraščajo v smeri urinega kazalca. Če se je igralec
v zadnjih desetih trenutkih premaknil za manj kot 0,5 čevlja, potem je
kot enak 0 stopinj, saj tako mali premik ne vpliva na dinamiko igralca.
Kot premika izračunamo po formuli (5.1), kjer imamo igralca na začetni
poziciji s koordinatami (x1, y1) in igralca na končni poziciji s koordinatami
(x2, y2).
5.1.3 Atribut, ki nastopa samo pri soigralcih
Kot obrambnega igralca glede na podajalca in prejemnika. Poleg
bližine najbližjega obrambnega igralca je pomembno tudi, kako ta pokrije
prostor in prepreči podajo. Če obramba stoji točno med podajalcem in
prejemnikom podaje, je manǰsa možnost za podajo, kot pa če bi stal bolj
na strani in tako pustil igralca neoviranega. Kot lahko zajema med 0 in
180 stopinj in ni odvisen od tega, na kateri strani stoji obramba glede na
prejemnika podaje. Ta kot prikazuje slika 5.3. Izračunamo ga po formuli
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Slika 5.3: Kot najbližjega obrambnega igralca
glede na podajalca in prejemnika.
cos(θ) = ~p·~o‖~p‖·‖~o‖ , kjer ~p predstavlja vektor od prejemnika do podajalca, ~o
pa vektor od prejemnika do obrambnega igralca.
5.1.4 Atributi, vezani na igro
Čas do konca napada. Igralci imajo za svoj napad na voljo 24 sekund. V
tem času morajo zaključiti napad, drugače pride do preobrata posesti.
Čas do konca napada je zelo pomemben, saj bodo igralci tik pred iztekom
napada raje poskusili s slabim metom na koš, kot pa pustili, da se napad
izteče.
Čas do konca četrtine. V vsaki četrtini je na na voljo 720 sekund oziroma
12 minut.
Številka četrtine. V kasneǰsih četrtinah lahko pride do večjih borb za zmago.
Razlika v rezultatu bistveno vpliva na odločitve igralcev, saj ob zaostanku
le-ti večkrat poskusijo z metom.
5.1.5 Ciljni atribut
Klasifikator bo poskušal glede na podatke napovedati, ali gre za met, podajo ali
preobrat. V četrtem delu algoritma (glej razdelek 4.1.4) ločimo med ukradeno
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žogo in prestreženo podajo, vendar je teh veliko manj kot metov in podaj, zato
jih združimo v skupno vrednost atributa preobrat.
5.2 Generiranje podatkov
Algoritem, opisan v poglavju 4, nam vrne seznam dejanj, ki predstavlja košarkarsko
tekmo. Končni cilj je uspešno napovedovanje napada, zato podatke prefiltri-
ramo, tako da ostanemo le z dejanji, ki predstavljajo napade. V zanki za vsako
dejanje preverimo, če veljajo naslednji pogoji:
 Naslednje dejanje je met, podaja ali prestrežena žoga.
 Trenutno dejanje ima žogi najbližjega igralca, torej je najbližji igralec od
žoge oddaljen za manj kot 3 čevlje. S tem izločimo izvajanje prekinitev,
saj igralec za stransko črto ne velja za najbližjega žogi, ker ni v polju.
Hkrati lahko s to predpostavko odstranimo morebitne napake algoritma,
opisanega v poglavju 4.
 Vsi igralci so na isti polovici igrǐsča kot žoga, saj ne želimo zajemati
začetkov posesti, kjer je napadalna ekipa še na svoji polovici igrǐsča. S
tem nam ostanejo izključno dejanja napadov. Sklepamo, da zaradi te
predpostavke zgubimo nekatere akcije, ki predstavljajo hitre protinapade,
vendar je teh veliko manj, hkrati pa nas bolj zanima napovedovanje dejanj
v razvitem napadu kot pa v samostojni akciji v protinapadu.
 Preǰsnje dejanje ni met. Ta pogoj velja le, če žogo po metu prejme igralec
nasprotne ekipe. Ta lahko izvaja izpod koša1 ali pa po prejetem skoku
hitro poda soigralcu, ki čaka žogo za protinapad blizu sredine igrǐsča. To
lahko zmoti klasifikator, zato ta dejanja odstranimo.
 S pomočjo identifikacijske številke dogodka preverimo, da v trenutnem
dejanju ne gre za prosti met, prekršek, menjavo ali odmor. S tem po-
skušamo izločiti dejanja, ki niso del napada oziroma negativno vplivajo
na rezultate. Prekršek lahko na primer doda lažne preobrate in podaje.
1Pregled rezultatov je pokazal, da igralec, ki je izvajal izpod koša po zadetem metu, glede




Z odločitvenim drevesom (angl. Decision tree) lahko ponazorimo zvezo med
atributi in ciljno spremenljivko. Notranja vozlǐsča odločitvenega drevesa pred-
stavljajo vmesne korake, kjer se klasifikator glede na vrednosti atributov odloči
za pot po drevesu. Listi predstavljajo ciljne atribute. Odločitveno drevo smo
na osnovi podatkov zgradili s pomočjo Wekinega razreda J48, ki se uporablja
za gradnjo obrezanih in neobrezanih dreves, po algoritmu C 4.5.





kjer pk predstavlja verjetnost, da nakjlučno izbran primer predstavlja razred k.
Tako izberemo atribut, ki najbolj poveča informacijski prispevek. Za atribut A
ga izračunamo po formuli









V enačbi (5.6) vi predstavlja določeno vrednost atributa A in c razred. V našem
primeru moramo uporabiti relativni informacijski prispevek, saj imajo atributi










Drevo smo obrezali z rezanjem z zmanǰsevanjem napake (angl. Reduced error
pruning oz. REP).
5.3.2 Naključni gozd
Naključne gozdove (angl. Random forest) sestavimo z ansambelsko metodo
(angl. ensemble method), ki združi odločitvena drevesa. Vsako odločitveno
drevo se zgradi na osnovi naključno izbrane podmnožice učnih podatkov, ki
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se lahko ponavljajo. Ta množica je enako velika za vsa drevesa. Naključno
izberemo tudi določeno število atributov za vsako vozlǐsče in tako v gradnji
drevesa v vozlǐsčih ǐsčemo najbolǰsega le v tej množici. Sestavljenih dreves ne
obrežemo, da dobimo dovolj naključna drevesa. Kot rezultat nato zberemo
večinski glas vseh dreves [1, 3].
5.3.3 Metoda podpornih vektorjev
Cilj metode podpornih vektorjev (angl. Support vector machine oz. SVM) je
poiskati hiperravnino, ki najbolje ločuje razrede. Metoda SVM ne temelji na
izbiri le najbolǰsih atributov, ampak poskuša pri napovedovanju razreda opti-
malno združiti vse atribute. SVM je primarno namenjen za binarno klasifikacijo
[9].
Na vhod algoritma prejmemo učno množico z N parov (x1, y1), (x2, y2)...
(xN , yN ), kjer je xi ∈ IRp vektor vhodnih atributov in yi ∈ {−1, 1}. Hiperrav-
nina je podana z enačbo
f(x) = xTβ + β0 = 0, (5.9)
kjer je β enotski vektor: ‖β‖ = 1. Klasifikacijsko pravilo, inducirano s f(x), je
G(x) = sign[xTβ + β0]. (5.10)
Iščemo hiperravnino, ki poda največjo razliko za podatke učne množice, ki














i xj , (5.11)
kjer je 0 ≤ αi ≤ C in
∑N
i=1 αiyi = 0.
Produkt xTx′ lahko zamenjamo z jedrnim produktom K(x, x′) [5]. Za jedro
smo uporabili radialno bazno funkcijo oziroma RBF (glej enačbo (5.12)).
K(x, x′) = exp(−γ‖x− x′‖2) (5.12)
Za učenje modela podpornih vektorjev nudi Weka razred za sekvenčno mini-
malno optimizacijo (angl. Sequential Minimal Optimisation oz. SMO). Učenje
podpornih vektorjev potrebuje rešitev problema velikega kvadratičnega progra-
miranja (angl. Quadratic programming oz. QP). S pomočjo algoritma SMO
razbijemo velik QP problem na množico čim manǰsih QP problemov. Ti manǰsi
problemi so rešeni analitično, s čimer se lahko izognemo dolgotrajni numerični
optimizaciji QP problema. SMO je zelo primeren za velike količine podatkov,
saj količina potrebnega spomina narašča linearno s količino podatkov [13].
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5.3.4 Logistična regresija
Logistična regresija je statistični model, ki vrne verjetnost določenega razreda
ali dogodka. Uporablja se lahko tako za binomsko kot multinomsko klasifikacijo.
Za potrebe našega algoritma smo uporabili Wekino implementacijo v razredu
Logistic z uporabo Ridgeovega klasifikatorja [21]. Število atributov dogodka Xn
bomo označili z m, torej 0 < m ≤ 41, in število razredov s k, 0 < k ≤ 3. Matrika
B, ki jo vrne algoritem, je velikosti m · (k − 1).
Verjetnost za razred j z izjemo zadnjega razreda izračunamo s
Pj(Xi) = exp(XiBj) / ((
k−1∑
j=1
exp(XiBj)) + 1). (5.13)







exp(XiBj)) + 1). (5.14)















kjer smo za λ pustili privzete vrednosti, torej λ = exp(−8) [21].
5.3.5 Nevronske mreže
Nevronske mreže so zelo popularen način analiziranja in napovedovanja podat-
kov. Zasnovane so bile po vzoru človeških možganov, saj so sestavljene iz sicer
zelo preprostih umetnih celic oziroma nevronov, ki so med sabo povezani. Ne-
vronske mreže so sposobne samostojnega učenja, kjer na podlagi učnih podatkov
sestavijo ustrezne povezave med nevroni, ki imajo pridružene uteži. Zaradi kom-
pleksne zgradbe podatkov z veliko atributi smo uporabili večplastni perceptron
(angl. Multi-layer perceptron oz. MLP). MLP je usmerjena nevronska mreža.
Nevroni (glej sliko 5.4) imajo utežene vhode in vrnejo rezultat z uporabo akti-
vacijske funkcije [12]. MLP sestavljajo tri ravni perceptronov. Vhodna ali vidna
raven (angl. Input/Visible layer) služi za vnos podatkov. Običajno je število
nevronov na vhodni plasti enako številu atributov modela. Nato sledi skrita
raven (angl. Hidden layer), ki je lahko sestavljena iz ene ali več plasti nevro-
nov. Zadnja izhodna raven (angl. Output layer) pa vrne vrednost ali vektor,
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Slika 5.4: Slika nevrona iz članka [12].
ki predstavlja rezultat določene klasifikacije. Dobljen rezultat se primerja z de-
janskim. Napaka, dobljena v rezultatu, sproži posodabljanje uteži med nevroni
v smeri negativnega gradienta napake v obratnem vrstnem redu plast za pla-
stjo. Takšno posodabljanje uteži imenujemo vzvratna propagacija (angl. back
propagation) [12].
Weka uporablja za učenje večplastnega perceptrona z vzvratno propagacijo
razred MultilayerPerceptron [22].
5.4 Mere za ocenjevanje
Za vsak klasifikator smo preverili naslednje vrednosti [11]:
 TP - procent pravilno pozitivno klasificiranih primerov.
 FP - procent napačno pozitivno klasificiranih primerov.
 TN - procent pravilno negativno klasificiranih primerov.
 FN - procent napačno negativno klasificiranih primerov.
 Preciznost ponazarja razmerje med resničnimi pozitivno klasificiranimi





 Priklic opisuje razmerje med resničnimi pozitivno klasificiranimi primeri






 Površina pod krivuljo ROC predstavlja verjetnost, da bo klasifikator z
naključno izbiro pozitivnega in negativnega primera vǐsje uvrstil pozitivni
primer. Večja kot je ta vrednost, bolǰsi je model.
 Površina pod krivuljo PRC predstavlja razmerje med preciznostjo





Na osnovi podatkov sezone 2015/16 lige NBA, za katero smo imeli na voljo 631
tekem, smo generirali 278.049 primerov, od tega 80.657 metov (t.j. 29,0 %),
168.095 podaj (t.j. 60,5 %) in 29.297 preobratov (t.j. 10,5 %). Podatke smo
razdelili na učno in testno množico, kjer smo 70 % podatkov oziroma 194.634
primerov uporabili za učno množico, 30 % oziroma 83.415 primerov pa za testno.
Klasifikacijska točnost preprostega večinskega klasifikatorja je torej 60,5 %.
6.1 Rezultati modelov
6.1.1 Odločitveno drevo
Klasifikator je pravilno napovedal 73,3 % primerov (Tabeli 6.1 in 6.2). Podaje
so bile pravilno napovedane v 84,2 % primerov, vendar tudi z 32,6 % napačnih
napovedi. Število pravilno napovedanih metov je bilo precej nižje z 72,9 %
pravilnih napovedi. Najmanj je bilo pravilno napovedanih preobratov, kar je




Met 18056 6256 460
Podaja 7106 42352 837
Preobrat 3095 4545 708
Tabela 6.1: Rezultati odločitvenega drevesa.
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TP % FP % Preciznost % Priklic % ROC PRC
Met 72,9 17,4 63,9 72,9 0,869 0,651
Podaja 84,2 32,6 79,7 84,2 0,849 0,850
Preobrat 8,5 1,7 35,3 8,5 0,716 0,208
Povprečje 73,3 25,0 70,6 73,3 0,816 0.727
Tabela 6.2: Rezultati mer odločitvenega drevesa.
6.1.2 Naključni gozd
Zgradili smo več naključnih gozdov. Brez modifikacije nastavitev grajenja na-
ključnega gozda smo dobili število napovedanih metov le dobrih 60 %, zato smo
vsako drevo gradili z 20 naključnimi atributi, kar je pokazalo bolǰse rezultate
(glej tabeli 6.3 in 6.4). Pravilno napovedanih primerov je bilo 74,0 %, od tega
87,4 % pravilno napovedanih podaj in 69,9 % pravilno napovedanih metov. Pre-
obrati so bili pravilno napovedani še z manǰso točnostjo kot pri odločitvenem
drevesu z le 5,3-% klasifikacijsko točnostjo. Podaje so imele tudi 36,3 % napačno





Met 17319 7194 259
Podaja 6018 43934 343
Preobrat 3071 4831 446
Tabela 6.3: Rezultati naključnega gozda.
TP % FP % Preciznost % Priklic % ROC PRC
Met 69,9 15,5 65,6 69,9 0,878 0,729
Podaja 87,4 36,3 78,5 87,4 0,859 0,901
Preobrat 5,3 0,8 42,6 5,3 0,736 0,247
Povprečje 74,0 26,6 71,1 74,0 0,853 0,784
Tabela 6.4: Rezultati mer naključnega gozda.
Diplomska naloga 33
6.1.3 Metoda podpornih vektorjev
Metoda podpornih vektorjev je podatke klasificirala z 68,2-% klasifikacijsko
točnostjo. Znova je bilo največ pravilno napovedanih podaj, kjer je bilo pravilno
pozitivno klasificiranih kar 92,0 % primerov, vendar tudi z 59,1 % nepravilno
napovedanimi primeri (glej tabeli 6.5 in 6.6). Meti so bili pravilno napovedani
le v 42,9 % primerov, medtem ko za preobrate ni bilo niti ene napovedi. Metoda
podpornih vektorjev velja za najmanj natančno med modeli, saj ima najnižjo
povprečno klasifikacijsko točnost in površino pod krivuljama ROC in PRC z




Met 10627 14145 0
Podaja 4044 46251 0
Preobrat 2910 5438 0
Tabela 6.5: Rezultati metode SVM.
TP % FP % Preciznost % Priklic % ROC PRC
Met 42,9 11,9 60,4 42,9 0,740 0,475
Podaja 92,0 59,1 70,3 92,0 0,664 0,695
Preobrat 0,0 0,0 ? 0,0 0,433 0,094
Povprečje 68,2 39,2 ? 68,2 0,664 0,569
Tabela 6.6: Rezultati mer metode SVM.
6.1.4 Logistična regresija
Logistična regresija je pravilno napovedala 70,49 % instanc. Ponovno je bilo
največje število napovedanih podaj z 88,0 % pravilno napovedanimi podajami
s kar 45,2 % napačno klasificiranimi. Meti so bili pravilno klasificirani le v 58,6





Met 14527 9863 382
Podaja 5784 44251 260
Preobrat 2854 5094 400
Tabela 6.7: Rezultati logistične regresije.
TP % FP % Preciznost % Priklic % ROC PRC
Met 58,6 14,7 62,7 58,6 0,846 0,649
Podaja 88,0 45,2 74,7 88,0 0,836 0,887
Preobrat 4,8 0,9 38,4 4,8 0,740 0,241
Povprečje 70,9 31,7 67,5 70,9 0,829 0,751
Tabela 6.8: Rezultati mer logistične regresije.
6.1.5 Nevronske mreže
Poleg odločitvenega drevesa so le nevronske mreže vrnile nekoliko bolǰse rezul-
tate (glej tabeli 6.9 in 6.10). Ob precej visokem deležu pravilno klasificiranih
podaj, pri 87,8 %, so bili tudi meti pravilno napovedani v 72 % primerov. Mo-





Met 17831 6941 0
Podaja 6153 44142 0
Preobrat 3172 5175 1
Tabela 6.9: Rezultati nevronskih mrež.
6.2 Nadgradnja modelov
Kot lahko opazimo, je odstotek pravilno napovedanih podaj precej večji od od-
stotka pravilno napovedanih metov. Ker je cilj napada zadeti koš, smo poskušali
pri klasifikatorjih izbolǰsati tudi točnost metov. K temu smo imeli dva pristopa:
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TP % FP % Preciznost % Priklic % ROC PRC
Met 72,0 15,9 65,7 72,0 0,881 0,736
Podaja 87,8 36,6 78,5 87,8 0,862 0,901
Preobrat 0,0 0,0 100,0 0,0 0,734 0,218
Povprečje 74,3 26,8 76,8 74,3 0,855 0,784
Tabela 6.10: Rezultati mer nevronskih mrež.
1. Mete smo obtežili glede na položaj igralca z žogo ob metu. Tako smo ga
obtežili s težo 2, če je igralec metal na koš znotraj območja za 2 točki,
ali pa s težo 3, če je igralec vrgel na koš za črto za 3 točke. S tem
smo v učni množici dobili bolj enakovredno razdelitev med težo metov
in podaj. Dodatno smo obtežili tudi vse preobrate s težo 2, da ne bi
algoritem tem dal preveč poudarka (poskusi obteževanja preobratov so
opisani v razdelku 6.4). Celotna teža primerov je znašala 287.432. Meti
so imeli skupno težo 127.734 (t.j. 44,4 %), podaje 117.800 (t.j. 41,0 %),
preobrati pa 41.898 (t.j. 14,6 %).
2. Za klasificiranje neobteženih podatkov smo uporabili Wekin meta klasifi-
kator CostSensitiveClassifier, s katerim lahko obtežimo osnovni klasi-
fikator. Tako temu podamo matriko cen, ki ponazarjajo kazni ob napačni
klasifikaciji. Za vsak model smo s poskušanjem iskali najbolj optimalno
matriko cen.
6.2.1 Odločitveno drevo
Oba obtežena modela (glej tabeli 6.11 in 6.12) sta pokazala veliko večje število
pravilno napovedanih metov, kar smo želeli. Prvi model daje večji poudarek
metom, drugi pa podajam. Skupno povprečje pravilno klasificiranih primerov
je padlo, ker večina primerov predstavlja podaje, te pa so bile klasificirane z






Met 20667 3139 966
Podaja 10970 36939 2386
Preobrat 3740 3199 1409
Obtežen model 2
Met 19790 4142 840
Podaja 9465 38838 1992
Preobrat 3516 3522 1310
Tabela 6.11: Primerjava rezultatov modelov odločitvenega drevesa.
TP % FP % Preciznost % Priklic % ROC PRC
OM 1
Met 83,4 25,1 58,4 83,4 0,829 0,630
Podaja 73,4 19,1 95,4 73,4 0,816 0,833
Preobrat 16,9 4,5 29,6 16,9 0,658 0,196
Povprečje 70,7 19,4 71,8 70,7 0,804 0,709
OM 2
Met 79,9 22,1 60,4 79,9 0,831 0,634
Podaja 77,2 23,1 83,5 77,2 0,817 0,829
Preobrat 15,7 3,8 31,6 15,7 0,633 0,200
Povprečje 71,9 20,9 71,5 71,9 0,806 0,709
Tabela 6.12: Primerjava mer modelov odločitvenega drevesa.
6.2.2 Naključni gozd
Pri obeh modelih lahko vidimo velik napredek v številu pravilno napovedanih
metov (glej tabele 6.3, 6.13 in 6.14). Prvi model je edini med vsemi, ki ima
pravilno napovedanih podaj in metov več kot 80 %. Modela imata tudi najvǐsjo
površino pod krivuljo PRC za mete in podaje, kakor tudi povprečno površino
pod krivuljo PRC. Rezultate modelov smo natančneje pregledali v razdelku 7.1.
6.2.3 Logistična regresija
Skupna klasifikacijska točnost je pri obteženi logistični regresiji padla le pri pr-
vem modelu zaradi manǰsega števila pravilno napovedanih podaj (glej tabeli 6.15






Met 20382 4256 134
Podaja 9111 40844 340
Preobrat 3867 4057 424
Obtežen model
Met 18719 5716 337
Podaja 7240 42386 669
Preobrat 3451 4168 729
Tabela 6.13: Primerjava rezultatov modelov naključnega gozda.
TP % FP % Preciznost % Priklic % ROC PRC
OM 1
Met 82,3 22,1 61,1 82,3 0,880 0,737
Podaja 81,2 25,1 83,1 81,2 0,861 0,903
Preobrat 5,1 0,6 47,2 5,1 0,755 0,272
Povprečje 73,9 21,8 73,0 73,9 0,856 0,790
OM 2
Met 75,6 18,2 63,6 75,6 0,880 0,735
Podaja 84,3 29,8 81,1 84,3 0,859 0,902
Preobrat 8,7 1,3 42,0 8,7 0,757 0,274
Povprečje 74,1 23,5 72,0 74,1 0,855 0,790
Tabela 6.14: Primerjava mer modelov naključnega gozda.
6.7). Drugi model ima manj pravilno napovedanih metov, vendar je zaradi tega
precej več pravilno napovedanih podaj.
6.2.4 Metoda podpornih vektorjev
Oba obtežena modela metode podpornih vektorjev se nista pretirano izkazala
(glej tabeli 6.17 in 6.18). Prvi model še vedno ni imel nobene napovedi med
preobrate, drugi pa skupno le 11. Opazimo lahko, da prvi model preferira
mete, medtem ko da drugi model večji poudarek podajam. Zaradi tega ima
drugi model tudi vǐsjo klasifikacijsko točnost, saj je med primeri več podaj.
Sklepamo, da bi lahko z optimizacijo metode dosegli bolǰse rezultate, vendar
so zaradi časovnih omejitev zgradili le po en model za vsak primer (za opis






Met 20658 3136 978
Podaja 13456 35438 1401
Preobrat 3988 3241 1119
Obtežen model 2
Met 18544 5423 805
Podaja 9544 39832 919
Preobrat 3592 3883 873
Tabela 6.15: Primerjava rezultatov modelov logistične regresije.
TP % FP % Preciznost % Priklic % ROC PRC
OM 1
Met 83,4 29,7 54,2 83,4 0,841 0,645
Podaja 70,5 19,3 84,7 70,5 0,835 0,886
Preobrat 13,4 3,2 32,0 13,4 0,731 0,243
Povprečje 68,6 20,8 70,4 68,6 0,826 0,750
OM 2
Met 74,9 22,4 58,5 74,9 0,846 0,648
Podaja 79,2 28,1 81,1 79,2 0,836 0,887
Preobrat 10,5 2,3 33,6 10,5 0,735 0,243
Povprečje 71,0 23,8 69,6 71,0 0,829 0,751
Tabela 6.16: Primerjava mer modelov logistične regresije.
6.2.5 Nevronske mreže
Pri rezultatih prvega modela lahko vidimo, da da prvi model večji poudarek
metom kot podajam, medtem ko drugi model le izbolǰsa razmerje med pra-
vilno klasificiranimi podajami in meti neobteženega modela (glej tabelo 6.10),
pri čemer da še vedno večji poudarek podajam. Prvi model tudi izbolǰsa kla-
sifikacijsko točnost preobratov pri 12,6 %, medtem ko jih drugi model napove
pravilno le v 1,9 % primerov (glej tabeli 6.19 in 6.20).
6.3 Napake






Met 20828 3944 0
Podaja 14772 35523 0
Preobrat 5009 3339 0
Obtežen model 2
Met 16916 7853 3
Podaja 8242 42053 0
Preobrat 4047 4293 8
Tabela 6.17: Primerjava rezultatov modelov metode SVM.
TP % FP % Preciznost % Priklic % ROC PRC
OM 1
Met 84,1 33,7 51,3 84,1 0,773 0,491
Podaja 70,6 22,0 83,0 70,6 0,768 0,782
Preobrat 0,0 0,0 ? 0,0 0,516 0,103
Povprečje 67,6 23,3 ? 67,6 0,744 0,628
OM 2
Met 68,3 21,0 57,9 68,3 0,773 0,516
Podaja 83,6 36,7 77,6 83,6 0,742 0,756
Preobrat 0,1 0,0 72,7 0,2 0,562 0,114
Povprečje 70,7 28,3 71,3 70,7 0,733 0,620
Tabela 6.18: Primerjava mer modelov metode SVM.
6.3.1 Napaka v podatkih SportVU
Kot je bilo omenjeno že v rezultatih algoritma 4.2, so lahko podatki sistema na
trenutke napačni. Zaradi tega se lahko zgodi, da algoritem napačno interpretira
trenutek.
6.3.2 Napaka algoritma
Druga vrsta napake je napaka algoritma za analizo podatkov SportVU. Kadar
je blizu žoge več igralcev, lahko algoritem napačno zazna trenutno posest. Ker
hkrati manjka podatek o vǐsini igralcev, je v takšnih situacijah pod košem težko
razbrati, kateri igralec ima žogo v posesti, kdo je vrgel na koš in ali je prǐslo do
blokade meta in preobrata. Če je žoga pred avtom dovolj blizu igralca, je lahko






Met 21280 2954 538
Podaja 10357 38535 1403
Preobrat 3871 3425 1052
Obtežen model 2
Met 19030 5667 75
Podaja 8121 42066 108
Preobrat 3683 4508 157
Tabela 6.19: Primerjava rezultatov modelov nevronskih mrež.
TP % FP % Preciznost % Priklic % ROC PRC
OM 1
Met 85,9 24,3 59,9 85,9 0,882 0,728
Podaja 76,6 19,3 85,8 76,6 0,865 0,903
Preobrat 12,6 2,6 35,1 12,6 0,744 0,262
Povprečje 73,0 19,1 73,0 73,0 0,858 0,788
OM 2
Met 76,8 20,1 61,7 76,8 0,872 0,713
Podaja 83,6 30,7 80,5 83,6 0,855 0,898
Preobrat 1,9 0,2 46,2 1,9 0,746 0,247
Povprečje 73,4 24,5 71,5 73,4 0,849 0,778
Tabela 6.20: Primerjava mer modelov nevronskih mrež.
6.3.3 Optimalnost podatkov
V učni množici moramo tudi upoštevati, da model učimo na podlagi dejanskih
dejanj in ne optimalnih. Igralec se lahko na primer v določenem trenutku odloči
za slab met, medtem ko bi lahko podal prostemu soigralcu. Enako velja tudi za
testno množico.
6.4 Eksperimentiranje
Točnost modelov smo poskušali izbolǰsati z različnimi modifikacijami podatkov.
Ti se v veliki meri niso pokazali za uspešne in so znižali točnost klasifikatorjev.
 Poskušali smo poenostaviti model in odstraniti nekaj atributov. Tako
smo odstranili vse atribute, ki so vezani na razdaljo, torej razdalja igralca
z žogo do koša in razdalje do koša in igralca z žogo za vsakega od soigralcev.
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Predpostavili smo, da so podatki o conah igralcev zadostna informacija
o poziciji. Število pravilno napovedanih primerov je bilo pri vseh pre-
izkušenih klasifikatorjih do dva procenta nižje glede na klasifikatorje, ki so
uporabljali vse atribute, zato smo to opcijo opustili.
 Podatke smo skušali tudi premešati in tako klasifikatorje učiti z učnimi
podatki v naključnem vrstnem redu. Rezultati niso pokazali bistvenih
sprememb, saj se niso vrednosti pravilno in napačno klasificiranih me-
tov/podaj/preobratov spremenile za več kot 1 % in so v veliki večini re-
zultati odstopali za manj kot 0,5 % v določeni smeri.
 Pri klasifikaciji smo preizkusili več različnih tež preobratov. Teža, večja
od 2, že precej zniža točnost modela pri napovedi podaj in metov, hkrati
pa točnosti preobratov bistveno ne zvǐsa.
 Rezultate metode SVM bi lahko izbolǰsali z izbiro drugega jedra, ven-
dar smo preiskovanje drugih možnosti opustili. Za učenje prvega modela
metode SVM (glej razdelek 6.1.3) smo potrebovali 73 ur. Teste smo izva-






S popravki smo uspeli naučiti modele, ki s povprečno verjetnostjo napovedo, ali
bo v naslednjem trenutku prǐslo do podaje ali pa do meta na koš.
Natančneje smo pregledali oba modela obteženega naključnega gozda (glej
razdelek 6.2.2). Napačno klasificirane mete in podaje smo zapisali v ločene da-
toteke. Nato smo na podlagi vrednosti atributov v teh datotekah primerjali
modela (glej sliko 7.1). Prvi model je zaznal 4256 metov kot podaje, drugi pa
5716. Oba modela sta v prvi coni (za razdelitev igrǐsča glej sliko 5.1) napačno
napovedala manj kot 15 primerov. Nato lahko opazimo več napačno klasificira-
nih primerov v conah bližje košu in sredini osi x, torej v vseh treh bližnjih conah
2, 3 in 4, v conah 6, 7 in 8 ter v sredinskih conah za črto za tri točke 12, 13 in 14.
V teh conah je za prvi model med 323 in 523 napačno klasificiranih primerov
na cono, kjer je zanimivo najmanj podaj napovedanih zunaj črte za tri točke.
Pri drugem modelu je v teh conah v povprečju od 100 do 150 primerov več, kjer
njihovo število tudi narašča z oddaljenostjo od koša. Znotraj stranskih območij
je bilo pri obeh modelih precej manj napačno napovedanih primerov, za coni 5
in 9 s povprečjem pri prvem modelu 121, pri drugem pa 162. Območji 10 in 11
sta imeli še manj napačno klasificiranih primerov, v prvem modelu skupno le
16, v drugem pa 43.
Prvi model je klasificiral 9111 podaj kot mete, drugi pa 7240. Zopet je
pri obeh večina teh v prvi coni, kjer je pri prvem modelu 2998 primerov, pri
drugem pa 2926. Vidimo lahko, da z oddaljenostjo od koša število primerov
upada. Hkrati je opazno, da je več napačno ocenjenih metov v sredinskih conah
3, 7 in 13. Noben klasifikator ni ocenil podaje v conah 15, 16 in 17 za met. V
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vseh conah lahko opazimo bolj konzervativen pristop drugega modela, kjer je v
vsaki coni manj napačnih primerov, sploh v območjih, ki označujejo mete za tri
točke.
Opazimo lahko, da oba modela preferirata podaje dlje od koša. V conah 15,
16 in 17 ni noben od modelov napovedal primera kot meta. V vseh conah ima
drugi model več napovedanih podaj kot prvi. Največje razlike lahko opazimo v
conah, ki označujejo mete za tri točke. V stranskih conah 5, 9, 10 in 11 vidimo
manǰse število podaj. Sklepamo, da je to zato, ker je žoga večino napada bližje
sredini igrǐsča.
Kot smo pričakovali, je število napovedanih metov pri prvem modelu večje
v vseh conah. Večje razlike v številu primerov lahko opazimo v conah 2, 3 in
4, kjer je v vsaki coni povprečno 365 primerov več kot pri drugem modelu, in v
conah 12, 13 in 14, kjer je povprečno kar 543 primerov več na cono.
Kot glavni model smo izbrali drugega, saj je ta bolj konzervativen z meti.
Upoštevati moramo, da se ne zaključi vsak met z zadetim košem. Pri modelu
lahko tudi opazimo, da z iztekanjem časa napada naraste možnost meta, saj je
povprečni čas meta 10.9 sekund do konca napada, za podaje pa 13.2 sekund.
Napoved podaj, ko se čas napada izteka, strmo pada.
Na podlagi tega lahko rečemo, da lahko s tem modelom relativno uspešno
napovemo potek povprečne košarkarske igre.
7.2 Izračun vrednosti napada
Za izračun vrednosti napada smo sprva pripravili dve hevristiki. Uporabili smo
dobljene klasifikatorje, ki so nam podali verjetnostno porazdelitev po razredih.
Igralca z žogo označimo z i, soigralce pa z j. Naj bo
K(i) = pmeti · vrednostmeti , (7.1)
kjer je vrednost predstavljena s številom točk vrednosti zadetega koša (2 ali 3).
Skupno vrednost smo nato izračunali po formulah:
EPV1 = K(i) + ppodaja · pmetj , (7.2)
kjer pmetj predstavlja povprečje verjetnosti metov soigralcev; in:
EPV2 = K(i) + ppodaja ·min
j
pmetj , (7.3)
kjer uporabimo le minimalno verjetnost meta soigralca.
Izračun vrednosti smo naredili na napadu, ki je prikazan na sliki 7.2. Kot
lahko vidimo na sliki 7.3, se napad začne s precej visoko vrednostjo, saj sta ob
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Slika 7.1: Primer analize podatkov v Weki.
večji verjetnosti meta možni tudi podaji do soigralcev. Ob sprejemu podaje
v drugem trenutku vrednost nekoliko pade, saj obramba ovira podaje, hkrati
pa je bila verjetnost za met nižja. Ocena napada nato v 3. in 4. trenutku
še naprej pada, saj imata igralca ob predaji žoge majhne možnosti za hiter
zaključek napada. Takoj po prevzemu žoge doseže v 4. trenutku svoj minimum.
Padec vrednosti je veliko bolj očiten pri izračunu EPV z minimalno vrednostjo
igralca. Pred podajo Porterja nazaj proti Dudleyu, v trenutku 5, vrednost
napada močno naraste pri obeh izračunih, saj obstaja večja verjetnost meta,
povǐsane verjetnosti za met pa imajo tudi soigralci. Po podaji ta znova pade,
saj se igralec nahaja bolj v stranskem območju igrǐsča in je tako verjetnost za
met nižja kot bližje sredini, hkrati pa nima veliko opcij za podajo. Ob prodoru
proti košu nato vrednost naraste. Pričakovali smo, da bo iz 7. v 8. trenutek
bolj narastla, saj je bil Gortat prost za met, vendar se je ta zelo malo povǐsala,
v primeru igralca z minimalno verjetnostjo pa celo padla.
7.2.1 Napovedovanje verjetnosti podaj in zadetka
Trenutni model razlikuje le med metom in podajo, ne drži pa informacije o
smeri podaje igralca. Tako imata trenutno soigralec tik ob igralcu z žogo in
soigralec ob robu igrǐsča enako možnost prejetja podaje, kar pa ne drži. Za
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(1) Podaja Johna Walla proti Jaredu
Dudleyu.
(2) Žogo sprejme Jared Dudley.
(3) Kratka podaja med Dudleyem in
Porterjem.
(4) Porter prejme vročeno žogo.
(5) Podaja Porterja nazaj proti Dudleyu. (6) Dudley prejme žogo.
(7) Prodor proti košu, ki mu sledi podaja
do Marcina Gortata.
(8) Gortat zaključi z metom na koš.
Slika 7.2: Primer akcije, ki se zaključi z metom.
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EPV z min. vrednostjo soigralca
Slika 7.3: Računanje enostavne vrednosti napada na sliki 7.2.
napovedovanje uspešne podaje smo združili dva modela. Nabor atributov je
ostal isti, kot je opisan v razdelku 5.1. Med primere smo dodali le dejanja, ki
predstavljajo podaje.
1. Pri prvem modelu se nabor atributov iz razdelka 5.1 ni spremenil, poso-
dobili smo le ciljni atribut. Tako smo dobili štirirazredni problem, kjer
vsak razred predstavlja podajo drugemu soigralcu. Med modeli so se naj-
bolje izkazale nevronske mreže, ki so imele 66,6 % pravilno klasificiranih
primerov (glej tabeli 7.1 in 7.2).
2. Za drugi model smo ohranili atribute, ki se navezujejo na igralca z žogo
in na enega prejemnika. Ohranili smo tudi atribute, ki se navezujejo na
samo igro (čas do konca napada, razlika v točkah ...). Atribut, ki označuje
kot obrambnega igralca med igralcem z žogo in košem, smo nadomestili s
kotom med podajalcem in prejemnikom podaje. Tako smo iz ene podaje
dobili 4 primere, med katerimi je bil le en pozitivno klasificiran kot po-
daja, medtem ko so bili ostali klasificirani kot
”
ne podaja“. Tudi tukaj
smo uporabili umetne nevrosnke mreže, kjer se je model izkazal z 82,0 %
pravilno napovedanimi primeri (glej tabeli 7.3 in 7.4). S tem modelom
računamo verjetnost uspešnosti posamezne podaje.




Podaja1 Podaja2 Podaja3 Podaja4
Podaja1 9245 1485 1636 1533
Podaja2 1549 8914 1514 1363
Podaja3 1426 1393 9145 1385
Podaja4 1495 1414 1465 7870
Tabela 7.1: Rezultati metode nevronskih mrež za napovedovanje smeri podaje.
TP % FP % Preciznost % Priklic % ROC PRC
Podaja1 66,5 11,5 67,4 66,5 0,871 0,727
Podaja2 66,8 10,9 67,5 66,8 0,878 0,732
Podaja3 68,5 11,7 66,5 68,5 0,879 0,743
Podaja4 64,3 10,5 64,8 64,3 0,872 0,698
Povprečje 66,6 11,2 66,6 66,6 0,875 0,725
Tabela 7.2: Rezultati mer metode nevronskih mrež za napovedovanje smeri
podaje.
glede na celotno sliko stanja na igrǐsču, drugi model pa nato oceni še verjetnost,
da bo podaja do soigralca j uspešna.
Sestavili smo tudi model za napovedovanje verjetnosti zadetka. Za preverja-
nje, če je bil met uspešen ali ne, smo uporabili podatke play-by-play, kjer vsak
dogodek vsebuje tudi podatke o vrsti le-tega. Pri generiranju podakov smo
morali biti pozorni na prekrivanje trenutkov. V veliko primerih sta se znotraj
enega dogodka zgodila dva meta. Igralec napada je tako na primer po neu-
spešnem metu ujel žogo ter znova vrgel na koš in zadel. Če je nasprotna ekipa
po zgrešenem metu izvedla hiter protinapad, je bil tudi ta ujet v isti dogodek.
Zato smo ob vsakem metu preverili, če se igralec pri žogi ujema z igralcem v
podatkih play-by-play. Hkrati smo upoštevali le vsak prvi met v dogodku (na-
leteli smo na primere, ko je igralec, ki je zgrešil met na koš, pred zaključkom
istega dogodka znova vrgel na koš) in da je čas do konca četrtine trenutnega
meta manǰsi kot pri preǰsnjem metu.
Uspešnost meta smo modelirali na podlagi vrednosti naslednjih prostorskih
atributov: tip in cona igralca pri žogi, njegova oddaljenost od koša, število
bližnjih obrambnih igralcev in njihova povprečna razdalja, razdalja in kot naj-
bližjega obrambnega igralca in soigralca (soigralec lahko v nekaterih primerih





Ne podaja 134950 24507
Podaja 13803 39287
Tabela 7.3: Rezultati metode nevronske mreže za napovedovanje posamezne
podaje.
TP % FP % Preciznost % Priklic % ROC PRC
Ne Podaja 84,6 26,0 90,7 84,6 0,878 0,951
Podaja 74,0 15,4 61,6 74,0 0,878 0,718
Povprečje 82,0 23,3 83,4 82,0 0,878 0,893
Tabela 7.4: Rezultati mer metode nevronske mreže za napovedovanje posamezne
podaje.
bute smo dodali tudi informacije o igri, torej čas do konca napada in četrtine ter
razliko v točkah, in podatek o dosedanji uspešnosti meta igralčeve ekipe glede
na cono. Glede na vrednosti teh atributov smo skušali napovedati, če bo met
uspešen ali ne.
Opazili smo, da se na nekaterih tekmah podatki SportVU ne ujemajo s
podatki play-by-play. Dogodki na teh tekmah so bili napačno oštevilčeni, saj se
identifikacijske številke in opisi dogodkov niso ujemali z dejanskim potekom igre
(številka dogodka je bila v večini teh primerov za dogodek ali dva zamaknjena).
Zato smo takšne tekme odstranili.
Po filtriranju podatkov smo ostali s 53.935 meti, od katerih je bilo 24.245
zadetih (t.j. 45,0 %) in 29.690 zgrešenih (t.j. 55 %) metov. Klasifikacijska
točnost preprostega večinskega klasifikatorja bi tako bila 55 %. Sestavili smo
več modelov, med katerimi so vsi napovedali več zgrešenih metov kot uspešnih.
Zopet so se najbolje izkazale nevronske mreže z 62,2 % pravilno napovedanih
primerov (glej tabeli 7.5 in 7.6). Bolj kot sama klasifikacijska točnost nas zanima
verjetnost, ali bo met uspešen. V tabeli 7.7 je prikazanih nekaj primerov. V pr-
vem primeru lahko vidimo, da je blizu koša z 0,62 m do najbližjega obrambnega
igralca verjetnost zadetka zelo visoka. V drugem primeru pa lahko opazimo, da
čeprav je igralec od koša oddaljen le 0,18 m, stoji njegov obrambni igralec le
0,16 m stran, zato je verjetnost zadetka tokrat 53,1 %. V tretjem primeru je ob
večji oddaljenosti od koša, v 5. coni, tudi obrambni igralec precej blizu, zaradi
tega tudi veliko nižja verjetnost zadetka. V zadnjih dveh primerih lahko opa-
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zimo, kako razdalja obrambnega igralca vpliva na verjetnost zadetka. V petem




Zgrešen met Zadet met
Zgrešen met 6651 2296
Zadet met 3826 3407
Tabela 7.5: Rezultati metode nevronskih mrež za napovedovanje uspešnosti
zadetka.
TP % FP % Preciznost % Priklic % ROC PRC
Zgrešen met 74,3 52,9 63,5 74,3 0,651 0,675
Zadet met 47,1 25,7 59,7 47,1 0,651 0,621
Povprečje 62,2 40,7 61,8 62,2 0,651 0,651
Tabela 7.6: Rezultati mer metode nevronskih mrež za napovedovanje uspešnosti
zadetka.





podajaj ·K ′(j)), (7.4)
kjer podajaj predstavlja zmnožek izračunanih modelov za napovedovanje podaje
(zmnožek je pomnožen tudi z ustreznim koeficientom, tako da vsota verjetnosti
podaj na koncu znaša 100 %), K ′(i) pa izračunamo tako, da K(i) pomnožimo
z verjetnostjo zadetka.
Napad smo ponovno evalvirali s pomočjo nove hevristike (glej sliko 7.4).
Opazimo lahko, da EPV s povprečjem poda ocene, ki so bolj primerljive z vre-
Dogodek Cona igralca Razd. koš (m) Razd. obr. igr. (m) Zadet met %
Zadet met 1 0,62 0,58 76,2
Zadet met 1 0,18 0,16 53,1
Zadet met 5 6,92 1,18 34,1
Zgrešen met 10 6,97 4,01 51,5
Zgrešen met 10 6,84 1,50 30,4
Tabela 7.7: Prikaz rezultatov modela za napovedovanje uspešnosti meta.
Diplomska naloga 51





















EPV z verj. podaj in zadetka
Slika 7.4: Računanje vrednosti napada na sliki 7.2 z upoštevano verjetnostjo
podaj in zadetka.
dnostjo košev. Menimo pa, da kljub nižjim ocenam, izračun vrednosti EPV z
upoštevanjem vseh verjetnosti poda bolǰse razmerje med ocenami, če gledamo
napad kot celoto. Vrednost do 4. trenutka znova pada. V 5. trenutku lahko
opazimo veliko razliko med vrednostjo hevristik. Pri modelu, z upoštevanjem
verjetnosti, vrednost ne naraste tako drastično zaradi manǰse verjetnosti za za-
detek meta. V 6. trenutku, za razliko od preǰsnjih izračunov, vrednost še
nekoliko naraste, kar se nam zdi bolje, glede na to, da je igralec bližje košu in
ni tako tesno pokrit. Nato ob prodoru vrednost nekoliko pade zaradi obrambe,
ki ovira met. Po podaji do Gortata vrednost močno naraste, saj je ta na dobri
poziciji za met in brez obrambe, ki bi ga lahko ovirala. Vrednost napada doseže
vǐsek tik pred metom.
Ob pregledu rezultatov smo opazili, da sta oba modela za napovedovanje
podaj pravilno klasificirala podaje ali pa sta kot najbolǰse izbrala druge, ki so
tudi bile smiselne.
Razvidno je, da so vse hevristike zelo občutljive na trenutno pozicijo igralcev
in potek igre, saj lahko njihove vrednosti precej skačejo. Med vročanjem žoge
ali v začetku napada bližje polovici igrǐsča je lahko vrednost napada zelo nizka
zaradi manǰsih verjetnosti za met in/ali zadetek. V 5. trenutku je razvidno, da
poda zadnji izračun bolǰse vrednosti, saj upošteva tudi verjetnost zadetka. Če
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upoštevamo le verjetnost meta, lahko v nekaterih trenutkih dobimo previsoke
vrednosti, ki niso dejanska slika stanja na igrǐsču. Posledično je tudi ocena
napada veliko bolj nestabilna, saj lahko zaradi večjega števila točk (zunaj črte
za tri točke je vrednost meta 3) vrednost napada preveč naraste. Uporabljeni
modeli tudi ne upoštevajo možnosti vodenja žoge in premikanja igralcev, kar
lahko bistveno vpliva na vrednost napada. Kot primer lahko vzamemo 3. in 4.
trenutek iz primera napada na sliki 7.2 in pripadajoče ocene le-tega. Končna
hevristika lahko poda napačne ocene tudi zaradi možnih napak vseh modelov
(za opis napak glej razdelek 6.3).
7.3 Primerjava rezultatov z rezultati lige NBA
Za tesiranje natančnosti ocene smo za vsako ekipo sešteli vse vrednosti napada
tik pred metom, podajo ali preobratom na vseh odigranih tekmah (upoštevali
smo le dejanja, ki ustrezajo predpostavkam, ki so opisane v razdelku 5.2). Na
voljo smo imeli 631 tekem prve polovice sezone 2015/16 (datum zadnje tekme v
bazi podatkov je 23.1.2016 [16]). Za vsako ekipo smo tudi sešteli vse odigrane
tekme in nato izračunali povprečno skupno vsoto vrednosti na eni tekmi. Ker
nismo našli točne razvrstitve ekip za 23. januar 2016, smo za primerjavo upora-
bili procent zmaganih tekem [15]. V tabeli 7.8 smo primerjali povprečno vsoto
EPV na tekmi z razvrstitvijo ekip glede na procent zmaganih tekem. Opazimo
lahko, da so ekipe v grobem pravilno razdeljene. Večina ekip je na EPV le-
stvici na isti polovici kot na dejanski. Pri nekaterih ekipah lahko opazimo večja
odstopanja, kot na primer pri ekipi Boston Celtics, kjer je dejanska uvrstitev
na lestvici 10 mest nižja od četrtega mesta na EPV lestvici, in ekipi Toronto
Raptors, ki je zasedla 16 mesto, medtem ko je na dejanski lestvici na 6 mestu.
Uporabljena hevristika se je dobro izkazala pri najbolǰsih ekipah, kjer so tri od
prvih štirih ekip na EPV lestvici tudi na dejanski lestvici med prvimi štirimi, in
pri najslabših, kjer sta zadnji dve ekipi na EPV lestvici najslabši tudi dejansko.
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Ime ekipe Povprečna vsota EPV Mesto na lestvici
1 San Antonio Spurs 109,57 2
2 Golden State Warriors 105,06 1
3 Cleveland Cavaliers 102,02 4
4 Boston Celtics 101,90 14
5 Indiana Pacers 101,48 11
6 Atlanta Hawks 99,77 7
7 Oklahoma City Thunder 97,08 3
8 Los Angeles Clippers 96,72 5
9 Dallas Mavericks 95,88 10
10 Houston Rockets 94,88 15
11 Washington Wizards 94,21 17
12 Memphis Grizzlies 93,89 9
13 Chicago Bulls 93,49 8
14 Miami Heat 93,49 13
15 Charlotte Hornets 92,76 19
16 Toronto Raptors 92,69 6
17 Orlando Magic 92,37 18
18 New York Knicks 91,82 16
19 Detroit Pistons 91,21 12
20 Sacramento Kings 91,03 20
21 Brooklyn Nets 89,77 28
22 New Orleans Pelicans 88,63 25
23 Milwaukee Bucks 88,34 22
24 Phoenix Suns 88,17 26
25 Utah Jazz 87,64 21
26 Minnesota Timberwolves 85,39 27
27 Denver Nuggets 85,26 24
28 Portland Trail Blazers 81,65 23
29 Philadelphia 76ers 78,64 30
30 Los Angeles Lakers 77.99 29
Tabela 7.8: Primerjava povprečne vsote EPV na tekmi z razvrstitvijo ekip glede




V diplomski nalogi je opisan razvoj algoritma za analizo SportVU podatkov in
ocenjevanje vrednosti napada na osnovi le-teh. Najprej smo podatke pretvorili
v smiseln potek igre. Opazili smo, da ti niso vedno pravilni in lahko zaradi
tega pride do napak v zaznavanju dejanj napada. Nato smo definirali atributni
prostor, s katerim smo poskušali zajeti prostorske in ostale podatke v napadu.
Za modeliranje teh podatkov smo uporabili pet različnih modelov: odločitveno
drevo, naključni gozd, logistično regresijo, metodo podpornih vektorjev in ne-
vronske mreže. Te modele smo uporabili, da smo za vsako dejanje napovedali
verjetnosti meta, podaje in preobrata. Zaradi neuravnoteženosti podatkov smo
poskušali primere obtežiti na dva načina, ki sta opisana v razdelku 6.2. Poka-
zali smo, da lahko s pomočjo strojnega učenja dokaj uspešno napovemo, kaj se
bo zgodilo v naslednjih trenutkih napada. Možne napake pri modeliranju smo
opisali v razdelku 6.3. Za najbolǰsi model se je izkazal obtežen naključni gozd
(glej razdelek 7.1).
S pomočjo izbranega modela smo sestavili dve preprosti hevristiki in jih te-
stirali na primeru dejanskega napada (glej razdelek 7.2). Opazili smo, da za
uspešno napoved vrednosti napada potrebujemo tudi verjetnostno porazdelitev
podaj do igralcev in verjetnost zadetka, če pride do meta. Tako smo za podaje
sestavili še dva modela nevronskih mrež. Prvi nam poda verjetnosti podaj do
soigralcev glede na celotno sliko igrǐsča, drugi pa nato napove uspešnost posame-
zne podaje. Tudi za napovedovanje uspešnosti zadetka smo uporabili nevronske
mreže. V končno hevristiko smo vključili vse štiri modele (glej razdelek 7.2.1).
Opazili smo, da poda končna hevristika nižje ocene kot preprosti hevristiki in
s tem tudi nižje od dejanskih vrednosti napadov, vendar poda bolǰsa razmerja
med ocenami glede na cel napad. Za primerjavo hevristik glej razdelek 7.2.1.
Končno hevristiko smo na koncu testirali na podlagi vseh tekem. Za vsako ekipo
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smo pripravili povprečno vsoto vrednosti EPV na eni tekmi ter njihovo uvrsti-
tev na lestvici primerjali z uvrstitvijo glede na procent zmag (za primerjavo
glej razdelek 7.3). Ugotovili smo, da dobljena hevristika za vsako ekipo poda
povprečno oceno glede na dejansko lestvico.
Izračun vrednosti bi lahko izbolǰsali z optimizacijo modelov in atributov.
Trenutno zajemamo le cone igralcev in oddaljenost od obrambe, kjer bi lahko
uporabljali točno pozicijo. Hkrati med ekipami in igralci istega tipa trenutno
ne delamo razlik, vendar je očitno, da nobena dva igralca nista enaka. Enako
velja tudi za ekipe. Model trenutno evalvira igralce zelo statično. Lahko bi ga
izbolǰsali z vpeljavo analize premikov igralcev, kar bi lahko uporabili za predvi-
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