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Abstract—Gaze reflects how humans process visual scenes and is
therefore increasingly used in computer vision systems. Previous works
demonstrated the potential of gaze for object-centric tasks, such as object
localization and recognition, but it remains unclear if gaze can also be
beneficial for scene-centric tasks, such as image captioning. We present
a new perspective on gaze-assisted image captioning by studying the
interplay between human gaze and the attention mechanism of deep
neural networks. Using a public large-scale gaze dataset, we first assess
the relationship between state-of-the-art object and scene recognition
models, bottom-up visual saliency, and human gaze. We then propose
a novel split attention model for image captioning. Our model integrates
human gaze information into an attention-based long short-term memory
architecture, and allows the algorithm to allocate attention selectively to
both fixated and non-fixated image regions. Through evaluation on the
COCO/SALICON datasets we show that our method improves image
captioning performance and that gaze can complement machine attention
for semantic scene understanding tasks.
Index Terms—Eye tracking, Attention, Image Captioning
F
1 INTRODUCTION
Human gaze reflects processes of cognition and perception
and therefore represents a rich source of information about
the observer of a visual scene. Consequently, gaze has
successfully been used for tasks such as eye-based user
modeling [1], [2], [3], [4], [5] and opened up new oppor-
tunities to further advance human-machine collaboration –
collaborative human-machine vision systems in which part
of the processing is carried out by the machine while another
part is performed by a human and conveyed to the machine
via gaze information.
As eye tracking techniques mature and become integrated
into daily-life devices such as smart glasses, it is becoming
more realistic to assume the availability of additional gaze in-
formation. Recent advances in crowd-sourcing techniques [6],
[7], [8] and appearance-based estimation methods [9], [10],
[11] are also further paving the way for low-cost and
large-scale gaze data collection. For these reasons, gaze-
enabled computer vision methods have been attracting
increasing interest in recent years. Prior work has typically
focused on object-centric tasks, such as object localization [5],
[12] or recognition [3], [13]. Although gaze information is
potentially even richer for tasks that require holistic scene
understanding [14], [15], the integration of gaze information
for scene-centric computer vision algorithms, such as for
image captioning, has not yet been explored.
At the same time, attention mechanisms – which are
inspired by how humans selectively attend to visual input
– have recently become popular in machine learning liter-
ature [16], [17]. Models that include attention mechanisms
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Fig. 1. Our method takes gaze-annotated images as input,
and uses both human gaze and bottom-up visual features for
attention-based captioning.
were shown to improve performance and efficiency for a
variety of computer vision tasks, such as facial expression
recognition [18] or image captioning [19]. However, given
that most current attention models are trained without
any supervision from human attention, it remains unclear
whether gaze information can further improve model perfor-
mance.
This gap between human gaze and the machine learning
algorithms’ own feature localization capability is a fundamen-
tal question for the role of human gaze in computer vision
tasks. There has been remarkable progress in learning-based
visual saliency models that demonstrated good performance
for predicting where humans look in a purely bottom-up
manner [20]. Also, state-of-the-art convolutional neural nets
(CNNs) were reported to be able to efficiently localize key
points in visual scenes [21], indicating that machines can
be better at task-specific feature localization than humans
in some scenarios. It remains unclear, however, whether
human gaze can complement bottom-up visual information
for feature localization.
The goal of this work is to shed some light on these
questions and to explore how the performance of image
captioning models can be improved by incorporating gaze
information. Using the SALICON dataset [6], we first com-
pare localization capability of state-of-the-art object and
scene recognition models with human gaze. Inspired by this
analysis, we then propose a novel image captioning model
(see Figure 1) that integrates gaze information into a state-
of-the-art long short-term memory (LSTM) architecture with
an attention mechanism [19]. Human gaze is represented
as a set of fixations, i.e., the static states of gaze upon
a specific location, and the model localizes its machine
attention selectively to both fixated and non-fixated regions.
The main contributions of this work are twofold. First,
we present an analysis of the relationship between object
and scene recognition models and human gaze. We take
state-of-the-art CNN models as examples, and discuss how
human gaze can influence their performance. Second, we
present a novel gaze-assisted attention mechanism for image
captioning that is based on a split attention model. We show
that the proposed model improves captioning performance
of the baseline attention model [19]. To the best of our
knowledge, this is the first work to 1) propose an actual
model for gaze-assisted image captioning, and 2) relate
human gaze input to deep neural network models of object
recognition, scene recognition, and image captioning. In
this manner, this work provides the first unified overview
on gaze, machine attention, image captioning and deep
object/scene recognition models.
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Our gaze-assisted neural image captioning method is related
to previous works in the emerging domain of collaborative
human-machine vision as well as to attention mechanisms
in current deep learning methods.
Gaze for Object Localization and Recognition
The most well-studied approach is to use gaze information
as a cue to infer object locations. These efforts are motivated
by findings from vision research that showed that humans
tend to fixate on important or salient objects in the visual
scene [22], [23]. The correlation between fixations and objects
is also becoming important in the context of saliency predic-
tion [24], [25]. There have been several methods proposed for
robust gaze-guided object segmentation [12], [26], [27], and
based on a similar assumption fixation information is also
used for localizing important objects in videos [5], [28], [29].
While these works mainly focused on object localization and
the recognition was assumed to be purely vision-based, there
have been several attempts to further use gaze information
for object recognition. Gaze-related features were used for
object recognition [13], or incorporated into the image-based
object recognition pipeline [3], [30], [31]. However, the tasks
were still object-centric and recognition tasks beyond object
bounding boxes were not explored.
Gaze for Scene Description
The usefulness of gaze information for image recognition
is not limited to object-centric tasks. For example, fixation
locations were shown to provide information about the
visual scene that can be used for both first-person and
third-person activity recognition [2], [32]. However, only
a few previous works explored the link between gaze
and scene descriptions in the context of computer vision.
Subramanian et al. identified correlations between gaze and
scene semantics and showed that saccadic eye movements
between different object regions can be used to discover
object-object relations [33]. Yun et al. showed that such
correlations even exist in free-viewing conditions, i.e. without
any specific tasks, and between image descriptions provided
by different observers [14], [30]. Coco and Keller further
provided a detailed analysis on what kinds of visual guid-
ance mechanisms cause such correlations [34], and they
demonstrated that annotators’ gaze information can be used
to predict the given captions [35]. However, all of these works
provided only basic analyses of the link between gaze, visual
feature, and scene descriptions and did not integrate gaze
information into image captioning algorithms.
Attention Mechanisms in Deep Learning
An increasing number of works investigate the potential of
attention mechanisms for deep neural networks for computer
vision tasks. Attention mechanisms were shown to reduce
computation and to make the networks more robust to
changes in input resolution [16], [17], [36]. Even more im-
portantly, attention mechanisms add localization capabilities
to neural networks, resulting in improved performance for
target localization and recognition tasks [18], [37], [38]. Infor-
mation localization capabilities are also important for tasks
such as machine translation [39] or semantic description [40].
With image captioning having recently emerged as a core
task for deep neural networks [41], [42], [43], [44], [45],
[46], [47], [48], this is where a promising link with human
attention arises. The benefit of the attention mechanism for
image captioning has been demonstrated by Xu et al. [19],
and You et al. proposed to use the attention mechanism
in the semantic space [49]. Although the visual attention
mechanism of humans is often referred to as the inspirational
source for these methods, none of them related their attention
mechanism to actual human gaze data. Instead, the attention
mechanisms were treated as pure machine optimization tasks
and were neither designed nor evaluated to resemble human
attentive behavior.
3 GAZE FOR OBJECT AND SCENE RECOGNITION
We first conduct fundamental analyses on the relationship
between gaze and image recognition models on the SAL-
ICON dataset [6]. Object/scene category classification is
key for holistic image understanding and our goal is to
quantify whether and how human gaze can help state-of-
the-art classification models. In addition, we also compare
human gaze and bottom-up visual saliency using the boolean
map saliency (BMS) algorithm [50], which is one of the
best-performing saliency models with a publicly available
implementation. Extending on prior work [30], [33], we
evaluate the localization capabilities of state-of-the-art object
recognition models in comparison with human gaze and
bottom-up saliency, and provide the first analysis of scene
recognition models. We take the 16-layer VGGNet [51]
architecture as an example and discuss the correlation with
human gaze for both object and scene recognition. For object
recognition, we use Simonyan et al.’s pre-trained model [51]
on the ILSVRC-2012 dataset [52]. Similarly, Wang et al.’s
pre-trained model [53] on the Places205 dataset [54] is used
for scene recognition.
3.1 Dataset
The SALICON dataset provides gaze data collected through
a crowd-sourced eye tracking experiment based on a mouse-
contingent paradigm. The authors quantitatively showed
that such mouse tracking data can resemble real eye tracking
data under free viewing conditions. The currently public part
of the SALICON dataset contains 10,000 and 5,000 images
from the training and validation sets of the COCO dataset,
respectively.
Given that the SALICON dataset is a subset of the
Microsoft COCO dataset [55], ground-truth gaze annotations
can be obtained from the original annotations. In addition,
we assigned the original image annotations (captions, object
segmentations, and categories) from the COCO dataset ac-
cording to their image file names. To associate the annotated
80 object categories to the ILSVRC object categories, we used
the WordNet synset IDs corresponding to the COCO object
categories given by Chao et al. [56]. We associated all object
categories in the ILSVRC dataset that are children of the
COCO categories in the WordNet hierarchy.
To study the relationship between image semantics and
fixation locations in more detail, we further divided the
object categories into two disjoint sets depending on whether
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Fig. 2. Top-k accuracy for object and scene recognition. The horizontal axis indicates the ratio of the visible area given by
thresholding the fixation, saliency and center maps. k is set to the number of labels associated with each image.
they were mentioned in the captions. We used the NLTK
library [57] to extract all nouns from the captions. To reduce
the effect of errors in the natural language processing, we
only took nouns appearing more than twice in different
captions. On average, this process yielded 4.02 nouns per
image. Then, all possible WordNet synsets corresponding
to these nouns were extracted and associated with all
child ILSVRC object categories in the same manner. The
object categories obtained from the COCO annotations were
divided into two subsets, referred to as mentioned and ignored
below, depending on whether the same synset was obtained
from the captions. While the mentioned subset corresponds
to the ILSVRC object IDs found both in annotations and
captions, the ignored subset contains IDs whose parent COCO
ID had no correspondence in the caption ID set. Given that
the COCO dataset does not provide scene labels, we assigned
scene categories according to the set of nouns extracted
from the captions. For some scene category names whose
correspondences to WordNet synsets were ambiguous, we
manually assigned IDs. Finally, we extracted scene categories
which have exactly the same synset in the set of nouns.
3.2 Classification Performance with Fixation Masks
Figure 2 shows the mean top-k classification accuracy of
object (both mentioned and ignored) and scene categories,
when fixation/saliency maps were used. Since in our setting
each image can have multiple ground-truth object/scene
labels, we set k to the number of labels associated with each
image. The horizontal axis indicates the ratio of the visible
area made by thresholding saliency/fixation maps, and the
vertical axis shows classification scores where the model
can only observe fixated or salient regions. As a baseline,
Figure 2 also shows an importance value plot with the same
visible area ratio at the center of the input image. We show
performance values for both mentioned and ignored object
categories independently.
In general, fixation and saliency information is more
closely related to the object classification performance for
the mentioned rather than ignored objects in Figure 2. It
can also be seen that fixation maps achieve significantly
better classification performance for mentioned objects than
saliency maps. This indicates that the performance gap
between gaze and saliency is still significant in terms of
recall. It is in general more difficult for saliency models
to suppress false positives, and the prediction result is not
selective enough to support semantic image recognition. If
the ground-truth mentioned object segmentation is used for
masking, the classification scores of mentioned and ignored
objects become 24.50% and 3.54%, respectively. Therefore,
although the fixation mask cannot cover all of the important
locations to discover all important objects, it can have roughly
the same discrimination capability for non-important objects
as ground-truth masks. In contrast, for scene classification,
the score is significantly lower at the beginning but becomes
higher if the visible area is expanded. While the score for
fixation maps is consistently higher than for saliency maps,
the center map baseline shows better performance than both
fixation and saliency maps when the visible area is expanded
to around 15%.
In addition, Figure 3 shows some examples of the feature
importance maps for object and scene recognition models.
Following the approach of Zeiler et al. [58], we evaluated
the importance of image regions by measuring the decrease
in recognition performance when the region is masked. If
the masked region contains important visual information
for recognizing the target label, the recognition score should
decrease substantially. Hence, the feature importance can be
measured via a negative value of the score decrement.
The first column shows the ground-truth segmentations
of mentioned objects obtained from the original COCO
dataset annotation. The second and third column show
importance maps of the object and scene recognition models,
respectively. The fourth column shows human fixation maps
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Fig. 3. Comparison of feature importance maps. Mean maps
over all corresponding labels are overlaid onto the image
with a color coding from blue (lowest importance) to red
(highest importance). For better visual comparison, all maps
were histogram equalized.
taken from the SALICON dataset, and the fifth column shows
the corresponding purely bottom-up saliency prediction
results. While there is generally a larger similarity between
fixation and object recognition maps than scene recognition
maps, there are some object categories that do not attract
human attention, such as the bench in the last image, even if
the object is semantically important.
From these results, we can make several important
observations. First, fixation positions are indeed related
to important locations for object recognition models to
find semantically important objects. By focusing on fixated
regions, object recognition models can potentially discrim-
inate between mentioned and ignored objects. The gap
between human fixation and bottom-up saliency prediction
is also related to this point, and human fixation gives better
localization of important features. Second, fixation positions
are not significantly related to important locations for scene
recognition models, and the area of focus has to be extended
to find relevant information.
4 GAZE-ASSISTED IMAGE CAPTIONING
The previous analysis provides valuable insights into how
gaze information can be exploited for semantic scene under-
standing and image captioning tasks. While human gaze can
help object recognition models to discriminate semantically
important objects from non-important objects, the model also
needs to pay attention to objects that do not attract human
gaze. Scene categories also cannot be fully recovered only
from fixated regions even if they are important for semantic
description. Therefore, unlike humans, machines also need to
obtain visual features from background regions to recognize
scene categories. Based on these observations, we propose to
use gaze information to guide the attention-based captioning
architecture [19] so that the model can allocate attention
selectively according to fixation distribution.
We first briefly summarize Xu et al.’s model based on
the standard LSTM architecture [59] and the soft attention
mechanism [39]. The input image is encoded as a set of L
feature vectors a = {a1, . . . ,aL} extracted from the last
convolutional layer of an object recognition CNN. Each ai
represents a D-dimensional feature vector corresponding
to one part of the L image regions. The task is to output a
caption y = {y1, . . . ,yC} encoded as a sequence of words.
The input to the LSTM cell is time step-dependent context
vectors zˆt representing the specific part of the input image
zˆt =
L∑
i=1
αt,iai, (1)
which is defined as a weighted sum of the feature vectors.
The weight αt,i represents the current state of the machine
attention, and is defined as a function of the original image
feature ai and the previous hidden state ht−1 of the LSTM:
et,i = fatt(ai,ht−1), (2)
αt,i =
exp(et,i)∑L
i=1 exp(et,i)
. (3)
Then, the caption sequence is estimated using the deep
output layer as a function of the context vector, current
hidden state, and the previous word [60]: p(yt|a,yt−11 ) =
fout(yt−1,ht, zˆt). They also introduced a doubly stochastic
regularization
∑
t αt,i ≈ 1 to the final cost function, i.e., the
model is regularized so that attention is paid uniformly over
the whole image. Our interest in this work is to integrate
human gaze feature into the attention function in Eq (2).
4.1 Integration of Gaze Information
As illustrated in Figure 4, our method takes both image
and gaze features as input. The gaze feature is represented
as a normalized fixation histogram g = {g1, . . . , gL}. The
fixation histogram obtained from gaze recording is cropped
and resized to the same L grid, and the gi is taken from the
same grid as ai. The gaze feature is given to the attention
function together with the image feature a. In the original
model, fatt is defined as a linear function
et,i = wattpt,i + catt, (4)
where pt,i is a nonlinear projection of ai and ht−1. According
to the previous analysis, the gaze-assisted attention function
requires the flexibility to allocate attention to non-fixated
regions. Hence, we propose to split the machine attention
according to human fixation as
et,i = giwpospt,i + (1− gi)wnegpt,i + catt. (5)
This model can learn different weights for fixated (wpos)
and non-fixated (wneg) regions, and can efficiently utilize
the gaze feature without losing too much information from
non-fixated image regions. We assess the advantage of this
split attention model through experiments.
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Fig. 4. Pipeline of the gaze-assisted image captioning. The attention function takes both image and gaze features as input,
and the context vector weighted with the attention is given to the LSTM cell for word-by-word captioning.
4.2 Implementation Details
Following the original implementation, the image features
were extracted from the last convolutional layer before max
pooling using the 19-layer VGGNet [51] without fine tuning.
This results in image features with L = 14× 14 = 196 and
D = 512. Input images were resized so that the shortest side
had a length of 256 pixels, and the center cropped 224× 224
image was given to the network. Most of the other details
were kept the same as in the original model implementation,
while the dimensionality of the hidden state h was set to a
lower value of 1,400 to account for the smaller amount of
training data available. In the experiments, all models were
trained using the Adam algorithm [61].
5 EXPERIMENTS
In this section, we report experimental results of our gaze-
assisted image captioning models on the SALICON dataset.
Since the test set in the SALICON dataset does not provide
gaze data, we randomly split the 5,000 validation images
into two 2,500 images for validation and test. The validation
set is used for early stopping, and we show the performance
of the best model on the test set. As suggested by Xu et al.,
we used the BLEU score [62] on the validation set for model
selection. In order to give a fair comparison given the limited
amount of training data, we fixed the random seed value
for weight initialization and mini-batch selection between
different models. Hence, all models were trained under
exactly the same conditions.
5.1 Captioning Performance
We first show quantitative comparison of captioning perfor-
mance. As evaluation metrics we used the implementations
of commonly used metrics (BLEU 1-4, METEOR, ROUGEL
and CIDEr scores) provided with the COCO dataset [63].
BLEU is a standard machine translation score measuring
co-occurrences of n-grams [62], and ROUGEL is a text
summarization metric based on the longest common sub-
sequence [64]. METEOR score is based on the word align-
ment [65], and CIDEr measures consensus in captions [66].
Although the limitations of these computational metrics have
often been pointed out and it is fundamentally difficult to
evaluate goodness of natural language captions, they give
us some insights into how the additional gaze information
changes the captioning performance.
In Table 1, we report BLEU 1-4, METEOR, ROUGEL and
CIDEr scores of different models. In addition to the original
machine attention model (Machine) [19] as well as our gaze-
assisted split attention model (Split attention), we also show
two additional baseline models. In the second row (Gaze-
only), we show the case where the weight for non-fixated
region in Eq. (5) is not used. This model represents a more
straightforward design of the gaze-assisted attention model
which heavily relies on fixated regions. In addition, we show
results when the BMS saliency maps are used instead of
fixation maps with the same architecture as the proposed
model in the third row (Saliency).
As can be seen from the table, the proposed split attention
model performs consistently better than the baseline models
for all metrics even with the same underlying architecture.
The difference between Gaze-only and Split attention results
clearly illustrates the significance of the proposed split
attention architecture. The performance gap between human
gaze and bottom-up saliency also indicates the fundamental
importance of the gaze information. Together with the
previous analysis, our results indicate the importance of
human gaze information for semantic image understanding.
5.2 Attention Allocation Examples
As discussed above, computational metrics do not fully
explain how the captioning model is improved by the
proposed attention model, and it is more important to
discuss concrete examples of generated captions and their
corresponding attention allocation results. Figure 5 visualizes
some examples of the attention allocation results of the
baseline and gaze-assisted models. Each row shows the input
image, attention map examples at each step t, and their
corresponding output words. Gaze information typically
helps the model to find small but important objects in the
scene, like the kites in the first example in Figure 5. Since
gaze information explicitly provides object locations, it is
also beneficial for avoiding repetition of object discovery
in cluttered scenes. While the baseline model describes
the laptop twice in the second example, the proposed
model properly allocates the attention to the object region
and generates the word only once. It is also noteworthy
that, although there are some objects which do not attract
human fixations, the proposed split attention model has the
flexibility to allocate attention to such objects. In the third
example, the Gaze-only model fails to describe the snowboard;
the proposed split attention model successfully describes it.
Many prior works have reported the strong relation-
ship between eye movements and viewing task [67], and
how humans look at images heavily depends on the task
the viewer is performing. From these examples it can be
6TABLE 1. Image captioning performance. Columns show BLEU 1-4, METEOR, ROUGEL and CIDEr scores of different
models. Columns show the performance of the original model [19], the model without the attention term for non-fixated
regions, the model using saliency maps instead of fixation maps, and the proposed split attention model.
BLEU
Model 1 2 3 4 METEOR ROUGE CIDEr
Machine [19] 0.706 0.495 0.342 0.237 0.218 0.520 0.626
Gaze-only 0.704 0.492 0.340 0.236 0.215 0.519 0.613
Saliency 0.708 0.496 0.342 0.236 0.217 0.519 0.623
Split attention 0.714 0.505 0.352 0.245 0.219 0.524 0.638
A group of people walking down a street with a kite .
A laptop computer sitting on a table with a laptop .
A woman in a snow jacket holding a snowboard .
Machine
Machine
Split attention
Machine
Gaze-only
Split attention
Split attention
Fig. 5. Sample images, the machine attention map at each step as well as the corresponding output words for the baseline
and gaze-assisted models. The first example illustrates the case where the proposed model finds small but important objects
(kite) in the scene. It also helps to suppress the repetition of object description in cluttered scenes (laptop in the second
example). The proposed split attention model can also describe objects without strong fixation, such as snowboard in the
third example. See the supplementary material for more examples.
seen that the behavior of the gaze-assisted model better
resembles how humans see images, and they indicate the
potential of utilizing different types of gaze behavior for
task-oriented captioning. In addition, the performance gap
between human gaze and visual saliency poses another
important research question; whether computational saliency
models can achieve similar performance, especially with
recently proposed deep models [68], [69].
5.3 Word Prediction Performance
To better understand which words are correctly discovered
by the proposed gaze-assisted model, we analyzed individual
word prediction scores. In Figure 6a, we plot precision-recall
points for words whose F-scores are improved by more
than a threshold (0.05) by the fixation model. To improve
intelligibility, we show only words appearing more than
10 times in the ground-truth captions. We used the same
weighted precision/recall measures as Chen et al. [63]; while
negative images have a weight of 1, the number of captions
containing the word is used as a weight for positive images.
Words in both predicted and ground-truth captions are
lemmatized using the NLTK library. Figure 6b shows the
same precision-recall plot for words whose recall scores
become worse with the proposed model.
As discussed above, the proposed model improves word
discovery scores for small important objects such as kite, knife,
umbrella, (fire) hydrant, traffic (sign). The improvement of the
words like top, front, and about could be related to the above-
mentioned switching of the description subject. Although
the proposed attention function can attend to background
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Fig. 6. Precision and recall of individual words for which the F-scores (a) improved and (b) degraded by using the proposed
gaze-assisted image captioning model.
regions, it still loses some performance on words related to
background scene categories, such as tower, table, runway,
and fireplace, as can be seen in Figure 6b. It can also be
seen that some words related to activity or context, like
game, blurry, night, are also losing performance. However, as
illustrated in Figure 5, the proposed split attention model
also helps the model to find objects which do not attract
human attention, such as snowboard and ski. Since the word
discovery performance should also depend on the amount
of training data, investigation of larger-scale eye tracking
experiments is one of the most important future directions.
6 CONCLUSION
In this paper we presented a detailed study on how human
gaze information can help holistic image understanding and
captioning tasks. We first analyzed the relationship between
gaze and state-of-the-art recognition models for both object
and scene categories. We showed that human gaze is more
correlated with important locations for object recognition
models and can help to find more semantically important ob-
jects than bottom-up saliency models. We further presented
the first gaze-assisted image captioning model and quantified
its performance. With the previous findings in mind, we
proposed a split attention model where the machine attention
can be allocated selectively to fixated and non-fixated image
regions. Our model improves the captioning performance
of a baseline model on the challenging COCO/SALICON
dataset, and achieved a similar performance improvement
compared to state-of-the-art bottom-up saliency models.
These results underline the potential of gaze-assisted
image captioning, particularly for cluttered images without
a clearly depicted central object. The approach is similarly
appealing for gaze-assisted captioning of unorganized image
streams, for example those recorded using life-logging de-
vices or other egocentric cameras. Since the SALICON dataset
was collected using a pseudo-eye tracking setup, investi-
gating gaze-assisted image understanding in an egocentric
setting with real gaze data is one of the most interesting
directions for future work.
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