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New perspectives on exponentiated derivations, the formal
Taylor theorem, and Faa` di Bruno’s formula
Thomas J. Robinson
Abstract. We discuss certain aspects of the formal calculus used to describe
vertex algebras. In the standard literature on formal calculus, the expression
(x + y)n, where n is not necessarily a nonnegative integer, is defined as the
formal Taylor series given by the binomial series in nonnegative powers of
the second-listed variable (namely, y). We present a viewpoint that for some
purposes of generalization of the formal calculus including and beyond “loga-
rithmic formal calculus,” it seems useful, using the formal Taylor theorem as
a guide, to instead take as the definition of (x + y)n the formal series which
is the result of acting on xn by a formal translation operator, a certain ex-
ponentiated derivation. These differing approaches are equivalent, and in the
standard generality of formal calculus or logarithmic formal calculus there is
no reason to prefer one approach over the other. However, using this second
point of view, we may more easily, and in fact do, consider extensions in two
directions, sometimes in conjunction. The first extension is to replace xn by
more general objects such as the formal variable log x, which appears in the
logarithmic formal calculus, and also, more interestingly, by iterated-logarithm
expressions. The second extension is to replace the formal translation operator
by a more general formal change of variable operator. In addition, we note
some of the combinatorics underlying the formal calculus which we treat, and
we end by briefly mentioning a connection to Faa` di Bruno’s classical formula
for the higher derivatives of a composite function and the classical umbral cal-
culus. Many of these results are extracted from more extensive papers [R1]
and [R2], to appear.
1. Introduction
Our subject is certain aspects of the formal calculus used, as presented in
[FLM], to describe vertex algebras, although we do not treat any issues concerning
“expansions of zero,” which is at the heart of the subject. An important basic result
which we describe in detail is the formal Taylor theorem and this along with some
variations is the topic we mostly consider. It is well known, and we recall the simple
argument below, that if we let x and y be independent formal variables, then the
formal exponentiated derivation ey
d
dx , defined by the expansion,
∑
k≥0 y
k
(
d
dx
)k
/k!,
acts on a (complex) polynomial p(x) as a formal translation in y. That is, we have
ey
d
dx p(x) = p(x+ y).(1.1)
2000 Mathematics Subject Classification. 17B69,05A40.
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Formulas of this type, where one shows how a formal exponentiated derivation acts
as a formal translation over some suitable space, such as polynomials, are the con-
tent of the various versions of the formal Taylor theorem. In the standard literature
on formal calculus, the expression (x+y)n is defined as a formal Taylor series given
by the binomial series in nonnegative powers of the second-listed variable. This no-
tational convention is called the “binomial expansion convention,” as in [FLM]; cf.
[LL]. (Such series expansions often display interesting underlying combinatorics,
as we discuss below.) We note that there are really two issues in this notational
definition. One is the relevant “expansion” of interest, which is easy but substantial
mathematically. The other is purely a “convention”, namely, deciding which listed
variable should be expanded in nonnegative powers. Of course, one needs such a
definition before even stating a formal Taylor theorem since one needs to know how
to define what we mean when we have a formal function whose argument is (x+y).
The issue of how to define log(x+ y) for use in the recently developed logarithmic
formal calculus is parallel. This issue originally arose in [M], where the author
introduced logarithmic modules and logarithmic intertwining operators. In that
context it was necessary to handle nonnegative integral powers of the logarithmic
variables. In fact, the definition given there was
log(x+ y) = ey
d
dx log x,
where log x is a formal variable such that d
dx
log x = 1/x (see Section 1.3 and
in particular Proposition 1.5 in [M]). The logarithmic calculus was then further
developed in detail in Section 3 of [HLZ], where it was used in setting up some
necessary language to handle the recently developed theory of braided tensor cat-
egories of non-semisimple modules for a vertex algebra. Actually, in [HLZ] the
authors proved a more general formal Taylor theorem than they strictly needed,
one involving general complex powers. We discuss this issue of the generality of
exponents below. In [HLZ], the authors used a more standard approach which, as
we have been discussing, is to define the relevant expressions p(x + y) via formal
analytic expansions and to then prove the desired formal Taylor theorem. We argue
that, in fact, for certain purposes it is more convenient to use formulas of the form
(1.1) as the definition of p(x+ y), as was done in [M] in the important special case
mentioned above where p(x + y) = log(x + y), whenever we extend beyond the
elementary case of polynomials, but most especially if one wishes to extend beyond
the logarithmic formal calculus.
Actually, the necessary structure is contained in the “automorphism property,”
which for polynomials p(x) and q(x) says that
ey
d
dx (p(x)q(x)) =
(
ey
d
dx p(x)
)(
ey
d
dx q(x)
)
.
The various formal Taylor theorems may then be interpreted as representations of
the automorphism property which specialize properly in the easy polynomial case.
We note that from this point of view the “expansion” part of the binomial expansion
convention is not a definition but a consequence. (The “convention” part, which
tells which listed variable should be expanded in the direction of nonnegative powers
is, of course, retained in both approaches as the choice of notational convention.)
Whenever it was necessary to formulate more general formal Taylor theorems,
such as in [HLZ], it was heuristically obvious that they could be properly formu-
lated in the standard approach but as soon as one generalizes beyond the case of
3the logarithmic calculus then there may be some tedious details to work out. It is
hoped that the approach presented here may in the future make such generalization
more efficient. In particular, we show how to generalize to a space that involves
formal logarithmic variables iterated an arbitrary number of times as an example
to show how this approach may be applied to desired generalizations.
We noted that the traditional approach to proving generalized formal Tay-
lor theorems via formal analytic expansions may be tedious, and while narrowly
speaking this is true, it is also true that these expansions are themselves interesting.
Indeed, once we have firmly established the algebra of the automorphism property
and the formal Taylor theorem relevant to any given context we may calculate for-
mal analytic expansions. If there is more than one way to perform this calculation
we may equate the coefficients of the multiple expansions and find a combinatorial
identity. We record certain such identities, which turn out to involve the well-known
Stirling numbers of the first kind and thereby recover and generalize an identity
similarly considered in Section 3 of [HLZ], which was part of the motivation for
this paper.
We are sometimes also interested in exponentiating derivations other than sim-
ply d
dx
. For instance, in [M] and [HLZ] the authors needed to consider the operator
eyx
d
dx . Such exponentiated derivations were considered in [FLM], and in fact much
more general derivations appearing in the exponent have been treated at length in
[H], but we shall only consider a couple of very special cases like those mentioned
already. We present what we call “differential representations,” which help us to
transfer formulas involving one derivation to parallel formulas for a second one
which can be interpreted as a differential representation of the first. The auto-
morphism property holds true for all derivations, but the formal Taylor theorem
becomes a parallel statement telling us that another formal exponentiated deriva-
tion acts as a formal change of variable other than translation. For example, for a
polynomial p(x), one may easily show that
eyx
d
dx p(x) = p (xey) .
There is additional very interesting material which the automorphism property,
the formal Taylor theorem and the notion of differential representation lead to. For
instance, it turns out that certain of the basic structures of the classical umbral
calculus, which was studied by G.C. Rota, D. Kahaner, A. Odlyzko and S. Ro-
man ([Rot2], [Rot1], [Rot3] and [Rom]), and certain aspects of the exponential
Riordan group, which was studied by L.W. Shapiro, S. Getu, W.-J. Woan and L.
C. Woodson ([Sh1] and [Sh2]), may be naturally formulated and recovered in a
similar context to the one we are considering. In this paper we only indicate this
connection in a brief comment. Such material is treated in [R2].
In Section 2 we give an expository review of the traditional formulation of
formal Taylor theorems. In Section 3 we reformulate the material of the previous
section from the point of view that formal Taylor theorems may be regarded as
representations of the automorphism property. In Section 4 we consider a relation
between the formal translation operator and a second formal change of variable
operator. In Section 5 we record some underlying combinatorics recovering, in
particular, a classical identity involving Stirling numbers of the first kind, which
was rediscovered in [HLZ]. Finally, in Section 6 we briefly show a connection to
Faa` di Bruno’s classical formula for the higher derivatives of a composite function
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following a proof given in [FLM], as well as a related connection to the umbral
calculus.
Many of the results in this paper were presented at the Quantum Mathematics
and Algebra Seminars at Rutgers University and at the International Conference
on Vertex Operator Algebras and Related Areas (a conference to mark the occasion
of Geoffrey Mason’s 60th birthday) held at Illinois State University July 7-11 2008.
Many thanks for all the helpful comments made by the members of those seminars
and at the conference, in particular comments made by Prof. S. Sahi, Prof. R.
Goodman and Prof. M. Bergvelt. Also, of course, many thanks for all the helpful
discussions with my advisor, Prof. J. Lepowsky.
2. The formal Taylor theorem: a traditional approach
We begin by recalling some elementary aspects of formal calculus (cf. e.g.
[FLM]). We write C[x] for the algebra of polynomials in a single formal variable x
over the complex numbers; we write C[[x]] for the algebra of formal power series in
one formal variable x over the complex numbers, and we also use obvious natural
notational extensions such as writing C[x][[y]] for the algebra of formal power series
in one formal variable y over C[x]. Further, we shall frequently use the notation
ew to refer to the formal exponential expansion, where w is any formal object
for which such expansion makes sense. For instance, we have the linear operator
ey
d
dx : C[x]→ C[x][[y]]:
ey
d
dx =
∑
n≥0
yn
n!
(
d
dx
)n
.
Proposition 2.1. (The “automorphism property”) Let A be an algebra over C.
Let D be a derivation on A. That is, D is a linear map from A to itself which
satisfies the product rule:
D(ab) = (Da)b+ a(Db) for all a and b in A.
Then
eyD(ab) =
(
eyDa
) (
eyDb
)
.
Proof. Notice that
Dnab =
r∑
n=0
(
r
n
)
Dr−naDnb.
Then divide both sides by n! and sum over y and the result follows. 
Proposition 2.2. (The polynomial formal Taylor theorem) For p(x) ∈ C[x], we
have
ey
d
dx p(x) = p(x+ y).
Proof. By linearity we need only check the case where p(x) = xm, m a non-
negative integer. We simply calculate as follows:
5ey
d
dxxm =
∑
n≥0
yn
n!
(
d
dx
)n
xm
=
∑
n≥0
yn
n!
(m)(m− 1) · · · (m− (n− 1))xm−n
=
∑
n≥0
(
m
n
)
xm−nyn
= (x+ y)m.

Here, so far, we are, of course, using only the simplest, combinatorially defined
binomial coefficients,
(
m
n
)
with m,n ≥ 0. We observe that the only “difficult” point
in the proof is knowing how to expand (x+ y)m as an element in C[x][[y]]. In other
words, the classical binomial theorem is at the heart of the proof of the polynomial
formal Taylor theorem as well as at the heart of the proof of the automorphism
property.
In order to extend the polynomial formal Taylor theorem to handle the case of
Laurent polynomials, we extend the binomial notation to include expressions
(
m
n
)
with m < 0 and we also recall the binomial expansion convention:
Definition 2.1. We write
(x+ y)m =
∑
n≥0
(
m
n
)
xm−nyn ,m ∈ Z,(2.1)
where we assign to
(
m
n
)
the algebraic (rather than combinatorial) meaning: for all
m ∈ Z and n nonnegative integers(
m
n
)
=
(m)(m− 1) · · · (m− (n− 1))
n!
.
Remark 2.1. In the above version of the binomial expansion convention we may
obviously generalize to let m ∈ C.
With our extended notation, as the reader may easily check, the above proof
of Proposition 2.2 exactly extends to give:
Proposition 2.3. (The Laurent polynomial formal Taylor theorem) For p(x) ∈
C[x, x−1], we have
ey
d
dx p(x) = p(x+ y).

Notation 2.1. We write C{[x]} for the algebra of finite sums of monomials of the
form cxr where c and r ∈ C.
As the reader may easily check, the above proof of Proposition 2.2 exactly
extends even further to give:
Proposition 2.4. (The generalized Laurent polynomial formal Taylor theorem)
For p(x) ∈ C{[x]}, we have
ey
d
dx p(x) = p(x+ y).
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Remark 2.2. There is an alternate approach to get the generalized Laurent poly-
nomial formal Taylor theorem, an approach which has the advantage that no ad-
ditional calculation is necessary in the final proof. The argument is simple. For
r ∈ C, we need to verify that
ey
d
dxxr = (x+ y)r.
Now simply notice that both expressions lie in
Cxr[x−1][[y]]
with coefficients being polynomials in r. But the polynomials on matching mono-
mials agree for r a nonnegative integer and so they must be identical. An argument
in essentially this style appeared in [HLZ] to prove a logarithmic formal Taylor
theorem (Theorem 3.6 of [HLZ]).
We now extend our considerations to a logarithmic case.
Definition 2.2. Let log x be a formal variable commuting with x and y such that
d
dx
log x = x−1.
We shall need to define expressions involving log(x+ y). In parallel with (2.1)
we shall define (log(x + y))r, r ∈ C, by its formal analytic expansion:
Notation 2.2. We write
(log(x+ y))r =
(
log x+ log
(
1 +
y
x
))r
,(2.2)
where we make a second use of the symbol “log” to mean the usual formal analytic
expansion, namely
log(1 +X) =
∑
i≥0
(−1)i−1
i
X i,
and where we expand (2.2) according to the binomial expansion convention.
Remark 2.3. We note that (2.2) is a special case of the definition used in the
treatment of logarithmic formal calculus in [HLZ]. Our special case avoids the
complication of the generality, treated in [HLZ], of (uncountable, non-analytic)
sums over r ∈ C.
Remark 2.4. The reader will need to distinguish from context which use of “log”
is meant.
Proposition 2.5. (The generalized polynomial logarithmic formal Taylor theorem)
For p(x) ∈ C{[x, log x]}, we have
ey
d
dx p(x) = p(x+ y).
Proof. By linearity and the automorphism property, we need only check the
case p(x) = (log x)r , r ∈ C. We could proceed by explicitly calculating
ey
d
dx (log x)r,
but this is somewhat involved. Instead we argue as in Remark 2.2 to reduce to the
case r = 1. Even without explicitly calculating ey
d
dx (log x)r, it is not hard to see
that it is in
C[r](log x)rC[(log x)−1, x−1][[y]].
7When we expand (2.2) we find that it is also in
C[r](log x)rC[(log x)−1, x−1][[y]].
Thus we only need to check the case for r a positive integer. A second application
of the automorphism property now shows that we only need the case where r = 1.
This case is not difficult to calculate:
ey
d
dx log x = log x+
∑
i≥1
yi
i!
(
d
dx
)i
log x
= log x+
∑
i≥1
yi
i!
(
d
dx
)i−1
x−1
= log x+
∑
i≥1
yi
i
(−1)i−1x−i
= log x+ log
(
1 +
y
x
)
.

Remark 2.5. Although we are working in a more special case than that considered
in [HLZ], the argument presented in the proof of Proposition 2.5 could be used as a
replacement for much of the algebraic proof of Theorem 3.6 in [HLZ] as long as one
is not concerned with calculating explicit formal analytic expansions and checking
the corresponding combinatorics. These two approaches are very similar, however,
the difference only being how much work is left implicit. In the next section we
shall take a different point of view altogether.
3. The formal Taylor theorem from a different point of view
From the examples in Section 2 we see a common strategy for formulating a
formal Taylor theorem:
1) Pick some reasonable space (e.g., C[x], C{[x, log x]}) on which d
dx
acts in a
natural way. The space need not be an algebra, but in this paper we shall only
consider this case.
2) Choose a plausible formal analytic expansion of relevant expressions involv-
ing x+ y (e.g., (x+ y)r, r ∈ C, log(x+ y)).
3) Consider the equality ey
d
dx p(x) = p(x + y) and either directly expand both
sides to show equality or if necessary use a trick like in Remark 2.2.
Step 2 is necessarily anticipatory and dependent on formal analytic expressions.
Therefore it seems natural to replace Step 2 by simply defining expressions involving
x + y in terms of the operator ey
d
dx . Then the formal Taylor theorem is trivially
true, being viewed now as a (plausible) representation of the underlying structure
of the automorphism property. We redo the previous work from this point of view.
Proposition 3.1. (The polynomial formal Taylor theorem) For p(x) ∈ C[x], we
have
ey
d
dx p(x) = p(x+ y).
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Proof. We have by the automorphism property:
ey
d
dx p(x) = p
(
ey
d
dxx
)
= p(x+ y).

Now for the replacement step:
Definition 3.1. We write
(x+ y)r = ey
d
dxxr for r ∈ C.
Remark 3.1. Of course, Definition 3.1 is equivalent to Definition 2.1 together
with Remark 2.1. This definition immediately leads to the most convenient proofs
of certain “expected” basic properties, instead of needing to wait (as is often done)
to prove a formal Taylor theorem to officially obtain these proofs. For example, we
have:
(x+ y)r+s = ey
d
dxxr+s
= ey
d
dx (xrxs)
=
(
ey
d
dxxr
)(
ey
d
dxxs
)
= (x+ y)r(x+ y)s.
Proposition 3.2. (The generalized Laurent polynomial formal Taylor theorem)
For p(x) ∈ C{[x]},
ey
d
dx p(x) = p(x+ y).
Proof. This is trivial. 
We also have this example of the replacement step:
Definition 3.2. We write
(log(x+ y))r = ey
d
dx (log x)r for r ∈ C.
Proposition 3.3. (The generalized polynomial logarithmic formal Taylor theorem)
For p(x) ∈ C{[x, log x]},
ey
d
dx p(x) = p(x+ y).
Proof. The result follows by considering the trivial cases p(x) = xr and p(x) =
(log x)r for r ∈ C and applying the automorphism property. 
The formal analytic expansions are now viewed as calculations rather than
definitions or conventions. So, for instance, we may calculate the expansions (2.1)
and (2.2) as consequences rather than viewing them as definitions.
4. More general formal changes of variable
There are other formal Taylor-like theorems involving, for instance, the expo-
nentiated derivation, eyx
d
dx . To recover such results we could repeat a complete
parallel set of reasoning beginning with the automorphism property applied to the
desired derivation. However, instead of starting over from the beginning, we show
how to “lift” them from the formal Taylor theorems we have already proved. This
9sort of method has the added benefit of showing relationships between different
derivations instead of obtaining isolated results.
To proceed properly we need to look at one more extension of the formal Taylor
theorem. To this end we let ℓn(x) be formal commuting variables for n ∈ Z. We
define an action of d
dx
, a derivation, on
C[. . . , ℓ−1(x)
±1, ℓ0(x)
±1, ℓ1(x)
±1, . . . ]
(which for short we denote by C[ℓ±1]) by
d
dx
ℓ−n(x) =
−n∏
i=−1
ℓi(x),
d
dx
ℓn(x) =
n−1∏
i=0
ℓi(x)
−1,
and
d
dx
ℓ0(x) = 1,
for n > 0. Secretly, ℓn(x) is the (−n)-th iterated exponential for n < 0 and the
n-th iterated logarithm for n > 0 and ℓ0(x) is x itself. We make the following, by
now typical, definition in order to obtain a formal Taylor theorem.
Definition 4.1. Let
ℓn(x+ y) = e
y d
dx ℓn(x) for n ∈ Z.
This gives:
Proposition 4.1. (The iterated exponential/logarithmic formal Taylor theorem)
For p(x) ∈ C[ℓ±1] we have:
ey
d
dx p(x) = p(x+ y).
Proof. The result follows from the automorphism property. 
Now consider the substitution map
φ : C[ℓ±1]→ C[ℓ±1]
and its inverse defined by
φ(ℓn(x)) = ℓn+1(x) for n ∈ Z
(and φ−1(ℓn(x)) = ℓn−1(x) for n ∈ Z).
Proposition 4.2. We have
φ ◦
d
dx
= ℓ0(x)
d
dx
◦ φ
and φ−1 ◦ ℓ0(x)
d
dx
=
d
dx
◦ φ−1.
This proposition makes clear that, on the appropriate space, ey
d
dx and eyℓ0(x)
d
dx
are simply shifted (in terms of the subscripts of ℓn(x)) versions of each other.
Proof. Since d
dx
and ℓ0(x)
d
dx
are derivations we need only check the action
on ℓn(x) n ∈ Z. The verification is routine calculation. For instance:
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For n > 1
ℓ0(x)
d
dx
φℓ−n(x) = ℓ0(x)
d
dx
ℓ−n+1(x) = ℓ0(x)
−n+1∏
i=−1
ℓi(x)
=
−n+1∏
i=0
ℓi(x)
= φ
−n∏
i=−1
ℓi(x)
= φ
d
dx
ℓ−n(x).

We then have the following two examples of the “lifting” process referred to in
the introduction to this section:
eyℓ0(x)
d
dx ℓ0(x) = φ ◦ e
y d
dxφ−1(ℓ0(x))
= φ ◦ ey
d
dx ℓ−1(x)
= φ ◦
∑
n≥0
yn
n!
ℓ−1(x)
= ℓ0(x)e
y,
and
eyℓ0(x)
d
dx ℓ1(x) = φ ◦ e
y d
dxφ−1(ℓ1(x))
= φ ◦ ey
d
dx ℓ0(x)
= φ(ℓ0(x) + y)
= ℓ1(x) + y,
which translate respectively to the following identities in more standard logarithmic
notation:
eyx
d
dxx = xey
eyx
d
dx log x = log x+ y.
Remark 4.1. Of course, these examples can be obtained much more easily without
resorting to this method but in more involved examples this approach is very useful
(see e.g. [R1]).
Remark 4.2. Although we do not give a precise definition here, it is maps like φ
that we call differential representations. For more on these differential representa-
tions see [R1] and [R2].
5. Some combinatorics
The original (algebraic) proof in [HLZ] of the logarithmic formal Taylor the-
orem used formal analytic expansions (in fact, so did the statement). We have
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bypassed those expansions in our approach, but they are themselves of some inter-
est. For instance, the original proof relied on a combinatorial identity arising from
equating the coefficients of two different formal analytic expansions.
We shall not get into the details of calculating formal analytic expansions here,
but instead, merely briefly state some results to give the reader some idea of the
material involved. It is possible to calculate the following three formal analytic
expressions for ℓn(x + y)
r, where we fix r ∈ C (see [R1]):
ey
d
dx ℓn(x)
r = ℓn(x+ y)
r =
∑
j0,...,jn≥0
(
n−1∏
i=0
[
ji
ji+1
])
(−1)j0+jn
jn!
j0!
·
·
(
r
jn
)
ℓn(x)
r
(
n∏
i=0
ℓi(x)
−ji
)
yj0
=
∑
k≥0
yk
k!
∑
1≤jn≤···≤j1≤j0=k
jn!
(
r
jn
)
(−1)j0+jn ·
· S(jn, . . . , j0)ℓn(x)
r−jnℓ
−jn−1
n−1 · · · ℓ
−k
0
=
∑
k≥0
yk
k!
∑
j0+j1+···+jn=k
0≤j0,j1,...,jn
jn!
(
r
jn
)
·
·
(
n−1∏
i=0
(ji;αi+1)
)
ℓn(x)
r
(
n∏
i=0
ℓi(x)
−αi
)
,
where
αi =
n∑
l=i
jl,
[
k
j
]
=
k!
j!
∑
i1+···+ij=k
il≥1
1
i1 · · · ij
,
(m;n) = (−1)m
∑
0≤i1<i2<···<im≤m+n−1
i1i2 · · · im,
and where S(jn, jn−1, . . . , j0) is given by the following recursion:
S(jn, . . . , j0) = S(jn − 1, jn−1 − 1, . . . , j0 − 1)
+ (jn−1 − 1)S(jn, jn−1 − 1, . . . , j0 − 1)
...
+ (j0 − 1)S(jn, jn−1, . . . , j1, j0 − 1),
along with the initial conditions,
S(jn, jn−1, . . . , j1, 1) =
{
1 jn = jn−1 = · · · = j1 = 1
0 otherwise.
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Equating coefficients yields the identity
S(jn, jn−1, . . . , j0) =
n−1∏
i=0
[
ji
ji+1
]
,
for j0 ≥ j1 ≥ · · · ≥ jn ≥ 1 and 0 ≤ s ≤ jn. When we specialize to the n = 1 case
(the single logarithm case), we get
(m;n) = (−1)m
[
m+ n
n
]
,
and, more generally,
S(m,n) =
[
n
m
]
=
n!
m!
∑
i1+···+im=n
il≥1
1
i1 · · · im
=
∑
0≤i1<i2<···<in−m≤n−1
i1 · · · in−m,(5.1)
where S(m,n) satisfies a standard recurrence for the Stirling numbers of the first
kind.
Remark 5.1. Most of the identity (5.1) appeared in Section 3 of [HLZ] in the
course of a “traditional-style” algebraic proof of a logarithmic formal Taylor the-
orem. See also Remark 3.8 in [HLZ], where this identity was observed to solve a
problem posed by D. Lubell in the Problems and Solutions section of the American
Mathematical Monthly [Lu]. The reappearance of this classical identity in this
context was one of the original motivations for the present paper.
Remark 5.2. We also note that while the formal analytic expansions presented in
this section could serve as definitions they would obviously be unwieldy.
6. Faa` di Bruno and umbral calculus
There are some interesting variants of the notion of differential representation.
In fact, one such variant appears implicitly in the proof of Faa` di Bruno’s formula in
Proposition 8.3.4 of [FLM], an argument which is essentially the basis for proving
the (highly-nontrivial) “associativity” property of lattice vertex operator algebras
in a setting based on arbitrary rational lattices; see Sections 8.3 and 8.4 of [FLM].
We present a special case of this argument next.
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Let x, y, z be formal commuting variables. Let f(x), g(x) ∈ C[x]. Then
ey
d
dx f(g(x)) = f(g(x+ y))
= f(g(x) + (g(x+ y)− g(x)))
= e(g(x+y)−g(x))
d
dz f(z)|z=g(x)
=
∑
n≥0
f (n)(z)(g(x+ y)− g(x))n
n!
|z=g(x)
=
∑
n≥0
f (n)(g(x))(g(x + y)− g(x))n
n!
=
∑
n≥0
f (n)(g(x))
(
ey
d
dx g(x)− g(x)
)n
n!
=
∑
n≥0
f (n)(g(x))
(∑
m≥1
ymg(m)(x)
m!
)n
n!
.(6.1)
Motivated by this, we consider the algebra C[y0, y1, y2, . . . , x1, x2, . . . ] where
yi, xj for i ≥ 0 and j ≥ 1 are commuting formal variables. Let D be the unique
derivation on C[y0, y1, y2, . . . , x1, x2, . . . ] satisfying the following:
Dyi = yi+1x1 i ≥ 0
Dxj = xj+1 j ≥ 1.
Then this question of calculating ey
d
dx f(g(x)) is seen to be essentially equivalent to
calculating
ezDy0,
where we “secretly,” loosely speaking, identify d
dx
with D, f (n)(g(x)) with yn and
g(m)(x) with xm (and y with z). The reader may note that we are now really dealing
with, among other things, a certain sort of completion of the original problem, so
that one may, for instance, wish to view f(x) as a formal power series and g(x) as
a formal power series with zero constant term, and indeed we note that it was in
this generality (and with even more general derivations) that the above argument
was carried out in [FLM]. For a detailed description of this material, we refer the
reader to [R2].
Before proceeding, we note that we may write an intermediate step of (6.1) as
ey
d
dxφ(f(z)) = φ
(
e(g(x+y)−g(x))
d
dz f(z)
)
,
where φ : C[z] → C[x] substitutes g(x) for z. That is, we have a commutative
diagram:
C[z]
e
(g(x+y)−g(x)) d
dz
−−−−−−−−−−−→ C[x, y, z]yφ yφ
C[x]
e
y d
dx
−−−−→ C[x, y].
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This commutative diagram shows how φ may be regarded as a sort of “global (i.e.,
exponentiated) differential representation.” In our new setting we might consider
looking at “nonglobal” differential representations of D. This turns out to be too
restrictive, but a suitably loosened version of this question turns out to lead to
interesting results.
Let φB be the substitution which sends yj to 1 for j ≥ 0 and sends xi to xBi
for i ≥ 1, where Bi ∈ C for i ≥ 1 is a fixed, arbitrary sequence subject to the
requirement that B1 6= 0.
Proposition 6.1. There is a unique linear map DB : C[x] → C[x] which satisfies
the condition
DnBφB(y0) = φB(D
n(y0)) n ≥ 0.(6.2)
Proof. It is easy to see that φBD
n(y0) is a polynomial of degree n whose
leading term is Bn1 x
n, where we recall that this coefficient is nonzero. Thus each
required equality in turn (indexing by n) may be solved to obtain an equation of
the form DBx
n−1 = r(x), where r(x) is a polynomial of degree n. Of course this
recursive process solves for and completely determines DBx
n for all n ≥ 0. 
The maps DB are what have been called umbral shifts, as in [Rom]. For more
on the connection to classical umbral calculus see [R2].
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