Studies of ion-molecule reactions at low temperatures are difficult because stray electric fields in the reaction volume affect the kinetic energy of charged reaction partners. We describe a new experimental approach to study ion-molecule reactions at low temperatures and present, as example, a measurement of the H ion prepared in a single rovibrational state at collision energies in the range E col /k B = 5-60 K. To reach such low collision energies, we use a merged-beam approach and observe the reaction within the orbit of a Rydberg electron, which shields the ions from stray fields.
Introduction
Ion-molecule reactions are very important chemical processes in low-density gaseous environments, which justifies the considerable attention they have received over the years. Many ionmolecule reactions have low reaction barriers or are barrierless and have large rate coefficients, even at very low temperatures. Consequently, they represent ideal systems with which to study chemical processes at temperatures close to 0 K, where one expects quantum-mechanical effects to become important (see, e.g., Refs. [1, 2, 3, 4, 5] and references therein). Studies of ionmolecule reactions at low temperature are also important for the development of reliable models of astrochemical reaction cycles [6, 7, 8, 9] .
The desire to study ion-molecule reactions at ever lower temperatures has stimulated a continuous stream of innovation for more than a century and numerous review articles provide a good overview of the progress achieved, experimentally and theoretically, in the understanding of low-temperature ion-molecule chemistry [10, 11, 12] . Recently developed methods with which ion-molecule reactions can be studied at low temperatures include the use of uniform supersonic flows [13] , of multipole ion guides and buffer-gas cooling [14, 15] , and the use of ultracold ions in Coulomb crystals [16, 17, 18] . A major difficulty encountered in experimental studies of ion-molecule reactions at the lowest temperature arises from stray electric fields. A variation of the electric potential of only 1 mV imparts 1 meV kinetic energy onto a singly-charged ion and thus hinders a control of the collision energy (E col ) below this level, i.e., below E col /k B = 12 K, where k B is Boltzmann's constant. For this reason, even some of the most important ionmolecule reactions in the universe, such as the reaction H We present here an experimental approach to study ion-molecule reactions at collision energies below E col = k B · 10 K which relies on the combination of the following three essential aspects: (i) Rather than studying an ion-molecule reaction in free space, we study it within the orbit of a Rydberg electron of high principal quantum number (n > 20), which thus only acts as a distant spectator to the ion-molecule reaction. The advantage of this approach is that the reaction is shielded from electric stray fields by the Rydberg electron. That ion-molecule reactions can be studied in this way has been advocated and demonstrated by several authors [19, 20, 21, 22, 23] . (ii) To reach low collision energies, we merge two pulsed supersonic beams produced by pulsed valves capable of generating short pulses of about 10 µs duration. When the gas pulses propagate over large distances in a vacuum chamber, the molecules separate spatially according to their respective velocities and this enables the selection of molecules with very narrow velocity distributions. This advantage has been elegantly exploited in studies of reactions between neutral molecules at very low temperatures [24, 25, 26, 27, 28] . (iii) To merge a beam of Rydberg molecules with a beam of ground-state molecules, we use an on-chip RydbergStark surface-electrode deflector [29] , which also serves the purpose of selecting a very restricted phase-space volume and thereby enhances the collision-energy resolution of the experiment.
This approach is in principle applicable to a broad range of ion-molecule reactions because all atoms and molecules can be excited to Rydberg states. To illustrate it, we present a measurement of the relative integral cross section of the H [19] . This reaction is very important in astrochemistry and has been extensively studied experimentally [30, 31, 32, 33, 19] and theoretically [34, 35] , in the low temperature regime most recently by Dashevskaya et al. [36] and Sanz-Sanz et al. [37] . In their efforts to measure the integral cross section for this reaction at low collision energies,
Glenewinkel-Meyer and Gerlich have been able to obtain reliable values down to E col /k B = 60 K [38] . Their data, with which the most recent theoretical results are compared [37] , still represent the experimental reference on this reaction at low collision energies. The results we present here extend the collision-energy range from the lowest collision energies reported by
Glenewinkel-Meyer and Gerlich to E col /k B = 5 K, with selected measurements below 2 K.
Experiment 2.1 Experimental setup and procedure
A schematic view of the experimental setup is presented in Fig. 1 . It consists of differentially pumped beam-source chambers and a reaction chamber with a time-of-flight mass spectrometer.
The beam-source chambers are separated from the reaction chamber by a 6-cm-long region containing a Rydberg-Stark surface-electrode deflector. Two pulsed collimated supersonic beams of pure H 2 are formed in the beam-source chambers using liquid-nitrogen-cooled pulsed valves and initially propagate at an angle of 10 • . After passing a skimmer, the two beams enter a high-vacuum chamber and are further collimated just before the reaction zone (see Fig. 1 ).
Just before the two beams cross, the molecules in one of these two beams are excited from the X 1 Σ + g (v = 0, J = 0) ground state to long-lived nkm Rydberg-Stark states with principal quantum number n in the range 20-40 and the ion core in the X + 2 Σ + g (v + = 0, N + = 0) state using the resonant three-photon excitation sequence
This excitation sequence and the three lasers used for the successive excitation steps have been described in Refs. [39, 40] . In the following, we refer to the beam containing Rydberg H 2 molecules as the Rydberg H 2 beam and to the other beam as the ground-state H 2 beam, which consists of a statistical mixture of para and ortho H 2 molecules in their X 1 Σ + g (v = 0, N = 0) (25%) and (v = 0, N = 1) (75%) ground state.
A surface-electrode deflector, consisting of a set of electrodes on a bent printed circuit board (PCB) (see Ref. [29] for details), is used to deflect the Rydberg molecules and to merge the two supersonic beams. A shutter labeled C in Fig. 1 prevents undeflected Rydberg molecules from entering the reaction zone. The deflector can also be used to select molecules with a narrower velocity distribution than the initial beam and to accelerate or decelerate them.
The relative central velocity of the two beams is set either by adjusting the temperature of the pulsed valve generating the ground-state H 2 beam while keeping the velocity of the Rydberg H 2 beam constant, or by adjusting the waveforms of the electric potentials applied to the electrodes of the deflector. Because a precise knowledge of the velocity distributions of the two beams is crucial for the determination of the energy dependence of the cross sections, they are measured independently. The velocity distribution of the ground-state H 2 beam is determined by photoexciting the H 2 molecules to long-lived Rydberg states at the spot labeled A in Fig. 1 . The photoexcitation is carried out before the molecules enter into the reaction zone using the same excitation sequence (Eq. (1)) as used to generate the Rydberg molecules in the second beam. The long-lived Rydberg molecules then fly as neutral particles until they reach the microchannel-plate (MCP) detector labeled "MCP1" in Fig. 1 and located beyond the reaction zone. The velocity distribution of the molecules excited at spot A during the 5-ns-long laser-excitation pulse is directly determined from the distribution of flight times to the detector.
The full velocity distribution of the beam is reconstructed from measurements in which the delay between the valve-opening time and the laser-photoexcitation pulse is systematically varied over the entire duration of the gas pulse (see Fig. 2 and Section 2.2).
The three-dimensional velocity distribution and the main geometrical parameters of the experimental configurations (e.g., the valve-opening time and the distances between the valve front plate, the excitation spot, the reaction zone and the detectors) are used as input parameters for the simulation of the trajectories of the ground-state H 2 and the Rydberg H 2 molecules in the vacuum chambers, as described in Section 3. The procedure used to determine the velocity and density distributions of the deflected Rydberg H 2 beam has been described in Ref. [29] , to which we refer the reader for details (see also Section 3).
The merged beams enter a reaction zone located within a cylindrical stack made of three electrodes, with which the reaction products are extracted towards an imaging detector (MCP with phosphor screen ("MCP2") and CCD camera) in a direction perpendicular to the mergedbeam-propagation axis. The extraction electrodes have a diameter of 7 cm and are designed so that pulsed extraction fields can be applied in a Wiley-McLaren configuration [41] to extract the ions and detect them mass selectively. The electric-field distribution generated in the reaction zone upon application of a potential difference across the stack is determined using a commercial simulation program (SIMION 8.1 [42] ). The same program is also used to simulate the trajectories of the H An essential aspect of the experiments presented in this article is linked to the ability of generating short pulses of cold molecules in well-collimated supersonic beams. The techniques required to generate short-pulse molecular beams are well established [43, 44] . For experiments in which the velocity of a supersonic beam is tuned by varying the valve temperature, solenoid valves offer distinct advantages because they can be operated at cryogenic temperatures (see, e.g., Refs. [45, 46] ). To achieve pulse lengths of about 10 µs for the experiments presented in this article, special attention was paid to the miniaturization of the design following general principles established in the development of earlier valves [43, 45, 44] . With this design, valve opening times as short as 13 µs could be achieved and were used in the present work. The valve assembly is fully encapsulated in a copper body with epoxy (Stycast 2850ft). The pulsed valve is linked to a liquid-nitrogen Dewar using copper braids and the valve temperature is regulated by heating.
Another essential aspect of the measurement procedure is that it is accompanied by numerical simulations of the reaction from the preparation of the molecules in the supersonic beams prior to the reaction to the detection of the product ions. The simulation procedure is outlined in Section 3.
Determination of velocity distributions and collision energies
The measurement of the velocity distribution of the H 2 molecules in the ground-state beam is carried out by photoexcitation to long-lived Rydberg states at the position marked A in Fig. 1 and recording their times of flight to the MCP detector labeled "MCP1" in Cooling the valve to −140 • C reduces the speed of the supersonic expansion to about 1700 m/s, as illustrated by the time-of-flight profiles displayed on the right-hand side of Fig. 2a . These measurements demonstrate that pulsed laser excitation enables one to select molecules with a much narrower velocity distribution than the overall beam because of the dispersion taking place as the molecules travel from the valve orifice to the photoexcitation spot. This dispersion also naturally selects the velocity of the molecules present in the reaction zone at a given time. This selection is essential to achieve a high energy resolution in the measurement of reaction cross sections.
The time-of-flight traces presented in Fig. 2a reveal that the velocity distributions are not uniform, but consist, for the short pulses generated by our valve, of two components. Indeed, when pulsing high currents to achieve an intense gas flow through the orifice of the valve, bouncing of the plunger is difficult to prevent [47] . This second component is emitted by the valve at a later time. Consequently, the molecules released in this second pulse that are probed by the photoexcitation pulse have a higher velocity than the molecules originating from the main pulse. This behavior is clearly observable in the traces displayed in Fig. 2a , as highlighted by the red trace, where the asterisk designates the contribution from the second gas pulse.
Fortunately, the second component is well separated in time from the first and is only minor, so that its contribution to the reaction can either be eliminated by a careful adjustment of the timing of the experiment or precisely accounted for in the analysis.
The overall velocity distribution of the H 2 molecules in the supersonic beam extracted from time-of-flight measurements such as those presented in panel (a) is depicted in Fig. 2b for a valve temperature of −123 • C. The velocity distributions follow in a straightforward manner from the known distance between laser-excitation spot and MCP surface. The velocity distribution is centered around 1820 m/s with a full width at half maximum of about 120 m/s. The dispersion taking place between the valve orifice and the reaction zone, however, strongly reduces the velocity distribution of the molecules contributing to the reaction. To model this dispersion and precisely characterize the velocity of the molecules reaching the reaction zone at a given time, we use the particle-trajectory-simulation program described in Section 3. The velocity distributions obtained from measurements such as those presented in panels (a) and (b) are used as input distributions to the simulations of the ground-state H 2 beam and to extract the mean velocity of the main component of the gas pulse as a function of the temperature of the valve (see Fig. 2d ).
To validate these distributions, we carried out an independent measurement of the relative density of the H 2 molecules in the beam, and monitored the H The velocity distribution of the Rydberg H 2 beam at the exit of the Rydberg-Stark deflector can also be precisely determined, as explained in Ref. [29] . The spatial length of the H 2 -Rydberg-molecule packet along the beam-propagation direction in the reaction zone is only a few millimeters and thus much shorter than the length of the packet of ground-state H 2 molecules because (1) photoexcitation at the entrance of the deflector selects a narrow slice of the original velocity distribution, (2) the deflector is operated in a guiding mode with a small trap volume of ≈ 1 mm 3 and preserves the velocity component in the instantaneous propagation direction of the beam, with minimal heating to at most 300 mK [29] , and (3) the reaction zone is located immediately after the deflector (see Fig. 1 ).
The distribution of collision energies between the ground-state and the Rydberg H 2 molecules is determined by the spatial overlap of the short H 2 -Rydberg-molecule packet with the long ground-state H 2 packet in the time interval during which the reaction is monitored. As time proceeds, the H 2 Rydberg molecules interact with ground-state H 2 molecules of changing average velocity. Consequently, the average collision energy changes with time as the H 2 -Rydbergmolecule packet moves across the ground-state-H 2 -molecule packet. This effect reduces the collision-energy resolution of the measurements.
Because of the large average kinetic energy of the H time and saturates to a value of about k B · 1 K when the interaction time approaches 10 µs. This effect can be accurately modelled from a known or assumed product-kinetic-energy distribution using our particle-trajectory-simulation program.
The time interval during which the reaction is monitored can be restricted experimentally by applying two pulsed electric fields across the stack of extraction electrodes surrounding the reaction zone (see Fig. 1 ). The first pulse sweeps all ions out of the reaction zone and initializes the reaction-observation time, which lasts until the application of the second pulse. This second pulse exclusively extracts the H + 3 ions produced by reactions having taken place during the fieldfree interval between the two pulses. It also field ionizes the H 2 Rydberg molecules that have not reacted provided that their principal quantum number is high enough for field ionization. For all experiments presented below, we chose a value of 26 V/cm for both pulses, which is insufficient to field ionize the Rydberg states in the range of n values between 20 and 40 prepared optically, but efficiently field ionizes Rydberg states with n beyond 60 produced by blackbody-radiationinduced transitions as the H 2 Rydberg molecules propagate from the entrance of the deflector to the reaction zone [48] . When adjusting the length of the interval between the two field pulses, a compromise must be made. Indeed, too short an interval reduces the number of H + 3 ions whereas too long an interval deteriorates the collision-energy resolution of the measurements for the reasons given above. With an interval of 3 µs, the collision-energy resolution is limited to k B · 300 mK by the temperature of the Rydberg H 2 beam.
Particle-trajectory simulation of collision experiments
In this section, we describe in detail the simulations of the H 2. the density distribution ρ H 2 ( r, t) and the velocity distribution v H 2 ( r, t) of the ground-state H 2 molecules. The distributions are obtained by analytic propagation of measured velocity and density profiles as described in Section 3.1.
3. a pseudo-first-order rate model for the reaction of isolated Rydberg H 2 molecules with the much more abundant ground-state H 2 molecules under conditions where the total reaction probability per Rydberg molecule is much less than one.
4. the differential cross sections as a function of the recoil energy and the scattering angle based on previous experimental measurements [32] .
5. the detection probability of the product ions resulting from classical trajectory simulations of the time-of-flight detection process. The simulation of the reaction and detection process is implemented numerically by the Monte-Carlo method.
To illustrate the general concept of the simulations, we describe in the following the fate of a fictive Rydberg H 2 molecule created in the moving trap above the chip-based deflector.
The trajectory of this particle (item 1 in the list presented above), which is determined purely by classical mechanics, is calculated by solving Newton's equation of motion in the applied inhomogeneous electric fields during deflection, and in free space once the particle is released from the trap. The accuracy of calculations of this type has been verified in numerous experimental studies [40, 29] . In the next step, the Monte-Carlo simulation of the reaction process (item 3)
samples randomly the probability for a reaction to occur along the Rydberg trajectory
where k eff is an effective reaction-rate coefficient which is assumed to be constant over the range of collision energies probed along the trajectory of the H 2 Rydberg molecule. Random sampling of equation (2) faithfully reproduces the distribution of product ions if the total reaction probability per Rydberg molecule is much less than one, i.e., if the collision-free path length is much larger than the dimensions of the interaction region. Experimentally this condition is fulfilled because there is no measurable reduction of the number of Rydberg molecules, detected after the reaction zone, when the beam of ground-state H 2 molecules is introduced. The velocity vectors of the product ions are randomly sampled from the assumed differential cross sections (item 4). The classical motion of the product ions before and during extraction in the time-of-flight stack (see Fig. 1 ) is simulated, again by solving Newton's equation of motion in time-dependent electric fields (item 5). The number of simulated product ions which reach the detector (MCP2 in Fig. 1) within the experimental time-of-flight window is counted.
The number of counted product ions, averaged over many Rydberg-molecule trajectories, is the result of the simulation to which the experimental measurements are compared. The simulations are expected to reproduce the experimental observations only up to factor, which depends on the number of ground-state H 2 molecules in the pulse and the detection efficiency of the MCP. This factor does not, however, depend on the collision energy, so that any energydependent variation of the ratio between the simulated and the measured number of product ions can be directly related to an energy-dependence of k eff .
In the following, we describe in more detail the determination of the density and velocity distributions of the ground-state H 2 molecules from measured time-of-flight distributions (item 2), and the distribution of product-ion-velocity vectors on the basis of differential cross sections (item 4).
Velocity and density distributions of the ground-state H 2 molecules
The determination of density and velocity distributions of the ground-state H 2 molecules is based on the laser excitation of H 2 molecules to a high-n-Rydberg state at a well-defined spot with z = z exc (labeled A in Fig. 1 ) and time t exc , as described in Section 2.2. The measured time of flight t TOF of the molecules from z exc to the front of MCP1 at position z MCP1 (see Fig. 1) yields directly the velocity of the excited molecules in the beam direction (chosen as the z axis in the following). For a given temperature of the valve T valve , t TOF depends only on the difference ∆t = t exc − t valve between the valve-opening time t valve and t exc and one finds
where we have omitted the implicit dependence on T valve . To simulate a scattering experiment performed for a fixed value of t valve , the ground-state H 2 velocity needs to be known at arbitrary positions ( r, t). We therefore propagate v(∆t i ), measured at discrete values ∆t i of the excitation delay, to new positions
Because the measured velocity distribution v(∆t) is a monotonously-decreasing function, this procedure yields uniquely defined values v(z i (t), t), which are interpolated in z to obtain v(z, t).
The radial x and y components of the velocity vectors are determined geometrically, assuming propagation along a straight line with origin at the valve orifice.
The number of Rydberg molecules detected on MCP1 after laser excitation at a delay ∆t is proportional to the number N (z exc , ∆t) of ground-state molecules in the laser-excitation volume at z = z exc . For the simulation of the reaction (item 3), the density of ground-state molecules is required as a function of arbitrary coordinates r and times t. To this end, we first transform the distribution N (z exc , ∆t), measured in the time domain at a fixed position, into a spatial distribution at a fixed time. This is done numerically using the procedure described above for the determination of v(z, t) by propagating N (z exc , ∆t) to new positions z i according tõ
where the derivative, which is evaluated numerically, ensures the conservation of the particle number N exc = Ñ (z, t)dz at all times t.
The relative density of ground-state H 2 molecules along z at time t is then given bỹ
The factor 1/(z − z valve ) 2 accounts for the radial expansion of the ground-state H 2 pulse as it
propagates away from the point-like valve orifice. We then obtainρ(z, t), again by interpolation. The quantityρ(z, t), which is determined separately at many different temperatures of the valve, does not depend any more on experimental parameters such as the excitation volume, the absolute density of ground-state molecules, or the probability for exciting a ground-state molecule into a long-lived Rydberg state. To account for the variation of the absolute groundstate-molecule density with T valve , we multiplyρ(z, t) by a factor which is proportional to the total number of ground-state molecules in the gas pulse as measured by electron-impact ionization (see Section 2.1) and obtain ρ T valve H 2 (z, t). In principle, the proportionality constant could be determined from the efficiency of the electron-impact-ionization process and the gain factor of the MCP detector. In this work, however, we simulate only relative product-ion yields, which are scaled to the measured data by a single, global constant. (z, t) does not depend on the radial distance from the beam axis, as verified by calculations based on the direct-simulation-Monte-Carlo (DSMC) method [49] . However, the geometric truncation of the beam by the skimmer and additional apertures (see Fig. 1 ) is explicitly taken into account.
Distribution of product-ion-velocity vectors
The distribution of velocity vectors of the product ions in the laboratory frame depends on the center-of-mass-velocity vector v c.m. of the colliding pair, the collision energy E col , the differential cross section dσ dEr with respect to the recoil energy E r , and the differential cross sections The initial relative velocity of the reactants is obtained from the calculated trajectory r(t)
of a Rydberg molecule and from the velocity distribution of ground-state H 2 molecules v H 2 ( r, t) as v rel,e ( r(t), t) =˙ r(t) − v H 2 ( r(t), t) .
The corresponding collision energy is
where µ e is the reduced mass of the reactants.
The final relative velocity of the reaction products, is given by the recoil energy, as
where µ p is the reduced mass of the reaction products. Previous studies observed that, for low collision energies, about one third of the available energy E tot , i.e., the sum of E col and the exothermicity of the reaction, appears as recoil energy of the products [32] . For the simulation, the recoil energies are randomly sampled from the normalized differential cross section dσ dEr shown in Fig. 3 . The form of dσ dEr was modeled using the differential cross section measured by Pollard et al. [32] for E tot = 3.25 eV and scaled linearly to the value of E tot ≈ 1.7 eV in our experiments.
The polar angle θ of the product-velocity vectors with respect to the initial relative velocity v rel,e ( r(t), t) is randomly sampled from the normalized differential cross section dσ dθ , which was assumed to be uniformly distributed following observations made by Pollard et al. [32] . In their studies at low collision energies (E col = 1.5 eV, Fig. 11(a) of Ref. [32] ), H + 3 ions were observed to scatter preferentially into solid angles along the collision axis with only a weak forward-backward asymmetry, which is expected for a strongly exothermic reaction with no internal barrier. The azimuthal angle was also sampled randomly from a uniform distribution.
The velocity vector of the H + 3 product ion in the laboratory frame, taking into account the conservation of momentum, is then given by
A classical trajectory simulation for a H ( r(t), t) in the time-of-flight mass spectrometer is then performed in SIMION to test if this ion would be detected in the experiment (item 5).
Results

Determination of relative reaction cross sections
The collision energies can be adjusted in several ways: (i) by changing the temperature of the valve releasing the ground-state H 2 beam and thus its velocity (see Fig. 2d) 
Comparison of cross sections measured at different n values
The H The first of these ( Fig. 5a ) was obtained by monitoring the ionization of the H 2 Rydberg molecules as these reach the detector MCP1 (see Fig. 1 ). When recording this spectrum, the ground-state H 2 beam was turned off. The intensity distribution in this spectrum reflects both the excitation probability and the decay of the Rydberg states from the excitation spot (see Fig. 1 ) to the detector surface. It is very similar to that observed in Fig. 5c , with the main difference that the intensities of the transitions to lower (higher) Rydberg states appear slightly weaker (stronger) because of the decay of the Rydberg states during the flight time of the molecules to the detector. Indeed, the decay rate of Rydberg states decreases with increasing n value, which introduces a bias favoring the detection of high Rydberg states in Fig. 5a . To correct for this effect, additional spectra were recorded using a movable MCP detector (labeled D in Fig. 1 ), which enabled us to quantify the n dependence of the decay and to remove its effect on the intensity distributions.
The ratio of the intensity of the H signal at each value of t exc − t valve is proportional to the rate coefficient (see Eq. (2)). Because all other parameters determining the H This aspect is illustrated in more detail in Fig. 8 , which presents three calculations corresponding to the experimental conditions used to record the data presented in Fig. 7(a) , but assuming H The cross section can also be determined from the two-extraction-pulse experiments described in Subsection 2.2. The outcome of experiments in which the trigger time of the first (discrimination) and second (detection) pulses were varied independently are presented in Fig. 9 where they are compared to numerical simulations. The data-less triangle on the lower right side of the figure corresponds to situations where the discrimination pulse is applied after the detection pulse, whereas the data-less triangle on the upper-left side of the figure corresponds to situations where the second pulse is applied too long after the first pulse so that either no signal is observed any more or the energy resolution is degraded. The electric potentials used to generate the discrimination and detection pulses produce very high fields at the entrance of the reaction zone, where the electrodes of the stack are only spaced by a few millimeters (see Fig. 1 ).
The large electric fields caused in that area by the discrimination pulse effectively prevent the detection of product ions generated in the corresponding time window, which is indicated by the grey-shaded bars in panels (a) and (b) of Fig. 9 . The procedure to determine the cross sections from this data set is the same as described for Fig. 7 . The excellent agreement between simulation and experimental results supports the validity of the assumed differential cross sections (see Section 3). of Sanz-Sanz et al. [37] , respectively. The blue and red dots represent our measurements using n = 31 and n = 22 H 2 Rydberg states, respectively, and scaled (arbitrarily) so as to match the cross section calculated by Sanz-Sanz et al. [37] (their equation (27) ) at the collision energy 
Conclusions
We have presented a new approach to study ion-molecule reactions at low collision energies, which relies on the equivalence between ion-molecule reactions in free-space and within the orbit of a highly excited Rydberg electron. This equivalence, which we have experimentally verified to high precision with Rydberg-Stark states of principal quantum number in the range 22-40, enables one to avoid the adverse effects of stray electric fields on the collision-energy resolution of cross-section measurements. Indeed, the Rydberg electron effectively shields the reaction from such fields without significantly affecting its outcome.
To reach collision energies below E col /k B = 10 K, we have exploited a Rydberg-Stark surface- [37] with which our results can be compared. Our results indicate that the classical-Langevin-capture model for ion-induced-dipole interactions represents an excellent approximation in the range of collision energies investigated, down to E col /k B = 5 K, as pointed out earlier [36, 37] .
To extract reliable relative cross sections over a broad range of collision energies, care had to be taken to carefully measure the velocity distributions of both beams in the reaction zone and to fully simulate all aspects of the reaction, from the preparation of the molecules in the supersonic beam to the detection of the product ions. The numerical simulation of the experiment enabled us to verify the observation made earlier and at higher collision energies by Pollard et al. [32] that the product distribution is peaked in the backward and forward directions with no strong forward-backward asymmetry. It also enabled us to assess the collision-energy-resolution limit - signal. reaction. The black data points are the absolute cross-section measurements of GlenewinkelMeyer and Gerlich [38] . The dashed black line and the green line represent a pure Langevincapture behavior and the classical-molecular-dynamics-with-quantum-transitions calculations of Sanz-Sanz et al. [37] , respectively. The blue and red dots represent our measurements using n = 31 and n = 22 H 2 Rydberg states, respectively, and scaled so as to match the cross section calculated by Sanz-Sanz et al. [37] (their equation (27) ) at the collision energy E col /k B = 30 K.
The vertical error bars indicate the standard deviation of the measured cross section and the horizontal bars represents the energy resolution of our measurements for representative points.
