Abstract. Let A be a unital * -algebra and M be a unital * -A-bimodule, we study the local properties of * -derivations, * -Jordan derivations and * -left derivations from A into M through zero products or zero Jordan products. Moreover, we give some applications on matrix algebras, algebras of locally measurable operators and von Neumann algebras. We also investigate when a linear mapping from a unital C * -algebra into its unital Banach * -bimodule is a * -derivation or a * -left derivation under certain conditions.
Introduction
Throughout this paper, let A be a unital associative algebra over the complex field C and M be a unital A-bimodule. [13, 19, 22] that every Jordan derivation from a C * -algebra into its Banach bimodule is a derivation.
In [1, 2, 5, 8, 12, 17, 21, 25, 31] , several authors consider the following conditions on a linear mapping δ from A into M: and investigate whether these conditions characterize derivations or Jordan derivations.
By an involution on an algebra A, we mean a mapping * from A into itself, such that (λa + µb) * =λa * +μb * , (ab) * = b * a * and (a * ) * = a, whenever a, b in A, λ, µ in C andλ,μ denote the conjugate complex numbers. An algebra A equipped with an involution is called a * -algebra. Moreover, let A be a * -algebra, an A-bimodule M is called a * -A-bimodule if M equipped with an involution * from M into itself, such that (λm + µn) * =λm * +μn * , (am) * = m * a * , (ma) * = a * m * and (m * ) * = m, whenever a in A, m, n in M and λ, µ in C. An element a in A is called hermitian if a * = a; an element p in A is called an idempotent if p 2 = p; and p is called a projection if p is both a hermitian element and an idempotent.
In [24] , A. Kishimoto studies the concept of * -derivation. Let A be a * -algebra and M be a * -A-bimodule. A derivation δ from A into M is called a * -derivation if δ(a * ) = δ(a) * for every a in A. Obviously, every derivation δ is a linear combination of two * -derivations. In fact, we can define a linear mappingδ from A into M byδ(a) = δ(a * ) * for every a in A, therefore δ = δ 1 + iδ 2 , where δ 1 = 1 2 (δ +δ) and δ 2 = 1 2i (δ −δ). It is easy to show that δ 1 and δ 2 are both * -derivations. Similarly, we can give the definition of * -Jordan derivation.
For * -derivations and * -Jordan derivations, we consider the following conditions on a linear mapping δ from a * -algebra A into its * -bimodule M: In [3, 18] , the authors characterize the linear mappings satisfy condition D
on a group algebra L 1 (G), where G is a locally compact group. Let J be an ideal of A, we say that J is a right separating set or a left separating set of M if for every m in M, J m = {0} implies m = 0 or mJ = {0} implies m = 0, respectively. When J is a right separating set and a left separating set of M, we call J a separating set of M. In particular, if A is a unital * -algebra and M is a unital * -A-bimodule, then it is easy to show that J is a right separating set of M if and only if J * = {x * : x ∈ J } is a left separating set of M. We denote by J(A) the subalgebra of A generated algebraically by all idempotents in A. M is said to have the property M, if there is an ideal J ⊆ J(A) of A such that {m ∈ M : xmx = 0 for every x ∈ J } = {0}.
It is clear that if
In Section 2, we suppose that A is a unital * -algebra, M is a unital * -Abimodule with a separating set J ⊆ J(A) or satisfies the property M, and we characterize linear mappings that satisfy condition D ′ 1 or D ′ 2 through their action on zero products or zero Jordan products, respectively. Moreover, we investigate continuous linear mappings that satisfy condition D ′ 3 from a unital C * -algebra into its unital Banach * -bimodule.
In [11] , M. Brešar and J. Vukman introduce the concepts of left derivation and Jordan left derivation. A linear mapping δ from A into M is called a left derivation if δ(ab) = aδ(b) + bδ(a) for each a, b in A; and δ is called a Jordan left derivation if δ(a • b) = 2aδ(b) + 2bδ(a) for each a, b in A. In [7] , the authors prove that every Jordan left derivation from a C * -algebra into its Banach left module is identical with zero.
The natural way to translate conditions D 1 , D 2 and D 3 to the context of left derivations and Jordan left derivations is to study the following conditions on a linear mapping δ from A into M:
In [27] , J. Li and J. Zhou show that if M has a right separating set J ⊆ J(A), then each linear mapping δ such that condition J 1 and δ(1) = 0 is identical with zero; in [5] , G. An and J. Li generalize the result in [27] under condition J 3 .
Let A be a * -algebra and M be a * -A-bimodule. A left derivation δ from A into M is called a * -left derivation if δ(a * ) = δ(a) * for every a in A. As mentioned above, we can investigate the following conditions on a linear mapping δ from A into M:
In Section 3, we suppose that A is a unital * -algebra, M is a unital * -Abimodule with a right or a left separating set J ⊆ J(A), and we characterize linear mappings that satisfy condition J ′ 1 or J ′ 2 through their action on zero products or zero Jordan products, respectively. Moreover, we investigate continuous linear mappings that satisfy condition J ′ 3 from a unital C * -algebra into its unital Banach * -bimodule.
The following two lemmas will be used repeatedly. for every a in A and every x in J(A).
Suppose that A is a unital algebra and X is a linear space. If φ is a bilinear mapping from A × A into X such that
then we have that
for every a in A and every x in J(A).
* -derivations and * -Jordan derivations
In [5] , G, An and J. Li study the linear mappings that satisfy condition D 1 or D 3 through their action on zero products or zero Jordan products, respectively. In this section, we apply Lemmas 1.1 and 1.2 to characterize the linear mappings that satisfy condition D Proof. Since A is a unital * -algebra and M is a unital * -A-bimodule, we know that J ⊆ J(A) is a right separating set of M if and only if J * = {x * : x ∈ J } ⊆ J(A) is a left separating set of M. Thus without loss of generality, we can assume that J is a left separating set of A, otherwise, we replace J by J * . Define a bilinear mapping φ from A × A into M by
for each a and b in A. By the assumption we know that ab = 0 implies φ(a, b) = 0. Let a, b be in A and x be in J . By Lemma 1.1, we can obtain that φ(x, 1) = φ(1, x) and φ(a, x) = φ(ax, 1).
Hence we have the following two identities:
By (2.1) and δ(1) = 0, we know that δ(x) * = δ(x * ). Thus by (2.2), it implies that δ(ax) = aδ(x) + δ(a)x. Similar to the proof of [5, Theorem 2.3], we can obtain that δ(ab) = aδ(b) + δ(a)b for each a and b in A.
It remains to show that δ(a) * = δ(a * ) for every a in A. Indeed, for every a in A and every x in J , we have that δ(ax)
Thus we can obtain that x * (δ(a) * − δ(a * )) = 0, hence (δ(a) − δ(a * ) * )x = 0. It follows that δ(a) * = δ(a * ) for every a in A.
Remark 1.
Suppose that A is a unital * -algebra and M is a unital * -Abimodule. We should notice that the following two conditions are not equivalent: Theorem 2.2. Suppose that A is a unital * -algebra, M is a unital * -A-bimodule, and J ⊆ J(A) is an ideal of A such that {m ∈ M : xmx = 0 for every x ∈ J } = {0}.
If δ is a linear mapping from
Proof. Let J be an algebra generated algebraically by J and J * . Since J ⊆ J(A) is an ideal of A, it is easy to show that J ⊆ J(A) is also an ideal of A, and such that {m ∈ M : xmx = 0 for every x ∈ J } = {0}. Thus without loss of generality, we can assume that J is a self-adjoint ideal of A, otherwise, we may replace J by J .
Define a bilinear mapping φ from A × A into M by
for each a and b in A. By the assumption we know that a
Let a, b be in A and x be in J . By Lemma 1.2, we can obtain that
It follows that
By (2.3) and δ(1) = 0, we know that δ(x) * = δ(x * ). Again by Lemma 1.2, it follows that
By (2.4) and δ(x) * = δ(x * ), it is easy to show that
Next, we prove that δ is a Jordan derivation. Define {a, m, b} = amb + bma and {a, b, m} = {m, b, a} = abm + mba for each a, b in A and every m in M. Let a be in A and x, y be in M.
By the technique of the proof of [17, Theorem 4.3] and (2.5), we have the following two identities:
δ{x, a, y} = {δ(x), a, y} + {x, δ(a), y} + {x, a, δ(y)}, (2.6) and δ{x, a
On the other hand, by (2.6) we have that
By comparing (2.7) and (2.8), it follows that {x, δ(a
It remains to show that δ(a) * = δ(a * ) for every a in A. Indeed, for every a in A and every x in J , we have that δ(xax) * = δ((xax) * ). Since δ is a Jordan derivation, it implies that
Thus we can obtain that x * (δ(a)
In [8] , M. Brešar proves that if n 2, then M n (B) is generated algebraically by its idempotents, where B is a unital algebra containing 1 2 over a commutative ring. Moreover, in [4] , R. Alizadeh shows that if M is a B-bimodule, then every Jordan derivation from M n (B) into M n (M) is a derivation. Thus by Theorems 2.1 and 2.2, we have the following result.
Corollary 2.3. Suppose that B is a unital * -algebra and M is a * -B-bimodule. If δ is a linear mapping from M n (B) into M n (M) with δ(1) = 0 and n 2, then the following three statements are equivalent:
Let H be a complex Hilbert space and B(H) be the algebra of all bounded linear operators on H. Suppose that A is a von Neumann algebra on H and Z(A) = A ∩ A ′ is the center of A, where A ′ = {a ∈ B(H) : ab = ba for every b in A}. Denote by P(A) = {p ∈ A : p = p * = p 2 } the lattice of all projections in A and by P f in (A) the set of all finite projections in A.
Let x be a closed densely defined linear operator on H with the domain D(x), where D(x) is a linear subspace of H. x is said to be affiliated with A, denote by xηA, if u * xu = x for every unitary element u in A ′ . A linear operator x affiliated with A is said to be measurable with respect to A, if there exists a sequence
where N is the set of all natural numbers. Denote by S(A) the set of all measurable operators affiliated with the von Neumann algebra A.
A linear operator x affiliated with A is said to be locally measurable with respect to A, if there exists a sequence {z n } ∞ n=1 ⊂ P(Z(A)) such that z n ↑ 1 and z n x ∈ S(A) for every n ∈ N. Denote by LS(A) the set of all locally measurable operators affiliated with the von Neumann algebra A.
In [29] , M. Muratov and V. Chilin prove that LS(A) is a unital * -algebra and A ⊂ LS(A). By [26, Proposition 21.20, Exercise 21.18], we know that if A is a von Neumann algebra without direct summand of type I 1 , and B is a * -algebra with A ⊆ B ⊆ LS(A), then there there is a * -isomorphism between B and a matrix algebra. By Corollary 2.3, we have the following result. Corollary 2.4. Suppose that A is a von Neumann algebra without direct summand of type I 1 , and B is a * -algebra with A ⊆ B ⊆ LS(A). If δ is a linear mapping from B into LS(A) with δ(1) = 0, then the following three statements are equivalent:
Suppose that A is a von Neumann algebra has no infinite dimensional abelian summand, in [16] , P. Fillmore and D. Topping show that A is generated algebraically by its idempotents, and we know that every Jordan derivation from a von Neumann algebra into its Banach bimodule is a derivation. Consequently, we infer the following result.
Corollary 2.5. Suppose that A is a von Neumann algebra has no infinite dimensional abelian summand, and M is a unital * -A-bimodule. If δ is a linear mapping from A into M with δ(1) = 0, then the following three statements are equivalent:
For general von Neumann algebras, we have the following result. Corollary 2.6. Suppose that A is a von Neumann algebra. If δ is a linear mapping from A into itself with δ(1) = 0, then the following three statements are equivalent:
Proof. It is sufficient to show that (1) implies (3) and (2) implies (3). In the following we prove that (1) implies (3).
Case 1: Suppose that A is an abelian von Neumann algebra. It is well known that A ∼ = C(X), where X is a compact Hausdorff space and C(X) denotes the C * -algebra of all continuous complex-valued functions on X. Thus we have that ab * = 0 if and only if ab = 0 for each a, b in A. Indeed, let f and g be two functions in C(X) corresponding to a and b, respectively, we can obtain that
Let a and b be in A with ab * = ab = 0, then the supports of a and b * are disjoint. Case 2: Suppose that A ∼ = M n (B), where B is also a von Neumann algebra and (n 2). By Corollary 2.3, we know that δ is a * -derivation. 
Multiplying 1 i from the right side of (2.9), and by
By Case 1 and Case 2, we know that every δ i is a * -derivation. Thus δ is a * -derivation.
Using the same argument as in the proof of (1) implies (3), we can easily carry out the proof of (2) implies (3), we omit it.
In the following, we characterize a linear mapping satisfies condition D Let A be a unital C * -algebra and M be a unital Banach 
It follows that Denote by A b the C * -subalgebra of A generated by b and 1, and by C(σ(b)) the C * -algebra of all continuous complex-valued functions on σ(b). By Gelfand theory we know that there is an isometric * isomorphism between A b and C(σ(b)).
For every n in N, let p n be the projection in A 
and (z λ ) converges to 1 − p n in the weak * -topology of A ♯♯ . Since
we have that (z λ ) also converges to 1 − p n in the strong
Taking weak * -limits in (2.10) and since δ ♯♯ is weak * -continuous, we have that
Since (p n ) converges to r(b) in the weak * -topology of A ♯♯ and (b n ) converges to b in the norm-topology of A, by (2.11), we have that
Since the range projection of every power b m with m ∈ N coincides with the r(b), and by (2.12), it follows that
for every m ∈ N, and by the linearity and norm continuity of the product we have that
By (2.13), we can obtain that
By (2.13) and (2.14), we have that
Multiplying r(b) from the both sides of (2.15), it follows that
Thus multiplying r(b) from the left side of (2.15), it follows that
It is clear that every characteristic function
, is the range projection of a function in C(σ(b)). Moreover, every projection of the form
in C 0 (σ(b)) ♯♯ with 0 < α < β < b can be written as the difference of two projections of the type in (2.16).
Since A b and C(σ(b)) are isometric * isomorphism, and by
for range projection of b in A ♯♯ , we have that
for every projection p of the type in (2.16). It follows that
for every projection q of the type in (2.17). It is well known that b can be approximated in norm by finite linear combinations of mutually orthogonal projections q j of the type in (2.17), and δ is continuous, we have that
Thus for every a in A, we can obtain that δ(a) * = δ(a) and δ(1)a = aδ(1).
By the assumption, it follows that
By Lemma 2.7, we know that δ(ab) = aδ(b)+δ(a)b−aδ (1) . We know that there is an isometric * isomorphism between A b and C(σ(b)).
Using the same argument as in the proof of Theorem 2.8, we can choose se-
Moreover, (p n ) converges to r(b) in the strong * -topology of A ♯♯ . There exists an increasing net (z λ ) in
and (z λ ) converges to 1 − p n in the weak * -topology and strong * -topology of A ♯♯ . By b n = b * n and z λ b n = 0, it follows that
Taking weak * -limits in (2.18) and since δ ♯♯ is weak * -continuous, we have that
Since (p n ) converges to r(b) in the weak * -topology of A ♯♯ and (b n ) converges to b in the norm-topology of A, by (2.19), we have that
Since the range projection of every power b m with m ∈ N coincides with the r(b), and by (2.20) , it follows that
By (2.21), we can obtain that
By δ(1) = 0, we have that
Similar to the proof of Theorem 2.8, we can show that δ(a) * = δ(a) for every a in A. By the assumption, it follows that
By Lemma 2.7, we know that
Remark 2. In [15] , A. Essaleh and A. Peralta introduce the concept of triple derivation on C * -algebras. Suppose that A is a C * -algebra. Let a, b and c be in A, define the ternary product by {a, b, c} = In [15] , A. Essaleh and A. Peralta prove that every linear mapping δ which is triple derivations at zero from a unital C * -algebra into itself with δ(1) = 0 is a * -derivation. On the other hand, it is apparent to show that if δ is triple derivation at zero, then δ satisfies that
Thus Theorem 2.8 generalizes [15, Corollary 2.10]. Remark 3. A linear mapping δ from A into M is called a local derivation if for every a in A there exists a derivation δ a (depending on a) from A into M such that δ(a) = δ a (a). It is clear that every local derivation satisfies the following condition:
(H) a, b, c ∈ A, ab = bc = 0 ⇒ aδ(b)c = 0.
In [1] , the authors prove that every linear mapping from a unital C * -algebra into its unital Banach bimodule such that the condition H and δ(1) = 0 is a derivation.
Let A be a unital * -algebra and M be a unital * -A-bimodule. The natural way to translate the condition H to the context of * -derivations is to consider the following condition
However, the conditions H ′ and H are equivalent. Indeed, if condition H ′ holds, we have that
and if the condition H holds, we have that
It means that the condition H ′ and δ(1) = 0 can not implies that δ is a * -derivation.
* -left derivations and * -Jordan left derivations
In [5, 27] , the authors suppose that M has a right separating set J ⊆ J(A), and study the linear mappings that satisfy condition J 1 or J 3 . In this section, we apply Lemmas 1.1 and 1.2 to characterize linear mappings that satisfy the condition J Proof. Using the same argument as in the proof of Theorem 2.1, it is sufficient to show that the theorem is true when J is a left separating set of M. Define a bilinear mapping φ from A × A into M by
for each a, b in A. It is clear that ab = 0 implies φ(a, b) = 0. Let a be in A and x be in J(A). In the following we prove that δ(x) = 0. By Lemma 1.1, we can obtain that
it is easy to show that δ(p) = 0. Again by Lemma 1.1, we have that
By (3.1) and δ(p) = δ(1) = 0, we can obtain that δ(a * p * ) = δ(a * )p * . It follows that δ(ap) = δ(a)p for every a in A and every idempotent p in A. Since J(A) is the subalgebra of A generated algebraically by all idempotents in A, it is easy to show that δ(x) = 0 for every x in J(A). By δ(ap) = δ(a)p, we have that δ(ax) = δ(a)x for every a in A and x in J . Since J is a left separating set of M and δ(x) = 0 for every x in J , we can obtain that δ(ax) = δ(a)x = 0, it follows that δ(a) = 0 for every a in A.
Remark 4.
Suppose that A is a unital * -algebra and M is a unital * -Abimodule. We should notice that the following two conditions are not equivalent:
However, if we replace the condition J It follows that δ(x * ) * + xδ(1) = xδ(1) * + δ(x).
it is easy to show that δ(p) = 0. Again by Lemma 1.2, it follows that
By δ(p) = δ(1) = 0, we can obtain that 2pδ(a) = δ(ap) + δ(pa).
Replacing a by ap and pa in (3.2), respectively, we have the following two identities:
and 2pδ(pa) = δ(pa) + δ(pap).
Multiplying p from the left of (3.3), we obtain 2pδ(ap) = pδ(ap) + pδ(pap). Thus
Multiplying p from the left of (3.4), we obtain
By (3.5) and (3.6), we have that pδ(pa) = pδ(ap) = pδ(pap). Replacing a by a(1 − p) in (3.2), we obtain 2pδ(a − ap) = δ(pa − pap). Then by (3.6) we have that
and δ(pa) = δ(pap). Then by (3.4) we obtain
Multiplying p from the left of (3.2), we have that 2pδ(a) = pδ(ap) + pδ(pa). By (3.7) and (3.8), it follows that pδ(a) = δ(pa) and xδ(a) = δ(xa) for every a in A and every x in J(A). Let a, b be in A and x be in J , we have that δ(xab) = xδ(ab) and
Since J is a right separating set of M, we can obtain that δ(ab) = aδ(b). Take b = 1, we obtain δ(a) = aδ(1) = 0 for every a in A.
Proceedings as in the proofs of Corollaries 2.3, 2.4, 2.5, 2.6, and by Theorems 3.1 and 3.2, we know that if an algebra A and A-bimodule M satisfy one of the following conditions: (1) A = M n (B) and M = M n (M) with n 2, where B is a unital * -algebra and M is a * -B-bimodule; (2) A is a * -algebra with B ⊆ A ⊆ LS(B) and M = LS(B), where B is a von Neumann algebra without direct summand of type I 1 ; (3) A is a von Neumann algebra has no infinite dimensional abelian summand and M is a unital * -A-bimodule; (4) A is a von Neumann algebra and M = A; and δ is a linear mapping from A into M with δ(1) = 0, then the following three statements are equivalent: Taking weak * -limits in (3.9) and since δ ♯♯ is weak * -continuous, we have that 
