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Abstract
This is a report on our study of a second order ordinary differential equa-
tion corresponding to rotationally symmetric p-harmonic maps. We show
unique continuation and Liouville’s type theorems for positive solutions.
Asymptotic properties of the positive solutions are investigated.
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1. Introduction
In this report we study p-harmonic maps between model Riemannian manifolds.
For n ≥ 2, let (Sn−1, dϑ2) be the unit sphere in IRn with the induced Riemannian
metric dϑ2. Let f and g be functions in C2([0,∞)) which satisfy the following
(1.1) f(0) = g(0) = 0 , f ′(0) = g′(0) = 1 and f(r), g(r) > 0 .
Consider the following model Riemannian manifolds [5]
M(f) = ([0,∞)× Sn−1 , dr2 + f 2(r)dϑ2 ) ,
N(g) = ([0,∞)× Sn−1 , dr2 + g2(r)dϑ2 ) ,
where f, g ∈ C2([0,∞)) satisfy the conditions in (1.3). The Euclidean space and
the hyperbolic space are corresponding to f(r) = r and g(r) = sinh r, respectively.
A map F : Mn(f)→Mn(g) is called a rotationally symmetric map if
F (r, ϑ) = (α(r) , ϑ) for all r > 0 and ϑ ∈ Sn−1 ,
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where α : [0,∞)→ [0,∞) with α(0) = 0. The energy density [4] of a rotationally
symmmetric map F : Mn(f)→Mn(g) is given by
(1.2) θ(r) = (α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
.
Given p > 0, the p-energy functional [13, 14] for C2 rotationally symmetric maps
is given by
(1.3)
∫
∞
0
{
α′2(r) + (n− 1)g
2(α(r))
f 2(r)
} p
2
fn−1(r)dr .
It can be shown that equation the Euler-Lagrange equation of the p-energy func-
tional is
(1.4) θ
p
2
−1(r)α′′(r) + [(n− 1)θ p2−1(r)f
′(r)
f(r)
+ (θ
p
2
−1)′(r)]α′(r)
−(n− 1)θ p2−1(r)g(α(r))g
′(α(r))
f 2(r)
= 0 .
Critical points of the p-energy functional (1.4) are known as rotationally symmet-
ric p-harmonic map from M(f) to N(g). We remark that the notion of p-energy,
which generalizes the usual energy as in harmonic maps [4], was first introduced
by K. Uhlenbeck [13]. The existence question has been studied later by various
authors, using the direct method of Calculus of Variations. In [14], White studied
maps minimizing the p-energy in certain homotopy classes. Xu and Yang [15] con-
sidered the existence of p-harmonic maps between spheres, generalizing the works
of previous authors on harmonic maps between spheres. It is worth mentioning
that the direct method yields normally only finite energy maps. For noncompact
manifolds, Nakauchi and Takakuwa [10] study concentration compactness and gap
theorems for p-harmonic maps.
For p = 2, equation (1.4) becomes
(1.5) α′′(r) + (n− 1)f
′(α)
f(α)
α′(r)− (n− 1)g(α(r))g
′(α(r))
f 2(α)
= 0 .
Equation (1.5) corresponds to rotationally symmetric harmonic maps, which have
been studied by Ratto and Rigoli [11] and Cheung and Law [1]. In this note
we discuss the existence and properties of positive solutions α ∈ C2((0,∞) to
equation (1.4) with
lim
r→0+
α(r) = 0 .
The results in this note are contained in the works of Cheung-Law-Leung [2] and
also in [8, 9].
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We first show that any positive solution must be increasing. Equation
(1.4) is a quasilinear second order differential equation, where the nonlinear term
θp/2−1(r) makes the equation complicated. We introduce a first order equation
on θ(r) and α(r) [equation (2.3)]. From this we study unique continuation of
nonnegative solutions to equation (1.4). For p > 2, we show that if α(r) ∈ C2(0, ǫ)
is a nonnegative solution to (1.4) with limr→0+ α(r) = 0, and α(r) goes to zero at
arbitrary high order, then α ≡ 0 on (0, ǫ) (lemma 2.6). This unique continuation
property is well-known for harmonic maps [7] but is unknown to us for p-harmonic
maps in general with p 6= 2 (c.f. [6]). By refining the argument, we can estimate
the order that α can approach zero. We obtain a Liouville’s type theorem for
certain rotationally symmetric p-harmonic maps into the Euclidean space or the
hyperbolic space (theorem 2.17 & 2.23).
The differential equation (1.4) is solved locally near zero by solving an
initial value problem for small r (theorem 3.1). This is achieved by rewriting
the differential equation (1.4) as a system of two integral equations and solving
it by comparing it to the Euler equation. This local solution is shown to be
extendible to the entire positive real axis under certain conditions on f and g.
We study asymptotic properties of rotationally symmetric p-harmonic maps from
the hyperbolic space to itself, that is, f(r) = g(r) = sinh r. The identity map
Id : Mn(f) → Mn(f) corresponding to α(r) ≡ r is a rotationally symmetric p-
harmonic map. We investigate asymptotic properties of a rotationally symmetric
p-harmonic map by seeing whether there is a point ”above” or ”below” the identity
map. More precisely, for p > 2, we show that if F : Mn(sinh r) → Mn(sinh r) is
a rotationally symmetric p-harmonic map from the hyperbolic space to itself and
if there is a point ro > (ln 3)/2 such that α(ro) < ro and α
′(ro) < 1, then α is a
bounded function. On the other hand if α(ro) > ro and α
′(ro) > 1, then for all
positive number C, α(r) > r + C for all r large. If there is a positive constant C
such that r − C ≤ α(r) ≤ r + C for all r large, then α is asymptotic to the line
y = x (theorem 4.18).
We consider the asymptotic properties of positive solutions to (1.4) when
M(f) is similar to the hyperbolic space and N(g) is similar to the Euclidean space.
we show that α(r) either goes to infinity exponentially or it is bounded (theorem
5.12). If g grows at most exponentially, then we show that either α grows at least
linearly or α is bounded (theorem 5.19). We show that, under certain conditions
on f and g, all rotationally symmetric p-harmonic maps with p > 2 are bounded
(corollary 3.24).
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2. Unique continuation and Liouville’s type theorem
We begin this section with local considerations of equation (1.1).
Lemma 2.1. [2] Let y(r) ∈ C2(0, R) be a positive solution to (1.1) with
limr→0+ y(r) = 0, where R is a positive number. Then y
′(r) > 0 for all r ∈ (0, R).
Proof. Since y(r) > 0 for all r > 0 and limr→0+ y(r) = 0, we can find a point
ro such that y
′(ro) > 0. Suppose that there exists a point r1 > ro such that
y′(r1) ≤ 0, then there exists a point r′ ∈ (ro, r1] such that y(r′) > 0, y′(r′) = 0
and y′′(r′) ≤ 0. At r′, equation (1.1) gives
θ
p
2
−1(r′)y′′(r′) = (n− 1)θ p2−1(r′)g(y(r
′))g′(y(r′))
f 2(r′)
,
and
θ(r′) = (n− 1)g
2(y(r′))
f 2(r′)
+ (y′(r′))2 > 0 .
Thus y′′(r′) > 0, contradiction. Therefore y′(r) > 0 for all r ∈ (ro , R). The proof
is completed by noticing that we can let ro → 0. Q.E.D.
For p > 0, let
(2.2) Θ(r) = θ
p
2
−1(r) , r > 0 .
Then
Θ′(r)θ = (
p
2
− 1)Θ(r)[(n− 1)(g
2(α(r))
f 2(r)
)′ + 2α′(r)α′′(r)] .
Using equation (1.1) to replace the term Θ(r)α′′(r) we have
(2.3) Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
]
= (p− 2)(n− 1)Θ(r){2g(α(r))g
′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]} .
Equation (2.3) involves only first derivatives of Θ and α. For some ǫ > 0, assume
that a nonnegative C2-solution α of (1.4) exists on (0, ǫ) with limr→0+ α(r) = 0.
Given κ > 0, we can find positive constants ao, bo and co depending on κ such that
|f ′(r)| ≤ ao , f(r) ≥ cor and |g′(y(r))| < bo for all r ∈ (0, κ
κ+ 1
ǫ) .
Then (2.3) gives
(2.4) Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
]
≤ (p− 2)(n− 1)Θ(r)(ao + bo)
cor
[
g2(α(r))
f 2(r)
+ (α′(r))2] .
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Therefore there is a positive constant C = C(ao, bo, co, p, n, κ) such that for p > 2
we have
(2.5) Θ′(r) ≤ C
r
Θ(r) on (0,
κ
κ+ 1
ǫ) .
We have the following unique continuation property for solutions of (1.1).
Lemma 2.6. [9] For p > 2, let α(r) ∈ C2(0, ǫ) be a nonnegative solution to
(1.1) with limr→0+ α(r) = 0. If α(r) = O(r
k) near 0 for all k > 0, then α ≡ 0 on
(0, ǫ)
Proof. Assume that α 6≡ 0 on (0, ǫ/2). We first show that α cannot be zero
on (0, δ) for any δ ∈ (0, ǫ/2). Suppose that α ≡ 0 on (0, δ) for some δ ∈ (0, ǫ/2).
Since α 6≡ 0 on (0, ǫ/2), we may assume that α(r) > 0 on (δ, ǫ/2). Integrating
(2.5) we have
lnΘ(r)|ab ≤ C ln r|ab ,
where δ < b < a < ǫ/2. That is
(2.7) Θ(a) ≤ Θ(b)(a
b
)C .
Let b → δ > 0, we have Θ(b) → 0, but Θ(a) > 0, contradicting (2.7). Thus α
cannot be zero on (0, δ) for any δ ∈ (0, ǫ/2). Thus we can find a point ro ∈ (0, ǫ/2)
such that α(ro) > 0 and α
′(ro) > 0. Suppose that there exists a point r1 ∈ (0, ǫ/2)
r1 > ro such that α(r1) = 0, then there exists a point r
′ ∈ (ro, r1) such that
α(r′) > 0, α′(r′) = 0 and α′′(r) ≤ 0. At r′, equation (1.4) gives
θ
p
2
−1(r′)α′′(r′) = (n− 1)θ p2−1(r′)g(α(r
′))g′(α(r′))
f 2(r)
,
and
θ(r′) = (n− 1)g
2(α(r′))
f 2(r′)
+ (α′(r′))2 > 0 .
Therefore we have α′′(r′) > 0, contradiction. Therefore α(r) > 0 for all r ∈
(ro, ǫ/2). As limr→0+ α(r) = 0 and α 6≡ 0 on (0, δ) for all δ > 0, we can let ro → 0.
Thus α(r) > 0 on (0, ǫ/2). Similarly we can show that α′(r) > 0 on (0, ǫ/2).
Integrating (2.5) we obtain
Θ(a) ≤ Θ(r)(a
r
)C ,
where in this case ǫ/2 > a > r > 0 and a is a constant. We have
(2.8) Θ(r) ≥ C ′rC
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for some positive constant C ′ That is,
(2.9) θ(r) = (n− 1)g
2(α(r))
f 2(r)
+ (α′(r))2 ≥ C ′′r 2Cp−2 ,
where C ′′ is a positive constant. Take a number k such that
k >
C
p− 2 + 1 .
Since α(r) ≤ Ckrk for r small, where Ck is a positive constant, and f(r), g(r) ∼ r
when r is small, we have
(n− 1)g
2(α(r))
f 2(r)
≤ C ′′′r2k−2 ,
where C ′′′ is a positive constant. Hence by (2.8) we have
(2.10) (α′(r))2 ≥ Cor
2C
p−2
for some positive constant Co. Therefore we have
α(r)−α(b) =
∫ r
b
α′(s)ds ≥ C ′′
∫ r
b
s
2C
p−2ds = Co(r
2C
p−2
+1−b 2Cp−2+1) , ǫ
2
> r > b > 0 .
As limb→0+ α(b) = 0, we have
(2.11) α(r) ≥ C1r
2C
p−2
+1 ,
contradicting that α(r) ∼ O(rk) for all k > 0. Therefore we have α(r) ≡ 0 on
(0, ǫ/2). Similar argument shows that α(r) ≡ 0 on 0, ( κ
κ+1
ǫ) for all κ > 0. Let
κ→∞, we have α(r) ≡ 0 on (0, ǫ). Q.E.D.
Let α ∈ C2((0, ǫ)) be a nonnegative solution to (1.1) with limr→0+ α(r) = 0.
If we assume that α 6≡ 0, then the proof of lemma 2.6 shows that α(r) > 0, hence
α′(r) > 0 on (0, ǫ) [2]. Given any δ > 0, as limr→0+ α(r) = 0, we can find ǫo < ǫ
such that
0 < α(r) < δ on (0, ǫo) .
As f, g ∈ C2(0,∞) with f ′(0) = g′(0) = 1, given ε1 ∈ (0, 1), we can assume that
δ and ǫo are small enough such that
0 < f ′(r) ≤ 1+ε1 , f(r) ≥ (1−ε1)r and |g′(y(r))| < 1+ε1 for all r ∈ (0, ǫo) .
If we assume that p > 2 and n ≥ 2, then (2.2) gives
(2.12) Θ′(r) ≤ (p− 2)(n− 1)(1 + ε1
1− ε1 )Θ(r) on (0, ǫo) .
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That is, C = (p− 2)(n− 1)(1 + ε1)/(1− ε1) in (2.4). It follows as in the proof of
lemma 2.5 and inequality (2.9) that
(2.13) α(r) ≥ C1r
2C
p−2
+1 = C1r
2(n−1)(
1+ε1
1−ε1
)+1
.
As ε1 can be made arbitrarily small, therefore we have the following refinement
of lemma 2.6.
Theorem 2.14 [9] For p > 2 and n ≥ 2, let α(r) ∈ C2(0, ǫ) be a nonnegative
solution to (1.1) with limr→0+ α(r) = 0. If there exist constants k > 2n−1, C ′ > 0
and ǫo ∈ (0, ǫ) such that , α(r) ≤ C ′rk for all r ∈ (0, ǫo), then α ≡ 0 on (0, ǫ)
Lemma 2.15. [2] For p > 2 and n ≥ 2, let α(r) ∈ C2(0, R) be a positive
solution to (1.1) with limr→0+ α(r) = 0, where R is a positive number. Suppose
that f and g satisfy the conditions in (1.3) and |f ′(r)| ≤ a and |g′(α(r))| ≤ b for
all r ∈ (0, R), where a, b > 0 are constants, then the relative energy density θ(r)
satisfies the following differential inequality on (0, R):
(2.3) −(n− 1)(p− 2)(a+ b)
(p− 1)
1
f(r)
≤ (θ
q−1)
′
(r)
θq−1(r)
≤ (n− 1)(p− 2)(a+ b)
min {p− 1 , n− 1}
1
f(r)
.
Proof. By (2.3) we have
(θq−1)′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
]
= (p− 2)(n− 1)θq−1(r){2g(α(r))g
′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]} .
As α′ > 0, we have
(2.16)
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≤ 1
f(r)
{b[g
2(α(r))
f 2(r)
+ (α′(r))2] + a[
g2(α(r))
f 2(r)
+ (α′(r))2]}
≤ 1
f(r)
(a+ b)[
g2(α(r))
f 2(r)
+ (α′(r))2] .
Therefore we have
(θq−1)′(r) ≤ C ′ θ
q−1(r)
f(r)
for r ∈ (0, R), where C = (p− 2)(n− 1)(a + b)/min{p − 1 , n − 1} is a positive
constant. On the other hand, by (2.4) we have
(p− 1)θ(θq−1)′ ≥ −(n− 1)(p− 2)(a+ b)
f(r)
θq−1[(α′)
2
+
g(α)2
f(r)2
] ,
≥ −(n− 1)(p− 2)(a+ b)
f(r)
θq .
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Thus
(θq−1)
′ ≥ −2(n− 1)(q − 1)(a+ b)
(p− 1)f(r) θ
q−1 .
Q.E.D.
For p > 2 and n ≥ 2, let F = (φ, α(r)) be a rotationally symmetric p-
harmonic map from a model space Mn(f) to Nn(g), with α(r) ≥ 0 defined on
(0,∞) and limr→0+ α(r) = 0, where f and g satisfy the condition in (1.3). We
have the following Liouville’s type theorem for p-harmonic maps.
Theorem 2.17. [2] Assume that |f ′(r)| ≤ c2o, g′(r) > 0 and g′2(r)−g(r)g′′(r) ≥
c2 for all r > 0, where co and c are positive numbers. If α is bounded, then α ≡ 0.
Remark. In the Euclidean and hyperbolic case, we have g(r) = r and g(r) =
sinh r, respectively. In both cases, we have g′2(r) − g(r)g′′(r) = 1 and hence the
condition in the above theorem is satisfied. The condition on f is satisfied for the
type of functions f(r) = rα+sin r for r ≫ 1 and α ∈ (0, 1] (c.f. [10] for Liouville’s
type theorems for harmonic maps).
Proof. Assume that α is bounded and α 6≡ 0, then lemma the proof of lemma 2.6
shows that α(r) > 0, α′(r) > 0 and hence θ(r) > 0 for all r > 0. The p-harmonic
map equation is given by
(θq−1)′α′ + θq−1α′′ + (n− 1)f
′
f
θq−1α′ − (n− 1)θ
q−1
f 2
g(α)g′(α) = 0 .
Since y is bounded, we may assume that |g′(α(r))| < a for some constant a > 0.
As in (2.16) we have
(θq−1)′(r) < C
θq−1(r)
f(r)
for r > 0, where C = (p− 2)(n− 1)(a+ c2o)/max {p− 1 , n− 1}+ 1 is a positive
constant. We have
C
θq−1
f
α′ + θq−1α′′ + (n− 1)f
′
f
θq−1α′ − (n− 1)θ
q−1
f 2
g(α)g′(α) > 0 .
Since θ 6= 0 except at the origin, this simplifies to
(2.18)
α′′
g(α)g′(α)
+
n− 1
f
(C + f ′)
α′
g(α)g′(α)
− (n− 1) 1
f 2
> 0 ,
for all r ≥ 1. For r ≥ 1, let H = α′/ [g(α)g′(α)]. We have
α′′
g(α)g′(α)
= H ′ +H2[g′2(α) + g(α)g′′(α)] .
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Since α is a bounded positive solution, we can find a positive constant Co > 1
such that C2o ≥ g′2(α) + g(α)g′′(α) for all r ≥ 1. Thus (2.18) gives
(2.19) C2oH
2 +H ′ +
n− 1
f
(C + f ′)H − (n− 1)
f 2
> 0.
Consider the quadratic form
C2oH
2 +
n− 1
f
(C + f ′)H − (n− 1)
f 2
.
It is nonpositive for H(r) ∈ [0, bC(r)] where bC(r) is given by
(2.20) bC(r) =
n− 1
2fC2o
{[(C + f ′)2 + 4C
2
o
n− 1]
1/2 − (C + f ′)} > 0 .
Hence
(2.21) H ′(r) > 0 whenever H(r) ≤ bC(r) .
Consider the function q(x) =
√
x2 + b2 − x > 0, where b is a positive number. If
x ≤ 0, then q(x) ≥ b. For x > 0, we have q′(x) < 0. Thus q(x) ≥ c21 if |x| is
bounded, where c1 is a positive number. As |f ′| ≤ c2o, we have |C + f ′| ≤ C + c2o
and f(r) ≤ C1r for some positive constant C1 > 0, we can find a positive number
C2 such that
bC(r) ≥ C2
r
.
Thus ∫
∞
1
bC(r)dr =∞ .
On the other hand we have
−(ln g
′(α)
g(α)
)′ = H [g′2(α)− g(α)g′′(y)] ≥ c2H
for r ≥ 1. Thus
− ln g
′(α(r))
g(α(r))
|∞1 = −
∫
∞
1
(ln
g′(α)
g(α)
)′dr ≥ c2
∫
∞
1
H(r)dr .
As g′(r) > 0 for all r > 0 and y is bounded and positive for r ≥ 1, we have
∫
∞
1
H(r)dr <∞ .
Since H ≥ 0 and ∫∞1 bC(r)dr = ∞ , for some sufficiently large r we have H(r) ≤
bC(r) and H
′(r) ≤ 0 (c.f. [6]), contradicting (2.21). Q.E.D.
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It follows from (2.3) that if f ′(r) ≥ 0, then we have
Θ′(r)[(p−1)(α′(r))2+(n−1)g
2(α(r))
f 2(r)
] ≤ (p−2)(n−1)Θ(r)2g(α(r))g
′(α(r))α′(r)
f 2(r)
.
In addition, if p > 2 and and g′(r) ≤ ag(r) for all r > 0, where a is a positive
constant, then there exists a constant Co such that
(2.22) Θ′(r) ≤ CoΘ(r)α′(r) .
We use this to proof the following Liouville’s type theorem.
Theorem 2.23 [9] Assume that there exists positive constants co and c1 such
that 0 ≤ f ′(r) ≤ c2o and f(r) ≤ c1 for all r ≥ ro. For p > 2, let F (r, ϑ) = (α(r) , ϑ)
is a rotationally symmetric p-harmonic maps from M(f) to the Euclidean space
or the hyperboic space. If there exists a positive constant C ′ such that α′(r) ≤ C ′
for all r > 0, then α ≡ 0.
Remarks. In fact we prove a more general statement. The conditions below
on g are satisfied for the Euclidean and hyperbolic metrics, where g(r) = r and
g(r) = sinh r , respectively. Conic type metrics, where f(r) = k for all r large,
satisfy the condtions on f in the above theorem.
Proof. If α 6≡ 0, if follows from the proof of lemma 2.6 (c.f. [2]) that α > 0 and
hence α′(r) > 0 for all r > 0. Assume that
(I) g′(r) ≤ ag(r) for all r > 0 .
Then (2.22) implies that
Θ′(r) < CΘ(r)α′(r) ,
where we may take C = Co+1. Substitute the above inequality into (1.4) and we
have
(2.24) CΘ[α′(r)]2 +Θα′′(r) + (n− 1)f
′
f
Θα′ − (n− 1) Θ
f 2
g(α)g′(α) > 0 .
As 0 ≤ f ′(r) ≤ c2o, we have
f ′(r)
f(r)
≤ c1 for all r ≥ ro ,
where c1 is a positive constant. Since Θ(r) > 0 and α
′(r) < C ′ for all r > ro, we
have
(2.25)
α′′
g(α)g′(α)
+ C ′′
α′
g(α)g′(α)
− (n− 1) 1
f 2
> 0
10
for all r ≥ ro, where C ′′ is a positive constant. For r ≥ ro, let
(2.26) H(r) =
α′(r)
g(y)g′(y)
.
We have
α′′
g(α)g′(α)
= H ′ +H2[g′2(α)(α) + g(α)g′′(α)] .
Substitute into (2.25) we obtain
(2.27) [g′2(α) + g(α)g′′(α)]H2 +H ′ + C ′H − (n− 1)
f 2
> 0.
As α′ > 0, we have either limr→∞ α(r) = ∞ or α is bounded - in the latter
case α ≡ 0 by theorem 2.17. Therefore we may assume that limr→∞ α(r) = ∞.
Assume that
(II) g′′(r) ≥ 0
for all r ≥ ro. As g′(0) = 1, we have g′(r) ≥ 1 for all r > 0. Thus limr→∞ g(r) =
∞. Furthermore, assume that for some positive constant c,
(III) g′2(r)− g(r)g′′(r) ≥ c2 for all r > 0 .
Then we have
0 ≤ [g′2(α) + g(α)g′′(α)]H2 = α
′2[g′2(α) + g(α)g′′(α)]
g2(α)g′2(α)
≤ α
′2
g2(α)
+
α′2g(α)g′′(α)
g3(α)g′′(α)
→ 0 as r → ∞ ,
as by assumption (III) g′2(α) > g(α)g′′(α) . Similarly we have
lim
r→∞
H(r) = 0 .
Then (2.27) gives
lim
r→∞
H ′(r) > k > 0 .
As H(r) > 0, we have
(2.28)
∫ r
ro
H(s)ds = O(r) .
On the other hand by (III) we have
−(ln g
′(y)
g(y)
)′ = H [g′2(y)− g(y)g′′(y)] ≥ c2H
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for all r ≥ ro. Thus
(2.29) − ln g
′(y(r))
g(y(r))
|rro = −
∫ r
ro
(ln
g′(y)
g(y)
)′dr ≥ c2
∫ r
ro
H(s)ds .
Assume that
(IV)
g′(s)
g(s)
≥ a′ for all s ≥ 1 ,
where a′ is a positive constant, or,
(IV′)
g′(s)
g(s)
≥ C
′
s
for all s ≥ 1 .
In the first case we have a′ ≤ g′(y)/g(y) ≤ a for all r large enough. Therefore
(2.21) implies that ∫
∞
ro
H(s)ds <∞ .
Since α′(r) < C, which implies that α(r) ≤ C1r for all r ≥ ro, where C1 is a
positive constant. As limr→∞ α(r) = ∞, we may assume that α(r) ≥ 1 for all r
large enough. Therefore in the second case we have
a ≥ g
′(y)
g(y)
≥ C
′
α(r)
≥ C
′′
r
for all r large enough, where C ′′ is a positive constant. We have∫ r
ro
H(s)ds ≤ C ′′ ln r
for some constant C ′′. In both cases, we have a contradiction with (2.28). Q.E.D.
For p = 2, Liouville’s type theorems for harmonic maps have been discussed
in [11]. In [12], Liouville’s type theorems for p-harmonic maps are obtained under
assumptions on the curvature of the manifolds. The conditions in theorems 2.17
& 2.23 involve the first derivative of the solution and growth of f(r), which relax
assumptions on the curvature.
3. Existence of bounded positive solutions
In this section we show the following local existence theorem for equation (1.4).
Theorem 3.1. [2] Let f and g be C2 functions on [0,∞) which satisfy the
conditions in (1.1). Then for any α > 0, there is a unique solution α ∈ C2[0, ǫ) to
12
equation (1.4) for some ǫ > 0, such that α(0) = 0, α′(0) = α and α > 0 on (0, ǫ).
Proof. Equation (1.4) is equivalent to
α′′+
n− 1
r
α′− n− 1
r2
α = ((n−1)(1
r
− f
′
f
)− (θ
q−1)
′
θq−1
)α′+(n−1)(g(α)g
′(α)
f 2
− α
r
) .
Let z = α/r. Then the above equation becomes
(3.2)
rz′′+(n+1)z′ = [
n− 1
r
− (n− 1)f
′
f
− (θ
q−1)
′
θq−1
](rz′+z)+(n−1)(g(rz)g
′(rz)
f(r)2
− z
r
) .
For equation (3.2), the homogeneous part has linearly independent solutions 1
and r−n, with Wronskian (−n)r−n−1. Letting v(r) = √rz′(r), the second order
equation (3.2) with limr→0+ z(r) = α is equivalent to the following system of
integral equations:
(3.3) z(r) = T1(z, v) = α + (n− 1)
∫ r
0
(1− s
n
rn
)Φ(s, v(s), z(s)) ds and
v(r) = T2(z, v) = n(n− 1)
∫ r
0
sn
rn+
1
2
Φ(s, v(s), z(s)) ds ,
where
Φ(s, v, z) = (
1
s
− f
′(s)
f(s)
)(
√
sv + z)− (θ
q−1)
′
(n− 1)θq−1 (
√
sv + z) + (
g(sz)g′(sz)
f(s)2
− z
s
) .
We apply the method of successive approximation on (3.3). Except for the term
A(s, v, z) =
(θq−1)
′
θq−1
,
Φ(s, v, z) is only a polynomial in v and z. Thus we need to make sure that all of
Φ, ∂Φ
∂z
and ∂Φ
∂v
are continuous near s = 0 for any z > 0 and v. Consider the term
A(s, v, z). By (2.3), we have
A(s, v, z) =
2(q − 1)(n− 1)
(2q − 1)(√sv + z)2 + (n− 1)g(sz)2/f(s)2
[
2g(sz)g′(sz)(
√
sv + z)
f(s)2
−f
′(s)(
√
sv + z)
2
f(s)
− g(sz)
2f ′(s)
f(s)3

 ,
where the denominator is a differentiable function and never vanishes when s > 0.
Assume that when r is close to 0,
f(r) = r + f1r
2 + o(r2) ;
g(r) = r + g1r
2 + o(r2) ,
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for some f1, g1 ∈ IR. A computation gives
(3.4) lim
s→0
A(s, v, z) =
2(q − 1)(n− 1)
(2q + n− 2)z2 (−v
2 + 4g1z
3 − 4f1z2) ,
and
lim
s→0
∂A
∂v
(s, v, z) =
−4(q − 1)(n− 1)v
(2q + n− 2)z2 =
∂A
∂v
(0, v, z) ,
lim
s→0
∂A
∂z
(s, v, z) =
4(q − 1)(n− 1)(v2 + 2g1z3)
(2q + n− 2)z3 =
∂A
∂z
(0, v, z) .
It follows that Φ, ∂Φ
∂z
and ∂Φ
∂v
are all continuous near (0, z, v) for any z > 0 and v.
Moreover, as s tends to 0,
(3.5)
1
s
− f
′(s)
f(s)
= f1 +O(s) ,
and
(3.6)
g(sz)g′(sz)
f(s)2
− z
s
= 3g1z
2 − 2f1z + o(1) .
For ǫ > 0 sufficiently small, we consider the complete metric space
S = {(z, v) : z, v ∈ C(0, ǫ) with sup
(0,ǫ)
|z(r)− α| ≤ α
2
and sup
(0,ǫ)
|v(r)| ≤ 1} .
By equations (3.4), (3.5) and (3.6), for any (z, v) ∈ S and ǫ < α2/4,
|Φ(s, v(s), z(s))|
≤ |f1|α + 16(q − 1)(n− 1)
α(2q + n− 2) (1 +
27
2
|g1|α3 + 9|f1|α2) + (27
2
|g1|α + |f1|)α2 + η ,
where η > 0 is small. Thus the operator defined by T = (T1, T2) as given in (3.3)
maps S into itself. Therefore by contraction mapping theorem, the system (3.3)
has a unique solution (z, v) ∈ C[0, ǫ) for some ǫ > 0, with z(0) = α and v(0) = 0.
Since z′ = v/
√
r, y′ =
√
rv + z, and
(3.7) v′(r) =
(n− 1)Φ
r
− (n+ 1
2
)
v
r
,
we have z, v ∈ C∞(0, ǫ) and so y ∈ C∞(0, ǫ) ∩ C1[0, ǫ). It remains to show that y
is C2 at r = 0. To do this, we observe that by L’Hopital’s rule,
lim
r→0
z′(r) = lim
r→0
v√
r
= lim
r→0
(n− 1)
∫ r
0
sn
rn+1
Φ(s, v(s), z(s)) ds
=
n− 1
n+ 1
Φ0 ,
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which is also equal to z′(0). Here
Φ0
def
= lim
s→0
Φ(s, v(s), z(s)) =
(n− 1)(n− 2q + 2)g1α2 + (4nq − 2n2 − 2q − n + 2)f1α
2q + n− 2 .
As a result,
α′′(0) = lim
r→0
α′(r)− α
r
=
2(n− 1)
n+ 1
Φ0 = lim
r→0
α′′(r) .
Q.E.D.
Theorem 3.8. [2] For p > 2, let α(r) ∈ C2(0, R) be a positive solution to (1.1)
with limr→0+ α(r) = 0, where R is a positive number. Suppose that f and g satisfy
the conditions in (1.4) and there exists a positive constant a such that |g′(r)| ≤ a
for all r ≥ 0. Then y can be extended to a positive solution of (1.4) on (0,∞).
Proof. By the continuation of solutions [3, p.15], it suffices to show that
a solution of equation (1.4) is bounded on the interval (0, R). There exists a
positive constant b such that |f ′(r)| ≤ b and |g′(α(r))| ≤ a for all r ∈ (0, R). By
lemma 2.15 we have θ(r) < C for all r ∈ (R/2, R). Thus α′(r) and hence α(r) are
bounded on (R/2, R). We can continue the solution to (0, R+ ǫ) for some positive
number ǫ. Q.E.D.
Theorem 3.9. [2] Suppose that p > 2 and n ≥ 2, and assume that there exist
constants a > 0, and δ > 1 with (n− 1)δ > 2q − 1 (q = p/2) such that
g(y) > 0, 0 ≤ g′(y) ≤ a for any y > 0 ,
and
f(r) ≍ rδ f ′(r) > 0 for large r ,
then all positive solutions to equation (1.1) are bounded if and only if n > 1.
Remark. When the above conditions are satisfied, by using theorem 3.1 and
theorem 3.8, there exists a family of global solutions which are all bounded har-
monic maps.
Proof. When n = 1, then θ = (α′)2. Equation (1.4) implies that α′ is constant.
Hence
α′(r) = α′(0) = α , or α(r) = αr ,
which is unbounded. Asume that n > 1. Equation (1.4) implies that
(θq−1α′)
′
= (n− 1)θq−1(g(α)g
′(α)
f 2
− f
′α′
f
)
≤ (n− 1)θq−1(Cα
r2δ
) ,
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when r is sufficiently large, say, when r ≥ r0. Hence
(θq−1α′) ≤ C (
∫ r
r0
s−2δθq−1α ds+ 1) .
Apply Lemma 2.15 to obtain
(θq−1α)
′ ≤ 2(n− 1)(q − 1)(a+ 1)θ
q−1α
rδ
+ C (
∫ r
r0
s−2δθq−1α ds+ 1) ,
=
2δ
r
θq−1α + C(
∫ r
r0
s−2δθq−1α ds+ 1)
for r ≥ r0, where ro is a positive constant. Thus
(3.10) (r−2δθq−1α)
′
= Cr−2δ
(∫ r
r0
s−2δθq−1α ds+ 1
)
.
Let
u =
∫ r
r0
s−2δθq−1α ds+ 1 .
Equation (3.10) can be written as
(3.11) u′′ ≤ Cr−2δu ≤ ǫ2r−2u
for some small 0 < ǫ < 2δ − 2. So u is a supersolution of the Euler equation. By
the weak maximum principle, we obtain
u ≤ Cr1+ǫ .
Substitute this result into equation (3.10) and integrate. We have
r−2δθq−1α ≤ C (r−2δ+2+ǫ + 1) ≤ C
for r ≥ r0, and so
(3.12)
∫ r
r0
s(n−3)δθq−1α ds ≤ Cr(n−1)δ+1 .
On the other hand, we have
(3.13) (fn−1θq−1α′)
′ ≤ (n− 1)afn−3θq−1α .
Integrate from r0 to r, we obtain
(3.14) fn−1θq−1α′ ≤ C (
∫ r
r0
s(n−3)δθq−1α ds+ 1) .
Substitute equation (3.13) into equation (3.14) to obtain
(α′)
2q−1 ≤ θq−1α′ ≤ Cr .
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After integration we have
α ≤ Cr1+1/(2q−1) ,
This implies that
θq−1α ≤ Cr2 .
Substitute this result into equation (3.14) again,
(α′)
2q−1 ≤ Cr3−2δ + Cr−(n−1)δ .
If 2δ − 2 ≥ (n− 1)δ > 2q − 1, then
α′ ≤ Cr−(n−1)δ2q−1 .
Therefore we have
(3.15) α ≤ C (r1− (n−1)δ2q−1 + 1) ,
which means that α is bounded, as required. Otherwise,
α ≤ C (r1+ 3−2δ2q−1 + 1) .
When 1 + 3−2δ
2q−1
< 0, then α is bounded. If not,
θq−1α ≤ Cr4−2δ .
Substitute into equation (3.14),
(α′)
2q−1 ≤ Cr5−4δ + Cr−(n−1)δ .
In this way, we have a sequence of upper bounds for (y′)2q−1 as a linear combination
of r2k+1−2kδ and r−(n−1)δ. Since δ > 0, r−(n−1)δ will dominate after a finite number
of iterations. Therefore equation (3.15) holds eventually. Thus y is bounded.
Q.E.D.
Theorem 3.16. [2] For p > 2 and n ≥ 2, if (n−1)δ ≤ 2q−1, where q = p/2, and
f ≍ rδ for large r, then no positive entire solution to equation (1.4) is bounded.
Proof. Observe by equation (3.13), the function fn−1θq−1y′ is increasing to
some P > 0 (may be ∞). Hence there is some constant C such that for large r,
(3.17) θq−1α′ ≥ Cr−(n−1)δ .
Suppose for contradiction that a solution y is bounded. Then we must have
θ ≍ (α′)2. For if otherwise, we have a sequence of points where
θ ≍ r−2δ and α′ = o(r−δ) .
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So
fn−1θq−1α′ = o(rδ(n−2q)) ,
= o(1) ,
which is impossible, since P > 0. Therefore by equation (3.17) we have
α′ ≥ Cr−(n−1)δ2q−1
for large r, so that y is greater than Cr1−
(n−1)δ
2q−1 , or C log r. In both cases, y is
unbounded. This gives a contradiction.Q.E.D.
Theorem 3.18. [2] For p > 2 and n ≥ 2, if (n− 1)δ ≤ 2q − 1, f ∼ Crδ, and
0 < g′ ≤ a (a > 0), then any positive entire solution y of equation (1.4) satisfies
y′ ∼ Ar−(n−1)δ2q−1 for some constant A > 0 .
Proof. As fn−1θq−1y′ tends to a number P , finite or infinite. Suppose that
(n− 1)δ < 2q− 1. If P =∞, then we can find a sequence RN →∞ such that, at
r = RN , f
n−1θq−1y′(RN) = N , and for r ≤ RN ,
fn−1θq−1y′(r) ≤ N .
Hence r(n−1)δ(y′)2q−1 ≤ CN for some constant C. This gives, after an integration,
α(r) ≤ CN 12q−1 r1− (n−1)δ2q−1 .
Thus
θ(r) ≤ CN 22q−1 r− 2(n−1)2q−1 .
So by equation (3.10) we have
N = O
(∫ RN
r
θq−1N
1
2q−1 s(n−3)δ+1−
(n−1)δ
2q−1 ds+ 1
)
,
= O (N
∫ RN
r
s1−2δ ds+ 1) ,
= o(1)N
for r sufficiently large. Therefore, as N → ∞, N = o(N) which is impossible.
Hence there exists some constant P ∈ R such that
(3.19) fn−1θq−1y′ ∼ P .
Thus
α′ ≤ Cr−(n−1)δ2q−1 and α ≤ Cr1− (n−1)δ2q−1 .
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Substituting these bounds into θ in equation (3.17), we obtain
y′ ≍ r−(n−1)δ2q−1 and α ≍ r1− (n−1)δ2q−1
Therefore θ ∼ (α′)2 and
α′ ∼ Ar−(n−1)δ2q−1 for some A > 0 .
When (n− 1)δ = 2q − 1, the procedure is similar.
α′ ≤ CN 12q−1 r−1 ,
and
α ≤ CN 12q−1 log r .
So
N ≤ CN
∫ RN
r
s1−2δ log s ds = o(1)N .
The other cases follow in the same way. Q.E.D.
Corollary 3.20. [2] For p > 2 and n ≥ 2, if δ > 2q−1
n−1
≥ 1, f ∼ Crδ, and
0 < g′ ≤ a, then
y′ ∼ Ar−(n−1)δ2q−1 for some A > 0 .
Proof. We follow the proof in Theorem 3.11. Suppose there is a sequence
RN →∞ such that fn−1θq−1y′(RN) = N , then for r < RN ,
α′ ≤ CN 12q−1 r− (n−1)δ2q−1 ,
but
α ≤ CN 12q−1 .
Hence
N ≤ O
(
N
∫ RN
r
s(n−3)δ max{s−(n−1)δ, s−2δ(q−1)} ds+ 1
)
= O(N
∫ RN
r
s−δ ds+ 1) ,
= o(1)N
for r sufficiently large, and as N →∞. The other cases are similar. Q.E.D.
Corollary 3.21. [2] For p > 2 and n ≥ 2, if δ > 2q−1
n−1
≥ 1, f ∼ Crδ, and
0 < g′ ≤ a, then
α′ ∼ Ar−(n−1)δ2q−1 for some A > 0 .
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Proof. We follow the proof in Theorem 3.18. Suppose there is a sequence
RN →∞ such that fn−1θq−1y′(RN) = N , then for r < RN ,
α′ ≤ CN 12q−1 r− (n−1)δ2q−1 ,
but
α ≤ CN 12q−1 .
Hence
N ≤ O
(
N
∫ RN
r
s(n−3)δ max{s−(n−1)δ, s−2δ(q−1)} ds+ 1
)
= O(N
∫ RN
r
s−δ ds+ 1) ,
= o(1)N
for r sufficiently large, and as N →∞. The other cases are similar. Q.E.D.
Theorem 3.22. [9] Assume that f ′(r) > 0 for all r > 0 and limr→∞ f
′(r) =∞.
Suppose that g′(y) ≤ k for all y ≥ 0, where k is a positive constant. Let α(r) ∈
C2(0,∞) be a positive solution to (1.4) with f and g as above and limr→0+ α(r) =
0. If 2 < p ≤ n, then for any ǫ ∈ (0, 1), there exist positive constants ro and C
such that α′(r) ≤ C/f 1−ǫ(r) for all r ≥ ro. If p > n ≥ 2, then for any ǫ > 0, there
exist positive constants ro and C such that
α′(r) ≤ C
(f(r))(1−ǫ)
(n−1)
(p−1)
for all r ≥ ro.
Proof. Given 1 > ǫ > 0, as in (5.15) (with ǫ = 1 − τ) we can find a positive
number ro such that
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≤ g
2(α(r))
ǫf 3(r)f ′(r)
[k2 − ǫ2f ′(r)2]− (1− ǫ)[f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2]
≤ −(1− ǫ)f
′(r)
f(r)
[
α2(r)
f 2(r)
+ (α′(r))2]
for all r ≥ ro, as g′(s) ≤ k and limr→∞ f ′(r) =∞. By (2.15) we have
(3.23) Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
]
≤ −(1 − ǫ)(p− 2)(n− 1)f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]Θ(r)
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for all r ≥ ro. Thus if 2 < p ≤ n, then (3.23) implies that
Θ′(r) ≤ −(1 − ǫ)(p− 2)f
′(r)
f(r)
Θ(r)
for all r ≥ ro. An integration gives α′(r) ≤ C/f 1−ǫ(r) for some positive constant
C and for all r ≥ ro. If p > n > 2, then (3.19) gives
Θ′(r) ≤ −(1 − ǫ)(p− 2)(n− 1)
p− 1
f ′(r)
f(r)
Θ(r)
for all r ≥ ro. An integration gives
α′(r) ≤ C
(f(r))(1−ǫ)
(n−1)
(p−1)
for some positive constant C and for all r ≥ ro. Q.E.D.
As a corollary, we have the following result (c.f. [2]).
Corollary 3.24. [9] Assume that f ′(r) > 0 for all r > 0 and limr→∞ f
′(r) =∞.
Suppose that g′(y) ≤ k for all y > 0, where k is a positive constant. Assume that
f(r) ≥ Crs for some positive constant C and for all r > r¯ > 0, where s > 1 if
2 < p ≤ n, and
s >
(p− 1)
(n− 1)
if p > n ≥ 2. Let α(r) ∈ C2(0,∞) be a positive solution to (1.1) with f and g as
above and limr→0+ α(r) = 0. Then α is a bounded function on IR
+.
Proof. From theorem 3.21, we can choose ro > 0 and ǫ > 0 so that
α′(r) ≤ C
r1+δ(r)
for all r ≥ ro. Here δ is a positive constant. An integration shows that α is a
bounded function on IR+. Q.E.D.
In particular, for p > 2, all rotationally symmetric p-harmonic maps from
the hyperbolic space to the Euclidean space are bounded.
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4. p-harmonic maps from hyperbolic space to itself
In this section we discuss rotationally symmetric p-harmonic maps from the hy-
perbolic space to itself. In this case f(r) = g(r) = sinh r as the metric
dr2 + sinh2 r dϕ2
is exactly the hyperbolic metric. The results in this section can be found in [8].
Lemma 4.1. For p > 2, let F (r, ϕ) = (α(r), ϕ) be a rotationally symmetric
p-harmonic map from the hyperbolic space to itself, where α ∈ C2(0,∞) and
limr→0+ α(r) = α(0) = 0. If there exists ro > (ln 3)/2 such that α(ro) = ro + δ for
some δ ≥ 0 and α′(ro) > 1, then α(r) > r + δ and α′(r) > 1 for all r > ro. If
there exists ro > (ln 3)/2 such that α(ro) = ro − δ for some δ ≥ 0 and α′(ro) < 1,
then α(r) < ro − δ and α′(r) < 1 for all r > ro.
Proof. Suppose that there exists ro > (ln 3)/2 such that α(ro) = ro + δ for
some δ ≥ 0 and α′(ro) > 1. Assume that there is a point r′ > ro such that
α(r′) = r′ + δ. Then there exists a point r ∈ (ro, r′) such that α(r) > r + δ,
α′(r) = 1 and α′′(r) ≤ 0. Let α(r) = r + ǫ where ǫ > δ is a constant. As
f(r) = g(r) = sinh r, at the point r where α′(r) = 1 we have
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
=
1
8f 3(r)
[2(er − e−r)(eα − e−α)(eα + e−α)
−(er + e−r)(eα − e−α)2 − (er + e−r)(er − e−r)2]
=
1
8f 3(r)
(ere2α − 3ere−2α − 3e−re2α + e−re−2α + 3er + 3e−r − e−3r − e3r) .
As α(r) = r + ǫ, we have
(4.2)
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
=
1
8f 3
[(e2ǫ − 1)(e3r − 3er) + (3e−r − e−3r)(1− e−2ǫ)] .
If r > (ln 3)/2, then e3r − 3er > 0 and 3e−r − e−3r > 0. Equation (4.2) implies
that
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2] > 0
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and by (2.3) Θ′(r) > 0 because θ(r) > 0. As
Θ′(r) = (
p
2
− 1)θ p2−2(r)θ′(r) ,
hence θ′(r) > 0 if p > 2. We have
θ′(r) = (n− 1)(g
2(α)
f 2(r)
)′ + 2α′(r)α′′(r) .
And
(4.3) (
g2(α)
f 2(r)
)′ =
2f(r)g(α)[f(r)g′(α)α′(r)− f ′(r)g(α)]
f 4(r)
=
g(α)
f 3(r)
(ere−α − e−reα) .
As α(r) > r, we have
(
g2(α)
f 2(r)
)′ < 0 .
Hence α′′(r) > 0. This is a contradiction. Hence α(r) > r + δ for all r > ro.
Suppose that there is a point r′ such that α(r′) = 1, then there is a point r ∈ (ro, r′]
such that α(r) > r + δ, α′(r) = 1 and α′′(r) ≤ 0. This would give us the same
contradiction. Hence α′(r) > 1 for all r > ro. Similar argument works for the case
α(ro) = ro − δ. Q.E.D.
Lemma 4.4. For p > 2, let F (r, ϕ) = (α(r), ϕ) be a rotationally symmetric
p-harmonic map from the hyperbolic space to itself, where α ∈ C2(0,∞) and
limr→0+ α(r) = α(0) = 0. Then we can find a point ro > 0 such that either
α(r) ≥ r or α(r) ≤ r for all r > ro.
Proof. Suppose that we cannot find such a point ro. Then there exist two points
r2 > r1 > (ln 3)/2 such that α(r1) = r1 and α(r2) = r2 and α(r) < r or α(r) > r
for all r ∈ (r1 , r2). Then we can find a point r ∈ (r1 , r2) such that α′(r) = 1 and
if α(r) > r, then α′′(r) ≤ 0; if α(r) < r, then α′′(r) ≥ 0. But the proof of lemma
4.1 shows that these are impossible. Q.E.D.
We have the following Liouville’s type theorem for p-harmonic map on
hyperbolic spaces.
Theorem 4.5. For p > 2, let F (r, ϕ) = (α(r), ϕ) be a rotationally symmetric
p-harmonic map from the hyperbolic space to itself, where α ∈ C2(0,∞) and
limr→0+ α(r) = α(0) = 0. Assume that there exists ro > (ln 3)/2 such that α(ro) >
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ro and α
′(ro) > 1. Then given any positive number C, we have a point rc such
that α(r) > r + C for all r > rc.
Proof. Assume that there is a positive number C such that α(r) ≤ r + C for
all r > ro. Let α(ro) = ro + ǫo for some constant ǫo > 0. By lemma 4.1, we
have α(r) > r + ǫo and α
′(r) > 1 for all r ≥ ro. Assume that at a point r > r¯,
α(r) = r + ǫ and α′(r) ≤ 1 + η, where ǫ ≥ ǫo, and r¯ > ro and η are a positive
constants to be determined later. Then
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≥ 1
8f 3(r)
[2(e3re2ǫ − e−re−2ǫ − ere2ǫ + e−3re−2ǫ)
−(e3re2ǫ − 2er + e−re−2ǫ + ere2ǫ − 2e−r + e−3re−2ǫ)
−(1 + η)2(e3r − er − e−r + e−3r)]
=
1
(er − e−r)3 {e
3r[e2ǫ − (1 + η)2]
−er[3e2ǫ − 2 + (1 + η)2]− e−r[3e2ǫ − 2 + (1 + η)2]
−e−3r[e−2ǫ − (1 + η)2]} .
Therefore if we choose r¯ > ro to be large and fix η such that
(4.6) e2ǫo > (1 + η)2 +
(e2ǫo − 1)
2
,
then there exists a positive constant c > 0 such that
2g(α)g′(α)α′
f 2
− f
′
f
[
g2(α)
f 2(r)
+ (α′)2] ≥ c
whenever r > r¯ and α′(r) ≤ 1 + η. That is,
Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α)
f 2(r)
] ≥ cΘ(r)
for all r > r¯ with α′(r) ≤ 1 + η. As α′(r) ≤ 1 + η and α(r) ≤ r + C for some
positive constant C, we have
(4.7) (p− 1)(α′(r))2 + (n− 1)g
2(α)
f 2(r)
≤ (p− 1)(1 + η)2 + (n− 1)
4
e2C − 2e−2r + e−4re−2C
1− 2e−2r + e−4r ≤ c
′ ,
where c′ is a positive constant. Hence
(4.8) Θ′(r) ≥ coΘ(r) for all r > r¯ with α′(r) ≤ 1 + η ,
24
where co = c/c
′ is a positive constant. Since the set O = {r > r¯| α′(r) > 1 + η}
is an open set, we can decompose O as
O = ∪βi=1(ai, bi) ,
where β ∈ N ∪ {∞} and ai < bi < ai+1. For r ∈ (ai, bi), we have α′(r) > 1 + η
and
(
g2(α)
f 2(r)
)′ ≥ f(r)g
2(α)
2f 4(r)
[ηereα + (2 + η)ere−α − (2 + η)e−reα − ηe−re−α] ≥ 0
if we choose r¯ to be large. Since α′(ai) = α
′(bi) = 1 + η and on (ai, bi) we have
(
g2(α)
f 2(r)
)′ ≥ 0 ,
therefore
θ(ai) = (n− 1)g
2(α(ai))
f 2(ai)
+ [α′(ai)]
2 ≤ (n− 1)g
2(α(bi))
f 2(bi)
+ [α′(bi)]
2 = θ(bi) .
That is,
(4.9) Θ(ai) ≤ Θ(bi)
for all i = 1, 2, ..., β. On the open set O we have α′ > 1 + η. As α(r) > 1 for all
r > ro, by lemma 4.1, we have
r + C ≥ α(r) ≥ r + η[
β(r)∑
i=1
(bi − ai)] ,
where β(r) is the biggest index j such that bj < r. Therefore
C ≥ η
β∑
i
(bi − ai) .
So the compliment of O on (a1,∞), which is given by Uβi=1[bi, ai+1], has infinite
measure, where aβ+1 = ∞ if β is an finite integer. For r ∈ [bi, ai+1] we have
α′(r) ≤ 1 + η and by (4.5), Θ′(r) ≥ coΘ(r), or
Θ(ai+1) ≥ Θ(bi)eco(ai+1−bi)
for all i. Apply (4.6) we obtain
Θ(ai+1) ≥ Θ(bi)eco(ai+1−bi)
≥ Θ(ai)eco(ai+1−bi)
≥ Θ(bi−1)eco(ai−bi−1)eco(ai+1−bi)
= Θ(bi−1)e
co(ai+1−bi)+(ai−bi−1) .
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Therefore by induction we have
(4.10) Θ(aN+1) ≥ Θ(b1)eco
∑N
i=1
(ai+1−bi) .
For r = aN+1 we have α
′(aN ) ≤ 1 + η and α(aN) ≤ aN + C, therefore
Θ(aN) ≤ c1
as in the proof of lemma 4.4, where c1 is a positive constant independent of N .
This is a contradiction, as we have that the set Uβi=1[bi, ai+1] has infinite measure.
Therefore there is a point rc such that α(rc) > rc + C. Lemma 4.1 shows that
α(r) > r + C for all r > rc. Q.E.D.
Theorem 4.11. For p > 2, let F (r, ϕ) = (α(r), ϕ) be a rotationally symmetric
p-harmonic map from the hyperbolic space to itself, where α ∈ C2(0,∞) and
limr→0+ α(r) = α(0) = 0. Assume that there exists ro > (ln 3)/2 such that α(ro) <
ro and α
′(ro) < 1. Then α is bounded on [0,∞).
Proof. It follows from lemma 4.1 that there is a positive constant ǫo > 0 such
that α(r) ≤ r− ǫo for all r > ro. At a point r > ro, let α(r) = r− ǫ where ǫ ≥ ǫo.
We have
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
=
2g(α(r))g′(α(r))
f
3
2 (r)f
′1
2 (r)
[
f ′(r)(α′(r))2
f(r)
]
1
2 − f
′(r)g2(α(r))
f 3(r)
− f
′(r)
f(r)
(α′(r))2
≤ 1
1− τ
g2(α(r))g′2(α(r))
f 3(r)f ′(r)
+ (1− τ)f
′(r)
f(r)
(α′(r))2 − f
′(r)g2(α(r))
f 3(r)
−f
′(r)
f(r)
(α′(r))2
=
1
1− τ
g2(α(r))g′2(α(r))
f 3(r)f ′(r)
− (1− τ)f
′(r)g2(α(r))
f 3(r)
−τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2]
=
g2(α(r))
4f 3(r)f ′(r)
[
e2α(r) + 2 + e−2α(r)
1− τ − (1− τ)(e
2r + 2 + e−2r)]
−τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2]
=
g2(α(r))
4f 3(r)f ′(r)
(
e2re−2ǫ + 2 + e−2re2ǫ − (1− τ)2(e2r + 2 + e−2r)
1− τ )
−τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2]
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= −g
2(α(r))e2r
4f 3(r)f ′(r)
[
(1− τ)2 − e−2ǫ − 2e−2r[(1− τ)2 + 1]− e−4r(e2ǫ − (1− τ)2)
1− τ ]
−τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2]
≤ −g
2(α(r))e2r
4f 3(r)f ′(r)
[
(1− τ)2 − e−2ǫo − 2e−2r[(1− τ)2 + 1]− e−2r + e−4r(1− τ)2
1− τ ]
−τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2] ,
where we have made use of the inequality 2AB ≤ A2/(1 − τ) + (1 − τ)B2 for
1 > τ > 0, and r ≥ ǫ ≥ ǫo > 0. Choose τ > 0 such that (1 − τ)2 ≥ e−2ǫo + (1 −
e−2ǫo)/2 = (1 + e−2ǫo)/2. Since g′(r) = f ′(r) = (er + e−r)/2, we can find positive
constants r¯, such that for r > r¯, we have
(4.12)
g2(α(r))e2r
4f 3(r)f ′(r)
[
(1− τ)2 − e−2ǫo − 2e−2r[(1− τ)2 + 1]− e−2r + (1− τ)2)e−4r
1− τ ] > 0 .
Hence for all r > r¯,
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≤ −τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2]
= −τ f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≤ −c[g
2(α(r))
f 2(r)
+ (α′(r))2] ,
where c > 0 is a positive constant, as f ′(r)/f(r) is a bounded function for r >
r¯ > 0. Hence
(4.13) Θ′(r)[(p− 2)(α′(r))2 + (n− 1)g
2(α)
f 2(r)
] ≤ −c [g
2(α(r))
f 2(r)
+ (α′(r))2]Θ(r) .
If we take b = max {p− 2, n− 1} and c′ = c/b, then
(4.14) Θ′(r) ≤ −c′Θ(r) for all r > r¯ .
Hence
Θ(r) ≤ e−c′(t−r¯)Θ(r¯) .
So we have
α′(r) ≤ C ′e− c
′(t−r¯)
p−2 for all r > r¯ ,
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where C ′ = (Θ(r¯))
1
p−2 is a positive constant unless α is the trivial solution. As
α′(r) ≥ 0, upon integration we have that α is bounded. Q.E.D.
Remark. As r¯ can be estimated by using ǫo and ro and thus Θ(r¯) can be
estimated in terms of ǫo and ro. Therefore we can find a constant C(ro, ǫo) such
that α(r) ≤ C(ro, ǫo) for all r > 0. As we have α′(r) > 0 for all r > 0 , if α is not
a trivial solution, hence under the assumption of theorem 4.1, there is a positive
number a such that limr→∞ α(r) = a.
Theorem 4.15. For p > 2, let F (r, ϕ) = (α(r), ϕ) be a rotationally symmetric
p-harmonic map from the hyperbolic space to itself, where α ∈ C2(0,∞) and
limr→0+ α(r) = α(0) = 0. Suppose that there exist positive constants C and r¯ such
that r + C ≥ α(r) ≥ r − C for all r > r¯, then α is asymptotic to the the identity
map αI(r) = r
Proof. By lemma 4.4, we can find a constant r1 such that either α(r) ≥ r or
α(r) ≤ r for all r > r1. Assume that there is a point ro > max{r¯ , r1} such that
α(ro) > ro. If there is a point r2 > ro such that α(r2) = r2, then either α(r) = r
for all r ≥ r2 or there is a point r3 such that α(r3) > r3. In the second case then
we can find a point r4 such that r2 < r4 ≤ r3 and α(r4) > r4 and α′(r4) > 1. By
theorem 4.5, α(r) > r + C when r is large. Therefore α(r) > r for all r > ro if
α(r) 6≡ r on (r2,∞). Let
co = inf {c > 0 | there exists a point rc > ro such that α(rc) = rc + c} .
If α(rc) = rc + c for some rc > ro, then α(r) ≤ r + c for all r > rc. For if there
is a point r5 such that r5 > ro and α(r5) > r5 + c, then we can find r
′
5 ∈ (rc , c5]
such that α(r′5) > r
′
5 and α
′(r5) > 1. By theorem 4.5 this is not possible in this
case. Given any ǫ > 0, we have a point rco+ǫ such that α(rc) = rco+ǫ + co + ǫ and
α(r) ≤ r + co + ǫ for all r ≥ rco+ǫ. As α(r) > r + co for all r > ro, we have the
line y = x + co being an asymptotic of α. If co > 0, then we have α(r) > r + co
for all r > ro. Theorem 4.5 shows that α
′(r) ≤ 1 for all r > ro. In fact if there is
a point r > ro such that α
′(r) = 1, then as in (4.2) and the proof of lemma 4.1,
we have α′′(r) > 0. But this is not possible by theorem 4.5. Thus α′(r) < 1 for
all r > ro. Since α(r) ≥ r + co for all r > ro, we can find sequence ri > ro, i ∈ N
with limi→∞ ri =∞, such that α(ri) > ri+ co with co > 0 and 1− η ≤ α′(ri) < 1,
where we can choose η as small as we like. We choose η > 0 so small such that
2e2co(1− η) > 2 + (e2ǫo − 1)/2, that is, 3e2ǫo − 4η > 3. Then for any point r with
α′(r) ≥ 1− η and α(r) = r + c′o with C ≥ c′o ≥ co, a calculation as in (4.2) shows
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that we can find a constant r6 > ro such that if r > r6,
(4.16)
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≥ 1
8f 3(r)
[2(1− η)(e3re2co − e−re−2co − ere2c′o + e−3re−2c′o)
−(e3re2c′o − 2er + e−re−2c′o + ere2c′o − 2e−r + e−3re−2c′o)
−(e3r − er − e−r + e−3r)]
≥ 1
8f 3(r)
[C ′(C, η, co)e
3r]
where C ′(C, η, co) is a positive constant. As f(r) = (e
r + e−r)/2, therefore we can
find a point r8 > r7 such that
(4.17)
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2] ≥ C ′′(η, co)
for r > r7 and for some constant C
′′(η, co) > 0. That is,
Θ′(r)[(p− 2)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
] ≥ (p− 2)(n− 1)C ′′(η, co)Θ(r)
for all r > r8. Since 1 − η < (α′(r))2 < 1 and Co ≤ g2(α(r))/f 2(r)) ≤ C ′o, as
r < α(r) ≤ r + C for all r > r8, we have C1 < θ(r) < C ′1 for all r > r8 and
for some positive constant Co, C
′
o, C1 and C
′
1. Furthermore (
g2(α)
f2
)′ < 0 as in the
proof of lemma 4.1. Therefore α′′(r) ≥ c1 if r > r7 and α′(r) ≥ 1 − η, where c1
is a positive constant. For the sequence {xi}, we choose a point xi > r7 and at
xi we have α(xi) > xi + co and 1 > α(xi) ≥ 1 − η. Therefore α′′(xi) ≥ c1. And
for all r > xi we have α(xi) > xi + co and α(xi) ≥ 1 − η as α′′(r) ≥ c1 > 0 for
all r ≥ ri. Thus α′′(r) ≥ c1 for all r ≥ ri. Then we can find r8 > ri such that
α(r8) = 1, which is impossible. Hence we must have co = 0. Similar argument
works for α(r) < r, using theorem 4.11. Q.E.D.
For p > 2, let F (r, ϕ) = (α(r), ϕ) be a rotationally symmetric p-harmonic
map from the hyperbolic space to itself, where α ∈ C2(0,∞) and limr→0+ α(r) =
α(0) = 0. By lemma 4.3, there is a point ro > 0 such that either α(r) ≥ r or
α(r) ≤ r for all r > ro. If α(r) 6≡ r for r > ro, then there is a point ri > ro such
that either α(ri) > ri or α(ri) < ri. If α(ri) > ri and α
′(ri) > 1, then by theorem
4.4, α(r) > r + C for all r large. If α(ri) < ri and α
′(r1) < 1, then α is bounded.
The other cases are α′(r) ≤ 1 for all r ≥ r1 with α(r) > r and α′(r) ≥ 1 for all
r ≥ r1 with α(r) < r, that is, α(r) is bounded between r +C and r−C for some
C > 0 and for all r large. Hence α is asymptotic to the line y = x by theorem
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4.15. Therefore we have the following.
Theorem 4.18. For p > 2, let F (r, ϕ) = (α(r), ϕ) be a rotationally symmetric
p-harmonic map from the hyperbolic space to itself, where α ∈ C2(0,∞) and
limr→0+ α(r) = α(0) = 0. Then either 1) for any constant C > 0, α(r) > r + C
for all r large, or 2) α is bounded, or 3) α is asymptotic to the identity map.
5. Asymptotic properties
Let f, g be functions in C2([0,∞)) which satisfy the conditions in (1.1). We study
asymptotic properties of solutions to (1.4). In this section we assume that f is
similar to the hyperbolic space and g is similar to the Euclidean space. The result
in this section can be founded in [9] We assume that there are constants a, C > 0
such that
(A)
1
C
ear ≤ f(r) ≤ Cear , 1
C
ear ≤ f ′(r) ≤ Cear
for all r > 1. And for y > 1, we assume that
(B) g(y) ≤ C ′ym , 0 ≤ g′(y) ≤ C ′ym−1
for some constants m ≥ 1 and C ′ > 0.
Lemma 5.1. For p > 2, let α(r) ∈ C2(0,∞) be a positive solution to (1.4)
with limr→0+ α(r) = 0. Suppose that f and g satisfy the conditions (A) and (B),
respectively. For m > 1. let c < a/(m − 1) be a positive constant. Then there
exists a positive constant ro such that either α(r) ≥ ecr or α(r) ≤ ecr for all
r > ro.
Proof. If α is bounded, then we have α(r) ≤ ecr for r large enough. Therefore
we may assume that limr→∞ α(r) =∞. Hence there exists a constant r′ > 1 such
that α(r) > 1 for all r > r′. For m > 1, suppose that we cannot find such a ro
as in the statement of the theorem, then for any ro > r
′, there exist two points
r2 > r1 > ro such that α(r1) = e
cr1 , α(r2) = e
cr2 and α(r′) ≤ ecr′ for r′ ∈ [r1, r2].
There is a point r ∈ [r1, r2] such that α(r) ≤ ecr, α′(r) = cecr and α′′(r) ≥ c2ecr.
If c < a/(m− 1), we have
(5.2)
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≤ 2C
′2C2ce2mcr
e2ar
− c
2e2cr
C2
< −c′
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if ro is large enough. Here c
′ is a positive constant. By (2.3) and (5.2) we have
(5.3) Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
] ≤ −c′(p− 2)(n− 1)Θ(r) .
And
(5.4) Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
]
= (
p
2
− 1)θ p2−2(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
]
×[(n− 1)(g
2(α(r))
f 2(r)
)′ + 2α′(r)α′′(r)]
≥ (p
2
− 1)Θ(r)[(n− 1)(g
2(α(r))
f 2(r)
)′ + 2α′(r)α′′(r)] ,
as θ(r) = (n − 1) g2(α(r))
f2(r)
+ (α′(r))2 and Θ(r) = θ
p
2
−1(r). By (5.3), there is a
constant c′′ > 0 such that at r we have
(5.5) (n− 1)(g
2(α(r))
f 2(r)
)′ + 2α′(r)α′′(r) ≤ −c′′ .
On the other hand
(5.6) (
g2(α)
f 2(r)
)′ =
2f(r)g(α)[f(r)g′(α)α′(r)− f ′(r)g(α)]
f 4(r)
≥ −2f
′(r)g2(α)
f 3(r)
≥ −2C ′2C2 e
2mcr
e2ar
≥ −ǫe2cr ,
as c < a/(m−1). Here ǫ is a positive constant. And by choosing ro large, we may
assume that ǫ < 2c3/(n − 1). There if ro is large and c < a/(m − 1), then (5.5)
and (5.6) imply that
2α′(r)α′′(r) ≤ (n− 1)ǫc2cr .
That is
α′′(r) ≤ (n− 1)ǫ
2c
ccr < c2ecr ,
which is a contradiction. Hence there exists a positive constant ro > r
′ such that
either α(r) ≥ ecr or α(r) ≤ ecr for all r > ro. Q.E.D.
Lemma 5.7. For p > 2, let α(r) ∈ C2(0,∞) be a positive solution to (1.4)
with limr→0+ α(r) = 0. Suppose that f and g satisfy the conditions (A) and (B)
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with m > 1, respectively. Let c < a/(m − 1) be a positive constant. Suppose that
there exists a ro > 0 such that α(r) ≤ ecr for all r > ro, then α(r) ≤ C for some
positive constant C.
Proof. Assume that α(r) ≤ ecr for all r > ro, where c < a/(m − 1). We may
assume that α 6≡ 0. We can find positive constants r′ and δ such that α(r) ≥ δ
for all r ≥ r′. There is a positive constant C ′′ such that
g(y) ≤ C ′′ym , 0 ≤ g′(y) ≤ C ′′ym−1
for all y ≥ δ. We may take ro > r′ > 1. Then for r > ro and 1 > τ > 0, we have
(5.8)
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
=
2g(α(r))g′(α(r))
f
3
2 (r)f
′1
2 (r)
[
f ′(r)(α′(r))2
f(r)
]
1
2 − f
′(r)g2(α(r))
f 3(r)
− f
′(r)
f(r)
(α′(r))2
≤ 1
1− τ
g2(α(r))g′2(α(r))
f 3(r)f ′(r)
+ (1− τ)f
′(r)
f(r)
(α′(r))2 − f
′(r)g2(α(r))
f 3(r)
− f
′(r)
f(r)
(α′(r))2
=
g2(α(r))
(1− τ)f 3(r)f ′(r)[g
′2(α(r))− (1− τ)2f ′(r)2]− τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2]
≤ g
2(α(r))
(1− τ)f 3(r)f ′(r)[C
′′2e2c(m−1)r − (1− τ)
2
C2
e2ar]− τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2] ,
where we have used the inequality 2AB ≤ (1− τ)A2+1/(1− τ)B2 for 0 < τ < 1.
Hence there exists a constant r′′ > ro such that for r > r
′′ we have
C ′′2e2c(m−1)r − (1− τ)
2
C2
e2ar ≤ 0 .
For r > r′′ we have
(5.9)
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
= −τ f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≤ −τ
C2
[
g2(α(r))
f 2(r)
+ (α′(r))2] .
Together with (2.3) we have
(5.10) Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α)
f 2(r)
]
≤ − τ
C2
(p− 2)(n− 1) [g
2(α(r))
f 2(r)
+ (α′(r))2]Θ(r) .
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Thus we have
(5.11) Θ′(r) ≤ −c′Θ(r) for all r > r′′ ,
where c′ = (p−2)(n−1)τ/(bC2) and b = max {p−2, n−1} are positive constants.
Integrating both sides of the above inequality we have
Θ(r) ≤ e−c′(t−r¯)Θ(r′′) , r > r′′ .
So we have
α′(r) ≤ C1e−
c′(t−r′′)
p−2 for all r > r′′ ,
where C1 = (Θ(r
′′))
1
p−2 is a positive constant. As α′(r) > 0, upon integration we
conclude that α is bounded. Q.E.D.
Combining the above two lemmas we have the following.
Theorem 5.12. For p > 2, let α(r) ∈ C2(0,∞) be a positive solution to (1.4)
with limr→0+ α(r) = 0. Suppose that f and g satisfy the conditions (A) and (B)
with m > 1, respectively. Let c < a/(m − 1) be a positive constant. Then either
there exists a positive constant ro such that α(r) ≥ ecr for all r > ro or there is a
finite positive number C such that α(r) ≤ C for all r > 0.
In the following we assume that
(C) g′(y) ≤ C2g(y) for all y ≥ 1 ,
where C2 is a positive constant. Condition (C) implies that g grows at most
exponentially. Condition (B) is stronger than condition (C). The following could
be considered as a generalization of lemma 5.7.
Lemma 5.13. For p > 2, let α(r) ∈ C2(0,∞) be a positive solution to (1.4)
with limr→0+ α(r) = 0. Suppose that f and g satisfy the conditions (A) and (C),
respectively, and g′(y) > 0 for all y > 0. There is a positive constant c > 0 such
that if there exists a positive constant ro such that α(r) ≤ g−1(cf(r)) for all r > ro,
then α is a bounded function on IR+.
Proof. We can find positive constants r′ and δ such that α(r) ≥ δ for all r ≥ r′.
There is a positive constant C3 such that
g′(y) ≤ C3g(y) for all y ≥ δ .
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For 0 < τ < 1 and r > r′, from (5.8) we have
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
≤ g
2(α(r))
(1− τ)f 3(r)f ′(r) [g
′2(α(r))− (1− τ)2f ′(r)2]− τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2]
≤ g
2(α(r))
(1− τ)f 3(r)f ′(r) [C
2
3g
2(α(r))− (1− τ)
2
C2
f 2(r)]− τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2] .
If we choose a positive constant c such that c ≤ (1 − τ)/(CC3) , and if α(r) ≤
g−1(cf(r)), then we have
2g(α(r))g′(α(r))α′(r)
f 2(r)
−f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+(α′(r))2] ≤ −τ [f
′(r)g2(α(r))
f 3(r)
+
f ′(r)
f(r)
(α′(r))2] .
We can process as in the proof of lemma 5.7. Q.E.D.
The above lemma provides asymptotic information about α(r). We
can also obtain medium range information about α(r).
Lemma 5.14 For p > 2, let α(r) ∈ C2(0,∞) be a positive solution to (1.4)
with limr→0+ α(r) = 0. Suppose that f and g satisfy the conditions (A) and (C),
respectively, and g′(y) ≥ 0 for all y > 0. Assume that α is not a bounded function
on R+ and let α(r¯) = 1 for some r¯ > 0. Then there exists a positive constant δ
such that the energy density θ(r) ≥ δ for all r ≥ r¯.
Proof. From (2.3) we have
(5.15) Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
]
= (p− 2)Θ(r){2(n− 1)g(α(r))g
′(α(r))α′(r)
f 2(r)
− 1
2
f ′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
−(n− 3
2
)
f ′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]} .
At a point r ≥ r¯, we have α(r) ≥ 1. So at the point r > r¯, we have either
(i)
2(n− 1)g(α(r))g′(α(r))α′(r)
f 2(r)
≥ 1
2
f ′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2] ,
or
(ii) Θ′(r)[(p− 1)(α′(r))2 + (n− 1)g
2(α(r))
f 2(r)
]
≤ −(p− 2)(n− 3
2
)Θ(r)
f ′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2] .
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In case of (i), from condition (A) and (C) we have
2C2(n− 1)α′(r) ≥ f
′(r)f(r)(α′(r))2
g2(α(r))
+
f ′(r)
2f(r)
≥ 1
2C2
.
By choosing a bigger constant if necessary, we may assume that (A) holds for
r > r¯. Thus if (i) holds at r ≥ r¯, we have
(5.16) α′(r) ≥ 1
4(n− 1)C2C2 .
Take
(5.17) δ = (
1
8(n− 1)C2C2 )
2 .
Suppose that there is a point r′′ ≥ ro such that θ(r′′) ≤ δ. Let
O = {t ∈ [r′′,∞) | θ(r) ≤ δ for all r ∈ [r′′, t]} .
Therefore r′ ∈ 0 and
α′(r′) ≤ 1
8(n− 1)C2C2 .
We can find t such that t > r′ and
α′(r) ≤ 1
4(n− 1)C ′′C2
for all r ∈ [r′′, t] . Hence we have (ii) for all r ∈ [r′′, t] . Thus Θ′(r) ≤ 0 and hence
θ′(r) ≤ 0 for all r ∈ [r′′, t] . We have θ(r) ≤ δ for all r ∈ [r′′, t] . Suppose that sup
O = a < ∞. Then at the point a we have θ(a) ≤ δ. The same argument shows
that there exists a positive number ǫ such that Θ′(r) ≤ 0 for all r ∈ (a, a + ǫ).
Then a+ ǫ ∈ O, which is a contradiction. Therefore we have sup O =∞, or
(5.18) θ(r) ≤ δ for all r ∈ [r′,∞) .
In particular,
α′(r) <
1
4(n− 1)C ′′C2
for all r ∈ [r′,∞). By (ii) we have
Θ′(r)[(p−1)(α′(r))2+(n−1)g
2(α(r))
f 2(r)
] ≤ −(p− 2)(n−
3
2
)
C2
Θ[
g2(α(r))
f 2(r)
+(α′(r))2] .
A similar argument as in the proof of lemma 5.7 shows that there is a positive
constant c > 0 such that α(r) ≤ c for all r ∈ (0,∞). This contradicts the
assumption that α is not bounded. Therefore θ(r) ≥ δ for all r ≥ r¯. Q.E.D.
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Theorem 5.19 For p > 2, let α(r) ∈ C2(0,∞) be a positive solution to (1.4)
with limr→0+ α(r) = 0. Suppose that f and g satisfy the conditions (A) and (C),
respectively, and g′(y) > 0 for all y > 0. Then either there exist positive constants
ro and co such that either α(r) ≥ co(r − ro) for all r > ro , or α is a bounded
function on R+.
Proof. If α is not bounded, then there is a positive constant r¯ such that
α(r¯) = 1. By lemma 5.14, we have θ(r) ≥ δ for all r ≥ r¯. With the conditions
(A) and (C), we can find positive constants c′ and r′o such that
g−1(
δ√
2(n− 1)
f(r)) ≥ c′r
for all r > r′o. We can choose co < min{c′,
√
δ/2} and ro > max{r¯ , r′o}. If there
is a point r′ > ro such that α(r
′) < co(r
′ − ro). Then we can find a point r > ro
such that α(r) < cor and α
′(r) < co. Thus
0 < α′(r′) <
√
δ
2
.
And
(n− 1)g
2(α(r′))
f 2(r)
≤ (n− 1)g
2(cr)
f 2(r)
≤ (n− 1)
g2(g−1( δ√
2(n−1)
f(r)))
f 2(r)
≤ δ
2
,
as g′ ≥ 0 implies that g is non-decreasing. Therefore θ < δ, contradiction.
Q.E.D.
6. Metrics with polynomial growth
For p > 2, let F (r, ϕ) = (α(r), ϕ) be a rotationally symmetric p-harmonic map
from Mn(f) to itself. The results in this section can be founded in [8].
Lemma 6.1. For f(r) = rm with m ≥ 1, if there exists a point ro > 0 such that
α(ro) < cr and α
′(ro) < c for some c ∈ (0, 1], then α(r) < cr for all r ≥ ro.
Proof. Assume that there is a point r′ > ro such that α(r
′) = cr′. As α′(ro) < c,
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there exists a point r ∈ (ro, r1] such that α(r) = c′r for some constant c′ ∈ (0, c)
and α′(r) = c and α′′(r) ≥ 0. At r, we have
(6.2)
2g(α(r))g′(α(r))α′(r)
f 2(r)
− f
′(r)
f(r)
[
g2(α(r))
f 2(r)
+ (α′(r))2]
=
2mα2m−1c
r2m
− m
r
(
α2m
r2m
+ c2)
=
m
r
(2cc′2m−1 − c′2m − c2)
It can be shown that if m ≥ 1, then 2cc′2m−1 − c′2m − c2 < 0 for c′ ∈ (0, c). In
fact, if we let
φ(x) = 2cx2m−1 − x2m − c2 ,
then φ(c) = c2m − c2 ≤ 0 as c ≤ 1, m ≥ 1, and φ′(x) > 0 for x ∈ (0, c). Hence
Θ′(r) < 0. Therefore
0 > θ′(r) = (
g2(α)
f 2(r)
)′ + 2α′(r)α′′(r) .
And
(6.3) (
g2(α)
f 2(r)
)′ =
2m
r4m
(r2mα2m−1c− α2mr2m−1) = 2m
r
(c′2m−1c− c′2m) > 0
as 0 < c′ < c. Hence we have α′′(r) > 0, contradiction. Q.E.D.
Theorem 6.4. Let f(r) = g(r) = rm for some m ≥ 1. Let α ∈ C1[0,∞) ∩
C2(0,∞) be a solution to the rotationally symmetric p-harmonic equation with
α(0) = 0. If α′(0) = c for some c ∈ (0, 1], then α(r) ≤ cr for all r > 0.
Proof. For α′(0) = c < 1, assume that there is a point r′ > 0 such that
α(r′) > cr′. Then we can find c′ > c such that α(r′) > c′r′. Since α′(0) = c < c′.
we can find a point ro < r
′ close to zero such that α(ro) < c
′ro and α
′(ro) < c
′.
Lemma 6.1 implies that α(r) < c′r for all r > ro, contradiction. So we have
α(r) ≤ cr for all r > 0. In case c = 1, α(r) = r is the unique solution to the
equation with α′(0) = 1 [2]. Q.E.D.
For m = 1, that is, the Euclidean space, and for any positive number c, the
function αc = cr is a rotationally symmetric p-harmonic map into the Euclidean
space for all p > 0.
Theorem 6.5. Let f(r) = rm with m > 1. For p > 2, let F (r, ϕ) = (α(r), ϕ) be a
rotationally symmetric p-harmonic map from Mn(f) to itself, where α ∈ C2(0,∞)
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and limr→0+ α(r) = α(0) = 0. Then for any c > 0, we can find a positive number
rc such that either α(r) ≥ cr or α(r) ≤ cr for all r > rc.
Proof. Let c ∈ (0, 1] and suppose that there exist two points r2 > r1 > 0 such
that α(r1) = cr1, α(r2) = cr2 and α(r) ≤ cr for all r ∈ [r1, r2] but α(r) 6≡ cr on
[r1, r2]. Then there exist a point ro ∈ (r1, r2) such that α(ro) < cro, α′(ro) < c.
Lemma 6.1 implies α(r) < cr for all r ≥ ro, which is a contradiction. Hence we
can find a positive number rc such that either α(r) ≥ cr or α(r) ≤ cr for all
r > rc. Let c > 1 and suppose that there exist two points r2 > r1 > 0 such that
α(r1) = cr1, α(r2) = cr2 and α(r) ≥ cr for all r ∈ [r1, r2] but α(r) 6≡ cr on [r1, r2].
Let
co = inf {γ ≥ c | γr ≥ α(r) for all r ∈ [r1, r2]} .
Thus cor ≥ α(r) for all r ∈ [r1, r2]. Let
c′ = max {c , m
2m− 1co} .
As m > 1 and co > c, we have c
′ < co. Hence there exist x
′
1, x
′
2 such that
x1 ≤ x′1 < x′2 ≤ x2 and α(r1) = c′r1, α(r2) = c′r2 and α(r) ≥ c′r for all r ∈ [r′1, r′2].
Then there exists a point ro ∈ [r′1, r′2] such that α(ro) ≥ c′ro, α′(ro) = c′ and
α′′(ro) ≤ 0. Let α(ro) = c′′ro for some c′′ ≥ c′. As in (6.2) we have
2g(α(ro))g
′(α(ro))α
′(ro)
f 2(ro)
− f
′(ro)
f(ro)
[
g2(α(ro))
f 2((ro))
+ (α′(ro))
2]
=
m
t
(2c′c′′2m−1 − c′′2m − c′2) .
The function φ(x) = 2c′x2m−1−x2m−c′2 has φ(c′) = c′2m−c′2 > 0, since c′ ≥ c > 1
and m > 1. While
φ′(x) = 2mx2m−2(
2m− 1
m
c′ − x) = 2mx
2m−2
ro
(
2m− 1
m
c′ro − xro) .
As c′ ≥ m/(2m− 1)co, therefore
2m− 1
m
c′r ≥ cor ≥ α(r) for all r ∈ [r′1, r′2] .
In particular
2m− 1
m
c′ro ≥ α(ro) = c′′ro ≥ xro for all x ∈ [c′, c′′] .
Thus φ′(x) ≥ 0 for all x ∈ [c′, c′′]. Hence φ(c′′) > 0. Therefore
(6.6)
2g(α(ro))g
′(α(ro))α
′(ro)
f 2(ro)
− f
′(ro)
f(ro)
[
g2(α(ro))
f 2((ro))
+ (α′(ro))
2] > 0 .
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As in (6.3)
(6.7) (
g2(α(ro))
f 2(ro)
)′ =
2m
r4mo
(r2mo α
2m−1(ro)c
′ − α2m(ro)r2m−1o ) ≤ 0 ,
as α(ro) ≥ c′ro. Hence α′′(ro) > 0. This is a contradiction. So we can find
a positive number rc such that either α(r) ≥ cr or α(r) ≤ cr for all r > rc.
Q.E.D.
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