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INTRODUCTION TO ANN-CATEGORIES
Nguyen Tien Quang
Abstract. In this paper, we present new concepts of Ann-categories, Ann-functors, and
a transmission of the structure of categories based on Ann-equivalences. We build Ann-
category End(A) of Pic-funtors F : A −→ A′ and prove that each Ann-category can be
faithfully embedded into an almost strictly Ann-category.
1. Introduction
Monoidal and symmetric monoidal categories were firstly studied by J. Benabou [1],
S.Maclane [5], S.Eilenberg and G.M.Kelly [2] and have more and more applications. Hoang
Xuan Sinh [3] has studied Gr-categories and Pic-categories are respectively monoidal and
symmetric monoidal categories in which objects are invertable and morphisms are isomor-
phisms. Beside considering the exact problems, Hoang Xuan Sinh has studied the structures
of the two classes of these categories and pointed out the invariants which are specific for
each class through the theory of cohomology of groups.
By another direction of research, M.Laplaza [4] has considered the exactness of distributivity
constraints in a category have two symmetric monoidal structures with two operations ⊕,⊗.
In the work of Laplaza, the natural mono-morphisms
λ = λA,B,C : A⊗ (B ⊕ C) −→ (A⊗B)⊕ (A⊗ C)
ρ = ρA,B,C : (A⊕B)⊗ C −→ (A⊗ C)⊕ (B ⊗ C)
together with the natural isomorphisms of the two symmetric monoidal structures must
satisfy 24 commutative diagrams which establish the natural relationship between them.
Combining the two above directions, we consider a class of categories which have distribu-
tivity constraints by defining the second operation on Pic-categories to obtain the structures
like the structure of rings. The operation together with the distributivity constraints have
to satisfy some natural conditions so that we can prove the exact theorem and describe
the structure of the class of categories. This paper1 presents the system of axioms of Ann-
categories and the main results of the structure transference and the embedding theorem to
give a base to the proving the exact theorem and studying the structure of Ann-categories
later.
Throughout this paper, for the tensor product of two objects A and B, we write AB in-
stead of A⊗B, but for the morphisms we still write f⊗g to avoid confusion with composition.
2. The system of axioms of Ann-categories
To prepare for construction the system of axioms of Ann-categories, we first recall
the basic concepts of monoidal categories [see [3], [7]).
⊗AU-category. An AU-category (or a monoidal category) is a category A together
with bifunctor ⊗ : A×A −→ A, a fixed object 1 ∈ A and the natural isomorphisms a, l, r :
aX,Y,Z : X ⊗ (Y ⊗ Z) −→ (X ⊗ Y )⊗ Z (X,Y, Z ∈ ObA)
lX : 1⊗X −→ X, rX : X ⊗ 1 −→ X
satisfy the following commutative diagrams:
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2(X ⊗ (Y ⊗ Z))⊗ T ((X ⊗ Y )⊗ Z)⊗ T
X ⊗ ((Y ⊗ Z)⊗ T ) (X ⊗ Y )⊗ (Z ⊗ T )
X ⊗ (Y ⊗ (Z ⊗ T ))
✲aX,Y,Z⊗idT
✻
aX,Y⊗Z,T
✻
aX⊗Y,Z,T
❍❍
❍❍
❍❨
idX⊗aY,Z,T ✟✟
✟✟
✟✯
aX,Y,Z⊗T
(2.1)
X ⊗ (1 ⊗ Y ) (X ⊗ 1)⊗ Y
X ⊗ Y
✲aX,1,Y
❍❍❥idX⊗lY
✟✟✙ rX⊗idY
(2.2)
a and (1, l, r) are respectively called associativite constraints and unit constraints for the
operation ⊗.
If A and A′ are two ⊗AU-categories, an ⊗AU-functor F : A −→ A′ is a functor
together with a natural isomorphism F˜ , F˜X,Y : F (X⊗Y ) −→ FX⊗FY and an isomorphism
F1 : F1 −→ 1
′ satisfies the following commutative diagrams:
F (X ⊗ (Y ⊗ Z))
eF
−−−−−→ FX ⊗ F (Y ⊗ Z)
id⊗ eF
−−−−−→ FX ⊗ (FY ⊗ FZ)
F (a)
??y
??ya′
F ((X ⊗ Y )⊗ Z)
eF
−−−−−→ F (X ⊗ Y )⊗ FZ
eF⊗id
−−−−−→ (FX ⊗ FY )⊗ FZ
(2.3)
F (1⊗X)
eF
−−−−−−→ F1⊗ FX
F (l)
??y
??yF1⊗id
FX
l′
←−−−−−− 1′ ⊗ FX
(2.4)
F (X ⊗ 1)
eF
−−−−−→ FX ⊗ F1
F (r)
??y
??yid⊗F1
FX
r′
←−−−−−− FX ⊗ 1′
(2.4′)
In particular, F = (F, F˜ ) is called an ⊗-functor. If F satisfies (2.3) [resp. (2.4) and
(2.4’) ], then we say F is an ⊗-A functor [resp. ⊗U-functor ].
⊗ACU-category. An ⊗ACU-category (or a symmetric monoidal category) is an
⊗AU-category together with a natural isomorphism
c = cX,Y : X ⊗ Y −→ Y ⊗X
satisfying the condition cX,Y .cY,X = id and the following commutative diagram:
(X ⊗ Y ) ⊗ Z
X ⊗ (Y ⊗ Z) Z ⊗ (X ⊗ Y )
X ⊗ (Z ⊗ Y ) (Z ⊗X)⊗ Y
(X ⊗ Z) ⊗ Y
❍❍❍❥
cX⊗Y,Z
✟✟
✟✯aX,Y,Z
❄
idX⊗cY,Z ❄
aZ,X,Y
❍❍❍❥aX,Y,Z ✟✟
✟✯
cX,Z⊗idY
(2.5)
An ⊗ACU-functor F : A −→ A′ between two ⊗-categories is an ⊗AU-functor satis-
fying the following commutative diagrams:
F (X ⊗ Y ) FX ⊗ FY
F (Y ⊗X) FY ⊗ FX
✲eF
❄F (c) ❄
c
✲eF
(2.6)
3In particular, the pair (F, F˜ ) satisfying the diagrams (2.3) and (2.6) is called an
⊗AC-functor.
Proposition 2.0. If F : A −→ A′, G : A′ −→ A′′ are ⊗AU-functors (resp ⊗ACU-
functors), the composition G ◦ F is also a ⊗ AU-functor [resp. ⊗ ACU-functor ] together
with the natural isomorphism G˜ ◦ F and the isomorphism Ĝ ◦ F given by the following
commutative diagrams:
GF (X ⊗ Y )
gGF
−−−−−→ GFX ⊗GFY
‚‚‚
x?? eG
G(F (X ⊗ Y ))
G( eF )
−−−−−→ G(FX ⊗ FY )
(2.7)
GF1
(GF )1
−−−−−−→ 1′′
‚‚‚
x??G1
G(F1)
G(F1)
−−−−−−→ G1′
(2.8)
⊗-morphism. An ⊗-morphism between two ⊗-functors (F, F˜ ), (G, G˜) is the functor
morphism α : F −→ G satisfying the commutative diagram:
F (X ⊗ Y ) FX ⊗ FY
G(X ⊗ Y ) GX ⊗GY
✲eF
❄
αX⊗Y
❄
αX⊗αY
✲eG
(2.9)
Pic-category. We say that A is a Pic-category if A is an ⊗ACU-category in which
every object is invertable and every morphism is isomorphism.
Definition 2.1. An Ann-category consists of
i) The category A together with two binary functors ⊕,⊗ : A×A −→ A;
ii) The fixed object 0 ∈ A together with the natural isomorphism a+, c, g, d such that
(A,⊕, a+, c, (0, g, d)) is a Pic-category;
iii) The fixed object 1 ∈ A together with the natural isomorphism a, l, r such that
(A,⊗, a, (1, l, r)) is a ⊗AU-category;
iv) The natural isomorphisms L,R :
LA,X,Y : A⊗ (X ⊕ Y ) −→ (A⊗X)⊕ (A⊗ Y )
RX,Y,A : (X ⊕ Y )⊗A −→ (X ⊗A)⊕ (Y ⊗A)
such that the following conditions are satisfied:
(Ann-1) For every object A ∈ A, the pairs (LA, L˘A), (RA, R˘A) defined by the equations:

LA : X 7−→ A⊗X
LA(u) = idA ⊗ u, u : X −→ Y
L˘AX,Y = LA,X,Y


RA : X 7−→ X ⊗A
RA(u) = u⊗ idA, u : X −→ Y
R˘AX,Y = RX,Y,A
are ⊗AC-functors.
(Ann-2) For every A,B,X, Y ∈ A, the following diagrams are commutative:
A((BX)⊕ (BY )) A(B(X ⊕ Y )) (AB)(X ⊕ Y )
(A(BX))⊕ (A(BY )) ((AB)X)⊕ ((AB)Y )
❄
L˘A
✛idA⊗L˘
B
✲aA,B,X⊕Y
❄
L˘AB
✲aA,B,X⊕aA,B,Y
(2.10)
(X ⊕ Y )(BA) ((X ⊕ Y )B)A ((XB)⊕ (Y B)A
(X(BA))⊕ (Y (BA)) ((XB)A)⊕ ((Y B)A)
✲aX⊕Y,B,A
❄
R˘BA
✲R˘
B⊗id
❄
R˘A
✲aX,B,A⊕aY,B,A
(2.10′)
4A((X ⊕ Y )B) A((XB)⊕ (Y B)) (A(XB))⊕ (A(Y B))
(A(X ⊕ Y ))B ((AX)⊕ (AY ))B ((AX)B)⊕ ((AY )B))
✲idA⊗R˘
B
❄
aA,X⊕Y,B
✲L˘A
❄
aA,X,B⊕aA,Y,B
✲L˘
A⊗idB ✲R˘B
(2.11)
((A⊕ B)X)⊕ ((A⊕ B)Y ) (A⊕ B)(X ⊕ Y ) (A(X ⊕ Y ))⊕ (B(X ⊕ Y ))
((AX)⊕ (BX))⊕ ((AY )⊕ (BX)) ((AX)⊕ (AY ))⊕ ((BX)⊕ (BY ))
❄
R˘X⊕R˘Y
✲R˘X⊕Y✛L˘A⊕B
❄
L˘A⊕L˘B
✲v
(2.12)
in which v = vA,B,C,D : (A⊕B)⊕(C⊕D) −→ (A⊕C)⊕(B⊕D) is the functor morphism built
uniquely from the morphisms a+, c and id in Pic-category (A,⊕) and we omit subscripts for
convenience.
(Ann-3) For object 1, the following diagrams are commutative:
1⊗ (X ⊕ Y ) (1⊗X)⊕ (1⊗ Y )
X ⊕ Y
✲
L˘1X,Y
❍❍❍❥lX⊕Y
✟✟✟✙ lX⊕lY
(2.13)
(X ⊕ Y )⊗ 1 (X ⊗ 1) ⊕ (Y ⊗ 1)
X ⊕ Y
✲
R˘1
X,Y
❍❍❍❥rX⊕Y
✟✟✟✙ rX⊕rY
(2.13′)
Comment 2.2. The commutative diagrams (2.10), (2.10’), (2.11) respectively mean
that (aA,B,−) : L
A.LB −→ LA⊕B, (a−,A,B) : R
A⊕B −→ RA.RB, (aA,−,B) : L
A.RB −→
RB.LA are ⊕ morphisms. The diagram (2.12) says that (L−,A,B) is ⊕-morphism from
RA⊕B to RA ⊕ RB and (RA,B,−) is ⊕-morphism from L
A⊕B to LA ⊕ LB [the sum of two
⊕-functors (F, F˘ ) and (G, G˘) in A defined by:
(F ⊕G)X = FX ⊕GX
˘F ⊕G = v ◦ (F˘ ⊕ G˘) (2.14)
(v is mentioned in definition 2.1)]
The diagrams (2.13), (2.13’) respectively mean that l : L1 −→ idA , r : R
1 −→ idA are
⊕-morphisms.
Definition 2.3. Let A and A′ be Ann-categories. An Ann-functor F : A −→ A′ is a
functor together with natural isomorphisms F˘ , F˜ such that (F, F˘ ) is a ⊕AC-functor, (F, F˜ )
is a ⊗A-functor. Furthermore, F˘ and F˜ are compatible with the distributivity constraints
in the sense that the two following diagrams are commutative:
F (X(Y ⊕ Z)) FXF (Y ⊕ Z) FX(FY ⊕ FZ)
F ((XY )⊕ (XZ)) F (XY )⊕ F (XZ) (FXFY )⊕ (FXFZ)
✲eF
❄
F (L)
✲id⊗F˘
❄
L′
✲F˘ ✲eF⊕ eF
(2.15)
5F ((X ⊕ Y )⊗ Z) F (X ⊕ Y )FZ (FX ⊕ FY )FZ
F ((XZ)⊕ (Y Z)) F (XZ)⊕ F (Y Z) (FXFZ) ⊕ (FY FZ)
✲eF
❄
F (R)
✲F˘⊗id
❄
R′
✲F˘ ✲eF⊕ eF
(2.15′)
If F is an equivalence, then F = (F, F˘ , F˜ ) is said to be an Ann-equivalence. In the case
F is a faithful functor we say F = (F, F˘ , F˜ ) is an embedding. We have the following basic
result.
Theorem 2.4.
i) Each Ann-category can be embedded into an almost strict category in the sense that
all of its constraints except for one distributivity constraint (left or right) and commutative
constraint, are indentities;
ii) The condition cA,A = id, A ∈ A for the commutative constraints, is neccessary and
sufficient to embed A into an Ann-category, all of whose constraints except for one distribu-
tivity constraint (left or right), are identities.
We left presenting the proof of this theorem to section 5. To do this, we should build
quite strict Ann-category End(A) (section 5) and structure changing (section 4). The struc-
ture changing also plays an important role in later structure considering. The most basic
properties of zero-object are presented in section 3.
Comment. Exactness problems require to prove that in Ann-category A every dia-
gram consisting of only morphisms that are built from the isomorphisms a+, c, g, d, a, l, r,
L, R and the identity depending on the rules ⊕,⊗ are commutative. Thanks to the above
embedding theorem, we only need to carry out the proof with quite strict Ann-category.
Thus, the work will be much simpler.
In fact, we can obtain a better result than the embedding theorem, that is each Ann-
category is also Ann-equivalent to an almost strict Ann-category. Because proving this is
rather long, we choose a presenting through the embedding theorem that leads to the ex-
actness theorem quickly.
3. Zero-object
Let an Ann-categoryA = (A,⊕,⊗). For eachA ∈ A, the pairs (LA, L˘A) and (RA, R˘A)
are ⊕AC-functors of the Pic-category (A,⊕) so they are ⊕ACU-functors (see [3]. I. 4. 8).
Thus, we have
Proposition 3.1. In an Ann-category A, the functors (LA, L˘A) and (RA, R˘A) are
⊕ACU-functors. That means there exists an unique isomorphism:
L̂A : A⊗ 0 −→ 0, R̂A : 0⊗A −→ 0
for every object A ∈ A, such that the following diagrams are commutative:
A⊗X
LA(gX )
←−−−−−− A⊗ (0⊕X)
gA⊗X
x??
??yL˘A0,X
0⊕ (A⊗X)
bLA⊗id
←−−−−−− (A⊗ 0)⊕ (A⊗X)
A⊗X
LA(dX )
←−−−−−− A⊗ (X ⊕ 0)
dA⊗X
x??
??yL˘AX,0
(A⊗X)⊕ 0
id⊗bLA
←−−−−−− (A⊗X)⊕ (A⊗ 0)
X ⊗ A
RA(gX )
←−−−−−− (0⊕X)⊗ A
gX⊗A
x??
??yR˘A0,X
0⊕ (X ⊗ A)
bRA⊗id
←−−−−−− (0⊗ A)⊕ (X ⊗ A)
X ⊗ A
RA(dX )
←−−−−−− (X ⊕ 0) ⊗ A
dX⊗A
x??
??yR˘AX,0
(X ⊗ A)⊕ 0
id⊗ bRA
←−−−−−− (X ⊗ A)⊕ (0 ⊗ A)
Propositions 3.2. In an Ann-category A, the isomorphisms L̂A, R̂A have the follow-
ing properties:
6i) The family (L̂−) = L̂ (resp. thefamily (R̂−) = R̂) is a ⊕-morphism from the
functor (R0, R̂0) (resp. (L0, L̂0)) to the functor (θ : A 7−→ 0, θ̂ = g0
−1). This means that
the following diagrams are commutative:
A⊗ 0 B ⊗ 0
0
✲f⊗id
❅
❅❘bLA
 
 ✠ bLB
0⊗A 0⊗B
0
✲id⊗f
❅
❅❘bRA
 
 ✠ bRB
0⊕ 0
g0=d0
−−−−−−→ 0
bLx⊕bLy
x??
x??bLx⊕y
(X ⊗ 0)⊕ (Y ⊗ 0)
R˘0
←−−−−−− (X ⊕ Y )⊗ 0
0⊕ 0
g0=d0
−−−−−−→ 0
bRx⊕ bRy
x??
x?? bRx⊕y
(0⊗X)⊕ (0⊗ Y )
L˘0
←−−−−−− 0 ⊗ (X ⊕ Y )
ii) For any A,B ∈ A, the following diagrams are commutative:
X ⊗ (Y ⊗ 0) X ⊗ 0
(X ⊗ Y )⊗ 0 0
❄
a
✲idX⊗
bLY
❄
bLX
✲bLX⊗Y
0⊗ (X ⊗ Y ) 0
(0⊗X)⊗ Y 0⊗ Y
❄
a
✲bRX⊗Y
✲
bRX⊗idY
✻bRY
X ⊗ (0⊗ Y ) (X ⊗ 0)⊗ Y
X ⊗ 0 0 0 ⊗ Y
✲a
❄
idX⊗
bRY
❄
bLX⊗idY
✲bLX ✛bRY
iii)
L̂1 = l0, R̂
1 = r0
.
The proofs in detail of the proposition 3.2 and the examples of Ann-category can be
seen in [6].
4. The structure transference
Let A be a categoty and (A′,⊗, a′, (1′, l′, r′)) be a monoidal category. Let F : A −→
A′ and F ′ : A′ −→ A be the equivalences with isomorphisms α : F ′F
∼
−→ idA, α
′
:
FF ′
∼
−→ idA′ . Furthermore, suppose that α, α
′
satisfy the following conditions:
F (αA) = α
′
FA, F
′(α
′
A′) = αF ′A′ (4.1)
Then, acccording to Hoang Xuan Sinh ([3].I.Section 5), we can define in A the oper-
ation ⊗ thanks to the four-group (F, F ′, α, α
′
) by the following equations:
A⊗B = F ′(FA⊗ FB) A,B ∈ ObA
u⊗ v = F ′(Fu⊗ Fv) (4.2)
7u, v are morphisms in A.
Furthermore, F and F ′ become ⊗-functors with natural isomorphisms:
F˜A,B = F (α
−1
A ⊗ α
−1
B ), F˜
′
A′,B′ = αF ′A′⊗F ′B′ (4.3)
The pair (F, F˜ ) induces the unit constraint (1, l, r) in A with 1 = F ′1′ and l, r are
defined by the following commutative diagrams:
1⊗X X
F ′1′ ⊗ F ′FX F ′(1′ ⊗ FX) F ′FX
✲lX
✻
id⊗αX
✛eF
′
✲F
′(l′)
✻
αX (4.4)
X ⊗ 1 X
F ′FX ⊗ F ′1′ F ′(FX ⊗ 1′) F ′FX
✲rX
✻
αX⊗id
✛eF
′
✲F
′(r′)
✻
αX (4.4′)
The associativity constraint a induced by (F, F˜ ) is defined by the commutative dia-
gram (2.3). We have
Proposition 4.1. The induced constraints a and (1, l, r) in A are compatible to each
other in the sense satisfying the commutative diagram (2.2). Hence, (A,⊗) becomes a
monoidal category.
If A′ is a symmetric monoidal category with the commutative constraint c′ then
(A,⊗) is also a symmetric monoidal category with the commutative constraint c defined by
the commutative diagram (2.6).
This leads that if A′ is an Ann-category then the equivalence F induces a monoidal
structure (A,⊗, a, (1, l, r)) and a Pic-category structure (A,⊕, a+, c, (0, g, d)). Besides this,
the functor F together with the natural isomorphisms F˘ , F˜ (defined by the equation (4.3)
for each operation ⊕,⊗) permit us to define the distributivity constraints L,R in A by
diagrams (2.15), (2.15’). Then, A becomes an Ann-category by the following proposition:
Proposition 4.2. Let A be a category with two operations ⊕,⊗ in which (A,⊕) is
a Pic-category and (A,⊗) is an AU-category. Let A′ be an Ann-category and F : A → A′
is an equivalence together with two natural isomorphisms F˘ , F˜ such that (F, F˘ ), (F, F˜ ) are
respectively ⊕AC-functor, ⊗AU-functor. Then, A becomes an Ann-category with natural
isomorphisms L,R defined by the diagrams (2.15), (2.15’).
Proof .
It is necessary to prove that the isomorphisms L,R satisfy the commutative diagrams (2.10)
- (2.12). For example, we prove that diagram (2.10) is commutative by proving the diagram
(4.5) whose parameter is the image of the diagram (2.10) through F is commutative. In this
diagram, the parts (I), (VII) are commutative due to the compatibility of (F, F˜ ) for a, a′;
the part (II) is commutative by the naturality of F˜ ; the part (III) is commutative by the
8F ((AB)X⊕(AB)Y) F (A(BX)⊕A(BY))
F ((AB)X)⊕F((AB)Y) F (A(BX))⊕F(A(BY))
F (AB)FX⊕F(AB)FY FAF(BX)⊕FAF(BY))
(FAFB)FX⊕(FAFB)FY) FA(FBFX)⊕FA(FBFY))
✻
✻
✻
✻
✻
✻
✛
✛
✛
F(L) F(L)
L
′
L
′
(VIII)
(VII)
(I) (II)
(X)
(XII)
(IX) (VI) (XI)
(III) (V)
(IV)
F(a⊕a)
F(a)⊕F(a)
a’⊕a’
(FAFB)(FX⊕FY) FA(FB(FX⊕FY)) FA(FBFX⊕FBFY)
F(AB)(FX⊕FY) (FAFB)F(X⊕Y) FA(FBF(X⊕Y)) FA(F(BX)⊕(F(BY))
F(AB)F(X⊕Y) FAF(B(X⊕Y)) FAF(BX⊕BY)
F((AB)(X⊕Y)) F(A(B(X⊕Y))) F(A(BX⊕BY))
❄
❄
❄
❄
❄
❄
❄
❄
❄
✛
✛
✛
✲
✲
✲
✑
✑
✑✑✰
◗
◗
◗◗s
◗
◗
◗◗s
✑
✑
✑✑✰
✲ ✛
✲ ✛
a’
a’
F(a)
id⊗L′
id⊗F(L)
F(id⊗L)
id⊗F˘
eF⊗id
eF⊗id
id⊗F˘
F˘ F˘
eF ⊕ eF eF ⊕ eF
( eF⊗id)⊕(eF⊗id) (id⊗ eF )⊕(id⊗ eF )
L
′
L
′
eF eF eF
id⊗ eF id⊗ eF
id⊗ (id⊗ F˘ ) id ⊗ ( eF ⊕ eF )
composition of the morphisms; the part (IV) is commutative by the naturality of a′; the
parts (V), (X), (XII) are commutative by the definition of L; the part (VI) is commutative
since L′ satisfies diagram (2.10); the part (VIII) is commutative by the naturality of L′.
Thus, it is true that the parameter is commutative. Because F is an equivalence we obtain
the commutativity of the diagram (2.10).
The whole structure transference presented above can be summarized in the following
theorem:
Theorem 4.3. Let A be a category and A′ be an Ann-category . Let F : A −→ A′
be a category equivalence. Then if (F, F ′, α, α′) is a quadruple satisfying the condition (4.1)
then A becomes an Ann-category with the induced operations ⊕,⊗ defined by the equation
(4.2) and the induced constraints defined by the commutative diagrams (2.3), (2.6), (4.4),
(4.4’), (2.15), (2.15’) in which 0 = F ′0′; 1 = F ′1′. Furthermore, F is an Ann-equivalence
with the natural isomorphisms F˘ , F˜ defined by the equation (4.3).
From the proposition 4.2 we obtain the first result in ‘stricticizing’ the constraints.
Proposition 4.4. Any Ann-category is Ann-equivalent to an Ann-category having
AU-strict constraints to the operation ⊕.
Proof .
Assume A be an Ann-category. Then, (A,⊕) is ACU-equivalent to a Pic-category (A′,⊕)
which has AU-strict constraints (see [7], I.2.2.1). By the structure transference we can equip
an operation ⊗ with the accompanying constraints so (A′,⊕,⊗) becomes an Ann-category
that is equivalent to A.
5. The Ann-category End(A) and the proof of the embedding theorem
9Because of the result of the proposition 4.4, in this section we can suppose that A
is a Pic-category with the AU-strict constraints. Consider the category End(A) with the
objects are AC-functors (F, F˘ ) of A (F is an ACU-functor) and the morphisms are the
⊕-morphisms. If F = (F, F˘ ), G = (G, G˘) are two AC-functors then the sum F ⊕G (defined
by (2.14)) is also an AC-functor. Hence, End(A) becomes a ⊕-category when we define the
sum of the morphisms ϕ, ψ in End(A) as follows
(ϕ+ ψ)X = ϕX ⊕ ψX, X ∈ A.
End(A) is also a ⊗-category with the operation naturally defined by the composition
of functors. By these operations we obtain the following theorem which can be proved
directly but quite complicated.
Theorem 5.1. End(A) is an almost strict Ann-category (in the sense of theorem 2.4)
in which
i) The zero object is the functor (θ : X 7−→ 0, θ˘ = id);
ii) The unit object 1 is the identity functor (I = idA, I˘ = id);
iii) The commutative constrant
c∗ = c∗F,G : F ⊕G −→ G⊕ F
defined as follows
(c∗F,GX = cFX,GX , X ∈ A)
iv) The left distributivity constraint
L
∗ = L∗F,G,H : F (G⊕H) −→ FG⊕ FH
defined by
(L∗F,G,H)X = FGX,HX , X ∈ Ob(A)
. Proposition 5.2. Suppose that A is an Ann-category with AU-strict constraints for
the operation ⊕. Then, the correspondence
Λ : A −→ End(A)
A 7−→ (LA, L
A
)
f 7−→ f∗ = (f ⊗ idA), A ∈ A
is a faithful functor and an Ann-functor with the natural isomorphisms:
Λ˘A,B = (RA,B,X) : L
A⊕B
−→ LA ⊕ LB
Λ˜A,B = (a
−1
A,B,X) : L
A⊗B
−→ LA ⊗ LB, X ∈ ObA
It means that Λ is an embedding A into End(A)
Proof . Suppose that Λ(f) = Λ(g). It follows that f ⊗ id1 = g ⊗ id1. Because 1 is a regular
object for the operation ⊗, the correspondence h 7−→ h ⊗ id1 is a bijection (object A is
regular if the functors X 7−→ X ⊗ A and X 7−→ A ⊗ X are category equivalence). Thus,
f = g. This means Λ is a faithful functor.
According to the comment 2.2, Λ˜A,B = (a
−1
A,B,−) and Λ˘A,B = (RA,B,−) are ⊕-
functor morphisms.
The readers can verify themself that (Λ, Λ˘, Λ˜) is an Ann-functor directly.
10
The proof of the theorem 2.4
i) Suppose that A is an Ann-category. From the proposition 4.4, A is equivalent to
the Ann-category A′ which has the AU-strict constraints for the addition ⊕ through an
Ann-equivalence F. Applying the proposition 5.2, we can embed A into End(A′). Hence,
the composition
A A
′ End(A′)✲F ✲Λ
is the embedding A into End(A′).
ii) The sufficient condition: If the Ann-category A has a commutative constraints c
satisfying the condition cX,X = id then the above Ann-category A
′ will have the commuta-
tive constraint c′ = id (see [8]). It follows that the commutative constraint of the category
End(A′) (in the proposition 5.1) is also an identity. It is the thing that needs proving.
The necessary condition is deduced by the following commutative diagram:
F(X ⊕X)
F
−−−−→ F(X)⊕F(X)
F(cX,X)
y yc′=id
F(X ⊕X)
F
−−−−→ F(X)⊕F(X)
in which (F ,F , F˜) is a faithful Ann-functor which embeds A into A′. Because F is faithful
so from F(cX,X) = id, we have cX,X = id. The theorem 2.4 has been completely proved.
Comment. The ‘strictizing’ the constraints in the theorem 2.4 is ‘maximum’. That
means in the general form, we can not embed an Ann-category A into an Ann-category A′
whose constraints are strict except for the commutative constraint. Indeed, if F : A −→ A′
is the embedding and all of the constraints of A′ except for the commutative constraint are
strict then from the diagram (2.12) we obtain ν′ = id. By the definition of the isomorphism
ν′ we obtain the isomorphism c′ = id. Then, applying the theorem 2.4 (ii) we have cX,X = id.
But that is not true generally.
I would like to express my gratefulness to professor Hoang Xuan Sinh for her kindness
as giving me guide ideas in writing this paper.
REFERENCES 11
References
[1] J.Bnabou, Categories avec multiplication, C.R.Acad. Sci, Paris, 253 (1963) 1887-1890.
[2] S.Eilenberg and G.M.Kelly, Closed categories, Proc. Conf. Categorical algebra.
Springer-Verlag (1966), 421-562.
[3] Hoang Xuan Sinh, Gr-categories, Thse, Paris (1975).
[4] M.Laplaza, Coherence for distributivity, Springer. Lect. Notes. Math, 281(1972), 29-65.
[5] S.MacLane, Natural associativity and commutivity, Rice University Studies, 49 (1963),
28-46.
[6] Nguyen Tien Quang, The system of axioms of Ann-categories, Juornal of science Hanoi
University of Education No1 (1987), 3-11.
[7] Nguyen Duy Thuan, ⊗-Strict categories, Doctoral dissertation. Hanoi, Vietnamese,
1980.
Hanoi University of Education
E-mail adress: nguyenquang272002@gmail.com
