In this paper, we introduce and study the notion of rough I 2 -lacunary statistical convergence of double sequences in normed linear spaces. We also introduce the notion of rough I 2 -lacunary statistical limit set of a double sequence and discuss about some properties of this set.
with the norm . . Consider a sequence x = (x i ) ⊂ R n .
48
The sequence x = (x i ) is said to be r-convergent to x * , denoted by x i r −→ x * provided that
The set LIM r x := {x * ∈ R n : x i r −→ x * } is called the r-limit set of the sequence x = (x i ). A sequence x = (x i ) is said to be r-convergent if
49
LIM r x = ∅. In this case, r is called the convergence degree of the sequence x = (x i ). For r = 0, we get 50 the ordinary convergence. There are several reasons for this interest (see [25] ). −→ x * iff the inequality x i − x * < r + ε holds for every 70 ε > 0 and almost all i.
71
A double sequence x = (x mn ) (m,n)∈N×N of real numbers is said to be bounded if there exists a positive real number M such that |x mn | < M, for all m, n ∈ N. That is
A double sequence x = (x mn ) of real numbers is said to be convergent to L ∈ R in Pringsheim's 72 sense (shortly, p-convergent to L ∈ R), if for any ε > 0, there exists N ε ∈ N such that |x mn − L| < ε, 73 whenever m, n > N ε . In this case, we write
Throughout the paper we consider a sequence x = (x mn ) such that (x mn ) ∈ R n .
77
Let x = (x mn ) be a double sequence in a normed space (X, . ) and r be a non negative real 78 number. x is said to be r-statistically convergent to ξ, denoted by x r−st 2
In this case, ξ is called the 
84
It is evident that a strongly admissible ideal is admissible also.
85
Throughout the paper we take I 2 as a strongly admissible ideal in N × N.
87
Let (X, ρ) be a metric space A double sequence x = (x mn ) in X is said to be I 2 -convergent to
In this case, we say 89 that x is I 2 -convergent and we write
A double sequence x = (x mn ) is said to be rough convergent (r-convergent) to x * with the 91 roughness degree r, denoted by x mn r −→ x * provided that
or equivalently, if
A double sequence x = (x mn ) is said to be r-I 2 -convergent to x * with the roughness degree r,
94
denoted by x mn
is satisfied. In addition, we can write x mn r−I 2 −→ x * iff the inequality x mn − x * < r + ε holds for every 97 ε > 0 and almost all (m, n).
98
Now, we give the definition of I 2 -asymptotic density of N × N.
99
A subset K ⊂ N × N is said to be have I 2 -asymptotic density
of the set K(m, n).
101
A double sequence x = x jk of real numbers is I 2 -statistically convergent to ε, and we write
Let x = x jk be a double sequence in a normed linear space (X, . ) and r be a non negative real number. Then x is said to be rough I 2 -statistical convergent to ξ or r-I 2 -statistical convergent to ξ if for any ε > 0 and δ > 0
In this case, ξ is called the rough I 2 -statistical limit of x = x jk and we denote it by x r−I 2 −st −→ ξ.
102
A double sequence θ = θ us = {(k u , l s )} is called double lacunary sequence if there exist two increasing sequences of integers (k u ) and (l s ) such that
We will use the following notation k us := k u l s , h us := h u h s and θ us is determined by
and q us := q u q s .
Throughout the paper, by θ 2 = θ us = {(k u , l s )} we will denote a double lacunary sequence of positive 104 real numbers, respectively, unless otherwise stated.
106
A double sequence x = {x mn } of numbers is said to be I 2 -lacunary statistical convergent or
In this case, we write
x mn = L.
Main results
Definition 1. Let x = x jk be a double sequence in a normed linear space (X, . ) and r be a non negative 110 real number. Then x is said to be rough lacunary statistical convergent to ξ or r-lacunary statistical convergent
In this case ξ is called the rough lacunary statistical limit of x = x jk and we denote it by x r−S θ 2 −→ ξ.
113
Definition 2. Let x = x jk be a double sequence in a normed linear space (X, . ) and r be a non negative real number. Then, x is said to be rough I 2 -lacunary statistical convergent to ξ or r-I 2 -lacunary statistical convergent to ξ if for any ε > 0 and δ > 0
In this case, ξ is called the rough I 2 -lacunary statistical limit of x = x jk and we denote it by x r−I θ 2 −st −→ ξ.
114
Remark 1. Note that if I 2 is the ideal
then rough I 2 -lacunary statistical convergence coincide with rough lacunary statistical convergence.
115
Here r in the above definition is called the roughness degree of the rough I 2 -lacunary statistical 116 convergence. If r = 0, we obtain the notion of I 2 -lacunary convergence. But our main interest is when 117 r > 0. It may happen that a double sequence x = x jk is not I 2 -lacunary statistical convergent in the 118 usual sense, but there exists a double sequence y = y jk , which is I 2 -lacunary statistically convergent 119 and satisfying the condition x jk − y jk ≤ r for all (j, k). Then, x is rough I 2 -lacunary statistically 120 convergent to the same limit.
121
From the above definition it is clear that the rough I 2 -lacunary statistical limit of a double 122 sequence is not unique. So we consider the set of rough I 2 -lacunary statistical limits of a double 123 sequence x and we use the notation I θ 2 -st-LI M r x to denote the set of all rough I 2 -lacunary statistical 124 limits of a double sequence x. We say that a double sequence x is rough I 2 -lacunary statistically
Throughout the paper X denotes a normed linear space (X, . ) and x denotes the double 127 sequence x jk in X.
128
Now, we discuss some basic properties of rough I 2 -lacunary statistically convergence of double 129 sequences.
130
Theorem 1. Let x = x jk be a double sequence and r ≥ 0. Then, I θ 2 -st-LI M r x ≤ 2r. In particular if x is rough I 2 -lacunary statistically convergent to ξ, then Proof.
and so by the property of I 2 -convergence
Thus,
for all δ > 0. Let
So, we have 1
and so x j 0 k 0 − y < r + ε and x j 0 k 0 − z < r + ε. Hence, we have
which is absurd. Therefore, I θ 2 -st-LI M r x ≤ 2r.
132
If I θ 2 -st-LI M r x = ξ, then we proceed as follows. Let ε > 0 and δ > 0 be given. Then,
Then, for (u, s) / ∈ A we have
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Now, for each y ∈ B r (ξ) we have
Let B us = (j, k) ∈ J us : x jk − ξ < ε .
Then, for (j, k) ∈ B us we have x jk − y < r + ε. Hence, we have B us = (j, k) ∈ J us : x jk − y < r + ε .
This implies
and so we have
This shows that y ∈ I θ 2 -st-LI M r x . Therefore, I θ 2 -st-LI M r x ⊃ B r (ξ).
133
Conversely, let y ∈ I θ 2 -st-LI M r x , y − ξ > r and ε = y−ξ −r 2
. Now, we take
and by the property of I 2 -convergence
Clearly M ∈ I 2 and we choose (u 0 , s 0 ) ∈ N × N \ M. Then, we have
and so 1
1 ∩ M c 2 and hence x j 0 k 0 − y < r + ε and
which is absurd. Therefore, y − ξ ≤ r and so y ∈ B r (ξ). Consequently, we have
135
Theorem 2. Let x = x jk be a double sequence and r ≥ 0 be a real number. Then, rough I 2 -lacunary 136 statistical limit set of the double sequence x, i.e., the set I θ 2 -st-LI M r x is closed. . Then, y j 0 k 0 ∈ I θ 2 -st-LI M r x . Consequently, we have
and select (j, k) ∈ B us . Then, we have
and so B us ⊂ (j, k) ∈ J us : x jk − y < r + ε , Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 14 June 2018 doi:10.20944/preprints201806.0235.v1
This shows that y ∈ I θ 2 -st-LI M r x . Hence, I θ 2 -st-LI M r x is a closed set.
139
Theorem 3. Let x = x jk be a double sequence and r ≥ 0 be a real number. Then, the rough I 2 -lacunary 140 statistical limit set I θ 2 -st-LI M r x of the double sequence x is a convex set.
Proof. Let y 0 , y 1 ∈ I θ 2 -st-LI M r x and ε > 0 be given. Let
Then by Theorem 1, for δ > 0 we have
Now, we choose 0 < δ 1 < 1 such that 0 < 1 − δ 1 < δ and let
Then, A ∈ I 2 . For all (u, s) / ∈ A, we have 
and so
This completes the proof. exists a double sequence y = y jk such that I θ 2 -st-y = ξ and x jk − y jk ≤ r, for all (j, k) ∈ N × N.
144
Proof. Let y = y jk be a double sequence in X, which is I 2 -lacunary statistically convergent to ξ and
Now, we let B us = (j, k) ∈ J us : y jk − ξ < ε .
Then, for (j, k) ∈ B us , we have
Thus, we have
and since A ∈ I 2 , so
Hence, I θ 2 -st-y = ξ.
146
Conversely, suppose that I θ 2 -st-y = ξ. Then, for ε > 0 and δ > 0,
Now, we define a double sequence y = y jk as follows,
Then,
Let (j, k) ∈ B us . Then, we have
This implies
Hence, we have
So, I θ 2 -st-y = ξ.
147
Definition 3. A double sequence x = x jk is said to be I θ 2 -statistically bounded if there exists a positive number K such that for any δ > 0 the set
The next result provides a relationship between boundedness and rough I θ 2 -statistical 148 convergence of double sequences.
149
Theorem 5. If a double sequence x = x jk is bounded then there exists r ≥ 0 such that I θ 2 -st-LI M r x = ∅.
150
Proof. Let x = x jk be bounded double sequence. There exists a positive real number K such that x jk < K, for all (j, k) ∈ J us . Let ε > 0 be given. Then, (j, k) ∈ J us : x jk − 0 ≥ K + ε = ∅.
Therefore, 0 ∈ I θ 2 -st-LI M K x and so I θ 2 -st-LI M K x = ∅. . Then,
157
(j, k) ∈ J us : x jk − ξ ≥ r + ε ⊃ (j, k) ∈ J us : x jk − α < ε .
Since α ∈ Λ S θ 2
x (I 2 ) we have d I 2 (j, k) ∈ J us : x jk − α < ε = 0. Hence by (6) we have d I 2 (j, k) ∈ J us : x jk − α ≥ r + ε = 0, which contradicts that ξ ∈ I θ 2 -st-LI M r x . Hence, ξ − α ≤ r.
