We reformulate the traditional lattice O(N ) nonlinear sigma models as qubit models with a N + 1 dimensional Hilbert space at each lattice site. Using an efficient worm algorithm in the worldline formulation, we demonstrate that the model has a quantum critical point in (2 + 1) dimensions. We compute the critical exponents ν and η up to N = 8. By comparing these exponents with results from large-N and -expansions, we demonstrate that these quantum critical points lie in the usual O(N ) Wilson-Fisher universality class. Our models are suited for studying O(N ) Wilson-Fisher universality class on quantum computers up to N = 8.
INTRODUCTION
Quantum field theory is the best known framework for a fundamental description of nature, as evidenced by the success of the standard model of particle physics, and describe universal features of condensed matter systems close to criticality. While lattice Monte Carlo (MC) computations can be used for static properties in cases where the sign problem can be controlled, studying non-perturbative and non-equilibrium properties of generic quantum field theories (QFTs) remains an important yet daunting task. With the advent of few-qubit quantum computers, there has been a lot of activity in the quantum simulation of QFTs recently, with the hope that quantum computers might solve the issues with, or at least complement, classical lattice MC computations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
However, it is plausible that the traditional formulations of lattice field theories, that are used for classical MC computations is not the approach best suited for quantum computers. Indeed, classical MC computations are usually performed by sampling a path integral, while quantum computers naturally work in the Hamiltonian formulation. However, in traditional lattice formulations of Hamiltonian bosonic lattice field theory, there is an infinite-dimensional Hilbert space at each lattice site, which cannot be realized practically. On the other hand, one might argue that a regularization that only uses only a finite dimensional Hilbert space at each lattice site is quite natural for quantum computers.
With this motivation, in Ref. [16] we defined the idea of a qubit regularization of a QFT. In this approach, one starts with a lattice model with a finite dimensional Hilbert space at each lattice site site, and then tunes the couplings to a secondorder critical point. Close to the critical point, a QFT naturally emerges as the continuum limit of the lattice model, according to the general ideas of the renormalization group (RG). Such an approach to formulating QFTs and constructing efficient quantum algorithms are being pursued actively. In the context of gauge theories, such qubit-regularized QFTs have been referred to as quantum link models [17, 18] and are also being explored for quantum simulation.
In this work, we apply these ideas to the O(N ) nonlinear sigma models. The traditional lattice O(N ) nonlinear sigma model is given by the lattice action
where x, y runs over all nearest-neighbor lattice sites, and φ x ∈ R n is an N -component real valued field with the constraint | φ| 2 = 1. The coupling of this model is β. At a critical value of β = β c , this model is known to have a second-order phase transition, and in (2 + 1) dimensions is described by the Wilson-Fisher (WF) conformal field theory (CFT). In this paper, we would like to demonstrate, using lattice MC computations, that it is not necessary to have the full infinite dimensional Hilbert space at each lattice site in order to reproduce the same low-energy physics of the O(N ) nonlinear sigma model. The special case of N = 2, 3 was discussed earlier in Ref. [16] .
Here we construct a generalization of those models and the MC algorithms to arbitrary N .
THE QUBIT MODEL
To construct an O(N ) qubit model, let us first define creation and annihilation operators at each site, c x, m and c † x, m . These operators transform under the fundamental representation of the O(N ) group, and are chosen to be in the basis where the the Cartan generators act diagonally on them with the weight vector m. Under an O(N ) rotation generated by the Cartan generators, parametrized by θ = (θ 1 , . . . , θ n ),
In this work, we shall restrict ourselves to the case of N even for simplicity (N = 2n), though the N odd case can be easily accommodated. If we define the states created by these operators to be | m x ≡ c † x, m |0 x , we can define the Hilbert space at each lattice site H x to be the (N + 1)-dimensional Hilbert space given by the direct sum of an O(N ) singlet state |0 x and the O(N ) fundamental states | m ,
The full Hilbert space of our model is just the tensor product 
where m sums runs over all {± m i }, for i = 1, . . . , n, and x runs over all spatial sites in a periodic d-dimensional box of size L in lattice units. Note that if instead of O(2n), we have O(2n + 1), the entire discussion above goes through with an additional state | m 0 of zero charges, m 0 = (0, . . . , 0). Setting N = 3, we see that this is exactly the O(3) qubit model constructed in Ref. [16] .
We can now heuristically argue that our model has a phase transition in 2 and 3 dimensiosn. The Hilbert space of our model consists of either singlets and the fundamental | m i states. Let J 2 = J 2 and define λ = J 1 /J 2 , then for large positive λ, the | m i states are energetically suppressed due to the J 1 term in the Hamiltonian (4), and the ground state is dominated by singlets. This means the system has a small correlation length, and is hence in a massive phase. On the other hand, as we take λ large and negative, the O(N ) fundamental states | m i start to dominate the ground state, and in the λ → −∞ limit, the ground states should break the O(N ) symmetry spontaneously to O(N − 1) by picking a direction. If that is the case, there must be a phase transition between the massive and massless phases at some critical coupling λ c . If the phase transition is second order, then a continuum QFT should emerge at the critical point. In d = 2 and d = 3, we expect QFT to be precisely the O(N ) nonlinear sigma model, which is described by the Wilson-Fisher fixed point in d = 2 and the Gaussian (free) fixed point in d = 3. In the next section, we develop the worldline formulation and worm algorithm to numerically verify this heuristic argument.
WORLDLINE FORMULATION AND THE WORM ALGORITHM
Starting from the Hamiltonian in Eq. (4), we can construct a worldline formulation which would be amenable to MC computations using a worm algorithm. The worldline formulation for the O(2n) model gives us a model of non-intersecting oriented loops with n colors, with the loop weights symmetric across the n colors. For the O(2n + 1) model, we will have an additional unoriented (uncharged) loop.
Such a construction is well-known (see, for example, Ref. [16] ) and we merely sketch the procedure. We begin with the partition function Z = Tr e −βH . To get the worldline representation, it is convenient to introduce a spacetime lattice by treating β as imaginary time and splitting β into L T pieces with β = εL T ,
We write the Hamiltonian as H = H 1 +H 2 , where H 1 is a sum over single-site terms, and H 2 is a sum over nearest-neighbor terms. In this basis, H 1 is diagonal, while H 2 has off-diagonal terms. To exploit this fact, we approximate the Hamiltonian as
which is true for small enough ε. Now we can evaluate the trace in the occupation number basis and insert a complete set of states after each time step, which results in a sum over worldline configurations,
where C is a worldline configuration on a periodic space-time lattice, and W [C] is the weight associated with it. A configuration C is then composed of closed loops, each of which can have a given color and orientation. For odd N , we can also have a color-neutral unoriented loop. All loop configurations are allowed as long as they do not touch each other. The weight of a configuration is defined as a product of weights of all the bonds between sites. Each site can be either empty (Fock vacuum, |0 x ), or have two bonds, incoming and outgoing. For every spatial bond, regardless of color, we pick up a factor of W s = e − J1 and for every temporal bond, we get W t = εJ 2 .
The above derivation assumes ε to be small. Therefore, to recover the exact results we can either develop a continuous time formulation, which can be done or we must perform computations at several values of ε and extrapolate to the ε → 0 limit. However, we can also consider the above worldline formulation as the definition of an O(N ) model on a spacetime lattice, and set the weights of the temporal and spatial hops to be the same. This gives us a "relativistic" model with manifest symmetry between space and time. Indeed, this relativistic model is simpler for our purpose and we shall restrict ourselves to it going forward.
Fortunately, it is well-known how to construct a worm algorithm that can efficiently sample configurations in the partition function (7) [16, 19] . Our algorithm is very similar to the one described in Refs. [16, 19] , suitably generalized to n colors.
With the algorithm in place, we can now measure several observables. In this work, we focus on two observables. The first observable is the current-current susceptibility (which is related to the superfluid density) ρ s defined through the O(N ) conserved current. It can be computed by measuring the conserved O(N ) charge along one of the spatial directions. In any given worldline configuration, we can measure the spatial winding number total Q i for any color i. Then the currentcurrent susceptibility can be computed using
Because of the O(N ) symmetry, this will be the same for all colors i, and hence we can further average over all colors to improve the statistics. The second observable is the susceptibility of the two-point correlation function involving the creation and annihilation of charge m i particles,
where O † r, m = (c † r,m + c r,− m ). This is a very natural observable for the worm algorithm since the worm algorithm automatically samples configurations with an insertion of creation and annihilation operator at distinct sites, as a part the updates. Again, the O(N ) symmetry ensures that χ i will be independent of the color i, and we use this fact to improve the statistics by averaging χ over all colors.
WILSON-FISHER FIXED POINT AND LARGE N
In this section, we show that we can compute the critical exponents ν and η of the O(N ) Wilson-Fisher fixed point for N = 2, 4, 6, 8 using the algorithm described in the previous 6) model. We choose a range of box sizes L such that p = 0 within errors. This is shown in the plots on the top for different N . We then fit susceptibility to the form χ(0; L) = g(0)L 2−η to extract η, as shown in the bottom plot. This procedure establishes the scaling window and also gives a clean extraction of η. We can now use this value of η as an input to the extraction of ν demonstrated in Fig. 2. section. For N ≥ 10, the model seems to show some unexpected behavior. We will comment on this in the conclusions.
Near the critical point J c , the two observables ρ s and susceptibility should be
where x = (J − J c )L 1/ν is the scaling variable, f (x) and g(x) are unknown universal functions, and η and ν are the critical exponents. We can approximate f (x) and g(x) by polynomials and perform a combined fit to ρ s and ξ, which helps us extract J c , ν, η, and the functions f (x) and g(x). The results of these fits are shown in Fig. 5 . Since we will work at the critical point, it is important for us to verify we indeed have the right critical point to high precision. To establish the scaling window, we can compute ρ s (L) at J = J c . At the critical point, we must have
So to establish that we are indeed at criticality, we choose a J c computed from the double fits described in the previous section, and then run the computations close to J c . We perform a single powerlaw fit to ρ s (0; L)L = f (0)L p to find f (0) and the power p. We do this over a range of box sizes [L min , L max ], increasing L min until p becomes consistent with p = 0 within errors. This gives us the 'scaling window. ' We then compute χ in this L-window and fit it to the form We can now do a single powerlaw fit again to find η to a much better precision. We then use these values of η, f (0), and g(0) to compute ν from a combined double fit of ρ s (x; L) and χ(x; L) over a small range of x, and in the [L min , L max ] window. This gives us the critical exponent ν.
To establish that our model does indeed reproduce the physics of the O(N ) Wilson-Fisher fixed point, we can compare our extracted critical exponents to the known values in the literature, and other theoretical predictions. We show this comparison in Fig. 4 . The results from the resummation of the five-loop expansion have been tabulated up to N = 30 in Ref. [20] . The critical exponents γ and η in d = 3 can also be computed in a large N expansion, which becomes exact in the N → ∞ limit. In this limit, the critical exponent γ is known up to order 1/N 2 and η up to order 1/N 3 [21] ,
The critical exponent ν can be extracted from the scaling relation ν = γ/(2 − η).
DISCUSSION AND CONCLUSIONS
In this work, we constructed a qubit O(N ) model. By computing the critical exponents ν, η for N = 2, 4, 6, 8 and by comparing our results to other known results in the literature from large-N , expansions and MC computations, we showed our model reproduces the physics of the O(N ) nonlinear sigma models in (2 + 1)-dimensions, where the low-energy physics is described by the Wilson-Fisher universality class.
Our motivation was to develop the idea of qubit regularization of QFT, extending the previous work of Ref. [16] for the O(3) nonlinear sigma model and to show that the two-qubit model presented there can be extended (albeit with a larger Hilbert space at each lattice site) to the general O(N ) case. Such models, where the critical point can be precisely located using lattice MC computations, are amenable to simulation on a quantum computer. With the advent of few-qubit quantum computers and with the promise of fault-tolerant NISQ-era quantum computers, constructing physically interesting models that have minimal requirements in terms of the number of qubits, yet reproduce physics of a desired QFT is important. Such ideas are actively being pursued and it will be interesting to see how this plays out.
While we hoped to push this qubit model for N ≥ 10 as well, we found that higher N qubit models seem to require larger volumes, which is limited by computational resources. This suggests that for larger N there may be a new scale in the problem controlled by N . It would be interesting to systematically explore this. On a related note, up to the lattice sizes considered in this paper, we also found that the N = 10 qubit model does not seem to be in the usual (for N ≤ 8) superfluid phase for large coupling λ. Whether this is simply an artifact of smaller volumes, or whether this signals a new phase transition is not clear, and this would be exciting to understand better. We believe this is best suited for a follow up work.
Another interesting direction to pursue is this qubit model in (1 + 1)-dimensions. The O(3) nonlinear sigma model in (1 + 1)-dimensions is known to be asymptotically free, so one might ask if it is possible to reproduce the physics of asymptotic freedom with a finite dimensional Hilbert space at each lattice site. This is an especially relevant question since it will open up the possibility of studying other asymptotically free theories like quantum chromodynamics (QCD). While we now have some evidence that this might be possible, this remains a controversial issue in the literature. The results for (1 + 1)-dimensional models will be published elsewhere. We choose a range of box sizes L such that α = 0 within errors. This is shown in the plots on the left for different N . We then fit susceptibility to the form χ(0; L) = g(0)L 2−η to extract η, as shown in the right plots. This procedure establishes the scaling window and also gives a clean extraction of η. We can now use this value of η.
