Neurons possess multiple voltage-dependent conductances specific for their function. To investigate how low-threshold outward currents improve the detection of small signals in a noisy background, we recorded from gerbil medial superior olivary (MSO) neurons in vitro. MSO neurons responded phasically, with a single spike to a step current injection. When bathed in dendrotoxin (DTX), most cells switched to tonic firing, suggesting that low-threshold potassium currents (I KLT ) participated in shaping these phasic responses. Neurons were stimulated with a computer-generated steady barrage of random inputs, mimicking weak synaptic conductance transients (the "noise"), together with a larger but still subthreshold postsynaptic conductance, EPSG (the "signal"). DTX reduced the signal-to-noise ratio (SNR), defined as the ratio of probability to fire in response to the EPSG and the probability to fire spontaneously in response to noise. The reduction was mainly attributable to the increase of spontaneous firing in DTX. The spiketriggered reverse correlation indicated that, for spike generation, the neuron with I KLT required faster inward current transients. This narrow temporal integration window contributed to superior phase locking of firing to periodic stimuli before application of DTX. A computer model including HodgkinHuxley type conductances for spike generation and for I KLT (Rathouz and Trussell, 1998) showed similar response statistics. The dynamic low-threshold outward current increased SNR and the temporal precision of integration of weak subthreshold signals in auditory neurons by suppressing false positives.
Because of the temporal cues present in sound signals, the auditory nervous system provides a good opportunity to explore how multiple membrane currents influence signal integration (Trussell, 1999) . The preservation of precise temporal information is crucial for coding and decoding, especially below ϳ2 kHz in mammals. Correspondingly, brainstem auditory neurons have very fast decaying synaptic currents (Raman and Trussell, 1992; Gardner et al., 1999) and fast low-threshold potassium currents (I K LT ) (Manis and Marx, 1991; Reyes et al., 1994; Rathouz and Trussell, 1998) . They typically fire phasically, not tonically, for step current stimuli, presumably because of I K LT (Manis and Marx, 1991; Reyes et al., 1994; Smith, 1995) . Experimental and modeling studies suggest that such biophysical properties enhance the ability of auditory neurons to synchronize (phase lock) to strong sinusoidal stimuli (Oertel, 1983; Reyes et al., 1996; Rothman and Young, 1996) and, thus, to transmit more precisely the temporal information of the signal. However, it remains unknown how I K LT influences the integration of weak subthreshold inputs.
A common feature of afferent input to brainstem auditory nuclei is a high level of spontaneous activity. In the absence of a sound stimulus, this random firing can reach rates of 100 Hz (Liberman, 1978 (Liberman, , 1982 . Fibers with different spontaneous rates have different projections in the cochlear nucleus (Liberman, 1991 (Liberman, , 1993 , suggesting a specific role of the spontaneous random activity. It is well known that noise can facilitate the detection of weak signals in diverse natural and artificial systems (Bezrukov and Vodyanoy, 1995; Wiesenfeld and Moss, 1995) . It is possible that neuronal spontaneous activity could serve a similar function, because it increases in lower auditory brainstem centers during performance (Ryan et al., 1984) .
To explore the influence of I K LT on the integration of subthreshold signals in the presence of noise, we recorded from gerbil medial superior olivary (MSO) neurons in vitro. MSO neurons and their avian analogs are implicated as coincidence detectors for sound localization (Jeffress, 1948; Goldberg and Brown, 1969; Carr and Konishi, 1990) and provide an opportunity to relate membrane properties with neuronal function. Notably, some MSO cells are spontaneously active in vivo, reflecting a significant amount of random spontaneous input (Goldberg and Brown, 1969; Young and Rubel, 1986; Carr and Konishi, 1990) .
We stimulated MSO neurons with computer-generated currents that mimic transient random weak synaptic conductances. Because random neuronal activity is ubiquitous in the brain, stochastic inputs have been used extensively to investigate how biophysical features influence neuronal integrative and temporal processing characteristics (Bryant and Segundo, 1976; Softky and Koch, 1993; Mainen and Sejnowski, 1995; Hunter et al., 1998; Gauck and Jaeger, 2000) .
We found that blocking I K LT in MSO neurons decreased the signal-to-noise ratio (SNR) when a subthreshold postsynaptic conductance (PSG) "signal" was injected together with weak random excitatory (EPSGs) and inhibitory (IPSGs) PSGs. Also, for weak random inputs with periodically modulated rate, I K LT ensured better response synchronization (phase locking) with the stimulus. Computer simulations, which incorporate an experimentally determined I K LT (Rathouz and Trussell, 1998) , demonstrated similar benefits from I K LT for detecting weak signals, increased SNR, and improved phase locking.
MATERIALS AND METHODS
E xperimental. Gerbils (Meriones unguiculatus) aged postnatal day 8 (P8) to P17 were used to make 200 -300 m coronal brain slices through the MSO. The artificial C SF (AC SF) contained the following (in mM): 125 NaC l, 4 KC l, 1.2 K H 2 PO 4 , 1.3 MgSO 4 , 26 NaHC O 3 , 15 glucose, 2.4 CaCl 2 , and 0.4 L-ascorbic acid (pH 7.3 when bubbled with 95% O 2 -5% CO 2 ). The AC SF was continuously superf used in the recording chamber at 4 -5 ml /min at room temperature (22-24°C). Whole-cell current-clamp recordings were obtained from MSO neurons (Axoclamp2A; Axon Instruments, Foster C ity, CA). The neurons were visually identified using infrared video microscopy (Olympus Optical, Tokyo, Japan). The internal patch solution contained the following (in mM): 127.5 potassium gluconate, 0.6 EGTA, 10 H EPES, 2 MgC l 2 , 5 KC l, 2 ATP, and 0.3 GTP, pH 7.2. As described in Results, the following drugs were added to the AC SF: 10 nM dendrotoxin I (DTX) (Alomone Labs, Jerusalem, Israel), 20 nM dendrotoxin K (DTX K) (Alomone Labs), 4 mM kynurenic acid (Sigma, St. L ouis, MO), and 1 M strychnine (Sigma). Recording electrodes were fabricated from borosilicate glass microcapillaries (1.5 mm outer diameter), and their resistance ranged from 7 to 12 M⍀.
Data acquisition and stimulus generation was performed under computer control at 10 kHz using the programming package LabView (National Instruments, Austin, TX). The LabView program interfaced a module written in the Cϩϩ programming language for computing stimulus and response statistics. We used the dynamic-clamp method for stimulus generation (Sharp et al., 1993; Reyes et al., 1996) . Thus, the program determined in real time the time-varying current that was injected into the neuron according to the calculated conductance value and the measured instantaneous membrane potential. The program also saved spike times, defined as the time points when the membrane potential crossed Ϫ5 mV from below. The time course of injected current, for 20 msec, was kept in the computer memory buffer and used to calculate the spike-triggered reverse correlation (Bryant and Segundo, 1976; Mainen and Sejnowski, 1995) .
To study the integration of weak transient signals in the presence of noise, a single EPSG was generated as a simple exponential decay from a step onset and time constant of 1 msec. This EPSG was to represent the coincident arrival of a few much smaller unitary-like EPSGs in the case of a weak auditory signal. This signal was repeated every 20 msec while two trains of random smaller (on average) transient EPSGs and I PSGs (1 msec decay time constants) were delivered continuously representing the "noise." Each of the excitatory and inhibitory trains had exponentially distributed interspike intervals (independent Poisson trains) and the mean rate of 2 kHz. For random excitation, the reversal potential was 0 mV, and, for inhibition, it was Ϫ70 mV. The amplitude of synaptic conductance had an exponential distribution with a mean from 3 to 5 nS for excitation and inhibition. The resulting spontaneous firing rate was equal to several tens of Hertz, in agreement with in vivo studies in the MSO (Goldberg and Brown, 1969) . The amplitude for the signal EPSG was chosen so that the resulting EPSP was Ͻ70% of the threshold for spike generation and was typically twofold to fivefold larger than the mean of random EPSGs. The stimulation lasted 200 sec to gather several thousand events.
We studied the precision of phase locking by using a stimulus that consisted of random PSGs with a periodically modulated delivery rate. The probability, p, for a PSG to occur in the time interval dt was equal
if the value of the expression was Ͼ0 and p ϭ 0 otherwise. Here, R was a maximal rate, M was modulation depth, T was period, and D was delay. R ϭ 5 and 2 kHz for excitation and inhibition, respectively, M ϭ 2, D ϭ 1 msec for inhibition, T ϭ 2 msec, and dt ϭ 0.1 msec. We used this idealized description of input to simplif y calculations done in real time. Although complex phenomenological models have been published for auditory nerve responses (Z hang et al., 2001 ), we are not aware of similar models for the output from cochlear nucleus neurons. The stimulus was applied for 25 msec with rest intervals of 175 msec. The PSGs had exponentially distributed random amplitudes that were chosen so that each 25 msec presentation generated no more than two spikes. The stimulation lasted 200 sec. Several thousand events were collected for computing a poststimulus time histogram (PSTH), and vector strength (VS) (Goldberg and Brown, 1969) was calculated as follows: VS ϭ (͗cos(2t j /T )͘ 2 ϩ ͗sin(2t j /T ) ͘ 2 ) 1/2 , where t j is the time of the jth spike, and ͗ ͘ indicates average over j.
Computational. We formulated and used a single compartment (lumped neuron) model with Hodgkin-Huxley type Na ϩ and K ϩ conductances for spike generation and a low-threshold potassium conductance. The parameters for the spike-generating currents were taken as described previously (Lytton and Sejnowski, 1991) , with the voltage dependence of gating kinetics shifted rightward along the voltage axis by 5 mV. For I K LT , parameters were the same as characterized in avian nucleus magnocellularis cells (Rathouz and Trussell, 1998) , with voltage dependence shifted rightward by 15 mV. The currents were calculated by using the following general equation:
, where g is specific conductance, A cell is membrane area, p and q represent the numbers of gating subunits, V is membrane potential, and E is reversal potential for the current. Activation and inactivation gating variables, m and h, respectively, were governed by equations of the following form: du/dt ϭ (u ϱ Ϫ u)/ u . The "steady state" value for the gating variable, u, was u ϱ ϭ ␣/(␣ ϩ ␤), and time constant u ϭ 1/(␣ ϩ ␤); both u ϱ and u were voltage dependent:
, where z is effective gating charge. The fast-activating sodium current had a reversal potential E ϭ 50 mV. Its activation was described by the following parameters:
, and V 0.5 ϭ Ϫ29.5 mV. Its inactivation had the following parameters: q ϭ 1, z ϭ Ϫ3.0, ␥ ϭ 0.27, A 0 ϭ 0.09 msec Ϫ1 , B 0 ϭ 0.09 msec Ϫ1 , and V 0.5 ϭ Ϫ40 mV. The time constants for activation and inactivation had limits to their minimal values set to 0.05 and 0.25 msec, respectively, to avoid exponents from occasional overflowing. The delayed rectifier conductance had only an activation gating variable, described by the following parameters:
mV, and the minimal time constant for activation of 1 msec. The conductance I K LT was described by the following parameters: E ϭ Ϫ90 mV, p ϭ 1, z ϭ 2.88, ␥ ϭ 0.39, A 0 ϭ 0.2 msec Ϫ1 , B 0 ϭ 0.17 msec Ϫ1 , and V 0.5 ϭ Ϫ45 mV. This current did not inactivate.
The specific conductances, g, were 0.1, 0.01, and 0.005 nS/m 2 for Na ϩ , K ϩ , and I K LT conductances, respectively. The area of the compartment, A cell , was 10 4 m 2 ; specific conductance for membrane leakage was 3.333 * 10 Ϫ3 nS/m 2 , and specific capacitance was 10 Ϫ5 nF/m 2 , with the resulting time constant m of 3 msec. The rest potential of the model was approximately Ϫ60 mV, and the spike threshold was ϳ20 mV above rest.
The stimuli for the computational neuron were the same as in experiments, except for the conductance amplitudes of the PSGs. For the signal EPSG, the amplitude, A, was 60 nS. For the random PSGs, the mean amplitude, a, was 12 nS. For the periodically modulated stimulus, the mean conductance amplitude of PSGs was 30 nS. The numerical integration was performed with a fixed step-size second-order CrankNicholson scheme (Press et al., 1992) , using a time step of 50 sec.
RESULTS Experimental
We recorded from visually identified MSO neurons. In animals older than P11, only 8 of 51 neurons responded with tonic firing; in the other cells, a step stimulus would not evoke more than a single spike (Fig. 1 A) . Such a phasic firing pattern and the outward rectification, which appears near the resting membrane potential, V rest , suggests the presence of an I K LT in these MSO cells ( Fig. 1 A , inset, E, inset) . This fast and strong outward current prevented spike generation in response to slowly rising current ramps (n ϭ 3), although faster ramps of the same amplitude could evoke single spikes (Fig. 1C) . Such effects of a low-threshold outward current were studied, experimentally (Ferragamo and Oertel, 2002) and computationally (Cai et al., 2000) with models, for octopus cells of the cochlear nucleus.
To confirm which membrane conductance is responsible for the outward rectification, we applied 10 nM DTX to the bathing solution. DTX is known to block some Kv1 family potassium channel subtypes (Hopkins et al., 1994; Robertson et al., 1996) . The bathing solution also contained kynurenic acid (4 mM) and strychnine (1 M) to block the spontaneous synaptic activity that had increased in the presence of DTX. This solution had little influence on the resting membrane potential in slices at all ages tested (P12-P17): before application, the mean V rest was Ϫ49.5 Ϯ 4.4 mV; afterward, it was Ϫ50.6 Ϯ 4.9 mV (n ϭ 12). The application of DTX-containing solution converted the phasic firing pattern of P12-P14 MSO neurons into tonic firing in 9 of 11 cases ( Fig. 1 B) , and the cells could fire action potentials in response to slow ramps (Fig. 1 D) . In slices from older animals (P15-P17), application of DTX (n ϭ 5) did not lead to tonic firing. Application of DTXK (P15-P18; n ϭ 4), a specific blocker for Kv1.1 type of potassium channels (Wang et al., 1999) , converted a phasic firing pattern to tonic in only one P15 cell, despite strong current injections that induced responses of Ͼ30mV (see Discussion). However, in all cases, these blockers lowered the spike threshold (Fig. 1 , compare E, F ) and permitted an afterdepolarization after the first spike (Fig. 1 F) that was presumably overridden by the subthreshold outward current in the control recordings.
To explore how the low-threshold outward current influenced the integration of small and random signals, we applied computer-generated dynamic-clamp stimuli. In particular, we considered how well the occurrence of a subthreshold signal EPSG was detected in a background of ongoing smaller random excitatory and inhibitory transients, the noise (Fig. 2 A) . For auditory neurons, this signal EPSG could represent the synchronized arrival of unitary inputs in the case of a very weak auditory stimulus. The signal EPSG could not evoke a spike in the absence of random input. However, as seen in the computed PSTH (see Materials and Methods), when the signal EPSG occurred together with noise, there was a sharp increase of firing probability over the spontaneous firing levels (Fig. 2 B) . To measure the efficiency of signal detection, we defined and computed the SNR as the ratio of the increased firing rate in response to the signal EPSG (deviation of PSTH value from its baseline) and the spontaneous firing rate in response to noise (Fig. 2 B, inset) . The application of DTX or DTXK, which lowered spike threshold (Fig. 1 , compare E, F ), increased the spontaneous rate significantly, thus reducing the SNR (n ϭ 11). That is, in the control case, I K LT prevents some of the temporally summated random inputs from generating spikes, whereas the larger amplitude (but subthreshold) and faster signal can ride on the noise and "break through" before the transient outward rectification is fully recruited.
To observe the transient net input current that develops before spike generation, we performed a reverse correlation analysis to compute the average spike-triggered dynamic-clamp "synaptic" current ( Fig. 2C-E ) (see Materials and Methods). As expected, it was predominantly an inward (depolarizing) current that developed on a time scale of 2-3 msec. The application of DTX or DTXK changed the time course of the mean spike-triggering input current: it developed more slowly, as can be seen for a single trace for one cell (Fig. 2C) and for the average of traces from seven neurons (Fig. 2 D, E) . The maximal rate of mean injected current calculated for a 0.5 msec time window was significantly slower after block of I K LT (n ϭ 7; p Ͻ 0.05; paired Student's t test) and decreased from 0.8 Ϯ 0.38 to 0.5 Ϯ 0.3 nA/msec. The faster dynamics of the spike-triggering current as mediated by I K LT further implicated the role of I K LT in enhancing the precision of temporal processing. To explore further the effect of this narrowed temporal window for integration, we applied weak random periodically modulated stimuli (see Materials and Methods). For such a weak stimulus, which evoked only one or two spikes per trial, the phase locking was improved (Fig. 2 F) , and the vector strength was, on average, 1.5 times greater in control recordings compared with those obtained in the presence of DTX (n ϭ 5). Figure 1 . The firing properties of MSO neurons. A, In response to a step current injection, MSO neurons showed outward rectification and only a single spike when the stimulus exceeded the threshold (phasic firing). The steadystate current-voltage curve (inset) generated from the responses to step current stimuli showed that low-threshold outward rectification appeared near the resting membrane potential. Several spontaneous IPSPs were observed in these traces. The same properties suppressed firing in response to a slow triangular current-ramp stimulus, whereas faster stimuli evoked single spikes ( C). B, After an application of DTX, the cells fired tonically and responded with spikes to a slow current-ramp stimulus ( D). E, In a more mature (P17) MSO neuron, outward current was activated at more hyperpolarized potentials, as can be seen in the current-voltage relationship (inset). F, DTXK did not induce tonic firing in the same neuron but lowered the spike threshold. The spike was evoked by the same current used for the bottom trace in E. Note the afterdepolarization (arrow) after the spike and the absence of an undershoot (dotted arrows; compare E, F ) after the step stimulus. These effects indicate that I KLT was blocked by DTXK. The calibration in B and D are the same as in A and C, respectively. A and B are from the same P14 neuron. C and D are from the same P12 neuron.
Computational
To confirm that the I K LT could account for the observed changes in the integration of weak noisy signals, we performed a modeling study. The model has two voltage-dependent conductances for spike generation and a fast-activating, low-threshold outward conductance; the stimuli were the same as those used in the whole-cell recordings (see Materials and Methods). For implementing I K LT in the model, we modified the parameter values as obtained from the avian nucleus magnocellularis (Rathouz and Trussell, 1998) by shifting the voltage threshold for activationdeactivation upward by 15 mV to match better our observations in MSO. Because our goal for the computational work was to achieve semiquantitative comparison with our experimentally observed responses and to obtain insight by demonstrating qualitative parametric dependencies, we did not perform extensive parameter adjustments to get a detailed quantitative replication of experimental results. Nevertheless, our model shows all of the basic response properties of MSO neurons when presented with the same (but amplitude adjusted) stimuli as in our experiments (see Materials and Methods). It exhibits phasic firing and tonic firing when I K LT was eliminated (data not shown). The presence of I K LT in the model makes the spontaneous firing rate much lower than in the model without I K LT (Fig. 3A) . The presence of I K LT reduces the response to the signal EPSG as well but not as much as for the spontaneous firing probability. Consequently, I K LT increases the signal-to-noise ratio (Fig. 3A, inset) . The mean input current that precedes spike generation has the same shape as in MSO neurons (Fig. 3B) , and it has a faster mean time course with I K LT compared with when I K LT is eliminated. In addition, the mean spike-triggering current has a hyperpolarizing undershoot before rising to its maximum (see Discussion). In agreement with the experimental data, the phase locking is better (i.e., the vector strength is higher) in the model when I K LT is present for all frequencies tested (Fig. 3C) .
We applied the model to characterize how the influence of I K LT on subthreshold integration depends on various parameters, including input amplitudes and the gating time scale of I K LT . First, we describe how signal detection depends on the signal and noise strengths. As a measure of detection, we use a probability ratio. Consider the interval in which the signal has its effect, 0 Յ t Յ ⌬, where ⌬ is ϳ3 msec. The probability to fire spontaneously, if there were no signal, is P N ⌬ where P N is the floor level of the PSTH. The probability P S to fire with the signal present is the integral of the PSTH over 0 Յ t Յ ⌬. Of interest to us is P SN ϭ (P S Ϫ P N )/P N , the ratio of the probabilities for a spike to be generated as a result of the signal or spontaneously.
P SN decreases very strongly (Fig. 4 A) as the mean amplitude, a, for the randomly occurring weak PSGs increases. The effect of Figure 2 . The firing statistics of a P17 MSO neuron in response to weak and noisy stimuli. A, Traces of membrane potential illustrating random and signal evoked firing. B, The PSTH for the response to a subthreshold EPSP signal in the presence of smaller random excitatory and inhibitory input transients. The EPSG, generated by dynamic clamp, in addition to the random input caused a sharp increase in the probability to fire. DTX increased the spontaneous firing rate and thereby reduced the SNR several times (inset shows difference of PSTH probability from baseline and then divided by baseline). C, Spiketriggered reverse correlation exhibited a hyperpolarizing component followed by excitation in control conditions. In the presence of DTX, an average spikeevoking current developed slower. The error bars mark the SD for the injected current; the x symbol denotes the mean current value. The average over a population of seven neurons of the mean injected current (over trials as in C) for before ( D) and after ( E) application of DTX or DTXK have similar properties as for a single neuron. The error bars mark the SD (shown only below the average) for each time point. The baselines were subtracted. F, The PSTH and period histogram (inset) showed phase-locked firing to a periodically modulated stimulus. After DTX, the vector strength of phase locking decreased by nearly one-half. I K LT on increasing this ratio of spike-generating probabilities is largest for the weakest noise. This result can be explained by the strong increase of the spontaneous firing rate P N with the mean synaptic amplitude, a (Fig. 4 A, inset) .
Another comparison is obtained by considering the increased probability (beyond P N ) for generating a spike that is contributed by the signal EPSG. This value, P S Ϫ P N , also depends on a but non-monotonically (Fig. 4 B; note that, for the case without I K LT , the peak occurs at a smaller a value than is seen on this scale). This plot for the control case shows explicitly that a sufficient amount of noise is needed to detect the subthreshold signal; as a decreases toward zero, so does P S Ϫ P N . For stronger noise, this probability is also reduced because the signal becomes buried in the noise; one factor is that the membrane potential can be randomly reduced at the time of the EPSG.
Of course, the probability to generate a spike also depends on the amplitude, A, of the signal EPSG. If A is increased, the probability ratio P SN likewise increases. In this case, the effect of I K LT on the ratio of probabilities is largest for the strongest A (Fig. 4C) .
Although the integrative effects of I K LT are often attributed to the increased subthreshold conductance (and, hence, reduced integration time) (Reyes et al., 1994; Oertel et al., 2000) , little attention has been given to how the dynamic properties per se of I K LT affect small-signal detection. We performed additional simulations to address this issue. First, if the activation of I K LT is very slow, then little conductance would be activated over time attributable to fast membrane potential fluctuations (with mean below the threshold of I K LT ). In agreement, when we slowed the gating kinetics of I K LT by a factor of 10 in the model, the spontaneous firing rate increased and the signal-to-noise ratio decreased over the control values (Fig. 5A) .
On the other hand, if the activation is very fast, then any fluctuation activates the outward current, which suppresses both the response to the signal and spontaneous activity. In the model, speeding up the activation rate by 10 times increases the SNR compared with the model with a slower-activating I K LT . However, this faster I K LT also reduced the response amplitude. In neuronal systems that must detect weak signals, we expect that not only SNR is important but also the strength of the response. From this point of view, the model with I K LT having activation time constant near our control values (or, say two times faster) provides an efficient signal detector (Fig. 5A ), increased SNR (over the case without I K LT ) without compromising response amplitude. Such a model also shows selectivity for the fastest current transients as seen in the spike-triggered reverse correlations (Fig. 5B) .
Next, we illustrate more directly the significance of the dynamic and voltage dependence specifically of I K LT by comparing the behavior of the model neuron with I K LT present or with I K LT replaced by a threefold increased leak conductance. The SNR of these two realizations of the model were almost the same (Fig.  5C, inset) ; however, the response amplitude for the model with I K LT was almost two times larger. Again, supposing that not only SNR but also the strength of the response is important leads us to conclude that the subthreshold voltage-dependent outward current is important for enhancing small-signal integration. Moreover, it is not adequate to view the net improvement as attributable only to a change in the membrane time constant.
DISCUSSION
Previous studies suggested that low-threshold potassium conductances could improve processing of strong suprathreshold inputs by filtering out weaker ones (Oertel, 1983; Manis and Marx, 1991; Reyes et al., 1994; Rothman and Young, 1996 ; Rathouz and Figure 4 . Influence of I K LT on the integration of small signals with different amplitude and in the presence of noise with various strengths. A, The ratio of the probabilities to generate a spike attributable to the signal spontaneously decreases when the amplitude a of the random EPSGs increases. Note that the increase of SN R by I K LT is strongest for the weakest noise. B, The probability to generate a spike in response to the signal calculated as an integral of rate larger than spontaneous rate. Both curves have non-monotonic shape, reflecting some optimal noise strength for signal detection. C, The ratio of probabilities increases when the amplitude of the signal grows. The I K LT effect is strongest for the largest amplitude. Figure 5 . Influence of I KLT properties on small-signal integration in the model. A, Very slow I KLT activation increases spontaneous activity, whereas very fast activation suppresses strongly both the response to the signal and spontaneous activity. Parameters A 0 and B 0 were changed to speed up or slow down the activation of I KLT . B, Spike-triggered reverse correlation shows fastest current transients for the model with I KLT having intermediate activation rate. C, When I KLT is replaced by an increased leak conductance in the model, the SNR is little changed, although suppression of the response was stronger without I KLT . Trussell, 1998) . We recorded from gerbil MSO neurons and found that the low-threshold DTX-sensitive potassium current increased the signal-to-noise ratio for a subthreshold signal in the presence of weak random input. I K LT also increased the ability of the neuron to spike in synchrony or phase lock with a periodically modulated barrage of weak synaptic inputs. A computational model with Hodgkin-Huxley type conductances for spike generation and I K LT had the same qualitative integration properties for noisy signals as did MSO neurons in vitro. Both the voltage and time dependence of the subthreshold outward current contribute to enhancing weak signal integration. If the I K LT of the model is replaced by an increased constant leakage conductance, then the SNR could be increased up to that of the model with I K LT , but the response to the signal is significantly reduced.
The ability of neuronal properties to influence signal integration in the presence of noise was extensively investigated previously. For example, such studies suggested that an interaction between noisy signals and voltage-dependent currents could bring about increased temporal precision (Gauck and Jaeger, 2000) , improved coincidence detection (Softky and Koch, 1993; Softky, 1994) , increased information transfer (Manwani and Koch, 1999) , and spike timing reliability (Mainen and Sejnowski, 1995; Hunter et al., 1998) . Our study concentrated on the effects of one particular current, I K LT , and tried to elucidate the mechanisms by which neurons could improve small-signal detection.
Although DTX decreased SNR and degraded phase locking in each neuron tested, for animals older than P15, DTX or DTXK in the majority of cases did not convert the firing mode from phasic to tonic. It was unlikely that the phasic property, remaining after these blockers, was caused by another low-threshold potassium current. Several changes that we observed in the neuronal response after application of DTX were consistent with elimination of a low-threshold non-inactivating outward current: the current-voltage input relationship was almost linearized (Fig. 1 F,  inset) , an afterdepolarization appeared after the spike (Fig. 1 F,  arrow) , and there was no undershoot after termination of a current step (Fig. 1 F, dotted arrow) . This remaining phasic behavior could possibly be attributable to a maturational change in the inactivation properties of sodium channels (Sada et al., 1995; Schmid and Guenther, 1998) .
In a separate computational study (Svirskis and Rinzel, 2003) , we showed that an integrate-and-fire type model without an I K LT but with an idealized subthreshold inward current can behave phasically if the inward current inactivates with an appropriate time scale and in a voltage range below its activation threshold; the model also shows improved SNR compared with the case with no subthreshold inactivation. Thus, multiple forms of subthreshold fast, but not necessarily instantaneous, negative feedback can contribute to enhancing temporal processing. The failure of DTX to eliminate the phasic firing pattern demonstrates that I K LT in MSO neurons contributes to subthreshold integration in ways other than just to generate phasic responsiveness.
We emphasized that the dynamic aspects (i.e., the time scale of the gating kinetics) of I K LT activation are important for understanding how I K LT affects signal throughput (Fig. 5 A, B) . Fast just-suprathreshold depolarizing inputs can squeeze through to spike threshold before I K LT is activated, whereas slower ones that would be suprathreshold, if the membrane conductance remained at its resting level, will now be rendered subthreshold because there will be adequate time for reducing the membrane resistance by activating the conductance of I K LT . In this sense, I K LT effectively acts to implement a dynamic threshold. Here we considered a spontaneous state of noisy fast weak inputs. A few nearly coincident ones provide fast depolarization that can lead to a spontaneous firing. Occasionally, some of these, not so nearly coincident, will summate temporally to create a slower transient that would be suprathreshold if it were not falling into the temporal window for recruiting I K LT . Therefore, I K LT can eliminate false positives.
In nucleus magnocellularis neurons (Rathouz and Trussell, 1998) , I K LT is partially activated at rest. In many of the cells from which we recorded, the outward potassium current was apparently barely activated near V rest (Fig. 1 A, inset, E, inset) because DTX did not change V rest significantly (Ϫ1.1 Ϯ 2.6 mV). For this reason, in the model, we shifted the voltage dependence of I K LT as shown previously (Rathouz and Trussell, 1998) to more depolarized potentials, so that the activated conductance is small at rest. Such a shift is consistent with observations in other mammalian auditory neurons that low-threshold potassium currents activate at more depolarized potentials (Brew and Forsythe, 1995; Bal and Oertel, 2001) . For the same reason, we suppose that changes in the current time course obtained by spike-triggered reverse correlation before and after blocking I K LT ( Fig. 2C-E) are not attributable to the changes in the mean V rest .
To demonstrate the significance of I K LT on small-signal integration, we used random input together with a larger but still subthreshold EPSG as a distinguished signal. In auditory neurons, such a stimulus could represent the coincidence of synaptic EPSGs during very weak auditory input. During such a subthreshold transient auditory stimulus, the rate of firing on the auditory nerve may be little different from spontaneous. However, before reaching the MSO, these auditory nerve spike trains converge on and pass through the anteroventral cochlear nucleus, in which vector strength between the input and the output can increase (Joris et al., 1994; Rothman and Young, 1996) .
We computed the spike-triggered reverse correlation for the input current to show that I K LT shortens the temporal integration window. The mean current calculated from reverse correlation was used to illustrate temporal changes in the current preceding spike generation. To confirm that the mean current reflects the most probable values of the current transients, we calculated, for our computational model, the probability densities for each time t preceding spike generation (Bryant and Segundo, 1976) . For each t, the probability density function for the random input current had a single peak; it was not multimodal. Thus, the mean value should reflect the most probable value for the spiketriggering current.
We notice the hyperpolarizing undershoots ( Fig. 2C -E, 3B) in these average currents a few milliseconds preceding the sharp depolarizing rise, in both our theoretical and experimental results. It is tempting to attach an interpretation to these "dips;" for example, in Figure 2C , we expect that a removal of some I K LT conductance by hyperpolarization followed by fast excitation could contribute to the generation of some spikes. However, multiple factors likely play a role (in Fig. 3B , there is a dip even without I K LT present) and dissecting these factors will be for our future work.
Various investigators have proposed that low-threshold potassium currents help to suppress weak subthreshold inputs but improve the temporal precision of integration of strong suprathreshold inputs (Oertel, 1983; Manis and Marx, 1991; Reyes et al., 1994; Brew and Forsythe, 1995; Rothman and Young, 1996; Rathouz and Trussell, 1998) . We add another perspective by considering the integration of subthreshold inputs in the presence
