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Using novel nonlinear kinetic terms for gravitons, a large class of bi-gravity models were constructed, which
are potentially free of the Boulware-Deser (BD) ghost. In this work, we derive their Hamiltonians using the
ADM formalism, and verify that the BD ghost is eliminated by additional constraints. The general Hamiltonian
structure is analogous to that of the other class of bi-gravity models free of the BD ghost.
I. INTRODUCTION
In a general framework for Lagrangian theories free of Os-
trogradsky’s scalar ghost [1, 2], novel nonlinear kinetic terms
for gravitons were proposed in the language of vielbeins
Lkin = R
(
E(1)
) ∧E(2) ∧ · · · ∧ E(d−1), (1)
where d is the spacetime dimension, R
(
E(1)
)
is the curvature
two-form associated with E(1), and E(k) could be different
vielbeins. The Einstein-Hilbert kinetic term corresponds to
the case where E(k) are the same. These nonlinear kinetic
terms can be supplemented by some nonlinear potential terms
[3–5]
Lpot = E(1) ∧ · · · ∧ E(d). (2)
where E(k) could be different vielbeins.
Some of these novel kinetic terms are nonlinear, multi-
gravity completion of the two-derivative cubic term discov-
ered in [6]. It was shown in [7] that this cubic term is a
natural generalization of perturbative Lovelock terms [8] and
dRGT terms [3], so more possible terms exist in higher dimen-
sions. They were conjectured to have nonlinear completions
[3], which were constructed in [16].
However, in the literature, there are comprehensive no-go
theorems for the nonlinear completion of the cubic term men-
tioned above. A no-go theorem for single dynamical metric
theories in 4d was established in [10]: around Minkowski
vacuum, the only nonlinear two-derivative term for spin-2
fields that can avoid the 6th degree of freedom is the Einstein-
Hilbert term. 1 The 6th degree of freedom of spin-2 field is a
dangerous scalar mode. It always plagues a generic nonlinear
completion of the consistent theory of linear massive grav-
ity, namely Fierz-Pauli massive gravity [13] . This unhealthy
scalar mode is known as the Boulware-Deser ghost [14] .
However, our proposals are not ruled out by these nega-
tive results, because we consider a more general setting where
all the spin-2 fields are dynamical 2. In addition, we use the
∗ lii.wenliang@gmail.com
1 The no-go results for similar constructions in the first-order formulation
were obtained in a recent work [11]. Different obstructions were presented
in [12] as well.
2 In the context of bi-gravity, they reduce to the nonlinear proposals in [16]
and [10], if we impose symmetric condition [17] and fix one of the spin-2
fields.
second-order formulation, so the torsion-free condition is sat-
isfied automatically.
Usually, a bi-gravity model reduces to a single dynamical
metric model in the decoupling limit where one of the Planck
masses goes to infinity. The novel kinetic terms for bi-gravity
will be ruled out if they do have the same decoupling limit.
However, a large class of promising bi-gravity theories iden-
tified in [15] do not have non-trivial single dynamical metric
limit. Their Lagrangians contain at most one Einstein-Hilbert
term, so we have only one Planck mass which can not be sent
to infinity.
Unfortunately, precisely due to the fact that only one kind of
curvature tensor is allowed, the linearized kinetic terms have
opposite signs after diagonalization, which means one of them
is a spin-2 ghost. It have been known for a long time that
higher derivative gravity has the same problem. In fact, some
of them are equivalent to bi-gravity models with novel kinetic
terms when the couplings to matter are not introduced [15].
According to the minisuperspace analysis in [15] , there
are two classes of bi-gravity models where the 6th degrees of
freedom could be absent. In the first class, the kinetic terms
are two standard Einstein-Hilbert terms [4] and novel kinetic
terms are not allowed. In the second class, the novel graviton
kinetic terms could be present. We focus on the second class
of bi-gravity models in this work. In 4d, the possible kinetic
terms are
L1kin =R(E) ∧ E ∧ E, (3)
L2kin =R(E) ∧ E ∧ F, (4)
L3kin =R(E) ∧ F ∧ F , (5)
where E and F are two different vielbeins and the normaliza-
tion factors are not precise. If we impose the symmetric con-
dition and fix the second metric to Minkowski, they reduce to
the two-derivative terms proposed in [16], which can also be
obtained from the dimensionally deconstruction of 5d Gauss-
Bonnet term [10]. In [10, 16], the second spin-2 field was
assumed to be fixed, which leads to the dynamical Boulware-
Deser ghost. Let us emphasize that we will not make this
assumption.
The nonlinear kinetic terms can be accompanied by some
2potential terms
L1pot = E ∧E ∧ E ∧ E, (6)
L2pot = E ∧E ∧ E ∧ F, (7)
L3pot = E ∧E ∧ F ∧ F, (8)
L4pot = E ∧ F ∧ F ∧ F, (9)
L5pot = F ∧ F ∧ F ∧ F, (10)
which are different wedge products of vielbeinsE and F . The
cosmological constant terms L1pot and L5pot are special cases
where only one vielbein is used.
After a field redefinition, the novel kinetic terms become
L2kin = (−)1
4
√−g R(g)µν [µνeρρ] d4x, (11)
L3kin = 1
4
√−g R(g)µν [µνeρρeσσ] d4x. (12)
where R(g)µνρσ is the Riemann tensor associated with the
metric gµν
gµν = Eµ
AEν
BηAB . (13)
We use the unnormalized convention for the antisymmetriza-
tion [. . . ] and the normalization factors in (11, 12) are precise.
The new tensor eµν is defined as
eµ
ν = Fµ
A(E−1)A
ν
, (14)
which coincides with the square root of gµρfρν
(
√
g−1f)νµ, (15)
when the symmetric condition is satisfied. The second sym-
metric tensor is defined as
fµν = Fµ
AFν
BηAB. (16)
The indices of the second spin-2 field e can be lowered and
raised by the metric gµν and its inverse gµν .
This paper is organized as follows. In section II, we intro-
duce the ADM formalism. In section III, we investigate two
of the simplest but representative examples. In section IV, we
discuss the general structure of bi-gravity models involving
novel kinetic terms. In section V, we summarize our results.
II. ADM FORMALISM
Before deriving the Hamiltonians, let us express the La-
grangians in terms of the ADM variables with the help of
Gauss-Coddazzi-Ricci equations .
In the ADM formalism [18], the metric is
ds2 = gµν dx
µdxν
= −N2dt2 + γij(dxi +N idt)(dxj +N jdt)
= −(nµ dxµ)2 + γij(γµi dxµ)(γνj dxν) (17)
where N is the lapse function, N i is the shift vector, γij is
the induced metric, nµ is the normal vector and γµν is the
projector, according to the foliation of spacetime.
It is useful to introduce a local frame
ds2 = Gµν H
µHν = −(H0)2 + γijHiHj , (18)
which we call a local ADM frame. This frame generalizes the
concept of a "local Lorentz frame". The spatial metric
Gij = γij (19)
is not necessarily flat and coincides with the induced metric
γij . The components of the local ADM frame fields are given
by the normal vector nµ and the projector γµi
H0 = nµ dx
µ, Hi = γµ
i dxµ. (20)
For more details about the local ADM frame, we refer to sec-
tion 21.5 of [19] .
In the local ADM frame, the components of the Riemann
curvature tensor are given by the Gauss-Codazzi-Ricci rela-
tions:
• The Gauss equations are
Rijkl(G) = γi
µγj
νγk
ργl
σRµνρσ(g)
= Rijkl(γ) +KikKjl −KilKjk. (21)
• The Peterson-Mainardi-Codazzi equations are
Rijk0(G) = γi
µγj
νγk
ρnσRµνρσ(g)
= DiKjk −DjKik. (22)
• The Ricci equations are
Ri0k0(G) = γi
µnνγk
ρnσRµνρσ(g)
= −£nKik +KijKjk +N−1Di∂kN. (23)
The extrinsic curvature Kij is defined as
Kij =
1
2
£nγij =
1
2N
(γ˙ij −DiNj −DjNi), (24)
with
n0 =
1
N
, ni = −N
i
N
, (25)
andDi is the covariant derivative compatible with the induced
metric γij
Diγjk = 0. (26)
Let us introduce a notation
N0 = N, (27)
so the lapse function and the shift vector form a spacetime
vector
Nµ = (N0, −N i). (28)
3We use R(G) to denote the components of the Riemann
curvature tensor in a local ADM frame. We can raise the last
two indices by Gµν
R0i
0j(G) = R0i0k(G)G
00Gkj
= £nKi
j +KikK
kj −N−1Di∂jN, (29)
Rij
kl(G) = Rijmn(G)G
mkGnl
= Rij
kl(γ) +Ki
kKj
l −KilKjk, (30)
Rjk
0i(G) = Rjk0m(G)G
00Gmi
= DjKk
i −DkKji, (31)
R0i
jk(G) = R0imn(G)G
mjGnk
= −(DjKki −DkKji). (32)
These equations will be used to derive the expressions of the
novel kinetic terms in terms of the ADM variables.
The components of the new tensor eµν in the local ADM
frame are
e0
0 = (−)eµνnµ nν , e0i = eµνnµγνi,
eij = eµ
νγµi γνj , e
i
0 = eµ
νγµi nν , . (33)
The left hand sides e00, e0i, ei0, eij are the fundamental
fields in the local ADM frame. Let us emphasis that they are
not the components of eµν and the indices 0, i, j, k, . . . are
those of a local ADM frame.
III. EXAMPLES
In this section, we carry out the Hamiltonian analyses of
two concrete examples of novel kinetic terms. The discussion
of the general structure of a linear combination of the nonlin-
ear kinetic terms is postponed to the next section.
A. LEH
In this subsection, we briefly review the Hamiltonian struc-
ture of the Einstein-Hilbert kinetic term. The general features
shared by other kinetic terms are emphasized in this well-
understood example.
Using (29) and (30), we have
LEH =
√−g R(g)
= N
√
γ
[
2£nK +K
2 +KijK
ij +R(γ)
−2N−1Di∂iN
]
= N
√
γ
[
R(γ) +KijK
ij −K2]
+∂µ(N
√
γ 2nµK)− ∂i(√γ 2∂iN). (34)
The Ricci scalar contains a second order time derivative
term £nK . It can be eliminated by supplementing the action
by the York-Gibbons-Hawking term on the space-like bound-
aries
SY GH =
ˆ
d3x
[√
γ (−2K)]∣∣∣tf
ti
, (35)
which cancel the time component of the first total derivative
term in the last line of (34). The second order space derivative
terms can be cancelled by terms on the time-like boundaries.
Introducing the matrix
(M0)
ijkl = γijγkl − γikγjl, (36)
the Lagrangian becomes
LEH = N√γ
[−Kij(M0)ijklKkl +R(γ)]. (37)
Note that M0 is the Kulkarni-Nomizu product of two inverse
induced metrics
(M0)
ijkl =
1
2
(γ ? γ)iljk , (38)
which is related to the Wheeler-DeWitt metric. (M0)ijkl ap-
pears in the novel kinetic terms as well.
The conjugate momenta are
ΠN =
∂LEH
∂N
= 0, ΠNi =
∂LEH
∂N i
= 0, (39)
Πij =
1
2N
∂LEH
∂Kij
=
(
−1
2
)√
γ (M0)
ijkl
£nγkl, (40)
where the first line gives primary constraints.
Inverting the relation between Πij and £nγkl, we have
£nγkl = (−2) γ−1/2Πij(M−10 )ijkl, (41)
where the inverse matrix of (M0)ijkl is introduced
(M−10 )ijkl =
1
2
γijγkl − γikγjl, (42)
with
(M0)
ijkl(M−10 )klmn = δm
iδn
j . (43)
The Hamiltonian is
HEH = γ˙ijΠij − LEH
= (N£nγij +DiNj +DjNi)Π
ij − LEH
= −N[γ−1/2Πij (M−10 )ijkl Πkl +√γ R]
−N iDj(2Πij). (44)
In the second equality, we reconstruct £nγij from γ˙ij ,
which generates the DiNjΠij terms. In the third equality, we
express £nγij in terms of Πij using the inverse of M0. These
are two common steps in expressing a Hamiltonian in terms
of the canonical variables.
4The momenta are tensor densities, so their covariant deriva-
tives should be
DiΠ
jk → √γ Di(γ−1/2Πjk). (45)
The total Hamiltonian that contains the information of pri-
mary constraints is
HTEH = HEH + λµΠNµ , (46)
where λµ are Lagrange multipliers associated with the pri-
mary constraints.
To preserve the primary constraints ΠNµ ≈ 0 in time, we
require the time derivative of ΠNµ vanish on the constraint
surface
Π˙Nµ =
{
ΠNµ ,
ˆ
d3xHTEH
}
= (−)∂H
T
EH
∂Nµ
= (−)C˜µ ≈ 0,
(47)
where A ≈ 0 means A vanishes on the constraint surface.
They are secondary constraints. Since Nµ are Lagrange mul-
tipliers, C˜µ do not contain Nµ
C˜0 = (−)
[
γ−1/2Πij (M−10 )ij,kl Π
kl +
√
γ R
]
≈ 0, (48)
C˜i = (−2)√γ Dj(γ−1/2Πij) ≈ 0, (49)
where C˜0 ≈ 0 is known as the Hamiltonian constraint and
C˜i ≈ 0 the momentum constraint or the diffeomorphism con-
straint. There are no more independent constraints from the
time derivatives of secondary constraints.
Note that C˜0 and C˜i are first-class constraints, as their pois-
son brackets vanish on the constraint surface. To see this, we
compute the Poisson brackets of smeared constraints
C1[~α] =
ˆ
d3xαi(x) C˜i, C2[α] =
ˆ
d3xα(x) C˜0, (50)
where α(x) and αi(x) are test functions. The result is Dirac’s
hypersurface deformation algebra
{C1[~α], C1[~β]} = C1[£~α~β], (51)
{C1[~α], C2[β]} = C2[£~αβ], (52)
{C2[α], C2[β]} = C1[~f(α, β, γ)], (53)
where boundary terms are neglected, the Poisson bracket is
defined as
{A,B} =
ˆ
d3x
[
δA
δγij(x)
δB
δΠij(x)
− δB
δγij(x)
δA
δΠij(x)
]
(54)
and the vector in the last bracket (53) is defined as
f i(α, β, γij) = γij(α∂jβ − β ∂jα). (55)
f i is also known as structure functions 3 due to the depen-
dence on the phase space variables γij .
3 Therefore, Dirac’s hypersurface deformation algebra is not a Lie algebra.
The first two brackets (51, 52) can be derived in a simple
way due to the fact that C1 generates an orbit in the phase
space
{C1[~α], γij} = −£~α γij , (56)
{C1[~α], Πij} = −£~αΠij , (57)
which are the Lie derivatives of the canonical variables along
~α. So C˜i ≈ 0 is also known as the diffeomorphism con-
straint. Using (56) and (57), the Lie derivative £~α acts on
the test functions (~β, β) after integrating by parts, so the first
two brackets (51, 52) share a similar form.
B. L2kin
Let us investigate the simplest example of novel kinetic
terms
L2kin = (−)1
4
√−g R(g)µν [µνeρρ] d4x. (58)
Since the antisymmetric part of eµν in L2kin is projected out,
we will simply assume eµν is symmetric. In the local ADM
frame, we have
e0
i = ei0, eij = eji, . (59)
Using (29-32), we can derive the explicit expression of L2kin
in the local ADM frame
γ−1/2L2 = N(£nγij)(£nγkl)
[
(M1)
ijkl − 1
8
e0
0(M0)
ijkl
]
+N(£nγij)(£nekl)
1
2
(M0)
ijkl
+(£nγij)Dk
[
Ne0
l(−)(M0)ijkl
]
+NRij
[
(−)ekl(M−10 )ijkl + e00(−)
1
2
γij
]
+NDiDj [(M0)
ijklekl], (60)
where M0 and M−10 are defined in (36, 42) and
(M1)
ijkl = −1
2
(γijekl − γikejl) + 1
8
em
m(M0)
ijkl . (61)
From the definition in (33), we know eij is tangent to a
constant time slice, so its Lie derivative is
£neij =
1
N
(e˙ij−NkDkeij−ekjDiNk−eikDjNk). (62)
We supplement the action by a boundary term analogous to
the York-Gibbons-Hawking term
ˆ
d3x
[√
γ Kij(M0)
ijklekl
]∣∣∣tf
ti
(63)
on the space-like boundaries to eliminate the second order
time derivative term in the Lagrangian. These boundary terms
generate time derivative terms ∂teij in (58), so eij is also a
5dynamical tensor field. In contrast, there is no time deriva-
tive acting on e00, e0i, which are the counterparts of the lapse
function N and the shift vector N i in the ADM metric.
The conjugate momenta are
Πij =
∂L2
∂γ˙ij
= 2
√
γ (£nγkl)
[
(M1)
ijkl − 1
8
e0
0(M0)
ijkl
]
+
√
γ
1
2
(£nekl)(M0)
ijkl
+
√
γ N−1Dk
[
Ne0
l(−)(M0)ijkl
]
, (64)
πij =
∂L2
∂e˙ij
=
√
γ
1
2
(£nγkl)(M0)
ijkl, (65)
ΠNµ =
∂L2
∂Nµ
= 0, πe0µ =
∂L2
∂e0µ
= 0, (66)
where the last line contains 8 primary constraints.
Then we obtain the Hamiltonian by the Legendre transform
H2 = γ˙ijΠij + e˙ijπij − L2
=
1
2
e0
0N
[
γ−1/2πijπkl(M−10 )ijkl + γ
1/2R
]
+πijDi
(
2Ne0
lγjl
)
+Nγ−1/2πijπkl
[
− 1
2
em
m(M−10 )ijkl
+(eijγkl − 2γikejl)
]
+2Nγ−1/2Πijπkl(M−10 )ijkl
+Nγ1/2Rijekl(M−10 )ijkl −Nγ1/2DiDj(M0e)ij
+Πij(DiNj +DjNi)
+πij(NkDkeij + ekjDiN
k + eikDjN
k). (67)
The derivation is similar to the case of HEH. We first re-
construct £nγij , £neij from γ˙ij , e˙ij . Then, by inverting (64,
65), we express £nγij , £neij in terms of Πij , πij .
The corresponding total Hamiltonian is
HT2 = H2 + λµ1 ΠNµ + λµ2 Πe0µ , (68)
where λµ1 , λ
µ
2 are Lagrange multipliers associated with the
primary constraints.
Note that N, N i, e00, e0i are Lagrange multipliers in H2.
By computing time derivatives of the primary constraints,
we obtain 8 secondary constraints which do not contain
N, N i, e0
0, e0
i
. All the secondary constraints are first-class
constraints. To show this, we introduce the smeared con-
straints
C1[~α] =
ˆ
d3x
(
Πij£~αγij + π
ij
£~αeij
)
, (69)
C2[α] =
ˆ
d3xα
{
γ−1/2πijπkl
[
− 1
2
em
m(M−10 )ijkl
+
(
eijγkl − 2γikejl
)]
+2γ−1/2Πijπkl(M−10 )ijkl
+γ1/2Rijekl(M−10 )ijkl
−γ1/2DiDj
[
(M0)
ijklekl
]}
, (70)
C3[~α] =
ˆ
d3x
(
πij£~αγij
)
, (71)
C4[α] =
ˆ
d3xα [γ−1/2πijπkl(M−10 )ijkl + γ
1/2R], (72)
where α(x) and αi(x) are test functions.
After a straightforward computation, the Poisson brackets
of the smeared constraints are
{C1[~α], C1[~β]} = C1[£~α~β], (73)
{C1[~α], C2[β]} = C2[£~αβ], (74)
{C1[~α], C3[~β]} = C3[£~α~β], (75)
{C1[~α], C4[β]} = C4[£~αβ], (76)
{C2[α], C2[β]} = C1[~f(α, β, γ)]− C3[~f(α, β, e)], (77)
{C3[~α], C2[β]} = C4[£~αβ], (78)
{C4[α], C2[β]} = C3[~f(α, β, γ)], (79)
{C3[~α], C3[~β]} = {C3[~α], C4[β]} = {C4[α], C4[β]} = 0,
(80)
where the structure functions ~f are defined as
f i(α, β, kij) = kij(α∂jβ − β ∂jα). (81)
with
kij = γij or kij = eij = γikγjlekl. (82)
The constraints in C1[~α] is the bi-gravity version of the dif-
feomorphism constraint. The first term in this constraint is the
momentum constraint in general relativity, which generates
the orbit of γij , Πij in the phase space. The second term in
C1[~α] generates the displacement of the second set of canoni-
cal variables
{C1(~α), eij} = −£~α eij , (83)
{C1(~α), πij} = −£~α πij . (84)
Following the same argument as the diffeomorphism con-
straint in general relativity, the Poisson brackets related to C1
have the same forms.
6Since the Hamiltonian is a linear combination of the sec-
ondary constraints
ˆ
d3xH2 = C1[N i] + C2[N ] + C3[Ne0i] + C4[Ne00/2],
(85)
the time derives of the secondary constraints do not lead to
new constraints. The primary constraints are of first class as
well, so we have 16 first class constraints in total. We can
count the number of dynamical variables
(10 + 10)× 2− 16× 2 = (2 + 2)× 2, (86)
where a symmetric rank-2 tensor has 10 independent compo-
nents, in the phase space each degree of freedom corresponds
to two canonical variables and first class constraints eliminate
two copies of independent variables. Therefore, L2kin con-
tains (2+ 2) dynamical degrees of freedom, corresponding to
two interacting massless gravitons 4.
C. L3kin
The metric gµν has only two dynamical degrees of freedom
because the bi-gravity kinetic terms are covariant. In L2kin,
the 6th degrees of freedom of eµν are eliminated by the ad-
ditional gauge symmetries. In this subsection, we show that
even though the additional gauge invariances are broken in
L3kin = 1
4
√−g R(g)µν [µνeρρeσσ] d4x (87)
due to higher order interaction terms, there exist two con-
straints which can eliminate the 6th degree of freedom of the
second spin-2 field. To minimalize the number of degrees of
freedom, we impose the symmetric condition [17]
eµν = eνµ, (88)
as part of the definition of the model. In terms of the ADM
variables, the explicit expression of L3kin is
γ−1/2L3kin
= N(£nγij)(£nγkl)
[
(M1)
ijkl
+ e0
0(M2)
ijkl
+e0
me0
n(M3)
ijkl
mn
]
+N(£nγij)(£nekl)(M4)
ijkl
+(£nγij)Dk
[
Ne0
l(M5)
ijk
l
]
+NRij
[
(M6)
ij + e0
0(M7)
ij + e0
ke0
l(M8)
ij
kl
]
+NDiDj(M9)
ij , (89)
4 The no-go theorem [20] is evaded because one of the spin-2 kinetic terms
has a wrong sign. Another way to evade this no-go theorem is to introduce
additional fields [21].
where Mi are functions of the dynamical fields (γij , eij)
(M1)
ijkl = −1
4
γi[j(m1)
k]l − 1
2
(m1a)
ijkl , (90)
(M2)
ijkl =
1
4
γi[j(m3a)
k]l, (91)
(M3)
ijkl
mn =
1
4
γi[j(m3b)
k]l
mn, (92)
(M4)
ijkl = (−)1
2
(m1b)
ijkl
, (M5)
ijk
l =
1
2
(m2a)
i[jk]
l,
(93)
(M6)
ij = 0, (M7)
ij = (m3a)
ij , (94)
(M8)
ij
kl = (m3b)
ij
kl, (M9)
ij = −(m1)ij , (95)
and
(m1)
ij = γijek
[kel
l] − 2ei[jekk], (96)
(m1a)
ijkl = (−2)
[
em
m(γijekl − γikejl) + eikejl
+γikejmem
l − eijekl − γijekmeml
]
,
(97)
(m1b)
ijkl = 2[em
m(M0)
ijkl + (γikejl + eikγjl)
−(γijekl + eijγkl)], (98)
(m2a)
kijl
= (−4)(γkiejl − γkiγjlemm + ekiγjl), (99)
(m3a)
ij = γijel
l− 2eij, (m3b)ijkl = 2(M−10 )ijkl . (100)
A boundary term on the space-like boundaries are intro-
duced
∂µ[Nγ
1/2nµKij(m1)
ij ] (101)
to cancel the second order time derivative terms.
We can see the explicit expression of L3kin is considerably
more complicated than that of L2kin. Nevertheless, we can
derive the corresponding Hamiltonian
H3 = γ˙ijΠij + e˙ijπij − L3
= (−)Ne00
[
γ−1/2(πM−14 )ij(πM
−1
4 )kl(M2)
ijkl
+γ1/2Rij(M7)
ij
]
−(πM−14 )ijDk
[
Ne0
l(M5)
ijk
l
]
−Ne0me0n
[
γ−1/2(πM−14 )ij(πM
−1
4 )kl(M3)
ijkl
mn
+γ1/2Rij(M8)
ij
mn
]
−Nγ−1/2(πM−14 )ij(πM−14 )kl(M1)ijkl
+Nγ−1/2Πij(πM−14 )ij −Nγ1/2DiDj(M9)ij
+Πij(DiNj +DjNi)
+πij(NkDkeij + ekjDiN
k + eikDjN
k), (102)
7where the conjugate momenta are
Πij =
∂L3
∂γ˙ij
, πij =
∂L3
∂e˙ij
=
√
γ (£nγkl)(M4)
ijkl , (103)
a shorthand notation is used
(πM−14 )mn = π
ij(M−14 )ijmn, (104)
and M−14 is the inverse of M4
(M4)
ijkl(M−14 )klmn = δm
iδn
j . (105)
The main difference between the Hamiltonians of L2kin and
L3kin is that e0i are not Lagrange multipliers in the latter case.
This is due to the fact that L3kin has less gauge symmetries.
We also expect some secondary constraints of Lkin3 are of sec-
ond class.
The primary constraints come from the variables that do not
have time-derivative terms
ΠNi = ΠN = πe0i = πe00 = 0. (106)
The corresponding total Hamiltonian is
HT3 = H3 + λµ1 ΠNµ + λµ2 Πe0µ , (107)
where λµ1 , λ
µ
2 are Lagrange multipliers associated with the
primary constraints.
Secondary constraints are obtained from the requirement
that primary constraints are preserved in time. In the smeared
form, the secondary constraints are
C1[~α] =
ˆ
d3x
(
Πij£~α γij + π
ij
£~α eij
)
, (108)
C2[α] =
ˆ
d3x
{1
2
(πM−14 )ijDk
[
α e0
l(M5)
ijk
l
]
+αγ−1/2(πM−14 )ij(πM
−1
4 )kl(M1)
ijkl
−αγ−1/2Πij(πM−14 )ij + α γ1/2DiDj(M9)ij
}
,
(109)
C3[~α] =
ˆ
d3x
{
(πM−14 )ijDk
[
αl(M5)
ijk
l
]
+2αme0
n
[
γ−1/2(πM−14 )ij(πM
−1
4 )kl(M3)
ijkl
mn
+γ1/2Rij(M8)
ij
mn
]}
, (110)
C4[α] =
ˆ
d3xα
[
γ−1/2(πM−14 )ij(πM
−1
4 )kl(M2)
ijkl
+γ1/2Rij(M7)
ij
]
, (111)
where α(x) and αi(x) are test functions.
Since C3 involves the non-dynamical variables e0i, one can
in principle solve this equation and express e0i in terms of
the dynamical variables γij , eij , πij 5. We will not proceed
in this way to avoid making H3 highly nonlinear in π and
simply think of C3 as one of the secondary constraints arising
from the stability of primary constraints.
The Hamiltonian is a linear combination of the secondary
constraints
ˆ
d3xH3 = C1[N i]− C2[N ]− C3[Ne0i/2]− C4[Ne00],
(112)
To examine the existence of tertiary constraints, we should
compute time derivatives of secondary constraints. They are
the Poisson brackets of the total Hamiltonian and secondary
constraints. If they do exist, we should compute the time
derivatives of the tertiary constraints and repeat the same step
until no independent constraints are found.
Since the diagonal diffeomorphism invariance is not broken
in L3kin, there should be 8 first class constraints related to 4
gauge transformations. They eliminate most of the dynamical
variables in gµν and only 2 degrees of freedom are propagat-
ing dynamically.
For the components of the second symmetric spin-2 field
eµν , we know 4 of them are not dynamical, so eµν contains
at most 6 dynamical degrees of freedom. Let us remind the
reader that at the linearized level L3kin reduces to two lin-
earized Einstein-Hilbert terms. But there are more dynamical
degrees of freedom in eµν at the nonlinear level because the
second copy of gauge symmetries are broken by high order
interactions. This is analogous to massive gravity, where the
gauge symmetries of the linearized kinetic term are broken by
mass terms. The difference is that the additional gauge sym-
metries in L3kin are broken by high order interaction terms,
rather than mass terms.
In massive gravity, the 6th degree of freedom is known to
be ghost-like, which is called the Boulware-Deser ghost [14]
. One may suspect that in L3kin the 6th degree of freedom of
eµν is also dangerous. In fact, L3kin should be supplemented
by some mass terms, otherwise the helicity-1 modes in eµν
will become strongly coupled due to the lack of kinetic terms.
Therefore, L3kin is a natural kinetic term for a massive spin-2
field, together with a massless one. The 6th degree of freedom
in eµν is closely related to the Boulware-Deser ghost.
The ghost-like 6th degree of freedom in L3kin should not
be propagating. What are the constraints that can eliminate
this dangerous degree of freedom? The first one can be easily
identified with the secondary constraint C4[α], which is gener-
ated by the time derivative of the primary constraint πe00 = 0.
To eliminate the 6th degree of freedom, we need one more
constraint if C4[α] is related to a second class constraint. 6 In
dRGT massive gravity [3], the BD ghost is eliminated by a
5 Therefore, e0i are not gauge parameters. As C3 does not generate gauge
symmetry, we expect C3 is related to second class constraint.
6 To count the number of degrees of freedom, we need to derive all the
independent constraints from the stability of primary constraints. Then
we should compute the Poisson brackets among the constraints and di-
agonalize them to determine the numbers of first class and second class
constraints.
8secondary constraint and the corresponding tertiary constraint
[22]. We expect that the tertiary constraint generated by the
time derivative of C4[α] is the additional constraint we are
looking for. So our goal is to show that the smeared tertiary
constraint
C5[α] = {C4[α],
ˆ
d3xHT3(x)} ≈ 0, (113)
is an independent constraint and does not fix (N, N i, e00). In
this way, it eliminates at least one more dynamical variable in
the phase space.
It is straightforward to derive C5[α]. The result is long be-
cause Mi have complicated dependence on γij and eij . But
the real obstacle is that, from the explicit expression of C5[α],
we can not immediately figure out whether the tertiary con-
straint is an equation for the dynamical canonical variables,
which should not determine N , N i or e00 7.
This obstacle stems from the fact that the matrixM−14 in the
Hamiltonian H3 does not have a closed form expression. In
particular, the canonical momentum πij is always contracted
with M−14 because when we invert the relation between ve-
locity γ˙ij and momentum πij , M−14 is generated, making the
obstacle more formidable.
To derive the result of Poisson brackets, we also need to
compute the variation of M−14 with respect to γij and eij . We
make use of the identity below
δ(M−14 )
ijkl = (−)(M−14 )ijabδ(M4)abcd(M−14 )cdkl. (114)
which can be derived from the definition (105) of M−14 and a
symmetric property of M4
(M4)ijkl = (M4)klij . (115)
Therefore, C5[α] contains numerous terms involvingM−14 and
with more complicated index contraction than the terms in the
secondary constraints. It is not clear how to avoid the un-
wanted terms
(α∂N)(. . . ), (N∂α)(. . . ), (116)
(αD∂N)(. . . ), (ND∂α)(. . . ), (117)
in the result. For example, some typical unwanted terms are
(α∂iN)
[
γ−1/2 e0
i ej
j (M−14 )klm
m(M−14 π)
kf (M−14 π)
l
f
]
,
(118)
We will not carry out the full procedure, but only show that there are at
least two additional constraint equations for the (10 − 4) × 2 dynamical
variables of eµν . The number of independent constraints remains the same
after the diagonalization. The two additional constraints may be related to
first-class or second-class constraints, but at least 1 degree of freedom in
the 6 dynamical degrees of freedom of eµν is eliminated.
7 N , N i are gauge parameters, so they should be arbitrary. If this constraint
fixes e00, then this is an equation for e00 and does not eliminate the second
variable of the 6th degree of freedom.
(N∂iα)
[
γ1/2e0
iejk(M
−1
4 )
jklmRlm
]
, (119)
(αDi∂jN)
[
eik (M−14 π)k
j
]
, (120)
(NDi∂jα)
[
em
i ekl (M
−1
4 )
jmn
n(M
−1
4 π)
kl
]
. (121)
The unwanted terms do not involve N i and e00 due to the
following brackets
{C4[α], C1[~β]} = C4[−£~βα], (122)
{C4[α], C4[β]} = 0. (123)
Using these two brackets, the tertiary constraint becomes
C5[α] = C4[−£ ~Nα]−{C4[α], C2[N ] + C3[Ne0i/2]}, (124)
where the second term generates the unwanted derivative
terms of α and N mentioned above.
To make one step further, we notice that in the single metric
limit 8
eij → γij , (125)
M−14 has a closed form expression
(M4)
ijkl → (−)(M0)ijkl , (M−14 )ijkl → (−)(M−10 )ijkl.
(126)
In this limit, the second term of (124) is simplified
{C4[α], C2[N ] + C3[Ne0i/2]}
∣∣
eij→γij
=
ˆ
d3x
{
(αN)(πij + 2Πij)(Rij − 1
4
γij R)
+ (αN)
(1
2
e0
ie0
jπRij − 1
2
e0ie0
iπR+ e0ie0
iπjkRjk
−2e0ie0jπikRjk + 3
4
e0
ie0
jπijR
)
+2(αN)γ1/2(Rij − 1
2
Rγij)D
ie0
j
+γ−1/2∂k(αN)
[(1
8
π2 − 1
4
πijπ
ij
)
e0
k
−
(1
4
ππj
k − 1
2
πijπ
ik
)
e0
j
]
+γ−1(αN)
[
− 1
32
π3 +
3
16
ππijπ
ij − 1
4
πijπ
jkπk
i
+e0i e0
i
(− 1
16
π3 +
1
4
ππjkπ
jk − 1
4
πjkπ
klπl
j)
+e0
ie0
j
(1
2
πikπjlπ
kl − 3
16
πijπklπ
kl
−3
8
πi
kπjkπ +
5
32
πijπ
2
)
−Π
( 1
16
π2 − 1
8
πijπ
ij
)
+Πij
(1
4
ππij − 1
2
πikπj
k
)]
−1
2
C3[γij(α∂jN −N∂jα)]
∣∣∣
eij→γij
}
, (127)
8 This is a trivial single metric limit without a fixed fiducial metric.
9where the unwanted terms simply organize into
1
2
C3[~f(α,N, γ)]
∣∣∣
eij→γij
. (128)
We want to emphasize that the single metric limit is taken after
the Poisson bracket is computed.
In the single metric limit, it is clear that
• C5[α] is an independent constraint which involves cubic
momentum terms πππ, ππΠ,
• and C5[α] does not fix N in terms of the dynamical vari-
ables because N is always multiplied by the test func-
tion α.
We show that in the subspace of the phase space where eij and
γij coincide, the tertiary constraint C5[α] is an equation for the
dynamical variable. Together with the secondary C4[α], the
tertiary constraint C5[α] eliminates the 6th degree of freedom.
The spirit of the single metric limit is similar to the minisu-
perspace approximation: we consider a special subspace of
the phase space where the nonlinear structure is considerably
simplified and tests at the nonlinear level are possible. The va-
lidities of certain statements in these subspaces are only nec-
essary conditions, but non-trivial and beyond the linearized
level.
Interestingly, all the unwanted terms are absorbed into the
secondary constraint C3, which might be true beyond the sin-
gle metric limit. To verify this, we make use of the explicit
definition of M4−1
(−)[emm(M0)ijkl + (γikejl + eikγjl)
−(γijekl + eijγkl)](M4−1)klmn = δmiδnj , (129)
which can reduce the number of M−14 in C5[α]. After a long
computation, the unwanted terms (∼ 200 terms) do reduce to
− 1
2
C3[~f(α,N, γ)] (130)
without taking the single metric limit. Therefore, the indepen-
dent constraint in C5[α] reads
C¯5[α] =
{
C4[α/N ],
ˆ
d3xHT3
}
+ C4[£ ~N (α/N)]
−1
2
C3[~f(α/N,N, γ)] ≈ 0. (131)
The 6th degree of freedom of eµν is eliminated by
C4[α] ≈ 0, C¯5[α] ≈ 0. (132)
IV. GENERAL SITUATION
Now we are ready to discuss the general situation, where
the Lagrangian is a linear combination of three kinetic terms
and five potential terms
L = a1 LEH + a2 L2kin + a3 L3kin
+c1 L1pot + c2 L2pot + c3 L3pot
+c4 L4pot + c5 L5pot, (133)
and at least one of the coefficients of the novel kinetic term is
not zero
a2 6= 0 or a3 6= 0. (134)
As we discuss below, there are 2 types of bi-gravity mod-
els, which extend the main features of the two examples
L = L2kin and L = L3kin.
The definitions of the kinetic terms are the same as those in
the examples
LEH =
√−g R(g), (135)
L2kin = (−)1
4
√−g R(g)µν [µνeρρ] d4x, (136)
L3kin = 1
4
√−g R(g)µν [µνeρρeσσ] d4x, (137)
and the potential terms (6-10) are
L1pot =
√−g , (138)
L2pot =
√−g eµµ, (139)
L3pot =
√−g eµ[µeνν], (140)
L4pot =
√−g eµ[µeννeρρ], (141)
L5pot =
√−g eµ[µeννeρρeσσ]. (142)
In the local ADM frame, the explicit expression of the gen-
eral Lagrangian is
γ−1/2L = N(£nγij)(£nγkl)
[
(M1)
ijkl + e0
0(M2)
ijkl
+e0
me0
n(M3)
ijkl
mn
]
+N(£nγij)(£nekl)(M4)
ijkl
+(£nγij)Dk
[
Ne0
l(M5)
ijk
l
]
+NRij
[
(M6)
ij
+ e0
0(M7)
ij
+ e0
ke0
l(M8)
ij
kl
]
(143)
+NDiDj(M9)
ij
+N
[
e0
0M10 + e0
ie0
j (M11)ij +M12
]
, (144)
which is explicitly linear in N, N i, e00.
The matrices Mi are functions of the dynamical fields
(γij , eij)
(M1)
ijkl = −1
4
γi[j(m1)
k]l − 1
2
(m1a)
ijkl +
1
4
γi[j(m3c)
k]l,
(145)
(M2)
ijkl =
1
4
γi[j(m3a)
k]l, (146)
(M3)
ijkl
mn =
1
4
γi[j(m3b)
k]l
mn, (147)
(M4)
ijkl = (−)1
2
(m1b)
ijkl , (M5)
ijk
l =
1
2
(m2a)
i[jk]
l,
(148)
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(M6)
ij = (m3c)
ij , (M7)
ij = (m3a)
ij , (149)
(M8)
ij
kl = (m3b)
ij
kl, (M9)
ij = −(m1)ij , (150)
M10 =
5∑
n=2
cn (n− 1) ei1 [i1 . . . ein−2 in−2], (151)
(M11)kl =
5∑
n=3
cn (n− 1)(n− 2) e[i1 i1 . . . ein−3 in−3γk]l,
(152)
M12 =
4∑
n=1
cn ei1
[i1 . . . ein−1
in−1], (153)
and
(m1)
ij = 2a1γ
ij − a2(M0)ijklekl
+a3(γ
ijek
[kel
l] − 2ei[jekk]), (154)
(m1a)
ijkl = a2(γ
ijekl − γikejl)
−2a3
[
em
m(γijekl − γikejl) + eikejl
+γikejmem
l − eijekl − γijekmeml
]
,
(155)
(m1b)
ijkl = (−a2)(M0)ijkl
2a3[em
m(M0)
ijkl + (γikejl + eikγjl)
−(γijekl + eijγkl)], (156)
(m2a)
kijl
= (−a2)(M0)ijkl
−4a3(γkiejl − γkiγjlemm + ekiγjl), (157)
(m3a)
ij = −1
2
a2γ
ij + 2a3(M
−1
0 )
ijklekl, (158)
(m3b)
ijkl = 2a3(M
−1
0 )
ijkl, (159)
(m3c)
ij = a1γ
ij − a2(M−10 )ijklekl, (160)
The original Lagrangian is supplemented by boundary
terms on the space-like boundaries
∂µ[Nγ
1/2nµKij(m1)
ij ] (161)
to cancel the second order time derivative terms. They gener-
alize the York-Gibbons-Hawking term.
The Hamiltonian is derived by the Legendre transform
H = γ˙ijΠij + e˙ijπij − L
= (−)Ne00
[
γ−1/2(πM−14 )ij(πM
−1
4 )kl(M2)
ijkl
+γ1/2Rij(M7)
ij
+M10
]
−(πM−14 )ijDk
[
Ne0
l(M5)
ijk
l
]
−Ne0me0n
[
γ−1/2(πM−14 )ij(πM
−1
4 )kl(M3)
ijkl
mn
+γ1/2Rij(M8)
ij
mn + γ
1/2(M11)mn
]
−Nγ−1/2(πM−14 )ij(πM−14 )kl(M1)ijkl
+Nγ−1/2Πij(πM−14 )ij −Nγ1/2Rij(M6)ij
−Nγ1/2DiDj(M9)ij −Nγ1/2M12
+Πij(DiNj +DjNi)
+πij(NkDkeij + ekjDiN
k + eikDjN
k), (162)
where a shorthand notation is used
(πM−14 )mn = π
ij(M−14 )ijmn, (163)
and M−14 is the inverse of M4
(M4)
ijkl(M−14 )klmn = δm
iδn
j . (164)
The conjugate momenta are defined as
Πij =
∂L
∂γ˙ij
, πij =
∂L
∂e˙ij
=
√
γ (£nγkl)(M4)
ijkl, (165)
ΠNµ =
∂L
∂Nµ
= 0, πe0µ =
∂L
∂e0µ
= 0, (166)
where the last line contains 8 primary constraints.
To encode the information of primary constraints, we intro-
duce the total Hamiltonian
HT = H + λµ1 ΠNµ + λµ2 Πe0µ , (167)
where λµ1 , λ
µ
2 are Lagrange multipliers associated with 8 pri-
mary constraints.
The total Hamiltonian is a linear combination of con-
straints, so it vanishes on the constraint surface
HT ≈ 0. (168)
According to their Hamiltonian structures, the 4d bi-gravity
models involving novel kinetic terms are classified into two
types 9 :
9 This classification can be easily generalized to higher dimensions, where
more derivative terms are allowed. In Type A models, there is at most one
F vielbein in the wedge products.
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• Type A
a2 6= 0, a3 = c3 = c4 = c5 = 0, (169)
where the number of dynamical degrees of freedom is
#(Type A) = 2 + 2. (170)
• Type B
at least one of a3, c3, c4, c5 6= 0, (171)
where the number of dynamical degrees of freedom is
#(Type B) ≤ 2 + 5. (172)
The representative examples are L2kin and L3kin discussed
in the previous section, which respectively capture the charac-
teristic features of these two types of models.
A. Type A
Type A models describe two interacting, gauge invariant,
massless spin-2 fields. Both the primary and the secondary
constraints are of first-class. There are no more independent
constraints. Let us define the smeared secondary constraint as
C1[~α] = 1
a2
ˆ
d3xαi(x)
δ
δN i(x)
ˆ
d3yH(y), (173)
C2[α] = 1
a2
ˆ
d3xα(x)
δ
δN(x)
ˆ
d3yH(y)
−C3[Ne0i]− C4[Ne00/2], (174)
C3[~α] = 1
a2
ˆ
d3x
αi(x)
N(x)
δ
δe0i(x)
ˆ
d3yH(y), (175)
C4[α] = 1
a2
ˆ
d3x
2α(x)
N(x)
δ
δe00
ˆ
d3yH(y) (176)
Their Poisson brackets are the same as those in the case of
L2kin
{C1[~α], C1[~β]} = C1[£~α~β], (177)
{C1[~α], C2[β]} = C2[£~αβ], (178)
{C1[~α], C3[~β]} = C3[£~α~β], (179)
{C1[~α], C4[β]} = C4[£~αβ], (180)
{C2[α], C2[β]} = C1[~f(α, β, γ)] − C3[~f(α, β, e)], (181)
{C3[~α], C2[β]} = C4[£~αβ], (182)
{C4[α], C2[β]} = C3[~f(α, β, γ)], (183)
{C3[~α], C3[~β]} = {C3[~α], C4[β]} = {C4[α], C4[β]} = 0,
(184)
where the structure functions are given by
f i(α, β, kij) = kij(α∂jβ − β ∂jα). (185)
The Poisson brackets involving primary constraints vanish.
Therefore, both the primary and the secondary constraints are
first class constraints.
Type A models have (2+ 2) dynamical degrees of freedom
corresponding to two massless gravitons. The gauge symme-
tries are
• diagonal diffeomorphism invariance
δgµν = £ξgµν , δeµν = £ξeµν , (186)
• additional “diffeomorphism invariance"
δeµν = £ξ′gµν , (187)
• diagonal local Lorentz invariance
δEµ
A = ωB
AEµ
B, δFµ
A = ωB
A Fµ
B, (188)
• additional “local Lorentz invariance"
δFµ
A = ω′B
AEµ
B , (189)
where ξµ, ξ′µ are four vectors and ωBA, ω′BA are antisym-
metric. At the linear level, the two diffeomorphism in-
variances reduce to two sets of linearized symmetries of
the Lagrangians, which consists of two decoupled linearized
Einstein-Hilbert kinetic terms.
In the minisuperspace approximation, the right hand side of
{C4[α], C2[β]} = C3[~f(α, β, γ)] (190)
vanishes. It was speculated in [15] that the two commuting
Hamiltonian-like constraints are of first-class. Here we can
see this statement is indeed true and we have two sets of first
class constraints.
The nonlinear models in Type A have the same amount
of dynamical degrees of freedom as the linearized theories,
which contain two free massless spin-2 fields whose kinetic
terms have opposite signs.
B. Type B
In Type B models 10, the additional gauge symmetries are
broken by the derivative interaction of L3kin or the potential
interactions L3pot, L4pot, L5pot. A direct consequence is that
e0
i are not Lagrange multipliers in the Hamiltonian.
The smeared secondary constraints of Type B models are
C1[~α] =
ˆ
d3x
(
Πij£~α γij + π
ij
£~α eij
)
, (191)
10 For simplicity, we assume the symmetric condition [17] for eµν .
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C2[α] =
ˆ
d3x
{1
2
(πM−14 )ijDk
[
α e0
l(M5)
ijk
l
]
+αγ−1/2(πM−14 )ij(πM
−1
4 )kl(M1)
ijkl
−αγ−1/2Πij(πM−14 )ij + αγ1/2Rij(M6)ij
+αγ1/2DiDj(M9)
ij + αγ1/2M12
}
, (192)
C3[~α] =
ˆ
d3x
{
(πM−14 )ijDk
[
αl(M5)
ijk
l
]
+2αme0
n
[
γ−1/2(πM−14 )ij(πM
−1
4 )kl(M3)
ijkl
mn
+γ1/2Rij(M8)
ij
mn + γ
1/2(M11)mn
]}
, (193)
C4[α] =
ˆ
d3xα
[
γ−1/2(πM−14 )ij(πM
−1
4 )kl(M2)
ijkl
+γ1/2Rij(M7)
ij
+ γ1/2M10
]
. (194)
Then the Hamiltonian is a linear combination of the
smeared secondary constraints
ˆ
d3xH = C1[N i]− C2[N ]− C3[Ne0i/2]− C4[Ne00].
(195)
Now let us examine the smeared tertiary constraint
C5[α] = {C4[α],
ˆ
d3xHT(x)} ≈ 0. (196)
We expect that C5[α] is an independent constraint for the dy-
namical variables.
According to the definition of C5[α], we compute the com-
plete Poisson brackets, which is a lengthy result. When
a3 6= 0, C5[α] contains cubic momentum terms, so it can-
not be written as a linear combination of the secondary con-
straints. When a3 = 0, no cubic momentum term appears in
C5[α], but there is no apparent way to express C5[α] in terms
of other constraints. We conclude that C5[α] is an independent
constraint.
As before, C5[α] contains a lot of unwanted terms
(α∂N)(. . . ), (N∂α)(. . . ), (197)
(αD∂N)(. . . ), (ND∂α)(. . . ), (198)
but we expect them to be absorbed into 11
1
2
C3[~f(α,N, γ)]. (199)
11 When the coefficients of the symmetry breaking terms vanish, Type B mod-
els becomes Type A models. The presence of C3 in C5 is consistent with
(183).
It is difficult to directly check this statement in the general
case due to a proliferation of terms in C5[α]. However, in the
single metric limit eij → γij , the unwanted terms are greatly
simplified. In this limit, we are able to verify that they do
organize into C3.
Here we would like to discuss some general properties of
the diffeomorphism constraint. We can see the secondary con-
straints in C3 determine e0i in terms of the canonical variables
γij , eij , π
ij
. In addition, the quaternary constraint
C6[α] = {C5[α],
ˆ
d3xHT(x)} ≈ 0 (200)
is usually an equation for e00 because the Poisson bracket of
C4 and C5 does not vanish 12. Since e00, e0i are not arbitrary
functions, the diffeomorphism constraint 13 is modified such
that its Poisson brackets with other constraints only change
the test functions. In the smeared form, the diffeomorphism
constraint should be
Cdiff[~α] = C1[~α]+
ˆ
d3x (πe00£~α e0
0+πe0i£~α e0
i). (202)
Then Cdiff[α] generates an orbit in the phase space
{C1[~α], A} = −£~αA, (203)
whereA can be the canonical variables
A = γij , eij , e00, e0i, Πij , πij , πe00 , πe0i , (204)
but not the gauge parameters and their conjugate momenta.
The changes are the Lie derivatives of the canonical variables
along ~α. After integrating by parts, we have
{Cdiff[~α], Ci[~β]} = Ci[£~α~β], i = 1, 3 (205)
and
{Cdiff[~α], Ci[β]} = Ci[£~αβ], i = 2, 4. (206)
Therefore, the linear combinations of the primary and
secondary constraints in Cdiff[~α] are first class constraints.
This is analogous to the Hamiltonian structure of spatially
covariant gravity [23], where one of the first class constraints
is identified with a linear combination of the momentum
constraint and the lapse primary constraint.
Now we continue the counting of dynamical degrees of
freedom. We have two constraint equations C4 and C5 for
12 In Weyl gravity, the Poisson bracket {C5[α], C4[β]} vanishes, so e00 re-
mains arbitrary. The diffeomorphism constraint should not contain
pie00£~α e0
0. (201)
13 The diffeomorphism constraint corresponds to some first class constraints
which can be identified after the constraint brackets are diagonalized.
13
(2 + 6)× 2 dynamical variables. If they are related to second
class constraints, there are at most (2+5) degrees of freedom
because a second class constraint removes 1/2 degree of free-
dom. If C5 is related to a first class constraint, the number of
dynamical degrees of freedom will be at most (2 + 9/2) as a
first class constraint eliminates 1 degree of freedom. Usually,
a first class constraint is related to a gauge symmetry, then the
arbitrary gauge parameter will not appear in the constraints.
The primary constraint of the gauge parameter should be a
first class constraint and there are at most (2 + 4) dynamical
degrees of freedom.
A well-known example is Weyl gravity
LWeyl = R(E) ∧ E ∧ F + E ∧ E ∧ F ∧ F, (207)
which is conformal invariant and contains (2 + 4) degrees of
freedom. The independent part of the tertiary constraint
C¯5[α] =
ˆ
d3x
(
2Πi
i − πijDi∂j
)
α (208)
is related to the generator of conformal transformations
δγµν = 2αγµν , δeµν = −∇µ∂να. (209)
The non-dynamical variable e00 remains arbitrary. After diag-
onalizing the constraint brackets, C5 is supplemented by some
terms involving πe0i in order to preserve the equation for e0i
under a conformal transformation. Then we have one more
pair of first class constraints. Note that Weyl gravity is also
a nonlinear completion of Fierz-Pauli theory at the partially
massless points of the parameter space.
V. CONCLUSION
In summary, we show that the BD ghost can be removed
by additional constraints in the bi-gravity models with novel
kinetic terms. There are two important features of the general
Hamiltonian structure 14:
• The first key point is that the Hamiltonian is always lin-
ear in e00, so the time derivative of the primary con-
straint πe00 = 0 generates a secondary constraint
C4 = {πe00 ,
ˆ
d3xHT } ≈ 0, (210)
which does not contain e00. From the expression of the
secondary constraint, we know it is an equation for the
dynamical variables γij , eij , πij .
• The second key point is that in C4 the spatial deriva-
tive term is the Riemann curvature tensor of the induced
14 These two features originate in the antisymmetric structures in the La-
grangians and can be easily generalized to other dimensions.
metric γij . This indicates the Poisson bracket of C4[α]
and C4[β] vanishes
{C4[α], C4[β]} = 0, (211)
because C4 does not involve Πij , which is the conjugate
momentum of the induced metric.
If C4 is a first class constraint, it already eliminates 1 dy-
namical degree of freedom because of the first key point.
When C4 is related to a second class constraint, an indepen-
dent tertiary constraint C5 is generated by the time derivative
of C4. This tertiary constraint will not contain e00 due to the
second key point. The lapse function N and the shift vector
N i are gauge parameters associated with the diffeomorphism
invariance, so they will not appear in the constraint equations
15
. Then C5 is an equation for the dynamical variables 16. C5
could correspond to a first or second class constraint, but in
both cases at least 1 degree of freedom is removed by the two
constraints C4 and C5.
The general Hamiltonian structure of these bi-gravity mod-
els is analogous to Hassan-Rosen bi-gravity theory [4] . The
reason is that both of them are nonlinear completions of the
same linear theory, Fierz-Pauli massive gravity. As a result,
the degree of freedom eliminated by C4 and C5 is a nonlinear
Ostrogradsky’s scalar ghost, namely the Boulware-Deser
ghost.
We expect that the general constraint structure of the novel
two-derivative terms can be extended to any dimension
R
(
E
) ∧ E ∧ · · · ∧ E ∧ F ∧ · · · ∧ F (212)
and to the cases of novel higher-derivative terms
R
(
E
) ∧ · · · ∧R(E) ∧E ∧ · · · ∧ E ∧ F ∧ · · · ∧ F. (213)
For multi-gravity generalizations, we can introduce differ-
ent F (k). The Boulware-Deser ghost should be absent as well.
There are additional primary constraints for π(k)ij because they
are functions of £nγij . To understand the origin of these pri-
mary constraints, we can eliminate
e(k)µν = Eµ
AF (k)ν
BηAB , (214)
by their equations of motion, which is possible in most of the
cases. Then a multi-gravity theory with novel derivative terms
becomes a model of higher curvature gravity, so there are at
most two dynamical spin-2 fields. An interesting question is
whether the resulting higher derivative gravity model is more
general than that from a bi-gravity theory.
15 However, from the explicit expression of C5, it is not apparent that N is
unconstrained.
16 In Type B models, the Hamiltonian is quadratic in e0i, so the correspond-
ing secondary constraint can be solved and e0i are functions of the dynam-
ical variables.
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