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 Abstrakt 
Tato práce se zabývá neuronovým modelováním elektromagnetického pole uvnitř trupu 
malého letadla, které je sestaveno z kompozitních dílů. První část je věnována úvodu do 
problematiky neuronových sítí a rozboru jejich využití v modelování EMC malých letadel. 
Ve druhé části práce se věnujeme tvorbě jednoduchého EM modelu malého letadla. Model 
je tvořen dokonale vodivým obdélníkovým vlnovodem do jehož vnitřku vložíme dvě 
dielektrické přepážky představující kompozitní potah letounu. Vlnovod je zakončen 
bezodrazovou zátěží, čímž simulujeme volný prostor okolo letounu. Vlnovod budíme jak 
harmonickým signálem tak Gaussovým impulsem, čímž simulujeme dopad vertikálně 
polarizované elektromagnetické vlny z boku na trup letadla. S využitím numerické analýzy 
zkoumáme vliv elektrických parametrů vložených dielektrických přepážek na výslednou 
hodnotu intenzity pole ve třech bodech pozorování. 
Výstupem numerických analýz je soubor diskrétních hodnot intenzity pole pro různé 
elektrické parametry dielektrických přepážek. Abychom mohli sledovat vliv dielektrických 
přepážek na spojitém intervalu, využíváme dobré aproximační schopnosti neuronových sítí 
a vícerozměrného kubického splajnu. 
Poslední část práce je věnována návrhu neuronových struktur, které jsou na základě 
elektrických parametrů potahu letadla schopny odhadnout zda budou v bodech pozorování 
dodržena kritéria EMC. Na základě numerických analýz vytváříme trénovací a testovací 
množiny, na které trénujeme dva neuronové klasifikátory. Jako referenční metodu 
klasifikace volíme třídění podle nejbližšího souseda. 
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Abstract 
This thesis deals with neural modeling of electromagnetic field inside small aircrafts, witch 
can contain composite materials in their construction. Introduction to neural networks and 
its application in EMC of small airplanes is discussed in the first part of the text.  
In the second part of this thesis we design a simple EM model of small airplane. The 
airplane is simulated by two parallel dielectric layers (the left-hand side wall 
and the right-hand side wall of the airplane). The layers are put into a rectangular metallic 
waveguide terminated by the absorber in order to simulate the illumination of the airplane 
by the external wave (both of the harmonic nature and pulse one). Numerical analyses are 
performed to search the relations between the distribution of an electromagnetic field 
inside the aircraft and electric parameters of model walls. 
The results of numerical analyses are used to train two types of neural network. In this way 
we can obtain accurate continuous model of electromagnetic field inside the aircraft. For 
the comparison with neural networks a multi-dimensional cubic spline interpolation is 
provided also. 
Neural classifiers are also investigated. We use them for classification of imaginary 
composite materials in terms of EMC. The nearest neighbour algorithm is applied as a 
classic approach to problem of classification. 
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1 Úvod 
 Jedním z moderních trendů sportovního letectví je využití kompozitních dílů na nosné části 
konstrukcí a potahy malých sportovních letounů a ultralightů.  
Kompozitní materiály jsou vhodné pro jejich mechanické vlastnosti, jimiž jsou především 
pevnost, tuhost a zároveň malá hmotnost. Složité tvary zakřivených kompozitních součástí jsou 
mnohem snáze vyrobitelné s nesrovnatelně lepší kvalitou povrchu, což mimo jiné umožňuje snížit 
počet konstrukčních dílů a tak plnit i požadavky ekonomické [14]. 
Mechanickými vlastnostmi kompozity tedy v mnohém předčí součásti vyrobené z kovu. Jinak 
je tomu ale u vlastností elektromagnetických. Kovový plášť plnil zároveň funkci stínění vnitřního 
prostoru letadla a citlivých přístrojů. Kompozitní materiály se chovají jako dielektrikum s vlastní 
relativní permitivitou a malou vodivostí. Nachází-li se tedy letadlo v elektromagnetickém prostředí, 
elektromagnetické pole proniká do letounu a může ohrozit citlivé přístrojové vybavení. 
 Problémy způsobující elektromagnetické rušení a jejich předcházení se zabývá 
„elektromagnetická kompatibilita (EMC): schopnost elektrických a elektronických systémů, vybavení 
a přístrojů pracovat v určitém elektromagnetickém prostředí v rámci definovaných mezí bezpečnosti a 
plnit funkce na požadovaném stupni bez nadměrného zatěžování nebo nepřípustné degradace činnosti 
následkem elektromagnetického rušení.“ [4] 
Velikost i prostorové rozložení elektromagnetického pole uvnitř letounu závisí na mnoha 
faktorech. Mezi nejvýznamnější patří již zmíněné elektromagnetické vlastnosti materiálu, z něhož je 
letoun vyroben. Vliv má i úhel, pod kterým vlna dopadá na povrch letadla. Při úzkopásmovém signálu 
může dojít na rozhraní vzduch - kompozit k absolutnímu či částečnému odrazu. 
Ke splnění podmínek EMC musíme zvolit komplexní přístup, tj. uvažovat technologicky 
možných elektromagnetických vlastností použitých materiálů a optimalizovat rozmístění přístrojů tak, 
aby se nalézaly v oblasti výskytu nejmenších intenzit pole. Dojít k optimálnímu řešení metodou pokus 
omyl by bylo jistě finančně i časově vyčerpávající. To je hlavní motivace, proč rozložení 
elektromagnetického pole uvnitř letounu modelovat. 
V naší práci se budeme zabývat modelováním elektromagnetického pole  s využitím umělých 
neuronových sítí (Artifical Neural Network-ANN). Numerickou analýzou jednoduchého modelu 
malého letadla získáme trénovací množinu vzorů na níž neuronovou síť učíme. Neuronová síť poté 
s dostatečnou přesností odhaduje velikosti polí i mimo naučené vzory. Neuronový model je možné 
využít například při optimalizaci pro velmi rychlý výpočet kriteriální funkce. 
Z jiného úhlu pohledu na výše popsaný problém kompozitních materiálů, lze neuronové sítě 
využít ke klasifikaci materiálů z hlediska dodržení kritérií EMC v prostoru blízko citlivé avioniky 
letadla. Naučené neuronové klasifikátory dokáží při zadané maximální hodnotě intenzity pole a při 
zadaných elektrických parametrech potahu letounu rozhodnout, zda v místě pozorování budou 
překročeny maximální hodnoty intenzity pole. 
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1.1 Úvod do umělých neuronových sítí 
Umělé neuronové sítě jsou realizovány po vzoru biologických neuronových sítí. Základním 
stavebním blokem umělé neuronové sítě je neuron. Úkolem neuronu je sečíst vstupní signály, 
nelineárně je zpracovat a vytvořit tak signál výstupní. Neuronů existuje několik druhů. Všechny 
neurony v síti jsou buď stejné, nebo je síť tvořena jen několika druhy neuronů. Umělé neuronové sítě 
jsou pak tvořeny množinou vzájemně propojených neuronů [3]. 
Neurony v síti bývají organizovány do vrstev. Vstupy každého z neuronů ve vrstvě N jsou 
spojeny s výstupy všech neuronů v předchozí vrstvě a zároveň výstupy každého neuronu jsou spojeny 
se vstupy všech neuronů v následující vrstvě N+1. První vrstva se nazývá vstupní vrstvou, poslední 
vrstva sítě je vrstva výstupní. Vrstvy mezi vstupní a výstupní vrstvou jsou tzv. skryté vrstvy. Pro 
názornost je na obr. 1.1 uveden příklad jednoduché struktury neuronové sítě. 
 
 
 Signál se neuronovou sítí šíří paralelně. Proto mají NN velice krátkou dobu odezvy (v 
závislosti na realizaci sítě). Charakteristickou vlastností umělých NN je schopnost učení. To probíhá 
řízeným nastavováním síly vazeb mezi neurony, jež je realizováno změnou synoptických vah neuronů 
(weights). Tyto váhy se nastavují tak, aby síť reagovala na vstupní vzory (input patterns) 
odpovídajícími vzory výstupními (output targets). Váhy jsou měněny tak dlouho, dokud neklesne 
střední kvadratická chyba mezi odezvami požadovanými a skutečnými pod danou úroveň. Kromě vah 
se během učení mění i hodnota prahů (jakýsi stejnosměrný pracovní bod neuronu, který nezávisí na 
vstupních signálech). 
 
Obr. 1.2 Blokový diagram učení neuronové sítě 
Vezmeme-li si při definici prahu umělého neuronu za vzor biologický neuron, pak práh resp. 
prahová hodnota znamená bariéru, kterou musí vstupní signál neuronu překonat, aby se mohl dál šířit 
neuronovou sítí. Hodnota prahu tedy určuje, kdy je neuron aktivní resp. pasivní. V umělých NN se 
práh aktivně podílí na výstupu neuronu.  
Na začátku procesu učení jsou synoptické váhy nastaveny náhodně. Během učení poté 
přikládáme jednotlivé vstupní vzory a měníme váhy tak, jak již bylo řečeno výše. Na obr. 1.2 je 
naznačeno schéma procesu učení s učitelem. 
V současné době existuje celá řada různých druhů neuronových sítí a jejich implementací. 
Mohou se vzájemně lišit svojí architekturou, v typu použitých neuronů, mechanismem jejich učení a 
v dalších parametrech. 
 
W2,1(1) 
    W1,2(1) 
Wi,j(n) – synoptická váha mezi výstupem
i-tého neuronu ve vrstvě n a vstupem
j-tého neuronu ve vrstvě n+1 
bi(n) – práh i-tého neuronu ve vrstvě n         W1,3(1) 
        W2,3(1) 
        W2,2(1) 
b1(1) 
b2(1) 
b3(1) 
W1,1(2)
   W2,1(2) 
      W1,2(2) 
             W2,2(2) 
   W3,2(2) 
b1(2) 
b2(2) 
Obr. 1.1 Schéma jednoduché struktury neuronové sítě.
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Obr. 1.3 Modely neuronů 
 Různé typy modelu neuronu jsou uvedeny na obr. 1.3. McCullochův-Pittsův neuron je tvořen 
sumátorem (summing junction) a blokem aktivační nelineární funkce (activation function). Sumátor na 
počátku plní úkol sečtení všech vstupních signálů s příslušnými vahami, a k tomuto součtu přidává 
práh. Aktivační funkce v podstatě převádí hodnotu signálu z výstupu sumátoru na výstupní hodnotu 
neuronu. Většinou se jedná o omezení signálu (shora/zdola). Z toho také vyplývá, že jde o nelineární 
funkce. Existují a jsou používány i neurony s lineárními funkcemi, přičemž obecně typ použité funkce 
závisí na typu aplikace a umístění neuronu v síti. Často jsou užívány jiné funkce pro neurony ve skryté 
vrstvě, kde nejčastěji používáme bipolární sigmoidu, a jiné pro neurony ve výstupní vrstvě, kde 
opravdu závisí na aplikaci. Jedny z nejpoužívanějších aktivačních nelinearit jsou tedy např. skoková 
fce, sigmoidální, hyperbolicko tangenciální nebo gaussovská fce. 
 Rekurentní sítě obsahují zpětné vazby, díky nimž je možné modelovat setrvačné systémy a 
procesy. Nyní již výstupní signál neodpovídá jen signálu vstupnímu, ale také stavu, ve kterém se celý 
systém nalézá. Tyto sítě se dají popsat diferenciálními nebo diferenčními rovnicemi. 
Buňkové sítě mají takové uspořádání, kdy každý neuron komunikuje se svými sousedy. Tento 
druh NN bývá používán ke speciálním účelům. 
Existuje mnoho způsobů učení (trénování) umělých neuronových sítí. Hebbovo učící pravidlo 
je v současné době základem všech procesů učení. Vyplývá z myšlenky zesilování vazeb mezi 
současně aktivními neurony a zeslabování mezi neurony současně neaktivními, přičemž každý neuron 
může mít pouze dva stavy-aktivní a neaktivní. Toto pravidlo popisuje zákonitosti modifikace synapsí 
v nervových systémech živých organismů. 
Proces učení z obr. 1.2 se nazývá učení s učitelem. Tento způsob trénování využijeme při 
neuronovém modelování náhradního modelu letounu. Jde v podstatě o minimalizaci střední 
kvadratické chyby pomocí algoritmů, kterým se říká algoritmy se zpětným šířením chyby. 
Učení bez učitele (samoorganizace, self-organizing map) je založeno na schopnosti sítě 
rozpoznat podobnost mezi vektory vstupních dat. Při tomto procesu učení nejsou síti předkládány 
výstupní vzory. NN shlukuje vstupní vzory do určitých skupin (clusterů) podle podobnosti jejich 
obrazů na výstupu sítě. 
 Dobře naučená síť může být dobrým a hlavně velmi rychlým aproximátorem. Navíc využitím 
sítí tzv. reverzního modelování, můžeme síť využít k návrhovým účelům. Jako vstupní data zde 
použijeme např. frekvenční odezvy či vstupní impedance, a síť vrátí strukturu antény, popřípadě její 
fyzické rozměry. 
 
 
 
 
Grossbergův neuron 
 Σ    x 
  Σ 
  Σ 
adaptivní řízení 
  Σ 
chyba 
McCullochův-
Pittsův neuron 
adaptivní nelineární neuron 
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1.2 Jednoduchý EM model letounu 
Simulací náhradních EM modelů letounu se snažíme postihnout jevy vyskytující se při ozáření 
letounu elektromagnetickou vlnou. Protože jsou simulace realistických modelů letounu (struktury 
s přesnými tvary letounu) vysoce časově náročné, navrhli jsme zjednodušený 2D model: 
• Letoun modelujeme dvěma dielektrickými přepážkami, umístěnými do obdélníkového vlnovodu. 
Přepážky simulují levou a pravou stěnu letounu, elektromagnetické vlastnosti stěn simulují 
pronikání elektromagnetických polí do letounu kompozitními částmi, okny a štěrbinami. 
• Vlnovodem se šíří příčně elektrický vid TE10, který má vektor intenzity elektrického pole 
orientován ve svislém směru. Simulujeme tak rovinnou vertikálně polarizovanou vlnu dopadající 
kolmo na stěnu letounu. 
• Vlnovod je ukončen absorpční stěnou, která pohlcuje veškerou energii dopadající vlny. Tím 
simulujeme volný prostor, v němž se letoun nachází. 
• Šikmí dopad vlny respektujeme natočením dielektrických příček v rovině XY.  
Výhodou popsaného modelu je jednoduchost a schopnost postihnout základní 
elektromagnetické jevy (pronikání polí dovnitř letounu, vznik stojatého vlnění uvnitř letounu). 
Jednoduchý model lze díky přijatelné délce simulací parametrizovat a využít ke zkoumání souvislosti 
mezi elektromagnetickými jevy uvnitř letounu a elektrickými vlastnostmi dielektrických přepážek. 
 
Obr. 1.4 Jednoduchý EM model letounu 
  
V následující kapitole jsou popsány elektromagnetické analýzy výše popsaného modelu. 
K výpočtům rozložení elektromagnetického pole jsou využity programy COMSOL Multiphysics [1] a 
CST Microwave Studio [2]. Elektromagnetické pole ve struktuře je modelováno při harmonickém tak 
při pulzním buzení. 
 Ozařováním modelu letounu harmonickou vlnou můžeme simulovat vliv silných radiových 
vysílačů. Při pulsním se snažíme vystihnout situaci, kdy má vnější elektromagnetické pole impulsní 
charakter například při úderu blesku. 
V obou případech se soustředíme na výpočet rozložení pole uvnitř letounu v závislosti na 
elektrických parametrech dielektrických přepážek. 
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2 Numerická analýza jednoduchého modelu 
Uvažujeme dokonale vodivý kovový vlnovod, ve kterém vybudíme vid TE10. Ve vzdálenosti, 
kde již došlo k ustálení pole, vložíme do cesty vybuzené vlny přepážku, která bude představovat 
kompozitní potah letounu. Ve vzdálenosti několika vlnových délek λg vložíme druhou přepážku, která 
bude opět představovat povrch letadla. Počítáme rozložení elektromagnetického pole v příčném řezu 
trupu letounu (viz obr.1.4). 
Uvnitř i vně letounu uvažujeme vakuum. Elektrické parametry dielektrických přepážek 
(permitivita εr, ztrátový úhel tg δ) měníme a sledujeme vývoj elektromagnetické intenzity ve třech 
zvolených bodech P1 až P3.  
Magnetickou permeabilitu ponecháme konstantní μr=1 v celé struktuře, čímž se vyhneme 
nutnosti uvažovat magnetické vlastnosti částí našeho modelu. 
Na rozhraních mezi vzduchem a dielektrikem dojde částečně k odrazu a částečně k průchodu 
elektromagnetické vlny do druhého prostředí [17]. Odražená vlna od druhé přepážky a následná 
interference s postupnou vlnou způsobí stojaté vlnění ve směru osy y. 
2.1 Harmonická analýza 
 Pro harmonickou analýzu jednoduchého modelu letounu zvolíme frekvenci f = 7,0 GHz, která 
zaručuje šíření pouze dominantního vidu TE10 v obdélníkovém vlnovodu o šířce a = 22,86 mm. 
Podélné rozměry vlnovodu volíme s ohledem na délku vlny [17] 
mm
m
g 41,122
72,45
83,421
83,42
1
22
=
⎟⎠
⎞⎜⎝
⎛−
=
⎟⎟⎠
⎞
⎜⎜⎝
⎛−
=
λ
λ
λλ .  (2.1) 
 Úsek mezi buzením a levou stěnou je dlouhý l = l1 = 370 mm > 3 λg. Délka úseku mezi pravou 
stěnou letounu a absorbérem l2 = 180 mm již nemá vliv na výsledek simulace, jelikož veškerá energie 
vlny je absorbérem pohlcena. Tloušťku dielektrických stěn jsme volili d = 7 mm. Při parametrické 
analýze jednoduchého modelu jsme parametry dielektrika měnili v intervalech εr ∈ <3; 30> a 
tg δ ∈ <0,01; 1,00> s krokem Δεr = 0,25 a Δ tg δ = 0,025. 
 V programu COMSOL Multiphysics se dielektrické ztráty zohledňují zavedením měrné 
vodivosti dielektrika, kterou je třeba při parametrické analýze přepočítávat dle vztahu  
[ ]10 −⋅⋅= mStgr δωεεσ .  (2.2) 
Převod ztrátových veličin lze efektivně zajistit vložením vzorce 2.2 do položky constants-expression. 
Hustotu diskretizační sítě numerického modelu jsme volili dosti vysokou s ohledem na tenké 
dielektrické přepážky. Pozorovací body měly souřadnice P1H [–7 mm; 400 mm], 
P2H [0 mm; 600 mm] a P3H [5 mm; 743 mm]. Bod P3H jsme záměrně umístili těsně před druhou 
přepážku (v blízkosti stěn bývají umístěny kabelové rozvody). 
Na obr. 2.1 jsou vykresleny závislosti, vypočtené v programu COMSOL Multiphysics. 
Vidíme, že se zvětšujícím se ztrátovým úhlem tg δ téměř ve všech případech funkce Ez (εr ,tg δ) 
monotónně klesá. Zvyšující se ztráty totiž snižují amplitudy vln, které se mezi přepážkami skládají. 
Naopak v závislosti na εr vykazuje závislost intenzity pole zřetelné globální maximum 
v oblasti εr = 16. V bodě P3H funkce Ez (εr ,tg δ) dokonce osciluje. Změnou permitivity totiž 
ovlivňujeme fázové poměry v modelu, což se projevuje vznikem uzlů a kmiten v prostoru mezi 
přepážkami. 
 - 7 - 
  
 
 
 
Obr. 2.1  Závislost velikosti vertikální složky intenzity elektrického pole na velikosti relativní 
permitivity a ztrátového úhlu přepážek v bodech P1H (vlevo nahoře), P2H (vpravo nahoře),  
P3H (vlevo dole), vpravo dole potom závislost stejné veličiny  při konstantní tg δ=0,01 . 
Na obr. 2.1 můžeme pozorovat vývoj intenzity pole na širším intervalu rozmítaných hodnot εr. 
Stejné fázové poměry ve struktuře se při vyšších hodnotách elektrické permitivity opakují. 
2.2 Časová analýza 
 Harmonickou analýzu jsme využili k modelování ozařování letounu ze silných rádiových 
vysílačů, které vyzařují signál modulovaný na harmonickou nosnou. Modelováním struktury v časové 
oblasti se snažíme vystihnout situaci, při které má vnější rušivé elektromagnetické pole impulsní 
charakter (např. blesk). V  bodech pozorování počítáme maximální hodnotu elektrické intenzity a 
hodnotu efektivní. 
Model letounu je ozařován Gaussovým impulsem na harmonické nosné. Šířka impulsu tg i 
frekvence nosné f0 jsou zvoleny tak, aby se strukturou šířil pouze dominantní vid. 
Body pozorování P1I až P3I umístíme s ohledem na rozložení efektivní hodnoty intenzity 
elektrického pole v příčném řezu letadla (viz obr. 2.2). Vycházíme z numerického modelu struktury 
v časové oblasti v programu COMSOL Multiphysics pro εr = 14 a tg δ = 0.01. Snažíme se tak 
identifikovat body, ve kterých dochází během působení elektromagnetického impulsu ke konstruktivní 
interferenci (vlny se sčítají ve fázi). Obr. 2.2 ukazuje, že body pozorování je třeba umístit blízko 
dielektrickým přepážkám; zvolili jsme tedy P1I [0 mm; 358 mm], P2I [0 mm; 600 mm] 
a P3I [0 mm; 720 mm]. 
Pro časovou analýzu jsme využili program CST Microwave Studio. Budící impuls jsme 
nastavili tak, aby se jeho spektrum shodovalo s pásmem jednovidovosti modelu (minimální kmitočet 
fmin = 7,216 GHz, maximální kmitočet fmax =13,00 GHz). Výkon budícího portu je standardně nastaven 
na Pin = 1 W. Při parametrické analýze měníme parametry přepážek v mezích εr ∈ <8; 22> a 
tg δ ∈ <0,01; 0,5>. 
 - 8 - 
 
 
Obr. 2.2  Závislost efektivní hodnoty vertikální složky intenzity elektrického pole 
na podélné souřadnici. 
Na obr. 2.3 je zobrazena závislost efektivní hodnoty intenzity na elektrických vlastnostech 
přepážek, obr. 2.4 zobrazuje závislost maximální hodnoty intenzity. Efektivní hodnotu jsme počítali 
podle vztahu 
( ) [ ]10
2
−⋅=
∫
mV
T
dttE
E
T
z
zef .  (2.2) 
Maximální hodnotou intenzity rozumíme nejvyšší hodnotu intenzity elektrického pole, zaznamenanou 
během doby pozorování T uvnitř struktury. 
 
 
 
 
Obr. 2.3  Závislost efektivní hodnoty svislé složky 
intenzity elektrického pole na velikosti 
relativní permitivity a ztrátového úhlu 
přepážek v bodech P1I (vlevo nahoře), P2I 
(vpravo nahoře) a P3I (vlevo dole). 
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Jak maximální tak efektivní intenzity pole s rostoucími ztrátami klesají. Závislost na 
permitivitě je opět nemonotónní, neboť permitivita ovlivňuje fázové poměry ve struktuře. Jelikož 
budící Gaussův impulz obsahuje ve svém spektru celou řadu harmonických (na rozdíl od jediné 
frekvence při harmonické analýze), vykazují průběhy pozvolnější charakter. 
 
  
 
Obr. 2.4  Závislost maximální hodnoty svislé 
složky intenzity elektrického pole na 
velikosti relativní permitivity a ztrátového 
úhlu přepážek v bodech P1I (vlevo nahoře), 
P2I (vpravo nahoře) a P3I (vlevo dole). 
Ve vybraných bodech jsme pro srovnání stejnou strukturu modelovali v programu COMSOL 
Multiphysics. Na obr. 2.5 vidíme odezvu modelů v časové oblasti pro bod P1I. 
 
Obr. 2.5 Porovnání modelů COMSOL Multiphysics a CST Microwave Studio v časové oblasti. 
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Obr. 2.5 ilustruje vývoj elektrické intenzity v časovém intervalu t∈<0;20 > ns v bodě P1I . 
Zvýrazněné časové okamžiky t1=2,4ns, t2=5,4ns  a  t3 =8,4ns mají následující význam, první impuls je 
způsoben přímou vlnou procházející skrze první přepážku, v čase t2  a  t3  do bodu P1I  přicházejí 
impulsy odražené od druhé dielektrické desky. Zároveň můžeme pozorovat, jak ve struktuře s časem 
klesá množství energie. Ustálení energie ve struktuře je ukazatelem pro ukončení simulace. 
Tabulka 2.1 porovnává hodnoty získané simulacemi vlnovodu v obou programech. Porovnání 
výsledků ukazuje, že výpočty v obou programech vzájemně korespondují. Hodnoty intenzity 
elektrického pole v tabulce 2.1 udáváme v jednotkách [V·m-1]. 
 
CST Microwave Studio COMSOL Multiphysics  
 td δ \ εr 12 15 18  td δ \ εr 12 15 18 
0,1 113,7 104,5 94,1 0,1 125,0 114,5 104,0 
P1I 
0,3 81,8 53,9 47,6 
P1I 
0,3 70,4 62,5 56,4 
0,1 95,5 89,4 83,6 0,1 103,3 97,4 90,6 
P2I 
0,3 53,4 46,9 41,5 
P2I 
0,3 59,5 53,4 48,0 
0,1 107,2 104,2 95,5 0,1 114,9 110,1 103,5 
P3I 
0,3 60,0 52,9 46,4 
P3I 
0,3 66,9 60,5 54,5 
Tabulka 2.1 Porovnání efektivní hodnoty elektrické intenzity 
vypočítané programy COMSOL Multiphysics a CST Microwave Studio. 
2.3 Simulace šikmého dopadu elektromagnetické vlny 
 Jednoduchý model letounu podrobíme úpravě spočívající v pootočení dielektrických desek 
o úhly α = 45º a α = 60º. Tímto způsobem chceme simulovat případ nekolmého dopadu 
elektromagnetické vlny z boku na trup letounu. 
 Vycházíme ze simulací kolmého dopadu vlny, z nichž jsme vyvodili monotónní pokles 
elektrické intenzity pole v bodech P1 až P3 při vzrůstajícím ztrátovém úhlu dielektrika tg δ. 
Při parametrické analýze tak měníme pouze hodnoty εr dielektrických přepážek, ztrátový úhel 
uvažujeme konstantní  tg δ=0,01. Buzení vlnovodu i přizpůsobená zátěž na jeho konci jsou shodné 
s předchozími modely kolmého dopadu. Simulace byly spuštěny s natočením obou desek o 45º a 60º  
vůči jejich výchozí orientaci v případě kolmého dopadu.  
Šíření harmonické vlny skrze šikmou přepážku ilustruje obr. 2.6. Záměrně je znázorněna 
absolutní hodnota elektrické intenzity, abychom vystihli formování stojatého vlnění uvnitř přepážky.  
 Se vzrůstající hodnotou εr dochází uvnitř přepážky ke zkrácení vlny a stojatému vlnění ve 
směru podél přepážky. V případě nízkých hodnot εr se vlna zkrátí jen málo a pole uvnitř přepážky 
plynule navazuje na pole prázdného vlnovodu, což způsobuje vysoký přenos elektromagnetické 
energie viz. obr. 2.6 a).   
 Při dalším zvyšování εr je vlna vedena přepážkou. Uvnitř přepážky se objeví stojaté vlnění, 
jehož charakter (počet půlvln podél přepážky) odpovídá velikosti εr. Jestliže je εr takové, že na 
koncích přepážky dojde k navázání pole přepážky a pole prázdného vlnovodu, dochází k vysokému 
přenosu energie, určitému druhu sériové rezonance (viz. 2.6 b). Naopak, existují hodnoty εr  při 
kterých nedojde k vybuzení přepážky, vlna se od přepážky odráží a přenos je tak minimální (viz 2.6 c). 
Obě podmínky se opakují se vzrůstajícím εr, což vysvětluje opakující se maxima a maxima elektrické 
intenzity na obr. 2.7. 
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a) 
 
b) 
 
                c) 
 
Obr. 2.6 Detail na oblast přepážky - absolutní hodnota elektrické intenzity pole při α =60º, 
εr=3,5 (a); εr=20,7 (b); εr=22,5 (c). 
Na obr. 2.7 můžeme sledovat snižující se intenzity pole se vzrůstajícím úhlem dopadu 
harmonické vlny. Dále pak vidíme klesající tendenci závislosti elektrické intenzity na velikosti 
relativní permitivity přepážek. Pro úhel dopadu α=60º je na obr. 2.7 vyznačena dvojice minima a 
maxima odpovídající rozložení amplitudy elektrické intenzity z obr. 2.6 b) a c). 
Obr. 2.7 Závislost amplitudy  vertikální složky 
elektrické intenzity  pole Ez na velikosti 
relativní permitivity  přepážek v boděP2H  při 
úhlu dopadu vlny α=0 º (vlevo nahoře), α=45 º 
(vpravo nahoře) a α=60º (vlevo dole).     
 
směr šíření 
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Obr. 2.8 Závislost efektivní hodnoty elektrické 
intenzity pole Ez na velikosti relativní 
permitivity  přepážek v bodě P2I  při úhlu 
dopadu vlny α=0 º (vlevo nahoře), 
α=45º (vpravo nahoře) a α=60º (vlevo dole). 
 
Obr. 2.9 Závislost maximální hodnoty elektrické 
intenzity pole Ez na velikosti relativní 
permitivity  přepážek v boděP2I  při úhlu 
dopadu vlny α=0º (vlevo nahoře), 
α=45º (vpravo nahoře) a α=60º (vlevo dole). 
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 Výsledky časové analýzy modelu při nekolmém dopadu uvádíme na obr. 2.8 a obr. 2.9. Pro 
vystižení vývoje efektivní hodnoty elektrické intenzity jsou průběhy vypočtené v programu CST 
Microwave Studio doplněny o polynomiální aproximace. 
 Při nekolmém dopadu vlny se zmenšuje průměrná energie pole vypočtená v bodě P2I. 
Vzrůstající εr má vliv na snížení elektrické intenzity zejména v případě většího úhlu dopadu α=60º.  
 Natočení přepážek ovlivňuje vývoj elektromagnetického polev bodech pozorování. Simulace 
v časové i kmitočtové oblasti ukazují, že úhlem natočení α  dochází ve většině případů ke snížení 
intenzity pole ve zvolených bodech uvnitř vlnovodu. 
V následující kapitole budou výsledky numerických výpočtů využity jako vzory pro 
neuronové modely polí v letadle a neuronové modely přenosové funkce draku letounu.  
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3 Modely přenosové funkce 
Výsledkem numerických analýz, popsaných v kapitole 2, jsou závislosti amplitudy intenzity 
pole (harmonická analýza) nebo závislosti efektivní a maximální hodnoty pole (časová analýza) na 
elektrických vlastnostech draku letounu. Zobecněním závislostí můžeme dospět k funkci 
( )δε tg,rii EE =  , (3.1) 
která na základě parametrů draku εr a tg δ vrací odhad velikosti pole v bodech pozorování 
(např. v místě instalace citlivé avioniky letounu). Velikost intenzity pole je vztažena k jednotkovému 
buzení, uvažovanému v numerických modelech. Na základě znalosti funkce (3.1) a znalosti velikosti 
intenzity budicího pole pak můžeme odhadnout absolutní velikost pole v daném místě. Proto budeme 
(3.1) považovat za přenosovou funkcí draku. 
Výstupem numerických analýz je soubor diskrétních hodnot intenzity pole pro konkrétní 
dvojice [εr; tg δ]. Abychom mohli sledovat vliv parametrů přepážek na spojitém intervalu, je zapotřebí 
vypočtené diskrétní hodnoty vhodně aproximovat či interpolovat. Za tím to účelem využíváme dobré 
aproximační schopnosti dopředné neuronové sítě a kubického splajnu. Jako alternativu k dopředným 
neuronovým sítím využíváme radiální neuronovou síť. 
 3.1 Vícevrstvá neuronová síť 
Tato podkapitola je věnována neuronovému modelování přenosové funkce. Dopředná 
neuronová síť je učena na vytvořenou trénovací sadu. Neuronový model je vytvořen v prostředí 
MATLABu s využitím NN Toolboxu. 
Tvorbu neuronového modelu můžeme shrnout do následujících bodů: 
1. Volba počtu neuronů ve vrstvách a volba počtu vrstev skrytých 
Počet neuronů ve vstupní a výstupní vrstvě odpovídá počtu vstupních a výstupních parametrů. 
V našem případě můžeme vytvořit dvě varianty sítě: 
• Tři vstupní neurony (permitivita, ztrátový úhel, index bodu pozorování), jeden výstupní neuron 
(intenzita v daném bodě pozorování). 
• Dva vstupní neurony (permitivita, ztrátový úhel), tři výstupní neurony (intenzita ve třech bodech 
pozorování). 
Počet skrytých vrstev volíme dle [3] a [6] na 2 až 3. Počet neuronů ve skrytých vrstvách je v úzké 
souvislosti s podobou trénovací množiny (množství trénovacích vzorů, charakter aproximované 
funkce). Využíváme funkce tzv. úzkého hrdla k eliminaci parazitních zákmitů aproximační funkce a 
sledujeme počet efektivně využitých volných parametrů sítě (prahů a vah). 
2. Vytvoření trénovací množiny 
Kvalita sady učebních vzorů velkou měrou ovlivňuje výslednou přesnost neuronového modelu. 
Proto je třeba tvorbě trénovací množiny věnovat pozornost. Po prvotním natrénování sítě sledujeme 
chybu aproximace nad celým prostorem vstupních parametrů, a to i mimo trénovací vzory. 
V oblastech, kde chyba sítě přesahuje požadovanou úroveň, zvětšujeme hustotu trénovacích vzorů. 
Přitom sledujeme relativní změnu funkční hodnoty aproximované funkce mezi dvěma sousedními 
výstupními vzory. 
Obr. 3.1 ilustruje rozmístění učebních vzorů pro síť aproximující výsledky harmonické analýzy 
modelu letounu v bodě pozorování P3H. 
3. Trénování sítě 
Pro realizaci neuronové sítě a její trénování využijeme program MATLAB a jeho Neural 
Network Toolbox [8]. Pro trénování sítě využíváme Levenbergův-Marquardtův algoritmus a 
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Bayesovskou regularizaci. První algoritmus rychleji konverguje, ale častěji dochází k zákmitům 
natrénované sítě. Bayesovská regularizace jednak mění rychlost konvergence učícího procesu, čímž se 
snaží předejít zákmitům sítě, ale také vrací informaci o počtu efektivně využitých parametrů. 
4. Testování sítě 
Natrénované neuronové síti je předložena testovací množina, která také obsahuje body mimo 
naučené vzory. Odezvu sítě poté porovnáváme s numerickým modelem a získáme tak velikost chyby 
aproximace mimo učební vzory. Je-li síť nedostatečně přesná, vracíme se do bodu 2 nebo 1. 
 
Obr. 3.1 Tvorba učebních vzorů pro trénování neuronové sítě. 
Černé body označují učební vzory, barevný reliéf odezvu neuronové sítě pro bod P3H. 
Výše popsaným způsobem byly navrženy tři neuronové sítě pro aproximaci přenosové funkce modelu 
draku letounu: 
• Velikost amplitudy intenzity elektrického pole je aproximována v bodech P1H až P3H v závislosti 
na parametrech εr a tg δ na spojitém intervalu εr∈ <3; 30> a tg δ ∈ <1; 0,01> při harmonickém 
buzení. 
• Efektivní hodnota intenzity elektrického pole je aproximována v závislosti na parametrech εr a tg 
δ na spojitém intervalu εr ∈ <8; 22> a tg δ ∈ <0,01; 0,5> při buzení Gaussovým impulsem. 
• Maximální hodnota intenzity elektrického pole je aproximována v závislosti na parametrech εr a 
tg δ na spojitém intervalu εr ∈ <8; 22> a tg δ ∈ <0,01; 0,5> při buzení Gaussovým impulsem. 
Postup návrhu neuronového modelu s vícevrstvou neuronovou sítí popsaný v bodech 1. až 4. lze 
principielně využít při tvorbě libovolného dopředného neuronového modelu, kterým je i radiální síť. 
Následující část textu podrobněji popisuje námi využité přístupy k dosažení neuronového modelu 
s minimální chybou mimo naučené vzory a minimálním počtem učebních vzorů. 
3.1.1 Výběr vhodného uspořádání neuronové sítě  
Abychom využili funkci tzv. úzkého hrdla je nutné navrhovat síť s počtem minimálně tří 
skrytých vrstev. Naše modely obsahují právě tři skryté vrstvy. Z literatury [3] totiž vyplývá, že další 
zvyšování počtu vrstev nevede na znatelné zlepšení kvality sítě. Počet neuronů ve skrytých vrstvách je 
do značné míry experimentální záležitostí (volí se s ohledem na počet učebních vzorů), přičemž 
ukazatelem správné volby může být počet efektivně využívaných parametrů, průběh střední 
kvadratické chyby sítě během učebního procesu a samozřejmě výsledná chybovost modelu mimo 
naučené vzory. 
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Neuronový model velikosti amplitudy intenzity elektrického pole při harmonickém buzení je 
navržen s počtem 9-6-9 neuronů v první, druhé a třetí skryté vrstvě. Skryté vrstvy modelů efektivní a 
maximální hodnoty intenzity pole obsahují počty 8-4-8 neuronů. 
Varianta sítě se třemi výstupními neurony je možná pouze u modelů efektivní a maximální 
hodnoty intenzity elektrického pole. V tomto případě si jsou aproximované průběhy tendenčně dosti 
podobné a tudíž je možné pro trénování sítě využít stejných dvojic [εr, tg δ] ve všech bodech 
pozorování P1I až P3I. 
Dva druhy neuronových sítí (s jedním a se třemi výstupními neurony) dosahují srovnatelné 
přesnosti (viz obr. 3.2). Nicméně první varianta dosahuje přesnějších výsledků s menším počtem 
neuronů ve skrytých vrstvách. Původně zamýšlené zrychlení neuronového modelu zavedením třech 
výstupních neuronů je vykoupeno větším počtem neuronů ve skrytých vrstvách. 
  
Obr. 3.2  Chyba aproximace přenosové funkce draku letounu  pro impulzní ozařování 
(efektivní hodnota) v bodě pozorování P2I : síť se 3 vstupy a 1 výstupem (vlevo), síť se 2 vstupy a 3 
výstupy (vpravo). 
Naopak, ke snížení počtu neuronů sítě vede zavedení vazeb i mezi nepřímo sousedícími 
vrstvami (Jumping connections) [5], jak ukazuje obr. 3.3. Zvýší se tím počet volných parametrů sítě. 
Nevýhodou tohoto přístupu je obtížnější učení struktury a tím pádem i větší chybovost modelu 
v našem případě až dvojnásobná ve srovnání s klasickou strukturou. Vzhledem k tomu, že klademe 
důraz především na přesnost modelů, shledáváme tuto alternativu pro náš účel za nepříliš vhodnou. 
 
 
Obr. 3.3 Struktura neuronové sítě s přídavnými vazbami;Obrázek je převzat z programu 
MATLAB. 
3.1.2 Ladění učební množiny  
Následující část textu je věnována tvorbě vhodné učební množiny. Navrhli jsme dva algoritmy 
s jejichž využitím by bylo možné tvorbu učební množiny ulehčit. Oba programy jsme testovali na 
jednorozměrném problému. Účelem bylo najít vhodnou učební množinu neuronové sítě aproximující 
funkci 
2)4(1
10)( ++= xxf .   (3.2) 
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Relativní změny funkčních hodnot jsou dobrým vodítkem k minimalizaci chyby modelu. 
Navíc jsou vzory přidávány pouze na místa v okolí prudkých změn aproximované funkce [6]. Tím se 
předejde nadbytečnému počtu vzorů což vede na menší počet neuronů ve skrytých vrstvách. Relativní 
změnu funkční hodnoty počítáme dle následujícího vztahu 
[ ])()(
2
1
)()(
100
1
1)(
+
+
+
−=
ii
iix
n
xfxf
xfxf
fδ .  (3.3) 
 
Ještě větší redukce učebních vzorů lze dosáhnout s využitím odhadu druhé derivace 
aproximované funkce. Na základě tohoto odhadu se oblastem s malou diferencí přiřadí větší povolená 
relativní změna funkční hodnoty. Výsledky automatického ladění učební množiny vidíme na obr. 3.4. 
 
Obr. 3.4 Učební množiny vytvořené 
algoritmem pracujícím s relativní změnou 
funkční hodnoty(vlevo nahoře) a programem 
pracujícím s odhadem druhé derivace 
aproximované funkce(vpravo 
nahoře).Kolečka označují vzory počáteční 
učební množiny křížky potom 
optimalizovanou učební množinu. Vlevo dole 
je znázorněn průběh relativní změny funkční 
hodnoty pro 5 iterací programu.     
 
 Na ilustrujícím obr.3.4 pozorujeme výstupy dvou generátorů učebních vzorů. Vstupem těchto 
algoritmů je výchozí množina učebních vzorů např. ekvidistatntně navzorkovaná aproximovaná 
funkce a výstupem optimální množina učebních vzorů. 
 U algoritmu využívající pouze odhad relativní změny funkční hodnoty pozorujeme velký 
počet vzorů výstupní učební množiny v oblastech s nízkou funkční hodnotou (vede na nízké číslo ve 
jmenovateli (3.3)). Jak vidíme na obr. 3.4 zahrnutí odhadu druhé derivace do algoritmu tento problém 
řeší.  
Na druhou stranu, při řídké hustotě vzorů výchozí množiny je výpočet druhé diference hrubým 
odhadem derivace, což způsobuje nerovnoměrnosti v rozložení vzorů. Ještě větší problém přináší 
aproximované funkce s nevhodným chováním druhé derivace např. s lineárními oblastmi nebo funkce 
oscilačního charakteru. 
 K prověření funkčnosti algoritmu jsme natrénovali celkem 8x103 neuronových sítí (učení je do 
jisté míry náhodný proces). Všechny naučené sítě jsme porovnali s analytickou funkcí (3.2) 
na intervalu  <-20;20> a zaznamenaly maximální chybu neuronového modelu. 
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 Na obr. 3.5 pozorujeme, že se zmenšující se relativní změnou funkční hodnoty aproximační 
funkce (hustší množina učebních vzorů) klesá střední hodnota maximální chyby neuronového modelu. 
Zároveň klesá i rozptyl maximální chyby. Sítě naučené na vzory dle (3.3) budou s velkou 
pravděpodobností vykazovat malou chybu aproximace. 
  
 
Obr. 3.5 Odhad rozložení  pravděpodobnosti maximální chyby neuronové aproximace 
 
a) 
 
b) 
Obr. 3.6 Relativní změny mezi učebními vzory sítě aproximující efektivní hodnotu intenzity 
elektrického pole: a) při změně  parametru tg δ, b) při změně parametru εr. 
Na obr. 3.6 uvádíme relativní změny funkčních hodnot mezi sousedními učebními vzory 
modelu přenosové funkce draku při impulsním ozařování. Ve směru parametru tg δ přesahují relativní 
změny doporučenou úroveň 10-ti procent (δp tg δ > 40%) [6]. V grafu na obr. 3.5  se pohybujeme 
přibližně po červené křivce, tudíž dosáhneme nejmenších chyb s malou pravděpodobností. Neuronové 
modely lze dále zpřesňovat rozšířením učební množiny o nové vzory, čemuž se ovšem snažíme 
vyhnout z důvodu časové náročnosti numerické analýzy. 
 
Při „ručním“ vkládání nových vzorů na základě vyčíslení chyby aproximace můžeme využít 
funkci sortrows v MATLABu, která seřadí matici vstupních vzorů. Správná konvergence 
trénovacího algoritmu je totiž mimo jiné závislá také na pořadí předkládaných vzorů. Trénovací 
množinu jsme seřadili podle prvků tg δ, což jsme experimentálně shledali jako nejlepší. Literatura [8] 
udává obecné doporučení řadit učební prvky podle jejich kvadratické odchylky od střední hodnoty 
vstupních vzorů od největších po nejmenší.  
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3.1.3 Učení a finální ladění neuronové sítě  
Neuronové sítě jsou učeny na 1152 vzorů v případě modelu velikosti amplitudy a 315 vzorů 
pro modelování efektivní a maximální hodnoty intenzity pole. 
Pro rychlé a zároveň přesné natrénování sítě využíváme Levenbergův-Marquardtův 
algoritmus, který efektivně minimalizuje hodnotovou funkci (Performance Function). Během 
trénování našich modelů minimalizujeme střední kvadratickou chyby sítě přes všechny vzory 
(Mean Squared Error) [7] 
( )( )∑
=
−=
p
i
ii gtp
MSE
1
21 p , (3.4) 
kde g(pi) je odezva sítě na i-tý předložený vzor, ti je požadovaná odezva sítě a p je počet prvků učební 
množiny. Z kriteriální funkce 3.4 vyplývá, že naučená síť bude mít minimální chybu odezvy na učební 
množinu. Chyba sítě mimo učební vzory (chyba odezvy na testovací sadu) může být přesto dosti 
vysoká vlivem již zmíněné oscilace sítě. 
 Schopnost sítě správně vyhodnotit neznáme vstupní prvky (Generalization) můžeme zajistit 
dvěma způsoby. Prvním z nich je tzv. včasné zastavení učícího algoritmu (Early Stopping). Princip 
spočívá v zavedení validační sady. Prvky validační sady jsou ve vstupním prostoru umístěny mezi 
učební vzory. Během učení sítě se vyhodnocují chyby odezvy sítě na validační sadu. V případě, že tato 
chyba během definovaného počtu iterací narůstá, učební proces je zastaven. Tímto způsobem se dá 
předejít přetrénování sítě [6].  
 Nevýhodou přístupu tzv. včasného zastavení je nutnost sestavit pro daný případ vhodnou 
validační sadu, určit velikost povoleného zvýšení chyby a počet iterací během kterých může chyba 
ještě narůstat. Dále považuji za vhodné poznamenat, že validační a testovací sady plní dvě různé 
funkce. Testovací sada se nepodílí na učení neuronové sítě a je navržena hustší než sada validační. 
  Druhým přístupem jak zpřesnit odezvu sítě mimo učební vzory je regularizace 
(Regularization). Regularizace se do učebního algoritmu zavádí upravením výchozí hodnotové 
funkce 3.4 do následující podoby [7] 
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kde λ značí regularizační parametr, m je součet všech vah a prahů sítě a wj zde zastupuje jak 
synoptické váhy tak prahy sítě. 
 Zavedením hodnotové funkce 3.5 bereme v úvahu velikosti vah a prahů sítě. 
Parametr λ ∈ <0; 1> potom určuje v jakém poměru se uplatní člen pro minimalizaci střední 
kvadratické odchylky a člen pro minimalizaci střední kvadratické hodnoty vah a prahů sítě. 
 Pro pozvolnější průběh odezvy neuronové sítě volíme nižší hodnoty vah a prahů, nastavíme 
nízkou hodnotu parametru λ. Tím předejdeme oscilacím sítě, ale na druhou stranu nastává problém se 
špatným přichycením sítě v oblastech prudkých změn aproximované funkce. Vysoká hodnota 
parametru λ zaručí dobré přichycení sítě, ale hrozí výskyt oscilací (pro MSE λ = 1). 
Pro optimální nastavení regularizačního parametru využíváme Bayesovskou regularizaci. 
Obr. 3.7 znázorňuje přichycení neuronové sítě během učení. 
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Obr. 3.7 Přichycení neuronové sítě k učební 
sadě po 5-ti iteracích (vlevo nahoře),               
v 15-té iteraci (vpravo nahoře) a v ustálené 
hodnotě MSE (vlevo dole).Kroužky označují 
odezvy neuronové sítě na učební vzory. 
Na obr. 3.7 vidíme odezvy trénované sítě na vstupní vzory označené kroužky. Osa x 
představuje normalizované hodnoty výstupních učebních vzorů a na osu y jsou vyneseny odpovídající 
odezvy sítě na trénovací sadu. Ideální přichycení je naznačeno přerušovanou čarou. Plná čára 
znázorňuje aktuální proložení trénovací množiny neuronovou sítí. 
 Výstupní vzory ti odpovídají vybraným funkčním hodnotám aproximované funkce. Na obr. 3.7 
můžeme vidět rozmístění výstupních vzorů na intervalu zespoda ohraničeném minimální funkční 
hodnotou a shora maximální funkční hodnotou aproximované funkce. Další přístup vedoucí ke 
zpřesnění neuronového modelu je založen na hledání optimálního rozložení vzorů na tomto intervalu. 
 Tento přístup vyžaduje transformaci výstupních vzorů ještě před jejich vstupem  do 
trénovacího algoritmu. Dále je potom nutné zajistit zpětnou transformaci všech výstupů sítě. Ve své 
podstatě jde o předzpracování učební množiny a po simulaci následné zpracování výstupu sítě. 
 Jednou z možností jak vhodně předzpracovat trénovací množinu je zajistit nulovou střední 
hodnotu a jednotkový rozptyl hodnot ti [8]. Za tímto účelem využíváme funkci mapstd (obdoba 
funkce prestd ve starších verzích MATLABu). V tomto případě je ještě nutné zajistit bipolární 
aktivační funkci výstupního neuronu, protože vlivem nulové střední hodnoty se v množině výstupních 
vzorů objeví záporná čísla. Chybovost takto navržené neuronové sítě je nižší než chybovost sítě 
trénované přímo na výchozí učební množinu (viz obr. 3.8). 
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Obr. 3.8 Chyba aproximace přenosové funkce 
draku letounu při harmonickém ozařování 
v bodě pozorování P2H  pro:výchozí 
trénovací množinu (vlevo nahoře), množinu 
s nulovou střední hodnotou a jednotkovou 
směrodatnou odchylkou (vpravo nahoře) 
a množinu s upraveným dynamickým 
rozsahem (vlevo dole).  
 
Další z možností jak zvýšit přesnost modelu je snížení dynamického rozsahu hodnot 
výstupních vzorů [6]. Všimněme si, že funkce Ei(εr ,tg δ) má v bodě P2H  podobný tvar jako v bodě 
P1H, ale má  větší rozsah (viz obr. 2.1). Zároveň je na obr. 3.7 zvýrazněno horší přichycení sítě 
k výstupním vzorům s vysokou funkční hodnotou. Pro neuronový model velikosti amplitudy intenzity 
elektrického pole je vhodné výstupní vzory pro bod P2H  podělit dvěma a snížit tak celkový dynamický 
rozsah učební množiny. Tento krok vedl na nejpřesnější variantu neuronové sítě (viz obr. 3.8). 
 Výše popsanými postupy jsme navrhli několik variant neuronových modelů. Nejlepší sítě 
v závěru této kapitoly porovnáváme s interpolací kubickým splajnem a radiální neuronovou sítí. 
3.2 Vícerozměrný splajn 
 Pro realizaci vícerozměrného splajnu využijeme program MATLAB a jeho Spline Toolbox. 
Spline Toolbox obsahuje metody, jenž vracejí koeficienty obecně n-rozměrných kubických splajnů. 
Pro srovnání kvality aproximace s neuronovou sítí jsme díky Spline Toolbox spočetli koeficienty 
kubického splajnu, kde učební vzory použité pro neuronovou síť byly využity jako uzly interpolace 
kubickým splajnem. 
 K sestavení splajnu je využita funkce csapi se vstupními parametry: 
• X – sekvence uzlů  
• Y – funkční hodnoty v uzlech (v našem případě třírozměrné pole)  
Funkce vrací kubický splajn s uplatněním not-a-knot podmínek u okrajových segmentů interpolačního 
splajnu. Chybu interpolace ve srovnání s chybou umělých neuronových sítí uvádíme v Tabulce 3.1 
v závěru této kapitoly. 
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3.3 Radiální neuronová síť  
 Následující kapitola je věnována radiálním neuronovým sítím (Radial Basis function Network, 
RBF). Tyto struktury se od vícevrstvých neuronových sítí v mnohém liší. Jiné typy neuronů ve skryté 
vrstvě, uspořádání vrstev i jejich počet vyžadují využití odlišných návrhových metod. V následující 
části textu postupně popíšeme základní strukturu RBF sítí, představíme několik návrhových přístupů a 
nakonec využijeme RBF síť k odhadu přenosové funkce letounu. 
3.3.1 Struktura radiálních sítí 
RBF sítě obvykle sestávají z jediné skryté a jedné výstupní vrstvy, na rozdíl od  vícevrstvých 
sítí, které jsou tvořeny z teoreticky libovolného počtu vrstev.  
Výstupní vrstva je tvořena lineárními neurony (neurony s lineární aktivační funkcí). Díky 
lineární výstupní vrstvě můžeme na celou síť nahlížet jako na určitý druh lineárního modelu.  
Neurony ve skryté vrstvě mohou mít různé funkce aktivační, přičemž nejčastějším případem 
bývá exponenciální Gaussova funkce. Skryté neurony RBF se v zásadě liší od neuronů používaných 
ve vícevrstvých neuronových sítích. 
 Radiální síť je speciální případ lineárního modelu, jehož skryté neurony reprezentují 
tzv. radiální bázové funkce. Schéma skrytého neuronu RBF sítě vidíme obr. 3.9 (vlevo). Obecnou 
strukturu jednoduché sítě s R vstupy, m skrytými neurony a jedním neuronem výstupním vidíme na 
obr. 3.9 (vpravo). 
 
 
Obr. 3.9 Model skrytého neuronu RBN sítě (vlevo) a struktura jednoduché RBN sítě 
(vpravo);Obrázek byl převzat z [8]. 
Symboly pk představují prvky vstupního vektoru, w1, k synoptické váhy a b je práh skrytého 
neuronu. Počet vstupů a vah neuronu R je roven rozměru vstupního vektoru. Jednička v dolním indexu 
w znázorňuje, že se jedná o váhy první vrstvy. Výstupem funkce dist je Euklidova vzdálenost vektoru 
vstupů p a vektoru vah w1. Tato hodnota je po vynásobení prahem b vstupní hodnotou n do aktivační 
funkce. Výstup skryté vrstvy značíme písmenem a. 
Při pohledu na uspořádání sítě obr.3.9 (vpravo) jsou jednotlivé neurony ve skryté vrstvě 
reprezentovány bázovými funkcemi hj(p). Výstupem celé sítě je v našem případě jeden lineární neuron 
s vahami w2, j. Výstup sítě je potom funkce vstupního vektoru g(p). 
 Hojně využívanou bázovou funkcí v RBF je radiální Gaussova funkce 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−
= 2
2
2)( r
wp
eph   (3.6) 
jejíž parametry jsou střed w, rozptyl r2 a nezávislá proměnná p.  
Vzorec 3.6 platí pro jednorozměrný případ skalární proměnné p. V obecnějším případě je čitatel 
v exponentu roven euklidovské vzdálenosti vektorů p a w1.U modelu neuronu je euklidovská 
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vzdálenost realizována funkcí dist, práh b potom plní funkci parametru r2 (viz obr. 3.9). Aktivační 
funkcí skrytých neuronů s uvážením obr. 3.9 je potom 
2
)( nenf −= .  (3.5) 
Jestliže je n rovno nule (vstupní vektor p je totožný s vektorem w1) potom má výstup skryté 
vrstvy maximální úroveň a = 1. Naopak, zvětšuje-li se n (vstupní vektor p se vzdaluje od w1 
nebo zužuje-li se bázová funkce (práh b stoupá)), klesá úroveň na vstupu druhé vrstvy k nule. 
Z předchozího textu vyplývá, že váhy a prahy skrytých neuronů jsou parametry jejich 
aktivačních funkcí. Volba prahu, vhodné šířky bázových funkcí, je obtížným bodem návrhu, na kterém 
závisí kvalita predikce sítě. 
V NN Toolboxu je šířka bázových funkcí zastoupena parametrem SF (Spread Factor). Hodnota 
SF je definována jako vzdálenost vektorů p a w1, při které je výstup a roven polovině maximálního 
výstupu a = 0,5 . Z toho vyplývá, že práh skryté vrstvy b je v NN Toolboxu vždy nastaven na hodnotu 
( )
SF
b
5,0ln−= .  (3.6) 
Zavedení parametru SF  přispívá lepší představě šířky Gaussových funkcí ve vstupním prostoru. Pro 
názornost uvádíme příklad dvou sítí naučených na stejnou učební množinu s různou šířkou bázových 
funkcí. Učební množinu tvoří vzorky funkce 
2)4(1
1020)( ++−= xxl , 
se shodnou vzdáleností d = 2. 
Správný odhad SF = 1  jsme učinily v případě znázorněném na Obr.3.10 vlevo. Pro případ 
nízkého SF = 0.2 na obr. 3.10 (vpravo), odezva sítě mezi vzory dosahuje hodnot prahu b sítě. 
V druhém případě bázové funkce dostatečně nepokrývají prostor mezi vzory, což naznačuje 
i porovnání d a SF, a tudíž je výstup sítě v kritických oblastech roven velikosti prahu b, jediné 
nenulové hodnotě ve váženém součtu na vstupu lineární vrstvy. 
Obr. 3.10 Vliv parametru SF na kvalitu naučené sítě, křížky označují  učební vzory, plná čára je 
odezva naučené sítě s parametrem SF = 1 (vlevo) a SF = 0.2 (vpravo). 
3.3.2 Učení RBN sítě 
Společným bodem návrhu všech neuronových sítí je proces učení. Radiální neuronové sítě patří 
do skupiny sítí učících se s učitelem. Přesněji řečeno, ideální nastavení vah a prahů (z hlediska SSE) 
ve výstupní vrstvě je zajištěno učením s učitelem. Nastavení parametrů skryté vrstvy může být 
zajištěno samoorganizačním algoritmem což je typické učení bez učitele. 
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Předchozí odstavec naznačuje, že síť lze navrhovat postupně. Nejprve navrhnout parametry 
skryté vrstvy zvoleným způsobem a potom učením s učitelem dosadit optimální hodnoty parametrů 
vrstvy výstupní. 
Počet neuronů ve skryté vrstvě je počet bázových funkcí a váhy w1, i určují polohy středů 
bázových funkcí ve vstupním prostoru. Počet neuronů se v nejjednodušším případě zvolí jako počet 
prvků trénovací množiny a středy bázových funkcí (váhy skryté vrstvy) odpovídají jednotlivým 
prvkům učební množiny pi = w1, i, kde pi je i-tý prvek učební množiny a w1, i je odpovídající vektor 
vah skrytého neuronu. Každý neuron skryté vrstvy se chová jako detektor příslušného vstupního 
vektoru [8], protože funkce f(n) je maximální právě v případě pi=w1, i.  
Bázové  funkce musíme volit dostatečně široké, aby pokrývaly prostor mezi učebními vzory ve 
vstupním prostoru. Na druhou stranu nesmí být příliš široké, protože v takovém případě by se všechny 
výstupy skrytých neuronů a blížili maximální hodnotě nezávisle na předloženém vstupním vektoru pi 
a skrytá vrstva by neplnila svou funkci. Optimálnímu nastavení SF se podrobněji věnujeme v kapitole 
3.3.4. 
Dalším krokem návrhu sítě je již zmíněné přiřazení vah a prahu druhé vrstvě. Stejně jako při 
učení vícevrstvých sítí vycházíme ze sady vstupních a výstupních vzorů {(pi, ti)}pi=1, kde p je počet 
prvků trénovací množiny. Výstupní vzor ti je skalární proměnnou, protože uvažujeme jediný výstupní 
neuron. Výstup sítě na obr. 3.9 můžeme zapsat jako [9] 
( )pp jm
j
j hwg ∑ ⋅= ,2)( ,   
kde m je počet skrytých neuronů. Protože se v následujícím textu věnujeme především nastavení 
vah druhé vrstvy, dolní index symbolu w2, j , označující číslo vrstvy, pro přehlednost vztahů 
vynecháváme. 
Cílem učení je minimalizovat kvadratickou odchylku odezvy sítě od předloženého vzoru. 
Součet kvadratických odchylek přes celou sadu vzorů v závislosti na vahách wj je 
( )( )∑
=
−=
p
i
ii gtSSE
1
2p .   
V následujících kapitolách se budeme věnovat metodám, které navíc pracují s tzv. 
regularizačním parametrem λj. Tento parametr se využívá k penalizaci vah pro předcházení oscilací 
sítě mimo učební vzory. Návrhové vztahy uvádíme rovnou včetně tohoto parametru. Základní formu 
vztahů bez těchto parametrů lze zpět jednoduše získat, položíme-li všechny regularizační parametry 
rovny nule [9]. Hodnotová funkce pro minimalizaci chyby sítě po zahrnutí penalizace vah je 
( )( ) ∑∑
==
+−=
m
j
jj
p
i
ii wtgC
11
2 λp .  (3.7) 
Pro nalezení minima vztah 3.7 postupně derivujeme podle jednotlivých vah wj a výsledek 
položíme rovno nule 
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C λpp . 
Po matematických úpravách podrobně uvedených v [9], získáme rovnici v maticovém tvaru 
tHwgH TT =Λ+ ˆ ,  (3.8) 
kde wˆ je vektor hledaných vah druhé vrstvy, HT je transponovaná návrhová matice 
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Počet řádků návrhové matice odpovídá počtu učebních vzorů a počet sloupců počtu neuronů ve skryté 
vrstvě. Vektor výstupů sítě označujeme symbolem g, t je vektor výstupních trénovacích vzorů a Λ 
diagonální matice regularizačních parametrů 
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Po dalších úpravách rovnice 3.8 získáme soustavu lineárních rovnic, jejíž řešením je nastavení 
vah s minimálním SSE [9] 
( ) tHHHw TT 1ˆ −Λ+= , (3.9) 
kde wˆ je vektor vah lineární vrstvy. Výraz v závorce ve vztahu 3.9 odpovídá výpočtu variační 
matice 
       Λ+= HHA T .  (3.10) 
Jestliže zvolíme jeden globální regularizační parametr λ pro všechny váhy tak, že λ=λj pro 1≤j≤m, 
potom variační matice přechází do tvaru  
     mIHHA
T λ+= , 
kde Im je jednotková matice rozměru m×m. Pro případ bez penalizace vah λ=0 platí vztah 
HHA T= . 
 Z rovnice 3.9 vyplývá jedna z hlavních výhod RBN, při určování vah a prahů lineární vrstvy 
stačí vyřešit soustavu lineárních rovnic. Při větším počtu výstupních neuronů bychom postupovali 
stejným způsobem pro každý neuron zvlášť. 
Následující kapitoly jsou věnovány ladění RBN sítí z hlediska její chyby mimo naučené vzory. 
Analýzu RBN sítí zefektivňuje zavedení projekční matice P [9], pro kterou platí 
THHAIP 1−−= p   (3.11) 
tPt 2T=SSE     
tPt T=C ,    
kde Ip je jednotková matice rozměru p×p. 
3.3.3 Počet efektivních parametrů 
 V problematice neuronových sítí existuje několik metod, obecně nazývaných Model Selection 
Criteria, které mohou být vodítkem k optimálnímu nastavení parametrů sítě. Klíčovými prvky pro 
vyjádření těchto kritérií jsou projekční matice P a tzv. počet efektivních parametrů γ. 
 Počet efektivních parametrů úzce souvisí s velikostí regularizačního parametru λ. Se 
zvětšujícím se parametrem λ klesají hodnoty vah druhé vrstvy, síť ztrácí její obecnou přizpůsobivost 
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(klesá počet efektivních parametrů), zároveň SSE zůstává minimální (viz. vztah 3.7). To má za 
následek hladší průběh odezvy sítě g(p). Nepřímá úměrnost mezi γ a λ je zřejmá ze vztahu [9] 
)( 1−−= Atracem λγ ,  (3.12) 
kde funkce trace(A-1) realizuje součet prvků  matice A-1  na její hlavní diagonále a m je počet vah 
lineární vrstvy. Uvažujeme-li síť bez regularizace (λ=0), počet efektivních parametrů γ  je roven počtu 
vah lineární vrstvy m. 
 Vztah 3.12 lze nahradit ekvivalentním vztahem [9] 
)(Ptracep −=γ ,   (3.13) 
kde p je počet prvků trénovaní množiny. 
 Vliv regularizačního parametru a přítomnosti prahu v lineární vrstvě můžeme pozorovat na 
obr.3.11, kde porovnáváme odezvy dvou sítí naučených na stejnou trénovací množinu uvedenou 
v kapitole 3.3.1. Obě sítě jsou naučeny se shodnou hodnotou globálního parametru λ = 0,05 a shodnou 
šířkou bázových funkcí SF = 1.  
Obr. 3.11 Vliv regularizace a přítomnosti prahu v lineární vrstvě, křížky označují  učební vzory, plná 
čára je odezva naučené sítě s prahem (vlevo) a bez prahu (vpravo).  
 Jak můžeme vidět, průběh odezvy sítě vybavené prahem je dobře přichycen k bodům učební 
množiny a zároveň hladce aproximuje oblast mezi vzory. V tomto případě můžeme říci, že 
regularizační parametr snížil chybu predikce sítě. 
 V opačné případě, sítě bez prahu, jsme zavedením parametru λ kvalitu aproximace 
degradovali. Tato degradace je způsobena tím, že síť bez prahu má o jeden stupeň volnosti méně než 
síť s prahem. Se vzrůstající penalizací vah rychle klesá množství efektivních parametrů a síť ztrácí 
celkovou schopnost přichytit se k trénovací sadě. Optimální hodnotou λ by v tomto případě byla nula. 
 Výše uvedeným příkladem jsme chtěli demonstrovat, že zavedení regularizace nemusí nutně 
vést ke zlepšení kvalit sítě a zároveň poukázat na vliv přítomnosti prahu v lineární vrstvě RBN jako 
dalšího volného parametru. V následujícím textu budeme už vždy pracovat se sítí vybavenou prahem 
lineárního neuronu. 
3.3.4 Analýza a ladění RBN 
V nejjednodušším případě můžeme síť prověřit vytvořením tzv. validační sady vzorů odlišné 
od sady učební a ve vybraných bodech pak spočítat chybu odezvy sítě. Tento přístup se využívá 
například ke včasnému zastavení (Early Stopping) učícího algoritmu při trénování struktur se zpětným 
šířením chyby, kde je alternativou k bayesianské regularizaci. Metody založené na testování chyby sítě 
mezi učebními vzory se obecně nazývají Cross-Validation. 
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 Vhodnější využití Cross-Validation spočívá v rozdělení trénovací množiny na dvě části. Jedna 
podmnožina plní funkci učebních vzorů, kdežto druhá slouží pro výpočet chyby natrénované sítě. 
Rozdělíme-li výchozí množinu různými způsoby a vypočteme průměrnou chybovost všech takto 
získaných sítí, získáme ukazatel kvality výchozí sítě z hlediska schopnosti její predikce.  
Existuje mnoho způsobů rozdělení výchozí učební množiny a tedy i mnoho různých kritérií. 
V našem případě využijeme kritérium zvané Generalized Cross-Validation (GCV), čímž se budeme 
držet doporučení zdrojové literatury [9]. Odhad chyby metodou GCV lze vypočítat s využitím 
následujícího vztahu 
( ) ( )( ) ( )( )2
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P
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p
pGCV =+−=−= −λγ ,  (3.14) 
přičemž význam všech symbolů vyplývá z předešlého textu. 
 Uvážením vztahů 3.10 a 3.11 můžeme vyjmenovat parametry, které se podílejí na velikosti 
odhadu chyby RBN sítě. Jsou jimi regularizační parametr λ, počet skrytých neuronů m, rozmístění 
středů bázových funkcí ve vstupním prostoru w1 a jejich šířka SF. 
 Studie [10] porovnává dva rozšiřující přístupy ladění RBN sítě, optimalizaci počtu bázových 
funkcí m a optimalizaci šířky bázových funkcí SF. S ohledem na výsledky obou metod se přikláníme 
k metodě využívající optimalizace šířky bázových funkcí SF.  
Počet skrytých neuronů volíme roven počtu vzorů m=p a váhy skrytých neuronů nastavíme 
tak, aby odpovídaly jednotlivým učebním vzorům w1,i=pi. Zbývají tedy dva parametry, které budeme 
z hlediska GCV optimalizovat, šířka radiálních funkcí SF a regularizační parametr λ. 
 Ze vztahu 3.14 je patrné, že kritérium GCV je nelineárně závislé na regularizační parametru λ. 
Derivujeme-li GCV podle λ a výsledek položíme roven nule, potom je možné výslednou rovnici 
upravit do tvaru [9] 
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( )PwAw
AAtPt
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212
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−− −= λλ .  (3.15) 
V rovnici 3.15 figuruje parametr λ na obou stranách. Iterativním řešením obdržíme optimální hodnotu 
globálního regularizačního parametru λ, jehož vliv můžeme vidět na obr. 3.11 vlevo. Optimální λ je 
vhodné využít jako inicializační hodnotu optimalizace lokálních parametrů λj. 
 Účinnějším způsobem regularizace je tzv. Local Ridge Regression, kde je každá váha wj 
penalizována lokálním parametrem λj. Neuronová síť se tak lépe adaptuje na ostré i pozvolné změny 
aproximované funkce. 
Vyjádření závislosti GCV(λj) je založeno na odebrání j-tého neuronu z jejich celkového 
počtu m.Návrhová matice H se tak redukuje na matici Hj odstraněním jejího j-tého sloupce. 
Získáváme redukovanou matici Pj a vektor odebraného sloupce hj. Původní projekční matici P lze 
vyjádřit vztahem [9] 
jjjj
j
j PhhPPP
T
Δ−=
1
,  (3.16) 
kde  
jjjjj hPh
T+=Δ λ .   (3.17) 
Oba předcházející vztahy vyplívají z vyjádření změny projekční matice při odebrání neuronu ze skryté 
vrstvy. Tento princip je podrobně popsán v [9] (A.7.2). 
 Dosazením 3.16 do 3.15 získáme závislost GCV na j-tém lokálním parametru [9] 
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Způsobem podobným optimalizaci globálního parametru nalezneme minimum funkce GCV(λj). 
Derivujeme podle λj a výsledek položíme roven nule 
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vyjádříme pomocnou proměnnou Δj  
βα
βα
ab
bc
j −
−=Δ   
a konečně pomocí vztahu 3.17 získáme optimální hodnotu parametru λj  
jjjj ab
bc hPhT−−
−= βα
βαλ .   (3.19) 
Ze vztahu 3.19 vyplývá, že parametr λj může nabýt nekonečné hodnoty při bα=aβ. To 
znamená, že příslušná váha lineární vrstvy wj  musí být nulová, aby bylo zajištěno minimum kriteriální 
funkce ze vztahu 3.7. V případě, že wj=0, potom příslušná bázová funkce hj(p) (výstup j-tého skrytého 
neuronu) nemá žádný podíl na výsledku sumy lineárního neuronu, tudíž neovlivňuje ani celkový 
výstup sítě. To znamená, že můžeme odebrat j-tý neuron skryté vrstvy beze změny chování sítě, čehož 
můžeme využít k redukci skrytých neuronů RBF. 
Druhý extrémní případ nastane, když se minimum GCV nalézá v záporných hodnotách 
parametru λj, potom pro nezáporné hodnoty λj  platí minimum GCV v λj=0.  
Všechny případy jsou souhrnně uvedeny v následujícím vztahu [9] 
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což je konečné vyjádření parametru λj, které implementujeme v MATLABu.   
Parametry λ s , pro které platí s≠j se při výpočtu λ j uvažují konstantní. Proto musíme 
vzorec 3.19 vypočíst celkem m-krát, pro každou penaltu příslušné váhy zvlášť. Protože změna jednoho 
lokálního parametru λ j ovlivní minimum GCV ostatních parametrů, je nutné výpočet opakovat 
v několika iteracích.  
Vzhledem k tomu, že jde o lokální optimalizaci ve smyslu nalezení lokálního minima GCV je 
tato metoda závislá na zadaných počátečních hodnotách λ j . Jak jsme zmínili dříve, inicializační 
hodnotu všech parametrů λ j  nastavíme na optimální hodnotu globálního parametru λ viz. vztah 3.15. 
 - 29 - 
Každý nově vypočtený parametr λ j  vede ke snížení GCV , čímž je zaručena konvergence tohoto 
postupu. Monotónně klesající průběh GCV během optimalizačního procesu můžeme vidět 
na obr. 3.12.  
 
Obr. 3.12 Konvergence optimalizačního procesu, hledání lokálních parametrů. 
Obr. 3.12 znázorňuje vývoj kriteriální funkce GCV  během 150-ti iterací optimalizačního 
procesu. Spolu s klesajícím GCV se mění i rozdílnost předešlé a aktuální matice regularizačních 
parametrů Λi-1 a Λi. Jak se parametry λ j blíží k jejich optimu, jsou si matice Λi-1 a Λi čím dál více 
podobné, čehož využíváme k zastavení iteračního algoritmu bez nutnosti výpočtu GCV v každé 
iteraci. Podobnost matic je na obr. 3.12 znázorněna přerušovanou čarou.  
Výše popsané metody využíváme k nalezení lokálních regularizačních parametrů λj  a také 
k redukci počtu skrytých neuronů. Šířky bázových funkcí jsme zatím uvažovali konstantní SF = konst. 
a jejich hodnoty jsme určovali odhadem s uvážením kapitoly 3.3.1. 
Můžeme říci, že šířka bázových funkcí SF ovlivňuje kvalitu dosažitelného minima GCV. 
Navíc jsou parametry SF a λ ve vzájemné vazbě. Změna parametru SF změní optimální hodnoty λ j  
a naopak. 
 
Obr. 3.13 Závislost  kritéria GCV  na parametrech SF a λ, globální minimum GCV je v grafu 
označeno tmavým kruhem  
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Vývoj GCV nad rovinou parametrů SF a λ na obr. 3.13 potvrzuje vzájemnou vazbu mezi 
oběma zkoumanými parametry. Zároveň můžeme pozorovat, že funkce GCV(λ, SF) má kromě 
globálního i více minim lokálních.  
Vzdálenost mezi vzory učební množiny z příkladu na obr.3.13 je d=2. Pro velmi malé hodnoty 
SF vzhledem ke vzdálenosti vzorů d  jsme obdrželi očekávaný výsledek, vysoké hodnoty odhadu 
chyby sítě. Tento vývoj GCV odpovídá situaci, kdy síť osciluje mezi vzory vlivem nízkého SF 
(viz obr. 3.10). Globální minimum GCV leží v oblasti nízkých hodnot globálního parametru λ což 
opět potvrzuje chování sítě na obr. 3.11.  
Při optimalizaci parametru SF musíme vzít v úvahu jeho vliv na parametry λj a také výskyt 
lokálních minim funkce GCV(λ, SF) . Autoři naší zdrojové literatury [10] se vyhýbají globálním 
optimalizačním metodám z důvodu jejich vyšší výpočetní náročnosti. Rozhodli jsme se prověřit oba 
návrhové přístupy RBF s lokální i globální optimalizací parametrů sítě. 
3.3.4 Implementace RBF v NN Toolboxu MATLABu 
 Při implementaci návrhových vztahů, můžeme plně využít podporu operací s maticemi v 
MATLABu. NN Toolboxu využíváme k sestavení výchozí struktury RBF, simulaci k simulaci celé 
sítě. Návrhové algoritmy jsou koncipovány pro použití libovolné učební množiny nezávisle na počtu 
skrytých neuronů.  
Následující část textu shrnuje základní body implementace RBF sítě v MATLABu: 
1. Úprava učební množiny a vytvoření výchozí struktury RBF 
V návrhu RBF uvažujeme stejné šířky bázových funkcí ve všech dimenzích vstupního prostoru. 
Pro správnou funkci radiální vrstvy je nutné zajistit nízký rozptyl vzdáleností mezi sousedními vzory 
ve vstupním prostoru. 
Vstupní vzory trénovací množiny, dvojice parametrů [εr; tg δ], vychází z numerických simulací 
jednoduchého modelu malého letadla. Vzdálenost vzorů ve směru parametru tg δ je dtg δ = 0,1, kdežto 
ve směru parametru εr  činí dεr =1. Podělením prvků εr vektoru vstupních vzorů hodnotou 10, získáme 
shodnou vzdálenost vzorů v obou směrech. 
K vytvoření výchozí struktury využíváme funkci newgrn, která zajistí správné propojení všech 
neuronů. Na základě předložených vzorů a vstupního parametru SF navrhne váhy a prahy ve všech 
vrstvách. 
2. Vytvoření návrhové matice 
Při tvorbě návrhové matice H využíváme přepnutí výstupu sítě na výstup skryté vrstvy. Na 
základě parametru SF přiřadíme prahu skryté vrstvy příslušnou hodnotu (viz. vztah 3.6). Na vstup sítě 
potom postupně předkládáme učební vzory a výstupem sítě plníme návrhovou matici. Přítomnost 
prahu lineární vrstvy respektujeme přidáním sloupce jedniček do návrhové matice. Na základě matice 
H potom vypočítáme zbývající matice A a P. 
3. Optimalizace šířky bázových funkcí 
Při hledání optimálního parametru SF nejprve vypočteme průměrnou vzdálenost ds mezi sou 
sedícími vstupními vzory. Na základě ds vytvoříme výchozí sadu parametrů SF∈< ds/10; ds·2> o počtu 
40-ti prvků. Předpokládáme, že optimální SF leží uvnitř intervalu < ds/10; ds·2>. Tímto způsobem 
rovnoměrně pokryjeme oblast možných parametrů SF.  
Ve všech bodech výchozí sady vypočteme hodnotu GCV s respektováním ideálních parametrů λj. 
Parametr SFbest s nejlepším skóre potom považujeme za optimální. Zavedení lokální optimalizace 
v oblasti SFbest totiž v našem případě nevedlo k většímu prohloubení globálního minima GCV. 
Vývojový diagram tohoto přístupu je znázorněn na obr. 3.14. Blok lokální optimalizace je 
volitelný, může sloužit k doladění SF v situacích větší citlivosti GCV na SF.  
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Úsek optimalizace regularizačních parametrů, je zvolen podle druhu regularizace (lokální nebo 
globální). Výstupní parametr Λ je matice regularizačních prvků viz. Kapitola 3.3.2. 
 
Výpočet ds 
Tvorba výchozí sadySF 
for i=1:40
Optimalizace λj
SFi
Λ , GCV
Výběr nejlepšího SF
GCV(SF), Λ(SF)
Lokální optimalizace
end
Λ, SFopt, GCV
Λ, SFbest, GCV
 
Obr. 3.14 Vývojový diagram optimalizace parametrů SF a λj,vstupní a výstupní parametry 
jednotlivých bloků jsou rozlišeny kurzívou. 
Výstupem výše popsaného algoritmu je optimální hodnota SFopt, s nejmenší hodnotou GCV, 
dále jsou to hodnoty regularizačních parametrů λj a hodnota GCV. 
Vývoj GCV přes celou sadu SF pro variantu lokální i globální regularizace je znázorněn 
na obr. 3.15.  
  
Obr. 3.15 Typický vývoj kritéria GCV v závislosti na parametru SF s respektováním 
optimálního globálního parametruλ (vlevo) a s ideálními lokálními parametryλj (vpravo). 
 V případě globálního parametru λ, jsme obdrželi hladký průběh GCV se dvěma lokálními 
minimy. V okolí globálního extrému má navíc funkce GCV pozvolný průběh, tudíž není potřeba 
využít blok lokální optimalizace.  
Naopak charakter GCV  při použití lokálních parametrů λj není vhodný. Navíc v oblastech 
malé šířky bázových funkcí jsou hodnoty GCV srovnatelné s hodnotami v lokálních minimech, což 
odporuje intuitivní představě chování sítě viz. obr. 3.10. Pro ověření výsledků uvádíme na obr. 3.15 
průběh dalšího kritéria BIC (Bayesian Information Criterion), které vykazuje velmi podobné chování.  
V bloku optimalizace ve vývojovém diagramu na obr. 3.14 uvažujeme síť s jedním globálním 
parametrem λ. Hodnotu SFopt vystupující z celého algoritmu potom chápeme jako optimální pro síť 
globálně regularizovanou. Pro strukturu s lokálními parametry λj slouží popsaný algoritmus k odhadu 
skutečného optimálního SF.  
 - 32 - 
4. Sestavení sítě a její simulace 
V předchozím bodě jsme navrhly parametry SF a λ.. Je tedy třeba přepočítat návrhovou matici 
H pro nový parametr SF  (viz bod 2.). Pro trénování sítě s globálním λ jsou poté k dispozici všechny 
potřebné parametry. V případě učení s lokálními parametry, je zapotřebí ještě jednoho mezikroku a to 
nalezení oněch parametrů λj (viz vztah 3.19). 
Na základě znalosti matic H, Λ a vektoru t vypočteme hodnoty vah a prahu lineární vrstvy 
(viz vztah 3.9). Takto získané hodnoty, včetně prahu skryté vrstvy, uložíme do výchozí struktury 
navržené funkcí newgrn. 
Dopředné neuronové sítě je možné v MATLABu simulovat dvěma způsoby. První a 
doporučený způsob spočívá v předložení síti tzv. konkurenčních prvků. Tuto variantu MATLAB 
respektuje, máme-li testovací sadu v maticové podobě. Síť je poté simulována pseudoparalelním 
způsobem, který je na jednu stranu rychlejší, na stranu druhou má větší nároky paměť. Právě 
paměťové nároky nás při simulaci RBF sítí s velkým množstvím skrytých neuronů nutí využít druhou 
možnost a to sekvenční simulaci. MATLAB síť simuluje sekvenčně, máme-li testovací množinu 
uspořádánu do pole buněk. K převodu matice na předepsané pole využíváme funkci con2seq. 
 
 P1H   
(SF = 0,176)
P2H   
(SF = 0,176)
P3H   
(SF = 0,170) 
ZEΔ  
[V·m-1] 
66,24 127,40 13,23 
Z
Z
E
EΔ
·100 6% 6,3% 5,4% 
 P1I   
(SF = 0,181)
P2I   
(SF = 0,181)
P3I   
(SF = 0,267) 
efEΔ  
[V·m-1] 
4,56 4,97 4,231 
ef
ef
E
EΔ
·100 10% 9,9% 5,8% 
Tabulka 3.1 Maximální chyba modelů přenosové funkce draku. 
V tabulce 3.1 uvádíme maximální chybu neuronových modelů s globální regularizací. Lokální 
regularizace nepřináší v našem případě výrazné zpřesnění neuronového modelu. S větším počtem 
učebních vzorů (neuronové modely při harmonickém ozařování) stoupají výpočetní nároky lokální 
regularizace nad únosnou mez. Na spotřebě výpočetního času se nejvíce podílí opakované sestavování 
návrhové matice H při hledání optimálního parametru SF.  
U obou metod jsme zaznamenali vysokou citlivost na výchozí hodnotu regularizačního  
parametru. 
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3.3.5 Optimalizace genetickým algoritmem 
 Do této chvíle jsme se zabývali lokální optimalizací regularizačních parametrů. Hledali jsme 
minimum kriteriální funkce GCV(λ, SF). K dosažení globálního minima hodnotové funkce využijeme 
nyní metodu globální optimalizace v podobě genetických algoritmů.  
 Implementace RBF sítě v NN Toolboxu přináší omezené možnosti nastavení parametrů sítě. 
Zejména stejné šířky bázových funkcí ve všech dimenzích vstupního prostoru omezují optimální 
nastavení radiální vrstvy. Za účelem zobecnění RBF modelu jsme navrhli vlastní realizaci radiální 
neuronové sítě. 
 Základem algoritmu je vytvoření návrhové matice, což odpovídá simulaci radiální vrstvy RBF. 
Následující řádek kódu vypočítá hodnotu prvku hi, j návrhové matice H 
  
H(i,j)=exp(-sumsqr(B(:,j).*(C(:,j)-Pt(:,i))));  
 
kde Pt(:,i) je i-tý vstupní vzor, C(:,j) je vektor vah j-tého skrytého neuronu a  B(:,j) je vektor 
prahů j-tého neuronu. V matici B(i,j) jsou uloženy šířky bázových funkcí (přepočtené na hodnoty 
prahů) ve všech dimenzích vstupního prostoru. Matice B(i,j) může nabývat čtyř různých podob, 
které odpovídají následujícím návrhovým přístupům: 
• Všechny bázové funkce mají shodnou šířku ve všech dimenzích vstupního prostoru. Všechny 
prvky matice B(i,j) jsou shodné (verze 1).  
• Všechny bázové funkce mají shodné šířky, které se mění se změnou dimenze vstupního 
prostoru. Řádky matice B(i,j) obsahují shodné prvky (verze 2). 
• Každá bázová funkce má vlastní šířku stejnou ve všech dimenzích vstupního prostoru. 
Sloupce matice B(i,j) obsahují shodné prvky (verze 3). 
• Každá bázová funkce má vlastní šířku, která se mění se změnou dimenze vstupního prostoru. 
Prvky matice B(i,j) se liší jak v řádcích tak ve sloupcích (verze 4). 
Obr. 3.16 ilustruje bázovou funkci se středem v počátku kartézských souřadnic s různou šířkou ve 
směru os x a y.  
 
Obr. 3.16 Zobrazení bázové funkce s různou šířkou ve směru os x a y. 
 Metodika genetických algoritmů je převzata z počítačového cvičení předmětu MARC. 
Myšlenka využití genetických algoritmů pro návrh RBF je následující: 
• Každá šířka bázové funkce představuje jeden gen chromozomu. V chromozomu je dále 
obsažen gen zastupující globální regularizační parametr λ. 
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• Každý gen chromozomu je kódován 16-ti bity, čímž je zajištěno dostatečně jemné rozlišení 
nastavovaných parametrů. 
• Hledané parametry leží v intervalech SF∈<0,01;3> a λ∈<1·10-9; 1·10-5>. 
• Populace obsahuje 20 jedinců. Selekce populace probíhá metodou soutěže, přičemž 
využíváme strategie elitismu.  
• K rozlišení kvality jedinců (hodnotová funkce) využíváme kritéria GCV (viz kapitola 3.3.4). 
• Pro každého jedince v populaci sestavíme návrhovou matici H a variační matici A 
(viz vztah 3.10). Dále podle vztahu 3.11 vypočteme projekční matici P a konečně podle 
vztahu 3.14 počítáme hodnotu kritéria GCV. 
• Optimalizační algoritmus je ukončen po 20-ti iteracích. Nejlepšího jedince chápeme jako síť 
s optimálním nastavením prahů skryté vrstvy a regularizačního parametru λ. Nejlepší síti jsou 
dopočteny hodnoty vah a prahu lineární vrstvy, čímž celý návrhový proces končí. 
Obr. 3.17 ilustruje typický průběh kriteriální funkce GCV během dvaceti iterací 
optimalizačního procesu. 
 
Obr. 3.17 Konvergence optimalizačního procesu. 
V tabulce 3.2 uvádíme chyby neuronových modelů navržených genetickými algoritmy. 
Hledáme největší absolutní chybu odezvy neuronové sítě na testovaní sadu. Tuto chybu následovně 
vztáhneme k hodnotě testovacího vzoru, čímž získáme chybu relativní. 
V tabulce 3.2 můžeme vidět, že téměř ve všech případech, došlo ke snížení chybovosti zavedením 
vícerozměrného Gaussovského jádra. Hodnoty regularizačního parametru se pohybují těsně u dolní 
hranice definovaného intervalu λ = 1·10-9. Stejný případ nastával u lokálních metod optimalizace 
parametru λ. Tento jev si vysvětlujeme nízkým poměrem mezi počtem neuronů a počtem učebních 
vzorů. Což znamená, že RBF mají nízký počet volných parametrů potřebných k přesnému přichycení 
sítě. 
 U modelů přenosové funkce při impulsním ozařování jsme využili podobnosti průběhů 
efektivní hodnoty intenzity pole. Optimální parametry SF  nalezené genetickým algoritmem jsme 
použili stejné pro všechny body pozorování P1I, P2I a P3I. 
Dosazením kritéria GCV za hodnotovou funkci optimalizačního algoritmu získáme síť u níž 
můžeme předpokládat minimální chybou mezi učebními vzory. Na druhou stranu, s použitím kritéria 
GCV vyvstávají jistá omezení. Ze všech čtyřech možností nastavení šířek bázových funkcí lze použít 
pouze verze 1 a 2. Neuronové sítě verze 3 a 4 vykazují vysokou chybu odezvy na testovací množinu, 
což si vysvětlujeme tím, že zde vlivem různých šířek bázových funkcí dochází ke kompenzaci 
vzniklých chyb. Kritérium GCV podává informaci o průměrné chybovosti sítě. Při návrhu RBF sítí, 
jejichž skryté neurony mají rozdílné prahy tak bude zapotřebí jiné formulace kriteriální funkce. 
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Verze 1 
 P1H   
(SF = 0,212) 
P2H   
(SF = 0,223) 
P3H   
(SF = 0,197) 
ZEΔ  
[V·m-1] 
38,27  65,53 8,62 
Z
Z
E
EΔ
·100 3,5% 3,3% 3,5% 
 P1I   
(SF =0,267) 
P2I   
(SF = 0,267) 
P3I   
(SF =0,267) 
efEΔ  
[V·m-1] 
2,40 1,53 1,92 
ef
ef
E
EΔ
·100 4,7% 2% 3,7% 
Verze 2 
 P1H   
(SFεr = 0,174; 
SFtg δ = 0,192)
P2H   
(SFεr = 0,197; 
SFtg δ = 0,264)
P3H   
(SFεr = 0,174; 
SFtg δ = 0,192) 
ZEΔ  
[V·m-1] 
41,25 57,20 11,45 
Z
Z
E
EΔ
·100 3,8% 2,9% 4,7% 
 P1I   
(SFεr = 0.448; 
SFtg δ = 0,246)
P2I   
(SFεr = 0.448; 
SFtg δ = 0,246)
P3I   
(SFεr = 0.448; 
SFtg δ = 0,246) 
EefΔ  
[V·m-1] 
1,59 1,54 1,24 
Z
ef
E
EΔ
·100 1,2% 1,3% 1,5% 
Tabulka 3.2 Chybovost RBF sítí při harmonickém a impulsním ozařování. 
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3.4 Shrnutí  použitých metod 
Cílem této kapitoly je porovnat navržené modely draku letounu realizované vícevrstvou 
neuronovou sítí, kubickým splajnem a radiální neuronovou sítí. Shrňme nejprve nejúčinnější návrhové 
metody všech tří modelů.  
Při tvorbě vícevrstvé neuronové sítě je vhodné využít následujících metod: 
• Učení neuronové sítě s tzv. Bayesovsou regularizací. 
• Zvyšování hustoty učebních vzorů v oblastech prudkých změn aproximované funkce. 
• Metoda úzkého hrdla. 
• Snížení dynamického rozsahu hodnot výstupních vzorů. 
Nejpřesnější model přenosové funkce draku realizovaný radiální neuronovou sítí jsme získaly 
následujícím návrhovým přístupem RBF: 
• Vícerozměrná Gaussovská jádra skryté vrstvy. 
• Optimalizace šířky bázových funkcí a globálního regularizačního parametru 
genetickými algoritmy. 
• Regularizované učení neuronové sítě. 
• Využití kritéria GCV jako kriteriální funkce při optimalizaci parametrů RBF. 
Pro porovnání kvality aproximace neuronových sítí jsme trénovací množinu interpolovali 
vícerozměrným kubickým splajnem. Využili jsme přitom Spline Toolboxu v programu MATLAB. 
S využitím funkcí  Spline Toolboxu jsme získali koeficienty kubických splajnů s uplatněním 
not-a-knot podmínek. 
V tabulce 3.3 uvádíme maximální absolutní chyby modelů přenosové funkce draku 
v jednotkách [V·m-1]. Tabulka 3.4 zobrazuje relativní chyby modelů vztažením maximálních 
absolutních chyb k hodnotám příslušných testovacích vzorů. 
 
Absolutní chyby modelů přenosové funkce při harmonickém ozařování 
 P1H   P2H  P3H  
Vícevrstvá neuronová síť 9,48 9,87 2,86 
Radiální síť 41,25 57,20 11,45 
Kubický splajn 42,67 74,76 9,1 
Absolutní chyby modelů přenosové funkce při impulsním ozařování 
 P1I   P2I  P3I  
Vícevrstvá neuronová síť 0,91 0,88 1,09 
Radiální síť 1,59 1,54 1,24 
Kubický splajn 0,87 0,83 0,914 
Tabulka 3.3 Maximální absolutní chyby modelů přenosové funkce draku letadla. 
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Relativní chyby modelů přenosové funkce při harmonickém ozařování 
 P1H   P2H  P3H  
Vícevrstvá neuronová síť 0.9% 3,6% 4,4% 
Radiální síť 3,8% 2,9% 4,7% 
Kubický splajn 6,1% 4,5% 5,5% 
Relativní chyby modelů přenosové funkce při impulsním ozařování 
 P1I   P2I  P3I  
Vícevrstvá neuronová síť 0,7% 1% 1,1% 
Radiální síť 1,2% 1,3% 1,5% 
Kubický splajn 0,9% 1% 1% 
Tabulka 3.4 Maximální relativní chyby modelů přenosové funkce draku letadla. 
  
Nejlepších výsledků dosahujeme s vícevrstvou neuronovou sítí. Větší počet skrytých vrstev 
odpovídá většímu počtu volných parametrů sítě.Neuronová síť se tak s relativně nízkým počtem 
neuronů dobře přichytí k učebním vzorům a dobře aproximuje i strmé oblasti aproximované funkce. 
Bayesovská regularizace zajistí pozvolné proložení oblastí s malou změnou funkční hodnoty 
aproximované funkce. Nízký počet neuronů vede na vysokou rychlost odezvy neuronových modelů. 
 Zásadní nevýhodou radiálních neuronových sítí je velký počet skrytých neuronů, který 
odpovídá počtu vzorů trénovací množiny. S RBF je tak spojena vyšší výpočetní náročnost a tím pádem 
i delší doba odezvy. Výhodou RBF může být v základu jednoduchá metodika návrhu a jednoduchá 
implementace sítě. Na druhou stranu, k dosažení dostatečně přesných modelů je nutné využít 
složitějších návrhových metod, které v konečném důsledku jednoduchost radiálních sítí zcela zastíní.  
 Kubické splajny v některých případech svou přesností překonávají modely s vícevrstvou 
neuronovou sítí. Z hlediska doby odezvy i jednoduchosti návrhu kubického splajnu jsou interpolační 
metody vhodnou variantou řešení námi podobných problémů. Na druhou stranu, oproti oběma 
neuronovým sítím vidíme v aplikaci kubických splajnů v modelování EM struktur zásadní nevýhodu. 
V případě, že jsou trénovací vzory zasaženy šumem, interpolační kubický splajn se k tomuto šumu 
přichytí, což v konečném důsledku může vést na vysokou chybu interpolační metody. Neuronové sítě 
naopak vynikají v aproximaci takto narušených dat. Dobrých výsledků v této oblasti dosahují díky již 
zmíněné regularizaci. 
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4 Neuronové klasifikátory 
 V předešlé kapitole jsme zabývali návrhem modelů přenosové funkce draku. Následující část 
textu je věnována návrhu neuronových struktur, které jsou na základě předložených elektrických 
parametrů potahu letadla εr a tg δ  schopny rozhodnout, zda jsou v bodech pozorování splněna kritéria 
elektromagnetické kompatibility. 
 Předpokládejme, že v bodech pozorování P1, P2 a P3 jsou umístěny přístroje s maximální 
povolenou intenzitou elektrického pole Em1, Em2 a Em3. Úkolem našich klasifikátorů je na základě 
souboru diskrétních hodnot intenzity pole pro konkrétní dvojice [εr; tg δ] zařadit neznámou dvojici 
[εr; tg δ] do příslušné třídy (vyhovuje nebo nevyhovuje kritériím EMC). Úspěšnost správného zatřízení 
potom chápeme jako ukazatel kvality klasifikátoru. 
 K řešení výše popsaného problému volíme tři následující přístupy: 
• Klasifikace metodou nejbližšího souseda. 
• Klasifikátor s pravděpodobnostní neuronovou sítí. 
• Klasifikátor s dopřenou vícevrstvou neuronovou sítí. 
 Stejně jako u modelů přenosové funkce draku, i zde na základě numerických analýz vytváříme 
trénovací a testovací množinu. Vstupní vzory tvoří dvojice [εr; tg δ], výstupní vzory odpovídají 
příslušnosti vstupních vzorů do dané třídy. Výstupní vzory vytvoříme na základě znalosti intenzity 
elektrického pole v bodech P1, P2 a P3  porovnáním se zadanou maximální přípustnou intenzitou Em1, 
Em2 a Em3. Vektor výstupních vzorů již dále neobsahuje hodnoty intenzity pole, ale identifikační 
značky jednotlivých tříd např. hodnoty „1“ nebo „0“. 
 Množinu dvojic [εr; tg δ], pro které je v místě pozorování překročena povolená intenzita pole 
označujeme CB. Třída CA je množina dvojic [εr; tg δ], které splňují požadovaná kritéria EMC. 
4.1 Metoda nejbližšího souseda 
Metoda nejbližšího souseda je založena na porovnávání vzdáleností neznámého vstupního 
prvku s prvky učební množiny ve vstupním prostoru. Např. je-li vstupní prostor dvourozměrný, 
můžeme vzdálenost dvou sloupcových vektorů xt = [x1 , x2] a pt = [p1 ,  p2] vypočítat podle 
následujícího vztahu 
( ) ( ) ( )2222112211 ,,, pypxpxpxDe −+−= ,  (4.1)  
což odpovídá Euklidově vzdálenosti dvou vektorů. Sumu čtverců pod odmocninou v (4.1) lze obecněji 
vyjádřit s využitím maticového zápisu 
( ) ( ) ( )pxpxpx −⋅−= teD , .   (4.2) 
 Považujme vektor pi za i-tý vstupní učební vzor (jedna dvojice [εr; tg δ]), a vektor x za 
neznámý vstupní prvek (neznámá dvojice [εr; tg δ]). Vstupní prvek x zařadíme do stejné třídy, do které 
patří učební vzor pi s nejmenší vzdáleností De, i(x, pi).  
Ke zpřesnění klasifikace využíváme tzv. k-NN metodu. Budeme uvažovat kruhové okolí 
předloženého prvku ve vstupním prostoru, které ohraničí k prvků trénovací množiny. Předložený 
prvek zařadíme do třídy prvků, které jsou v tomto kruhovém okolí zastoupeny nejčetněji. Pro hodnotu 
k = 1 prvky třídíme podle základní metody nejbližšího souseda. Princip metody k-NN je naznačen 
na obr. 4.1.  
V našem případě volíme počet prvků k  vždy lichý. Vstupní vektory totiž řadíme do dvou tříd 
a lichou hodnotou k zajistíme jednoznačnost řešení. V tabulce 4.1 uvádíme procentuelní úspěšnost 
správného zařazení vstupních prvků pro první tři hodnoty parametru k. 
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 Při klasifikaci vzdálenosti De, i(x, pi) pouze porovnáváme, můžeme tak vynechat druhou 
odmocninu ve vzorci 4.2. Tímto způsobem snížíme výpočetní nároky našeho klasifikátoru cca o 15%. 
 
Obr. 4.1 Princip metody k-NN pro k=5. 
  
 
Obr. 4.2 Výsledky klasifikace metodou k-NN 
v bodech pozorování P1H (vlevo nahoře), 
P2H (vpravo nahoře) a P3H  (vlevo dole). Třída 
CB  je označena černou barvou. 
   
 
P1H   
(Em1=250 V·m-1)
P2H  
 (Em1=430 V·m-1)
P3H  
 (Em1=120 V·m-1) 
k=1 98,67% 98,25% 99,04% 
k=3 99,02% 98,05% 99,19% 
k=5 98,97% 98,01% 99,17% 
Tabulka 4.1 Úspěšnost klasifikace metody nejbližšího souseda pro body pozorování P1H, P2H a P3H.  
x2 
? 
x1
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Úspěšnost správné klasifikace získáme porovnáním  výstupu klasifikátoru a testovací množiny. 
Výsledky klasifikace 2,74·104 dvojic [εr; tg δ] při harmonickém a impulsním ozařování uvádíme na 
obr. 4.2 a obr. 4.3. Simulace byla spuštěna vždy s optimální hodnotou parametru k (viz tabulka 4.1). 
V tabulce 4.2 chápeme maximální přípustné hodnoty Em1, Em2 a Em3  jako maximální efektivní hodnoty 
intenzity pole v bodech P1I, P2I a P3I . 
Vysoká úspěšnost správné klasifikace je způsobena tím, že v rozlehlých oblastech se stejnou 
třídou pracuje klasifikátor bezchybně a tím pádem zde nasbírá velký počet správných zatřídění. 
Naopak, největší měrou se na chybovosti podílí prvky, které leží ve vstupním prostoru blízko 
optimální rozhodovací úrovně klasifikátoru. 
  
 
Obr. 4.3 Výsledky klasifikace metodou k-NN 
v bodech pozorování P1I (vlevo nahoře), 
P2I (vpravo nahoře) a P3I (vlevo dole). Třída 
CB je označena černou barvou. 
 
 
P1I   
(Em1 = 70 V·m-1)
P2I  
 (Em1 = 70 V·m-1)
P3I  
 (Em1 = 70 V·m-1) 
k=1 95,23% 93,9% 93,9% 
k=3 95,76% 95,5% 96,29% 
k=5 96,02% 96,56% 97,88% 
Tabulka 4.2 Úspěšnost klasifikace metody nejbližšího souseda pro body pozorování P1I, P2I a P3I. 
Nejlepší výsledky jsou označeny tmavým podbarvením. 
V případě řidší trénovací množiny, jak je tomu u klasifikace při impulsním ozařování, znatelně 
vzrostl  počet chybných zatřídění. Na základě porovnání hodnot z Tabulky 4.1 a 4.2 usuzujeme, že je 
tato metoda dosti citlivá na zvolenou hustotu učebních vzorů. Úspěšnost klasifikace lze zvýšit 
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přidáním nových učebních vzorů, čímž ovšem zvýšíme výpočetní náročnost klasifikace, která 
odpovídá velikosti trénovací množiny. 
Rozhraní mezi třídami by v našem případě měla tvořit hladká křivka (viz obr. 2.1 a 2.3). I přes 
vysokou úspěšnost metody k-NN v celkovém měřítku, můžeme při pohledu na obr. 4.2 a 4.3 říci, že 
blízko rozhraní dvou tříd bude pravděpodobnost chyby zatřídění dosti vysoká. Rozložení 
pravděpodobnosti správného zatřídění prvků nad celým vstupním prostorem není známo. 
4.2 Pravděpodobnostní síť 
Tento druh neuronové sítě poprvé představil Donald F. Specht [11]. Princip PNN je založen na 
bayesovském rozhodování. Předkládaný vektor x je zařazen do takové třídy, do které spadá s největší 
pravděpodobností [12].  
Pravděpodobnost, že vektor x patří do třídy Cj můžeme vyjádřit podmíněnou 
pravděpodobností  
( ) ( ) ( )( )xxx P CPCPCP jjj ⋅= || .   (4.3) 
Pravděpodobnost P(x) je pro všechny třídy stejná, odpovídá pravděpodobnosti obecného 
výskytu vstupního prvku x. Pravděpodobnost P(Cj) chápeme jako převrácenou hodnotu počtu tříd []. 
Pravděpodobnost jevu P(x| Cj) není známa. Abychom s využitím bayesovského pravidla 
rozhodli o příslušnosti předkládaného prvku do odpovídající třídy musí být dílčí pravděpodobnosti 
získány z trénovací množiny. Princip PNN je založen na odhadu hustoty pravděpodobnosti 
příslušnosti vektorového prvku x do třídy Cj. Využitím Parzenova okna [11], lze odhad hustoty 
pravděpodobnosti pro třídu CA vypočítat dle následujícího vztahu 
( ) ( )
( ) ( )∑
=
−⋅−−⋅⋅
⋅
= a
ia
t
iam
iar
rA em
f
1
2
2
21
2
1 σ
σπ
pxpx
x ,   (4.4) 
kde x je předkládaný vektor o rozměru r, σ je tzv. vyhlazovací parametr (odpovídá šířce elementárního 
Gaussovského jádra) a pia je i-tý učební vzor z celkového počtu ma  vzorů spadajících do třídy CA.  
Obdobným způsobem jsou podle vztahu 4.4 vypočteny hustoty pravděpodobností pro všechny 
třídy Cj. Prvek x je poté zařazen do té třídy, pro kterou jsme obdrželi největší hustotou 
pravděpodobnosti. 
 Vstupní učební vzory jsou v našem případě dvojice [εr; tg δ], což odpovídá r=2. Vstupní 
prvky třídíme do dvou množin (vyhovuje nebo nevyhovuje kritériím EMC), přičemž počet vzorů 
ma a mb spadajících do tříd CA a CB získáme z výstupních učebních vzorů. 
Schéma čtyřvrstvé pravděpodobnostní sítě vidíme na obr. 4.3. Vstupní vrstva obsahuje 
r neuronů, které slouží k distribuci vstupního signálu síti. První skrytá vrstva je vybavena neurony 
s radiální aktivační funkcí. Jde o stejný typ neuronu, jehož funkce je popsána v kapitole 3.3.1. 
Synoptické váhy odpovídají vstupním učebním vzorům. Počet neuronů v této vrstvě je shodný 
s počtem neuronů u RBF a je roven počtu trénovacích vzorů. Za účelem rovnoměrné pokrytí vstupního 
prostoru dílčími Gaussovskými jádry využíváme předzpracování učební množiny popsané 
v kapitole 3.3. 
Z podobnosti RBF a PNN vyplývá i analogie významu vyhlazovacího parametru σ, který lze 
jednoduše přepočítat na parametry využívané u radiálních neuronových sítí 
( )
σ⋅=
−=
2
15,0ln
SF
b , 
kde b je práh neuronu radiální vrstvy a SF odpovídá šířce bázové funkce (viz kapitola 3.3.1). Stejně 
jako jsme parametrem SF u RBF sítí volili možnou členitost aproximační funkce, u PNN sítí ovlivní 
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parametr SF  členitost rozhraní mezi třídami. Pro nízké hodnoty parametru SF obdržíme rozmanitější 
tvary rozhraní mezi třídami. V limitním případě SF → 0 se klasifikátor PNN svou funkcí blíží metodě 
nejbližšího souseda (viz obr. 4.2). Vyšší hodnoty SF způsobí vznik rozhraní pozvolnějšího charakteru, 
která se v limitním případě SF → ∞ stávají obecně hyperplochou [11].Při určování parametru SF je 
nutné brát v úvahu střední vzdálenost mezi vstupními vzory ve vstupním prostoru.  
Každý neuron ve druhé skryté vrstvě zastupuje jednu třídu a realizuje sumu výstupů všech 
neuronů druhé vrstvy, které spadají do jeho třídy (viz vztah 4.4). Vstupní signály neuronu jsou sečteny 
se stejnou vahou. Námi navrhovaná síť má v této vrstvě dva neurony. 
Do výstupní vrstvy vstupují hustoty pravděpodobností všech tříd. V poslední vrstvě dochází 
na základě  porovnání vstupních hodnot neuronu ke konečnému přiřazení třídy s největší hustotou 
pravděpodobnosti.Ve výstupní vrstvě se v našem případě nalézá jediný neuron, který pracuje v režimu 
komparátor. 
 
Obr. 4.3 Schéma pravděpodobnostní sítě pro klasifikaci kompozitních materiálů; 
Pi – i-tý neuron spadající do třídy CA; Pj – j-tý neuron spadající do třídy CB; 
k1,  k2  – konstanty vystupující ve výpočtu hustoty pravděpodobnosti; 
SF–vyhlazovací parametr 
 Obr. 4.4 zobrazuje simulaci vlastní realizace PNN sítě v MATLABu. Pro názornost je 
nastavena nízká hodnota parametru SF= 0,02. Pro takto nízkou hodnotu σ můžeme pozorovat dílčí 
Gaussovská jádra a jejich rozmístění ve vstupním prostoru. Všimněme si přitom, že rozmístění 
učebních vzorů koresponduje s rozmístěním vzorů pro modely přenosové funkce (viz obr. 3.1).  
Elementární Gaussovká jádra se téměř nepřekrývají, což v konečném důsledku vede na členité 
rozhraní mezi třídami a klasifikace se tak blíží metodě nejbližšího souseda.  
 
 
…
x =[εr; tg δ] 
…
Σ 
Σ 
iP  
amP  
jP
bmP
 
k1·fA(x) 
-1·k2·fB(x) 
+ → CA 
-  → CB 
SF
vstupní 
vrstva 
1. skrytá vrstva 
2. skrytá vrstva 
výstupní 
vrstva 
SF
SF
SF
 - 43 - 
  
Obr. 4.4 Odhad hustoty pravděpodobnosti v bodě 
pozorování P3H s maximální povolenou 
intenzitou pole Em3=120V·m-1 pro třídu 
CB (vlevo nahoře),  pro třídu 
CA (vpravo nahoře).  
Výsledek klasifikace kompozitních materiálů 
pro SF=0,02  (vlevo dole). Třída CB 
je označena černou barvou. 
 
 Zvýšení hodnoty parametru σ vede na pozvolnější průběh hustoty pravděpodobnosti. Obr. 4.5 
ilustruje stejný případ klasifikace dvojic [εr; tg δ] pro SF = 0,07. Při pohledu na obr. 4.5 můžeme říci, 
že jsme obdrželi odhad spojitého rozložení pravděpodobnosti pro obě třídy. Porovnáním rozložení 
pravděpodobnosti obou tříd potom získáme hladký průběh rozhraní mezi třídami. 
 Větší hustotu pravděpodobnosti pozorujeme v oblastech s větší hustotou učebních vzorů. Tato 
skutečnost přispívá ke zvýšení kontrastu mezi pravděpodobnostmi tříd v oblastech členitějšího 
rozhraní což vede na zvýšení úspěšnosti správné klasifikace. 
 Obdobné výsledky obdržíme při klasifikaci materiálů pro body pozorování P2H a P3H. 
Tabulka 4.3 souhrnně uvádí dosažené úspěšnosti klasifikací pro všechny body pozorování. Simulace 
byly spuštěny s různou hodnotou parametru SF. 
 Na Obr. 4.6 jsou ukázány výstupy klasifikátoru pro bod pozorování P1I. Pozvolnější průběh 
rozložení pravděpodobnosti koresponduje se závislostí efektivní hodnoty svislé složky intenzity 
elektrického pole na velikosti relativní permitivity a ztrátového úhlu (viz obr. 2.3). Řidší množina 
učebních vzorů vede na vyšší hodnoty parametru SF.  
Tabulka 4.4 shrnuje úspěšnosti klasifikace všech simulací. Maximální přípustné hodnoty Em1, 
Em2 a Em3 zde chápeme jako maximální efektivní hodnoty intenzity pole v bodech P1, P2 a P3 . Nižší 
úspěšnost klasifikace přisuzujeme řidší množině učebních vzorů.  
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Obr. 4.5 Odhad hustoty pravděpodobnosti v bodě 
pozorování P3H s maximální povolenou 
intenzitou pole Em3=120V·m-1 pro třídu 
CB (vlevo nahoře), pro třídu 
CA (vpravo nahoře). 
Výsledek klasifikace kompozitních materiálů 
pro SF=0,07  (vlevo dole). Třída CB 
je označena černou barvou. 
 
 
 
 
P1H   
(Em1=250 V·m-1)
P2H  
 (Em1=430 V·m-1)
P3H  
 (Em1=120 V·m-1) 
SF = 0,05 98,83% 98,3% 99,33% 
SF = 0,06 98,97 % 98,18% 99,22 % 
SF = 0,07 98,64% 97,96% 99,24% 
SF = 0,08 98,66% 97,83% 99,31 % 
SF = 0,09 98,5% 97,8% 99.08% 
Tabulka 4.3 Úspěšnost klasifikátoru PNN pro body pozorování P1H, P2H  a P3H . Nejlepší výsledky 
klasifikátoru jsou označeny tmavým podbarvením. 
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Obr. 4.6 Odhad hustoty pravděpodobnosti 
v bodě pozorování P1I  s maximální povolenou 
intenzitou pole Em1=70 V·m-1 pro třídu 
CB (vlevo nahoře), pro třídu 
CA (vpravo nahoře). 
Výsledek klasifikace kompozitních materiálů 
pro SF=0,3  (vlevo dole). Třída CB  je 
označena černou barvou. 
 
 
 
 
 
P1I   
(Em1=70 V·m-1)
P2I  
 (Em1=70 V·m-1)
P3I  
 (Em1=70 V·m-1) 
SF = 0,1 95,76% 97,88% 97,9% 
SF = 0,2 95,22% 96,6% 97,1% 
SF = 0,3 97,35 % 94,43% 94,16 % 
SF = 0,4 95,5% 91% 90,19% 
Tabulka 4.4 Úspěšnost klasifikátoru PNN pro body pozorování P1I, P2I a P3I . Nejlepší výsledky 
klasifikátoru jsou označeny tmavým podbarvením. 
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4.3 Klasifikátor s dopřednou neuronovou sítí 
 Následující část textu je věnována klasifikátoru s vícevrstvou neuronovou sítí (ffNN). Základ 
struktury tvoří vícevrstvá neuronová síť, kterou v kapitole 3.1 využíváme k aproximaci diskrétních 
hodnot intenzity pole. 
 Výchozí struktura vícevrstvé neuronové sítě je rozšířena o další přidanou vrstvu, která sestává 
z jediného neuronu v režimu komparátor. Na obr. 4.7 vidíme zjednodušené schéma takto vzniklého 
klasifikátoru, jehož konfigurace přímo vyplývá z počtu tříd. V našem případě máme dvě třídy k jejichž 
rozlišení nám postačí jediný bit. Jde o stejnou situaci, kterou jsme uvažovali při návrhu PNN 
klasifikátoru. 
 Práh neuronu ve výstupní vrstvě slouží k nastavení komparační úrovně neuronu, čímž 
definujeme maximálních hodnoty intenzity pole  Em1, Em2 a Em3. Práh výstupního neuronu potom 
chápeme jako další prvek vstupního vektoru xt = [εr, tg δ, P, E m], kde P je index bodu pozorování a Em 
je maximální povolená hodnota intenzity pole v bodě pozorování. 
 
Obr. 4.7 Schéma klasifikátoru s dopřednou neuronovou sítí. Symbol w(6) označuje jedinou synoptickou 
váhu výstupního neuronu. 
 Síť je trénována na hodnoty intenzity pole v trénovacím uzlu. Při navrhování klasifikátoru je 
tak možné využít vyjma předzpracování učebních vzorů všech přístupů, které popisuje kapitola 3.1. 
V našem případě můžeme použít vyladěné modely přenosové funkce draku letadla.  
 Hodnotu synoptické váhy w(6) výstupního neuronu nastavíme na zápornou hodnotu maximální 
velikosti intenzity pole v trénovací množině. Vícevrstvá neuronová síť je totiž trénovaná na 
normovanou učební množinu, čímž se respektuje obor hodnot použité aktivační funkce výstupního 
neuronu. Záporná hodnota synoptické váhy w(6) poté zajišťuje, že prvek Em vstupního vektoru x může 
být chápán přímo jako maximální povolená intenzita pole v místě pozorování. 
 Na obr. 4.8  a obr. 4.9 vidíme výsledky klasifikací dvojic [εr; tg δ] při harmonickém a 
impulsním ozařování. V tabulce 4.5 uvádíme procentuelní úspěšnost klasifikace při harmonickém 
ozařování. Vysoká úspěšnost klasifikace přímo vyplývá z chybovosti modelů přenosové funkce draku. 
V případě impulsního ozařování proběhla klasifikace všech prvků testovací množiny dokonce bez 
chyby. 
 Klasifikátor s dopřednou vícevrstvou sítí vykazuje největší úspěšnost klasifikace. Na druhou 
stranu považuji za vhodné poznamenat, že jde pro náš případ o specializovanou strukturu, kdy máme 
k dispozici trénovací sadu se spojitým oborem hodnot a pouze dvě třídy. Alternativou tohoto přístupu 
by mohla být struktura učená přímo na identifikační značky daných tříd. Tento klasifikátor také 
nepřináší žádnou informaci o rozložení pravděpodobnosti příslušnosti prvků do daných tříd. 
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Obr. 4.8 Výsledky klasifikace s dopřednou 
neuronovou sítí v bodech pozorování 
P1H  (vlevo nahoře), P2H (vpravo nahoře) 
a P3H (vlevo dole). Třída CB je označena 
černou barvou. 
 
 
P1H   
(Em1=250 V·m-1)
P2H  
 (Em1=430 V·m-1)
P3H  
 (Em1=120 V·m-1) 
99,91% 99,95% 99,71% 
Tabulka 4.5 Úspěšnost klasifikátoru s dopřednou neuronovou sítí pro body pozorování P1H, P2H a P3H 
. 
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Obr. 4.9 Výsledky klasifikace s dopřednou 
neuronovou sítí v bodech pozorování 
P1I (vlevo nahoře), P2I (vpravo nahoře) 
a P3I (vlevo dole). Třída CB je označena 
černou barvou. 
4.4 Shrnutí použitých metod 
 Klasifikace metodou nejbližšího souseda vykazuje ze všech tří metod nejnižší úspěšnost. 
Největší chybovost předpokládáme na rozhraních tříd, jejichž průběh je u této metody velmi 
nelineární. Chybu klasifikace lze principielně snížit volbou hustší trénovací množiny, což ovšem vede 
na zvýšení výpočetních nároků metody. Omezení nacházíme i v rozšířené k-NN metodě. Při počtu tří a 
více tříd již není možné předejít nejednoznačnosti klasifikace. Metoda nejbližšího souseda vyniká 
především jednoduchostí její implementace. 
 Využití PNN klasifikátoru nabízí pozvolnější průběh rozhraní mezi třídami. Klasifikace 
probíhá na základě porovnávání hustot pravděpodobností mezi třídami. Na základě odhadu rozložení 
pravděpodobnosti je možné přesněji lokalizovat oblasti vstupního prostoru s vysokou chybou 
klasifikace. Výpočetní nároky odpovídají množství učebních vzorů. Při řídké trénovací množině je 
možné správnou volbou parametru SF zajistit hladký průběh rozhodovacího rozhraní. Parametr SF je 
nutné volit s ohledem na rozmístění učebních vzorů ve vstupním prostoru, popřípadě zvolit vhodný 
způsob předzpracování učební množiny. 
 Základním stavebním blokem posledního z klasifikátorů je vícevrstvá neuronová síť. 
Při navrhování neuronového klasifikátoru je tak možné využít řadu ověřených metod pro návrh 
a ladění vícevrstvé neuronové sítě. Se zvyšujícím počtem učebních vzorů výpočetní nároky nerostou 
tak razantním způsobem jak je tomu u metod k-NN a PNN. Na druhou stranu, přidání nových 
učebních vzorů nemusí nutně vést ke snížení chybovosti klasifikátoru. V našem případě jsme v návrhu 
využili přesné neuronové modely přenosové funkce draku, čímž jsme dosáhli vysoké úspěšnosti 
klasifikace. 
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Závěr 
 V první části práce jsme navrhli jednoduchý EM model malého letadla sestávající se 
z kovového vlnovodu a dvou vložených dielektrických desek představujících potah trupu letadla. Sérií 
numerických analýz jsme simulovali dopad vertikálně polarizované elektromagnetické vlny z boku 
na trup letounu. Přes jednoduchost analyzované struktury jsme mohli pozorovat základní 
elektromagnetické jevy (pronikání polí dovnitř letounu, formování stojatého vlnění) uvnitř trupu 
letounu.  Vlnovod jsme budili jak harmonickým signálem, tak Gausovým impulsem abychom postihli 
dva různé druhy elektromagnetického rušení. Věnovali jsme se také simulacím šikmého dopadu 
elektromagnetické vlny, který jsme realizovali natočením dielektrických desek uvnitř vlnovodu. 
 Při numerickém modelování jsme zvolili tři body pozorování, ve kterých jsme sledovali vliv 
elektrických parametrů dielektrických desek na konečnou velikost intenzity elektrického pole. 
Elektrické parametry dielektrických desek chápeme jako parametry přenosové funkce draku letounu. 
Za účelem sestavení spojitého modelu přenosové funkce jsme využili dvou neuronových sítí a 
vícerozměrného kubického splajnu. 
 Na základě numerických analýz jsme sestavili trénovací a testovací množiny pro učení 
neuronových sítí. Kladli jsme přitom důraz především na přesnost aproximace neuronovou sítí. Chybu 
modelů přenosové funkce draku jsme tak zkoumali nad celým prostorem vstupních parametrů, což 
nám umožnilo odhalit i lokální oscilace sítí. 
Ukázali jsme a použili řadu návrhových metod sítí se zpětným šířením chyby. Vícevrstvé 
neuronové sítě vynikají svou přesností i rychlostí odezvy na předložený prvek. Svou přesností se 
v naší aplikaci mohou srovnávat s metodou kubických splajnů.  
K aproximaci přenosové funkce draku jsme dále použili radiální neuronovou síť. 
Při navrhování parametrů RBF jsme využili metod jak lokální tak globální optimalizace. Sestavili jsme 
vlastní program simulující chování sítě, který je možné dále použít k testování návrhových přístupů a 
zkoumání chování těchto struktur. Vlastní realizace RBF  nabízí v porovnání s realizací v Neural 
Network Toolboxu rozšířené možnosti ladění těchto modelů.  
Maximální chyby modelů přenosové funkce nepřesáhli v relativních hodnotách 10%. 
Neuronové modely přenosové funkce draku letounu mají srovnatelnou, v některých případech i větší 
chybovost než modely s interpolačními splajny. Přednosti neuronových sítí vidíme především v řešení 
reálných problémů, kde učební vzory mohou být zasaženy šumem. V těchto případech dokáží 
neuronové sítě díky regularizaci lépe odhadnout průběh původní aproximované funkce. 
V místech pozorování jsme předpokládali umístění citlivé avioniky letounu s danou 
maximální intenzitou elektrického pole. Hodnoty polí v místech pozorování jsou v úzké souvislosti 
s elektrickými parametry potahu letadla. Za účelem klasifikace materiálů z hlediska kritérií EMC jsme 
využili dvou neuronových sítí a klasifikace metodou nejbližšího souseda. 
 S upravenou vícevrstvou neuronovou sítí jsme dosáhli největší úspěšnosti klasifikace. Kvalita 
klasifikátoru se sítí se zpětným šířením chyby přímo vyplývá z přesnosti neuronového modelu 
přenosové funkce draku. Největší chybu klasifikace předpokládáme v místech vstupního prostoru 
blízko rozhraní tříd. 
 S použitím pravděpodobnostní sítě jsme získali odhad rozložení pravděpodobnosti příslušnosti 
vstupních prvků do jednotlivých tříd. Na základě odhadu pravděpodobností lze lépe lokalizovat 
kritické oblasti vstupního prostoru s velkou pravděpodobností chybného zařazení vstupního prvku. 
Z důvodu velkého množství učebních vzorů nebylo možné klasifikátor simulovat v Neural Network 
Toolboxu. Rozhodli jsme se pro vlastní realizaci PNN sítě, kterou je možné dále obecně použít 
k řešení problémů klasifikace i k ověření návrhových metod PNN. 
 Úspěšnost neuronových klasifikátorů je ve všech případech větší než 97%. Neuronové 
klasifikátory se ukázali jako vhodné řešení i při řídké množině učebních vzorů, kdy subjektivní i 
objektivní chyba metody nejbližšího souseda podstatně vzrostla. Tento poznatek označíme za pozitivní 
vezmeme-li v úvahu časovou náročnost tvorby trénovací množiny v problémech EMC. 
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Seznam zkratek a symbolů 
 
EMC (Electromagnetic Compatibility) – Elektromagnetická kompatibilita 
NN (Neural Network) – Neuronová síť 
PEC (Perfect Electric Conductor) – Ideální elektrické vodič 
RBF (Radial Basis Function) – Radiální bázové funkce  
SSE (Sum Squared Error) – Součet kvadratických chyb neuronové sítě 
MSE (Mean Squared Error) – Střední kvadratická chyba neuronové sítě 
GCV (Generalised Cross Validation) – Odhad chyby predikce sítě 
BIC (Bayesian information criterion) – Odhad chyby predikce sítě 
PNN (Probablistic Neural Network) – Pravděpodobnostní neuronová síť 
k-NN (k – Nearest Neighborn) – Zkratka rozšířené metody nejbližšího souseda 
SF (Spread Factor) – Parametr zastupující šířku bázové funkce 
  
Seznam příloh 
Příloha 1 – Dokumentace přiložených zdrojových kódů. 
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Přílohy 
Příloha 1 je návod ke spuštění přiložených skriptů.V příslušném adresáři jsou vždy popsány 
důležité soubory ke spuštění simulací.  
root\Matlab\FFNN – Adresář obsahuje modely s vícevrstvou neuronovou sítí. 
root\Matlab\FFNN\Harmonicka – adresář obsahuje soubory pro trénování modelu při 
harmonickém buzení 
Skript newfforwd.m spustí učení neuronové sítě. Po skončení nastaveného počtu iterací program 
zobrazí relativní chybu modelu. Variantu „Jumping connections“ zvolíme zrušením komentáře 
v řádku % net.layerConnect=[0 0 0 0;1 0 0 0;0 1 0 0;0 0 1 0];. 
root\Matlab\FFNN\Impulsní - adresář obsahuje soubory pro trénování modelu při impulsním buzení 
Vše je stejné jako v případě harmonického buzení až na název trénovacího skriptu nnsct.m. 
 
 
root\Matlab\Auto sampler – Obsahuje programy popsané v kapitole 3.1.2. 
Po spuštění skriptu rdif.m započne automatické vzorkování aproximované funkce podle nastavené 
maximální hodnoty relativní změny funkční hodnoty aproximované funkce. 
Po spuštění skriptu fdif2dif.m započne vzorkování s odhadem druhé derivace aproximované 
funkce. 
Výstupem obou skriptů je zobrazení výchozí a výstupní učební množiny. 
 
 
root\Matlab\RBN – Obsahuje modely RBF a skripty pro návrh modelů. 
root\Matlab\RBN\ GA_RBN_H – obsahuje genetický algoritmus popsaný v kapitole 3.3.5 pro 
případ harmonického buzení 
Návrh sítě spustíme známým skriptem trainga.m. V tomto skriptu také volíme typ neuronové sítě 
(verze 1 nebo 2).  
root\Matlab\RBN\ GA_RBN_I - obsahuje genetický algoritmus popsaný v kapitole 3.3.5 pro případ 
impulsního buzení 
Návrh sítě spustíme skriptem trainga.m. V tomto skriptu také volíme typ neuronové sítě 
(verze 1 nebo 2).  
V obou případech se po skončení genetického algoritmu zobrazí chyba navržených modelů. 
root\Matlab\RBN\NN Toolbox\RBN_model\harm_regul  
a  - lokální optimalizační metody pro návrh RBF popsané v kapitole 3.3.4 
root\Matlab\RBN\NN Toolbox\RBN_model\imp _regul  
Návrh RBF modelů se spouští skriptem optim.m. Zrušením komentáře v následujícím řádku 
navrhujeme model s lokálními regularizačními parametry. 
% [Delt,GCV1,LOO]=locreg(netrb,Pat,p,1,In,y,spread(ind),n);.  
Testovacími skripty testNN_harm.m a testNN_harm.m vrací chybovost navržených modelů. 
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root\Matlab\Spline – Obsahuje modely s kubickým splajnem. 
root\Matlab\Spline\Harmonicka – splajn pro modelování přenosové funkce při harmonickém 
buzení 
root\Matlab\Spline\Harmonicka – splajn pro modelování přenosové funkce při impulsním buzení 
Návrh, simulace i test modelu se splajnu se v obou případech spouští skriptem nsplinecst.m. 
 
 
root\Matlab\Nearest Neighbourn – Obsahuje skripty s klasifikační metodou nejbližšího souseda. 
root\Matlab\Nearest Neighbourn\harmonicka – klasifikace materiálů při harm. buzení 
root\Matlab\Nearest Neighbourn\impulsni – klasifikace materiálů při impulsním buzení 
Oba klasifikátory se spouští skriptem nearest3.m. Ve skriptech je možné měnit parametry 
klasifikace. 
 
root\Matlab\PNN –Obsahuje klasifikátor s pravděpodobnostní sítí. 
Oba klasifikátory se spouští skriptem claspnn.m.  
 
root\Matlab\FFNN_Class –Obsahuje klasifikátor s vícevrstvou neuronovou sítí. 
root\Matlab\FFNN_Class\ klasifikator_hardlim_harm – klasifikace při harm. buzení 
Klasifikaci spustíme funkcí clas_HL(250,430,120), kterou uvádíme s doporučenými 
parametry. 
root\Matlab\FFNN_Class\ klasifikator_hardlim_harm – klasifikace při impulsním buzení 
Zde doporučujeme odlišné hodnoty parametrů clas_HL(70,70,70). 
 
 
 
 
 
