Introduction
Identifying a flat sheet of paper with the Euclidean plane and, subsequently, the Euclidean plane with the field C of complex numbers it is possible to describe geometric constructions with algebraic means. This method of algebraization of geometric problems has proved very successful: For instance, in the language of field theory it is easy to precisely describe the points constructible by compass and straightedge. This readily shows that some of the classical compass-and-straightedge construction problems are unsolvable or that the set of compass-and-straightedge constructible points is a subfield of C.
In this paper we apply the idea of algebraization to a type of construction motivated by origami related questions. In [4] Butler et al. ask which points in the plane can be constructed using origami techniques when there is the following limitation on the folds: Starting from the generator points 0, 1 ∈ C only folds through already existing points with prescribed slopes are allowed. We call the set of points obtained in this way an origami set.
Origami sets and origami rings We use the following mathematical concepts to model the folding process:
A fold is a straight line, its slope the angle enclosed with the real axis. Obviously, it suffices to only consider angles α with 0 ≤ α < π.
Fix a subset U ⊆ [0, π[. We interpret U as the set of prescribed slopes of lines. Throughout this paper we assume that 0 ∈ U and that U contains at least three elements.
The set of generator points is given by M 0 := {0, 1} ⊆ C. We define sets M k recursively: If M k−1 is already known for some k ∈ N, then M k denotes the set of all intersection points of lines through elements of M k−1 with prescribed slopes, i. e.
is called the origami set with respect to the slopes given by U . An origami ring is an origami set that also is a subring of C.
Addressing complex numbers We present a way of addressing complex numbers that is particularly well suited to describe origami sets.
Let α ∈ ]0, π[ denote an angle. Since α is non-zero, there is a uniquely defined intersection point of the line z + R · exp(iα) through z with slope α and the real axis. We denote this point with α(z) and call it the α-projection of z.
For instance, the real part of a complex number z ∈ C is just its
It is easily seen that the α-projection is a projection in the linear algebraic sense:
Then the following statements hold:
The equations α(w + z) = α(w) + α(z) and α(λ · w) = λ · α(w) hold for all w, z ∈ C and λ ∈ R.
α is idempotent:
The identity α α(z) = α(z) holds for all z ∈ C.
3. The restriction α| R is the identity map. The equality α(x) = x holds if and only x ∈ R.
A complex number is uniquely given by two projections:
is a bijection. We call the pair α(z), β(z) ∈ R 2 the (α, β)-coordinates of z. Vice versa, given two real numbers r, s ∈ R we denote with r, s α,β the unique complex number z ∈ C fulfilling α(z) = r and β(z) = s. Hence, r, s α,β is exactly the complex number with (α, β)-coordinates (r, s) and fulfills the equation
r s α β Figure 1 : The connection between (α, β)-coordinates and complex numbers.
The next result follows directly from this definition and Lemma 1.
Lemma 3 Let α, β ∈ ]0, π[ be two different angles. Then the following statements hold, where we write ·, · instead of ·, · α,β for the sake of readability:
1. For all r, s ∈ R the equations α r, s = r and β r, s = s hold. Conversely, for all z ∈ C one has z = α(z), β(z) .
2. Let r, s be real numbers. Then, r, s is a real number if and only if r = s holds. In this case one has r = r, r . Notation Throughout this paper we employ the following notation: U ⊆ [0, π[ denotes the set of prescribed slopes. We always assume 0 ∈ U and |U | ≥ 3. We write M for the origami set M (U ) and M R for its real part. The symbols α and β denote angles of U {0} with α = β. We write ·, · instead of ·, · α,β .
The structure of origami sets
The aim of this section is twofold:
First, we want to give a set theoretic description of origami rings. This is done in Theorem 5 which states that every origami ring is the M R -span of 1 and 1, 0 . So the structure of M is pretty easyprovided that the real part M R of M is known. We deal with this restriction in Theorem 11 where we give an explicit description of M R in terms of the elements of U . A surprising consequence of this theorem is that M R is always a subring of R.
Second, we discuss the algebraic structure of M . It is well known that M is an additive group. We prove this in Theorem 5. In Theorem 14 we give several criteria for M to be an origami ring.
Reduction to M R
Let z be an element of M . The projections α(z) and β(z) are elements of M R since they are intersections of the admissible lines. Conversely, Lemma 3 shows that the equation α(z) = β(z) = z holds for all z ∈ M R . This gives the equality
On the other hand, if r, s are elements of M R , then r, s is an element of M . Conversely, by (1), for any z ∈ M the α-and β-projections of z are elements of M R . Thus,
Equation (2) shows that M can be entirely reconstructed out of M R . So, no information is lost when transitioning from M to M R .
It is well known that M is an additive subgroup of C, cf. [3, Thm. 3 .1]. The following preparatory lemma states this result for the real part of M :
Proof.
We employ the subgroup test: Let r, s be elements of the non-empty set M R with s ≥ r. Define z := r, s . By definition of the origami set M , the intersection point z ′ of the lines z +R·exp(i0) and 0 + R · exp(iα) is an element of M . Its (α, β)-coordinates are (0, x) where x denotes an appropriate element of M R .
The triangle with vertices r, z, s is congruent to the triangle with vertices 0, z ′ , x. So, the corresponding sides of both triangles have the same length, giving s − r = x − 0 = x ∈ M R . By considering the point z ′′ defined by
one obtains r − s ∈ M R in a similar fashion.
A consequence of this lemma is the following explicit description of origami sets. We also obtain that origami sets are additive subgroups of C.
Theorem 5 M is the M R -span of 1 and 0, 1 , i. e.
Together with Lemma 4 this shows that M is an additive subgroup of C.
Let z be an element of M . Then there are r, s ∈ M R with z = r, s . Lemma 3 gives
Conversely assume that r, s ∈ M R . Then, again with Lemma 3, r + s · 0, 1 = r, r + s · 0, 1 = r, r + 0, s = r, r + s .
The ring structure of M R
In this paragraph we show that M R is a subring of R. The main technique we employ are coordinate transformations: Given any two angles γ, δ ∈ U , we convert (α, β)-coordinates into (γ, δ)-coordinates and vice versa.
The following definition provides a notation that will become handy later on:
Definition 6 Let γ ∈ U {0} be arbitrary. We denote the γ-projection of 0, 1 with The following result describes how coordinates change when transitioning to different pairs of angles:
Proposition 7 Let γ, δ ∈ U {0} be two different angles. Then, for any r, s ∈ M R , the following equations hold:
(a) We know that p(γ) = γ 0, 1 and p(δ) = δ 0, 1 . Therefore we obtain 0, 1 = p(γ), p(δ) γ,δ . By Lemma 3,
The representation of r, s in (γ, δ)-coordinates is now due to linearity. It is 0 / ∈ ∆. Therefore, we can define
: γ, δ ∈ U {0} and γ = δ .
Lemma 9 Denote the subring of R generated by ∆ with
To prove the opposite inclusion consider an arbitrary element r ∈ R. By definition, r is a sum of addents of the form
This shows that r ∈ Z[∆].
Now we show that
Choose γ ∈ U {0} and s ∈ M R arbitrarily. Then, one has 0, s ∈ M and, hence, γ 0, s ∈ M R . The assertion follows since γ 0, s = p(γ) · s by linearity. This proves the lemma: As Z is a subset of M R , repeatingly applying the above result shows that M R contains all products z · p(γ 1 ) · · · p(γ s ) with s ∈ N 0 , z ∈ Z, and γ 1 , . . . , γ s ∈ U {0}.
As M R is additively closed, it follows R ⊆ M R and therefore
Lemma 10 Denote the subring of R generated by
Proof.
We already know that Z[∆] ⊆ M R . By reasoning in the same fashion as above it suffices to show that p(γ) − p(δ) −1 · M R ⊆ M R for any γ, δ ∈ U {0} with γ = δ. This is proved in two steps.
First, we show that p(γ) −1 · M R ⊆ M R holds for any γ ∈ U {0, α}: Let γ ∈ U {0, α} and r ∈ M R be arbitrary elements. Then r, 0 γ,α ∈ M and, thus, β r, 0 γ,α ∈ M R . By Proposition 7 (b),
Choose two different elements γ, δ ∈ U {0} and s ∈ M R arbitrarily. Suppose that γ = α. Then p(γ) −1 s ∈ M R and, thus, 0, p(γ) −1 s γ,δ ∈ M . By Proposition 7 (b), (1).
. Now assume that for some k ∈ N 0 both α(M k ) and β(M k ) are subsets of Z[∆, ∆ −1 ]. Let z be any element of M k+1 . Then there exist elements x, y ∈ M k and angles γ, δ ∈ U with γ = δ such that
Assume first, that both γ = 0 and δ = 0. Then, by Proposition 7 (a),
As α(x) and β(x) are elements of Z ∆, ∆ −1 by induction, it follows that γ(x) ∈ Z[∆,
Now assume that γ = 0. This implies δ = 0. Assume further that δ = α; if δ = α, then one can argue analogously using β instead of α. By considering (α, δ)-coordinates one obtains δ(x), δ(y) ∈ Z[∆, ∆ −1 ] in a similar fashion as above. To show that α(z) ∈ Z[∆, ∆ −1 ] consider the line x + R:
because the triangle with vertices α(x), x, δ(x) is congruent to the triangle with vertices α(p), p, δ(p).
By transforming the (α, δ)-coordinates of z according to Proposition 7 (b) we finally see
Due to the symmetry in γ and δ, the case δ = 0 can be reduced to the case γ = 0. This finishes the proof.
Example 12 If U contains exactly three elements, then we can write U = {0, α, β}. It follows
and, subsequently, ∆ −1 = ∆. Thus, we end up with M R = Z ∆, ∆ −1 = Z. If U contains exactly four elements, then we can write U = {0, α, β, γ}. It follows
Origami rings
In this paragraph we give several criteria for an origami set to be an origami ring. We start with a technical lemma:
Lemma 13 1. The equalities
hold where i denotes the imaginary unit.
It is
0, 1 · 1, 0 = sin 2 β sin 2 (α−β) , sin 2 α sin 2 (α−β) .
For any
Note that all of the above quotients are defined: Since α, β, γ ∈ ]0, π[ with α = β, it follows sin(α−β) = 0 and sin γ = 0.
Proof.
By definition, 0, 1 = 0 + R · exp(iα) ∩ 1 + R · exp(iβ) . By solving the equation 
For the sake of readability, we set e := 0, 1 . Then 1, 0 = 1 − e.
Assume (a). Then e 2 ∈ M . By Theorem 5, there exist r, s ∈ M R with e 2 = r + se. Thus, the monic quadratic polynomial f := X 2 − sX − r ∈ M R [X] has e as a zero. Since e is not a real number, f is irreducible. This shows (b). Assume (b). Since f is a real polynomial, the complex conjugate e of e is also a zero of f . It follows
So, 2 Re(e), |e| 2 ∈ M R . Lemma 13 (a) now shows (c). Assume (c). Using the angle difference identities one obtains
Since M R is additively closed, this shows
∈ M R and proves (d). Assume (d). Then the (α, β)-coordinates of e(1 − e) are elements of M R by Lemma 13 (b). This shows e(1 − e) ∈ M and proves (e).
Assume (e). Since e ∈ M , the additive group structure of M gives e 2 = e − e + e 2 = e − e(1 − e) ∈ M.
Therefore there are r, s ∈ M R such that e 2 = r, s . To prove that M is a subring of C we only have to show that M is multiplicatively closed. To this end, let x, y be arbitrary elements of M . By Theorem 5, there exist a, b, c, d ∈ M R such that x = a + be and y = c + de. It follows xy = ac + (ad + bc) · e + bd · e 2 = ac · 1, 1 + (ad + bc) · 0, 1 + bd · r, s Linearity = ac + bdr, ac + ad + bc + bds .
Due to the ring structure of M R both the α-and the β-projection of xy are elements of M R . This shows xy ∈ M and proves (a).
We discuss the situation when additional angles are added to the set U :
Choosing α, β ∈ U and using criterion (e) of Theorem 14 readily yields This and Corollary 15 show: By allowing at most two additional slopes, every origami ring "extends" to an origami ring. In particular, every origami set is contained in an origami ring.
Set α := π 3 and β := 2π 3 . Then
Hence, M U ∪ {α, β} is an origami ring by Theorem 14 (d).
Remark 17 There exist sets U such that, regardless of the choice of γ ∈ [0, π[, the origami set M U ∪ {γ} is not an origami ring. Thus, in the general case we cannot expect a one-angle version of the above corollary.
An example of such a set U can be found by constructing angles α, β ∈ ]0, π[ that fulfill the conditions
To this end, let α ∈ ]0, π[ be arbitrary. Set β := α − arcsin · sin α and consider β a function with respect to α. Since the derivative of β is always positive, it follows that β ∈ ]0, π[. Moreover, this choice of β fulfills equation (I) and always gives α = β. Now, consider the continuous function
As f is non-constant, there exists α ∈ ]0, π[ such that f (α) is transcendental over Q. Thus, we have found angles α, β ∈ ]0, π[ with α = β that fulfill (I) and (II). Set U := {0, α, β}. Example 12 shows that M (U ) R = Z. So M (U ) is not an origami ring by Theorem 14 (d). Let γ ∈ [0, π[ be arbitrary. We may assume that γ / ∈ U . Then
where Q p(γ) denotes the subfield of R generated by p(γ).
We now show that γ cannot be chosen in a way such that M U ∪ {γ} becomes an origami ring. To this end assume that Theorem 14 (d) is fulfilled. Then, by (II), Q p(γ) contains a transcendental element. Hence, p(γ) must be transcendental. But then Q p(γ) is a purely transcendental extension of Q that does not contain √ 2 = sin 2 α sin 2 (α−β) .
Some Examples
In this section we further illustrate our notation and results by giving examples of origami sets and rings.
Discrete origami sets It is well known that an origami set M (U ) is dense in C if and only if U contains more than three elements, cf. [5, Cor. 10] or [1, Thm. 3.7] . This fact also follows from the proof of our next result which classifies the origami sets that are discrete subsets of C.
Proposition 18
For an origami set M := M (U ) the following statements are equivalent:
