Abstract This work presents a new subdivision method to upscale absolute permeability fields. This process, called two-step method, consists in (i) solving micro-scale equations on subdomains obtained from the full domain regular decomposition and (ii) solve a second upscaling with Darcy's law on the permeability fields obtained in the first step. The micro-scale equations used depend on the case studied. The two-step upscaling process is validated on randomly generated Darcy-scale permeability fields by measuring the numerical error induced by upscaling. The method is then applied to real domains obtained from sandstone micro-tomographic images. The method specificities due to pore-space structure are discussed. The main advantage of the two-step upscaling method resides in the drastic 
Introduction
The determination of effective properties of a porous medium, such as absolute permeability or effective diffusion, is essential to the understanding and the modeling of subsurface displacements in hydrology or petroleum engineering. For that purpose, relationships between microstructures in the pore space and effective properties at macroscopic scale has been widely studied theoretically and numerically [1, 2] .
In early studies, using a suitable numerical method [3] , Spanne et al. [4] have performed direct numerical simulations in micro-tomographic images to determine absolute permeability and evaluate the influence of several parameters such as the influence of boundary conditions. However, due to the limitation of the computational resources, the calculations on real micro-tomographic images have been realized on samples of limited volumes or with restricted mesh resolution.
Recent advances in pore-scale imaging and computing efficiency have enabled multimillion cell domains, thus renewing the interest for digital rock physics (DRP) [5, 6] . The accuracy of computations relies heavily on a correct representation of the pore space and poses multiple experimental challenges. Numerous studies focus on the influence of important aspects such as the numerical method used [7, 8] , the boundary conditions applied [9, 10] , or the scaling with the sampling volume [11] [12] [13] . Despite the development of high-performance computing, DRP studies remain challenging in terms of numerical computations for two reasons. First, it has been observed that the resolution of the mesh has a significant influence on the results and therefore that several mesh refinements are necessary to improve accuracy of the permeability [14] . Second, depending on the porous medium considered [15] , the representative elementary volume (REV) is at times very large (for instance with carbonate rocks [16] ) and leads to CPU intensive numerical simulations . From these observations, it is important to focus on reducing the computational costs of numerical techniques used in permeability modeling.
Several methods, listed in the literature review of Renard et al. [17] , have been developed to avoid direct numerical simulations and efficiently compute equivalent permeability for Darcy-scale heterogeneous fields. Renormalization is the method used most frequently. Renormalization consists in obtaining a macro-scale equivalent permeability by a series of fine-mesh permeabilities aggregations [18] . Improvements have been made to treat any anisotropy in the permeability fields [19] . The renormalization method reduces computational costs but it does not give a direct realization of the flow path, it does not handle high contrasts between neighboring permeabilities, and it is not directly applicable to real pore-space geometry.
The two-step upscaling technique presented in this work is illustrated in Fig. 1 . In this approach, the first upscaling is performed (step 1 in Fig. 1 ) from the micro-scale (fine grid) to an intermediate-scale (coarse grid). It results in an heterogeneous permeability field at an intermediate scale where each permeability value is computed using several fine grid cells composing one cell of the coarse grid. Then, classical upscaling techniques are applied to evaluate permeability at the macroscopic scale (step 2 in Fig. 1 ).
Pickup et al. [20] used this method on two-dimensional deterministic models of correlated random permeability fields with a log-normal distribution. The numerical error between classical and two-step procedure increases when increasing the variance σ of the log-normal distribution and the number of subdomains at the intermediate scale (the refinement level of the coarse grid). However, the method shows a good agreement with classical procedures, with a relative difference globally lower than 5 %, except in heterogeneous cases where σ > 2. Kfoury et al. [21, 22] also used this technique to simulate matrix-fracture exchanges in a fractured porous reservoir. In their configuration, the minimal space discretization is determined by the width of fractures, which is much lower than the characteristic size of the reservoir. Using a two-step upscaling approach reduced the computational costs and made it possible to perform a REV study. This kind of methods has also been used for two-phase flow in heterogeneous reservoirs [23, 24] .
In this work, the objective is to study the use of the twostep upscaling method at the pore scale. The permeability upscaling starts from real pore space images and the result is an effective permeability representation at the core scale. As a preliminary step, the numerical method is tested on randomly generated permeability fields to benchmark the numerical error induced by the method. Then, the potential computing gain is estimated in CPU time and memory usage. Finally, an application on a real sample is performed. The computational efficiency and the specificities of a real porous system are discussed in details.
Materials and methods
Several scales are considered in this paper and require to be defined. Microscale and macroscale refer to the upscaling procedure regardless of the problem studied. The set of equations constituting the full problem are solved at the microscale to determine effective properties (here, permeability) at the macroscale. Darcy-scale and pore-scale refer to the cases studied in this work, respectively a randomly generated permeability field and a real pore-space extracted from micro-tomographic images.
Samples

Darcy-scale permeability fields
For the Darcy-scale study, permeability fields with 180 3 computational cubic cells are randomly generated. A dimensionless diagonal tensor field K random is randomly distributed following a log-normal density law by transforming a normal distribution of mean m = 0. Then, each diagonal The range of permeabilities for the three directions of the randomly generated fields are reported in Table 1 with their permeability magnitudes. With these distribution parameters, permeabilities are respectively between 1.58 × 10 −2 and 4.99 × 10 2 mD for the field A 1 , 9.19 × 10 −5 and 9.17×10 4 mD for the field A 2 , and between 1.26×10 −8 and 4.70 × 10 4 mD for the field A 3 . These properties have been defined to evaluate the influence of two parameters: (i) the permeability range (field A 1 and A 2 ) and (ii) the anisotropy (field A 2 and A 3 ). Note that dimensions in this configuration (mD) have no physical meaning; the important points are the ratio between cell size and domain size (180 here) and the variance of the permeability distribution. Then, to evaluate the effect of correlation length on the method accuracy, three correlated permeability fields are generated using the SGeMS tool [25, 26] . The permeability values follow a normal law (mean m = 0 and standard deviation σ = 1) and are spatially correlated using three correlation lengths of 10, 50, and 90 % of the domain lengths (permeability fields are respectively named B 10 , B 50 , and B 90 ), depicted in Fig. 2 . These fields are generated using an unconstrained sequential gaussian simulation (95 % of the variance) and adding a nugget effect for 5 % of the variance. The generated values are transformed with a power law (K = 10 x ) to get realistic values of permeability. Under these conditions, the three generated porous medium have permeability values comprises between 2.34 × 10 −5 and 3.34 × 10 4 mD which gives a permeability spectrum close to the field A 2 .
Pore-scale real sample
The real micro-sample used in this study is extracted from a Nordhorn sandstone and imaged with a X-ray microtomograph. The workflow used for imaging and meshing is similar to the one recently described by Guibert et al. [14] . The 3D sample, whose size is 2.94 × 2.94 × 2.94 mm 3 , has been imaged with a spatial resolution of 9.8 μm 3 . The binary image is therefore composed of 300 3 voxels. Then, the pore-space is initially meshed with structured hexahedral cells, using one computation cell per voxel. This results in a coarse mesh of 6,703,504 computation cells, therefore, a porosity of 24.82 % (Fig. 3) , referred as refinement level L 0 in the study. This mesh is then refined by dividing each computation cell in two for each direction, leading to a fine mesh composed by 53,628,032 computation cells (referred as refinement level L 1 ).
To ensure the representativity of the sample used, a REV study has been performed on the sample, similarly to previous works [14] . The permeability field is computed over subvolumes obtained by removing computational cells along the boundaries. The REV study is performed from 0.49 3 mm 3 (50 3 voxels) to 2.94 3 mm 3 (300 3 voxels) and highlights that the maximum deviation in permeability is less than 10 % for 2.45 3 mm 3 ( Table 2 ).
The usual upscaling technique
As explained previously, two scales are considered during an upscaling process: (i) the micro-scale with local heterogeneities and where the physical problem (flow equations for example) needs to be explicitly solved and (ii) the macro-scale, where the micro-scale cells are lumped into a single computation cell with homogeneous effective properties. For the absolute permeability determination, the flow is modeled at macro-scale using Darcy's law
where V is the average fluid velocity (or filtration velocity), K the permeability tensor, μ the dynamic viscosity, and ∇P the macro-scale pressure gradient. For a given microscale sample, several boundary conditions configurations can be used to numerically evaluate the equivalent permeability of the porous medium considered [10] . In this study, the permeameter method, which mimics the experimental determination of the permeability, is used. For each main direction, a pressure gradient is imposed along the sample with a no-flux condition on lateral boundaries. Then, flow is explicitly computed at micro-scale and, by averaging the micro-scale velocities over the domain, it is possible to compute one column of the permeability tensor using Eq. 2.
Repeating such simulations in the three directions allows to construct the full permeability tensor.
The two different classes of problem considered here (pore-scale and Darcy-scale) differ from the equations solved at the micro-scale. For the Darcy-scale configurations, represented by a permeability field, the micro-scale equations are the same as at the macro-scale, i.e., Darcy's law. For the small-scale configuration, where the void space is determined from images and meshed, a classical Stokes' problem is solved. By considering a non-inertial single phase flow and neglecting gravity, the mass and momentum equations read
where u is the micro-scale velocity field, μ the dynamic viscosity of the fluid, andp the micro-scale pressure. A zero velocity condition is imposed on the solid faces and symmetry condition is imposed on lateral faces parallel to the flow orientation. Even if the permeameter method has shown similar results with symmetry and zero velocity conditions on lateral boundaries for real porous media [14], The semi-implicit method for pressure-linked equations (SIMPLE) algorithm, implemented in the OpenFOAM platform, is used to solve the Stokes' equations. All the discretization schemes are second order and the required precision on the pressure field are set to 10 −6 .
The two-step upscaling technique
Principle
As presented in the introduction, the two-step upscaling technique consists in considering an intermediate step (or scale) during the computation of an effective property (Fig. 4) . In the first step, the computational domain is divided into n × n × n subdomains (Fig. 4a) for which the classical upscaling technique described in Section 2.2 is applied three times, in each direction (Fig. 4b) . This leads to the computation of a tensorial permeability field composed by n × n × n blocks. During the second step, the classical upscaling technique is again applied using Darcy's law on this computed field to obtain the permeability tensor of the whole field (Fig. 4c) . Although this method introduces an upscaling approximation, two advantages are expected using this technique: (i) a speedup of the permeability computation and (ii) a decrease in the amount of memory needed.
Numerical implementation
The domain decomposition is performed using the native mesh decomposition tool of OpenFOAM, initially developed for parallel computation. The decomposition leads to several blocks with the same size. An automatic process permits to loop over the sub-domains, change boundary conditions, solve each flow direction, and return the sub-domain properties such as the dimensions, the position and the full permeability tensor. For the second-step simulation, the permeability field of the macro-scale problem is constructed using sub-domains informations given by the first step and permeability tensor is obtained using three simulations (one for each direction).
Real sample specificities
The mesh built on the full sample has been done using snappyHexMesh, a native mesher of OpenFOAM. Two different strategies can be envisaged:
1. Mesh all the sample and decompose to obtain all the sub-domains meshed. 2. Mesh sub-domains, one after the other, by providing for each the bounds and a internal point of the pore space.
The first strategy is used here because it is the most straigthforward method when computer resources permit. In both cases, the division into subdomains can generate unconnected pore spaces (i.e., pore spaces not connected to the main pore volume, see for example the Fig. 3b at top-left and bottom right). With the approach used in this study (strategy 1), this unconnected pore-space is meshed. This could be problematic in terms of solver convergence, particularly if the disconnected pore space is in contact with one face without Dirichlet condition. An automatic process is used to detect and remove these regions and to evaluate their size. The volume loss, despite being negligible in the case studied, is reported (Section 3). Note that using strategy 2,where unconnected pore-spaces are not meshed, would require a comparison between the initial sample porosity and the sum of the subdomains porosities to evaluate this volume loss. An eventual limit of the method could be to obtain nonconnected regions, in a particular flow direction, which could lead to zero permeability. This potential problem, not encountered with the image used, would be due to a small subdomain size or highly anisotropic pore-space structure.
Results
For each configuration, at Darcy and pore scales , two key points are studied: (i) the relative error induced by the twostep upscaling and (ii) the computing resource gain provided by the technique (in terms of computation time and RAM required). For each case studied, the simulations are performed from n = 1 (the reference) to n = 6 corresponding to 216 subdomains. The macro-scale domain, used for the second upscaling, is composed by 60 3 (216,000) computation cells. Each homogeneous permeability block at the intermediate-scale is composed at least by 10 3 computation cells for n = 6. The mesh convergence is therefore ensured for the second upscaling while the computation time of this step remains negligible compared to the first step of the method. All the computations are performed on a desktop computer composed of two Intel Xeon CPU at 2.40 GHz with 96 Gb of RAM. In order to compare computation time with the least bias, all simulations are performed on a single core of the machine, even if parallel computation are natively possible thanks to the open-source platform used [27] . 
Darcy-scale
The differences in terms of equivalent permeability between the reference simulation (n = 1) and the two-step simulations, i.e., the relative error, for the three fields studied and for the three main directions are plotted in Fig. 5 . For statistically isotropic porous media (fields A 1 and A 2 ), the numerical errors induced by the method show linear behavior and are similar for three directions. The maximal error, for n = 6, reaches 0.66 % for the field A 1 and 1.48 % for the field A 2 where the standard deviation of permeability is twice larger (σ = 2 which correponds to about eight orders of magnitude of permeabilities against four orders for the field A 1 ). By introducing anisotropy in the permeability and keeping standard deviation σ = 2, the numerical error keeps a linear behavior but differs depending on the considered axis. The error reaches 5.47 % for the main permeability direction (x-axis in Fig. 5c ) while field properties in this direction are statistically identical to the field A 2 . On the contrary, the relative error is reduced for the two lowest permeability direction (respectively from 1.48 to 0.90 % for the y-axis and from 1.47 to 0.94 % for the z-axis). Note that several simulations with various anisotropy factors (not reported here) show that the maximal error is always reached on the greater permeability direction (x-axis in our case).
The three cases highlight that the accuracy of the method depends on both the permeability range and its aniostropy, as also observed in a previous study [20] . Doubling the order of magnitude of the permeability range almost doubles the numerical error induced by the method. Nevertheless, the numerical error for a field with almost eight orders of magnitude of permeability heterogeneity remains below 2 %. The anisotropy causes most of the numerical error to be aligned along on the main permeability direction, and anisotropy is therefore an important factor to account for when using the two-step upscaling method. The computation time required for the three fields is illustrated in Fig. 6 . The two simple isotropic cases are solved with classic upscaling in less time than with the presented uscaling technique (from T 1 ≈ 15 min to T 6 ≈ 21 min) because of the additional processes related to domain decomposition and input/output operations. On the contrary, in terms of memory, the two-step upscaling method offers a considerable gain in RAM required, going from ∼ 12.8 Gb for n = 1 to less than 200 Mb for n = 6. This enables numerical evaluations of large permeability field on a desktop computer. For a more complex and anisotropic permeability field (field A 3 for instance on Fig. 6 ), the subproblem decomposition helps the numerical convergence and allows to gain both computation time and memory. A limit is reached in this configuration for n = 3 which corresponds to a calculation time halved, a memory requirement Fig. 7 Maximal relative error as a function of the ratio between the size of the subdomain and the correlation length divided by 25 and a maximal numerical error in the x-axis of 2 %. The comparisons of the numerical results with the simplest fast estimator of permeability, i.e., the geometric average of the permeabilities, is summarized in Table 3 . This shows that the geometric average cannot handle the large anisotropy of the generated permeability fields, underestimates the large values of permeability, and overestimates the lowest values. Errors induced by the two-step method follow the same trends as previously observed, but are much more lower. The good accuracy observed and the memory saved by the method makes it an attractive alternative to estimate an equivalent permeability.
A similiar study is performed for the correlated permeability fields, whose statistical properties are close to those of field A 2 (log-normal distribution with about eight orders of magnitude for permeability). In term of computation time (Fig. 6b) , the gain is low and relatively independent from the correlation length. The size of the linear system is the same as for the uncorrelated case and the huge reduction of memory requirements is therefore identical. The maximal relative error in terms of equivalent permeability is plotted as a function of the ratio between the size of sub-domains and the correlation length (Fig. 7) . For the two fields with a correlation length larger than the subdomains (fields B 50 and B 90 ), the error increases when the size of the subdomains tends to the correlation length (i.e., when n → 2). However, for sufficiently small sub-domains, the error is between 3 and 5 %. This must be compared with the field A 2 where the relative error reached is about 2 %. For small correlation length (field B 10 ), the numerical error oscillates between 0.3 and 4.5 %. Increasing the correlation length leads to an increase of the numerical error, even if the method remains in agreement with the full computation when the size of the subdomain sufficiently differs from the correlation length. 
Pore-scale
As detailed in Section 2.1.2, two meshes are used in the real sample study. Only the three main directions, i.e., the diagonal part of the permeability tensor, are considered and the vector d is defined as
The porous medium considered is almost isotropic (K ii ∈ [5.88; 6.33] mD for i = x, y, z) and the error can be therefore computed as a simple scalar
Relative errors induced by the two-step method from n = 2 to n = 6 are reported in Fig. 8 considering two different reference solutions. Figure 8a shows that, when comparing with the simulation n = 1 for a given refinement level, increasing n makes the error grows similarly for the two refinement levels to reach ∼ 4.5 % for n = 6 and refinement level L 0 (respectively ∼ 3.5 % for the level L 1 ). The difference with the reference solution is of the same order of magnitude as in the case of the Darcy-scale study. When comparing all simulations to the refined mesh with n = 1 (Fig. 8b) , the error induced by the two-step method is smaller that the error due to the poor mesh resolution. Using the coarse mesh for direct permeability determination (n = 1, level 0) leads to ∼ 19 % of relative error while the two-step method with n = 6 and refinement level L 1 has only 3.6 % of relative error.
The distribution of the sub-domain permeabilities is reported for the different directions in Fig. 9 (refinement  levelL 1 ) . This highlights that the size of sub-domains for n = 2 (1.47 3 mm 3 ) is smaller than the REV since permeabilities differ significantly. For the x-axis for example, the permeabilities of the subdomains are between 5.0 −12 and 8.8.10 −12 m 2 (standard deviation equal to 1.2.10 −12 ). This confirms results of a previous REV study which exhibits a representative elementary volume to about 2 3 mm 3 . Then, considering the x-axis with n = 6, the standard deviation reaches 8.8.10 −12 with a permeability range between 1.58.10 −13 and 9.3.10 −11 m 2 (almost three order of magnitudes). The method does not seem to be sensitive to this parameter, and a large increase of permeability range does not imply a large increase of the error. This emphasizes that the method predicts the permeability accurately even with subdomains much smaller than the REV.
As explained in Section 2.3.3, the domain decomposition of a real pore-space geometry leads to subdomains with unconnected pore spaces that are automatically removed from the mesh. The quantification of the pore volume loss, defined as the number of "lost" cells divided by the initial number of cells for each refinement level is reported in Fig. 10 . In our configuration, the relative volume loss remains less than 2 % for n ≤ 6 while the error seems to increase exponentially and suggests potential issues for n > 6. The mesh refinement slightly reduces the volume loss made by the domain decomposition.
The speedup σ n is defined as
where T n is the computation time with n 3 subdomains. The computation time and the speedup are reported in Fig. 11 for both refinement levels. The speedup for the refinement level L 0 reach a maximal value σ 5 ≈ 3.25 which indicates that the time saved by flow simulations for n = 6 is lost during the additional processes. The total computation time for this refinement level has been reduced from 625 to 195 min. been reduced from 290 to 85 h. Moreover, the RAM memory required for the flow computation has been considerably reduced from 45 Gb for n = 1 to ∼ 250 Mb for n = 6. The two-step method applied to a real sample shows that it is possible to divide the computational time by more than 3 keeping a relative error on the predicted permeability (∼ 18 % for our sample). It is therefore possible with this technique to compute permeability on refined mesh of large sample with limited computational resources, a personal computer for example.
Conclusion
A two-step upscaling method has been proposed in this paper. We have applied the method on two different media, e.g., Darcy scale (permeability fields) and pore scale (real sample) cases. Those two tests cases were used to quantify the accuracy and demonstrate convergence of the method, and show a reduction in computing resources needed to investigate complex media upscaling. We can separate our main results in two parts depending on the scale on which we base our primary analysis. First at the Darcy-scale, for the configurations tested (∼ 6 M computation cells, and number of subdomains 1 ≤ n ≤ 6), this method allows to save up to half of computational time for the most heterogeneous case. The RAM memory required is divided up to 25 times for n = 6. The maximal relative error, in the fastest simulations, does not exceed 6 % for the most disadvantageous flow direction.
Second, on the pore-scale problem applied to a real sample (the main purpose of this study), the method saves up to 70 % of the computational time and divides the RAM memory required up to 180 times. The maximal relative error induced by the two-step upscaling technique is about 4 % for the two refinement levels. This error should be compared with the larger error made by using a poor mesh resolution (18 % between refinement level L 0 and L 1 for our sample). This reduction of computing requirements makes simulations possible on more refined mesh to improve permeability evaluation on micro-CT images or evaluate permeability on specific rock with large REV.
The benefits and the efficiency of the method has been proven in this study for one of the major effective properties, the absolute permeability. However, we could expect that the method may be extended to other effective properties, such as inertial Forchheimer correction.
