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Abstract
In this paper we introduce a new kind of nonnegative matrices which is called (sp) matrices. We show
that the zero solutions of a class of linear discrete dynamical systems are asymptotically stable if and only if
the coefficient matrices are (sp) matrices. To determine that a matrix is (sp) matrix or not is very simple, we
need only to verify that some elements of the coefficient matrices are zero or not. According to the result
above, we obtain the conditions for the stability of several classes of discrete dynamical systems.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that for the linear discrete dynamical system
xn+1 = Axn (1.1)
the zero solution is asymptotically stable if the radius of spectrum r(A) of the matrix is smaller
than 1. This condition is very simple. But we have to compute the eigenvalues of the matrix A
and if the order of A is very big, it is complicated to compute the eigenvalues. Therefore it is
necessary to search for new conditions for the asymptotical stability of zero solution. The new
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order difference equation with one degree of freedom
x(k) = p1x(k − 1) + p2x(k − 2) + · · · + pnx(k − n). (1.2)
The zero solution is asymptotically stable if all the roots z = λ of the characteristic equation
zn − p1zn−1 − p2zn−2 − · · · − pn = 0 (1.3)
satisfy |λ| < 1. If n is small, it is easy to describe the distribution of roots for Eq. (1.3). But if n
is very big, it becomes very complicated to describe the distribution of roots for Eq. (1.3).
In 1999, Husainov and Nikiforova [1] discussed the asymptotic stability of the zero solution
of (1.2). Under the condition pi > 0, i = 1,2, . . . , n, they proved that the zero solution of (1.2)
is asymptotically stable if and only if
∑n
i=1 pi < 1. We call this result H–N Theorem. However
the proof of H–N Theorem is not perfect. In [2] Liao gave a new proof for this theorem.
In this paper we introduce a kind of nonnegative matrices—(sp) matrices. Under the condition
that A in the system (1.1) is nonnegative matrix, we prove that the zero solution of (1.1) is
asymptotically stable if and only if A is a (sp) matrix. After writing (1.2) in the form of (1.1),
if pi > 0, i = 1,2, . . . , n, the coefficient matrix is (sp) matrix if and only if ∑ni=1 pi < 1. Then
H–N Theorem is a corollary of our result. As an application of (sp) matrices, we establish
conditions for the stability of several classes of discrete dynamical systems.
2. Definitions and lemmas
In this paper we discuss the following class of matrices
s =
{
A = {aij }n×n: aij  0,
n∑
j=1
aij  1, i = 1,2, . . . , n
}
.
Definition 2.1. We call A ∈ s a (sp) matrix if there exist m ∈ N and a sequence of subscript sets
{I (k)1 }, {I (k)2 }, k = 0,1, . . . ,m, from I = {1,2, . . . , n} such that
I = I (0)1 ∪ I (0)2 , I (0)1 =
{
i:
n∑
j=1
aij < 1
}
, I
(0)
2 =
{
i:
n∑
j=1
aij = 1
}
,
I
(k)
1 =
{
i ∈ I (k−1)2 : ∃j ∈ I (k−1)1 such that aij = 0
}
,
I
(k)
2 =
{
i ∈ I (k−1)2 : ∀j ∈ I (k−1)1 such that aij = 0
}
, k = 1,2, . . . ,m − 1,
I
(m)
1 = I (m−1)2 , I (m)2 = ∅,
where I (k)1 and I
(k)
2 , k = 0,1,2, . . . ,m − 1, are nonempty or I (0)2 = ∅.
Remark 2.1. If I (0)2 = ∅, the matrix A ∈ s is trivial (sp) matrix.
Remark 2.2. In Definition 2.1, it is obvious that {I (k)1 }mk=0 are mutually disjoint and⋃m
k=0 I
(k)
1 = I , therefore m n − 1.
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A =
⎛
⎜⎜⎜⎝
0 1 0 0
0 13 0 0
0 0 13 0
1 0 0 0
⎞
⎟⎟⎟⎠
is a (sp) matrix because m = 2 and
I
(0)
1 = {2,3}, I (0)2 = {1,4}, I (1)1 = {1}, I (1)2 = {4}, I (2)1 = {4}, I (2)2 = ∅.
Example 2.2. Let
A =
⎛
⎜⎜⎜⎝
0 0 0 1
0 13 0 0
0 0 13 0
1 0 0 0
⎞
⎟⎟⎟⎠ .
Then A ∈ s, but A is not a (sp) matrix because
I
(0)
1 = {2,3}, I (0)2 = {1,4}, I (1)1 = ∅.
Remark 2.3. From the definition of (sp) matrices, it is convenient to certify whether a matrix
A ∈ s is a (sp) matrix or not.
Lemma 2.1. Let A be a (sp) matrix and
bk = Abk−1, k = 1,2, . . . , (2.1)
where bk = (b(1)k , b(2)k , . . . , b(n)k )T ∈ Rn. The initial value b0 = (b(1)0 , b(2)0 , . . . , b(n)0 )T ∈ Rn satis-fies
b
(i)
0 =
n∑
j=1
aij , i = 1,2, . . . , n.
Then for each fixed i, i = 1,2, . . . , n, the sequence {b(i)k } is convergent and there exists nonneg-
ative constant b < 1 such that
lim
k→∞b
(i)
k  b, i = 1,2, . . . , n.
Proof. For each fixed i, 1 i  n, from b(j)0  1, j = 1,2, . . . , n, we have
b
(i)
1 =
n∑
j=1
aij b
(j)
0 
n∑
j=1
aij = b(i)0 .
From the assumption b(j)k  b
(j)
k−1, j = 1,2, . . . , n, we can get
b
(i)
k+1 =
n∑
aij b
(j)
k 
n∑
aij b
(j)
k−1 = b(i)k .
j=1 i=1
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and b = max{b(1)0 , b(2)0 , . . . , b(n)0 }. If A is a trivial (sp) matrix, from b(i)0 < 1, i = 1,2, . . . , n,
we have b(i)  b < 1, i = 1,2, . . . , n, and so the lemma holds. If A is a nontrivial (sp) matrix,
then there exist m ∈ N and a sequence of subscript sets {I (l)1 }, {I (l)2 }, l = 0,1,2, . . . ,m, from
I = {1,2, . . . , n} such that
m⋃
l=0
I
(l)
1 = I, I (l)2 = ∅, l = 0,1,2, . . . ,m − 1, I (m)2 = ∅.
Next we prove by induction.
(1) If i ∈ I (0)1 , then b(i)0 < 1 and for any k ∈ N we have
b
(i)
k  b
(i)
0 < 1, i ∈ I (0)1 .
(2) If i ∈ I (0)2 , b(i)0 = 1. In view of I (0)2 = I (1)1 ∪ I (1)2 , if i ∈ I (1)1 , there exists ji ∈ I (0)1 such that
aiji = 0 and b(ji )0 < 1.
Then
b
(i)
1 =
n∑
j=1
aij b
(j)
0 <
n∑
i=1
aij = b(i)0 = 1.
Therefore for any k ∈ N ,
b
(i)
k  b
(i)
1 < 1 and b
(i)
0 = 1, i ∈ I (1)1 .
If i ∈ I (1)2 , for any j ∈ I (0)1 we have aij = 0 and so
b
(i)
1 =
n∑
j=1
aij b
(j)
0 =
∑
j∈I (0)2
aij b
(j)
0 =
n∑
j=1
aij = 1.
(3) Suppose that i ∈ I (l)1 implies b(i)l < 1 while i ∈ I (l)2 implies b(l)1 = 1. Then for i ∈
I
(l+1)
1 ⊂ I (l)2 , there exists ji ∈ I (l)1 such that aiji = 0 and b(ji )l < 1.
Then
b
(i)
l+1 =
n∑
j=1
aij b
(j)
l <
n∑
j=1
aij = 1.
If i ∈ I (l+1)2 , for any j ∈ I (l)1 we have aij = 0. So
b
(i)
l+1 =
n∑
j=1
aij b
(j)
l =
∑
j∈I (l)2
aij b
(j)
l =
∑
j∈I (l)2
aij =
n∑
j=1
aij = 1.
Therefore for the cases l = 0,1,2, . . . ,m − 1 the lemma holds. As I (m)1 = I (m−1)2 , I (m)2 = ∅,
for the case l = m we know
b(i)m < 1, i ∈ I (m).1
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i∈I (0)1 b
(i)
0 ,maxi∈I (1)1 b
(i)
1 , . . . ,maxi∈I (m)1 b
(i)
m }. Then b < 1 and for any posi-
tive integer k m we have
b
(i)
k  b, i = 1,2, . . . , n.
Therefore b(i)  b, i = 1,2, . . . , n. 
Remark 2.4. If i ∈ I (l)2 , we have b(i)l = b(i)l−1 = · · · = b(i)0 = 1.
Lemma 2.2. Suppose that A ∈ s but A is not a (sp) matrix. Then there exists i0 (1 i0  n) such
that the sequence {b(i0)k } of components of bk in (2.1) satisfies
b
(i0)
k = 1, k = 1,2, . . . .
Proof. As A is not a (sp) matrix, there exists a positive integer m n − 1 such that
I
(m−1)
2 = ∅ and I (m)1 = ∅.
Further
I =
(
m−1⋃
l=0
I
(l)
1
)
∪ I (m−1)2 .
According to the definition of I (m−1)2 , for i ∈ I (m−1)2 and j ∈
⋃m−1
l=0 I
(l)
1 we have aij = 0. Then
i ∈ I (m−1)2 implies
b
(i)
k =
n∑
j=1
aij b
(j)
k−1 =
∑
j∈I (m−1)2
aij b
(j)
k−1, k = 0,1,2, . . . . (2.2)
Because j ∈ I (m−1)2 implies b(j)0 = 1, for any k ∈ N we have
b
(i)
k =
∑
j∈I (m−1)2
aij =
n∑
j=1
aij = b(i)0 = 1.
Therefore for any fixed i0 ∈ I (m−1)2 , we conclude
b
(i0)
k = 1, k = 1,2, . . . . 
3. Main results
First we recall some concepts about the stability of discrete dynamical systems.
Suppose that f :Rn → Rn is a continuous mapping and f (0) = 0. For the discrete dynamical
system
xk+1 = f (xk), k = 0,1,2, . . . , (3.1)
we say that the zero solution of (3.1) is stable if for any ε > 0 there exist δ > 0 and k0 ∈ N such
that
‖xk‖ < ε
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are equivalent and the concept of stability makes no difference with respect to the norms). We
say that the zero solution of (3.1) is absorbing if for any x0 ∈ Rn,
lim
k→∞‖xk‖ = 0.
We say that the zero solution of (3.1) is asymptotically stable if it is both stable and absorbing.
Theorem 3.1. Let A ∈ s. Consider the following linear discrete dynamical system
x(k + 1) = Ax(k), k = 0,1,2, . . . , (3.2)
where x(k) = (x1(k), x2(k), . . . , xn(k))T ∈ Rn. Then the zero solution of (3.2) is asymptotically
stable if and only if A is a (sp) matrix.
Proof. Sufficiency. Denote ‖x(k)‖∞ = max1in |xi(k)|. From (3.2),
∣∣xi(k + 1)∣∣
(
n∑
j=1
aij
)∥∥x(k)∥∥∞ = ∥∥x(k)∥∥∞b(i)0 , 1 i  n. (3.3)
Then
∣∣xi(k + 2)∣∣ n∑
j=1
aij
∣∣xj (k + 1)∣∣ ∥∥x(k)∥∥∞
n∑
j=1
aij b
(j)
0 =
∥∥x(k)∥∥∞b(i)1 .
Generally for any positive integers k and p we have∣∣xi(k + p + 1)∣∣ ∥∥x(k)∥∥∞b(i)p , i = 1,2, . . . , n.
Then ∥∥x(k + p + 1)∥∥∞  ∥∥x(k)∥∥∞ max1in b(i)p , (3.4)
where b(i)p =∑nj=1 aij b(j)p−1 and b(i)0 =∑nj=1 aij . From (3.3) we know ‖x(k + 1)‖∞  ‖x(k)‖∞
because b(i)0  1. So {‖x(k)‖∞} is monotone decreasing and further it is convergent. Denote
limk→∞ ‖x(k)‖∞ = R. In (3.4) letting k → ∞ we have
R R max
1in
b(i)p . (3.5)
As A is a (sp) matrix, from Lemma 2.1 there exists 0 b < 1 such that
lim
p→+∞b
i
p  b < 1.
There from (3.5) we get
R  bR,
from which R = 0, i.e. limk→∞ ‖x(k)‖∞ = 0. Now we conclude that the zero solution of (3.2)
is absorbing. On the other hand, ‖A‖∞ = max1in∑nj=1 aij  1, So∥∥x(k)∥∥∞ = ∥∥Akx(0)∥∥∞  ‖A‖k∞∥∥x(0)∥∥∞  ∥∥x(0)∥∥.
Then the zero solution of (3.2) is stable.
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Take an initial value x(0) = (1,1, . . . ,1)T ∈ Rn. Then
xi(1) =
n∑
j=1
aij = b(i)0 .
So
xi(k + 1) = b(i)k =
n∑
j=1
aij b
(j)
k−1, k = 1,2, . . . .
By Lemma 2.2 there exists 1  i0  n such that b(i0)k = 1, k = 1,2, . . . . Therefore
limk→∞ xi0(k) = 1, which is contradiction to the fact that the zero solution of (3.2) is absorb-
ing. 
For a real matrix A denote |A| = (|aij |)n×n.
Corollary 3.1. If |A| is a (sp) matrix, then the zero solution of (3.2) is asymptotically stable.
Proof. We need only to replace b(i)0 =
∑n
j=1 aij by b
(i)
0 =
∑n
j=1 |aij |, then it is the same as the
proof of sufficiency in Theorem 3.1 to get the conclusion. 
Remark 3.1. If A is a real matrix and |A| ∈ s, then the fact that the zero solution of (3.2) is
asymptotically stable does not imply that |A| is a (sp) matrix.
Example 3.1. Let A = ( 1/2 −1/21/2 1/2 ). Then |A| = ( 1/2 1/21/2 1/2 ) ∈ s, but it is not a (sp) matrix. The two
eigenvalues of A are λ = 12 ± 12 i. As |λ| = 1√2 < 1, the zero solution of (3.2) is a asymptotically
stable.
Next we give a simplified proof of H–N Theorem by means of Theorem 3.1.
Corollary 3.2 (H–N Theorem). Suppose pi > 0 (i = 1,2, . . . , n). The zero solution of the fol-
lowing high order difference equation
y(k) = p1y(k − 1) + p2y(k − 2) + · · · + pny(k − n) (3.6)
is asymptotically stable if and only if ∑ni=1 pi < 1.
Proof. Write (3.6) as the following discrete system
x(k + 1) = Ax(k), (3.7)
where x(k) = (x1(k), x2(k), . . . , xn(k))T ∈ Rn, the matrix
A =
⎛
⎜⎜⎜⎜⎝
0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 1
pn pn−1 pn−2 · · · p2 p1
⎞
⎟⎟⎟⎟⎠ .
Then the asymptotic stability of the zero solution of (3.6) is equivalent to that of (3.7).
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and
I
(0)
1 = {n}, I (0)2 = {1,2, . . . , n − 1},
I
(1)
1 = {n − 1}, I (1)2 = {1,2, . . . , n − 2},
· · ·
I
(n−1)
1 = {1}, I (n−2)2 = {1}, I (n−1)2 = ∅,
we conclude that A is a (sp) matrix.
Necessity. Suppose
∑n
i=1 pi  1. Take x(0) = (1,1, . . . ,1)T ∈ Rn. From (3.7), for any posi-
tive integers k and 1 i  n we have
xi(kn) αk, α =
n∑
i=1
pi.
Then |xi(kn)|  1. So the zero solution of (3.7) is not absorbing, which is contradiction to the
fact that the zero solution of (3.7) is asymptotically stable. Therefore ∑ni=1 pi < 1. 
Next we study the asymptotic stability of the following coupled high order difference equa-
tions:
x(k) = t (1)1 x(k − 1) + t (1)2 x(k − 2) + · · · + t (1)n x(k − n)
+ s(1)1 y(k − 1) + s(1)2 y(k − 2) + · · · + s(1)m y(k − m),
y(k) = t (2)1 x(k − 1) + t (2)2 x(k − 2) + · · · + t (2)n x(k − n)
+ s(2)1 y(k − 1) + s(2)2 y(k − 2) + · · · + s(2)m y(k − m). (3.8)
Corollary 3.3. Suppose that t (i)j , s
(i)
k > 0, i = 1,2, j = 1, . . . , n, k = 1, . . . ,m. Then the zero
solution of (3.8) is asymptotically stable if∑nj=1 t (r)j +∑mk=1 s(r)k  1, r = 1,2, and at least one
of the inequalities holds strictly.
Proof. (3.8) is equivalent to the following discrete dynamical system
z(k + 1) = Hz(k), (3.9)
where
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0 0 0 0 0 · · · 0 0
0 0 1 · · · 0 0 0 0 0 · · · 0 0
0 0 1 · · · 0 0 0 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 1 0 0 0 · · · 0 0
t
(1)
n t
(1)
n−1 t
(1)
n−2 · · · t (1)2 t (1)1 s(1)m s(1)m−1 s(1)m−2 · · · s(1)2 s(1)1
0 0 0 · · · 0 0 0 1 0 · · · 0 0
0 0 0 · · · 0 0 0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 0 0 0 0 · · · 0 1
t
(2)
n t
(2)
t
(2) · · · t (2) t(2) s(2)m s(2) s(2) · · · s(2) s(2)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,n−1 n−2 2 1 m−1 m−2 2 1 (n+m)×(n+m)
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(sp) matrix if
∑n
j=1 t
(r)
j +
∑m
k=1 s
(r)
k  1, r = 1,2, and at least one inequality holds strictly. So
by Theorem 3.1 we get the conclusion. 
Remark 3.2. If
∑n
j=1 t
(r)
j +
∑m
k=1 s
(r)
k  1, r = 1,2, then the zero solution of (3.8) is not ab-
sorbing and so it is not asymptotically stable.
Consider the following nonlinear discrete dynamical system:
xi(k + 1) = fi
(
x1(k), x2(k), . . . , xn(k)
)
, i = 1,2, . . . , n. (3.10)
If every fi(x1, x2, . . . , xn) satisfies
∣∣fi(x1, x2, . . . , xn)∣∣ n∑
j=1
tij |xj |, i = 1,2, . . . , n, (3.11)
where tij  0, then we have
Corollary 3.4. If the discrete dynamical system (3.10) satisfies (3.11) and ∑nj=1 tij  1,
i = 1,2, . . . , n, and T = (tij )n×n is a (sp) matrix, then the zero solution of (3.10) is asymp-
totically stable.
Proof. From (3.11) we have⎛
⎜⎜⎜⎝
|x1(k + 1)|
|x2(k + 1)|
...
|xn(k + 1)|
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎝
t11 t12 · · · t1n
t21 t22 · · · t2n
· · · · · · · · · · · ·
tn1 tn2 · · · tnn
⎞
⎟⎟⎠
⎛
⎜⎜⎜⎝
|x1(k)|
|x2(k)|
...
|xn(k)|
⎞
⎟⎟⎟⎠ .
Similar to the proof of sufficiency in Theorem 3.1, we can get the conclusion. 
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