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Abstract
Let Sn denote the set of permutations of {1, 2, . . . , n}. The function f(n, s) is defined to
be the minimum size of a subset S ⊆ Sn with the property that for any ρ ∈ Sn there exists
some σ ∈ S such that the Hamming distance between ρ and σ is at most n − s. The value
of f(n, 2) is the subject of a conjecture by Ke´zdy and Snevily, which implies several famous
conjectures about latin squares.
We prove that the odd n case of the Ke´zdy-Snevily Conjecture implies the whole conjec-
ture. We also show that f(n, 2) > 3n/4 for all n, that s! < f(n, s) < 3s!(n − s) log n for
1 6 s 6 n− 2 and that
f(n, s) >
⌊
2 +
√
2s− 2
2
⌋
n
2
if s > 3.
1 Introduction
Given a finite metric space (X, d), the covering radius cr(S) of a subset S of X is the minimum
real number r such that balls of radius r centred at the points in S cover X . A covering code for
(X, d) is a subset with covering radius at most some specified value. For practical applications, it
is generally desirable to have a covering code with few elements. We examine the covering radius
problem for (Sn, dH), where Sn is the set of permutations of [n] = {1, 2, . . . , n} and dH is the
Hamming distance (the number of positions in which a pair of permutations disagree). See [8] for
background on covering and packing problems in this space.
The function f(n, s) is defined to be the minimum size of a subset of Sn that has covering
radius at most n − s. It is not hard to show that f(n, 1) = ⌊n/2⌋ + 1 for all n; see for example
[3, 4]. However, the s = 2 case is already difficult, and has interesting connections to the study of
latin squares. A latin square of order n is an n×n array of n symbols in which each symbol occurs
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exactly once in each row and column. In a latin square of order n, a partial transversal of length
ℓ is a set of ℓ entries containing no pair of entries that lie in the same row or column or share the
same symbol. A transversal is a partial transversal of length n and a near transversal is a partial
transversal of length n−1. See [9] for a survey on transversals, including a history of the following
two famous and long-standing conjectures in the area:
Conjecture 1. Each latin square of odd order has a transversal.
Conjecture 2. Every latin square has a near transversal.
The first of these conjectures is usually attributed to Ryser, while the second is variously
attributed to Brualdi, Ryser and Stein. In contrast to Conjecture 1, there are at least nn
3/2(1/2−o(1))
Latin squares of each even order n that have no transversal [5]. The rows of any such Latin square
form a set of permutations that has covering radius exactly n−2 (see [4]). It follows that f(n, 2) 6 n
for all even n. Ke´zdy and Snevily made the following conjecture, motivated by the fact that it
implies both Conjectures 1 and 2 (again, see [4] for details).
Conjecture 3. If n is even, then f(n, 2) = n; if n is odd, then f(n, 2) > n.
In [4] it was shown that ⌊n/2⌋ + 2 6 f(n, 2) 6 4n/3 + O(1) for all n. In [10] it was shown
that f(n, 2) 6 n+O(logn) for all n and that f(n, 2) 6 n+ 2 whenever n is divisible by 3. In the
next section we show that it suffices to prove that f(n, 2) > n for odd n (Conjectures 1 to 3 would
all follow). In Corollary 4, we also significantly improve the lower bound on f(n, 2). In the final
section of the paper, we find new upper and lower bounds on f(n, s) for general s.
2 Remarks on the Ke´zdy-Snevily conjecture
In this section we consider the case at the heart of the Ke´zdy-Snevily conjecture, namely f(n, 2).
We will prove a new lower bound. But first we show that half of Conjecture 3 implies the other
half.
A set of permutations S ⊆ Sn is transitive if for every x, y ∈ [n] there exists σ ∈ S such that
σ(x) = y.
Theorem 1. If S is a non-transitive subset of Sn with cr(S) 6 n− s, then f(n− 1, s) 6 |S|.
Proof. Since S is non-transitive, there exists x and y in [n] such that p(x) 6= y for all p ∈ S. By
appropriate relabelling, we may assume that x = y = n. Consider the function g which maps each
permutation p ∈ Sn to the unique permutation q ∈ Sn−1 for which
q(x) =
{
p(x) if p(x) 6= n,
p(n) if p(x) = n,
for all x ∈ [n − 1]. Let p′ be an arbitrary permutation in Sn−1, and let p ∈ Sn be the unique
permutation such that p(n) = n and g(p) = p′. Since cr(S) 6 n− s, there is some q ∈ S such that
dH(p, q) 6 n− s. Since q ∈ S, we know q(n) 6= n. Hence, there are at least s choices of i ∈ [n− 1]
for which q(i) = p(i) 6= n. It follows that dH(p′, g(q)) 6 n − 1 − s. Therefore {g(q) : q ∈ S} is a
subset of Sn−1 of size at most |S| and covering radius at most n− 1− s.
Part of the reason to be interested in Theorem 1 is because it gives a weak version of mono-
tonicity for f(n, s) in its first parameter. It is known that f(n, s) is not actually monotonic in
n, since f(3, 2) = 6 > f(4, 2) = 4. On the other hand, f(n, s) increases monotonically in s by
definition. Another reason for interest in Theorem 1 is the following implication:
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Corollary 2. If Conjecture 3 is true for odd n, then it is true for all n.
Proof. Assume that there is some positive integer k for which f(2k, 2) 6= 2k. As was mentioned in
§1, we know that f(2k, 2) 6 2k, so we are assuming that f(2k, 2) < 2k. This implies that there is
some S ⊆ S2k with |S| < 2k and cr(S) 6 2k − 2. A transitive subset of S2k must contain at least
2k permutations, since for any x ∈ [2k] there must be a permutation in the set which maps 1 to
x. Therefore S is non-transitive, so by Theorem 1, f(2k − 1, 2) 6 |S| 6 2k − 1. We have shown
that if Conjecture 3 fails for n = 2k then it also fails for n = 2k − 1. The result follows.
Our next aim is to improve the lower bound on f(n, 2) from [4]. To do this we will take a
graph theoretic approach (which we will also use in §3 to find a lower bound on f(n, s) for s > 3).
For any graph G we will denote the vertices and edges of G by V (G) and E(G), respectively. For
any set of permutations S ⊆ Sn we colour the edges of the complete bipartite graph G = Kn,n
on vertex sets V = {v1, . . . , vn} and W = {w1, . . . , wn}. For each p ∈ S and i ∈ [n] we give the
edge from vi to wp(i) a colour that is unique to p. The edges with any particular colour form a
perfect matching in G, and we may think of S as corresponding to a set MS of perfect matchings.
Each edge of G will receive a number of colours equal to the number of those perfect matchings
that it is in. An edge is blank if it has no colour, monochromatic if it has exactly one colour and
polychromatic if it has at least two colours. A matching M of G is k-light (with respect to MS)
if no edge in M has more than k colours, and k-rainbow (with respect to MS) if no colour occurs
on more than k edges of M . We write light and rainbow for 1-light and 1-rainbow respectively.
To show that f(n, s) > k we must show that for an arbitrary set S ⊆ Sn with |S| = k there is
an (s−1)-rainbow perfect matching of G. In the f(n, 2) case, we will also insist that the matching
is light, because it assists the proof. We will locate the required matching by taking a matching M
which is close to what we want, then arguing that if it is not already what we want, then we can
improve it. The improvement will come via the common technique of switching on an alternating
path or cycle. A path/cycle X is alternating (with respect to M) if it has the property that among
any two consecutive edges of X , precisely one of them is in M . To switch M with respect to X ,
we remove E(X) ∩M from M and replace these edges with E(X) \M .
Theorem 3. Let G be the complete bipartite graph Kn,n and let MS be a set of at most 3n/4
perfect matchings of G (not necessarily disjoint). There is a perfect matching of G that is light
and rainbow with respect to MS and which contains a maximum sized 0-light matching of G.
The remainder of this section is devoted to proving Theorem 3 via a sequence of intermediate
claims. LetM be a light rainbow matching of G with as many blank edges as possible and, subject
to this restriction, as many edges as possible. Aiming for a contradiction, assume that M is not
a perfect matching. Without loss of generality, v1 and w1 are unmatched by M . Let A1 be the
set of vertices v such that there is an even length alternating path Pv of blank edges from v1 to v.
By construction, Pv must begin with an edge that is not in M and end with a (blank) edge in M .
Also, every vertex in V that lies on Pv must itself be in A1. Let A2 be the set of vertices w such
that there is an even length alternating path of blank edges from w1 to w. The properties of A2
are analogous to those of A1.
Of the edges incident with a vertex u ∈ V (G), let β(u) be the number of blank edges, π(u) the
number of polychromatic edges and let µ(u) = n− β(u)− π(u) be the number of monochromatic
edges. For i ∈ {1, 2} and u ∈ Ai let µ′(u) be the number of monochromatic edges incident to u
that are part of an alternating path of length 2 from u to some vertex in Ai (by definition, the
first edge of such a path cannot be in M , since no vertex of Ai is matched by a monochromatic
edge of M).
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Claim 3.1. |A1| > 1 + β(v) + µ′(v) for all v ∈ A1 and |A2| > 1 + β(w) + µ′(w) for all w ∈ A2.
Proof. Let vwi be a blank edge incident to some v ∈ A1. By the definition of A1, there is an even
length alternating path P of blank edges from v1 to v. Since G is bipartite, we can find P
′, an
odd length alternating path of blank edges from v1 to wi (either P
′ = Pwi or P
′ is some subpath
of P ). By our choice of M , it cannot be increased by switching on P ′, so wi is matched by M to
some vertex vj . Note that the first edge and last edge of P
′ are not in M , since P ′ is an alternating
path of odd length and v1 is not matched by M . Hence wivj is not an edge of P
′ and vj /∈ V (P ′),
since every internal vertex of P ′ is incident to an edge in M ∩E(P ′). It follows that wivj is blank,
since otherwise the matching obtained from M by switching on P ′vj would be a light rainbow
matching of the same size as M but with more blank edges than M . Hence, P ′vj is an even length
alternating path of blank edges from v1 to vj , so vj ∈ A1. Note that P ′vj is simply a subpath of
P in the case when P ′ is a subpath of P .
We have shown that each of the β(v) vertices that are joined to v by a blank edge is matched by
M to a vertex in A1. By definition, there are µ
′(v) vertices that are joined to v by a monochromatic
edge and matched by M to a vertex in A1. Also, v1 is trivially in A1, and is not matched by M .
Hence, |A1| > 1 + β(v) + µ′(v). By symmetry |A2| > 1 + β(w) + µ′(w) for all w ∈ A2.
Claim 3.2. For u ∈ V (G) we have β(u) > n/4 + π(u).
Proof. There are at most 3n/4 colours assigned to edges incident to u. No colour is assigned to
multiple edges incident to u, since each colour induces a perfect matching. At least two colours
are assigned to each polychromatic edge, by definition. Hence, µ(u) 6 3n/4− 2π(u), and
β(u) = n− π(u)− µ(u) > n− π(u)−
(
3n
4
− 2π(u)
)
=
n
4
+ π(u).
Claim 3.3. There are at most n + 1− |A1| − |A2| edges in M with no endpoint in A1 ∪ A2.
Proof. There are at most n − 1 edges in M . Every vertex in A1 ∪ A2 \ {v1, w1} is an endpoint of
an edge in M . No edge of M is between a vertex v ∈ A1 and a vertex w ∈ A2, since otherwise we
could find a blank alternating path from v1 to w1, by the definition of A1 and A2. Switching on
this path would increase the number of blank edges in M , which is a contradiction.
Let C be the set of colours assigned to edges in M and let C be the set of colours not assigned
to any edge in M . Let BM be the set of blank edges in M that have no endpoint in A1 ∪ A2. An
alternating path P is relevant if the first edge of P is not in M , every edge of P is monochromatic,
no edge in E(P ) \M is assigned a colour in C and no edge in E(P )∩M is incident with a vertex
in A1 ∪ A2.
Claim 3.4. For every vertex v ∈ A1 and every vertex w ∈ A2 there are at least three relevant
alternating paths of length 3 from v to w.
Proof. Let v be an arbitrary vertex of A1 and let w be an arbitrary vertex of A2. There are at
least µ(v) − |C| monochromatic edges incident to v that have a colour in C. Note that none of
these edges has an endpoint in A2 since otherwise there would be an alternating path from v1 to w1
including the edge, in which every other edge was blank, and by switching on this path we could
improveM . Also none of these edges is incident to a vertex which is unmatched byM , by a similar
argument. There are |BM | edges from v to vertices inW\A2 that are matched by blank edges ofM
to vertices in V\A1. There are µ′(v) monochromatic edges between v and vertices that are matched
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by M to vertices in A1. Hence, there are at least µ(v) − |C| − |BM | − µ′(v) relevant alternating
paths of length 2 beginning at v. By symmetry, there are at least µ(w) − |C| − |BM | − µ′(w)
relevant alternating paths of length 2 beginning at w. Let Ev be the set of edges of M that are in
relevant alternating paths of length 2 beginning at v and let Ew be the set of edges of M that are
in relevant alternating paths of length 2 beginning at w. Using the previous claims, we see that
|Ev ∩ Ew| = |Ev|+ |Ew| − |Ev ∪ Ew|
> µ(v)− µ′(v) + µ(w)− µ′(w)− 2(|C|+ |BM |)− (n + 1− |A1| − |A2|)
> µ(v)− µ′(v) + µ(w)− µ′(w)− 3(n+ 1− |A1| − |A2|)
> 3|A1|+ n− β(v)− π(v)− µ′(v) + 3|A2|+ n− β(w)− π(w)− µ′(w)− 3n− 3
> 3 + 2β(v) + 2µ′(v)− π(v) + 2β(w) + 2µ′(w)− π(w)− n
> 3 + 2(n/4 + π(v))− π(v) + 2(n/4 + π(w))− π(w)− n
> 3.
For each edge in Ev ∩Ew, there is a corresponding relevant alternating path of length 3 from v to
w, and these paths are internally disjoint.
Claim 3.5. No edge of M is in more than one relevant alternating path of length 3 from a vertex
in A1 to a vertex in A2.
Proof. Assume for contradiction that two such paths P and Q have the same middle edge. Let
P = psxypt and let Q = qsxyqt, with ps, qs ∈ A1 and pt, qt ∈ A2. By the definition of A1 and
A2, we can extend P to an alternating path from v1 to w1 in which all but the three edges of P
are blank. Switching on this alternating path would produce a light matching M ′ that is larger
than M and has the same number of blank edges. By our choice of M we know that M ′ cannot
be rainbow, and the reason must be that the edges psx and ypt are assigned the same colour. By
a similar argument, qsx and yqt are assigned the same colour. Since P and Q are distinct paths
and each colour defines a matching, psx and yqt are assigned different colours. By the definition
of A1 and A2, the path P
′ = psxyqt can be extended to an alternating path from v1 to w1 in which
all but the three edges of P ′ are blank. By switching on this path, we can increase |M | without
reducing the number of blank edges in M , a contradiction.
Proof of Theorem 3. By Claims 3.4 and 3.5, there are at least 3|A1||A2| edges in M with no
endpoint in A1 ∪ A2. So 3|A1||A2| 6 n + 1 − |A1| − |A2|, by Claim 3.3. For i ∈ {1, 2} we have
|Ai| > n/4 + 1 by Claims 3.1 and 3.2. Hence
0 > 3|A1||A2|+ |A1|+ |A2| − n− 1 > 3
(n
4
+ 1
)2
+ 2
(n
4
+ 1
)
− n− 1 = 3n
2
16
+ n+ 4,
which is false for all positive n.
Corollary 4. f(n, 2) > 3n/4 for all positive integers n.
Proof. Let S ⊆ Sn with |S| 6 3n/4. By Theorem 3, there is a rainbow perfect matching M with
respect to MS. Let p be the permutation such that M = {viwp(i)}. Since M is rainbow, p has
Hamming distance at least n− 1 from every permutation in S.
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3 Bounds on f(n, s) for general s
It is trivial that f(n, n) = f(n, n− 1) = n!. In this section we prove new upper and lower bounds
on f(n, s) for 3 6 s 6 n − 2. Note that Keevash and Ku [6] (with a subsequent correction by
Aw [2]) used probabilistic methods to provide a lower bound for the covering radius of sets of
permutations S ⊆ Sn for which no edge occurs in more than a given number k of the matchings
in MS.
Let B(n, k) be the number of permutations in the ball of radius k around the identity in Sn.
Then
B(n, k) =
k∑
i=0
(
n
i
)
di ≈ n!
e
k∑
i=0
1
(n− i)! ,
where di is the number of derangements in Si. In [4] it was noted that f(n, s) > n!/B(n, n−s). We
now show a similar upper bound, involving the Harmonic number Hb = 1+
1
2
+ · · ·+ 1
b
≈ log b+ γ.
We also need the notion of a fractional cover, which is an assignment of real weights to the vertices
of a hypergraph that results in every hyperedge having total weight of at least 1. The fractional
covering number τ ∗ is the minimum total weight of a fractional cover. A cover is a fractional cover
in which every weight is 0 or 1. The covering number τ is the minimum total weight of a cover.
Theorem 5. Let b = B(n, n− s) for 1 6 s 6 n. Then n!/b 6 f(n, s) 6 Hbn!/b.
Proof. We construct a hypergraph H whose vertices are the permutations in Sn. For each σ ∈ Sn
we add an edge to H which consists of all of the permutations in the ball of radius n − s around
σ. The resulting hypergraph is b-regular and b-uniform, so its fractional covering number τ ∗ is
n!/b, with an optimal covering being obtained by assigning a weight of 1/b to every vertex. By
construction, f(n, s) is the covering number τ of H . By a result of Lova´sz [7], we know that
τ ∗ 6 τ 6 τ ∗Hb, from which our theorem follows.
Corollary 6. 2s
s+1
s! < f(n, s) < 3s!(n− s) logn for 1 6 s 6 n− 2.
Proof. For the upper bound we use that
b
n!
=
n−s∑
i=0
di
i!(n− i)! >
dn−s
(n− s)!s! =
1
s!
n−s∑
j=0
(−1)j
j!
>
1
3s!
(1)
given that n − s > 2. Also, Hb < log(3b) for integers b > 1 and log(3b)/b is monotone decreasing
for real b > 1. So by (1),
n!Hb/b < n! log(3b)/b < 3s! log(n!/s!) < 3s!(n− s) logn.
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For the lower bound we have
b
n!
=
1
n!
+
n−s∑
i=2
1
(n− i)!
i∑
j=0
(−1)j
j!
6
1
n!
+
n−s∑
i=2
1
2(n− i)!
<
1
2
n∑
i=s
1
i!
6
1
2s!
n−s∑
i=0
1
(s+ 1)i
<
s+ 1
2s s!
.
From which it follows that n!/b > s! 2s/(s+ 1).
Corollary 7. s! < f(n, s) < s!O(n logn) for n→∞ with 1 6 s 6 n− 2. If n− s is bounded then
s! < f(n, s) < s!O(logn).
It was shown in [4] that f(n, s) < s!O(n logn) provided n > 2s + 2, but we have shown that
this extra assumption is not required. For a probabilistic argument that shows that f(n, s) > s!,
see [6, Prop. 3.1].
We next prove a result that will provide a lower bound on f(n, s) for all s > 3.
Theorem 8. Let G be the complete bipartite graph Kn,n, let α = ⌊
√
2s− 2/2+1⌋/2 for an integer
s > 3 and let MS be a set of at most αn perfect matchings of G. There is a perfect matching of
G which is (s− 1)-rainbow and (2α− 1)-light with respect to MS.
We adopt a very similar approach and notation to that used in the proof of Theorem 3.
Claim 8.1. There exists a (2α− 1)-light perfect matching of G.
Proof. Let G′ be the graph formed from G by deleting all edges with at least 2α colours. Note that
since G is n-regular and |MS| 6 αn, we have minimum degree δ(G′) > n/2. Let A be an arbitrary
subset of V and let N denote the set of neighbours of A in G′. If A = ∅, then |A| = |N | = 0.
If 1 6 A 6 n/2, then |N | > δ(G′) > n/2 > |A|. So suppose that |A| > n/2 and let w be an
arbitrary vertex of W. Since |V \ A| < n/2 6 δ(G′), we see that w must have a neighbour in A.
Hence, |N | = |W| = n > |A|. By Hall’s marriage theorem, G′ has a perfect matching, which is a
(2α− 1)-light perfect matching of G.
Let M be a (2α− 1)-light perfect matching of G which minimises the number of edges with a
colour that appears on at least s edges, and subject to this condition, maximises the number of
blank edges. Aiming for a contradiction, suppose that some colour c appears on at least s edges
of M . Without loss of generality, v1w1 is an edge of M that has colour c.
Let P be a maximum length alternating path containing the edge v1w1 such that the first edge
and last edge of P are in M and every edge in E(P ) \M is blank. We can be sure that P exists,
since the path consisting of the single edge v1w1 satisfies the requirements. Now, P has an odd
number of edges, so we may assume that it starts at a vertex va ∈ V and ends at a vertex wb ∈ W.
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Let P1 be the subpath of P from va to v1 and let P2 be the subpath of P from w1 to wb. Note that
P1 has even length. If P1 has positive length then its first edge is in M and its last edge is blank
and cannot be v1w1. A similar argument applies to P2, so P1 and P2 are disjoint.
Let C1 be the set of colours assigned to exactly s− 2 edges in M \ {v1w1}, and let C2 be the
set of colours assigned to at least s−1 edges in M \ {v1w1}. Let G∗ be the graph obtained from G
by removing the edges in M . Let A(va) be the set of edges incident to va in G
∗ which are assigned
between 1 and 2α− 1 colours and such that none of these colours is in C1 ∪C2. Let A(wb) be the
set of edges incident to wb in G
∗ which are assigned between 1 and 2α− 1 colours and such that
none of these colours is in C2. For u ∈ {va, wb}, let B(u) be the set of blank edges incident to u
in G∗. Let ψ = |B(va) ∪A(va) ∪ B(wb) ∪A(wb)|.
Let e1 be the edge in P incident to va and let e2 be the edge in P incident to wb. Let κ1 = 0 if
e1 is assigned at least one colour in C1 ∪C2, and otherwise let κ1 = 1. Let κ2 = 0 if e2 is assigned
at least one colour in C2, and otherwise let κ2 = 1. Let κ = κ1 + κ2.
Claim 8.2. B(va), A(va), B(wb) and A(wb) are disjoint sets and ψ 6 n− 1− κ.
Proof. It is immediate from their definitions that B(va), A(va), B(wb) and A(wb) are disjoint sets
unless vawb ∈
(
B(va) ∪ A(va)
) ∩ (B(wb) ∪A(wb)).
Suppose that there is an edge vau ∈ B(va) ∪A(va) such that u ∈ V (P ) and the subpath P ′ of
P from va to u contains the edge v1w1. Note that the only edge incident to va in P is in M , so
vau is not in P
′ and adding the edge vau to P
′ creates an alternating cycle. Every edge in this
alternating cycle is assigned at most 2α−1 colours, and switching on this cycle reduces the number
of edges in M which have a colour that appears on at least s edges of the matching, contradicting
our choice of M .
We note two consequences. Firstly, vawb /∈
(
B(va)∪A(va)
)∩(B(wb)∪A(wb)), so B(va), A(va),
B(wb) and A(wb) are disjoint sets. Secondly, no edge in B(va)∪A(va) is incident to a vertex in P2.
A similar argument shows that no edge in B(wb) ∪ A(wb) is incident to a vertex in P1. However,
every edge that is not in M is incident with two edges in M , because M is a perfect matching. It
follows that every edge in B(va) ∪ A(va) ∪ B(wb) ∪ A(wb) is incident to some edge of M \ {v1w1}
that is neither the first nor the last edge of P . Note that κ ∈ {0, 1, 2}, and if v1w1 is the only
edge of P , then κ = 0. Furthermore, if κ = 2, the first and last edges of P are distinct edges in
M \ {v1w1}.
So if we suppose for contradiction that ψ > n − 1 − κ then there is some edge vxwy ∈ M
that is neither the first edge nor the last edge of P and for which vxwb ∈ B(wb) ∪ A(wb) and
vawy ∈ B(va) ∪A(va). Therefore, vx /∈ V (P1) and wy /∈ V (P2), so vxwy is not an edge of P . Let Γ
be the cycle formed by combining P and the path wbvxwyva. Then Γ is an alternating cycle which
contains v1w1 and no edges that have more than 2α− 1 colours. There are at most two non-blank
edges in E(Γ) \M , and no colour that appears on E(Γ) \M appears more than s − 1 times in
(E(Γ) ∪M) \ {v1w1}. Hence, the matching obtained by switching on Γ contradicts our choice of
M .
Claim 8.3. (s− 2)|C1|+ (s− 1)|C2| 6 (2α− 1)(n− 1− |B(va)| − |B(wb)| − κ1).
Proof. Let w′ be a vertex in W such that vaw′ ∈ B(va), and let v′ be the vertex matched to w′ by
M . If w′ /∈ V (P ), then v′ /∈ V (P ) so combining v′w′va with P creates a longer alternating path
containing v1w1 such that the first and last edges are in M and the edges not in M are blank,
contradicting our choice of P . Hence, w′ ∈ V (P ). Let P ′ be the subpath of P from va to w′ and
let Γ be the cycle obtained from P ′ by adding w′va. Note that switching on Γ does not add any
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coloured edge to the matching. Hence, by our choice of M , every edge of Γ is blank. In particular,
v′w′ is blank, and since v1w1 is not blank, w
′ ∈ V (P1). So, every edge in B(va) connects va to
a blank edge in E(P1) ∩M . By symmetry, every edge in B(wb) connects wb to a blank edge in
E(P2) ∩M . Hence, there are at most n − 1 − |B(va)| − |B(wb)| − κ1 edges in M \ {v1w1} with
a colour in C1 ∪ C2. Every colour in C1 appears on s − 2 of these edges and every colour in C2
appears on at least s− 1 of these edges. Since every edge in M is assigned at most 2α− 1 colours,
the claim follows.
Let D(va) be the set of edges incident to va that are assigned at least 2α colours not in C1∪C2,
and let D(wb) be the set of edges incident to wb that are assigned at least 2α colours not in C2.
Claim 8.4. |B(va) ∪ A(va)| > n− |D(va)| − |C1| − |C2| − κ1.
Proof. There are n edges incident to va in G. An edge incident to va is in B(va) ∪ A(va) unless
it has a colour in C1 ∪ C2, it has at least 2α colours, or it is in M . There are exactly |C1| + |C2|
edges incident to va with a colour in C1 ∪C2, since each colour corresponds to a perfect matching
and C1 and C2 are disjoint. The number of edges incident to va with at least 2α colours that are
not in C1 ∪ C2 is |D(va)|. The number of edges incident to va that are in M and have no colour
in C1 ∪ C2 is κ1.
Claim 8.5. |B(wb) ∪A(wb)| > n− |D(wb)| − |C2| − κ2.
Proof. There are n edges incident to wb in G. An edge incident to wb is in B(wb) ∪ A(wb) unless
it has a colour in C2, it has at least 2α colours, or it is in M . There at exactly |C2| edges incident
to wb with a colour in C2, since each colour corresponds to a perfect matching. The number of
edges incident to wb with at least 2α colours that are not in C2 is |D(wb)|. The number of edges
incident to wb that are in M and have no colour in C2 is κ2.
Claim 8.6. |D(va)| 6 12α(αn− |C1| − |C2| − |A(va)|).
Proof. The total number of colours not in C1 ∪ C2 and not used by the edges in A(va) is at most
αn− |C1| − |C2| − |A(va)|. Each colour appears on at most one edge incident to va. Therefore the
result follows from the definition of D(va).
Claim 8.7. |D(wb)| 6 12α(αn− |C2| − |A(wb)|).
Proof. The total number of colours not in C2 and not used by the edges in A(wb) is at most
αn− |C2| − |A(wb)|. Each colour appears on exactly one edge incident to wb. Therefore the result
follows from the definition of D(wb).
Proof of Theorem 8. Since α = ⌊√2s− 2/2 + 1⌋/2 and s > 3, we have 1 > 1/(2α) > (2α −
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1)2/(sα− α) with at least one of the inequalities being strict. By Claims 8.3 to 8.7,
ψ > 2n− |D(va)| − |D(wb)| − |C1| − 2|C2| − κ
> 2n− 1
2α
(2αn− |C1| − 2|C2| − |A(va)| − |A(wb)|)− |C1| − 2|C2| − κ
= n+
1
2α
(|A(va)|+ |A(wb)|)− (2α− 1)
2α
(|C1|+ 2|C2|)− κ
> n +
1
2α
(|A(va)|+ |A(wb)|)− (2α− 1)
(s− 1)α
(
(s− 2)|C1|+ (s− 1)|C2|
)− κ
> n +
1
2α
(|A(va)|+ |A(wb)|)− (2α− 1)
2
(s− 1)α (n− 1− |B(va)| − |B(wb)| − κ1)− κ
>
(
1− (2α− 1)
2
(s− 1)α
)
n +
(2α− 1)2
(s− 1)α (ψ + 1 + κ1)− κ.
Hence
ψ > n+
(2α− 1)2
(s− 1)α− (2α− 1)2 (1 + κ1)−
(s− 1)ακ
(s− 1)α− (2α− 1)2 > n− κ,
given that 1+κ1 > κ. Claim 8.2 now provides a contradiction to our assumption that some colour
appears on at least s edges of M , completing the proof of the theorem.
Corollary 9. If s > 3, then
f(n, s) >
⌊
2 +
√
2s− 2
2
⌋
n
2
.
In light of Conjecture 3, it is worth remarking that Corollary 9 shows that f(n, 3) > n. It
is immediate from the definition that f(n, 3) > f(n, 2), but we now know that this inequality is
strict for even n. We also know that the rows of any row-latin square form a set of permutations
with covering radius at least n− 2 (a result recently obtained independently by Aharoni et al. [1,
Thm 1.16]).
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