We apply SMT solving to synthesize distributed systems from specifications in linear-time temporal logic (LTL). The LTL formula is translated into an equivalent universal coBüchi tree automaton. The existence of a finite transition system in the language of the automaton is then specified as a quantified formula in the theory (N, <) of the ordered natural numbers with uninterpreted function symbols. While our experimental results indicate that the resulting satisfiability problem is generally out of reach for the currently available SMT solvers, the problem immediately becomes tractable if we fix an upper bound on the number of states in the distributed system. After replacing each universal quantifier by an explicit conjunction, the SMT solver Yices solves simple single-process synthesis problems within a few seconds, and distributed synthesis problems, such as a twoprocess distributed arbiter, within one minute.
INTRODUCTION
Synthesis automatically derives correct implementations from specifications. Compared to verification, which only proves that a given implementation is correct, this has the advantage that there is no need to manually write and debug the code.
For temporal logics, the synthesis problem has been studied in several variations, including the synthesis of closed and single-process systems [2, 12, 6, 7] , pipeline and ring architectures [9, 8, 11] , as well as general distributed architectures [4] . Algorithms for synthesizing distributed systems typically reduce the synthesis problem in a series of automata transformations to the non-emptiness problem of a tree automaton. Unfortunately, the transformations are expensive: for example, in a pipeline architecture, each pro- * This work was partly supported by the German Research Foundation (DFG) as part of the Transregional Collaborative Research Center "Automatic Verification and Analysis of Complex Systems" (SFB/TR 14 AVACS).
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Inspired by the success of bounded model checking [3, 1] , we recently proposed an alternative approach based on a reduction of the synthesis problem to a satisfiability problem [10] . Our starting point is the representation of the LTL specification as a universal co-Büchi tree automaton. The acceptance of a finite-state transition system by a universal co-Büchi automaton can be characterized by the existence of an annotation that maps each pair of a state of the automaton and a state of the transition system to a natural number. We define a constraint system that specifies the existence of a valid annotation and, additionally, ensures that the resulting implementation is consistent with the limited information available to the distributed processes. For this purpose, we introduce a mapping that decomposes the states of the global transition system into the states of the individual processes: because the reaction of a process only depends on its local state, the process is forced to give the same reaction whenever it cannot distinguish between two paths in the global transition system.
In this paper, we report on preliminary experience applying the new approach with the SMT solver Yices. The result of the reduction is a quantified formula in the theory (N, <) of the ordered natural numbers with uninterpreted function symbols. The formula contains only a single quantifier (over the states of the implementation, represented as natural numbers).
While our experimental results indicate that proving the satisfiability of the quantified formulas is currently not possible (Yices reports "unknown"), the problem immediately becomes tractable if we fix an upper bound on the number of states. After replacing each universal quantifier by an explicit conjunction, Yices solves simple single-process synthesis problems within a few seconds, and distributed synthesis problems, such as a two-process distributed arbiter, within one minute.
PRELIMINARIES
We consider the synthesis of distributed reactive systems that are specified in linear-time temporal logic (LTL). Given an architecture A and an LTL formula ϕ, we determine whether there is an implementation for each system process in A, such that the composition of the implementations satisfies ϕ. 
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Architectures
An architecture A is a tuple (P, env , V, I, O), where P is a set of processes consisting of a designated environment process env ∈ P and a set of system processes P − = P {env }. V is a set of boolean system variables (which also serve as atomic propositions), I = {Ip ⊆ V | p ∈ P − } assigns a set Ip of input variables to each system process p ∈ P − , and O = {Op ⊆ V | p ∈ P } assigns a set Op of output variables to each process p ∈ P such that S p∈P Op = V . While the same variable v ∈ V may occur in multiple sets in I to indicate broadcasting, the sets in O are assumed to be pairwise disjoint. Figure 1 shows two example architectures, a single-process arbiter and a two-process arbiter. In the architecture in Figure 1a , the arbiter is a single process (p1), which receives requests (r1, r2) from the environment (env ) and reacts by sending grants (g1, g2). In the architecture in Figure 1b , the arbiter is split into two processes (p1, p2), which each receive one type of request (p1 receives r1; p2 receives r2) and react by sending the respective grant (p1 sends g1; p2 sends g2).
Implementations
We represent implementations as labeled transition systems. For a given finite set Υ of directions and a finite set Σ of labels, a Σ-labeled Υ-transition system is a tuple T = (T, t0, τ, o), consisting of a set of states T , an initial state t0 ∈ T , a transition function τ : T × Υ → T , and a labeling function o : T → Σ. T is a finite-state transition system iff T is finite.
Each system process p ∈ P − is implemented as a 2 Op -labeled 2
Ip -transition system Tp = (Tp, tp, τp, op). The specification ϕ refers to the composition of the system processes, which is the 2 V -labeled 2 Oenv -transition system TA = (T, t0, τ, o), defined as follows: the set T = N p∈P − Tp ×2 Oenv of states is formed by the product of the states of the process transition systems and the possible values of the output variables of the environment. The initial state t0 is formed by the initial states tp of the process transition systems and a designated root direction ⊆ Oenv . The transition function updates, for each system process p, the Tp part of the state in accordance with the transition function τp, using (the projection of) o as input, and updates the 2
Oenv part of the state with the output of the environment process. The labeling function o labels each state with the union of its 2 Oenv part with the labels of its Tp parts.
With respect to the system processes, the combined transition system thus simulates the behavior of all process transition systems; with respect to the environment process, it is input-preserving, i.e., in every state, the label accurately reflects the input received from the environment.
Synthesis
A specification ϕ is (finite-state) realizable in an architecture A = (P, V, I, O) iff there exists a family of (finite-state) implementations {Tp | p ∈ P − } of the system processes, such that their composition TA satisfies ϕ.
Bounded Synthesis
We introduce bounds on the size of the process implementations and on the size of the composition. Given an architecture A = (P, V, I, O), a specification ϕ is bounded realizable with respect to a family of bounds {bp ∈ N | p ∈ P − } on the size of the system processes and a bound bA ∈ N on the size of the composition TA, if there exists a family of implementations {Tp | p ∈ P − }, where, for each process p ∈ P , Tp has at most bp states, such that the composition TA satisfies ϕ and has at most bA states.
Tree Automata
An alternating parity tree automaton is a tuple A = (Σ, Υ, Q, q0, δ, α), where Σ denotes a finite set of labels, Υ denotes a finite set of directions, Q denotes a finite set of states, q0 ∈ Q denotes a designated initial state, δ denotes a transition function, and α : Q → C ⊂ N is a coloring function. The transition function δ : Q×Σ → B + (Q×Υ) maps a state and an input letter to a positive boolean combination of states and directions. In our setting, the automaton runs on Σ-labeled Υ-transition systems. The acceptance mechanism is defined in terms of run graphs.
A run graph of an automaton A = (Σ, Υ, Q, q0, δ, α) on a Σ-labeled Υ-transition system T = (T, t0, τ, o) is a minimal directed graph G = (G, E) that satisfies the following constraints:
• The vertices G ⊆ Q × T form a subset of the product of Q and T .
• The pair of initial states (q0, t0) ∈ G is a vertex of G.
• For each vertex (q, t) ∈ G, the set
A run graph is accepting if every infinite path g0g1g2 . . . ∈ G ω in the run graph satisfies the parity condition, which requires that the highest number occurring infinitely often in the sequence α0α1α2 ∈ N with αi = α(qi) and gi = (qi, ti) is even. A transition system is accepted if it has an accepting run graph.
The set of transition systems accepted by an automaton A is called its language L(A). An automaton is empty iff its language is empty. An alternating automaton is called universal if, for all states q and input letters σ, δ(q, σ) is a conjunction.
A parity automaton is called a Büchi automaton if the image of α is contained in {1, 2} and a co-Büchi automaton iff the image of α is contained in {0, 1}. Büchi and co-Büchi automata are denoted by (Σ, Υ, Q, q0, δ, F ), where F ⊆ Q denotes the states with the higher color. A run graph of a Büchi automaton is thus accepting if, on every infinite path, there are infinitely many visits to F ; a run graph of a coBüchi automaton is accepting if, on every path, there are only finitely many visits to F .
ANNOTATED TRANSITION SYSTEMS
In this section, we discuss an annotation function for transition systems. The annotation function has the useful property that a finite-state transition system satisfies the specification if and only if it has a valid annotation.
Our starting point is a representation of the specification as a universal co-Büchi automaton.
Given an LTL formula ϕ, we can construct a universal co-Büchi automaton Uϕ with 2 O(|ϕ|) states that accepts a transition system T iff T satisfies ϕ.
We call an annotation c-bounded if its mapping is contained in { } ∪ {0, . . . , c}, and bounded if it is c-bounded for some c ∈ N. An annotation is valid if it satisfies the following conditions:
1. the pair (q0, t0) of initial states is annotated with a natural number (λ(q0, t0) = ), and 2. if a pair (q, t) is annotated with a natural number (λ(q, t) = n = ) and (q ′ , υ) ∈ δ(q, o(t)) is an atom of the conjunction δ(q, o(t)), then (q ′ , τ (t, υ)) is annotated with a greater number, which needs to be strictly
SINGLE-PROCESS SYNTHESIS
Using the annotation function, we reduce the non-emptiness problem of the universal co-Büchi tree automaton to an SMT problem. This solves the synthesis problem for singleprocess systems.
We represent the (unknown) transition system and its annotation by uninterpreted functions. The existence of a valid annotation is thus reduced to the satisfiability of a constraint system in first-order logic modulo finite integer arithmetic. The advantage of this representation is that the size of the constraint system is small (bilinear in the size of U and the number of directions). Furthermore, the additional constraints needed for distributed synthesis, which will be defined in Section 5, have a likewise compact representation.
The constraint system specifies the existence of a finite input-preserving 2 V -labeled 2 Oenv -transition system T = (T, t0, τ, o) that is accepted by the universal co-Büchi automaton Uϕ = (Σ, Υ, Q, q0, δ, F ) and has a valid annotation λ.
To encode the transition function τ , we introduce a unary function symbol τυ for every output υ ⊆ Oenv of the environment. Intuitively, τυ maps a state t of the transition system T to its υ-successor τυ(t) = τ (t, υ).
To encode the labeling function o, we introduce a unary predicate symbol a for every variable a ∈ V . Intuitively, a maps a state t of the transition system T to true iff it is part of the label o(t) ∋ a of T in t.
To encode the annotation, we introduce, for each state q of the universal co-Büchi automaton U, a unary predicate symbol λ B q and a unary function symbol λ # q . Intuitively, λ B q maps a state t of the transition system T to true iff λ(q, t) is a natural number, and λ # q maps a state t of the transition system T to λ(q, t) if λ(q, t) is a natural number and is unconstrained if λ(q, t) = .
We can now formalize that the annotation of the transition system is valid by the following first order progress constraints (modulo finite integer arithmetic):
) represents the corresponding propositional formula, and ⊲q stands for ⊲q ≡> if q ∈ F and ⊲q ≡≥ otherwise. Additionally, we require the initiality constraint λ B q 0 (0), i.e., we require the pair of initial states to be labeled by a natural number (w.l.o.g. t0 = 0).
To guarantee that the resulting transition system is inputpreserving, we add, for each a ∈ Oenv and each υ ⊆ Oenv , a global consistency constraint ∀t. a(τυ(t)) if a ∈ υ and ∀t. ¬a(τυ(t)) if a / ∈ υ. Additionally, we require the root constraint that the initial state is labeled with the root direction.
Example. Consider the specification of a simple arbiter, depicted as a universal co-Büchi automaton in Figure 2 . The specification requires that globally (1) at most one process has a grant and (2) each request is eventually followed by a grant. Figure 3 shows the constraint system, resulting from the specification of an arbiter by the universal co-Büchi automaton depicted in Figure 2 , implemented as a single process as required by the architecture of Figure 1a .
The first constraint represents the requirement that the resulting transition system must be input-preserving, the second requirement represents the initialization (where ¬r1(0)∧ ¬r2(0) represents an arbitrarily chosen root direction), and the requirements 3 through 8 each encode one transition of the universal automaton of Figure 2 . Following the notation of Figure 2 , r1 and r2 represent the requests and g1 and g2 represent the grants.
DISTRIBUTED SYNTHESIS
To solve the distributed synthesis problem for a given architecture A = (P, V, I, O), we need to find a family of (finitestate) transition systems {Tp = (Tp, t p 0 , τp, op) | p ∈ P − } such that their composition to TA satisfies the specification. The constraint system developed in the previous section can be adapted to distributed synthesis by explicitly decomposing the global state space of the combined transition system TA: we introduce a unary function symbol dp for each process p ∈ P − , which, intuitively, maps a state t ∈ TA of the product state space to its p-component tp ∈ Tp.
The value of an output variable a ∈ Op may only depend on the state of the process transition system Tp. We therefore replace every occurrence of a(t) in the constraint system of the previous section by a(dp(t)). Additionally, we require that every process p acts consistently on any two histories that it cannot distinguish. The update of the state of Tp may thus only depend on the state of Tp and the input visible to p.
The input visible to p consists of the fragment I 
This is formalized by the following local consistency constraints: (dq 1 (t) ), . . . , an(dq n (t)); dp(t)) = dp(τ υ ′ (t)) for all decisions υ ′ ⊆ Oenv of the environment and their fragment υ = υ ′ ∩ Ip visible to p, where the variables a1, . . . , an form the elements of I sys p .
Since the combined transition system TA is finite-state, the satisfiability of this constraint system modulo finite integer arithmetic is equivalent to the distributed synthesis problem.
Example. As an example for the reduction of the distributed synthesis problem to SMT, we consider the problem Figure 3 : Example of a constraint system for the synthesis of a single-process system. The figure shows the constraint system for the arbiter example (Figure 2 ). The arbiter is to be implemented as a single process as shown in Figure 1a .
of finding a distributed implementation to the arbiter specified by the universal automaton of Figure 2 in the architecture of Figure 1b . The functions d1 and d2 are the mappings to the processes p1 and p2, which receive requests r1 and r2 and provide grants g1 and g2, respectively. Figure 4 shows the resulting constraint system. Constraints 1-3, 5, and 6 are the same as in the fully informed case (Figure 3) . The consistency constraints 9-10 guarantee that processes p1 and p2 show the same behavior on all input histories they cannot distinguish.
EDGE-BASED ACCEPTANCE
A variation of our construction is to start with a tree automaton that has an edge-based acceptance condition instead of the standard state-based acceptance condition of the automata of Theorem 1. Since the progress constraints refer to edges rather than states, this often leads to a significant reduction in the size of the constraint system. For universal automata, the transition function δ can be described as a set of edges
For an edge-based universal co-Büchi automaton E = (Σ, Υ, Q, E, F ), the acceptance is defined by a finite set F ⊆ E of rejecting edges, and E accepts an input tree if all paths in the run graph contain only finitely many rejecting edges. A state-based acceptance condition can be viewed as a special case of an edge-based acceptance condition, where an edge is rejecting iff it originates from a rejecting state, and edge-based acceptance can be translated into state-based acceptance by splitting the states with outgoing accepting and rejecting edges. For an edge-based universal co-Büchi automaton E , we only need to adjust the definition of valid annotations slightly to 2. if a pair (q, t) is annotated with a natural number (λ(q, t) = n = ) and (q, o(t), q ′ , υ) = e ∈ E is an edge of E , then (q ′ , τ (t, υ)) is annotated with a greater number, which needs to be strictly greater if e ∈ F is rejecting. That is, λ(q ′ , τ (t, υ)) ⊲e n where ⊲e is > for e ∈ F and ≥ otherwise.
Example. Figure 5 shows an example of a universal coBüchi word automaton with edge-based acceptance condition. The automaton extends the specification of the simple arbiter such that the arbiter may not withdraw a grant while the environment upholds the request. Nonstarvation is required whenever the grant is not kept forever by the other process. Describing the same property with a state-based acceptance conditions requires 40% more states. 
EXPERIMENTAL RESULTS
Using the reduction described in the previous sections, we considered five benchmarks; we synthesized implementations for simple arbiter specification from Figure 2 and the two architectures from Figure 1 , and for a full arbiter specification and the two architectures from Figure 1 , and we synthesized a strategy for dining philosophers to satisfy the specification from Figure 6 . The arbiter examples are parameterized in the size of the transition system(s), the dining philosophers benchmark is additionally parameterized in the number of philosopher. As the SMT solver, we used Yices version 1.0.9 on a 2.6 Ghz Opteron system. In all benchmarks, Yices is unable to directly determine the satisfiability of the quantified formulas. (For example the formulas from Figure 3 and Figure 4 , respectively, for the monolithic and distributed synthesis in the simple arbiter example.) However, after replacing the universal quantifiers with explicit conjunctions (for a given upper bound on the number of states in the implementation), Yices solved all satisfiability problems quickly.
A single-process implementation of the arbiter needs 8 states. Table 1 shows the time and memory consumption of Yices when solving the SMT problem from Figure 3 with the quantifiers unravelled for different upper bounds on the number of states. The correct implementation with 8 states is found in 8 seconds. Table 2 shows the time and memory consumption for the distributed synthesis problem. The quantifiers in the formula from Figure 4 were unravelled for different bounds on the size of the global transition system and for different bounds (shown in parentheses) on the size of the processes. A correct solution with 8 global states is found by Yices in 71 seconds if the number of process states is left unconstrained. Restricting the process states explicitly to 2 leads to an acceleration by a factor of two (36 seconds). Table 3 and Table 4 show the time and memory consumption of Yices when solving the SMT problem resulting from the arbiter specification of Figure 5 . The correct monolithic im-
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Figure 6: Specification of a dining philosopher problem with n philosophers. The environment can cause the philosophers to become hungry (by setting h to true). The states depicted as double circles (1 through n) are the rejecting states in F ; state i refers to the situation where philosopher i is hungry and starving (si). The fail state is reached when two adjacent philosophers try to reach for their common chopstick; the fail state refers to the resulting eternal philosophical quarrel that keeps the affected philosophers from eating.
plementation with 5 states is found in less than one second, and Yices needs only half a minute to construct a correct distribute implementation. The Table 5 shows the time and memory consumption for synthesizing a strategy for the dining philosophers to satisfy the specification shown in Figure 6 . In the dining philosophers benchmark, the size of the specification grows linearly with the number of philosophers; for 10.000 philosophers this results in systems of hundreds of thousands constraints. In spite of the large size of the resulting constraint system, the synthesis problem remains tractable; Yices solves all resulting constraint systems within a few hours, and within a minutes for small constraint systems with up to 1000 philosophers.
Dining Philosophers
CONCLUSIONS
Our experimental results suggest that the synthesis problem can be solved efficiently using satisfiability checking as long as a reasonable bound on the size of the implementation can be set in advance. In general, distributed synthesis is undecidable. By iteratively increasing the bound, our approach can be used as a semi-decision procedure.
Bounded synthesis thus appears to be a promising new application domain for SMT solvers. Clearly, there is a lot of potential for improving the performance. For example, Yices is not able to determine the satisfiability of the quantified formula directly. After applying a preprocessing step that replaces universal quantification by explicit conjunctions, Yices solves the resulting satisfiability problem within seconds. Developing specialized quantifier elimination heuristics could be an important step in bringing synthesis to practice.
