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O tema previsão de insolvência vem cada vez mais sendo objeto de novos estudos e pesquisas 
ela permite que seja possível prever uma situação financeira difícil com certa antecedência, de 
forma que haja tempo hábil para serem adotadas medidas que reverta essa situação impedindo 
a geração de grandes custos sociais e financeiros. Este estudo tem adquirido mais importância 
também devido às mudanças ocorridas nos ambientes de negócios, o aumento das bases de 
dados e o desenvolvimento de novas tecnologias de sistemas computacionais. No Brasil os 
estudos neste tema ainda sofrem o efeito por se encontrar bases de dados de dimensão 
reduzidas devido à qualidade dos dados disponíveis, f lizmente essa situação vem se 
alterando. Utilizando dados originados de demonstrativos contábeis de empresas brasileiras 
listada na BOVESPA, é apresentada uma metodologia de data mining que ataca o problema 
do desequilíbrio de classes, problema existente nest  t ma porque em ambientes econômicos 
normais o número de empresas classificadas como solventes são bem maiores do que aquelas 
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classificadas como insolventes. Tal metodologia vis melhor caracterizar aquelas empresas 
que apresentam maiores potencias de virem a se tornar insolventes. De acordo com os 
resultados obtidos a metodologia obteve sucesso podend  ser considerado bem competitivo 
com outras metodologias apresentadas na literatura específica. 
Palavras-chave: Previsão de insolvência. Variáveis contábeis. Data mining. Comitê de 




The theme of failure prediction is increasingly becoming the subject of new studies and 
research because it allows for the prediction of a difficult financial situation and also allows 
for timely measures to reverse this situation by preventing the generation of large social and 
financial costs. This study also has gained more importance due to changes in business 
environments, the increase of databases and developm nt of new technologies in computing 
systems. In Brazil, the studies in this area are still suffering the effect of finding databases of 
size due to reduced quality of data available, fortuna ely this situation is changing. Using data 
coming from the financial statements of Brazilian companies listed on BOVESPA, we present 
a data mining methodology that addresses the problem of the imbalance of classes, problem 
exists on this issue because in normal economic environments the number of companies 
classified as solvents are much larger than those classified as insolvent. This methodology 
aims to better characterize those companies that have igher potential that they will become 
insolvent. According to the results of the methodolgy was successful and could be 
considered competitive with other methods presented i  the literature. 





A importância do desenvolvimento de estudos na áreade previsão de insolvência é 
muito importante. Ela permite que seja possível prever uma situação financeira difícil com 
certa antecedência, de forma que haja tempo hábil para serem adotadas medidas que reverta 
essa situação impedindo a geração de grandes custossociais e financeiros. 
Nos anos recentes, uma revolução tem acontecido em relação à maneira pela qual a 
previsão de insolvência é medida e gerida (Saunders et al., 2004).  Algumas justificativas 
podem ser encontradas para este súbito impulso no aumento de interesse sobre o assunto: (i) 
em vários países a maioria das estatísticas de falênci s mostrou um significativo aumento de 
sua ocorrência em comparação à recessão anterior, (Saunders e Cornett, 2008); (ii) como os 
mercados de capitais vêm se expandindo e tornando mais acessíveis a um maior número de 
empresas, a desintermediação está ocorrendo rapidamente; (iii) quase que paradoxalmente, 
apesar de um declínio na qualidade média dos empréstimos (devido ao motivo anterior, 
desintermediação), as margens de juros, especialmente em mercados de empréstimos por 
atacado, vem piorando, (Saunders e Cornett, 2008); (iv) concomitante com a recente crise 
financeira mundial, crises bancárias e de seguradoras de mercados de países desenvolvidos 
tem mostrado que quanto mais fracos e incertos forem os valores das garantias reais, mais 
arriscada se torna a avaliação da capacidade financeir  de uma empresa; (v) com os avanços 
das tecnologias computacionais, tais como os sistemas de computadores relacionados à 
tecnologia da informação junto com a evolução da disponibilidade e desenvolvimento de base 
de dados, há um aumento de oportunidades de testar écnicas cada vez mais sofisticadas de 
modelagem à previsão de insolvência (Chye e Chin, 2004); (vi) o crescimento da exposição 
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do crédito, ou risco de contrapartida, devido à fenomenal expansão de mercados de 
derivativos, estendeu a necessidade de análises mais acuradas sobre previsão de insolvência 
utilizando registros contábeis e extra contábeis de empréstimos (Saunders, 2000); (vii) outro 
grande incentivo para instituições financeiras desenvolverem novos modelos de previsão de 
insolvência é a imposição pós-1992 de exigências de res rvas de capital para empréstimos, 
pelo BIS (Banco para Compensações Internacionais) e por bancos centrais (Cornett, 2007); 
(viii) a implementação, em vários países, das normas internacionais de contabilidade e 
finanças como o IFRS.  
A importância de se obter um modelo de previsão cada vez mais eficiente vem 
incrementando estudos neste tema. Motivos não faltam p ra se buscar este objetivo, mas há 
questões ainda pouco exploradas nesta área (Balcaen e Ooghe, 2006; Ravi et al., 2008; Tsai e 
Wu, 2008; Nanni e Lumini, 2009; Verikas et al., 2010; Chaudhuri e Kajal De, 2010; Gestel et 
al., 2010). 
Uma dessas questões é o problema do desequilíbrio de classes. Em mercados com 
ambientes econômicos normais, o número de empresas insolventes é bem menor do que o de 
empresas solventes. Diante disso, os sistemas de aprendizado (classificadores) normalmente 
encontram dificuldades em induzir o conceito relacionado à classe minoritária (Japkowicz e 
Stephen, 2002). Nessas condições, modelos de classifi ção que são otimizados em relação à 
precisão têm tendência de criar modelos triviais, que uase sempre predizem bem a classe 
majoritária, gerando uma supremacia na classificação das empresas solventes sobre as 
insolventes, distorcendo o objetivo principal desta modelagem que é o de melhor caracterizar 
as empresas insolventes.  
Neste estudo será proposto uma metodologia de balance mento da base de dados 
originada de demonstrativos contábeis, em conjunto com a utilização de comitês de 
classificadores, que melhore a capacidade de caracterizar as empresas que podem vir a se 
tornar insolventes.  
O pressuposto comum assumido na predicão de insolvêcia é de que os principais 
indicadores macro-econômicos (inflação, os juros, impostos, etc.), juntamente com as 
características da empresa (concorrência, gestão, capacidade produtiva, produto, etc) estão 
devidamente refletidos nos demonstrativos contábeis, então a futura situação financeira da 
empresa pode ser prevista usando dados provenientes desses demonstrativos utilizando 
técnicas de modelagem avançadas (Gestel t al., 2010).  
O artigo está organizado da seguinte forma: a seção 2 apresenta a revisão bibliográfica 
que Dra suporte ao desenvolvimento da pesquisa; na seção 3 descrevem-se os procedimentos 
metodológicos realizados. Na seção 4, apresentam-se os resultados obtidos e, na seção 5 são 
feitas as conclusões da pesquisa e sugeridos futuros estudos.   
 
 
2. Revisão Bibliográfica 
A previsão de insolvência tornou-se um assunto maispesquisado e difundido a partir 
na década de 60 através do modelo Escore-Z de Altman (1968). O mesmo Altman et al., 
(1977) desenvolve um novo modelo de classificação de insolvência chamado Zeta, uma 
atualização e aprimoramento do modelo Escore-Z original. Martin (1977) elaborou um 
modelo de previsão em que utilizou regressão logística. Ohlson (1980) empregou modelo 
logit. West (1985) utilizou análise fatorial para compor as variáveis. Haslem et al., (1992) 
determinaram as implicações das estratégias externas  internas da empresa adotados e que 
refletem nos demonstrativos contábeis. Jones e Hensher (2004) apresentaram um modelo de 
previsão de falência baseado em logit misto. Canbas et al., (2005) propuseram a integração do 
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sistema de alarmes (IEWS) combinando análise de discrim nante (LDA), regressão logística, 
probit e análise de componentes principais.  
Odom e Sharda (1990) compararam a habilidade de predição de redes neurais 
artificiais (ANNs) e análise discriminante (LDA) no risco de falência. Roy e Cosset (1990) 
também compararam ANNs com regressão logística para avaliar risco de insolvência em 
países usando dados econômicos e políticos. Várias pesquisas em previsão de insolvência 
incluindo Lacherr et al., (1995), Sharda e Wilson (1996), Tam e Kiang (1992) e Wilson e 
Sharda (1994), Zhang et.al., (1999) relataram que ANNs produzem significativas melhoras na 
acurácia dos modelos de predição comparados com aqueles elaborados com técnicas 
estatísticas. 
Lee e Cheng (2005) fizeram um estudo com o propósito de avaliar um previsor de 
crédito modelando com redes neurais artificiais e multivariate adaptive regression splines 
(MARS). Chen e Du (2009) utilizaram redes neurais e técnicas de mineração de dados para 
elaborar modelos de previsão de insolvência. Youn, Hyewon et al., (2009) desenvolveram 
modelos de previsão de insolvência de empresas baseados em redes neurais artificiais e 
regressão logística com variáveis financeiras.  
Sinh et al., (2005) investigaram a eficácia da aplicação de SVM (Máquina de Vetor 
Suporte) para o problema de previsão de falências, ele  mostraram que o classificador SVM 
supera BPN (Backpropagation) para problemas de previsão de falências de empresas. Min e 
Lee (2005) aplicaram SVM para o problema de previsão de falência. Min, Lee e Han (2006) 
propuseram métodos para melhorar o desempenho da SVM em dois aspectos: a seleção de 
atributos e otimização de parâmetros. Chen e Shih (2006) propuseram um modelo de 
classificação automática para as classificações de crédito através da aplicação de SVM. Para 
Hua et al., (2007) SVM foi aplicado no problema de previsão de falências, e provou ser 
superior aos métodos concorrentes, como a rede neural, as múltiplas abordagens discriminante 
linear e regressão logística.  Ding et al., (2008) desenvolveram um modelo de previsão de 
insolvência em SVM para um exemplo de empresas chinesas de alta tecnologia. Kim e Sohn 
(2009) com SVM elaboraram um modelo para prever insolvência em pequenas e médias 
empresas no setor de tecnologia.  
Dimitras, et al., (1999) usa regras de indução para fornecer um conjunto de regras 
capazes de prever insucesso empresarial. Tay e Shen (2002) demonstraram que os modelos 
com regras de indução são aplicáveis a problemas práticos relacionados com a previsão 
econômica e financeira. Park e Han (2002) através do CBR (classificador baseado em 
instâncias) desenvolveram um modelo de previsão de insolvência. Chen et al., (2009) em seu 
artigo procuram oferecer uma alternativa para a modelagem de previsão de falência utilizando 
neuro fuzzy, uma abordagem híbrida que combina a funcionalidade de lógica fuzzy e da 
capacidade de aprendizagem das redes neurais. Nwogugu (2006) apresenta vários modelos 
dinâmicos de falência. Premachandra et al., (2009) propuseram análise envoltória de dados 
(DEA) como ferramenta para avaliar a falência da empr sa. Tseng e Li (2005) propuseram um 
modelo logit quadrático com base em uma abordagem de programação quadrática para 
processar variáveis de resposta binária.  
Alguns autores além de classificarem também desenvolveram pesquisas específicas 
para seleção de atributos e metodologias para os clas ificadores e/ou na base de dados visando 
obter melhores resultados nas classificações, essestudos são citados a seguir.  
Atiya (2001) desenvolveu um estudo sobre previsão de insolvência no qual é aplicado 
de redes neurais no modelo com bancos de dados desbalanceados. West et al., (2005) 
investigaram três estratégias de comitê de classificadores em aplicações de decisões 
financeiras incluindo previsão de insolvência, visando obter modelos com maiores acurácia: 
validação cruzada (cross validation), bagging e boosting. Hung et al., (2007) aplicaram 
probabilidade híbrida baseada em comitê de classificadores para previsão de insolvência 
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utilizando votação majoritária (majority voting) e votação ponderada (weighted voting). 
Huang et al., 2007 investigaram três estratégias para construção de modelos de híbridos 
baseado no SVM para credit scoring e compararam suas performances com redes neurais 
(ANNs), algoritmo genético (GA) e árvore de decisão. Tsai e Wu (2008) estudaram a 
desempenho de um classificador simples de redes neurais com os (diversificado) múltiplos 
classificadores baseados em redes neurais. Yu L. et al , (2008) utilizam ANNs para avaliar o 
risco de crédito com a aplicação de comitês de classificadores. Ravi V. et al., (2008) elaboram 
e testam comitê de classificadores para previsão de insolvência. Nanni e Lumini, 2009 
desenvolveram uma metodologia de mineração de dados para a previsão de insolvência de 
empresas.  
No Brasil uma das principais dificuldades ainda é a escassez de pesquisas 
desenvolvidas com o propósito de encontrar parâmetros para previsão de insolvência, além da 
escassez de dados adequados e confiáveis para a realiz ção deste estudo. Essa situação 
começa a ser mudada, mas ainda se está bem longe de poder fazer esse tipo de trabalho com a 
facilidade de obtenção de dados como ocorre com outros países. A seguir serão apresentados 
alguns trabalhos que acabaram conquistando destaque no estudo sobre o tema no Brasil.  
Elizabetsky (1976), Kanitz (1978), Matias (1978) trabalharam em modelos de previsão 
de insolvência utilizando análise discriminante. A metodologia dos trabalhos seguintes de 
Altman, Baidya e Dias (1979), Pereira (1982, apud. Silva, 2006, p.266) utilizaram também a 
ferramenta estatística de análise discriminante. Bragança e Bragança (1984) combinaram 
métodos estatísticos (análise discriminante) com dados obtidos no DOAR (Demonstrativo de 
Origens e Aplicações de Recursos) das empresas, principal contribuição do estudo. Kasznar 
(1986) aplicou análise discriminante para desenvolver um modelo linear. Carmo (1987) 
utilizou modelos de funções lineares obtidas a partir de modelos fatoriais e de análise de 
componentes principais. Santos et al., (1996) construíram um modelo fundamentado em 
análise discriminante capaz de obter indicações sobre a saúde financeira de empresas 
industriais. Sanvicente e Minardi (1998) desenvolveram um trabalho utilizando análise 
discriminante. Horta (2001) elaborou modelos de previsão de insolvência para empresas 
utilizando as técnicas estatísticas de análise discriminante e regressão logística na etapa de 
seleção de atributos. Morozini et al., (2006) utiliza análise dos componentes principais pra 
evidenciar os principais índices entre os selecionad s para o estudo. Silva Brito et al., (2009) 
utilizaram a técnica estatística de regressão logística para examinar se eventos de default de 
companhias abertas no Brasil são previstos por um sistema de classificação de risco de crédito 
baseado em índices contábeis. 
 
 
3. Metodologia da Pesquisa  
Este estudo tem como objetivo propor uma estratégia de balanceamento da base de 
dados originada de demonstrativos contábeis, em conjunt  com a utilização de comitês de 
classificadores, que melhore a capacidade de caracterizar as empresas que podem vir a se 
tornar insolventes.  
Quanto à metodologia utilizada para alcançar o objetivo da pesquisa, pode-se 
classificá-la sob dois enfoques, segundo Vergara (2005): quanto aos fins e quanto aos meios. 
Quanto aos fins, o presente estudo classifica-se como metodológica e aplicada. Quanto aos 





Sociedade, Contabilidade e Gestão, Rio de Janeiro, v. 6, n. 2, jul/dez 2011. 
Horta, R. A. M.; Borges, C. C. H.; Carvalho, F. A. A.; Alves, F. J. S. 
26 
3.1 Técnicas de tratamento de bancos desbalanceados 
Uma maneira de solucionar o problema de classes desbalanceadas numa base de dados 
é balancear artificialmente a distribuição das classes no conjunto de exemplos. Duas 
abordagens principais são utilizadas nesta tese, são elas: 
a) Remoção de exemplos da classe majoritária - under-sampling; 
b) Inclusão de exemplos da classe minoritária - over-sampling.  
Alguns trabalhos recentes têm tentado superar as limitações existentes tanto nos 
métodos de under-sampling, quanto aos métodos de over-sampling. Por exemplo, Chawla et 
al., (SMOTE) (2002) combinam métodos de under e over-sampling. Nesse trabalho, o método 
de over-sampling não replica os exemplos da classe minoritária, mas cri  novos exemplos 
dessa classe por meio da interpolação de diversos exemplos da classe minoritária que se 
encontram próximos. Dessa forma, é possível evitar o problema do superajustamento.  
O algoritmo SMOTE, que é uma técnica bem citada na literatura específica, servirá 
como comparativo com a metodologia aqui proposto.  
 
3.2 Uma estratégia para solucionar o problema do des quilíbrio de classes para a 
predição de empresas insolventes - SEID 
Descreve-se, nesta seção, um método construído especificamente para a predição de 
insolvência em uma base de dados desbalanceada composta por variáveis originadas em 
demonstrativos contábeis de empresas brasileiras.  
Um dos principais modelos para trato de base de dados desbalanceadas baseia-se em 
procedimentos randômicos de diminuição dos dados da classe majoritária (under-sampling), 
incremento dos dados da classe minoritária por meio da replicação randômica com reposição 
(over- sampling), e na combinação das duas estratégias. Neste caso, não se tem a geração de 
novas instâncias, simplesmente o balanceamento é feito com a manipulação da base de dados 
original.  
O SMOTE tem como estratégia a inserção de novas instâncias geradas 
artificialmente na classe minoritária. A maior dificuldade é a falta de garantia que se tem das 
instâncias sintéticas pertencerem realmente a classe a que foram associadas.  
Deve-se destacar que estas estratégias baseiam-se e um processo totalmente 
estocástico para a obtenção de bases balanceadas. O modelo desenvolvido busca diminuir este 
componente estocástico visando: i) a utilização dos dados da classe minoritária de forma mais 
intensa ou redundante, pois, busca-se um maior nível de acerto nesta classe; ii) a 
decomposição da classe majoritária de forma a torná-la de dimensão mais próxima a classe 
minoritária.  
É importante ressaltar que a obediência a estes dois objetivos traz como característica 
adicional a diminuição da aleatoriedade na obtenção do balanceamento. Dai, denomina-se tal 
modelo de Semi-Determinístic Ensemble Strategy for Imbalanced Data (SEID).  
A forma definida para se levar em conta estes dois objetivos conjuntamente foi por 
meio de um comitê de classificadores. Um procedimento de comitê apresenta, naturalmente, 
uma facilidade de implementação dos objetivos para c da classe descrito acima. No caso da 
necessidade de redundância das instâncias minoritárias tem-se a facilidade de utilização de 
todas suas instâncias em cada base do comitê. No caso das instâncias majoritárias, onde se 
pretende particionar ou decompor seus elementos, podem-se colocar parcelas de suas 
instâncias em bases diferentes para gerar os classific dores que formam o comitê. Desta 
forma, a partição não prejudica nem a representativid de dos dados da classe majoritária, que 
devem compor pelo menos uma base de dados do comitê, nem a dimensão do banco, pois 
uma estratégia de comitê lida bem com bancos menos completos por não basear a decisão em 
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somente um dos classificadores gerados. Além disto, o  parâmetros para determinar tamanhos 
mínimos da base dos classificadores do comitê servem para evitar a utilização de bases de 
dimensão consideradas inadequadas.  
A seguir, apresenta-se o método para predição de insolvência em empresas: 
Considera-se inicialmente a composição do conjunto de treinamento  
 Str = Strm   StrM , ou seja, formado pela união de instâncias da classe minoritária (Strm) e da 
clase majoritária (StrM) com #( StrM) > #( Strm), onde #(*) é a cardinalidade do conjunto. Os 
conjuntos de treinamento gerados para a obtenção dos classificadores base serão balanceados 
com  instâncias de cada classe. Para que se obtenham conjuntos de treinamentos de acordo 
com o modelo proposto, adota-se para o valor mínimo de instância por classe : 
 
#( Strm), #( StrM)/ )                                                  (3.1)        
 
Com  sendo o número de classificadores base usados no comitê de classificadores 
e o operador max (*) assume o maior valor entre os avaliados. Quanto maior o valor de  
mais próximo o algoritmo se torna do algoritmo de bagging. A seguir, apresenta-se o pseudo-
código do SEID.  
 
Pseudo-código: comitê de classificadores para base de dados desbalanceadas (SEID) 
início 
    Defina o número de classificadores base  
    Defina o número de instâncias para cada classe  
    % construção dos  classificadores base 
    para  i=1,  
        % classe minoritária 
        Stri ← Strm 
        % completar, quando necessário, aplicando um processo de bootstrap na classe 
minoritária          
        para j = Strm  ,nic 
            Stri ← Stri  j-ésima instância obtida aplicando bootstrap na amostra Strm 
        fim 
        %classe majoritária 
         para j =  StrM /      
                         Stri ← Stri   j-ésima instância obtida de StrM sem reposição 
         fim 
         %completar, quando necessário, aplicando um processo de bootstrap na classe 
majoritária  
        para j =  StrM / ,     
            Stri ← Stri  j-ésima instância obtida aplicando bootstrap na amostra StrM  
        fim  
   fim 
   Treine os  classificadores base  
   %classificação de novas instâncias 
   Aplique técnica de votação majoritária para classificar os dados de teste 
fim. 
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3.3 Validação do algoritmo proposto 
A validação do algoritmo proposto será realizada em duas etapas visando atender 
dois objetivos, (i) testar a metodologia proposta nesta pesquisa em base de dados diferente 
daquelas aqui estudadas; (ii) comparar os resultados gerados pelo SEID com outras pesquisas 
realizadas nesse tema. 
O cumprimento da primeira etapa foi feito testando os algoritmos SEID em três bases 
de dados originadas do Repositório UCI para Aprendizado de Máquina 
(http://archive.ics.uci.edu/ml/). Tais bases de dados são utilizadas para testes de estudos sobre 
modelagem de previsão de insolvência (Japanese Credit Screening, Australian Credit 
Approval, German Credit Data). 
Também são apresentados os resultados da validação o SEID através de três bases 
do UCI, o procedimento é o mesmo apresentado na Figura 3.1. O classificador AD foi o 
utilizado, a Tabela 1 apresenta os resultados dos testes do SEID e do algoritmo SMOTE, neste 
algoritmo o k (vizinhos mais próximos) usado foi igual a 5.  
Os softwares utilizados foram o WEKA 3.5.6 (Witten e Frank, 2005) e o Matlab 7.1.    
 
Tabela 1 – Resultados dos testes do algoritmo SEID com as bases de dados sobre insolvência do UCI. 
Bases de dados do UCI Nº de Classe Instâncias
atributos F AUC F AUC F AUC
Japanese Credit Screening 15 INS 383 0,382 0,572 0,726 0,880 0,772 0,905
SOL 307 0,770 0,572 0,896 0,880 0,902 0,905
Australian Credit Approval 14 INS 383 0,000 0,474 0,567 0,884 0,786 0,926
SOL 307 0,960 0,474 0,966 0,884 0,984 0,926
German Credit Data 20 INS 300 0,547 0,730 0,881 0,940 0,8110,933
SOL 700 0,813 0,730 0,931 0,940 0,927 0,933
SEIDBase original SMOTE
 
Fonte: Elaborada pelos autores. 
 
A Tabela 2 apresenta as comparações dos alguns estudos p blicados sobre o tema na 
literatura específica utilizando como parâmetros acurácia, Erro Tipo I e Erro Tipo II. As 
comparações foram feitas através dos melhores resultados encontrados pelos autores. Os 
Figura 3.1 - Fluxograma referente aos procedimentos para se chegar aos resultados após os balanceamentos 
da base de dados original. 
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estudos utilizados para comparação são de Tsai (2008), Tsai e Wu (2008) e Nanni e Lumini 
(2009).  
 
Tabela 2 – Comparação dos resultados do algoritmo SEID com as bases de dados do UCI com outros estudos 
publicados. 
SEID Tsai e Wu Tsai Nanni e Lumini
Japanese Credit Screening % % % %
   Acurácia 88,64 87,94 85,88 86,38
   Erro Tipo I 13,02 14,42 90,05 18,8
   Erro Tipo II 9,92 10,05 22,40 9,4
Australian Credit Approval % % % %
   Acurácia 90,67 97,32 81,93 85,89
   Erro Tipo I 14,23 12,16 21,89 17,4
   Erro Tipo II 12,02 11,55 13,89 11,8
German Credit Data % % % %
   Acurácia 83,52 78,97 74,28 73,93
   Erro Tipo I 28 44,27 55,39 60
   Erro Tipo II 7,54 8,46 9,63 18,2  
Fonte: Elaborada pelos autores. 
 
Na tabela 2, os resultados mostram a eficácia do alg ritmo SEID. A comparação 
mostra que SEID obteve melhores resultados na acurácia, nos Erros Tipo I e II, e que em 
todos esses parâmetros há um ganho do SEID sobre os outros estudos. No Erro Tipo II 
(classifica instância falidas no grupo das não falidas) o SEID obteve melhores resultados 
sobre os outros testes em dois das três bases de dados. Somente na base Japanese Credit 
Screening do estudo de Nanni e Lumini os resultados ficaram um pouco inferiores, (9,92 X 
9,4). 
 
3.4. Base de dados de empresas brasileiras e métricas de avaliação 
Foram obtidos 22 indicadores contábeis anuais das empresas classificados de acordo 
com grupos de índices contábeis-financeiros: liquidez, endividamento e rentabilidade. Estas 
empresas foram classificadas como concordatária ou f lida na BOVESPA durante o período 
de 1996 a 2006. Para cada empresa classificada comoinsolvente, foi selecionada uma 
quantidade superior de empresas de capital aberto com ontrole privado nacional, 
financeiramente saudáveis (no sentido de que não há solicitação de concordata por parte da 
empresa no período considerado), com tamanho do ativ , sempre que possível compatível, e 
pertencente ao mesmo setor de atividade, buscando respeitar, localização geográfica e idade. 
O estabelecimento de uma quantidade superior de empresas adiplente para cada inadimplente, 
por outro lado, baseia-se na hipótese de que quanto mai r a quantidade de dados existentes, 
menor a probabilidade de erro, objetivando, também ficar mais próximo da realidade 
econômica. Essa base totalizou 175 empresas, com 147 classificadas como solventes e 28 
classificadas como insolventes durante o período em estudo.  A reduzida dimensão da amostra 
se deve principalmente a não obrigatoriedade de um grande número de empresas de publicar 
seus demonstrativos contábeis. 
Foram criadas 1.610 instâncias sendo 1.470 referentes a empresas solventes e 140 
empresas insolventes. A base foi composta por dados referentes aos demonstrativos contábeis 
dos cinco anos anteriores ao ano em que a empresa foi declarada insolvente. De acordo com 
Altman et al., (1994) e Hung e Chen, (2009) as empresas insolventes começam a apresentar 
características ou indícios de insolvência num período de cinco anos antes ao ano que ocorre 
efetivamente a falência. 
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Os dados das empresas solventes são de dez anos, facilitando assim uma melhor 
caracterização dessas empresas. Pretendeu-se também: (i) u a adequação ao ano (2005) no 
qual ocorreu a mudança na lei de falência e (ii) utlizar demonstrativos contábeis sem a 
influência da inflação.  
 
3.5 Métricas de avaliação  
Das métricas alternativas existentes para lidar como problema do desequilíbrio de 
classes citadas por Joshi, et al., 2001; Käuck, 2004 e Gary, 2004 foram escolhidas: matriz de 
confusão (MC), área sob a curva ROC (AUC) e medida F (F). Já para a avaliação do 




Nos sub-itens seguintes serão apresentados os resultados dos classificadores aqui 
aplicados na base de dados de empresas brasileiras par  determinar o melhor classificador 
para essa base de dados. A seguir é aplicado o SEID na base dados estudada e comparado os 
resultados encontrados com aqueles da base original e com a aplicação do SMOTE. 
 
4.1 Aplicação de classificadores na base de dados 
As técnicas empregadas para a classificação das empresas são: Regressão Logística 
(RL), Máquina de Vetor Suporte (SVM), Multilayerperceptron (MLP), e Árvore de Decisão 
(AD). Estes classificadores foram escolhidos por serem considerados eficientes bem como por 
serem largamente utilizados na determinação de insolvência de empresas.  
Foram feitos ajustes paramétricos iniciais para cada classificador utilizado, visando 
obter uma parametrização adequada para esta base. Para que haja um melhor entendimento do 
desempenho de cada classificador apresentam-se os resultados de cada classificador da matriz 
de confusão, medida F e valor de AUC.  
 
Tabela 3 - Resultados dos classificadores no treiname to da base de dados original 
Classe F AUC F AUC F AUC F AUC
I 75 65 0,607 0,85 80 60 0,661 0,91 85 55 0,756 0,9 89 51 0,804 0,935







Fonte: Elaborada pelos autores. 
 
 Dos classificadores testados AD e SVM foram os queobtiveram os melhores 
resultados nos testes. O AD teve um desempenho bem melhor do que o SVM. Em todos os 
classificadores, as empresas solventes obtiveram menores erros de classificação. Isto pode ser 
visto tanto nas matrizes de confusão como nas medidas F. Estes resultados contrariam o 
objetivo principal desta classificação que é a de descobrir melhores conhecimentos na classe 
de empresas insolventes. 
 
4.2 Aplicação da estratégia SEID e comparação dos resultados encontrados  
 Nesta seção a estratégia SEID desenvolvida para a predição de insolvências em 
empresas será aplicada na base de dados. Na pratica, a aplicação completa do SEID é obtida 
com o uso da votação majoritária (LI HUI e JIE SUN, 2009) em relação aos resultados dos 
modelos das sub-bases obtidas na definição da instância que está sendo avaliada. Desta forma, 
as sub-bases passam a representar um comitê de classificadores conforme descrito 
anteriormente.  
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Deve-se ressaltar que para a geração dos classificadores utiliza-se a validação cruzada 
em 10 partes, tanto para as sub-bases do SEID quanto p ra o SMOTE. Agora, com a 
utilização do SEID completo a validação será feita pelo método da substituição tanto para o 
SEID como para o SMOTE. 
Nos resultados apresentados na Tabela 4 as bases de dados que obtiveram os melhores 
resultados na predição foram os modelos sujeitos ao balanceamento, ou seja, o SEID, com 
vantagem para o modelo que utiliza a seleção de características. Destaca-se, principalmente 
nos modelos balanceados um ganho de eficácia na classificação na classe das insolventes (F), 
atendendo o interesse preponderante desta técnica. 
Já na Tabela 4 são comparados os resultados encontrados aplicando duas técnicas de 
balanceamento, SEID e o SMOTE.   
 
Tabela 4 - Resultados das Técnicas SEID e SMOTE 
Classe F AUC F AUC F AUC
I 89 51 0,804 0,935 125 15 0,964 0,971 122 18 0,918 0,993






             Fonte: Elaborado pelos autores. 
 
Pela Tabela 4 pode ser evidenciado a capacidade do SEID em melhor caracterizar 
aquelas amostra das empresas insolventes, apresenta maior F do que o modelo SMOTE, 
mostrando assim um resultado mais eficaz para caracterizar as empresas insolventes, mesmo 




O tema previsão de insolvência de empresas vem cada vez mais despertando interesses 
nas pesquisas da área acadêmica muito em função das constantes mudanças ocorridas nos 
ambientes dos negócios e nas novas tecnologias computacionais que cada vez mais vem 
surgindo e sendo aperfeiçoadas. Já o ambiente econômico brasileiro apresenta peculiaridades 
bem marcantes em relação a outros mercados e um que pode ser citado é a dimensão reduzida 
das bases de dados a serem estudadas devido a não obrigatoriedade da publicação, pela 
totalidade das empresas, de seus demonstrativos contábeis. 
Este estudo apresenta uma estratégia em que ataca um dos permanentes problemas 
encontrados em estudos de previsão de insolvência, a desigualdade na proporção entre as 
amostras das empresas solventes e a amostra das empresas insolventes. Na comparação dos 
resultados da estratégia apresentada com a técnica amplamente utilizada pela literatura 
específica (SMOTE) e há ganhos bem competitivos para a estratégia apresentada, o erro Tipo 
II ficou inferior para esta estratégia. Mesmo nos testes do algoritmo aqui apresentado com 
bases de dados do UCI e com outros estudos os resultados evidenciaram ganhos na 
classificação nas classes minoritárias, sobretudo naquelas amostras em que as distorções entre 
as amostras são mais acentuadas, resultados apresentados as Tabelas 1, 2 e 4. 
É necessário nos futuros estudos ajustes no algoritmo aqui proposto além de inclusão 
de novas técnicas de comitês de classificação, a inclusão de variáveis de mercado e 
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