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In the network of seed mutations arising from a certain initial seed, an appropriate
path emanating from the initial seed is intendedly chosen, noticing periodicity of the
exchange matrices in the path each of which is assigned to the generalized Cartan
matrix of type A
(1)
N . Then dynamical property of the seed mutations along the path,
which is referred to as of type A
(1)
N , is intensively investigated. The coefficients as-
signed to the path form certain N monomials that posses periodicity with period N
under the seed mutations and enable to obtain the general terms of the coefficients.
The cluster variables assigned to the path of type A
(1)
N also form certain N Laurent
polynomials possessing the same periodicity as the monomials generated by the coeffi-
cients. These Laurent polynomials lead to sufficiently number of conserved quantities
of the dynamical system derived from the cluster mutations along the path. Further-
more, by virtue of the Laurent polynomials with periodicity, the dynamical system is
non-autonomously linearized and its general solution is concretely constructed. Thus
the seed mutations along the path of type A
(1)
N exhibit discrete integrability.
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I. INTRODUCTION
Seed mutations in a cluster algebra produce new seeds from old ones, each of which is a
tuple of the exchange matrix, the coefficients and the cluster variables, via their birational
equations called the exchange relations1. A cluster algebra of rank r has the seed mutations
in r directions, hence the network of seeds generated by iteration of the seed mutations from
the initial one forms an r-regular tree in which every vertex (seed) is connected with exactly r
vertices respectively by an edge (mutation). The rank of a cluster algebra is defined to be the
number of cluster variables in the initial seed. In order to find significant paths (sequences of
seeds) in such huge network consisting of infinitely many seeds, we often use the periodicity
as an important indicator. Fordy and Marsh defined the cluster mutation-periodic quivers
concerning periodicity of the exchange matrices and discussed their dynamical properties
under the seed mutations2. By using the notion of cluster mutation-periodic quivers, we
relate seed mutations in cluster algebras with dynamical systems governed by birational
maps and investigate the seed mutations in terms of the methods of dynamical systems.
Unfortunately, almost all of the infinitely many dynamical systems thus related with cluster
algebras do not have integrable structures; nevertheless, we can find abundant integrable
systems among them. In fact, since the introduction of cluster algebras by Fomin and
Zelevinsky in 20021 we have found plenty of cluster algebras related with discrete/quantum
integrable systems such as discrete soliton equations, integrable maps on algebraic curves,
discrete/q- Painleve´ equations and Y -systems3–13. Thus we see that appropriate paths in the
network of seeds in adequate cluster algebras are strongly related with integrable systems,
and hence it is expected that we find unknown integrable systems among cluster algebras.
It is well known that appropriate paths in the network of seeds in a cluster algebra can
be assigned to the generalized Cartan matrices (GCMs) via the exchange matrices in the
paths1,14,15. Especially, a rank 2 cluster algebra itself is assigned to a 2 × 2 GCM since it
has the unique non-trivial path in the network of seeds, and the cluster algebra is referred
to as of the GCM type. In the preceding papers12,16,17, the authors investigated a certain
family of rank 2 cluster algebras from the viewpoint of discrete integrability. The family
consists of infinitely many cluster algebras some of which have integrable structures and are
respectively assigned to the GCMs of finite and affine types. The remaining infinitely many
members in the family, however, are non-integrable and are assigned to the GCMs of strictly
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hyperbolic type. We saw the integrability via conserved quantities of the dynamical systems
governed by birational maps derived from the seed mutations. Moreover, the integrable
systems associated with the rank 2 cluster algebras of affine types, A
(1)
1 and A
(2)
2 , have linear
degree growth of the map iteration18, and hence the systems are linearizable19,20. Based
on these results, in this paper, we consider the seed mutations of rank N + 1 assigned to
the GCM of type A
(1)
N for N ≥ 2. It should be noted that, in general, a sequence of seed
mutations in a cluster algebra of higher rank is not assigned to any GCM in contrast to the
case of rank 2 mentioned above because the GCMs of the exchange matrices in the sequence
of higher rank seed mutations are not unique. Nevertheless, the sequence of seed mutations
considered in this paper is so carefully chosen from the network of seeds in a certain cluster
algebra of rank N + 1 that it can be assigned to the unique GCM of type A
(1)
N . We note
that the sequence of seed mutations thus chosen has several remarkable periodicities; the
quivers associated with the exchange matrices are the cluster mutation-periodic quivers with
period 12, the coefficients generate certain N monomials periodic with period N and the
cluster variables also generate certain N Laurent polynomials periodic with the same period
N under iteration of the seed mutations. By using the periodicity of exchange matrices, we
respectively obtain dynamical systems of the coefficients and of the cluster variables from the
sequence of seed mutations assigned to the GCM of type A
(1)
N . Sufficiently many conserved
quantities of each dynamical system naturally follow from the monomials and the Laurent
polynomials, both of which have the same periodicity, respectively. Moreover, the dynamical
system of cluster variables is non-autonomously linearized by virtue of the periodic Laurent
polynomials similar to the rank 2 cases investigated in the previous papers12,17. Due to the
linearizability, the general solution to the dynamical system is concretely constructed, and
it gives the general terms of the cluster variables.
This paper is organized as follows. In §II, we briefly review cluster algebras. We then
introduce the sub-cluster pattern which assigns the sequence of seed mutations to the path
referred to as of type A
(1)
N in the (N + 1)-regular tree. In §III, we deduce periodicity of
certain N monomials generated by the coefficients assigned to the path of type A
(1)
N . By
using the monomials with periodcity, we obtain the general terms of the coefficients. Then,
in §IV, we introduce the dynamical system of cluster variables assigned to the path of
type A
(1)
N . We also deduce periodicity of certain N Laurent polynomials generated by the
cluster variables. Since the N Laurent polynomials generate the N functionally independent
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conserved quantities of the dynamical system of N+1 variables, it suggests the system to be
integrable. Moreover, the Laurent polynomials non-autonomously linearize the dynamical
system and its general solution follows immediately. §V is devoted to concluding remarks.
In Appendix A, we consider the dynamical system investigated in §IV in the projective space
PN+1(C), and induce the invariant curve of the system.
II. SEED MUTATIONS OF TYPE A
(1)
N
Let us introduce the seed (x,y, B), where we refer to x = (x1, x2, . . . , xn) as the cluster
of the seed, to y = (y1, y2, . . . , yn) as the coefficient tuple and to B = (bij) as the exchange
matrix. The number n of variables in x is called the rank of the seed. The field F = QP(x)
generated by the cluster x is referred to as the ambient field, where P = (P, ·,⊕) is a
semifield endowed with multiplication · and auxiliary addition ⊕ and QP is the group ring
of P over Q. The coefficient tuple y is taken from Pn and the exchange matrix B is an n×n
skew-symmetrizable integral matrix1,14,15.
Next we introduce the seed mutations. For an integer k ∈ {1, 2, . . . , n}, the seed muta-
tion µk transforms a seed (x,y, B) into the seed (x
′,y′, B′) := µk(x,y, B) defined by the
following birational equations called the exchange relations:
b′ij =
−bij i = k or j = k,bij + [−bik]+bkj + bik[bkj]+ otherwise, (1)
y′j =
(yk)
−1 j = k,
yjy
[bkj]+
k (yk ⊕ 1)
−bkj j 6= k,
(2)
x′j =

yk
n∏
i=1
x
[bik ]+
i +
n∏
i=1
x
[−bik ]+
i
(yk ⊕ 1)xk
j = k,
xj j 6= k,
(3)
where we define [a]+ := max[a, 0] for a ∈ Z.
Let Tn be the n-regular tree whose edges are labeled by the integers 1, 2, . . . , n so that the
n edges emanating from each vertex receive different labels. We write t k t′ to indicate
that vertices t, t′ ∈ Tn are joined by an edge labeled by k. We assign a seed Σt = (xt,yt, Bt)
to every vertex t ∈ Tn so that the seeds assigned to the endpoints of any edge t
k t′ are
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obtained from each other by the seed mutation µk. We refer to the assignment Tn ∋ t 7→ Σt
as a cluster pattern. We write the elements of the seed Σt as follows
xt = (x1;t, x2;t, . . . , xn;t), yt = (y1;t, y2;t, . . . , yn;t), Bt = (b
t
ij).
Given a cluster pattern Tn ∋ t 7→ Σt, we denote the union of clusters of all seeds in the
pattern by
X :=
⋃
t∈Tn
xt = {xi;t | t ∈ Tn, 1 ≤ i ≤ n} .
The cluster algebra A = ZP[X ] associated with the cluster pattern is the ZP-subalgebra
of the ambient field F generated by all cluster variables. It is well known that A is also
generated by its initial cluster variables x1, x2, . . . , xn as the Laurent polynomial subring of
the ambient field F1.
Now we introduce the seed mutations assigned to the GCM of type A
(1)
N . Let us consider
the following initial seed Σ0 = (x0,y0, B0) of rank N + 1:
x0 = (x1, x2, · · · , xN+1) ,
y0 = (y1, y2, · · · , yN+1) ,
B0 =

0 −1 0 · · · 0 −1
1 0 −1
. . . 0
0 1
. . .
. . .
. . .
...
...
. . .
. . .
. . . −1 0
0
. . . 1 0 −1
1 0 . . . 0 1 0

,
where the (i, j)-element bij of the skew-symmetrix matrix B0 is defined to be
bij =

1 (i, j) = (N + 1, 1) or (i, j) = (i, i− 1) for 2 ≤ i ≤ N + 1,
−1 (i, j) = (1, N + 1) or (i, j) = (i, i+ 1) for 1 ≤ i ≤ N,
0 otherwise.
We assume P to be the tropical semifield (Trop(y0), ·,⊕) generated by y0
15. The multi-
plication · and the auxiliary addition ⊕ in P are respectively defined as follows
ya11 y
a2
2 · · · y
an
n · y
b1
1 y
b2
2 · · · y
bn
n := y
a1+b1
1 y
a2+b2
2 · · · y
an+bn
n ,
ya11 y
a2
2 · · · y
an
n ⊕ y
b1
1 y
b2
2 · · · y
bn
n := y
min[a1,b1]
1 y
min[a2,b2]
2 · · · y
min[an,bn]
n
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for ai, bi ∈ Z (i = 1, 2, . . . , n).
We give a cluster pattern. Let TN+1 be the (N + 1)-regular tree whose edges are labeled
by 1, 2, . . . , N + 1. We label the vertices in TN+1 in the following manner. First choose an
arbitrary vertex and denote it by t0, which is assigned to the initial seed Σ0. Next denote
the vertex connected with t0 by the edge labelled by 1 by t1. The vertex t1 is assigned to
the seed Σ1 obtained from Σ0 by applying the seed mutation µ1. Then inductively denote
the vertex connected with tℓ(N+1)+k−1 by the edge labeled by k by tℓ(N+1)+k for ℓ ≥ 0 and
k = 1, 2, . . . , N + 1. Since the vertex tℓ(N+1)+k is assigned to the seed Σℓ(N+1)+k, the seed
Σℓ(N+1)+k is obtained from Σ0 by applying the following sequence of seed mutations
µ1, µ2, . . . , µN+1︸ ︷︷ ︸
N+1
, µ1, µ2, . . . , µN+1︸ ︷︷ ︸
N+1
, . . . , µ1, µ2, . . . , µN+1︸ ︷︷ ︸
N+1︸ ︷︷ ︸
ℓ×(N+1)
, µ1, µ2, . . . , µk.
Thus we obtain the path (t0, t1, t2, . . .) in the tree TN+1 (see figure 1) and denote it by ̟.
t0
1
t1
2
· · · tN+1
N+1 1
t(N+1)+1
2
· · · · · · · · · tℓ(N+1)−1
N
· · ·
1
t(ℓ+1)(N+1)
N+1
· · · tℓ(N+1)+1
2
tℓ(N+1)
N+1
1
FIG. 1. The path ̟ in the (N + 1)-regular tree TN+1.
Let the set of seeds be
Σ := {Σ0,Σ1,Σ2, . . .} .
Then we obtain the partial assignment TN+1 ⊃ ̟ → Σ;
tℓ(N+1)+k 7→ Σℓ(N+1)+k
for ℓ ≥ 0 and k = 1, 2, . . . , N + 1. We call the partial assignment the sub-cluster pattern,
and fix it throughout this paper. Note that we need not whole cluster pattern but the
sub-cluster pattern for our purpose.
The quiver Q0 associated with the exchange matrix B0 assigned to the vertex t0 in the
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path ̟ is given as follows
Q0
1⊗
2
©
99rrrrrrrrrrrrrrrr 3
©oo · · ·oo
N
©oo
N+1⊙
.
ff▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼
oo
The vertex labeled by 1 is a sink, denoted by
⊗
, and the one by N +1 is a source, denoted
by
⊙
. The quiver Q1 = µ1(Q0) associated with the exchange matrix B1 = µ1(B0) assigned
to the vertex t1 in ̟ is obtained by reversing the arrows connected with the vertex 1 in Q0
(see (1)). Note that, in Q1, the vertex 2 is a sink and the vertex 1 is a source:
Q1
2⊗
3
©
99rrrrrrrrrrrrrrrr 4
©oo · · ·oo
N+1
©oo
1⊙
.
ff◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
oo
It is easy to see that we inductively obtain the quiver Qℓ(N+1)+k associated with the exchange
matrix Bℓ(N+1)+k assigned to the vertex tℓ(N+1)+k in ̟ as follows
Qℓ(N+1)+k
k+1⊗
k+2
©
88qqqqqqqqqqqqqqqq k+3
©oo · · ·oo
k−1
©oo
k⊙
,
ff▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼▼
oo
where the labels are reduced modulo N + 1.
Thus, for ℓ ≥ 0 and k = 1, 2, . . . , N + 1, we obtain the periodicity of the quivers
Qℓ(N+1)+k = (σN+1)
kQ0,
where σN+1 ∈ SN+1 is the permutation
σN+1 =
 1 2 · · · N N + 1
N + 1 1 · · · N − 1 N
 (4)
of N + 1 letters. Remark that the action τQ of the permutation τ ∈ SN+1 on the quiver Q
with N + 1 vertices is, in general, defined as follows2
♯ {arrows emanating from the vertex i ∈ Q to j ∈ Q}
= ♯ {arrows emanating from the vertex (τ)−1(i) ∈ τQ to (τ)−1(j) ∈ τQ} .
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Thus the quivers Q0, Q1, Q2, . . . are the cluster mutation-periodic quivers with period 1
2.
The exchange matrices also have the same periodicity as the quivers:
Bℓ(N+1)+k = (σN+1)
k B0.
The action σN+1Bm of σN+1 on the exchange matrix Bm is defined by using the permutation
matrix2 so that it is compatible with the correspondence between Bm and Qm.
For any m ≥ 0, the Cartan counterpart14 A(Bm) of the exchange matrix Bm is given as
A(Bm) :=
(
2δij −
∣∣bmij ∣∣) =

2 −1 0 · · · 0 −1
−1 2 −1
. . . 0
0 −1
. . .
. . .
. . .
...
...
. . .
. . .
. . . −1 0
0
. . . −1 2 −1
−1 0 . . . 0 −1 2

.
Since A(Bm) is the GCM of type A
(1)
N , we refer to the path ̟ in the tree TN+1 assigned to
the set Σ of seeds as of type A
(1)
N .
III. DYNAMICS OF COEFFICIENTS
We consider dynamics of the coefficients assigned to the path ̟ of type A
(1)
N . In order
to analyze the dynamics of coefficients, we first consider periodicity of certain monomials
generated by the coefficients.
A. Periodicity
First we show a lemma concerning the coefficient tuple yN+1 = (µN+1 ◦ · · · ◦ µ2 ◦ µ1) (y0)
obtained by applying the consecutive seed mutations µN+1 ◦ · · · ◦ µ2 ◦ µ1 to the initial one
y0 = (y1, y2, . . . , yN).
Lemma 1 Let y0 = (y1, y2, . . . , yN+1) be the initial coefficient tuple. Then, for any N ≥ 2,
we have
yN+1 = (y1;N+1, y2;N+1, . . . , yN+1;N+1) =
(
(y1)
−1, (y2)
−1, . . . , (yN+1)
−1
)
.
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(Proof) By using the exchange ralation (2) for the coefficients, we inductively compute
y0 = (y1, y2, . . . , yN+1)
µ1
←→ y1 =
(
(y1)
−1, y2(y1 ⊕ 1), y3, . . . , yN , yN+1(y1 ⊕ 1)
)
=
(
(y1)
−1, y2, y3, . . . , yN , yN+1
)
µ2
←→ y2 =
(
(y1)
−1(y2 ⊕ 1), (y2)
−1, y3(y1 ⊕ 1), y4, . . . , yN+1
)
=
(
(y1)
−1, (y2)
−1, y3, y4, . . . , yN+1
)
· · ·
µN+1
←→ yN+1 =
(
(y1)
−1(yN+1 ⊕ 1), (y2)
−1, . . . , (yN−1)
−1, (yN)
−1(yN+1 ⊕ 1), (yN+1)
−1
)
=
(
(y1)
−1, (y2)
−1, . . . , (yN−1)
−1, (yN)
−1, (yN+1)
−1
)
,
where we use the fact yj ⊕ 1 = y
min[1,0]
j = 1 for j = 1, 2, . . . , N + 1. 
Now we consider iteration of the consecutive seed mutations µN+1◦· · ·◦µ2◦µ1, which de-
fines the map yℓ(N+1) 7→ y(ℓ+1)(N+1) for ℓ ≥ 1. Let us introduce the monomials ν
ℓ
1, ν
ℓ
2, . . . , ν
ℓ
N
in the tropical semifield P = (Trop(y0), ·,⊕)
νℓ1 := yN+1;ℓ(N+1)y1;ℓ(N+1),
νℓj := yj;ℓ(N+1) (j = 2, 3, . . . , N)
generated by the coefficients in
yℓ(N+1) =
(
y1;ℓ(N+1), y2;ℓ(N+1), . . . , yN+1;ℓ(N+1)
)
.
The permutation
σN =
 1 2 · · · N − 1 N
N 1 · · · N − 2 N − 1
 ∈ SN (5)
of N letters acts on the monomial νℓj as
σNν
ℓ
j = ν
ℓ
(σN )−1(j)
= νℓj+1
for j = 1, 2, . . . , N , where the subscript is reduced modulo N .
Theorem 1 For any ℓ ≥ 1 and j = 1, 2, . . . , N , we have
νℓ+1j = σNν
ℓ
j = ν
ℓ
j+1,
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where the subscript is reduced modulo N . Therefore, every νℓj has period N on ℓ:
νℓ+Nj = ν
ℓ
j .
(Proof) First note that the exchange matrix Bk has the periodicity
Bℓ(N+1)+k = Bk
for ℓ ≥ 0 and k = 1, 2, . . . , N + 1. We then see that the k-th row of the exchange matrix
Bℓ(N+1)+k−1 = Bk−1 for k = 1, 2, . . . , N +1, which determines the seed mutation µk, has two
non-zero elements −1 at (k, k − 1) and at (k, k + 1):
( 1 · · · k − 2 k − 1 k k + 1 k + 2 · · · N + 1
k 0 · · · 0 −1 0 −1 0 · · · 0
)
.
Thus the exchange relation (2) reduces to
yj;(N+1)+k = µk(yj;(N+1)+k−1) =

(yk;(N+1)+k−1)
−1 j = k,
yj;(N+1)+k−1(yk;(N+1)+k−1 ⊕ 1) j = k ± 1,
yj;(N+1)+k−1 j 6= k, k ± 1.
(6)
Also note that, by lemma 1, we have
yN+1 = (y1;N+1, y2;N+1, . . . , yN+1;N+1) =
(
(y1)
−1, (y2)
−1, . . . , (yN+1)
−1
)
.
Apply the mutation µ1 to yN+1. We then obtain
y1;(N+1)+1 = µ1(y1;N+1) = (y1;N+1)
−1,
y2;(N+1)+1 = µ1(y2;N+1) = y2;N+1(y1;N+1 ⊕ 1) = y2;N+1y1;N+1,
yj;(N+1)+1 = µ1(yj;N+1) = yj;N+1 (j = 3, 4, . . . , N),
yN+1;(N+1)+1 = µ1(yN+1;N+1) = yN+1;N+1(y1;N+1 ⊕ 1) = yN+1;N+1y1;N+1,
where we use the exchange relation (6) and the fact y1;N+1 = (y1)
−1 which implies y1;N+1⊕1 =
y1;N+1.
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We inductively obtain
yj;(N+1)+k = µk(yj;(N+1)+k−1) = yj;(N+1)+k−1 = yj+1;N+1 (j = 1, 2, . . . , k − 2),
yk−1;(N+1)+k = µk(yk−1;(N+1)+k−1) = yk−1;(N+1)+k−1yk;(N+1)+k−1 = yk;N+1,
yk;(N+1)+k = µk(yk;(N+1)+k−1) = (yk;(N+1)+k−1)
−1 = (y1;N+1y2;N+1 · · · yk;N+1)
−1,
yk+1;(N+1)+k = µk(yk+1;(N+1)+k−1) = yk+1;(N+1)+k−1yk;(N+1)+k−1 = y1;N+1y2;N+1 · · · yk+1;N+1,
yj;(N+1)+k = µk(yj;(N+1)+k−1) = yj;(N+1)+k−1 = yj;N+1 (j = k + 2, k + 3, . . . , N),
yN+1;(N+1)+k = µk(yN+1;(N+1)+k−1) = yN+1;(N+1)+k−1 = y1;N+1yN+1;N+1
by applying the consecutive seed mutations µk ◦· · ·◦µ3◦µ2 to y(N+1)+1 (k = 2, 3, . . . , N−1).
Note that we use the fact
yk;(N+1)+k−1 = y1;N+1y2;N+1 · · · yk;N+1 = (y1)
−1(y2)
−1 · · · (yk)
−1 (7)
for k = 2, 3, . . . , N − 1 which implies yk;(N+1)+k−1 ⊕ 1 = yk;(N+1)+k−1.
Moreover, apply µN to y(N+1)+N−1. Then we have
yj;(N+1)+N = µN(yj;(N+1)+N−1) = yj;(N+1)+N−1 = yj+1;N+1 (j = 1, 2, . . . , N − 2),
yN−1;(N+1)+N = µN(yN−1;(N+1)+N−1) = yN−1;(N+1)+N−1yN ;(N+1)+N−1 = yN ;N+1,
yN ;(N+1)+N = µN(yN ;(N+1)+N−1) = (yN ;(N+1)+N−1)
−1 = (y1;N+1y2;N+1 · · · yN ;N+1)
−1,
yN+1;(N+1)+N = µN(yN+1;(N+1)+N−1) = yN+1;(N+1)+N−1yN ;(N+1)+N−1
= (y1;N+1)
2y2;N+1 · · · yN+1;N+1, (8)
where we use (7) for k = N which implies yN ;(N+1)+N−1 ⊕ 1 = yN ;(N+1)+N−1. Finally, by
applying µN+1 to y(N+1)+N , we obtain
y1;2(N+1) = µN+1(y1;(N+1)+N) = y1;(N+1)+NyN+1;(N+1)+N
= (y1;N+1)
2(y2;N+1)
2y3;N+1 · · · yN+1;N+1,
yj;2(N+1) = µN+1(yj;(N+1)+N) = yj;(N+1)+N = yj+1;N+1 (j = 2, 3, . . . , N − 1),
yN ;2(N+1) = µN+1(yN ;(N+1)+N) = yN ;(N+1)+NyN+1;(N+1)+N = y1;N+1yN+1;N+1,
yN+1;2(N+1) = µN+1(yN+1;(N+1)+N) = (yN+1;(N+1)+N )
−1 =
(
(y1;N+1)
2y2;N+1 · · · yN+1;N+1
)−1
,
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where we use (8) which implies yN+1;(N+1)+N ⊕ 1 = yN+1;(N+1)+N . It immediately follows
ν21 = yN+1;2(N+1)y1;2(N+1) = y2;N+1 = ν
1
2 ,
ν2j = yj;2(N+1) = yj+1;N+1 = ν
1
j+1 (j = 2, 3, . . . , N − 1),
ν2N = yN ;2(N+1) = y1;N+1yN+1;N+1 = ν
1
1 .
Every coefficient yj;2(N+1) in y2(N+1) except for yN+1;2(N+1) is a monomial consisting of
negative powers of the initial ones y1, y2, . . . , yN+1. Thus the exchange relation (6) reduces
to
yj;ℓ(N+1)+k = µk(yj;ℓ(N+1)+k−1) =

(yk;ℓ(N+1)+k−1)
−1 j = k,
yj;ℓ(N+1)+k−1yk;ℓ(N+1)+k−1 j = k ± 1,
yj;ℓ(N+1)+k−1 j 6= k, k ± 1
(9)
for any ℓ ≥ 2 as in the case with ℓ = 1. Therefore, for any ℓ ≥ 2, we inductively obtain
y1;(ℓ+1)(N+1) = (y1;ℓ(N+1))
2(y2;ℓ(N+1))
2y3;ℓ(N+1) · · · yN+1;ℓ(N+1),
yj;(ℓ+1)(N+1) = yj+1;ℓ(N+1) (j = 2, 3, . . . , N − 1),
yN ;(ℓ+1)(N+1), = y1;ℓ(N+1)yN+1;ℓ(N+1),
yN+1;(ℓ+1)(N+1) =
(
(y1;ℓ(N+1))
2y2;ℓ(N+1) · · · yN+1;ℓ(N+1)
)−1
,
which implies
νℓ+11 = yN+1;(ℓ+1)(N+1)y1;(ℓ+1)(N+1) = y2;ℓ(N+1) = ν
ℓ
2,
νℓ+1j = yj;(ℓ+1)(N+1) = yj+1;ℓ(N+1) = ν
ℓ
j+1 (j = 2, 3, . . . , N − 1),
νℓ+1N = yN ;ℓ(N+1) = y1;ℓ(N+1)yN+1;ℓ(N+1) = ν
ℓ
1.
It immediately follows νℓ+Nj = ν
ℓ
j for ℓ ≥ 1 and j = 1, 2, . . . , N . 
We easily find the conserved quantities of the dynamics of coefficients via the monomials
ν1, ν2, . . . , νN , where we denote ν
1
j by νj (j = 1, 2, . . . , N) for simplicity. Remark that we
have
ν1 = yN+1;N+1y1;N+1 = (yN+1)
−1(y1)
−1, (10)
νj = yj;N+1 = (yj)
−1 (j = 2, , 3, . . . , N). (11)
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In the tropical semifield P, let en (n = 1, 2, . . . , N) be the fundamental symmetric polynomial
of degree n generated by the monomials ν1, ν2, . . . , νN :
en = en(ν1, ν2, . . . , νN) :=
⊕
I⊂{1,2,...,N}
|I|=n
∏
j∈I
νj.
We denote en(ν
ℓ
1, ν
ℓ
2, . . . , ν
ℓ
N) simply by e
ℓ
n for ℓ ≥ 2.
For ℓ ≥ 1, let us introduce new variables:
yℓ :=
(
yℓ1, y
ℓ
2, . . . , y
ℓ
N+1
)
,
yℓj := yj;ℓ(N+1) (j = 1, 2, . . . , N + 1).
We see from the proof of theorem 1 that the evolution of yℓ is given as follows
yℓ+11 =
(
yℓ1y
ℓ
2
)2
yℓ3 · · · y
ℓ
N+1,
yℓ+1j = y
ℓ
j+1 (j = 2, 3, . . . , N − 1),
yℓ+1N = y
ℓ
1y
ℓ
N+1,
yℓ+1N+1 =
((
yℓ1
)2
yℓ2 · · · y
ℓ
N+1
)−1
.
(12)
Thus the evolution of yℓ defines the map ψ : PN+1 → PN+1;yℓ 7→ yℓ+1.
Corollary 1 The fundamental symmetric polynomial eℓn (n = 1, 2, . . . , N) of degree n gen-
erated by the monomials νℓ1, ν
ℓ
2, . . . , ν
ℓ
N is the conserved quantity of the dynamical system
yℓ+1 = ψ(yℓ) governed by the map ψ, that is, we have
eℓn = en
for any ℓ ≥ 1. Moreover, all the fundamental symmetric polynomials are the same:
e1 = e2 = · · · = eN =
N+1∏
j=1
(yj)
−1.
(Proof) The permutation σN acts on e
ℓ
n as follows
σNe
ℓ
n = σNen(ν
ℓ
1, ν
ℓ
2, . . . , ν
ℓ
N)
= en(ν
ℓ
(σN )−1(1)
, νℓ(σN )−1(2), . . . , ν
ℓ
(σN )−1(N)
)
= en(ν
ℓ
2, ν
ℓ
3, . . . , , ν
ℓ
N , ν
ℓ
1)
= en(ν
ℓ+1
1 , ν
ℓ+1
2 , . . . , ν
ℓ+1
N−1, ν
ℓ+1
N ) = e
ℓ+1
n ,
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where we use νℓ+1j = ν
ℓ
j+1 for j = 1, 2, . . . , N (see theorem 1). On the other hand, the
identity σNe
ℓ
n = e
ℓ
n holds by definition.
Moreover, by using (10) and (11), we compute
e1 = ν1 ⊕ ν2 ⊕ · · · ⊕ νN
= (y1)
−1(yN+1)
−1 ⊕ (y2)
−1 ⊕ · · · ⊕ (yN)
−1
= y
min[−1,0,...,0]
1 y
min[0,−1,0,...,0]
2 · · · y
min[−1,0,...,0]
N+1 =
N+1∏
j=1
(yj)
−1.
Similarly, since we have
⊕
I⊂{2,3,...,N}
|I|=n
∏
j∈I
νj =
⊕
I⊂{2,3,...,N}
|I|=n
∏
j∈I
(yj)
−1 =
N∏
j=2
(yj)
−1
for any n ≥ 1, we obtain
en = ν1
⊕
I⊂{2,3,...,N}
|I|=n−1
∏
j∈I
νj ⊕
⊕
I⊂{2,3,...,N}
|I|=n
∏
j∈I
νj
= (y1)
−1(yN+1)
−1
N∏
j=2
(yj)
−1
⊕ N∏
j=2
(yj)
−1 =
N+1∏
j=1
(yj)
−1.
This completes the proof. 
B. General solution
For ℓ = nN + s ≥ 1 (0 ≤ n, 1 ≤ s ≤ N), we define the monomial Cℓ in P to be
Cℓ :=ν1ν2 · · · νℓ = (e1)
n(yN+1)
−1
s∏
j=1
(yj)
−1,
where the subscript of νj is reduced modulo N and we use (10) and (11). Then
CN = e1
is the conserved quantity of the dynamical system yℓ+1 = ψ(yℓ).
The dynamical system governed by the map ψ : yℓ 7→ yℓ+1 is easily solved by using the
monomials C1, C2, . . . , CN .
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Theorem 2 For given N ≥ 2, put ℓ = nN + s, where 0 ≤ n and 1 ≤ s ≤ N . The general
solution yℓ = (yℓ1, y
ℓ
2, . . . , y
ℓ
N+1) to the dynamical system y
ℓ+1 = ψ(yℓ) governed by the map
ψ is given by 
yℓ1 = (CN)
n(N+1)+s−1CsyN+1,
yℓj = νj+s−1 (j = 2, 3, . . . , N),
yℓN+1 =
(
(CN)
n(N+1)+s−1Cs−1yN+1
)−1
,
(13)
where the subscript of νj is reduced module N and we assume C0 = 1.
(Proof) Since yℓj = ν
ℓ
j for j = 2, 3, . . . , N , the solution
yℓj = νj+s−1 (j = 2, 3, . . . , N)
is a straightforward consequence of theorem 1.
We compute yℓ1 and y
ℓ
N+1. For ℓ = 1, i.e., n = 0 and s = 1, we have
y11 = (y1)
−1 = ν1yN+1 = (CN)
0C1yN+1,
y1N+1 = (yN+1)
−1 =
(
(CN)
0C0yN+1
)−1
,
where we use the assumption C0 = 1 and (10). We assume that (13) is true for ℓ = nN + s.
Then, by using (12) and the fact that CN is the conserved quantity, we have
yℓ+11 =
(
yℓ1y
ℓ
2
)2
yℓ3 · · · y
ℓ
N+1 = CNy
ℓ
1y
ℓ
2
= CN(CN)
n(N+1)+s−1CsyN+1νs+1
= (CN)
n(N+1)+sCs+1yN+1,
yℓ+1N+1 =
((
yℓ1
)2
yℓ2 · · · y
ℓ
N+1
)−1
=
(
CNy
ℓ
1
)−1
=
(
CN (CN)
n(N+1)+s−1CsyN+1
)−1
=
(
(CN)
n(N+1)+sCsyN+1
)−1
.
Thus (13) is true for ℓ+ 1 = nN + s+ 1. 
In order to compute the cluster mutation
x(ℓ+1)(N+1) = (µN+1 ◦ · · · ◦ µ2 ◦ µ1) (xℓ(N+1)),
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we use the exchange relation (3). Throughout the consecutive mutations µ1, µ2, . . . , µN+1,
the cluster variable xk;ℓ(N+1) is transformed not by µj (j 6= k) but by µk as
xk;(ℓ+1)(N+1) = (µN ◦ µN−1 ◦ · · · ◦ µ1) (xk;ℓ(N+1))
= µk(xk;ℓ(N+1))
= xk;ℓ(N+1)+k
=
yk;ℓ(N+1)+k−1xk−1;(ℓ+1)(N+1)xk+1;ℓ(N+1) + 1
(yk;ℓ(N+1)+k−1 ⊕ 1)xk;ℓ(N+1)
, (14)
where we use the equalities
xk−1;ℓ(N+1)+k−1 = (µN+1 ◦ · · · ◦ µk+1 ◦ µk) (xk−1;ℓ(N+1)+k−1) = xk−1;(ℓ+1)(N+1),
xk+1;ℓ(N+1)+k−1 = (µk ◦ · · · ◦ µ2 ◦ µ1) (xk+1;ℓ(N+1)) = xk+1;ℓ(N+1)
derived from the fact that the mutations µk, µk+1, . . . , µN+1 and µ1, µ2, . . . , µk do not vary
xk−1;ℓ(N+1)+k−1 and xk+1;ℓ(N+1)+k−1, respectively. Therefore, we need the explicit form of the
coefficient yk;ℓ(N+1)+k−1 (k = 1, 2, . . . , N + 1) to execute the computation.
Proposition 1 For ℓ = nN + s ≥ 1, where 0 ≤ n and 1 ≤ s ≤ N , the coefficient
yk;ℓ(N+1)+k−1 is explicitly given by
yk;ℓ(N+1)+k−1 = (CN)
n(N+1)+s−1Cs+k−1yN+1
for k = 1, 2, . . . , N + 1.
(Proof) By using theorem 2 and the exchange relation (9), we have
y1;ℓ(N+1) = y
ℓ
1 = (CN)
n(N+1)+s−1CsyN+1,
y2;ℓ(N+1)+1 = µ1(y2;ℓ(N+1)) = y
ℓ
2y
ℓ
1 = (CN)
n(N+1)+s−1Cs+1yN+1.
Thus we inductively obtain
yk;ℓ(N+1)+k−1 = µk−1(yk;ℓ(N+1)+k−2) = yk;ℓ(N+1)+k−2yk−1;ℓ(N+1)+k−2
= yℓkyk−1;ℓ(N+1)+k−2 = (CN)
n(N+1)+s−1Cs+k−1yN+1
for k = 1, 2, . . . , N + 1. 
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IV. DYNAMICS OF CLUSTER VARIABLES
A. Birational map
Iteration of the consecutive seed mutations µN+1 ◦ · · · ◦ µ2 ◦ µ1 assigned to the path ̟ of
type A
(1)
N induces a certain dynamical system governed by a birational map.
Let Σm = (xm,ym, Bm) be the seed assigned to the vertex tm in the path ̟ of type A
(1)
N .
For t ≥ 0, we introduce new variables:
xt :=
(
xt1, x
t
2, . . . , x
t
N+1
)
,
xti := xi;t(N+1) (i = 1, 2, . . . , N + 1).
Note that x0 is the initial cluster x:
x0 =
(
x01, x
0
2, . . . , x
0
N+1
)
= (x1, x2, . . . , xN+1) = x
and xt is the cluster assigned to the vertex tt(N+1) in ̟.
Theorem 3 The cluster variables assigned to the path ̟ of type A
(1)
N are given by using the
solutions to the following dynamical system
zt+1i =
zt+1i−1z
t
i+1 + 1
zti
(i = 1, 2, . . . , N + 1),
zt+10 = z
t
N+1,
ztN+2 = z
t+1
1
(15)
for t ≥ 1.
(Proof) Put t = nN + s ≥ 1 for 0 ≤ n and 1 ≤ s ≤ N . By proposition 1, we have
yi;t(N+1)+i−1 = (CN)
n(N+1)+s−1Cs+i−1yN+1
for i = 1, 2, . . . , N + 1. Then the exchange relation (14) reduces to
(CN)
n(N+1)+s−1Cs+i−1yN+1x
t+1
i x
t
i = (CN)
n(N+1)+s−1Cs+i−1yN+1x
t+1
i−1x
t
i+1 + 1 (16)
for i = 1, 2, . . . , N + 1, where we assume xt+10 = x
t
N+1 and x
t
N+2 = x
t+1
1 .
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Suppose that the variables zt1, z
t
2, . . . , z
t
N+1 for t ≥ 1 satisfy
zt+1i z
t
i = (CN)
n(N+1)+s−1Cs+i−1yN+1x
t+1
i x
t
i, (17)
zt+1i−1z
t
i+1 = (CN)
n(N+1)+s−1Cs+i−1yN+1x
t+1
i−1x
t
i+1. (18)
Substitute (17) and (18) into (16). Then we see that zt1, z
t
2, . . . , z
t
N+1 solve (15) by setting
zt+10 = z
t
N+1 and z
t
N+2 = z
t+1
1 .
We show that (17) and (18) are compatible with each other. First, by (17), we have
xt+1i =
zt+1i z
t
i
(CN)n(N+1)+s−1Cs+i−1yN+1
1
xti
. (19)
Also, by (18), we have
xt+1i−1 =
zt+1i−1z
t
i+1
(CN)n(N+1)+s−1Cs+i−1yN+1
1
xti+1
. (20)
Thus, by successive application of (19) and (20), we obtain
xt+1i =
zt+1i z
t
i
(CN)n(N+1)+s−1Cs+i−1yN+1
1
xti
=
zt+1i z
t
i
(CN)n(N+1)+s−1Cs+i−1yN+1
(CN)
n(N+1)+s−2Cs+i−1yN+1
ztiz
t−1
i+2
xt−1i+2
=
1
CN
zt+1i
zt−1i+2
xt−1i+2. (21)
Similarly, by successive application of (20) and (19), we obtain
xt+1i =
zt+1i z
t
i+2
(CN)n(N+1)+s−1Cs+iyN+1
1
xti+2
=
zt+1i z
t
i+2
(CN)n(N+1)+s−1Cs+iyN+1
(CN)
n(N+1)+s−2Cs+iyN+1
zti+2z
t−1
i+2
xt−1i+2
=
1
CN
zt+1i
zt−1i+2
xt−1i+2.
This coincides with (21). Therefore, the equations (17) and (18) are compatible with each
other. Thus, if the solution
(
zt1, z
t
2, . . . , z
t
N+1
)
to the difference equation (15) for t ≥ 1 is
given then we inductively obtain the solution
(
xt1, x
t
2, . . . , x
t
N+1
)
to the difference equation
(16) for t ≥ 1 by using (17) or (18). Remark that the cluster variables xt1, x
t
2, . . . , x
t
N+1 are
given by using x1i and z
1
i for i = 1, 2, . . . , N + 1.
Now we show that the cluster variables xt1, x
t
2, . . . , x
t
N+1 can be given by using the initial
ones x1, x2, . . . , xN+1. Noting (17) and (18), it is clear that if z
1
i ∝ x
1
i , that is, z
1
i is propor-
tional to x1i , for i = 1, 2, . . . , N + 1 then z
t
i ∝ x
t
i for i = 1, 2, . . . , N + 1 and t ≥ 1. Thus if
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we assume z1i ∝ x
1
i , for i = 1, 2, . . . , N +1 the cluster variables x
t
1, x
t
2, . . . , x
t
N+1 are given by
x11, x
1
2, . . . , x
1
N+1, and hence by the initial cluster variables x1, x2, . . . , xN+1.
Finally, we check that the proportionality z1i ∝ x
1
i , for i = 1, 2, . . . , N + 1 is compatible
with (17) and (18). Assume t = 1 (n = 0 and s = 1) in (17) and (18):
z2i z
1
i = CiyN+1x
2
ix
1
i ,
z2i−1z
1
i+1 = CiyN+1x
2
i−1x
1
i+1.
Then we have
z1i+1 =
CiyN+1x
2
i−1x
1
i+1
z2i−1
=
CiyN+1x
2
i−1x
1
i+1
Ci−1yN+1x
2
i−1x
1
i−1
z1i−1 =
νix
1
i+1
x1i−1
z1i−1 (22)
for i = 2, 3, . . . , N . Substitute z1i = αix
1
i (αi ∈ P) into (22) we obtain
αi+1 = αi−1νi = αi−1y
−1
i (i = 2, 3, . . . , N). (23)
For i = 1, we also obtain
α2αN+1 = y
−1
1 (24)
from (18), where we use the boundary conditions z20 = z
1
N+1 and x
2
0 = x
1
N+1. Thus if
α2, α3, . . . , αN+1 satisfy (23) and (24) then z
1
i = αix
1
i holds for i = 1, 2, . . . , N + 1 for any
α1 ∈ P. 
We put
zt :=
(
zt1, z
t
2, . . . , z
t
N+1
)
for t ≥ 1 and denote the birational map zt 7→ zt+1 on FN+1 defined by (15) by ϕ. We often
refer to the birational map ϕ and to the dynamical system (15) governed by ϕ as of type
A
(1)
N as well as the path ̟ from which they are arising.
B. Periodicity
Let us consider the birational map ϕ given by (15). Denote the Laurent polynomial ring
ZP [(x1)
±, (x2)
±, . . . , (xN+1)
±] generated by the initial cluster variables x1, x2, . . . , xN+1 by
ZP [x±]. For simplicity, we denote the polynomial p(xt1, x
t
2, . . . , x
t
N+1) ∈ ZP [(x
t)±], where
p = p(x11, x
1
2, . . . , x
1
N+1) ∈ ZP [(x
1)±], by pt (p1 = p). We use the same notations for the
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Laurent polynomial ring ZP[(zt)±] generated by zt1, z
t
2, . . . , z
t
N+1. Remark that if we assume
z1i ∝ x
1
i for i = 1, 2, . . . , N + 1 then we have ZP[(z
t)±] = ZP[(xt)±] for any t ≥ 1 (see the
proof of theorem 3).
Now we define the Laurent polynomials λ1, λ2, . . . , λN ∈ ZP [(z
1)±] to be
λi = λi(z
1
1 , z
1
2 , . . . , z
1
N+1) :=
z1i + z
1
i+2
z1i+1
(i = 1, 2, . . . , N − 1),
λN = λN(z
1
1 , z
1
2 , . . . , z
1
N+1) :=
z11z
1
N + z
1
2z
1
N+1 + 1
z11z
1
N+1
.
Lemma 2 If we assume z1i ∝ x
1
i for i = 1, 2, . . . , N + 1 then we have
λi ∈ ZP[x
±]
for i = 1, 2, . . . , N .
(Proof) First note that if we assume z1i = αix
1
i (αi ∈ P) then αi (i = 2, 3, . . . , N + 1)
satisfies (23) and (24). In addition, remark that the cluster variables x1i and xi satisfy the
exchange relation (see (3) and (14))
x1i =
yix
1
i−1xi+1 + 1
xi
(25)
for i = 1, 2, . . . , N + 1 and the boundary conditions x10 = xN+1 and xN+2 = x
1
1, where we
use the fact yi;i−1 = yi (see the proof of lemma 1).
Assume i = N + 1. Then (25) reduces to
x1N+1xN+1 = yN+1x
1
NxN+2 + 1 = yN+1x
1
Nx
1
1 + 1,
where we use the boundary condition xN+2 = x
1
1. This implies that (18) reduces to
z1Nz
1
1 = yN+1x
1
Nz
1
1
for i = N + 1 and t = 0. Substitution of z1i = αix
1
i (i = 1, N) into this equation leads to
α1αN = yN+1. (26)
For i = 1, 2, . . . , N − 2, we compute
λi =
z1i + z
1
i+2
z1i+1
=
αix
1
i + αi+2x
1
i+2
αi+1x
1
i+1
=
αi
αi+1
yi+1x
1
i + x
1
i+2
yi+1x
1
i+1
.
20
where we use (23). Moreover, by using (25), we have
λi =
αi
αi+1
yi+1x
1
i + x
1
i+2
yi+1x
1
i+1
=
αi
αi+1
(yi+1x
1
ixi+2 + 1) + yi+2x
1
i+1xi+3
yi+1x
1
i+1xi+2
=
αi
αi+1
xi+1x
1
i+1 + yi+2x
1
i+1xi+3
yi+1x1i+1xi+2
=
αi
αi+1
xi+1 + yi+2xi+3
yi+1xi+2
∈ ZP[x±].
Similarly, we compute
λN−1 =
αN−1
αN
xN + yN+1x
1
1
yNxN+1
=
αN−1
αN
x1xN + y1yN+1x2xN+1 + yN+1
yNx1xN+1
∈ ZP[x±],
where we use the boundary conditions x10 = xN+1 and xN+2 = x
1
1.
Noting (24) and (26), we have
λN =
α1αNx
1
1x
1
N + α2αN+1x
1
2x
1
N+1 + 1
α1αN+1x11x
1
N+1
=
y1(yN+1x
1
1x
1
N + 1) + x
1
2x
1
N+1
α1αN+1y1x11x
1
N+1
=
y1xN+1x
1
N+1 + x
1
2x
1
N+1
α1αN+1y1x11x
1
N+1
=
y1xN+1 + x
1
2
α1αN+1y1x11
=
(y1x2xN+1 + 1) + y2x
1
1x3
α1αN+1y1x11x2
=
x1x
1
1 + y2x
1
1x3
y1α1αN+1x11x2
=
x1 + y2x3
α1αN+1y1x2
∈ ZP[x±].
Thus the Laurent polynomials λ1, λ2, . . . , λN ∈ ZP[(z
1)±] are in the Laurent polynomial
ring ZP[x±] generated by the initial cluster variables.
Finally, we give the ratio αi of the variables z
1
i and x
1
i , explicitly. By applying (23)
repeatedly, we have
α1αN =
α1α2(y3)
−1(y5)
−1 · · · (yN−1)
−1 (N even),
(α1)
2(y2)
−1(y4)
−1 · · · (yN−1)
−1 (N odd),
α2αN+1 =
α1α2(y2)
−1(y4)
−1 · · · (yN)
−1 (N even),
(α2)
2(y3)
−1(y5)
−1 · · · (yN)
−1 (N odd).
Then (24) and (26) reduce toα1α2 = (y1)
−1y2y4 · · · yN (N even),
(α2)
2 = (y1)
−1y3y5 · · · yN (N odd)
(27)
and α1α2 = y3y5 · · · yN+1 (N even),(α1)2 = y2y4 · · · yN+1 (N odd), (28)
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respectively. Therefore, the ratio αi (i = 1, 2, . . . , N + 1) is explicitly given by using the
initial coefficients y1, y2, . . . , yN+1 via (23), (27) and (28). Moreover, from (27) and (28),
y1, y2, . . . , yN+1 must satisfy
y1y3 · · · yN+1 = y2y4 · · · yN (29)
for even N . 
Hereafter, we assume that the initial coefficients y1, y2, . . . , yN+1 satisfy (29) for even N
unless otherwise stated.
The action of the permutation σN ∈ SN (see (5)) on λi is given by
σNλi = λ(σN )−1(i) = λi+1
for i = 1, 2, . . . , N . The Laurent polynomials λ1, λ2, . . . , λN have the following periodicity
under the evolution by means of the birational map ϕ.
Theorem 4 For any t ≥ 1 and i = 1, 2, . . . , N , we have
λt+1i = σNλ
t
i = λ
t
i+1,
where the subscript is reduced module N . Therefore, every λti has period N on t:
λt+Ni = λ
t
i.
Moreover, we have
λti ∈ ZP[x
±]
for i = 1, 2, . . . , N and t ≥ 1.
(Proof) For i = 1, 2, . . . , N − 2, by using (15), the Laurent polynomial λt+1i reduces to
λt+1i =
zt+1i + z
t+1
i+2
zt+1i+1
=
zt+1i z
t
i+2 + z
t+1
i+1z
t
i+3 + 1
zt+1i+1z
t
i+2
=
zt+1i z
t
i+2 + z
t+1
i+1z
t
i+3 + 1
zt+1i+1z
t
i+2
=
(
zt+1i z
t
i+2 + 1
)
zti+1 +
(
zt+1i z
t
i+2 + 1
)
zti+3(
zt+1i z
t
i+2 + 1
)
zti+2
=
zti+1 + z
t
i+3
zti+2
= λti+1.
For i = N − 1 and i = N , we also compute
λt+1N−1 =
zt+1N−1 + z
t+1
N+1
zt+1N
=
ztN + z
t+1
1
ztN+1
=
zt1z
t
N + z
t
2z
t
N+1 + 1
zt1z
t
N+1
= λtN
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and
λt+1N =
zt+11 z
t+1
N + z
t+1
2 z
t+1
N+1 + 1
zt+11 z
t+1
N+1
=
(
zt+1N z
t+1
1 + 1
)
ztN+1 + z
t+1
2
(
zt+1N z
t+1
1 + 1
)
zt+11
(
zt+1N z
t+1
1 + 1
)
=
ztN+1 + z
t+1
2
zt+11
=
zt2z
t
N+1 + z
t+1
1 z
t
3 + 1
zt+11 z
t
2
=
(
ztN+1z
t
2 + 1
)
zt1 +
(
ztN+1z
t
2 + 1
)
zt3(
ztN+1z
t
2 + 1
)
zt2
=
zt1 + z
t
3
zt2
= λt1,
respectively. Then it is clear that λti (i = 1, 2, . . . , N) has period N on t. It is also clear
from lemma 2 that we have
λti = (σN )
t−1λi ∈ ZP[x
±]
for i = 1, 2, . . . , N and t ≥ 1. 
We denote the (non-Laurent) polynomial subring ZP [λt1, λ
t
2, . . . , λ
t
N ] of the ambient field
F generated by the Laurent polynomials λt1, λ
t
2, . . . , λ
t
N simply by ZP
[
λt
]
.
Proposition 2 For any t ≥ 1, we have
ZP
[
λt
]
= ZP [λ] ⊂ ZP
[
x±
]
(Proof) Let f t be a polynomial in ZP
[
λt
]
. By using theorem 4, we have
f t = f(λt1, λ
t
2, . . . , λ
t
N)
= f((σN)
t−1λ1, (σN)
t−1λ2, . . . , (σN)
t−1λN) = (σN )
t−1f.
If f ∈ ZP[λ] we have f t = (σN )
t−1f ∈ ZP [λ]. Conversely, since f t ∈ ZP
[
λt
]
, f =
(σN )
−(t−1)f t ∈ ZP
[
λt
]
holds. The inclusion ZP [λ] ⊂ ZP [x±] immediately follows from the
fact λ1, λ2, . . . , λN ∈ ZP [x
±]. 
Introduce the fundamental symmetric polynomial of degree n generated by the Laurent
polynomials λ1, λ2, . . . , λN and let it be qn (n = 1, 2, . . . , N):
qn = qn(λ1, λ2, . . . , λN) :=
∑
I⊂{1,2,...,N}
|I|=n
∏
i∈I
λi ∈ ZP [λ] .
We denote qn(λ
t
1, λ
t
2, . . . , λ
t
N) ∈ ZP
[
λt
]
simply by qtn for t ≥ 1 (q
1
n = qn). We then have the
following corollary to theorem 4 which states conserved quantities of the dynamical system
governed by the map ϕ.
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Corollary 2 The fundamental symmetric polynomial qtn (n = 1, 2, . . . , N) of degree n gen-
erated by the Laurent polynomials λt1, λ
t
2, . . . , λ
t
N is the conserved quantity of the dynamical
system zt+1 = ϕ(zt) governed by the birational map ϕ, that is, we have
qtn = (σN )
t−1qn = qn
for any t ≥ 1.
(Proof) For any t ≥ 1, since σNqn = qn, it immediately follows
qtn = qn
(
λt1, λ
t
2, . . . , λN
)
= qn
(
(σN)
t−1λ1, (σN )
t−1λ2, . . . , (σN)
t−1λN
)
= (σN )
t−1qn(λ1, λ2, . . . , λN)
= qn
from theorem 4. 
In the following subsections, we construct the general solution to the dynamical system
zt+1 = ϕ(zt) governed by the birational map ϕ via linearization of ϕ in terms of the Laurent
polynomials λt1, λ
t
2, . . . , λ
t
N .
C. Linearization
Proposition 3 The quadratic birational map ϕ : zt 7→ zt+1 given by (15) is equivalent to
the non-autonomous linear map zt 7→ zt+1 defined by
zt+11 = λ
t
Nz
t
N+1 − z
t
N ,
zt+12 = λ
t
1z
t+1
1 − z
t
N+1,
zt+1i+2 = λ
t
i+1z
t+1
i+1 − z
t+1
i (i = 1, 2, . . . , N − 1)
(30)
for t ≥ 1.
(Proof) By using the Laurent polynomial λtN , the difference equation in (15) for i = 1
reduces to
zt+11 =
ztN+1z
t
2 + 1
zt1
=
λtNz
t
1z
t
N+1 − z
t
1z
t
N
zt1
= λtNz
t
N+1 − z
t
N .
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Similarly, by using λt+1N , the one for i = N + 1 reduces to
zt+1N+1 =
zt+1N z
t+1
1 + 1
ztN+1
=
λt+1N z
t+1
1 z
t+1
N+1 − z
t+1
2 z
t+1
N+1
ztN+1
= zt+1N+1
λt+1N z
t+1
1 − z
t+1
2
ztN+1
.
It follows that we have
zt+12 = λ
t+1
N z
t+1
1 − z
t
N+1 = λ
t
1z
t+1
1 − z
t
N+1,
where we use the fact λt+1N = λ
t
1. Moreover, by noticing λ
t+1
i = λ
t
i+1, the Laurent polynomial
λt+1i = (z
t+1
i + z
t+1
i+2)/z
t+1
i+1 can be written as
zt+1i+2 = λ
t+1
i z
t+1
i+1 − z
t+1
i = λ
t
i+1z
t+1
i+1 − z
t+1
i
for i = 1, 2, . . . , N − 1. 
Thus, noting proposition 2, we see that the quadratic map ϕ is linearized by using the
Laurent polynomials λ1, λ2, . . . , λN in ZP [x
±].
Remark 1 Hone, Lampe and Kouloukas showed that iteration of the cluster mutations of
type A
(1)
N has linear degree growth
21. In two dimension, it is well known that linear degree
growth of a map iteration leads to linearization of the map19; however, as far as the authors
know, it is not clear whether the map exhibiting linear degree growth is linearizable or not
in higher dimensions.
The simultaneous system (30) of linear equations can be written by using a matrix and
vectors as follows
1 0 · · · · · · 0
−λt1 1
. . .
...
1 −λt2
. . .
. . .
...
...
. . .
. . . 1 0
0 · · · 1 −λtN 1


zt+11
zt+12
...
...
zt+1N+1

= ztN

−1
0
...
...
0

+ ztN+1

λtN
−1
0
...
0

(31)
Let us denote the coefficient matrix of (31) by At. Also denote the vectors (−1, 0, . . . , 0)T
and (λtN ,−1, 0, . . . , 0)
T in the right hand side of (31) by b1 and b2, respectively. Let the
matrix obtained from At by replacing its i-th column with b1 be A
t
i,1. Also, let the one
by replacing the i-th column with b2 be A
t
i,2. Remark that the determinants detA
t
i,1 and
detAti,2 are in the polynomial ring ZP [λ] (see proposition 2).
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Now we consider the following polynomials ξi,1, ξi,2 ∈ ZP [λ]:
ξi,1 = detA
1
i,1 = −a˜1i,
ξi,2 = detA
1
i,2 = λN a˜1i − a˜2i
for i = 1, 2, . . . , N + 1, where a˜ij is the (i, j)-cofactor of the matrix A
1. Note that we have
(σN )
t−1ξi,1 = detA
t
i,1,
(σN )
t−1ξi,2 = detA
t
i,2
for ant t ≥ 1 and (σN)
t−1ξi,1, (σN)
t−1ξi,2 ∈ ZP [λ] for i = 1, 2, . . . , N + 1.
We, moreover, introduce the 2× 2 matrix M whose entries are taken from ZP [λ]:
M :=
 ξN,1 ξN,2
ξN+1,1 ξN+1,2
 .
The action of the permutation σN ∈ SN on M is defined to be
σNM :=
 σNξN,1 σNξN,2
σNξN+1,1 σNξN+1,2
 .
The entries of (σN)
tM are in ZP [λ] for any t ≥ 1.
D. General solution
Noting detAt = 1, we solve the system (31) of linear equations by using the Cramer
formula. Then we obtain
zt+1i =
(
(σN )
t−1ξi,1
)
ztN +
(
(σN)
t−1ξi,2
)
ztN+1 (32)
for i = 1, 2, . . . , N + 1.
For m ≥ 2, we put
Mm :=
(
(σN )
m−1M
) (
(σN )
m−2M
)
· · · (σNM)M.
With imposing i = N and N + 1 to (32), we obtain zt+1N
zt+1N+1
 = ((σN)t−1M)
 ztN
ztN+1
 =Mt
 z1N
z1N+1
 . (33)
Then a theorem which states the general solution to the linear system (30), hence to the
dynamical system (15), follows.
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Theorem 5 For given N ≥ 2, denote t ≥ 1 by t = nN + s, where 0 ≤ n and 1 ≤ s ≤ N .
Then the general solution to the dynamical system zt+1 = ϕ(zt) governed by the birational
map ϕ is given by
zti =
(
(σN )
s−1ξi,1, (σN)
s−1ξi,2
)
Ms (MN)
n
 z1N
z1N+1
 (34)
for i = 1, 2, . . . , N + 1.
(Proof) Since every ξi,j has period N , (σN)
Nξi,j = ξi,j, we have (σN)
NM = M . Thus
(33) reduces to  ztN
ztN+1
 =MnN+s
 z1N
z1N+1
 =Ms (MN)n
 z1N
z1N+1
 .
Similarly, we obtain
zt+1i =
(
(σN )
s−1ξi,1
)
ztN +
(
(σN)
s−1ξi,2
)
ztN+1
from (32), which leads to (34). 
Thus we see that the variables zt1, z
t
2, . . . , z
t
N+1 have the form
zti = hi,1(λ1, λ2, . . . , λN)z
1
N + hi,2(λ1, λ2, . . . , λN)z
1
N+1
for any t ≥ 1, where hi,1(λ1, λ2, . . . , λN), hi,2(λ1, λ2, . . . , λN) ∈ ZP[λ]. The assumption z
1
i ∝
x1i for i = 1, 2, . . . , N + 1 leads to ZP[λ] ⊂ ZP[x
±], hence we have zt1, z
t
2, . . . , z
t
N+1 ∈ ZP[x
±]
for any t ≥ 1. Since the assumption also leads to zti ∝ x
t
i for i = 1, 2, . . . , N + 1 and t ≥ 1
(see the proof of theorem 3), the cluster variables xt1, x
t
2, . . . , x
t
N+1 assigned to the path of
type A
(1)
N exhibit the Laurent phenomenon
1, that is, they are in ZP[x±] for any t ≥ 1.
V. CONCLUDING REMARKS
In the enomous network consisting of infinitely many seeds generated by the mutations
µ1, µ2, . . . , µN+1 from the initial seed Σ0, we consider the sequence Σ0,Σ1,Σ2, . . . of seeds
whose exchange matrices B0, B1, B2, . . . respectively correspond to the cluster mutation-
periodic quivers Q0, Q1, Q2, . . . with period 1. The sequence of seeds is assigned to the path
̟ in the (N + 1)-regular tree TN+1 by the sub-cluster pattern ̟ → Σ. In the sequence
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of seeds assigned to the path ̟, every exchange matrix has periodicity with period N + 1
and has the Cartan counterpart of type A
(1)
N . Due to the periodicity of exchange matrices,
iteration of the consecutive seed mutations µN+1 ◦ · · · ◦ µ2 ◦ µ1 induces dynamical systems
of the coefficients and of the cluster variables, respectively. In the dynamics of coefficients,
we find that the N monomials νℓ1, ν
ℓ
2, . . . , ν
ℓ
N generated by the coefficients y
ℓ
1, y
ℓ
2, . . . , y
ℓ
N+1
have the periodicity with period N on ℓ, and they induce the conserved quantity CN of
the dynamics. By using these monomials, we obtain the general terms of the coefficients.
Similarly, in the dynamics of cluster variables, we also find the N Laurent polynomials
λt1, λ
t
2, . . . λ
t
N generated by the variables z
t
1, z
t
2, . . . , z
t
N+1 associated with the cluster variables
xt1, x
t
2, . . . , x
t
N+1 have the same periodicity on t with N . The Laurent polynomials also induce
the conserved quantities of the dynamics. The dynamics of zti governed by the quadratic
birational map ϕ is non-autonomously linearized by virtue of the Laurent polynomials. Via
the linearization of the map ϕ, we obtain the general solution to the dynamical system
governed by ϕ. Thus the seed Σm (m = 0, 1, 2, . . .) assigned to the path ̟ is completely
solved, that is, the elements of the seed are explicitly given by using the initial ones. It
immediately follows the very well known fact that the cluster variables assigned to the
GCM of type A
(1)
N via the path ̟ exhibit the Laurent phenomenon.
In the preceding papers12,17, we considered two kinds of rank 2 seed mutations respectively
assigned to the GCMs of types A
(1)
1 and A
(2)
2 , and showed the integrability of the dynamical
systems respectively associated with them. It followed that the general terms of the cluster
variables were concretely constructed by using the conserved quantities. Moreover, we found
that the two dynamical systems are mutually commutative on the conic, which is their
common invariant curve, and are linearizable as well as the A
(1)
N case which is a generalization
of the A
(1)
1 case. Therefore, it is natural to expect that the generalized cases of A
(2)
2 , the
A
(2)
2N and A
(2)
2N+1 cases, are integrable and linearizable. It is also expected that the A
(1)
N case
is commutative with the A
(2)
2N and A
(2)
2N+1 cases, respectively. We will report on this subject
in a forthcoming paper.
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Appendix A: Birational map ϕ on the projective space
1. Homogeneous map
Let us consider the birational map ϕ given by (15) on the projective space PN+1(C).
It is equivalent to assume the initial point z0 = (z01 , z
0
2 , . . . , z
0
N+1) to be in P
N+1(C). We
introduce the homogeneous coordinate (z1, z2, . . . , zN+1) 7→ [W : Z1 : Z2 : · · · : ZN+1] = [1 :
z1, z2, . . . , zN+1] of the projective space P
N+1(C).
Proposition 4 In the homogeneous coordinate (z1, z2, . . . , zN+1) 7→ [W : Z1 : Z2 : · · · :
ZN+1] = [1 : z1, z2, . . . , zN+1] of the projective space P
N+1(C), the birational map ϕ given by
(15) reduces to the following homogeneous map of degree N + 3:
W t+1 =W tZt1
N+1∏
j=1
Ztj ,
Zt+1i = Z
t
1
N+1∏
j=i+1
Ztj
ZtN+1 i+1∏
j=2
Ztj + (W
t)2
∑
j1,...,ji−1
i−1∏
ℓ=1
Ztjℓ
 (i = 1, 2, . . . , N),
Zt+1N+1 = (W
t)2Zt1
N∏
j=1
Ztj +
ZtN+1 N+1∏
j=2
Ztj + (W
t)2
∑
j1,...,jN−1
N−1∏
ℓ=1
Ztjℓ
 [ZtN+1Zt2 + (W t)2] ,
(A1)
where if i = 2, 3, . . . , N the sum
∑
j1,...,ji−1
in Zt+1i ranges over the set {1, 2, . . . , i+1}\{k, k+1}
for k = 1, 2, . . . , i, i.e.,
{j1, . . . , ji−1} ={3, 4, . . . , i+ 1}, {1, 4, 5, . . . , i+ 1}, {1, 2, 5, 6, . . . , i+ 1},
. . . , {1, 2, . . . , i− 2, i+ 1}, {1, 2, . . . , i− 1},
and if i = 1 the sum equals 1.
(Proof) We use induction on i. First, by substitution of the homogeneous coordinate
into (15) for i = 1, we have
Zt+11
W t+1
=
ZtN+1Z
t
2 + (W
t)2
W tZt1
.
29
For 2 ≤ i ≤ N − 1, we assume that the following holds
Zt+1i
W t+1
=
ZtN+1
i+1∏
j=2
Ztj + (W
t)2
∑
j1,...,ji−1
i−1∏
ℓ=1
Ztjℓ
W t
i∏
j=1
Ztj
. (A2)
Then we have
Zt+1i+1
W t+1
=
Zt+1i /W
t+1 × Zti+2/W
t + 1
Zti+1/W
t
=
ZtN+1 i+1∏
j=2
Ztj + (W
t)2
∑
j1,...,ji−1
i−1∏
ℓ=1
Ztjℓ
Zti+2 + (W t)2 i∏
j=1
Ztj[
W t
i∏
j=1
Ztj
]
Zti+1
=
ZtN+1
i+2∏
j=2
Ztj + (W
t)2
∑
j1,...,ji
i∏
ℓ=1
Ztjℓ
W t
i+1∏
j=1
Ztj
.
Moreover, for i = N + 1, we have
Zt+1N+1
W t+1
=
Zt+1N /W
t+1 × Zt+11 /W
t+1 + 1
ZtN+1/W
t
=
ZtN+1 N+1∏
j=2
Ztj + (W
t)2
∑
j1,...,jN−1
N−1∏
ℓ=1
Ztjℓ
 [ZtN+1Zt2 + (W t)2]+ (W t)2Zt1 N∏
j=1
Ztj
W tZt1
N+1∏
j=1
Ztj
.
This implies that the homogeneous degree of the map must be N +3. Thus, by respectively
multiplying the numerator and the denominator of (A2) by Zt1
∏N+1
j=i+1Z
t
j, we obtain the
equations in (A1). 
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2. Invariant curve
Consider the dynamical system zt+1 = ϕ(zt) governed by the map ϕ in the inhomoge-
neous coordinate
PN+1(C) ∋ [W : Z1 : Z2 : · · · : ZN+1]
7→
(
Z1
W
,
Z2
W
, . . . ,
ZN+1
W
)
= (z1, z2, . . . , zN+1) ∈ C
N+1 (A3)
for W 6= 0. Then the invariant curve of the dynamical system is obtained via the Laurent
polynomials λ1, λ2, . . . , λN in the following manner.
For s = 0, 1, . . . , N − 1, let the intersection of the hyperplanes
(λi(z1, z2, . . . , zN+1)− λ
s
i = 0) (i = 1, 2, . . . , N − 1)
and the hypersurface
(λN(z1, z2, . . . , zN+1)− λ
s
N = 0)
in CN+1 be γs:
γs :=
N⋂
i=1
(λi(z1, z2, . . . , zN+1)− λ
s
i = 0) ,
where
λsi = λi(z
s
1, z
s
2, . . . , z
s
N+1)
for (zs1, z
s
2, . . . , z
s
N+1) ∈ C
N+1. Also let the compactification of γs in PN+1(C) be γ˜s. Denote
the union of the compact curves γ˜s by Γ:
Γ :=
N−1⋃
s=0
γ˜s.
Proposition 5 The compact curves γ˜0, γ˜1, . . . , γ˜N−1 are mutually disjoint quadratic curves
each of which is on a 2-dimensional subspace of the projective space PN+1(C). Moreover,
the point zt = (zt1, z
t
2, . . . , z
t
N+1) = ϕ
t(z0) is on the curve γ˜s for t ≡ s (mod N) (s =
0, 1, . . . , N − 1). Thus the invariant curve of the dynamical system zt+1 = ϕ(zt) governed
by the birational ϕ is the union Γ of the quadratic curves γ˜s.
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(Proof) The intersection of the hyperplanes (λi(z1, z2, . . . , zN+1)− λ
s
i = 0) for i =
1, 2, . . . , N − 1 is explicitly given by the solution to the following simultaneous system
of linear equations 
z1 − λ
s
1z2 + z3 = 0,
z2 − λ
s
2z3 + z4 = 0,
· · ·
zN−1 − λ
s
N−1zN + zN+1 = 0.
(A4)
Since the coefficient matrix of the above system has rank N − 1, the space of solutions is of
dimension 2. We denote the plane in CN+1 given by (A4) by ps.
The simultaneous system (A4) of equations reduces to
1 −λs1 1 · · · 0
0 1 −λs2
. . .
...
...
. . .
. . .
. . . 1
...
. . . 1 −λsN−2
0 · · · · · · 0 1


z1
z2
...
...
zN−1

= zN

0
...
0
−1
λsN−1

+ zN+1

0
...
...
0
−1

.
Then, by solving this, we obtain
zj =
(
λsN−1b˜N−1,j − b˜N−2,j
)
zN − b˜N−1,jzN+1
for j = 1, 2, . . . , N−1, where b˜ij is the (i, j)-cofactor of the coefficients matrix. Thus a point
on the plane ps is given by using two parameters αs and βs:
z1
...
zN−1
zN
zN+1

=

λsN−1b˜N−1,1 − b˜N−2,1
...
λsN−1b˜N−1,N−1 − b˜N−2,N−1
1
0

αs −

b˜N−1,1
...
b˜N−1,N−1
0
1

βs. (A5)
The hypersurface (λN(z1, z2, . . . , zN+1)− λ
s
N = 0) is the quadratic surface given by
z1zN − λ
s
Nz1zN+1 + z2zN+1 + 1 = 0. (A6)
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Therefore, the intersection γs of the plane ps and the hypersurface given by (A6) is a
quadratic curve on the plane ps. Substituting z1 and z2 into the equation (A6), we obtain
1 +
(
λsN−1b˜N−1,1 − b˜N−2,1
)
(zN)
2 +
(
λsN b˜N−1,1 − b˜N−1,2
)
(zN+1)
2
−
[
b˜N−1,1 + b˜N−2,2 − λ
s
N b˜N−2,1 + λ
s
N−1
(
λsN b˜N−1,1 − b˜N−1,2
)]
zNzN+1 = 0. (A7)
Denote the left hand side of (A7) by f(zN , zN+1). Then a point on the quadratic curve γ
s
is given by (A5) with imposing f(αs, βs) = 0.
Substitute (A3) into (A7), and remove the denominators by multiplying W 2. If we put
W = 0 then we obtain(
λsN−1b˜N−1,1 − b˜N−2,1
)
(ZN)
2 +
(
λsN b˜N−1,1 − b˜N−1,2
)
(ZN+1)
2
−
[
b˜N−1,1 + b˜N−2,2 − λ
s
N b˜N−2,1 + λ
s
N−1
(
λsN b˜N−1,1 − b˜N−1,2
)]
ZNZN+1 = 0.
Thus we see that the compactification γ˜s of the affine curve γs has two points at infinity
counting with multiplicity.
We assume that the curves γs1 and γs2 (s1, s2 ∈ {0, 1, . . . , N − 1}, s1 6= s2) have a point
P = (ζ1, ζ2, . . . , ζN+1) in common. If N ≥ 3 then (A4) for s = s1 and s = s2 reduce to
(λs11 − λ
s2
1 ) ζ2 = 0,
(λs12 − λ
s2
2 ) ζ3 = 0,
· · ·(
λs1N−1 − λ
s2
N−1
)
ζN = 0.
Hence ζ2 = ζ3 = · · · = ζN = 0. It immediately follows ζ1 = ζN+1 = 0 from (A4). Therefore,
the two planes ps1 and ps2 respectively given by (A4) for s = s1 and s = s2 intersect only at
the origin (0, 0, . . . , 0). However, the origin never solves (A6). Thus there is no intersection
point P of the curves γs1 and γs2 . It is clear that the points at infinity of these curves are
generically different. Therefore, the compact curves γ˜s1 and γ˜s2 do not intersect each other.
If N = 2 we have ζ2 = 0 and ζ1 + ζ3 = 0 from (A4). Thus the two planes p
0 and p1,
respectively given by λ1 = (z1 + z3)/z2 = λ
0
1 and λ1 = λ
1
1, meet at the line (z1 + z3 = 0) ∩
(z2 = 0). Substituting ζ2 = 0 into (A6) for s = 0 and s = 1, we obtain
(λ02 − λ
1
2)ζ1ζ3 = 0.
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It follows that ζ1 = ζ3 = 0. Therefore, there is no intersection point P of the curves γ
0 and
γ1, and hence is of the compact curves γ˜0 and γ˜1 (see figure 2).
Since λti has the periodicity (see theorem 4)
λt+Ni = λ
t
i,
the point zt = (zt1, z
t
2, . . . , z
t
N+1) = ϕ
t(z0) is on the curve γ˜s for t ≡ s (mod N). 
FIG. 2. The orbit of the dynamical system zt+1 = ϕ(zt) for N = 2 in R3 with imposing the initial
values (z1, z2, z3) = (4,−2, 4) ∈ R
3. The invariant curve Γ consists of the 2 disjoint quadratic curves
γ˜0 and γ˜1 whose affine parts are on the planes (z1 + 4z2 + z3 = 0) and (16z1 + 15z2 + 16z3 = 0),
respectively. These two planes meet at the line (z1 + z3 = 0) ∩ (z2 = 0).
The (N +1)-dimensional dynamical system governed by the birational map ϕ has N con-
served quantities q1, q2, . . . , qN which are functionally independent (see corollary 2). There-
fore, the dynamical system is integrable in the sense of Liouville. The invariant curve is the
union of the N disjoint quadratic curves each of which is on the 2-dimensional subspace of
PN+1(C).
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