The previous calculations of the Solar Spectral Irradiance (SSI) by the Solar Radiation Physical Modeling, version 2 system, are updated in this work by including new molecular photodissociation cross-sections of important species, and many more levels and lines in its treatment of non-LTE radiative transfer. The current calculations including the new molecular photodissociation opacities produce a reduced over-ionizaton of heavy elements in the lower chromosphere and solve the problems with prior studies of the UV SSI in the wavelength range 160-400 nm and now reproduce the available observations with much greater accuracy. Calculations and observations of the near-UV at 0.1 nm resolution and higher are compared. The current set of physical models includes four quiet-Sun and five active-region components, from which radiance is computed for ten observing angles. These radiances are combined with images of the solar disk to obtain the SSI and Total Solar Irradiance and their variations. The computed SSI is compared with measurements from space at several nm resolution and agreement is found within the accuracy level of these measurements. An important result is that the near-UV SSI increase with solar activity is significant for the photodissociation of ozone in the terrestrial atmosphere because a number of highly variable upper chromospheric lines overlap the ozone Hartley band.
INTRODUCTION
The present work is motivated by the importance of the UV Solar Spectral Irradiance (SSI) for the Earth's atmosphere because the SSI drives a number of very important terrestrial processes that determine the structure, composition, heating, and dynamics of the latter. For example, the SSI in the range 160-400 nm produces stratospheric and mesospheric heating due to ozone band absorption, as well as ozone photodissociation through the Hartley band (∼200-300 nm). Merkel et al. (2011) discuss some implications of the recent SSI observations in this spectral range carried out by the SORCE satellite during solar cycle 23 ). The present paper addresses in detail the UV SSI using a physics-based approach that applies at all spectral ranges including the visible and infrared (IR). We show that the inclusion of a complete description of molecular absorption, and in particular the photodissociation process, is essential for correcting the previous disagreement between calculations and observations in the ∼160-400 nm range. First, we describe the methods used for our calculations and the atomic and molecular data considered. These data include molecular photodissociation absorption, and we describe in some detail its effects on the optical depths and source functions of the solar continuum for the most abundant quiet-Sun component. Second, we show how these and similar effects for the components of our set of physical models produce radiances and spectral irradiances in good agreement with the available observations, and eliminate the issues in our previous modeling of the ∼160-400 nm range. We also note that the UV SSI variability in the ozone Hartley band is substantially increased over that of the continuum because of the presence of upper chromospheric lines whose variability is comparable to that of other known upper chromospheric lines, e.g., Mg II and Ca II. Third, we compare the complete SSI with existing observations and discuss the role of the images for determining the areas and distribution of the solar disk features. Finally, we address the issue of the spectral composition and matching of the Total Solar Irradiance (TSI) variations by the present set of models.
The UV solar radiance (i.e., emitted intensity) spectrum was observed by Skylab during a period of relatively low solar activity and from these data a classification of quiet-Sun features was made by Vernazza & Reeves (1978) . A set of physical non-LTE atmospheric models were developed by Vernazza et al. (1981) to match these and other observations. The UltraViolet Spectrograph and Polarimeter (UVSP) on board of the Solar Maximum Mission satellite observed the spectrum of quiet and active regions and its observations of Lyα were described by Fontenla et al. (1987) . This instrument also observed the temporal evolution of microflares and small flares in UV lines and their associated X-ray signatures (Fontenla et al. 1989) . Porter et al. (1995) found that an extension of the distribution of microflares is unlikely to explain the overall brightness of the UV emission.
The work by Fontenla et al. (1990 Fontenla et al. ( , 1991 Fontenla et al. ( , 1993 FAL) used the UVSP and other observations to modify and extend the VAL models, and to include active region features. However, photospheric and chromospheric models were only included in this work with the aim of providing a background for the calculation of models of the solar lower transition region (between the upper chromosphere and the corona) that include H and He particle diffusion and explain the energy balance in these layers. Fontenla et al. (1993b) were also concerned with the solar low transition region energy balance and extended the previous FAL models by including quasi-steady mass flows. Fontenla et al. (1999) used modified versions of the FAL models in order to compute the SSI by using images of the solar disk to determine the distribution and areas of the various features. They modified the photospheric and chromospheric parts of the models to match the observations by Foukal et al. (1989 Foukal et al. ( , 1990 and Topka et al. (1997, hereafter TTT) that indicated: (1) a dimmer photospheric continuum of regions with increasing magnetic field near disk center, and (2) that the contrast between plage and quiet regions (with strong and weak magnetic fields, respectively) varies with position on the disk and turns into a positive continuum contrast when approaching the limb. Using these and other published data Fontenla et al. (1999) developed a method for computing the SSI based on the physical models and their radiance spectra as function of the observing angle. They also computed the full SSI spectrum by using an approximate non-LTE (NLTE) method, while full-NLTE computations were carried out only for a limited set of species by the PANDORA code (see Avrett & Loeser 2008, AL) .
As a continuation of the SSI physical modeling, Fontenla et al. (2007, Paper I) introduced the first version of the Solar Radiation Physical Modeling (SRPM) system and code libraries. They eliminated the previous approximated NLTE treatment and the reliance on PANDORA calculations by replacing them with an extension of the full NLTE radiative transfer method described in Fontenla & Rovira (1985) . Initially, these NLTE calculations were also verified by comparisons with similar calculations carried out using the independent code PANDORA. Paper I focused on the lower chromosphere and temperature minimum region and produced a new quiet-Sun physical model with drastically changed layers with respect to the previous models. They showed that this new model for quiet-Sun with a reduced temperature minimum of ∼3600 K matched the IR observations of CO lines (Ayres & Rabin 1996) , that were not consistently reproduced before by FAL. In addition, the new model preserved the good agreement with some observations (e.g., the Ca II H and K lines and UV continuum) that had been achieved by the previous FAL quietSun inter-network model, and provided better agreement with radio data.
The new type of NLTE model, with a colder temperature minimum located at higher altitude, was later applied to the other models of the quiet-Sun and active regions by Fontenla et al. (2009, Paper II) . This work adopted version 2 of SRPM (i.e., SRPMv2), shows detailed comparisons with radiance (i.e., emitted intensity) observations, and focuses on the new chromosphere models and their radiative losses. In addition, Paper II updated the set of photospheric active region models to match the observations by Sobotka et al. (2000) which also displayed a negative contrast with increasing magnetic field in the IR continuum at disk center. According to these observations at ∼1.55 μm, the behavior of the contrast is similar to the visible continuum except that the switch to positive contrast only occurs very close to the limb (at μ ∼ 0.3, where μ is the cosine of the angle between the vertical and the observing directions). Previously, TTT observed that at visible wavelengths the negative contrast with increasing magnetic field near disk-center also became positive close to the limb but at a smaller radius (corresponding to μ ∼ 0.5). Fontenla et al. (2011, Paper III) discussed the coronal layers corresponding to the set of solar disk features and compared the calculations, now extending from a few tenths of nm to mm wavelengths, with observations. Paper III showed that upper transition region lines were overestimated by the energy balance calculations, but otherwise very good agreement was found with the spectra by Woods et al. (2009) from the EVE instrument ) on board the SDO satellite. Fontenla et al. (2014, Paper IV) solved this problem by considering flux-limiting of the electron conduction in the upper transition region. They found good agreement with all the observations of SSI and its variability at all wavelengths, except for the range 160-360 nm in which the computed SSI were still significantly larger than the observed values (as was the case in our previous work, and in other publications).
In the present work we show improvements to the SRPMv2 calculations and to some of the models. The current results match better the observations of the near-UV spectral region.
SET OF PHYSICAL MODELS
The physical models of the photosphere, chromosphere, and lower-transition-region in the disk features used in this and in our previous work are very similar, see Table 1 . In this paper we have only introduced small changes in the temperature height dependence of some models, from those in Papers III and IV, so their main features will not be repeated here. Small changes to the temperature distribution of the network models (1400, 1402, and 1403 for features A, D, F, respectively) were applied at some points of the previous models for quiet-Sun features in order to reduce differences between the structure of these and that of the prevalent inter-network feature B. Also, the active region models (1404, 1405, and 1408) were very slightly modified to reduce their contrast at some wavelengths. In addition to these small changes the updated opacities and atomic models introduce differences in the NLTE calculation which lead to small differences in the electron density, and hence in the total density stratification with respect to that in the previous papers. Because of these changes the new set of models is indexed as 1400, 1401, etc. corresponding to 1300, 1301 etc. of Paper IV. These differences are not noticeable in the scale of the full model plots, so we do not repeat here the plots in Papers III and IV. For the upper transition region and corona we keep the Paper IV physical models. Upon publication of this paper the updated models will be available as electronic online tables and by clicking the SSRPM link on the http://www.galactitech.net web page. The present paper shows that the updated calculations, using essentially the same models but with the improved molecular opacities and atomic models, produce radiance and SSI that compares better with the observations of the far-and near-UV than those in our previous work and essentially solve the issues of missing opacity present in our previous work in some spectral regions. However, our present set of models still produces an overall total irradiance that is ∼2.5% above the observed in the quiet-and active-Sun, like in our previous models, and therefore a scaling factor of 0.975 is needed to reproduce the observed TSI values. The magnitude of this small error is within the uncertainty of existing SSI observations and we have not changed the models to eliminate it because no available observations have sufficient accuracy for indicating which model changes are required to produce a perfect SSI. Unless otherwise explicitly said the temperature corresponds to the kinetic temperature of the assumed Maxwellian distribution of particle velocities in the reference frame of the center-of-mass of the gas parcels. The values listed in our models correspond generally to the electron temperature because they are derived from lines and continua that are primarily sensitive to the electron collisions. However, near the temperature minimum the temperature value is derived from CO molecular rovibrational lines which are very sensitive to collisions with H. This issue is discussed below.
The sunspot umbra model (1406) should be considered only as a first approximation although the photospheric layers are probably reliable and are based on Maltby et al. (1986) model M. However, we do not have much confidence in the chromospheric layers of this model since its observational basis is not strong when NLTE is considered. Because of the Wilson depression, this chromosphere would be illuminated from above by the radiation emitted by the surrounding penumbra. Such illumination has never been taken into account in the modeling but it could explain the lack of central reversal observed in chromospheric lines, e.g., Ca II H and K, Mg II h and k, and Lyα. Furthermore, illumination from above, especially by UV radiation from the surrounding penumbra, can have significant effects in the ionization of heavy metals and in the photodissociation of molecules such as H 2 . The computation of these three-dimensional effects is rather involved and as far as we know was never published.
NON-LTE RADIATIVE TRANSFER IN THE ULTRAVIOLET
In order to produce accurate computations of the radiance of a physical model at wavelengths shorter than ∼400 nm, and to explain the cores of the strong absorption lines, it is essential that full non-LTE computations are carried out that determine the level population and ionization state of all the important species. In the present work, we compare our results with calibrated SSI measurements at the available resolution of a few nm, as well as available data at 0.1 nm resolution. The observations in the ∼200-400 nm wavelength range (hereafter designated NUV) contain a very complex mix of absorption lines and continua that cannot be well identified in low-or even mid-resolution observations. Although these spectral features provide information about the solar chromosphere, their interpretation requires forward physical modeling, full-NLTE radiative transfer, and knowledge of the instrument profile that produced the observations. Instead, the range 100-200 nm (hereafter designated FUV) shows a continuum which varies slowly with wavelength, except at certain photoionization edges, a few isolated emission lines and a few clear absorption lines toward the longer wavelengths. It is plausible that weak lines contribute to the noise shown by the observations of the continuum at 0.1 nm resolution. However, it is most often unclear which fraction of this noise is instrumental and which is of solar origin. For the purposes of the present paper we designate as EUV the range shorter than 100 nm.
Atomic/Ionic Species
The sources of atomic continuum and line absorption and emission are fairly well known, although improvements are always needed in the atomic data of particular species. Collision rates of low-ionization species are often not well determined because complicated resonances need to be included using atomic models considering a large number of bound states and computer codes that are able to describe their coupling. Similarly, the full non-LTE calculations have to consider many levels, especially for the heavy metals with atomic number of 22 and higher. An example of the differences in a NLTE analysis that can result from increasing the number of levels is shown by Vieytes & Fontenla (2013) for Ni I. Our previous work included many species and levels, but in the present work we have increased the number of levels considered for several species. Table 2 lists the set of species that we compute in full-NLTE, and the elemental abundances. As in our previous papers, elemental abundances are assumed to be constant throughout the photosphere, chromosphere and corona, and we find no evidence of abundance variations with the First Ionization Potential or any other pattern. Table 2 shows the number of levels, sometimes called super-levels, and the sublevels included under each level. Details of the NLTE computation were given in Papers II and III.
All higher ions of the species listed in Table 2 , and other species up to atomic number 28, are computed as in previous papers using the effectively optically thin approach (see Paper III) and the CHIANTI 7.1 data (Landi et al. 2013) . These data include many more levels and lines than previous versions of CHIANTI that we used in papers I, II, and III. Most elemental abundances used in the present work are the same as in our previous papers and indicated in Paper IV. A few of the Table 2 are different from the values used in our previous models, and they were modified in order to achieve better agreement between the calculations and the observations of some important chromospheric lines. In particular, the Al abundance was increased from 2.34 to 4.0 × 10 −6 (i.e., 0.23 dex) in order to match the two Al I resonance lines in the wings of the Ca II H and K lines, and the current value also reproduces well the Al I continuum edge at ∼200 nm. The K abundance was also changed from 0.12 to 0.25 × 10 −6 (i.e., 0.32 dex), in order to reproduce the width of the strong line at 766.702 nm between the ground and first excited level; the center of this line is formed near the temperature minimum and is largely affected by NLTE. The Na abundance was increased from 1.48 to 3.0 × 10 −6 (i.e., 0.31 dex) in order to better match the D1 and D2 lines that are also formed in non-LTE. However, these changes in elemental abundances could be affected by uncertainties in collisional and photoionization rates for these species because they are largely affected by NLTE effects in both the line source function and the ionization.
Also, we have improved the C I and Al II data by including data from Wang et al. (2013) and Witthoeft et al. (2007) , respectively. These data includes gf (or A) values and excitation rates by electron collisions, and have improved the spectra computations for the C I continuum from the first excited level; this continuum overlaps Lyα line. Also, the updated C I and Al II data improved the calculation of the lines near 164 nm that were too strong in the calculations of Paper IV and are now closer to the observed.
The atomic level populations are determined as usual in NLTE, simultaneously solving the statistical equilibrium equations and radiative transfer for the species in Table 2 using the Fontenla & Rovira (1985) method, and neglecting radiative excitation or ionization for the other species but considering spontaneous decay. In all cases collision rates are included, primarily with electrons. Although SRPMv2 can consider collisional transitions induced by collisions with neutral H, we did not include them in the present calculations because we did not find reliable and significant data. The few available data are not relevant to the cases we study and would indicate that collisional excitation by H is probably negligible in the solar atmosphere. To test this SRPMv2 includes an option to use the formulation by Kaulakys (1985) , as described in Paper II, and verified that inclusion of these rates does not significantly change the results.
The issues of several important species NLTE, including Fe I and II, were addressed in Paper III before including the new molecular photodissociation opacities that we discuss in the below. Figures 4-6 in Paper III show departure from LTE coefficients and discusses over-ionization of several neutral heavy metals. Paper IV (Section 5) discusses the issue of missing UV opacity and of the excess in the emitted intensity at wavelengths longer than ∼160 nm. This wavelength approximately corresponds to the photoionization edge from the first excited level of Si I.
For all the models in our set except the sunspot umbra model the heavy metals are largely singly ionized throughout the photosphere and chromosphere. However, we note that even if LTE was assumed these species would still be mostly ionized, and the electron density would not vary much. However, even as minor in number, the neutral heavy metals absorb UV radiation in the lower chromosphere but this absorption is very sensitive to the over-ionization issue.
Papers III and IV did not include some molecular electronic lines and the new photodissociation cross-sections that we mention in the next section. However, these papers considered the same levels of Fe I and II that we include in the present paper. Our levels and lines of Fe I were taken from the previous version of the NIST database and only includes lines with known upper and lower levels for which we can compute meaningful NLTE; in the present paper we eliminated the top level (or super-level in some notation) because its data did not seem correct. Newer Fe I and II data exists in the NIST database (version 5, Kramida et al. 2013 ) but we have not yet updated our database. We are aware of some lists of lines and levels that claim a larger number of levels and lines but we are not confident on their reliability and therefore we do not include data from these lists until it is verified by reliable sources like NIST. For most heavy metals other than Fe we have increased the number of levels in our calculation and resulted in a larger number of lines, which also include more of the observed ones, and produce improvements of the ratios between various lines. However, the additional lines do not fundamentally change the over-ionization of the heavy metals in the low chromosphere that was described in Paper III. In the Appendix we describe the basic issue of the photoionization opacity due to neutral heavy species in the low chromosphere and explain why the inclusion of more levels does not necessarily increase the photoionization opacity of neutral heavy metals or significantly reduce over-ionization of these species in the lower chromosphere.
Molecular Species
For the computation of the emitted intensity and the SSI it is necessary to consider molecular lines and photodissociation opacity, in addition to the atomic absorption and emission, in the photosphere and the lower chromosphere (i.e., at heights near and below the temperature minimum). Unlike atomic ionization and recombination, which in the solar atmosphere are dominated by electron collisions and radiative processes, molecular formation is dominated by chemical association of atoms and collisionally induced dissociation. Photodissociation generally plays a secondary role for the formation of molecules (except possibly in sunspots umbra). The case of H − is more complicated because its photo-detachment cross-section is very large at visible wavelengths where the photon flux is large, but even this produces only small departures from equilibrium (i.e., H « -H + e) in the photosphere where H − photon absorption and emission are important. (Palla et al. 1983 ) and collisional ionization; and associative detachment of H − that leads to formation of H 2 (Schmeltekopf et al. 1967) . Also, the corresponding inverse processes are considered and we find that also the formation of H 2 is very close to equilibrium (i.e., H 2 + H « H + H + H). Because of the importance of H 2 near the temperature minimum, shown in this paper, a revision of our rates and calculation of H 2 density is warranted in future work.
Although other molecular departures from LTE are possible in molecular formation or level populations, so far their exploration has not led to important effects because the non-radiative chemical reactions usually overwhelm the radiative reactions in the high density layers where molecular opacity and emissivity are important for the computation of the SSI. For instance, NLTE effects on the CO Δv = 1 bands were investigated by Ayres & Wiedemann (1989) ; NLTE in both CO and H 2 in cool dwarfs were investigated with PHOENIX by Schweitzer et al. (2000) . Until important chemical non-local-equilibrium effects for the molecular formation or level populations are demonstrated, we assume that the molecular formation processes are in chemicalequilibrium, except for the mentioned above. Figure 1 shows the largest molecular column densities as function of pressure. For reference we note that the temperature minimum in this model occurs at a pressure of ∼80 dyne cm −2 but the behavior of the temperature is relatively shallow for pressures in the range ∼1000-100 dyne cm −2 and then increases with decreasing pressure down to the chromospheric plateau at ∼10 dyne cm −2 . This figure shows that molecular column densities are large in the photosphere and significant in the lower chromosphere, i.e., at and below the temperature minimum, and negligible over the chromospheric plateau. The details of the temperature minimum rise to the upper chromospheric temperature plateau were designed in our onedimensional models to allow meaningful calculations, but they need to be considered as averages at a given pressure. In fact, in the quiet-Sun the granulation structure and velocities, as well as the magnetic fields at granulation scale make the chromospheric heating highly variable within granular spatial and temporal scales and therefore the temperature increase toward the chromospheric plateau could only be described statistically. However, since the material at pressures in this range is fairly transparent in most lines (and completely transparent in the visible and infrared continuum) the lateral radiative transfer would homogenize the properties of the material, and the details of the temperature increase at granular or smaller scales would hardly be observable.
The column densities of the main molecular species shown in Figure 1 undergo large increases (with increasing pressure, i.e., depth) at the base of the lower chromosphere because of the relatively low temperatures and the very high density in these layers. This figure shows that in the photosphere H 2 reaches the largest column density and CO the second largest due to its very large dissociation energy. Although SiO also has a large dissociation energy of ∼9 eV, Si is not as abundant as C and O and in addition most of Si is in the form of ions, therefore SiO is not as abundant as the C, N, and O hydrides. Other molecules have lower column densities because of the lower abundances of at least one of their components and their low dissociation energy. The H 2 rovibrational lines are very weak because of a lack of an electric dipole moment of the molecule, and are not important in the solar spectrum although they are used in other astrophysical applications. The CO IR rovibrational lines are well observed and used for diagnostic of the temperature minimum in the solar atmosphere (Paper II). Rovibrational and electronic transitions from all the abundant molecules in Figure 1 are observed in the solar spectrum and are included in our spectral calculations. In the case of sunspot umbrae photosphere, the much lower temperature and very large pressure and temperature gradient make other molecules also important. The sunspot spectrum displays a very large number of molecular lines that are also characteristic of cool stars, e.g., the TiO lines that we include in our calculations for sunspot umbra model, 1406, but neglect in the other models.
The issue of molecular line opacities importance over the solar spectrum is discussed by Dragon & Mutschlecner (1980) for the VAL model and we find that their conclusions broadly apply to our model as well. Particularly we find that in our models, "the importance of molecules other than CO is minor and is restricted to short spectral intervals." We also concur in that before the inclusion of the new photodissociation opacities of H 2 and NH and our NLTE calculations introduced here, there are "two problem regions. In the region shorter of about 1850 Å there is a systematic excess in the predicted intensity over observations. Another region from about 2200 Å to 2600 Å suggest the need for additional opacity." We found in previous papers (I through IV) that the consideration of NLTE amplifies the issues found by Dragon & Mutschlecner (1980) because the over-ionization induced by the departures form LTE reduces the heavy neutral metals opacity, e.g., Fe I, Al I. These NLTE effects are discussed later in this section and it is shown how the new photodissociation molecular opacitites introduced here affect the NLTE of all the heavy neutral metals. In a later section it is shown how these NLTE effects in concert with the molecular opacities bring the computed spectra in much better agreement with the observations at all wavelengths and in particular in the FUV and NUV regions.
In this work, we include molecular line absorption and emission processes by the most abundant molecular species that affect the spectrum. However, we do not discuss the molecular lines in further detail, except for the CO X A  absorption/emission that is discussed in a later section. Among others, the molecular lines shown by Dragon & Mutschlecner (1980) in their Figure 6 are included in this work, with the exception of SiO X A  lines at wavelengths shorter than 329.3 nm that are being evaluated for future inclusion. It is shown by Dragon & Mutschlecner (1980) , in their Figure 6 , that the SiO X A  lines are significant at wavelengths in the range ∼210-240 nm and not very important in other spectral ranges. Although these lines are unlikely to produce major overall effects, they can improve the agreement of the calculated spectrum with the high-resolution observations at wavelengths in the range ∼200-330 nm. In the remainder of this section we describe in detail the issues concerning the molecular photodissociation opacity and its effects on the NLTE of the heavy atoms for model 1401, which corresponds to an average brightness internetwork area. Although the details are different in all models, the issues apply to all the others, except for the sunspot umbra model which is very different in many respects.
Photodissociation and photoionization cross-sections of H 2 from the ground electronic state for rotationless vibrational levels have been computed previously by Allison & Dalgarno (1969) and Tai & Flannery (1977) , respectively. More recently, Gay et al. (2012) computed photodissociation crosssections from all 301 rovibrational levels for the Lyman and Werner transitions. In this work we assume an LTE, or Boltzmann, population of rovibrational levels in the electronic ground state and thereby obtain a temperature dependent total NH photodissociation opacity. The resulting LTE photodissociation cross-sections are displayed in Figure 2 added to the photoionization cross-sections mentioned above. The H 2 total LTE photodissociation cross-section is temperature dependent, as discussed below. The opacity described above is only important at short wavelengths because the threshold for the transitions occurs near the Lyα wavelength. We note that Figure 2 shows that in the range ∼120-150 nm the NH crosssection is the largest photodissociation cross-section and its temperature dependency is very weak in that spectral region.
There is, however, another transition from the H 2 electronic ground state to a low-lying repulsive state (X b g u 1 3
While this is a intercombination (or spin-forbidden) transition with a small expected cross-section, it will have a peak in the NUV and would perhaps be significant in the range 220-260 nm that was identified by Dragon & Mutschlecner (1980) as a problematic range where opacity is missing. Further, because of the very large H 2 column density, even a very small cross-section may have an important effect at those wavelengths. In fact, a somewhat similar case occurs in the O 2 Herzberg band. A few measurements and calculations exist for these forbidden cross-sections of O 2 because of their importance on the penetration of solar NUV radiation in the Earth atmosphere (e.g., McDade et al. 1982) . We are aware of no such data for the forbidden H 2 transition; the corresponding photodissociation occurs in a valley in the CH and NH photodissociation curves and this increases its importance. Because of this, we made an empirical determination that is shown in Figure 2 with the label H 2 . However, this spectral range can also be affected by inaccuracy in the CH photodissociation opacity. The estimate shown for of H 2 is not a result of ab initio calculations but only determined by what would be needed in order to match the observed NUV irradiance spectrum at 0.1 nm resolution and could in fact include some opacity sources other than H 2 . Of course, the temperature dependence of this empirical determination is very uncertain and was obtained by considering the rovibrational levels LTE populations and assuming a constant cross-section for the photodissociation from the largest distance between the two H components of the molecule. An ab initio calculation of the forbidden H 2 photodissociation opacity is very much needed and can provide a more reliable characterization of the H 2 forbidden photodissociation cross-section.
The photodissociation of CO occurs through discrete lines at wavelengths shorter than ∼100 nm (i.e., in the extreme-UV) rather than through a continuum process. Some cross-sections were published by Stark et al. (1991) but were measured at very low temperatures and only for the wavelength range between the Ly continuum and ∼100 nm. Certainly more work on the CO photodissociation cross-sections is worth pursuing and can be applicable to the Sun and to other astrophysical situations.
Calculations of photodissociation opacity by CH and OH, assuming an LTE population in the electronic ground state, were given by Kurucz et al. (1987) , and a recent calculation of the NH LTE opacity was carried out by the second author of the present paper and coauthors (G. Shen et al. 2015, in preparation) . These cross-sections are displayed in Figure 2 for a range of temperatures. Although the column densities of these molecules are not as large as for H 2 and CO, the CH, NH, and OH cross-sections very significantly affect the NLTE as is discussed in the next subsection. When all of the molecular photodissociation is considered, this absorption effectively shields the base of the chromosphere and photosphere from the penetration of UV radiation, originated in the deep photosphere and from the irradiation from the upper chromospheric and coronal emissions. This opacity is particularly important to the NLTE because in its absence only atomic photoionization opacity would be significant, in addition to the relatively weak absorption provided by H 2 + .
NLTE Effects
The Dragon & Mutschlecner (1980) study mentioned above assumed LTE in all lines and continua and the VAL C model, and also preliminarily studied some NLTE assumptions. That study indicated two spectral regions of missing UV opacity, namely 185-200 nm and 220-260 nm.
Studies of NLTE models that include an upper chromosphere, such as VAL, did not improve agreement with the observations in the "problem ranges" mentioned above, but instead somewhat amplified these problems with respect to the LTE calculations. This occurs because of the following chain:
(1) the missing UV opacity allows penetration of photons originated in both the hot upper chromosphere and deep photospheric layers, and increases the radiation field angular mean intensity (J ν ) in the lower chromosphere layers of the atmosphere; (2) as a consequence of the increased J ν over the local Planck function, the neutral heavy metals become increasingly over-ionized in the lower chromosphere with respect to the local Saha-Boltzmann formula, i.e., have b coefficients of departure from LTE that are lower than unity; (3) the increased over-ionization further reduces the UV opacity and amplifies the increase of J ν and of the emitted intensity with respect to the LTE case.
Avrett & Loeser (AL) argued that line blanketing could solve the issue. However, as we discussed in Paper IV, the approach in AL has intrinsic problems because it uses a UV "line-haze" that mixes some electronic molecular lines with atomic lines and an "albedo" approximation (based on a twolevel atom) in a way that neither incorporates the peculiarities of each species atomic structure nor separates the lines from one particular species when computing its NLTE in full detail (i.e., doubly counting the lines). Moreover, as discussed in Paper IV, the AL approach does not solve the overestimate of the continuum emergent intensity in the "problem regions." For instance, at the longest wavelength plotted in its Figure 1 (∼180 nm) the AL paper shows very large fluctuations of intensity corresponding to brightness temperatures oscillating between ∼5500 and 4600 K, while the observations from the SOLSTICE ) instrument at resolution of 0.1 nm indicate a smooth brightness temperature of ∼4680 K. This behavior of the AL results indicates that the depth of some lines is a bit too large, and more importantly that the continuum is much too large (i.e., missing opacity is still an issue in AL calculations).
In our opinion, supported by the analysis in the appendix, the line blanketing by atomic lines from neutral heavy elements (and particularly Fe I) is not capable of solving the "problem regions" in the opacity of the lower chromosphere. Line blanketing would add to the opacity if it was computed in LTE and effects of large J ν were ignored, but when NLTE is considered the over-ionization cancels much of the effects of the opacity increase in the lines.
The consideration of the molecular photodissociation opacities indicated above produces very different behavior from line-blanketing. The molecules shown in Figure 2 are formed by the association of the very abundant H atoms with one of the most abundant neutral light metals (C, N, or O), or the case of H 2 , and the statistical equilibrium of such molecules is dominated by chemical reactions so that molecules destroyed by photodissociation are quickly restored and no important offset in the number densities of these molecules is produced by the photodissociation process.
It is shown in the appendix that ignoring the molecular photodissociation opacities shown in Figure 2 would lead to NLTE effects which reduce the absorption and increase the emission in the lower chromospheric layers at NUV and FUV wavelengths. This would result in SSI larger than observed in several spectral ranges from ∼170 to 360 nm, that include the problem ranges identified by Dragon & Mutschlecner (1980) . However, considering the molecular opacities used in this paper, the absorption in the lower chromosphere and photosphere completely attenuates Lyα and FUV radiation and bring the atomic absorption and emission in lower chromospheric layers much closer to their LTE values.
We have made extensive tests of the effects, over the atomic photoionization, of decreased (with respect to the values in this paper) UV molecular opacity on the lower chromosphere. We find that neglecting the H 2 , NH, CH, and OH photodissociation opacities in the FUV and EUV ranges leads to increased ionization of all heavy metals at the bottom of the lower chromosphere and thus reduces the opacity of that region at all FUV and NUV wavelengths. This occurs because the ionization edges of the heavy metals (shown in Figure 2 ) lie in the FUV at wavelengths longer than Lyα and because their cross-sections generally decrease slowly with increasing energy. This makes their ionization very sensitive to the radiation mean intensity (including illumination from above and below). Moreover, the excess ionization driven by other layers produces local recombination near the head of all of these continua, which leads to a higher emissivity and produces a source function that becomes substantially higher than the local Planck function. The effect of molecular opacities is not limited to driving the coefficients of departure from LTE toward unity by increasing the ground level populations of neutrals and increasing FUV opacity; molecular photodissociation opacities also increase the excited level populations and thus increase the NUV photoionization opacity. Also, additional direct effects at NUV wavelengths are given both by CH and our estimated H 2 forbidden opacity. The combination of all these effects leads to ground-level coefficients of departure from LTE substantially closer to 1 within the photospheric and low chromospheric layers. Smaller direct effects occur near the top of the lower-chromosphere, i.e., near the temperature minimum, because the molecular density is low in these layers. However, even in these layers a reduced deep-photospheric illumination at NUV wavelengths leads to lower photoionization from excited states than obtained neglecting molecular photodissociation opacity. Figure 3 illustrates these effects by showing the source function as function of gas pressure for a few continuum wavelengths, as well as the Planck function for reference. An important result shown in this figure is that the source function reaches a minimum of about 4400 K, and is substantially larger than the Planck function of the model minimum temperature at any of the continuum wavelengths shown. Moreover, despite having similar equivalent temperature values, the minimum of the source function occurs at different pressures in the different wavelengths and has different shapes. The figure shows that at pressures larger than ∼10 4 dyne cm −2 (corresponding to T ∼ 4650 K) the continuum source function equivalent temperature for wavelengths shorter than ∼200 nm and somewhat larger for the 220 nm wavelength is not far from the model temperature. At pressures larger than ∼6 × 10 4 dyne cm Some behavior of the center-to-limb variation can be inferred from the curves in Figure 3 . However, Figure 4 shows the contribution function, or attenuated emissivity as defined in Fontenla et al. (2007, Equation (1) ), at disk center and show that the emitted intensity forms over an extended region. Figure 4 displays a more or less sharp cutoff around optical depth larger than unity, and an extended shape that can only be properly estimated by detailed full NLTE calculations like those carried out in the present work.
THE NEAR-UV AND FAR-UV SSI
The near-UV SSI variability is important for the Earth's stratosphere and mesosphere because of its influence on O 3 . Ozone absorption occurs in the Hartley and Huggins bands which almost completely absorb the near-UV SSI and suppresses its penetration into the tropospheric layers. The ozone photodissociation cross-section has a peak in the Hartley continuum at ∼250 nm and is significant from ∼200 to ∼300 nm. At visible wavelengths the Chappuis band is a source of solar heating of the troposphere. The NUV SSI shows high variability with solar activity in wavelength bands that are important for ozone photodissociation because of the combined variability of the following:
(1) Strong lines of Mg II, Fe II and other singly ionized heavy metals. Each individual line of the other ions is weaker than the very large Mg II resonance lines but their number and distribution makes them collectively very important. These lines are highly variable because their cores form in the upper chromosphere. In the quiet-Sun the lines show as deep absorption spectral features, in the case of the Mg II and Fe II lines with overlapping wings, that have weak emission cores which become strong spectral features in active regions. Examples of this behavior are given by the visible Ca II H, K, and IR triplet lines.
(2) Molecular lines and photodissociation vary significantly because of the large temperature dependence of molecules formation in the lower chromosphere. Examples of this behavior in the visible are the CN lines (see Paper III) and the CH G-band.
(3) Strong lines of Fe I and other neutral heavy metals. These form in the low chromosphere and vary less than the upper chromospheric lines but nevertheless show a significant variability.
It is important to note that low-resolution observations of the near-UV may sometimes show apparent wavelength shifts that are not due to Doppler shifts, but rather are artifacts of low resolution. Each of the low-resolution spectral features in the NUV is in reality a mix of many different spectral lines close in wavelength, and changes in the relative intensities of some lines with respect to others whose wavelengths are too close to be resolved may be misinterpreted as Doppler or instrumental wavelength shifts. This was tested by convolving several calculations of high-resolution SSI, computed with no Doppler shifts but for different days with variable contributions from each model in our set. Therefore, in measurements a strict assessment of the wavelength calibration is essential to measure SSI changes in the NUV.
Few well calibrated high-resolution measurements of emitted intensity are available. The early observations by Samain et al. (1975) and Parkinson & Reeves (1969) were taken on photographic film and are not available in digital and calibrated form for comparison. High-resolution spectra of the disk center and at a location close to the solar limb was obtained via photoelectric cell during a rocket flight in 1974 (Kohl et al. 1978) . These data corresponds to regions of the disk free of apparent activity in Hα and Ca II K spectroheliograms and are equivalent to average quiet-Sun. The data was presented by Kohl et al. (1978) in an absolutely calibrated form, using standard photodiodes, but we were only able to obtain it in a printed book from which we digitized the data in the plots of 5.0 nm sections and designate the resulting spectra as KPK. Figure 5 shows the computed disk-center spectra for a small spectral range containing some of the strong Fe II lines. The computed spectra shown are for the quiet-Sun internetwork (1401) and the facula (1405) models, and are compared with the KPK disk-center data. This plot shows that the computed spectrum is smoother than the observed but has overall a behavior and general level similar to the observed. In particular, the strong lines of Fe II are reproduced but the line cores of the computed quiet-Sun spectrum are somewhat larger than the observed. This is likely due to uncertainties in the atomic data for Fe II, which in the current calculations were taken from CHIANTI 7.1, but the data for this ion is indeed from combining the Nahar (1995) oscillator strengths and Zhang & Pradhan (1995) collision rates. Fe II is a very complex ion and because of its importance for ozone photodissociation newer more complete calculations of its structure and collision rates are needed.
High-resolution spectra were obtained during the ninth rocket flight of the High Resolution Telescope and Spectrograph in 1995 (hereafter HRTS-9) in the range 276-289 nm, and were published by Morrill et al. (2001) . These data were also recorded on photographic film but digitization and calibration were carried out and so we can compare it to our results. Figure 6 shows a comparison of some observed features with our calculations using several models.
The comparison in Figure 6 shows that the quiet-Sun models reproduce well the observations of the overall spectrum, together with the main lines of Mg II, Mg I, and other strong lines. Some spectral lines in the range 276-278 nm are missing in our calculation and examining this and other ranges we find that the missing lines correspond to transitions of heavy metals, e.g., Fe I or II, involving levels with higher excitation energies than those included in our NLTE calculation. In addition, some lines have been updated in the NIST data (Kramida et al. 2013 ), but not yet updated in our database where the Fe I and II levels are based on previous NIST data. It must be noted that these absorption lines are formed in the lower chromosphere where departures from LTE are still significant, so that computing such lines in LTE is not a valid option. Also, a generic treatment that does not consider the particular lines and levels structure is not likely to be accurate. Fortunately, the lines missing in the present work are not very important to the overall SSI or its variations. However, calculations having more accurate atomic data and larger number of levels will be more precise. Figure 7 shows the comparison of some active region profiles in the HRTS-9 data with our active region models for plage and facula.
Recent SSI observations at relatively high resolution were published by Hall & Anderson (1984) and Anderson & Hall (1989) . These data were obtained by photomultipliers and are Anderson & Hall (1989) , both at 0.1 nm resolution. Figure 8 shows that the issue at wavelengths longer than 160 nm described in Paper III is now solved and the present calculations are able to reproduce the entire solar spectrum. The continuum between ∼160 and ∼200 nm and also at longer wavelengths was overestimated in our previous works (and in others, e.g., AL) because of the excessive ionization of the heavy metals in the low chromosphere, largely due to the less complete molecular photodissociation opacity included before. The current calculations show that heavy metals are still overionized, but only at lower pressures near the temperature minimum where the molecular photodissociation opacity is small. As the pressure increases, and height decreases, molecular absorption becomes large and blocks the photospheric radiation suppressing the background continuum at wavelengths shorter than 200 nm. In the range ∼160-200 nm the Fe I continuum opacity from the ground and low-energy levels is one of the most important opacity sources, with the Al I continuum also being important. In addition many other neutral heavy metals have photoionization edges from low levels in this spectral range (corresponding to energies between ∼6 and ∼9 eV).
The intensity decrease shorter than ∼200 nm is often exclusively attributed to Al I (e.g., Dragon & Mutschlecner 1980) but we find that several other significant species also contribute, such as the ground level of Ca I, the second excited levels of Si I, Mg II, and Fe I, and other less important species. In addition, some line opacities contribute to blur these photoionization edges and make them hard to identify especially in lower resolution observations. SiO X A  lines, at wavelengths shorter than 329.3 nm that were not included in the present paper calculation, are expected to significantly affect a small range around ∼210 nm and further blur the ∼200 nm ionization edges of all species. AL suggested that CO lines play a very important role in the SSI at wavelengths in the 160-200 nm range (see their Figures 1 and 6 in that paper). To test this suggestion we now include the CO X A  lines at full resolution, assuming they are in LTE. We find that, at some wavelengths, these lines decrease the SSI to some degree improving the agreement between calculations and observations in the ∼180-200 nm range. Figure 9 shows that these lines contribute to obscure the photoionization edges, and produce an apparently noisy continuum. However, their inclusion does not change drastically any of the results we obtain; in particular, the issue of too high continuum (see Paper IV) found in the previous NLTE modeling in the range 160-200 nm, in both our previous work and in AL (with large fluctuations in AL), were solved by considering more complete molecular photodissociation opacities and not by the CO X A  lines alone. In addition, the inclusion of the CO lines in LTE reduces the SSI at wavelengths in the range ∼130-160 nm and displays a number of pseudo-lines, i.e., groups of lines that convolved at 0.1 nm appear as a line, that are deep in the calculations but are not observed.
The issue of the wavelength range ∼130-160 nm is complicated because of probable NLTE effects on the population of CO electronic levels, or differences between the electron and neutral H temperatures.
In this work, we consider the populations of the rovibrational levels as given by LTE with the (kinetic) temperature of neutral H atoms because the rovibrational molecular levels are very sensitive to collisions with the very abundant H atoms. Furthermore, we also assume that this temperature is the same as the electron temperature in all layers of the models. This is a reasonable assumption in the lower chromosphere and photosphere where molecules are abundant. In the upper chromosphere there could be differences between the electron and neutral species temperature because of the low density, but in those layers molecular densities are negligible. In all our models, the temperature specified was determined for electrons because it is primarily determined from lines and H − continuum, except at the temperature minimum where our temperature was determined from the CO IR rotational lines and therefore it would correspond to the neutral H temperature. In this work we disregarded possible differences between the electron and neutral H temperatures that may appear at and above the temperature minimum as a result of the chromospheric heating process. These differences could affect the turbulent line broadening velocity parameter that we include in our models but would not reflect on the atomic/ionic lines excitation which is due to electrons. This difficult topic is not addressed here because the underlying physical processes of chromospheric heating is not well understood.
Shorter than the ∼160 nm photoionization edge of Si I the continuum radiation forms around the temperature minimum and this layer receives strong FUV irradiation from the upper chromosphere that can overpopulate the CO electronic level A and thereby reduce the absorption lines in that spectral range. The electronic states of CO, and also of H 2 , can be severely affected by illumination from the upper chromosphere and transition-region (e.g., Lyα) at the temperature minimum region and slightly below (pressures in the range 2 × 10 3 -10 2 dyne cm −2 ) where the continuum radiation in the ∼130-160 nm spectral range forms (see Figure 4) . It was shown that even fluorescence effects are observed in CO at sunspot umbrae , and in H 2 by Jordan et al. (1978) , and smaller NLTE effects can occur in the solar atmosphere regions close to the temperature minimum that are responsible for the formation of the CO X A  lines in the spectral range ∼130-160 nm. The topic of NLTE in the molecular electronic levels is also beyond the scope of the present paper.
SSI, TSI, AND TOTAL RADIATIVE OUTPUT FROM THE MODELS
The current calculations permit a meaningful study of the spectral composition of the TSI, and also provide a good estimate of how its variability arises from the distribution of features over the solar disk. However, it is important to note that the response of the terrestrial atmosphere to the solar variability cannot be estimated from the TSI alone for two reasons: first, because the SSI variability is complex and not at all described by its integral, the TSI; and second because the response of the Earth's atmosphere and land also have important wavelength dependencies. From solar disk images, the quiet-Sun during low activity periods is composed by about 69% of feature B, 14% of feature A, 14% of feature D , and 3% of feature F (corresponding to models 1401, 1400, 1402, and 1403 respectively), and the differences between A and D with respect to B are small and may more or less compensate each other. Thus, within the uncertainty level of the existing observations we can use the most abundant feature, model 1401, to represent the SSI of the quiet-Sun. Figure 10 shows the comparison of the computed SSI for model 1401 (feature B) with the observations from Thuillier et al. (2003) . The agreement between calculated and observed SSI for wavelengths longer than 400 nm remains good and for wavelengths shorter than 400 nm is much improved compared to our previous work (Fontenla et al. , 2011 (Fontenla et al. and 2014 . This improvement is due to the adoption of better quality molecular opacities and atomic data used in the present work. Note that some differences in the depth of the lines are due to the different spectral resolution because the computed data were obtained at a very fine resolution (δλ/λ ∼ 10 −6 ) and then convolved to 1 nm, using a filter shape of cos 2 [(πδλ)/(2FWHM)] for δλ ⩽ FWHM and 0 for δλ > FWHM. Instead, the observed SSI was obtained at variable resolution and no information regarding the instrumental profile was provided. A better comparison of details of the lines can be carried out using the high-resolution computed profiles and the observations at disk center provided by the quiet-Sun atlas of Wallace et al. (1998) ; such comparison was previously made and key wavelengths were shown in Paper III. Small differences between our calculation and the observations of Thuillier et al. (2003) occur at wavelengths longer than 1000 nm. This discrepancy is difficult to understand as in this wavelength range the continuum is simply produced by freefree H − emission and absorption for which the cross-sections are highly accurate. Attempts to change the deeper photospheric layers of model 1401 would lead to an inaccurate center-to-limb-variation in the continuum radiance but this needs to be further explored. Table 3 shows the angular averaged radiance integrated over several bands and the total output for each of the models (i.e., angular averaged radiance integrated over the spectral range 200 nm-1000 μm). These values only represent what would result if the solar disk were entirely covered by the feature corresponding to each particular model. Since the quiet-Sun features are more or less uniformly distributed over the solar disk, to compute the TSI they could be weighted by the fraction of the solar surface covered. However, the active region features cannot be simply weighted because they are not uniformly distributed and only appear within a range of solar latitudes that exclude the poles and, viewed from Earth, form a band around the solar equatorial plane. Because of the different center-to-limb-variation (CLV) between quiet-and activeregions this turns out to be an important issue for the calculation of the variability of the TSI and SSI that we discuss in the next section. Most of the integrated power for all models is in the band 400-3000 nm; for the sunspot model the power is skewed toward longer wavelengths but still within this band. The total power is larger for active region features than for quiet-Sun features in any band, except for the sunspot models 1406 for the umbra (feature S) and 1407 for the penumbra (feature R).
The active region model 1405 has ∼6 and ∼12 W m −2 larger output than model 1401 in the bands 200-300 nm and 300-400 nm, respectively. Also, the active region model 1405 has ∼46 W m −2 larger total output than model 1401. Thus, the plage and facula components of active regions increase the total power output of the Sun at broadband spectral ranges, including visible wavelengths. However, even a relatively small area of sunspot umbra of ∼1/26 of the area of the plage (feature P, model 1405) can compensate this. When examining the observations it rarely seems that this compensation is strictly achieved because sometimes very large umbra and penumbra occur with little surrounding plage or facula, and other times the reverse occurs. Thus, while we do not expect that the solar output would be constant over the solar cycle, the small total area of plage and sunspot on the solar disk effectively limits the amplitude of the total solar output variations.
There are three differences between the present results and those in our previous work on the SSI. One important difference is that the present work variability in the range 160-200 nm displays a larger general level of increase, with increasing solar activity, than that in our previous calculations. This is because of the improvements in atomic and molecular data discussed before. Another difference is that here we use different masks for solar maximum and minimum from those in the previous work, now including feature A which was not identified in the previous work, which represent better the Solar Cycle 23 (SC 23) maximum and minimum. Yet another difference is that the photospheres in models 1400, 1402, and 1403, representing features A, D, and F respectively, are modified from those in the previous work.
We model the SSI variability by using images of the solar disk at a few wavelengths, from which we derive masks that identify the area and locations on the solar disk of each of the solar features. This was explained in Paper III, and here we only consider a few cases: the maximum of SC 23 (on 2001 May 17) and the deep minimum following SC 23 (on 2008 September 15) which provide minimum and maximum conditions for examining the SSI variations expected in a solar cycle. The masks used here are shown in Figure 11 and were derived from observations made at Paris Observatory and by the Precision Solar Photometric Telescope (PSPT) at ONR (Ermolli et al. 1998 (Ermolli et al. ), for 2001 (Ermolli et al. and 2008 respectively. We used the masks shown in Figure 11 to calculate the complete SSI variability from maximum to minimum of SC 23, and the results are shown in Figures 12 and 13 . Figure 12 shows, at a resolution of 0.1 nm, the relative variability (i.e., SSI difference between maximum and minimum divided by the minimum SSI) in the NUV at 0.1 nm resolution, together with the ozone absorption crosssection (scaled to fit the figure) in the Hartley band (Gorshelev et al. 2014) , which mainly corresponds to its photodissociation. Figure 12 and other analysis not shown indicate that the NUV SSI variability induced by solar activity, both in solar cycle and rotational modulation, is significant for ozone photodissociation in the Hartley band. The increase of SSI with solar activity is due to chromospheric lines, including the Fe II transitions, and to a lesser extent to the overall background. Part of this background is directly or indirectly affected by the molecular photodissociation opacity which is expected to vary substantially with solar activity. The molecular variability is demonstrated by the observations of molecular lines, e.g., the ∼383 nm CN band and the ∼431 nm CH lines, which are often used for showing the active regions brightening at any position in the disk. The SSI variations in the visible and IR are shown in Figure 13 , and are similar to those from our previous work, because the set of models we used in the current work are similar. However, in the NUV the SSI relative variations are substantially larger as a consequence of the opacity increase. As before, most of the visible and IR are slightly lower at high solar activity, and most of the deep spectral absorption lines are less deep and produce positive changes of the SSI. For instance, the CO rovibrational lines, with rotational band head ∼4.3 μm and rovibrational band head ∼2.3 μm, the Ca II IR triplet at ∼850, ∼854, ∼866 nm, and the CH molecular lines near 431 nm (G-band) show significant increases at high solar activity. At shorter wavelengths, the Ca II H and K lines (∼393 and ∼397 nm), the CN band (∼383 nm), the Mg II h and k lines (∼280 nm) and other peaks occur on a uniformly higher background at solar cycle maximum. The overall behavior shows that, in the visible and IR SSI, the plage and faculae regions on the solar disk do not completely compensate the presence of sunspots in spite of the smaller sunspot areas. This is a consequence of the CLV of plage and facula being only significantly brighter than the quiet-Sun in the visible/IR continuum when far from disk center.
DISCUSSION AND CONCLUSIONS
This paper showed that the inclusion of better H 2 and NH photodissociation opacities, in combination with previous OH and CH photodissociation opacities, account for the observed quiet-Sun SSI in the 140-400 nm spectral range. In particular, it allowed us to successfully reproduce the observations in the 160-200 nm range, which had problems in our previous work (e.g., Papers III and IV), and showed no agreement with the observations in the calculations by AL.
The current results improve over our previous modeling because of the photodissociation opacities mentioned above, as well as some improvements in the parameters of the atomic models. These parameters are not always either complete or well known for neutrals and low ionization stages; collisional and radiative rates are very important for solving the full-NLTE and computing the spectrum of the radiation from the models. The issues of atomic data uncertainties compound with the uncertainties in elemental abundances. Even when some abundance data based on LTE claims low uncertainty, many abundances still must be revised in the light of NLTE models including an upper chromosphere that often show important differences with LTE calculations or with NLTE calculations which include too few levels.
Our set of models for active region photospheric layers was designed to broadly reproduce the observations published by TTT in the visible continuum and those by Sobotka et al. (2000) in the IR continuum. Although the observations are clear and consistent with the observations of plage and facula in white light, we do not necessarily agree with the explanation proposed by TTT because such explanation would fail to describe the differences between the visible and IR behavior.
The image processing method was unchanged in the present paper from that in our previous work, but now feature A is fully included in the masks and the models for the features were slightly changed.
The models considered here are one-dimensional and steadystate and therefore they are highly simplified. Small scale fluctuations in the solar atmosphere are averaged in the observations at about 2 arcsec resolution. This averaging introduces some error which is small when the fluctuations are small as in the case of the photosphere and lower chromosphere within each of the modeled features. However, in the upper chromosphere fluctuations in the physical parameters are likely larger and the radiative properties are naturally smoothed by NLTE and radiative transfer between the small-scale structures and between nearby features. Some small-scale features in the upper chromosphere correspond to jets and spicules, and fibrils in active regions. All these are very complicated and variable; probably a parametric approach and filling factors can be used for more sophisticated models. However, because of the uncertainties involved in the observations, forward modeling based on knowledge of the upper chromospheric heating mechanism is needed. The main issues with forward simulations of the smallscale features are: the lack of knowledge of a heating mechanism consistent with the observations, and the difficulty in considering a sufficiently complete and detailed treatment of radiative losses and spectral issues (e.g., Doppler shifts). Instead, one-dimensional models can treat the spectral issues with great detail, although they cannot physically explain some of them, such as line asymmetries and time-dependent Doppler shifts (like granulation, 5 minute photospheric oscillations, 3 minute chromospheric oscillations). Regarding chromospheric heating, Fontenla et al. (2008) has proposed that the Farley-Buneman and other instabilities in weakly ionized chromospheric material are responsible for the heating, but simulations in solar conditions would be necessary for obtaining a quantitative description in the highly nonlinear developed state these instabilities would achieve. Until a complete physical quantitative picture of the chromospheric and coronal heating is at hand there is no guarantee that the physical models in our set are unique, and other models could possibly reproduce some of the observed spectral features, although they are unlikely to match the extensive set of spectral data involved in our modeling.
We find that the issue of three-dimensional effects is very important in sunspots and pores because these features correspond to a very different vertical structure and generally a Wilson depression of the photospheric layers. These depressions imply that illumination from the surrounding penumbra, or pore walls, occurs and has important non-LTE radiative transfer consequences. Some experiments have shown us that only through this illumination from above it is possible to explain the observed lack of central reversal in the core of several key spectral lines: Ca II H and K, Mg II h and k, and Lyα. Moreover, this illumination is highly sensitive to the size of the sunspot and can explain why sunspot umbrae are observed to disappear in some images, or at least become smaller, in the core of these lines, while the center of the large sunspots remains dark.
The broad range of scales needed to ab initio produce complete physical models, is an issue pervasive in all physics and for the purpose of accurate computations of the SSI it is not practical to model the entire Sun at granular resolution. Besides, such resolution may not be sufficient to provide a complete description; for instance the Farley-Buneman instability could operate in the Sun at meter and millisecond scales, and other plasma instabilities can be even faster and down to cm scales.
where for simplicity we have neglected stimulated emission, the quantities with * are those that would be obtained by applying the Saha-Boltzmann formula, the value n l is the population of level l, n 0 is the neutral number density, the coefficients C 0,l are those of collisional ionization, the coefficients σ lν are the cross-sections for photoionization, and the functions B ν and J ν are respectively the Planck and angular mean intensities for the frequency ν in units of photon flux. The sums extend over all bound levels, and the integrals extend over all relevant photon frequencies. Equation (1) has a form similar to the two-level atom formula, but is very different in that the cross-sections σ lν have an edge (or cutoff) and extend to very short wavelengths with only a slow variation of the value (apart from resonances indicated by some atomic data). This behavior, together with the different variation with wavelength of the angular mean intensity, J ν , and the Planck function makes the behavior of the ionization NLTE very different from that of the two-level atom population. Therefore comparing the value of J ν at a particular wavelength with the Planck function, B ν , at the same wavelength is not very meaningful for the ionization. Only the integrated values multiplied by the cross-section, i.e., the radiative ionization and recombination rates, determine the results. This behavior makes it possible that neutrals are ionized by short wavelength photons (producing energetic photoelectrons), and then the resulting ions recombine with thermal electrons emitting photons at longer wavelength often close to that of the photoionization edge.
Also, Equation (1) shows that, in the low chromosphere, the number density of neutrals is generally lower than what would result from an LTE calculation because the angular mean intensity at the wavelengths that are relevant to the photoionization are generally larger than the Planck function at the local temperature.
For the low-energy levels (e.g., Fe I lowest three levels) the ionization edges are in the FUV, e.g., those shown in Figure 2 . The opacity of the lower chromospheric layers blocks most of the radiation from the deep photosphere, but the radiation from upper chromospheric and coronal layers penetrates the regions at and immediately below the minimum temperature. This is shown in Figure 3 to produce an enhancement of the continuum source function over the Plank function. Absorption near the temperature minimum, at FUV and wavelengths shorter than the edges, can drive the frequency averaged J ν closer to B ν and therefore the heavy metals ionization closer to its LTE value. However, such absorption at the temperature minimum is low and only becomes important in deeper layers of the lower chomosphere as the molecular column densities increase.
For the mid-energy levels (e.g., Fe I levels 4-38) the ionization edges are in the NUV. In this case, ignoring the molecular photodissociation opacity would allow deep photospheric radiation to reach most of the lower chromosphere and drive J ν of the continuum to values that are larger than the local B ν . Molecular photodissociation and line-blocking in the lower chromosphere and photosphere drives the ionization closer to LTE. However, Equation (1) shows that the effects of these levels on the overall ionization are weakened by the ratio of the level population to the neutrals number density.
For the high-energy levels (e.g., Fe I levels 39-119) the ionization edges are in the visible and near-IR. In this case lines in the blue part of the visible block part of the incident photons from the photosphere (for Fe I level 119 corresponds to ∼787 nm ionization edge) but still most of the photospheric radiation goes through the whole chromosphere and overionization due to these levels occurs but because of the low populations this is only a small effect on the overall neutral number densities.
For the very high-energy levels (e.g., Fe I levels 120-¥) the ionization edges are in the near-to far-IR. In this case the incident photons from the photosphere traverse the whole solar chromosphere. Addition of further levels, of higher energy, would not modify much the ionization, but can improve some of the Fe I line ratios in the IR, and also match some less important lines observed in the NUV that the current calculation do not include.
Results from one of the experiments we carried out are shown in Figures 14 and 15 . This experiment consisted in another fully consistent NLTE radiative transfer calculation identical to that of model 1401, except for ignoring the molecular photodissociation. The resulting SSI is shown in Figure 8 and labeled as 1401*. This experiment illustrates the amplification of the continuum increase due to the overionization of heavy metals.
Figures 14 and 15 show the continuum source functions and emergent intensity contribution functions, respectively, for a few wavelengths in the experiment 1401*. These figures can be directly compared to Figures 3 and 4 . Figure 14 shows that ignoring molecular photodissociation leads to higher continuum source function at wavelengths longer than ∼150 nm, for all chromospheric heights, and much too high continuum source function at wavelengths longer than ∼200 nm even at the upper photosphere. In all wavelengths the increased continuum source function corresponds to an increased overionization of all heavy metals, i.e., reduced neutrals number densities. Figure 15 shows that, as a consequence of this overionization the continuum forms at lower altitude layers of the lower chromosphere or photosphere, i.e., at higher pressures and temperatures. 
