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CONVEXITY OF Lp-INTERSECTION BODIES
GAUTIER BERCK
Abstract. We extend the classical Brunn theorem to symmetric moments of
convex bodies and use it to prove the convexity of the Lp-intersection bodies
of centered convex bodies.
1. Introduction
Since Lutwak introduced them in his leading paper [18], intersection bodies and
their generalizations received a fast growing attention while naturally appearing
in various contexts. As major outcome, this concept led to the solution of the
Busemann-Petty problem: in a 4 (or less) dimensional space, if the intersection
bodies I(K) and I(L) of two centered convex bodies K and L satisfy I(K) ⊂ I(L),
then necessarily Vol(K) ≤ Vol(L) (see e.g. [5], [22] and [8]).
From a valuation theory perspective, Ludwig characterized in [17] the intersec-
tion body operator as the only non trivial Gl(n)-contravariant star body valued
valuation for the radial sum. Haberl and Ludwig then extended this result for the
Lp-intersection body operator and the p-radial sum (see [12]). One should note that
this last result characterizes the Lp-intersection body operator amongst valuations
with range in the set of centered bodies.
The Lp-intersection bodies appeared in diﬀerent contexts and, as usual in such a
case, have been known under diﬀerent names. In particular, it turns out that up to
normalization the Lp-intersection body of a star body K coincides with Γ∗−p(K), its
polar −p-centroid body. Polar p-centroid bodies were notably used to derive new
aﬃne isoperimetric inequalities (see [20]). In particular, for centered bodies, these
inequalities embed the well known Blaschke-Santalo´ inequality in a whole family of
inequalities comparing the volume of a body with the volumes of its polar p-centroid
bodies. These inequalities were then strengthened in [19] providing the whole family
of Lp-Busemann-Petty centroid inequalities (see also [4]). Polar p-centroid bodies
are also the geometric core of the solution to the Lp-Busemann-Petty problem (see
[21]).
Non-symmetric Lp-intersection body operators where introduced in [11]. They
coincide with the classical operators on the set of centered star bodies, but have been
shown to be the right concept to deal with non-symmetric bodies. In particular the
result of Haberl and Ludwig on valuations extends naturally to these operators if
one removes the symmetry assumption (see [11]). Also, non-symmetric p-centroid
and projection bodies were used in [13] to sharpen previously known Lp-Petty
projection and Lp-Busemann-Petty centroid inequalities.
The notion of Lp-intersection bodies used in this paper will be a slight modi-
ﬁcation of the concept of non-symmetric Lp-intersection bodies I+p from [11] (see
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2 GAUTIER BERCK
Section 2 for a precise deﬁnition). Allowing the non-symmetry will ease the de-
scription of Lp-intersection bodies in terms of distributions, while changing the
sign of the parameter p implies that Lp-intersection bodies of symmetric bodies
then coincide up to normalization with polar p-centroid bodies.
Note that the concept of Lp-intersection bodies should not be mixed up with the
one of k-intersection bodies (see e.g. [16]).
Up to normalization, the Lp-intersection bodies converge to the classical inter-
section body as p goes to -1 (see [7, Proposition 3.1] or [11, Theorem 1]). However,
while it is well known, and easy to prove, that the Lp-intersection bodies of star
bodies are convex if p ≥ 1, the proof that intersection bodies of centered convex
bodies are convex is more involved and is due to Busemann (see [3]). This classical
result has a major consequence on the minimization properties of the Hausdorﬀ area
in normed and Finsler spaces: it is indeed equivalent to the fact that aﬃne disks of
codimension 1 have less Hausdorﬀ area then hypersurfaces with same boundaries
(see [2], or [1] for a modern treatment).
The problem of the convexity of the Lp-intersection bodies for −1 < p < 1, p = 0
was still open. Our aim is to give a uniﬁed proof for the whole range of p’s.
Theorem. For −1 ≤ p = 0, the Lp-intersection body of a centered convex body is
a centered convex body.
Busemann’s proof for the classical intersection body uses the Brunn-Minkowski
inequality. To extend his result to Lp-intersection bodies, we use a generalization
of this classical inequality to moments Mp of convex bodies that are deﬁned as
follows: for η a linear form which is non-negative on a convex body K, p ≥ 0, and
Ω a constant volume form,
Mp(K) :=
∫
x∈K
(η · x)p Ω .
Theorem (Hadwiger). Let K0, K1 be two convex bodies in an n-dimensional space
V and η ∈ V ∗ a linear form which is non-negative on both bodies. Then, for every
p ≥ 0,
Mp(K0 + K1) 1n+p ≥Mp(K0) 1n+p +Mp(K1) 1n+p .
This theorem can be found in [14, p.266]. The Brunn-Minkowski inequality cor-
responds to the case p = 0. The classical inequality has for geometric consequence
that central hyperplane sections of a centered convex body have maximal volume
amongst sections with parallel hyperplanes. This is known as Brunn’s theorem (see
e.g. [16, Theorem 2.3]). Loosely speaking, this result extends stating that symmet-
ric moments of central sections are maximal (see Section 3 for a precise deﬁnition);
but one must be aware that the linear forms used to deﬁne the moments cannot be
chosen arbitrarily.
Theorem (Brunn’s theorem for moments). Let K be a centered convex body in
an n-dimensional space V , p ≥ 0, and Ht a family of parallel hyperplanes deﬁned
by the equations ξ · x = t. Then any linear form η0 on the hyperplane H0 may
be extended to a linear form η on V such that the (n − 1)-dimensional symmetric
pth-moment
Msp(K ∩Ht)
is maximal at t = 0.
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CONVEXITY OF Lp-INTERSECTION BODIES 3
This result will play a key role in the proof of the convexity of Lp-intersection
bodies.
As it has remarkably been shown in the analytical solution to the Busemann-
Petty problem in [8], the distributions are a powerful tool to deal with intersection
bodies. They will be used here to give a uniﬁed proof of the convexity of Lp-
intersection bodies for the whole range −1 < p = 0. The case p = −1 corresponds
to the classical Busemann’s theorem. However we have deliberately decided to
separate the proof of this last theorem from the others and to present it ﬁrst. The
reason is that it only requires the δ distribution which is better known than the
distribution sp+ giving the fractional derivative and needed for the other cases. It
also allows us to avoid introducing normalizations that would make the notations
more cumbersome. The use of distributions for the proof of our main result also
emphasizes the need of the additional assumptions of symmetry and convexity on
K for the cases −1 ≤ p < 1, p = 0.
Our use of the distributions is somewhat diﬀerent than in the classical literature
on convex geometry, hence we give a small introduction to it beginning of Section 4.
We would like to thank Andreas Bernig for his comments and kind criticisms
on this text, Christoph Haberl for very pleasant discussions on the Lp-intersection
bodies and for having pointed out this problem, Rolf Schneider for the reference
[14] and the referee for having suggested many improvements.
2. Notations and preliminaries
For a matter of taste, we have chosen to write every formula, deﬁnition, . . . in an
invariant way. Let V be a real n-dimensional vector space and Ω a constant volume
form on it. The orientation of V is chosen so that integrals of positive functions
are positive. The Greek letter ω will represent a constant, non-zero (n − 1)-form
on any given hyperplane of V ; if needed this notation will be made more precise
adding a subscript. Hyperplanes are oriented with the same convention as V .
As usual, a star body K ⊂ V is a compact subset of V , star-shaped with respect
to the origin and with the property that for all x ∈ K the open segment (o, x)
lies in the interior of K. A star body is called centered if the origin is a center of
symmetry. Except at a very few places in Section 3, convex bodies will be assumed
to contain the origin in their interior, hence will belong to the set of star bodies.
The Minkowski functional of a star or convex body K ⊂ V is deﬁned by
‖x‖K := min{λ ≥ 0 | x ∈ λK} .
This is a positive, continuous and homogeneous function of degree 1. Clearly, ‖ ·‖K
is a norm if and only if K is a centered convex body. A Minkowski functional will
be called smooth if it belongs to C∞(V \{o}). In such a case, the boundary ∂K is a
smooth hypersurface of V which is everywhere transversal to the radial direction :
V = Tx∂K ⊕ R · x.
We will need the following easy lemma.
Lemma 2.1. If ‖ · ‖K is smooth and symmetric, then it is a norm if and only if
for all x ∈ ∂K and all v ∈ Tx∂K the following holds true
d2
dt2
‖x + tv‖K |t=0 ≥ 0 .
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4 GAUTIER BERCK
Proof. By hypothesis, it suﬃces to prove that ‖ · ‖K is convex, or equivalently that
the Hessian D2x‖ · ‖K is positive semi-deﬁnite for every x ∈ V . Since ‖ · ‖K is
homogeneous of degree 1, one has for its ﬁrst and second derivatives:
∀λ > 0, Dλx ‖ · ‖K = Dx‖ · ‖K and D2λx ‖ · ‖K = λ−1D2x‖ · ‖K .
As consequence of the second equality, one may consider x ∈ ∂K to check if the
Hessian is positive semi-deﬁnite. Deriving the ﬁrst equality gives that the radial
direction is in the kernel of the Hessian:
∀x ∈ ∂K, ∀v ∈ V, xt ·D2x‖ · ‖K · v = 0 .
Therefore, the Hessian is positive semi-deﬁnite if and only if its restriction to the
tangent Tx∂K is positive semi-deﬁnite. 
The Lp-intersection bodies appeared in diﬀerent contexts and as is usual in that
case have been known and studied under diﬀerent names. Up to normalization
and a slight change for the parameter p, the notion of Lp-intersection bodies used
here coincides with the notion of non-symmetric Lp-intersection bodies I+p K of [11].
Also, since we do not use any inner product, Lp-intersection bodies are naturally
subsets of the dual space V ∗.
We use the following notation: for a non-zero linear form ξ ∈ V ∗, the set {x ∈
K|ξ · x ≥ 0} is denoted by K+ξ .
Deﬁnition 2.2. Let K ⊂ V be a star body. For −1 < p = 0, the Lp-intersection
body of K is the star body IpK ⊂ V ∗ whose Minkowski functional is deﬁned by
‖ξ‖IpK =
(∫
x∈K+ξ
(ξ · x)p Ω
) 1
p
.
One easily checks that IpK = Γ(1 − p) · I+−p. Moreover, if K is centered, then
IpK is also the polar p-centroid body up to normalization:
IpK =
(
Vol(K)
2
) 1
p
Γ∗pK ,
with the normalization of [7], see also [19].
For every non-zero linear form ξ, there exists an (n− 1)-form ωξ well deﬁned on
the hyperplanes ξ · x = cst and such that Ω = ξ ∧ ωξ. Obviously, the map ξ → ωξ
is homogeneous of degree −1.
Deﬁnition 2.3. Let K ⊂ V be a star body. The intersection body of K is the star
body IK ⊂ V ∗ whose Minkowski functional is deﬁned by
‖ξ‖IK =
(∫
K∩ker ξ
ωξ
)−1
.
It was ﬁrst proved in [7, Proposition 3.1] that up to normalization IpK goes to
IK as p goes to −1 (see also [11, Theorem 1]). We will easily recover this result
after having translated both previous deﬁnitions in terms of distributions.
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CONVEXITY OF Lp-INTERSECTION BODIES 5
3. Brunn-Minkowski inequalities for moments
In this section we present Hadwiger’s extension of the classical Brunn-Minkowski
inequality and give a proof of it for the sake of completeness. We then derive a
generalization of Brunn’s theorem to moments of convex bodies.
Let K be a convex body in an n-dimensional vector space V equipped with a
constant volume form Ω. Let η be a linear form which is non-negative on K and
p ≥ 0. The pth-moment of the convex body K with respect to η is the following
quantity:
Mp(K) :=
∫
x∈K
(η · x)p Ω .
Theorem 3.1 (Brunn-Minkowski inequality for moments). Let K0, K1 be two
convex bodies in V and η ∈ V ∗ a linear form which is non-negative on both bodies.
Then, for every p ≥ 0
Mp(K0 + K1) 1n+p ≥Mp(K0) 1n+p +Mp(K1) 1n+p .
The Brunn-Minkowski inequality corresponds to p = 0. The proof of this theo-
rem mimics the proof of the classical inequality given in [6]. We will use for it two
known inequalities which we brieﬂy recall (see [6, pp. 362-368]).
Proposition 3.2 (Pre´kopa-Leindler inequality). Let 0 < λ < 1 and let f , g and h
be non-negative integrable functions on Rn satisfying
h((1− λ)x + λy) ≥ f(x)1−λg(y)λ ∀x, y ∈ Rn .
Then ∫
Rn
h(x) dx ≥
(∫
Rn
f(x) dx
)1−λ(∫
Rn
g(x) dx
)λ
.
For 0 < λ < 1 and p = 0, the p-mean of two non-negative real numbers a and b
is deﬁned by
mp(a, b, λ) := ((1− λ)ap + λbp) 1p
if ab = 0 and mp(a, b, λ) = 0 if not. One also deﬁnes
m−∞(a, b, λ) := min{a, b}, m0(a, b, λ) := a1−λbλ and m∞(a, b, λ) := max{a, b} .
Proposition 3.3 (p-means inequality). For −∞ ≤ p < q ≤ ∞,
mp(a, b, λ) ≤ mq(a, b, λ) .
Proof of Theorem 3.1. We assume ﬁrst that both Mp(Ki) = 0, or equivalently
dim(Ki) = n. Denote by Ht the hyperplanes deﬁned by the equations η · x = t.
Let ω be a constant (n − 1)-form on V such that Ω = η ∧ ω. Note that the
restriction of ω to Ht is uniquely deﬁned. We also deﬁne Kλ = (1 − λ)K0 + λK1
and A(t, λ) =
∫
Ht∩Kλ ω for any λ ∈ (0, 1). The classical Brunn-Minkowski then
ensures that ∀t0, t1 ≥ 0
A((1− λ)t0 + λt1, λ) 1n−1 ≥ (1− λ)A(t0, 0) 1n−1 + λA(t1, 1) 1n−1 .
Therefore, by the p-mean inequality, one has
A((1− λ)t0 + λt1, λ) ≥ A(t0, 0)1−λ ·A(t1, 1)λ .
Another simple use of the p-mean inequality then gives that ∀t0, t1 ≥ 0 and ∀p ≥ 0
((1− λ)t0 + λt1)pA((1− λ)t0 + λt1, λ) ≥ (tp0A(t0, 0))1−λ · (tp1A(t1, 1))λ .
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6 GAUTIER BERCK
Let
B(t, λ) =
{
tpA(t, λ) if t ≥ 0
0 if t < 0
The previous inequality ensures that for any λ ∈ (0, 1) the functions h = B(., λ),
f = B(., 0) and g = B(·, 1) satisfy the hypothesis of the Pre´kopa-Leindler inequality.
Therefore
Mp(Kλ) ≥Mp(K0)1−λMp(K1)λ ≥ min{Mp(K0),Mp(K1)} .
Note ﬁnally that the pth-moment is positively homogeneous of degree n + p,
therefore the result follows applying the last inequality to
K¯0 =
K0
Mp(K0) 1n+p
, K¯1 =
K1
Mp(K1) 1n+p
and λ =
Mp(K1) 1n+p
Mp(K0) 1n+p +Mp(K1) 1n+p
.
If dimK0, dimK1 < n, then Mp(K0) = Mp(K1) = 0 and the inequality holds.
If, say, dim(K0) < n and dim(K1) = n, then Mp(K0) = 0 and for any ﬁxed
x ∈ K0,
K0 + K1 ⊇ x + K1 .
Therefore, since for all y ∈ K1 one has η · (x + y) ≥ η · y,
Mp(K0 + K1) 1n+p ≥Mp(x + K1) 1n+p ≥Mp(K1) 1n+p .

Since the pth-moment of any n-dimensional convex body is positively homoge-
neous of degree n + p, it directly follows that for any λ ∈ [0, 1],
Mp((1− λ)K0 + λK1) 1n+p ≥ (1− λ)Mp(K0) 1n+p + λMp(K1) 1n+p .
Hence the following corollary is a simple consequence of the obvious geometric fact
that if K0 and K1 are parallel hyperplanes sections at ’height’ 0 and 1 of an n-
dimensional convex body K, then (1 − λ)K0 + λK1 is contained in the section of
K at height λ.
Corollary 3.4. Let K be a convex body in V , η ∈ V ∗ a linear form which is
non-negative on K and Ht a family of parallel hyperplanes deﬁned by the equations
ξ · x = t for some ﬁxed linear form ξ. Then, calling Mp(t) the pth-moment of the
section Kt := K ∩ Ht, the function Mp(t) 1n−1+p is concave on the set of t’s for
which Kt = ∅.
To study the convexity of intersection bodies in the next section as well as to
extend Brunn’s theorem to moments of centered convex bodies, we will have to
consider bodies that contain the origin in their interiors. Obviously the hypothesis
that the linear form η is non-negative on these bodies does not hold. To by-pass
this problem, we use the positive and the symmetric pth-moments:
M+p (K) :=
∫
x∈K+η
(η · x)p Ω and Msp(K) :=
∫
x∈K
|η · x|p Ω .
Then Brunn’s theorem extends as follows:
Theorem 3.5 (Brunn’s theorem for moments). Let K be a centered convex body in
V , p ≥ 0 and Ht a family of parallel hyperplanes deﬁned by the equations ξ · x = t.
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CONVEXITY OF Lp-INTERSECTION BODIES 7
Then any linear form η0 on the hyperplane H0 may be extended to a linear form η
on V such that the symmetric pth-moment
Msp(K ∩Ht)
is maximal at t = 0.
To prove the theorem, we will need the following lemma:
Lemma 3.6. Let K be a convex body in V with smooth boundary and containing
the origin in its interior, and let Ht ≡ ξ · x = t. Then any linear form η0 on H0
may be extended to a linear form η on V such that
d
dt
M+p (K ∩Ht)|t=0 = 0 .
The proof of this lemma uses distributions, so we leave it for the end of the next
section.
Proof of Theorem 3.5. We assume the boundary of K to be smooth, the general
result will follow by approximation. Using Corollary 3.4 where η is the extension
of η0 given by the previous lemma, we obtain that M+p (t)
1
n−1+p is concave and
maximal at t = 0. Hence M+p (t) is also maximal at t = 0 (while in general not
concave).
The symmetry of K then implies that for the same extension η, the function
M−p (t) :=
∫
x∈K∩Ht,η·x≤0
(−η · x)p ω
is also maximal at t = 0. Hence the result follows from the equality
Msp(t) = M+p (t) +M−p (t) .

4. Intersection bodies
We start this section recalling some basic notions and facts about distributions,
and use them later to prove our convexity results. There is no real diﬀerence
between distribution theory on Rn or on an oriented vector space V equipped with
a constant volume form Ω (see also [15, pp.142-146] or [10, Chapter VI] for a more
general setting). Brieﬂy, the spaces of test functions will be C∞0 (R) and C∞0 (V ):
the spaces of smooth compactly supported functions. These are topologized in
the usual way: a sequence of test functions (ϕj) converges to 0 if their supports
are all contained in a ﬁxed compact set and if the ϕj ’s as well as all their partial
derivatives uniformly converge to 0. The integration of functions on R will be with
respect to the standard Lebesgue measure denoted here by ds, while the integration
of functions on the oriented vector space V will be with respect to the constant
volume form Ω. The spaces of distributions, i.e. continuous linear functionals on
the space of test functions, will be denoted by D′(R) and D′(V ).
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8 GAUTIER BERCK
4.1. Distributions. The main two distributions on R we will use are δ and sp+,
the last one being deﬁned for p > −1 as
(sp+, ϕ) :=
∫ ∞
0
spϕ(s) ds, ∀ϕ ∈ C∞0 (R) .
It is a well known fact that this distribution may be extended by analytical contin-
uation to all p ∈ C\ (−1 · N∗). We refer to [9, pp. 46-52] for this construction and
useful formulas, in particular for −k − 1 < p < −k, k ∈ N∗,
(1) (sp+, ϕ) =
∫ ∞
0
sp
(
ϕ(s)− ϕ(0)− sϕ′(0)− · · · − s
k−1
(k − 1)!ϕ
(k−1)(0)
)
ds .
Also,
(2) (sp+)
′
:=
d
ds
sp+ = ps
p−1
+
and
lim
p→1
(sp+)
′′
= δ , lim
p→0
(sp+)
′′
= −δ′ .
The pull-back of distributions by submersions is well deﬁned (see e.g. [10, Chap-
ter 6, §1]). We brieﬂy recall the construction, specializing it for our needs. Every
non-zero linear form ξ ∈ V ∗ is by deﬁnition a surjective linear map from V to
R. We will use it to pull-back the distributions on R. However, to make formulas
involving such pull-backs more readable, it seems adequate to us to introduce the
notation πξ : V → R for the linear surjection x → ξ · x.
For every non-zero linear form ξ, there exists an (n− 1)-form ωξ well deﬁned on
the hyperplanes ξ ·x = cst and such that Ω = ξ ∧ωξ. As one easily sees, the Radon
transform of a test function ϕ ∈ C∞0 (V )
Rξϕ(s) :=
∫
π−1ξ (s)
ϕ ωξ
is a test function on R. We use it to deﬁne the pull-back of distributions:
Deﬁnition 4.1. Given a non-zero linear form ξ ∈ V ∗, the pull-back π∗ξf of a
distribution f ∈ D′(R) is deﬁned by
(π∗ξf, ϕ) := (f,Rξϕ) .
In Proposition 4.2 below which is probably folklore, we compute the directional
derivatives of a pull-back with respect to the parameter ξ. To make this operation
more precise, let’s assume ﬁrst that ft, t ∈ R, is a one-parameter family of distribu-
tions. If it exists, we will call (ﬁrst) derivative of the family ft the only distribution
g which satisﬁes
d
dt
(ft, ϕ)|t=0 = (g, ϕ), ∀ϕ ∈ C∞0 .
Note that one may deﬁne higher order derivatives in a similar way.
 Example Let δt be the delta distribution on R supported at t. Then,
(3)
(
d
dt
δt
)
|t=0
= −δ′ ,
since
(δt, ϕ) = (δ, ϕ(·+ t)) .

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Proposition 4.2. Let ξ and η be linear forms with ξ = 0 and f a distribution on
R. Then for any positive integer q,
dq
dtq
(
π∗ξ+tηf
)
|t=0 = η
q · π∗ξf (q) ,
where f (q) stands for the usual qth-derivative of the ﬁxed distribution f .
Proof. Let x0 ∈ V be such that ξ · x0 = 1 and η · x0 = 0. Denote by ω the
(n− 1)-form Ω(x0 ∧ ·). Then
Ω = (ξ + tη) ∧ ω .
Indeed, one obviously has Ω = ξ ∧ ω and η ∧ ω = 0 since η · x0 = ω(x0 ∧ ·) = 0.
Therefore,
Rξ+tηϕ(s) =
∫
π−1ξ+tη(s)
ϕ ω .
Consider the aﬃne map
At : V −→ V
x → x + t(η · x)x0
It maps the hyperplane π−1ξ+tη(s) on the hyperplane π
−1
ξ (s). Moreover, At maps the
(n− 1)-form ω onto itself. Then,∫
π−1ξ+tη(s)
ϕ(x) ω =
∫
π−1ξ (s)
ϕ(x− t(η · x)x0) ω .
Deriving q times this expression with respect to t, one gets
dq
dtq
Rξ+tηϕ(s)|t=0 = (−1)q
∫
π−1ξ (s)
(η · x)q d
q
dtq
ϕ(x + tx0)|t=0 ω .
Since η · x0 = 0 and ξ · x0 = 1, this last expression is also equal to
(−1)q d
q
dsq
Rξ(ηq ϕ)(s) .
Finally,
dq
dtq
(π∗ξ+tηf, ϕ)|t=0 =
(
f, (−1)q d
q
dsq
Rξ(ηq ϕ)
)
which is also
(ηqπ∗ξf
(q), ϕ) .

We now deﬁne the product of two pull-backs. Two linearly independent linear
forms ξ and η on V deﬁne a linear surjection:
πξ×η : V −→ R2
x → (ξ · x, η · x)
Hence one may deﬁne the Radon transform Rξ×η as an integral on codimension-2
planes parallel to ker ξ ∩ ker η in a similar way as we did for hyperplanes, and also
deﬁne the pull-back π∗ξ×ηh ∈ D′(V ) of any distribution h on R2.
In [9, pp. 98-100], the direct product of two distributions f and g on R is deﬁned
as follows:
∀ϕ ∈ C∞0 (R2), (f × g, ϕ) := (f(x), (g(y), ϕ(x, y))) .
This leads to the following deﬁnition:
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Deﬁnition 4.3. Let ξ and η be two linearly independent linear forms on V and f, g
two distributions on R. Then the product of the pull-backs of the two distributions
is deﬁned by
π∗ξf · π∗ηg := π∗ξ×ηf × g .
Note that since the direct product is commutative, the same holds for the product
of pull-backs.
Finally, recall that a distribution on an n-dimensional space is called homoge-
neous of degree p if
∀α > 0,
(
f, ϕ
( ·
α
))
= αp+n(f, ϕ) .
On R, δ is homogeneous of degree −1 and sp+ of degree p (see [9, pp. 79-82]).
The following proposition will be used to express the Minkowski functionals of the
Lp-intersection bodies in terms of distributions.
Proposition 4.4. If f is a distribution homogeneous of degree p, so is its pull-back
π∗ξf . Moreover, the map ξ → π∗ξf is homogeneous of degree p.
Proof. Note ﬁrst that applying the change of variables y = α−1 · x in the integral
deﬁning the Radon transform, one obtains
Rξ
(
ϕ
( ·
α
))
(s) = αn−1 · (Rξϕ)
( s
α
)
.
Hence (
π∗ξf, ϕ
( ·
α
))
= αn−1 ·
(
f, (Rξϕ)
( ·
α
))
.
By the homogeneity of f , this is also equal to
αn−1 · αp+1 · (f,Rξϕ) = αn+p · (π∗ξf, ϕ)
what proves the ﬁrst aﬃrmation.
Since Ω = αξ ∧ ωαξ = ξ ∧ ωξ, one has ωαξ = α−1ωξ (actually the equality
holds whenever both sides are restricted to any hyperplane parallel to ker ξ). Also,
π−1αξ (s) = π
−1
ξ (α
−1s). Therefore,
(Rαξϕ)(s) = α−1 · (Rξϕ)(α−1s) .
Then
(π∗αξf, ϕ) = α
−1 ·
(
f,Rξϕ
( ·
α
))
which by homogeneity of f is also equal to
α−1 · αp+1 · (f,Rξϕ) = αp · (π∗ξf, ϕ) .

We give an example to illustrate this proposition:
 Example On R the distribution δ is homogeneous of degree −1. Also, with its
derivative it satisﬁes the following equality: s · δ′ = −δ. Considering the pull-back
on both sides, the following equation holds:
(4) ξ · π∗ξδ
′
= −π∗ξδ .
Therefore, with Proposition 4.2, one has
d
dt
(
π∗(1+t)ξδ
)
|t=0
= −π∗ξδ
what also shows that the map ξ → π∗ξδ is homogeneous of degree −1. 
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4.2. Convexity of intersection bodies. To measure the area of central sections
of a convex body as well as its moments, will apply the pull-backs of δ and sp+ to
the characteristic function of the body 1K . This is not a test function, but a limit
of test functions. Hence this has to be understood as a limit process.
Also to apply the derivatives of these distributions to the characteristic function,
we need to assume that ∂K is smooth. So the general statement on convexity
will follow by approximating general convex bodies by convex bodies with smooth
boundaries. Note also that it is important that the origin lies inside the interior
of the bodies. Indeed, (π∗ξδ
′
, 1K) would not be deﬁned if ker ξ was a supporting
hyperplane.
The following example gives explicit formulas for computing moments and their
derivatives using distributions.
 Example With the notations of the ﬁrst section, if K is a convex body with
smooth boundary, the following formulas hold:
M+p (K) = (π∗ηsp+, 1K) ,
d
dt
(M+p (t))|t=0 = (−π∗ξδ′ · π∗ηsp+, 1K) .

We may now give the alternative deﬁnitions of intersection bodies and Lp-
intersection bodies.
Deﬁnition 4.5. Let K be a star body in V . The intersection body IK of K is the
star body in V ∗ whose Minkowski functional is deﬁned by
(5) ‖ξ‖IK := (π∗ξδ, 1K)−1 .
Note that this deﬁnition makes sense since both sides of (5) are homogeneous of
degree 1 (see Proposition 4.4).
Deﬁnition 4.6. Let K be a star body in V . For −1 < p = 0, the Lp-intersection
body IpK of K is the star body in V ∗ whose Minkowski functional is
‖ξ‖IpK := (π∗ξsp+, 1K)
1
p .
As for the classical intersection body, this deﬁnition of the Lp-intersection bodies
makes sense since π∗ξs
p
+ is homogeneous of degree p in ξ (see Proposition 4.4).
It was ﬁrst proved in [7, Proposition 3.1] that up to normalization IpK goes
to IK as p goes to −1 (see also [11, Theorem 1]). The deﬁnition given here in
terms of distributions makes it easy to recover this result since (p + 1)−1sp+ and
(Γ(p + 1))−1 · sp+ go to δ as p goes to −1 (see [9, p. 56]).
We ﬁrst focus on the classical intersection body. Assume the star body K to be
centered with smooth Minkowski functional, then the same holds for its intersection
body and the tangent space to the intersection body has the following geometric
description:
Theorem 4.7. If K is centered with smooth Minkowski functional, the tangent
space Tξ∂IK consists of all linear forms η that vanish on the tangent line to the
curve of centers of mass of sections of K by hyperplanes parallel to ker ξ.
Proof. Let c(t) be the center of mass of the section of K by the hyperplane ξ ·x = t
and call δt the δ distribution with support at t ∈ R. Then, by deﬁnition of the
center of mass, for every non-zero linear form η = λ · ξ one has
η · c(t) = (π
∗
ξδt, 1K · η)
(π∗ξδt, 1K)
.
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Deriving this equation with respect to t at t = 0, one obtains
η · c˙(0) = (−π
∗
ξδ
′
, 1K · η)
(π∗ξδ, 1K)
since K is symmetric. Hence, by Proposition 4.2
d
dt
(‖ξ + tη‖−1
IK )|t=0 = −(π∗ξδ, 1K) η · c˙(0) .

Theorem 4.8 (Busemann). The intersection body of a centered convex body is
convex.
Proof. We will assume that ∂K is smooth, the general result will follow by ap-
proximation. According to Lemma 2.1, we have to prove that for ν ∈ Tξ∂IK one
has
(6)
d2
dt2
(‖ξ + tν‖IK)|t=0 ≥ 0 .
Since ‖ · ‖IK is homogeneous of degree one,
ξt · (D2ξ‖ · ‖IK) · η = 0 ∀η ∈ V ∗ .
Hence, for a ﬁxed λ ∈ R and for η := ν + λξ,
(7)
d2
dt2
(‖ξ + tη‖−1
IK
)
|t=0 = 2λ
2 − d
2
dt2
(‖ξ + tν‖IK)|t=0 .
By Proposition 4.2, one also has
d2
dt2
(‖ξ + tη‖−1
IK
)
|t=0 = (π
∗
ξδ
′′
, 1K · η2)
which is nothing else than the second order derivative of the second symmetric
moments for η of sections of K by hyperplanes parallel to ξ = 0.
Note that the set {ν+λξ|λ ∈ R} is precisely the set of linear forms whose restric-
tions to ker ξ coincide with the restriction of ν. It then follows from Theorem 3.5
that there exists such a λ for which (7) is negative. Hence (6) holds. 
Theorem 4.9. The Lp-intersection bodies of a centered convex body are convex
bodies.
Proof. The proof mimics the one of Theorem 4.8, replacing the distribution δ by
sp+. We will assume that ∂K is smooth and prove that for ν ∈ Tξ∂IpK
(8)
d2
dt2
(‖ξ + tν‖IpK)|t=0 ≥ 0 .
By homogeneity of ‖ · ‖IpK , we have for η = ν + λξ
(9)
d2
dt2
(
‖ξ + tη‖p
IpK
)
|t=0
= p(p− 1)λ2 + p d
2
dt2
(‖ξ + tν‖IpK)|t=0 ,
which by Proposition 4.2 is also equal to
(π∗ξ (s
p
+)
′′
, 1K · η2) .
Assume ﬁrst that p > 1. Then, using equations (1) and (2),
(π∗ξ (s
p
+)
′′
, 1K · η2) = p(p− 1)
∫
x∈K+η
(η · x)p−2 Ω
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which is positive for all λ, hence (8) holds.
The derivative involved in (9) is continuous with respect to p. Therefore for
p = 1, one obtains
((sp+)
′′
,Rξ(1K · η2))|p=1 = (δ,Rξ(1K · η2)) .
Hence (9) is positive, so (8) holds.
If 0 < p < 1, then
((sp+)
′′
, ϕ) = p(p− 1)
∫ ∞
0
sp−2(ϕ(s)− ϕ(0))ds .
For ϕ = Rξ(1K · η2), Theorem 3.5 implies that we can choose η such that 0 ≤
ϕ(s) ≤ ϕ(0). Hence (9) is positive, so (8) holds.
Finally, if −1 < p < 0, then
((sp+)
′′
, ϕ) = p(p− 1)
∫ ∞
0
sp−2(ϕ(s)− ϕ(0)− sϕ′(0))ds .
For ϕ = Rξ(1K ·η2), the symmetry of K implies that ϕ′(0) = 0 for all η. Moreover,
Theorem 3.5 implies that we can choose η such that 0 ≤ ϕ(s) ≤ ϕ(0). Hence (9) is
negative, so (8) holds. 
It remains to prove one lemma.
Proof of Lemma 3.6. Assume η ∈ V ∗ is any ﬁxed extension of η0. Note that any
other extension of η0 is given by η + λξ for some λ ∈ R. Then for p ≥ 0,
d
dt
M+p |t=0 = −(π∗ξδ
′ · π∗ηsp+, 1K) .
Moreover
(10)
d
dλ
(π∗ξδ
′ · π∗η+λξsp+, 1K) = p(π∗ξδ
′ · ξ · π∗η+λξsp−1+ , 1K) .
Since ξ · π∗ξδ
′
= −π∗ξδ (see (4)), relation (10) is also equal to
−p(π∗ξδ · π∗η+λξsp−1+ , 1K) .
This last expression does not depend on λ but only on η0 and is not zero. The map
λ → (π∗ξδ
′ · π∗η+λξsp+, 1K) is then aﬃne and not constant, therefore it vanishes for
some λ ∈ R. 
References
[1] J. C. A´lvarez Paiva and A. C. Thompson. Volumes on normed and Finsler spaces. In A
sampler of Riemann-Finsler geometry, volume 50 of Math. Sci. Res. Inst. Publ., pages 1–48.
Cambridge Univ. Press, Cambridge, 2004.
[2] H. Busemann. Intrinsic area. Ann. of Math. (2), 48:234–267, 1947.
[3] H. Busemann. A theorem on convex bodies of the Brunn-Minkowski type. Proc. Natl. Acad.
Sci. USA, 35:27–31, 1949.
[4] S. Campi and P. Gronchi. The Lp-Busemann-Petty centroid inequality. Adv. Math.,
167(1):128–141, 2002.
[5] R.J. Gardner. A positive answer to the Busemann-Petty problem in three dimensions. Ann.
of Math. (2), 140:435–447, 1994.
[6] R.J. Gardner. The Brunn-Minkowski inequality. Bull. Am. Math. Soc., New Ser., 39(3):355–
405, 2002.
[7] R.J. Gardner and A.A. Giannopoulos. p-cross-section bodies. Indiana Univ. Math. J.,
48(2):593–613, 1999.
ht
tp
://
do
c.
re
ro
.c
h
14 GAUTIER BERCK
[8] R.J. Gardner, A. Koldobsky and T. Schlumprecht. An analytic solution to the Busemann-
Petty problem on sections of convex bodies. Ann. of Math. (2), 149:691–703, 1999.
[9] I.M. Guelfand and G.E. Chilov. Les distributions. Translated by G. Rideau Paris: Dunod
1962. VII, 376 p., 1962.
[10] V. Guillemin and S. Sternberg. Geometric asymptotics. Mathematical Surveys. 14. Provi-
dence, R.I.: American Mathematical Society (AMS). XVIII, 474 p., 1977.
[11] C. Haberl. Lp intersection bodies. Adv. Math., 217(6):2599–2624, 2008.
[12] C. Haberl and M. Ludwig. A characterization of Lp intersection bodies. International Math-
ematics Research Notices, Art ID 10548, 2006.
[13] C. Haberl and F. Schuster. General Lp aﬃne isoperimetric inequalities. J. Diﬀerential Geom.,
in press.
[14] H. Hadwiger. Vorlesungen u¨ber Inhalt, Oberﬂa¨che und Isoperimetrie. Die Grundlehren der
Mathematischen Wissenschaften. 93. Berlin- Go¨ttingen-Heidelberg: Springer-Verlag XIII, 312
p., 1957.
[15] L. Ho¨rmander. The Analysis of Linear Partial Diﬀerential Operators I. Distribution theory
and Fourier analysis. 2nd ed. Grundlehren der Mathematischen Wissenschaften, 256. Berlin
etc.: Springer-Verlag. xi, 440 p., 1990.
[16] A. Koldobsky. Fourier analysis in convex geometry. Mathematical Surveys and Monographs
116. Providence, RI: American Mathematical Society (AMS). vi, 170 p., 2005.
[17] M. Ludwig. Intersection bodies and valuations. Am. J. Math., 128(6):1409–1428, 2006.
[18] E. Lutwak. Intersection bodies and dual mixed volumes. Adv. Math., 71(2):232–261, 1988.
[19] E. Lutwak, D. Yang and G. Zhang. Lp aﬃne isoperimetric inequalities. J. Diﬀererential
Geom., 56(1):111–132, 2000.
[20] E. Lutwak and G. Zhang. Blaschke-Santalo´ inequalities. J. Diﬀer.erential Geom., 45:1–16,
1997.
[21] V. Yaskin and M. Yaskina. Centroid bodies and comparison of volumes. Indiana Univ. Math.
J., 55(3):1175–1194, 2006.
[22] G. Zhang. A positive solution to the Busemann-Petty problem in R4. Ann. of Math. (2),
149:535–543, 1994.
De´partement de Mathe´matiques, Universite´ de Fribourg, 23 chemin du muse´e, CH-1700
Fribourg, Switzerland
E-mail address: gautier.berck@unifr.ch
ht
tp
://
do
c.
re
ro
.c
h
