Abstract. Given a real n × n matrix A, we make some conjectures and prove partial results about the range of the function that maps the n-tuple x into the entrywise kth power of the n-tuple Ax. This is of interest in the study of the Jacobian Conjecture.
, where k ∈ N and A is any square matrix. More precisely, we focus on the "span" of these maps, by which we mean the smallest linear subspace that contains the range of the maps.
We say that two real n × n matrices A, B are cubic-similar if there exists an invertible n × n matrix T such that
It is easy to see that cubic similarity is an equivalence relation. Some effort has been made to classify all Drużkowski matrices in low dimension with respect to cubic similarity (cf. [4, 5] ). To this end some invariants of cubic similarity have been used (cf. e.g. [6] ). The dimension of the span of the map x → (Ax) * 3 , dim span(x → (Ax) * 3 ),
is an integer that is easily seen to be such an invariant, but it seems that it has not been used so far.
Our investigation of this "span invariant" has led us to the following conjecture. Since range A = range AA T for all real matrices, by well known elementary facts in linear algebra Conjecture 1 is equivalent to the following one.
We can also write the formula as
because for a linear map the span and the range coincide. Then a way to state our conjecture is that when B is symmetric and positive semidefinite, (Bx) * k and B * k x are the same as far as the span is concerned. These conjectures were checked on thousands of random integer matrices with n between 3 and 6 and k between 2 and 5. No counterexample was found. We will show that the conjectures are true for n = 2 and n = 3 and arbitrary k. Our main tool will be the properties of the Kronecker (a.k.a. tensor) product of matrices (see [3] , Section 4.2). We are grateful to Prof. Friedland for his tip in the right direction. is positive definite. This shows that the inequality rank B * k ≥ rank B can be strict. has negative determinant.
A bound on the dimension of the span
Definition. Given x, y ∈ R n (instead of R any other field is fine) let us define the binary operation
This "multiplication" is of course commutative, associative, and also distributive with respect to the ordinary sum: x * (y + z) = x * y + x * z for all x, y, z ∈ R n . We can also define the power with integer exponent by induction as 
. We claim that the image under ϕ k of an r-dimensional linear subspace of R n is contained in a linear subspace of dimension at most k−1+r r . If this is proved, then we only need to apply it with the range of A as the linear subspace.
Let x (1) , . . . , x (r) be a base of the subspace and λ 1 , . . . , λ r be scalars. Let us expand the value of ϕ k on the linear combination of the vectors through Leibniz's formula: 
Lemma 4. If B is symmetric and positive semidefinite with rank r, then there exists an invertible principal minor of dimension r.
Proof. Let B be n × n, and C be a matrix whose n − r columns form a basis of the kernel of B. Up to a reshuffling of the coordinates, we can assume that the last n − r rows of C form an invertible submatrix. The quadratic form ϕ(x) := x · Bx vanishes only on the range of C. Hence its restriction to the subspace of the first n−r coordinates is positive definite. 
It is known ( Equality holds whenever either B is invertible or when rank B = 1.
Proof. Consider an invertible principal minor of B of dimension rank B. In particular the minor is symmetric and positive definite. By taking the kth powers of its entries we get a symmetric positive definite minor of B * k . Hence the rank of B * k is not less than the rank of B.
Summing up, for the dimension of the span the following inequalities hold for any n × n real matrix A:
Dimensions 2 and 3
Proposition 7. If a real 2 × 2 matrix B is symmetric and positive semidefinite then for all k ∈ N,
Proof. If B has rank 2 then B * k is invertible. If B has rank 1 it is obvious that both the span and the range of B * k have dimension 1. Proof. Upon rearranging the coordinates we can assume that
When λµ = 0, B * 2 is invertible, and our claim is proved for k = 2. Suppose that it is true for a given k ≥ 2. Then B * (k+1) is the principal submatrix with indices 1, 4, 6 of the Kronecker product B * k ⊗ B, which is symmetric and positive semidefinite. The kernel of B * k ⊗ B is given by the set of the Kronecker products ( is invertible. Finally, from the general inclusions
and since B * k is invertible, we deduce that the inclusions are actually equalities.
) is symmetric and positive semidefinite then for all k ≥ 2 we have
Proof. The only case left is when rank B = 2 and one column is a multiple of another. Upon rearranging the coordinates we can assume that 
where 0 ≤ r ≤ k. We want to prove that all these monomials are actually linear combinations of the two vectors b * k (1) and b * k (2) . Combining the two equalities we get αb * k
, which is what we needed.
