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1. Introduction
Let K be a number field, OK the ring of integers of K and K¯ an algebraic closure for K . Let F(X, Y )
be an absolutely irreducible polynomial of K [X, Y ] with deg F = N ≥ 2. We denote by C the affine
algebraic curve associated to the equation F(X, Y ) = 0 and we set
C(OK ) = {(x, y) ∈ O2K/ F(x, y) = 0}.
If L is a subfield of K¯ with L ⊇ K , then we denote by L(C) the function field of C over L. Furthermore,
we denote byΣ∞ the set of discrete valuation rings V of K¯(C) lying above the points of C at infinity.
Suppose that C has genus zero. When |Σ∞| ≥ 3, the set C(OK ) is finite (Maillet, 1918, 1919, Lang,
1978, Theorem 6.1, page 146, Lang, 1983, Chapter 8, Section 5). When |Σ∞| ≤ 2, the set C(OK )may
have infinitely many elements. In Alvanos et al. (2009), a necessary and sufficient condition for C(OK )
to be infinite has been given.
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For K = Q, algorithms have been presented in Poulakis and Voskos (2000, 2002) for the
computation of elements of C(Z) in cases where |Σ∞| ≥ 3 and |Σ∞| ≤ 2, respectively. In this paper,
we study the general case where the rational curve C is defined over an arbitrary number field K
and we give algorithms for the computation of elements of C(OK ). All the steps of our algorithms
can be achieved by using efficient algorithms implemented in the computational algebraic systems
KASH (http://www.math.tu-berlin.de/˜kant/), MAGMA (http://magma.maths.usyd.edu.au/magma/)
and MAPLE. Note that our results can be adapted in the case of S-integers. Since there is no
implementation for all necessary S-integer computations in a computational system, as for instance
for the resolution of S-unit equations, we have preferred to restrict ourselves to the case of algebraic
integers.
The algorithm developed in Poulakis and Voskos (2000) for the case |Σ∞| ≥ 3 relies on the
construction of a parametrization of C over Q and an efficient method for solving Thue equations
over Q. A method for solving Thue equations over a number field is given in Gaál and Pohst (2002)
but it is not implemented in a computational system. Thus, the algorithm given in this paper for the
case |Σ∞| ≥ 3 is based on the construction of two functions f1, f2 on C defined over a finite extension
M of K with their zeros and poles at infinity using the efficient algorithm of Hess (2002). Further, the
functions f1, f2 satisfy an equality c1f1 + c2f2 = 1, where c1, c2 ∈ M . This reduces our problem to the
resolution of a finite number of unit equations over M , a task which can be achieved by the efficient
algorithm of Wildanger (2000).
The algorithm presented in Poulakis and Voskos (2002) for the case |Σ∞| = 2 is based on the
construction of an appropriate parametrization of C over Q and on some divisibility relations or on
the solution of a finite number of generalized Pell equations according to whether the elements of
Σ∞ are defined or not overQ. In this paper we deal first with the case where the elements ofΣ∞ are
defined over K generalizing the method of Poulakis and Voskos (2002). Our algorithm is based on the
construction of an appropriate parametrization of C over K , on the computation of a maximal set of
pairwise non associate elements of OK of given norm, on the computation of a basis of the unit group
of K and on some computations in the group of units of a quotient ring of OK . In the case where the
elements ofΣ∞ are not defined over K our approach is completely different from that of Poulakis and
Voskos (2002). We reduce the problem to the same problem over a quadratic extension L of K such
that the elements ofΣ∞ are defined over L and we work as in the previous case.
Finally, the algorithm given in Poulakis and Voskos (2002) for the case |Σ∞| = 1 is based on
the construction of an appropriate parametrization of C over Q and the solution of some polynomial
congruences. In this paper we generalize this approach.
The paper is organized as follows. In Sections 2 and 3, we recall some facts about the valuations
and the divisors of the function fields of algebraic curves and we give some auxiliary lemmata and
algorithms. In Section 4we consider the case of rational curveswith at least three valuations at infinity
and we give an algorithm for computing their integral points. The cases of rational curves with two
and one valuations are studied in Sections 5 and 6, respectively.
2. Valuations at infinity
Let L be a subfield of K¯ . We recall that the discrete valuation rings of the rational field L(T ) are of
the form
VL,∞ =

f (T )
g(T )
: f (T ), g(T ) ∈ L[T ], g(T ) ≠ 0, deg f ≤ deg g

,
and for every irreducible polynomial p(T ) ∈ L[T ], the ring
VL,p(T ) =

f (T )
g(T )
: f (T ), g(T ) ∈ L[T ], gcd(f , g) = 1, p(T ) ̸ |g(T )

.
When L = K¯ , we simply set V∞ = VK¯ ,∞ and Va = VK¯ ,T−a. Let VP be the local ring of P1 at a point
P ∈ P1. If P = (a : 1), then VP = Va and if P = (1 : 0), then VP = V∞, respectively.
56 P. Alvanos, D. Poulakis / Journal of Symbolic Computation 46 (2011) 54–69
Suppose now that K ⊆ L. Then we denote by ΣL the set of all discrete valuation rings of L(C) and
by ΣL,∞ the set of rings V ∈ ΣL such that V ∩ L(T ) = VL,∞. If L = K¯ , then we put Σ = ΣK¯ and
Σ∞ = ΣK¯ ,∞.
Let Fh(X, Y , Z) be the homogenization of F(X, Y ). We denote by C˜ the projective curve defined by
the equation Fh(X, Y , Z) = 0 and by C˜(L) the set of points of C˜ defined over L. Recall that the points
(a : b : 0) of the projective plane over K¯ with Fh(a, b, 0) = 0 are called points of C at infinity. We
denote by C∞ the set of these points.
If A and B are local rings with B ⊃ A and the maximal ideal of B contains the maximal ideal of A,
then we say that B dominates A. If V dominates the local ring OP of a point P ∈ C˜(K¯), then we say that
V is above P .
Suppose that F(X, Y ) is a constant times monic in Y . Then the homogeneous part of degree N
of F(X, Y ) has the form c
∏l
i=1(Y − aiX)mi , where a1, . . . , al are distinct elements of K¯ , c ∈ K and
m1 + · · · + ml = N . It follows that C∞ = {(1 : a1 : 0), . . . , (1 : al : 0)}. The function defined by
1/X on C has a zero at (1 : ai : 0) and so, it belongs to the maximal ideal of every discrete valuation
ring above (1 : ai : 0) (i = 1, . . . , l). Hence the discrete valuation rings above the points of C∞ are
elements ofΣ∞. Suppose now that V ∈ Σ∞. Then V is above the local ring of a unique point P of C . If
P = (a, b), then X − a ∈ V∞ which is a contradiction. Hence P is a point at infinity. Therefore, in the
case where F(X, Y ) is a constant times monic in Y , we have V ∈ Σ∞ if and only if V is above a point
of C∞. Otherwise, these two sets do not always coincide. For example, consider the curve C defined
by the equation XY = 1. We have K¯(C) = K¯(X) and so, V∞ is the only element of Σ∞. On the other
hand, C∞ = {(1 : 0 : 0), (0 : 1 : 0)} and hence there are two discrete valuation rings above C∞.
If F(X, Y ) is not a constant times monic in Y , then an affine change of cordinates X = X ′ + aY ′,
Y = Y ′ for suitable a ∈ OK gives us the desired form. Furthermore, if we know the integral solutions
of the equation F(X ′ + aY ′, Y ′) = 0, then we obtain very easily the integral solutions of F(X, Y ) = 0.
Thus, for the rest of the paper we suppose that F(X, Y ) is a constant times monic in Y . Thus, a point P
of C∞ has the form P = (1 : a : 0) and Σ∞ coincides with the set of discrete valuation rings above
the elements of C∞.
Let V be a discrete valuation ring of K(C) andM its maximal ideal. The field L = V/M is a finite
extension of K which is called the residue class field of V .
For every number field L we put GL = Gal(K¯/L). Let h be a polynomial with coefficients in K¯ .
Then GK acts on h by acting on its coefficients. Since every element of the coordinate ring K¯ [C] =
K¯ [X, Y ]/(F) is well defined up to a polynomial vanishing on C and GK takes the ideal (F) into itself,
we have an action of GK on K¯ [C] and K¯(C). We denote the action of σ ∈ GK on f ∈ K¯(C) by f → f σ .
We say that V ∈ Σ is defined over L, if for every σ ∈ GL we have V σ = V .
Now, we suppose that C is rational and there is a birational map φ : P1 → C˜ defined over K . Then
φ induces a field isomorphism φ˜ : K¯(C)→ K¯(T ) given by the correspondence f → f ◦ φ and defined
over K .
Lemma 1. Let V be a discrete valuation ring of K(C) with residue class field L. Put t = [L : K ]. Let
σ1, . . . , σt ∈ GK (i = 1, . . . , t) be such that their restrictions on L give all the embeddings of L into K¯ .
Then there is W ∈ Σ such that the discrete valuation rings W σi (i = 1, . . . , t) are all the elements of Σ
with W σi ∩ K(C) = V . Furthermore, W σi is defined over σi(L).
Proof. Suppose first that φ˜(V ) = VK ,∞. Then L = K and V∞ is the only discrete valuation ring of K¯(X)
with V∞ ∩ K(X) = VK ,∞. It follows that there is only one elementW ∈ Σ withW ∩ K(C) = V and is
defined over K .
Suppose now φ˜(V ) = VK ,p(X), where p(X) is an irreducible polynomial of K [X]. Let M be the
maximal ideal of V . We have
L = V/M ∼= φ˜(V )/φ˜(M) ∼= K [X]/(p(X)).
Then deg p = t . Let a1, . . . , at be the roots of p(X). The rings Vai (i = 1, . . . , t) are the only elements
of Σ with Vai ∩ K(X) = VK ,p(X) and Vai is defined over K(ai) (i = 1, . . . , t). Hence, Vi = φ˜−1(Vai)
(i = 1, . . . , t) are all the elements of Σ such that Vi ∩ K(C) = V . Moreover, Vi is defined over K(ai)
and we have Vi = V σi1 , where σi ∈ GK (i = 1, . . . , t) and σ1 is the identity. 
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Let P = (ρ : 1 : 0) be a point of C∞. We can determine the set of elements of Σ∞ above P as
follows. If P is simple, then the only element of Σ∞ above P is the local ring OP . Suppose that P is
singular and put K(P) = K(ρ). Using the computational system MAGMA, we can easily compute the
residue class fields L1, . . . , Ls of all the elements ofΣK(P),∞ above P . Next, we compute the elements
U1, . . . ,Us of ΣM,∞ above P , where M is the normal closure of the composition of L1, . . . , Ls over K .
By Lemma 1, for every i = 1, . . . , s there is only one U¯i ∈ Σ∞ with U¯i ∩M(C) = Ui and U¯i is defined
overM . Hence, U¯1, . . . , U¯s are all the elementsΣ∞ above P .
An alternative way to describe the elements ofΣ∞ is given in the following lemma.
Lemma 2. Suppose that the birational map φ : P1 → C˜ is defined by the correspondence
(S, T ) −→ (u(S, T ), v(S, T ), w(S, T )),
where u(S, T ), v(S, T ), w(S, T ) are homogeneous polynomials of OK [X, Y ], of the same degree and with
no common non-constant factor. Then we have the following:
(a) The map φ is a birational morphism of P1 onto C˜ and deg u(S, T ) = deg v(S, T ) = degw(S, T ) = N.
(b) If (x : y : 1) is a non-singular point of C˜(K), then there exist s, t ∈ OK such that x = u(s, t)/w(s, t)
and y = v(s, t)/w(s, t).
(c) Let Z be the set of (a : b) ∈ P1 withw(a, b) = 0. Then the map
α : Z −→ Σ∞, P −→ φ˜−1(VP)
is a bijection.
(d) If L is a finite extension of K and P = (x : 1), then x ∈ L if and only if φ˜−1(Vx) is defined over L.
Proof. The proof of (1)–(3) is essentially the same as the proofs of Lemmata 2.1 and 2.2 of Poulakis
and Voskos (2000). We shall prove (4). Suppose that a ∈ L. Then the ring Va is defined over L. Since the
map φ is defined over K , we deduce that the ring φ˜−1(Va) is also defined over L. Conversely, suppose
that φ˜−1(Va) is defined over L. Since φ˜ is rational over K , it follows that Va is defined over L. Then,
for every σ ∈ GL we have V σa = Va and so, there are fσ (X), gσ (X) ∈ K¯ [X] such that X − σ(a) =
fσ (X)(X − a)/gσ (X) and X − a ̸ |gσ (X). It follows that σ(a) = a, for every σ ∈ GL and hence a ∈ L. 
3. Divisors
The divisor group of C , denoted by Div(C), is the free abelian group generated by the elements of
Σ . Thus a divisor D ∈ Div(C) is a formal sum D = ∑V∈Σ nVV , where nV ∈ Z and nV = 0 for all
but finitely V ∈ Σ . The degree of D is defined by degD = ∑V∈Σ nV . Let f ∈ K¯(C) \ {0} and V ∈ Σ .
We denote by ordV (f ) the order of f at V . We say that V is a zero of f if ordV (f ) > 0 and a pole if
ordV (f ) < 0. Let D =∑V∈Σ nVV be a divisor. We associate to D the set of functions
L(D) = {f ∈ K¯(C) \ {0} : ordV (f ) ≥ −nV ,∀ V ∈ Σ} ∪ {0}.
If σ ∈ GK , then we put Dσ =∑V∈Σ nVV σ . Let L be a finite extension of K . We say that D is defined
over L, if for every σ ∈ GL we have Dσ = D.
Let V ,W ∈ Σ∞. Since C is rational, the Riemann–Roch theorem implies dim L(V −W ) = 1. Sup-
pose that the divisorV−W is defined over the finite extensionM ofK . By Schmidt (1991, TheoremB2),
there is a function f ∈ L(V−W )defined overM . So, the zeros andpoles of f are inΣ∞. Let x and ybe the
coordinate functions on C . Since deg f = 1, we haveM(C) = M(f ) and hence [M(x, f ) : M(x)] = N .
Thus, there are a0(x), . . . , aN(x) ∈ M[x] such that
a0(x)f N + a1(x)f N−1 + · · · + aN(x) = 0.
Suppose that a0(x) ∉ M . The zeros of a0(x) are not in Σ∞. It follows that f has a pole outside of Σ∞
which is a contradiction (recall that the set of discrete valuation rings above C∞ coincides withΣ∞).
Hence a0(x) ∈ M and so, f is an integral element over M[x]. Similarly, we see that 1/f is also an
integral element overM[x].
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Next, we describe an algorithm that for given f ∈ L(V − W ), computes α, β ∈ OM such that αf
and β/f are integral elements over OM [x].
The Algorithm DENOMINATORS
Input: a(X, Y ), b(X, Y ) ∈ M[X, Y ] such that a(X, Y )/b(X, Y ) defines a function f ∈ L(V −W ).
Output: α, β ∈ OM such that αf and β/f are integral elements over OM [x].
(1) Compute the resultant R(X, T ) of G(X, Y , T ) = b(X, Y )T − a(X, Y ) and F(X, Y )with respect to Y .
(2) Factorize R(X, T ) overM .
(3) Determine the irreducible factor R1(X, T ) of R(X, T )with R1(x, f ) = 0. We have
R1(x, T ) = A0(x)TN + A1(x)TN−1 + · · · + AN(x),
where A0(x), AN(x) ∈ M and Aj(x) ∈ M[x] (j = 1, . . . ,N − 1).
(4) Compute α, β ∈ OM such that αiAi(x)/A0(x) ∈ OM [x] (i = 1, . . . ,N) and βN−iAi(x)/AN(x) ∈
OM [x] (i = 0, . . . ,N − 1).
(5) Output α, β and stop.
Proof of correctness. The functions x, y and f satisfy F(x, y) = G(x, y, f ) = 0 and so R(x, f ) = 0. Thus
the irreducible polynomial of f overM(x) is R1(x, T ). Since f is integral overM[x], we have A0(x) ∈ M .
The coefficient of T i of the monic polynomial (αN/A0(X))R1(x, T/α) is αAi(x)/A0(x) ∈ OM [x] (i =
1, . . . ,N). The function αf is a root of this polynomial and so, αf is integral over OM [x]. Similarly, the
irreducible polynomial of 1/f overM(x) is TNR1(x, 1/T ) and so, we deduce, as previously, that β/f is
integral over OM [x].
4. Curves with |Σ∞| ≥ 3
In this section we assume |Σ∞| ≥ 3 and we describe an algorithm for the computation of all
elements of C(OK ). If L is a finite extension of K we denote by NL/K , as usually, the norm map from L
to K . In the case where K = Qwe denote this map by NL.
The Algorithm INTEGRAL-POINTS3
Input: C : F(X, Y ) = 0 and V1, V2, V3 ∈ Σ∞.
Output: The elements of C(OK ).
(1) Compute the singular points of C .
(2) Determine number fieldsMi with K ⊆ Mi ⊆ K¯ and ai(X, Y ) ∈ Mi[X, Y ], bi(X) ∈ Mi[X] (i = 1, 2)
with degY ai(X, Y ) < N such that ai(X, Y )/bi(X) defines a function fi ∈ L(V3 − Vi).
(3) Using the algorithm DENOMINATORS, compute αi, βi ∈ OMi such that αifi and βi/fi are integral
elements over OMi [x] (i = 1, 2).
(4) Determinemaximal setsAi (i = 1, 2)of pairwise non associate elements ofOMi withnormdividing
NMi(αiβi).
(5) LetM be the normal closure of the composition ofM1 andM2 over K . Determine c1, c2 ∈ M such
that c1f1 + c2f2 = 1.
(6) For every (k1, k2) ∈ A1 × A2, determine the set of solutions S(k1, k2) of the unit equation
(c1k1/α1)U1 + (c2k2/α2)U2 = 1.
(7) For every (k1, k2) ∈ A1 × A2 and (u1, u2) ∈ S(k1, k2), compute the resultant Rk1,u1(X) of F(X, Y )
and α1a1(X, Y ) − k1u1b1(X) with respect to Y and determine the set S of v ∈ OK such that
Rk1,u1(v) = 0 for some (k1, k2) ∈ A1 × A2 and (u1, u2) ∈ S(k1, k2).
(8) Determine all the pairs (v,w) ∈ C(OK )with v ∈ S.
(9) Output the singular integral points defined over K and the pairs computed in the previous step,
and stop.
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Proof of correctness. Let Mi be the smallest field of definition of the divisor V3 − Vi (i = 1, 2). Since
C is rational, Riemann–Roch theorem implies that the dimension of L(V3 − Vi) is 1. By Schmidt
(1991, Theorem B2), there are polynomials ai(X, Y ) ∈ Mi[X, Y ], bi(X) ∈ Mi[X] (i = 1, 2) with
degY ai(X, Y ) < N such that ai(X, Y )/bi(X) defines a function fi ∈ L(V3− Vi) (i = 1, 2). The zeros and
poles of fi are at infinity, and so, fi and 1/fi are integral elements overM[x]. We consider αi, βi ∈ OMi
such that αifi and βi/fi are integral elements over OMi [x] (i = 1, 2).
Let (v,w) ∈ C(OK ) be a non-singular point. Then the elements αifi(v,w) and βi/fi(v,w) are
integral over OMi (i = 1, 2). Since OMi is integrally closed, it follows that αifi(v,w), βi/fi(v,w) ∈ OMi
(i = 1, 2). Since
αiβi
αifi(v,w)
= βi
fi(v,w)
∈ OMi ,
we deduce that NMi(αifi(v,w)) divides NMi(αiβi) (i = 1, 2). Let Ai be a maximal set of pairwise non
associate elements of OMi with norm dividing NMi(αiβi) (i = 1, 2). Then αifi(v,w) = kiui, where
ki ∈ Ai and ui is a unit of OMi (i = 1, 2).
LetM be the composition ofM1 andM2. By the Riemann–Roch theorem the dimension of L(V3) is 2.
Thus, there are c1, c2 ∈ M such that c1f1 + c2f2 = 1. Thus, we have
(c1k1/α1)u1 + (c2k2/α2)u2 = 1.
Since degY a1(X, Y ) < N and F(X, Y ) is absolutely irreducible, it follows that F(X, Y ) does not divide
α1a1(X, Y )−k1u1b1(X). So, the resultant Rk1,u1(X) of F(X, Y ) andα1a1(X, Y )−k1u1b1(X)with respect
to Y is not zero and v is a root of Rk1,u1(X).
Note that there are efficient algorithmswhich can carry out all the steps of the previous algorithm,
and are implemented in the computational algebraic systems MAGMA and KASH. Next, we give an
example of application of our algorithm.
Example 1. Let
F(X, Y ) = 3X4 − (1+ θ)Y 4 − 4θX2Y 2 − 9X3 + 8θXY 2 + 9X2 − 4θY 2 − 3X,
where θ = (−1+√−3)/2. The solutions of the equation F(X, Y ) = 0 in Z[θ ] are
(X, Y ) = (0, 0), (1, 0), (0,−1+√−3), (0, 1−√−3).
Proof. The equation F(X, Y ) = 0 defines a rational curve C . The only singular point of C is (1, 0). Put
c = √−3θ − 3. The points at infinity of C are P1 = (1 : c : 0), P2 = (1 : −c : 0), P3 = (1 : −θ : 0)
and P4 = (1 : θ : 0). They are all simple and defined over the field K = Q(c). Thus, the local ring Vi =
OPi of C at Pi (i = 1, 2, 3) is a discrete valuation ring. Since C has genus zero, we have dimL(V1 − Vi)= 1 (i = 2, 3). The nonzero functions
f1 = −2c
3y3 − 6(c2 + 3)(x− 1)y2 − 2c(c2 + 3)(x− 1)2y+ 9(−2x+ 1)(x− 1)2
9(x− 1)2
and
f2 = (−c
3 + 9)y3 − 3σ(x− 1)y2 − cσ(x− 1)2y+ (3c3x− 9x+ 9)(x− 1)2
9(x− 1)2 ,
where σ = c2 + 3c + 3, belong to L(V1 − V3) and L(V1 − V2), respectively.
Now, we shall apply the algorithm DENOMINATORS. Let R1(X, T ) and R2(X, T ) be the resultants
with respect to Y of polynomialsG1(X, Y , T ) = (X−1)2f1(X, Y )−T (X−1)2, F(X, Y ) andG2(X, Y , T ) =
(X − 1)2f2(X, Y )− T (X − 1)2, F(X, Y ), respectively. We have
R1(X, T ) = (X − 1)8I1(X, T ), R2(X, T ) = (X − 1)8I2(X, T ),
where
I1(X, T ) = T 4 − (8X − 12)T 3 + (32X − 26)T 2 − (8X − 12)T + 1
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and
I2(X, T ) = T 4 + 1/3((4c3 − 12)X + (−8c3 + 12))T 3
− 1/3((16c3 − 60)X + (16c3 − 6))T 2 − 1/3((4c3 − 36)X + (8c3 + 36))T + 9
are irreducible over K . It follows that I1(x, T ) and I2(x, T ) are the irreducible polynomials of f1 and f2,
respectively, over K(x). Let OK be the ring of algebraic integers of K . We see that f1 and f2 are integral
over OK [x]. The irreducible polynomials of 1/f1 and 1/f2 over K(x) are T 4I1(x, 1/T ) and T 4I2(x, 1/T )/9
respectively. Hence 1/f1 and 9/f2 are integral over OK [x].
A maximal set of pairwise non associate elements of OK with norm dividing 94 is
A = {1, c, c2, c3,−3c2 − 9}.
Now, we shall compute c1, c2 ∈ K such that c1f1 + c2f2 = 1. The couples P1 = (0, 0) and P2 =
(0,−1+√−3) are points on C . We have
f1(P1) = f2(P1) = 1, f1(P2) = 4
√
3− 7, f2(P2) = −2
√
3+ 3.
We solve the linear system
c1f1(P1)+ c2f2(P1) = 1, c1f1(P2)+ c2f2(P2) = 1
and we obtain c1 =
√
3+ 2 and c2 = −
√
3− 1.
An integral basis for the field K is given by the elements ω0 = 1, ω1 = c , ω2 = c2/3 and ω3 =
(−3c + c3)/9. Thus, we represent an algebraic integer of K , z = ∑3i=0 ziωi, where zi ∈ Z (i = 0, 1,
2, 3), by z = [z0, z1, z2, z3].
We denote by S(k) the set of solutions of the unit equation
c1U1 + c2kU2 = 1,
where k ∈ A. For k = c2,−3c2 − 9 the set S(k) is empty. Further, we have
S(c) = {([−7,−4, 0,−12], [0,−2, 2,−3]), ([−1, 0, 0, 0], [0, 0, 1, 0])}
and
S(c3) = {([−97,−56, 0,−168], [7, 4, 0, 12]), ([−7, 4, 0, 12], [2,−1, 0,−3])}.
Finally, the elements of S(1) are given in the following table:
([−1,−4, 3,−7], [1, 2,−1, 4]) ([−4, 1,−3,−2], [2, 0, 1, 2])
([0,−1, 1,−2], [1, 1, 0, 2]) ([1,−2, 2,−2], [0, 1,−1, 2])
([−1, 0,−1,−1], [1, 0, 0, 1]) ([1, 0, 0, 0], [1, 0, 0, 0])
([1, 0, 1, 1], [0, 1, 0, 2]) ([−1, 2,−2, 2], [1, 0, 1, 1])
([0, 1,−1, 2], [0, 0, 0, 1]) ([4,−1, 3, 2], [−1, 1,−1, 1])
([1, 4,−3, 7], [0,−1, 1,−1]) ([7, 4, 0, 12], [−2,−1, 0,−3])
For every k ∈ A and (u1, u2) ∈ S(k), we compute the resultant Rk,u1(X) of F(X, Y ) and 9(X − 1)2
f1(X, Y )− u19(X − 1)2 with respect to Y . We find the roots of the polynomials Rk,u1(X) and finally we
deduce that the solutions of the equation F(X, Y ) = 0 inZ[θ ] are (0, 0), (1, 0), (0,−1+√−3), (0, 1−√−3). 
5. Curves with |Σ∞| = 2
In this section we suppose that the curve C has |Σ∞| = 2. If A is a commutative ring, then we
denote by A∗ its group of units. By Lemma 2, the elements ofΣ∞ are either both defined or both not
defined over K . First, we consider the case that both elements ofΣ∞ are defined over K . The following
algorithm computes the elements of C(OK ).
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The Algorithm INTEGRAL-POINTS2A
Input: C : F(X, Y ) = 0 withΣ∞ = {V1, V2} and V1, V2 are defined over K .
Output: The elements of C(OK ).
(1) Determine the singular points of C(OK ).
(2) Find homogeneous polynomials p(U, V ), q(U, V ) ∈ OK [U, V ] of degree N and A ∈ OK \ {0} such
that the correspondence
(U, V ) −→ (p(U, V ), q(U, V ), AUµV ν),
defines a birational morphism ψ : P1 → C˜ over K . If there are no such polynomials, then C(OK )
contains only the points obtained in Step 1. Else, go to the next step.
(3) Let
p(U, V ) =
N−
i=0
aiUN−iV i, q(U, V ) =
N−
i=0
biUN−iV i
and a0 = a′0A0, b0 = b′0B0, where a′0, b′0 ∈ Z and A0 (respectively B0) is 1 or is not a rational
integer. Put E = Q(A0) and L = Q(B0) and compute δ0 = gcd(a′0NE(A0), b′0NL(B0)) and δN =
gcd(NK (aN),NK (bN)).
(4) Compute the resultant R of the polynomials
p˜(T ) =
N−
i=0
aiδi0T
N−i, q˜(T ) =
N−
i=0
biδi0T
N−i.
If NK (Aδν0 ) ̸ |NK (R), then the elements of C(OK ) are those computed in Step 1. Otherwise, go to the
next step.
(5) Compute a maximal setM of pairwise non associate elements t ∈ OK such that NK (t)| gcd(δN deg K0
δN ,NK (R)).
(6) Compute a basis, ζ , ϵ1, . . . , ϵr for the unit group O∗K of K , where ζ is a κ-th root of unity and
ϵ1, . . . , ϵr a basis for the free part of O∗K .
(7) For every t ∈ M , compute the order τ(i, t) of the class of ϵi in (OK/(δν0Atµ))∗.
(8) For every t ∈ M , determine the set H(t) of units η = ζ lϵ l11 · · · ϵ lrr with 0 ≤ l < κ and
0 ≤ li < τ(i, t) (i = 1, . . . , r) such that p˜(tη)/(δν0A(tη)µ) and q˜(tη)/(δν0A(tη)µ) are in OK .
(9) For every t ∈ M let Θ(t) = {ϵτ(1,t)z11 · · · ϵτ(r,t)zrr / z1, . . . , zr ∈ Z}. The elements of C(OK ) are the
points computed in Steps 1 and the pairs
p˜(tηϵ)
δν0A(tηϵ)µ
,
q˜(tηϵ)
δν0A(tηϵ)µ

where η ∈ H(t) and ϵ ∈ Θ(t).
Proof of correctness. Suppose that C has no non-singular point over K . Thus, if the equation F(X, Y ) = 0
has a solution (x, y) ∈ O2K , then (x, y) is a singular point of C . If C has a non-singular point over K , then
there are homogeneous polynomials u(S, T ), v(S, T ) andw(S, T ) in OK [S, T ] of the same degree with
no common non-constant factor such that the correspondence
(S, T ) −→ (u(S, T ), v(S, T ), w(S, T ))
defines a birational map φ : P1 → C˜ over K . By Lemma 2(a), we have that φ is a birational morphism
of P1 onto C and deg u(S, T ) = deg v(S, T ) = degw(S, T ) = N . Since |Σ∞| = 2, Lemma 2(c) implies
w(S, T ) = a(bS + cT )µ(dS + eT )ν , where bS + cT , dS + eT are not proportional and µ ≥ 1, ν ≥ 1
with µ+ ν = N .
Put U = bS + cT , V = dS + eT to φ and determine a birational morphism ψ : P1 → C˜ over K
given by the correspondence
(U, V ) −→ (p(U, V ), q(U, V ), AUµV ν),
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where
p(U, V ) =
N−
i=0
aiUN−iV i, q(U, V ) =
N−
i=0
biUN−iV i
are homogeneous polynomials in OK [U, V ] of degree N and A ∈ OK \ {0}. Since gcd(p(U, V ), q(U, V ),
AUµV ν) = 1, we have (a0, b0) ≠ (0, 0) and (aN , bN) ≠ (0, 0).
Let (x, y) ∈ O2K be a non-singular point of C . By Lemma 2(b), there exist u, v ∈ OK \ {0} such
that x = p(u, v)/Auµvν and y = q(u, v)/Auµvν . Putting s = u/v, we get x = p(s, 1)/Asµ and
y = q(s, 1)/Asµ, whence we obtain a0s, b0s ∈ OK .
Let a0 = a′0A0, b0 = b′0B0, where a′0, b′0 ∈ Z and A0 (respectively B0) is 1 or is not a rational integer.
If E = Q(A0) and L = Q(B0), then we put δ0 = gcd(a′0NE(A0), b′0NL(B0)). Since a′0NE(A0)s, b′0NL(B0)s ∈
OK , we deduce that δ0s ∈ OK . We set t = δ0s and
p˜(T ) =
N−
i=0
aiδi0T
N−i, q˜(T ) =
N−
i=0
biδi0T
N−i.
Further, we consider the map α : A1 \ {0} → C˜ defined by
α(a) =

p˜(a)
Aδν0aµ
,
q˜(a)
Aδν0aµ

for every a ∈ A1 \ {0}.
Let R be the resultant of p˜(T ) and q˜(T ). Then, there are f (T ), g(T ) ∈ OK [T ] such that
R = f (T )p˜(T )+ g(T )q˜(T ).
Since (x, y) = α(t) ∈ C(OK ), we have Aδν0 tµ|p˜(t) and Aδν0 tµ|q˜(t), whence t|δN0 aN and t|δN0 bN . If we
put δN = gcd(NK (aN),NK (bN)), then we have NK (t)|δN deg K0 δN . Furthermore, we obtain Aδν0 tµ|R. Thus
NK (Aδν0 )|NK (R) and NK (t)| gcd(NK (R), δN deg K0 δN).
LetM be a maximal set of pairwise non associate elements z ∈ OK such that NK (z)| gcd(δN deg K0 δN ,
NK (R)). Then t = zη, where z ∈ M and η ∈ O∗K . Further, if z ∈ M and η ∈ O∗K are such that
α(zη) ∈ C(OK ) and η′ ∈ O∗K with η ≡ η′ (mod Aδν0zµ), then α(zη′) ∈ C(OK ). Let ζ , ϵ1, . . . , ϵr be
a basis for the unit group O∗K , where ζ is a κ-th root of unity and ϵ1, . . . , ϵr a basis for the free part
of O∗K . For every z ∈ M , we denote by τ(i, z) the order of the class of ϵi in (OK/(δν0Azµ))∗. Thus, we
have ϵ l11 · · · ϵ lrr ≡ ϵk11 · · · ϵkrr (mod Aδν0zµ) if and only if li ≡ ki (mod τ(i, z)) (i = 1, . . . , r). Therefore,
if α(zζ lϵ l11 · · · ϵ lrr ) ∈ C(OK ), where z ∈ M , 0 ≤ l < κ and 0 ≤ li < τ(i, t) (i = 1, . . . , r), then
α(zζ lϵ l1+z1τ(1,z)1 · · · ϵ lr+zr τ(r,z)r ) ∈ C(OK ) for every z1, . . . , zr ∈ Z and the points of C(OK ) obtained in
this manner are all the simple points of C(OK ).
The steps of the previous algorithm can be carried out by KASH, MAGMA and MAPLE.
Example 2. Let a = (1+√5)/2 and
F(X, Y ) = −8aX3 + (16a+ 12)X2Y − (8a+ 24)XY 2 + 12Y 3
+ (8a+ 6)X2 − (8a+ 24)XY + 18Y 2 − (2a+ 6)X + 9Y + 17a− 26.
The solutions of the equation F(X, Y ) = 0 in Z[a] are
(X, Y ) =

(6a+ 3)a9z + (13− 8a)
2a6z
,
(6a+ 4)a9z − a6z + (13− 8a)
2a6z

,
where z ∈ Z.
Proof. Denote by C the affine curve defined by F(X, Y ) = 0 and by C˜ its projective closure. The ring of
integers of K = Q(√5) is Z[a] and the unit group of Z[a] is generated by−1 and a. The only singular
point of C˜ is (1 : 1 : 0). A parametrization of C˜ is given by the birational morphism
φ : P1 −→ C˜, (s : t) −→ (u(s, t) : v(s, t) : w(s, t)),
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u(s, t) = 61(5− 7a)[−(144+ 204a)t3 + (216+ 306a)t2s− (108+ 153a)ts2 + 59s3],
v(s, t) = 59(4− 7a)[−(120+ 208a)t3 + (174+ 326a)t2s− (170a+ 84)ts2 + 61s3],
w(s, t) = 3599s(2t − s)2.
Setting z = s,w = 2t − s, we obtain the following birational morphism
ψ : P1 −→ C˜, (z : w) −→ (α(z, w) : β(z, w) : γ (z, w)),
where
α(z, w) = (6a+ 3)z3 + (13− 8a)w3,
β(z, w) = (6a+ 4)z3 − z2w + (13− 8a)w3,
γ (z, w) = 2z2w.
We have gcd(NK (6a+ 3),NK (6a+ 4)) = gcd(−9, 4) = 1 and NK (13− 8a) = 1. The resultant of
polynomials α(T , 1) and β(T , 1) is
R = 128a3 − 1440a2 + 3666a− 2704.
Since 2|R, we continue to the next steps of our algorithm. A maximal set of pairwise non associate
elements t ∈ Z[a] such that NK (t) = ±1 is formed by 1 and a. Since a is a unit in Z[a] we have only
the quotient ringZ[a]/(2). The order of a in (Z[a]/(2))∗ is 3. For i = 0, 1, 2,we compute the quantities
(6a+ 3)a3i + (13− 8a)
2a2i
,
(6a+ 4)a3i − a2i + (13− 8a)
2a2i
and we see that only for i = 0 they are in Z[a]. The result follows. 
Now, we shall present an algorithm for the case where the elements ofΣ∞ are not defined over K .
For this purpose we need the following auxiliary algorithm which computes a basis for the subgroup
G ofO∗L consisting of η ∈ O∗L withNL/K (η) = 1.We denote byN the restriction of the normNL/K on O∗L .
The Algorithm RELATIVE-UNITS
Input: A number field K and a finite extension L of K .
Output: A basis ζ , ϵ1, . . . , ϵr for the group G, where ζ is a κ-th root of unity and ϵ1, . . . , ϵr a basis for
the free part of G.
(1) Compute a basis e1, . . . , er of the free part of O∗L .
(2) Compute the group H = ⟨N (e1), . . . ,N (er)⟩.
(3) Compute a basis ζ , ϵ1, . . . , ϵr for the kernel Ker(N ) of the morphism N : O∗L → H , where ζ is a
κ-th root of unity and ϵ1, . . . , ϵr a basis for the free part of Ker(N ).
(4) Output ζ , ϵ1, . . . , ϵr .
The steps of the previous algorithm can be achieved by MAGMA.
The following algorithm computes the integral solutions of F(X, Y ) = 0 over K in the case where
the two elements of Σ∞ are not defined over K . Note that the generalized Pell equation has this
property.
The Algorithm INTEGRAL-POINTS2B
Input: C : F(X, Y ) = 0 withΣ∞ = {V1, V2} and V1, V2 are not defined over K .
Output: The elements of C(OK ).
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(1) Determine the singular points of C(OK ).
(2) Find homogeneous polynomials u(S, T ), v(S, T ), w(S, T ) ∈ OK [X, Y ] of degree N with no
common non-constant factor and w(S, T ) = k(aS2 + bST + cT 2)N/2, where δ = b2 − 4ac is
not a square in K , such that the correspondence
(S, T ) −→ (u(S, T ), v(S, T ), w(S, T ))
defines a birational morphism φ : P1 → C˜ over K . If there are not such polynomials, then the
only elements of C(OK ) are the points obtained in Step 1. Else, go to the next step.
(3) Let L = K(√δ). Apply the change of coordinates Z = 2aS + (b+√δ)T ,W = 2aS + (b−√δ)T
and obtain a birational morphism ω : P1 → C˜ over L given by the correspondence
(Z,W ) −→ (p(Z,W ), q(Z,W ), B(ZW )N/2),
where B ∈ OL with B|A2NδN/2 and
p(Z,W ) =
N−
i=0
aiZN−iW i, q(Z,W ) =
N−
i=0
biZN−iW i
are homogeneous polynomials in OL[Z,W ] of degree N .
(4) Let a0 = δ1A1, b0 = δ2A2, where δi ∈ Z and Ai = 1 or Ai ∉ Q, and Li = Q(Ai) (i = 1, 2). Compute
∆ = gcd(δ1NL1(A1)), δ2NL2(A2)).
(5) Compute the resultant R of polynomials
p˜(T ) =
N−
i=0
ai∆iTN−i, q˜(T ) =
N−
i=0
bi∆iTN−i.
If NL(B∆N/2) ̸ |NL(R), then all the elements of C(OK ) are those computed in Step 1. Otherwise, go
to the next step.
(6) Compute a maximal setM of pairwise non associate elements z ∈ OL such that NL/K (z) = ∆2.
(7) LetGbe the subgroupofO∗L consisting ofη ∈ O∗L withNL/K (η) = 1.Using the algorithmRELATIVE-
UNITS, compute a basis ζ , ϵ1, . . . , ϵr for the unit group G, where ζ is a κ-th root of unity and
ϵ1, . . . , ϵr a basis for the free part of G.
(8) For every t ∈ M , compute the order τ(i, t) of the image of the class of ϵi in (OK/B(∆t)N/2)∗.
(9) For every t ∈ M , determine the set H(t) of units η = ζ lϵ l11 · · · ϵ lrr with 0 ≤ l < κ and
0 ≤ li < τ(i, t) (i = 1, . . . , r) such that p˜(tη)/(B(∆tη)N/2) and q˜(tη)/(B(∆tη)N/2) are in OK .
(10) For every t ∈ M letΘ(t) = {ϵτ(1,t)z11 · · · ϵτ(r,t)zrr / z1, . . . , zr ∈ Z}. The elements of C(OK ) are the
points computed in Steps 1 and the pairs
p˜(tηϵ)
B(∆tηϵ)N/2
,
q˜(tηϵ)
B(∆tηϵ)N/2

where η ∈ H(t) and ϵ ∈ Θ(t).
Proof of correctness. Suppose that C has a simple point over K . Then there are homogeneous
polynomials u(S, T ) v(S, T ) andw(S, T ) inOK [S, T ] of the same degreewith no commonnon-constant
factor such that the correspondence
(S, T ) −→ (u(S, T ), v(S, T ), w(S, T ))
defines a birational map φ : P1 → C˜ over K . By Lemma 2, φ is a birational morphism of P1 onto C˜ ,
deg u(S, T ) = deg v(S, T ) = degw(S, T ) = N andw(S, T ) = k(aS2+ bST + cT 2)N/2, where δ = b2−
4ac is not a square in K .
Let L = K(√δ) and OL its ring of integers. We put Z = 2aS + (b+
√
δ)T ,W = 2aS + (b−√δ)T
and so, we obtain the birational morphism ω : P1 → C˜ over L given by the correspondence
(Z,W ) −→ (p(Z,W ), q(Z,W ), A2NδN/2(ZW )N/2),
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where
p(Z,W ) = u((b+√δ)W − (b−√δ)Z, 2a(Z −W ))
q(Z,W ) = v((b+√δ)W − (b−√δ)Z, 2a(Z −W )).
Let (x, y) ∈ K 2 be a non-singular point of C . By Lemma 2, there exist r, s ∈ OK \ {0} such that
x = u(s, t)
w(s, t)
= p(2as+ (b+
√
δt), 2as+ (b−√δt))
A2NδN/2((2as+ (b+√δt)(2as+ (b−√δt))N/2 ,
y = v(r, s)
w(s, t)
= p(2as+ (b+
√
δt), 2as+ (b−√δt))
A2NδN/2((2as+ (b+√δt)(2as+ (b−√δt))N/2 .
Setting ξ = (2as+ (b+√δt))/(2as+ (b−√δt)), we get
x = p(ξ , 1)
A2NδN/2ξN/2
, y = q(ξ , 1)
A2NδN/2ξN/2
.
Let σ be the K -automorphism of Lwhich is not the identity. Then ξ satisfies σ(ξ) = 1/ξ . Conversely,
suppose that ξ ∈ L with σ(ξ) = 1/ξ . Thus, the point (x, y) corresponding to the parameter ξ is
defined over L and we have
(σ (x), σ (y)) =

σ(p)(1/ξ, 1)
A2NδN/2(1/ξ)N/2
,
σ (q)(1/ξ, 1)
A2NδN/2(1/ξ)N/2

=

p(ξ , 1)
A2NδN/2ξN/2
,
q(ξ , 1)
A2NδN/2ξN/2

= (x, y),
whence (x, y) ∈ K 2. Therefore, a point (x, y) ∈ L2 corresponding to the parameter ξ ∈ L is defined
over K if and only if σ(ξ) = 1/ξ .
We simplify the polynomials givingω and we have polynomials p¯(Z,W ), q¯(Z,W ) ∈ OL[Z,W ] and
B ∈ OL such that there is c ∈ OL with p(Z,W ) = cp¯(Z,W ), q(Z,W ) = cq¯(Z,W ) and A2NδN/2 = Bc.
Suppose now that (x, y) ∈ O2K and ξ ∈ L such that
x = p¯(ξ , 1)
BξN/2
, y = q¯(ξ , 1)
BξN/2
.
We have
p¯(T , 1) =
N−
i=0
ciTN−i, q¯(T , 1) =
N−
i=0
diTN−i,
where c0, . . . , cN , d0, . . . , dN ∈ OL. Since x, y ∈ OK , it follows that c0ξ ∈ OL and d0ξ ∈ OL.
Let c0 = δ1A1 and d0 = δ2A2, where δ1, δ2 ∈ Z and Ai = 1 or Ai ∉ Q (i = 1, 2). Thus, if Li = Q(Ai)
(i = 1, 2) and ∆ = gcd(δ1NL1(A1), δ2NL2(A2)), then ∆t ∈ OL. We set ξ˜ = ∆ξ , p˜(T ) = p¯(T ,∆) and
q˜(T ) = q¯(T ,∆). Since σ(ξ) = 1/ξ , we have σ(ξ˜ ) = σ(∆ξ) = ∆/ξ = ∆2/ξ˜ . Hence NL/K (ξ˜ ) = ∆2.
Let R be the resultant of p˜(T ) and q˜(T ). Then, there are f (T ), g(T ) ∈ OL[T ] such that
R = f (T )p˜(T )+ g(T )q˜(T ).
We have x, y ∈ OK and
x = p˜(ξ˜ )
B(∆ξ˜ )N/2
, y = q˜(ξ˜ )
B(∆ξ˜ )N/2
.
Thus, B(∆ξ˜ )N/2|p˜(ξ˜ ) and B(∆ξ˜ )N/2|q˜(ξ˜ ), and so, we get NL(B∆N/2)|NL(R).
We denote by G the subgroup of O∗L consisting of η ∈ O∗L with NL/K (η) = 1 and M a maximal set
of pairwise non associate elements z ∈ OL such that NL/K (z) = ∆2. Then ξ˜ = zη, where z ∈ M and
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η ∈ G. Finally, reasoning as in the proof of correctness of the previous algorithm we conclude the
proof.
As in the algorithm INTEGRAL-POINTS2A, the steps of this algorithm can be achieved by the
computational systems KASH, MAGMA and MAPLE.
Example 3. Let a be an algebraic integer such that a3 − a− 2 = 0 and let
F(X, Y ) = X4 + 6Y 2X2 + 9Y 4 − 4X3 − (32+ 32a+ 16a2)YX2 − 12Y 2X
+ 6X2 + (64+ 64a+ 32a2)YX + 6Y 2 − 4X − (32+ 32a+ 16a2)Y + 1.
The solutions of the equation F(X, Y ) = 0 in algebraic integers of Q(a) are the pairs (1, 0) and
(α(t)/12t2, β(t)/12t2), where
α(T ) = (a2 + 2a+ 2)√−3T 4 + (4a2 + 8a+ 8)√−3T 3
+ 12T 2 − (16a2 + 32a+ 32)√−3T − (16a2 + 32a+ 32)√−3,
β(T ) = −(a2 + 2a+ 2)T 4 + (8a2 + 16a+ 16)T 2 − 16a2 − 32a− 32
and
t = 2

1−√−3
2
i 
(−a2 + 2a− 1)√−3− 3a2 + 5
2
j
, (i = 0, . . . , 5, j ∈ Z).
Proof. The ring of integers of K = Q(a) is Z[a]. We denote by C the affine curve defined by
F(X, Y ) = 0. The point (1, 0) is the only singular point of C . A parametrization of the corresponding
projective curve C˜ is given by the birational morphism
φ : P1 −→ C˜, (s : t) −→ (u(s, t) : v(s, t) : w(s, t)),
where
u(s, t) = s4 − (32+ 32a+ 16a2)s3t + 6s2t2 + 9t4,
v(s, t) = 16(2+ 2a+ a2)s2t2,
w(s, t) = (s2 + 3t2)2.
Setting x = s+√−3t and y = s−√−3t , we obtain the birational morphism
ω : P1 −→ C˜, (x : y) −→ (p(x, y) : q(x, y) : 3(xy)2),
where
p(x, y) = (a2 + 2a+ 2)√−3x4 + (2a2 + 4a+ 4)√−3x3y
+ 3x2y2 − (2a2 + 4a+ 4)√−3xy3 − (a2 + 2a+ 2)√−3y4
and
q(x, y) = −(a2 + 2a+ 2)x4 + (2a2 + 4a+ 4)x2y2 − (a2 + 2a+ 2)y4.
Put L = K(√−3). Since NK (a2 + 2a+ 2) = 2, we get
∆ = gcd(NL(
√−3(a2 + 2a+ 2)),NK (2+ 2a+ a2)) = 2.
We consider the polynomials
α(T ) = (a2 + 2a+ 2)√−3T 4 + (2a2 + 4a+ 4)2√−3T 3
+ 223T 2 − (2a2 + 4a+ 4)23√−3T − (a2 + 2a+ 2)24√−3
and
β(T ) = −(a2 + 2a+ 2)T 4 + (2a2 + 4a+ 4)22T 2 − (a2 + 2a+ 2)24.
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Their resultant is R = 21634(a2 + 2a + 2)4. Since NL(12)|NL(R), we proceed to the next steps of our
algorithm.
Next, the algorithm RELATIVE-UNITS gives the following basis of G:
ζ = 1−
√−3
2
, b = (−a
2 + 2a− 1)√−3− 3a2 + 5
2
.
A maximal set of pairwise non associate elements z ∈ OL such that NL/K (z) = 4 is given by 2. The
order of the image of b in (OK/(48))∗ is 48. Finally, we find out that the values α(T )/12T 2, β(T )/12T 2
where T = 2ζ ibj (i = 0, . . . , 5, j = 0, . . . , 47) are elements of OK . The result follows. 
6. Curves with |Σ∞| = 1
In this section we suppose that the curve C has |Σ∞| = 1. The following algorithm computes the
integral solutions of F(X, Y ) = 0 over K .
The Algorithm INTEGRAL-POINTS1
Input: C : F(X, Y ) = 0 with |Σ∞| = 1.
Output: The elements of C(OK ).
(1) Determine the singular points of C(OK ).
(2) Find homogeneous polynomials p(U, V ), q(U, V ) ∈ OK [U, V ] of degree N and d ∈ OK \ {0} such
that the correspondence
(U, V ) −→ (p(U, V ), q(U, V ), dUN),
defines a birational morphism ψ : P1 → C˜ over K . If there are no such polynomials, then C(OK )
contains only the points obtained in Step 1. Else, go to the next step.
(3) Let a and b be the leading coefficients of p1(V ) = p(1, V ) and q1(V ) = q(1, V ) respectively. If
a = a′A1 and b = b′A2, where a′, b′ ∈ Z and Ai = 1 or Ai ∉ Q (i = 1, 2), then compute
δ = gcd(a′NK (A1), b′NK (A2)).
(4) Compute the polynomials
p2(T ) = (δD)deg p1p1(T/δD), q2(T ) = (δD)deg q1q1(T/δD),
where D = 1 if d ∈ Z and D = NK (d)/d otherwise. Set dˆ = d, if d ∈ Z and dˆ = NK (d) otherwise.
(5) Compute the resultant R of polynomials p2(T ) and q2(T ). If dˆδm ̸ |R, where m = min{deg p1,
deg q1}, then all the elements of C(OK ) are those computed in Step 1. Otherwise, go to the next
step.
(6) Determine the set S of elements t ∈ OK satisfying
p2(t) ≡ 0 (mod dˆδdeg p2), q2(t) ≡ 0 (mod dˆδdeg q2).
(7) The elements of C(OK ) are the points computed in Step 1 and the pairs (x, y) given by
x = p2(t)
dˆδdeg p2
, y = q2(t)
dˆδdeg q2
, t ∈ S.
Proof of correctness. Suppose that C has a simple point over K . Then there are homogeneous
polynomials u(S, T ) v(S, T ) andw(S, T ) inOK [S, T ] of the samedegreewith no commonnon-constant
factor such that the correspondence
(S, T ) −→ (u(S, T ), v(S, T ), w(S, T ))
defines a birational map φ : P1 → C˜ over K . By Lemma 2, we have that φ is a birational morphism of
P1 onto C˜ , deg u(S, T ) = deg v(S, T ) = degw(S, T ) = N andw(S, T ) = a(bS+cT )N . Put U = bS+cT
and V = S. Then we have a birational morphism ψ : P1 → C˜ over K given by the correspondence
(U, V ) −→ (p(U, V ), q(U, V ), dUN),
where p(U, V ) and q(U, V ) are homogeneous polynomials in OK [U, V ] of degree N and d ∈ OK \ {0}.
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Let (x, y) ∈ C(OK ) be a non-singular point. By Lemma 2, there are s, t ∈ OK such that x =
p(s, t)/dsN and y = q(s, t)/dsN . Setting p1(V ) = p(1, V ), q1(V ) = q(1, V ) and τ = t/s, we get
x = p1(τ )/d and y = q1(τ )/d.
Let a and b be the leading coefficients of p1(V ) and q1(V ) respectively. Since x, y ∈ OK , it follows
that aτ , bτ ∈ OK . Let a = a′A1 and b = b′A2, where a′, b′ ∈ Z and Ai = 1 or Ai ∉ Q (i = 1, 2), and
δ = gcd(a′NK (A1), b′NK (A2)). We have that a′NK (A1)τ and b′NK (A2)τ are in OK , and so δτ ∈ OK .
Suppose that p1(T ) = a0Tµ + · · · + aµ and q1(T ) = b0T ν + · · · + bν . Further, let D ∈ OK be such
that Dd = dˆ ∈ Z (D = 1, dˆ = d, if d ∈ Z and dˆ = NK (d), D = NK (d)/d, otherwise). We set
p2(T ) =
µ−
i=0
ai(Dδ)iTµ−i, q2(T ) =
ν−
i=0
bi(Dδ)iTµ−i.
Then
x = p2(δτ )
dˆδµ
, y = q2(δτ )
dˆδν
.
Let R be the resultant of polynomials p2(T ) and q2(T ). Since x, y ∈ OK , we deduce that dˆδm|R, where
m = min{µ, ν}. Furthermore, δτ satisfies the polynomial congruences
p2(T ) ≡ 0 (mod dˆδµ), q2(T ) ≡ 0 (mod dˆδν).
Conversely, if z ∈ OK satisfies the above congruences, then the pair
p2(z)
dˆδµ
,
q2(z)
dˆδν

is an integral solution to the equation F(X, Y ) = 0.
Example 4. Let
F(X, Y ) = −2Y 3 + X2 + 3√2XY +√2X .
The solutions of the equation F(X, Y ) = 0 in Z[√2] are
(X, Y ) = (√2,−1), (p(t)/2, q(t)/2),
where t ≡ 1, 1+√2 (mod 2) and
p(t) = (5√2− 7)t3 + 2(−6√2+ 9)t2 + 4(3√2− 3)t + 8,
q(t) = (−2√2+ 3)t2 + 2√2t + 4(√2+ 1).
Proof. Denote by C the affine curve defined by F(X, Y ) = 0. The ring of integers of K = Q(√2)
is Z[√2]. The point (√2,−1) is its only singular point of C . A parametrization of the corresponding
projective curve C˜ is given by the birational morphism
φ : P1 −→ C˜, (s : t) −→ (u(s, t) : v(s, t) : w(s, t)),
where
u(s, t) = (5√2− 7)t3 + (−6√2+ 9)t2s+ (3√2− 3)ts2 + s3,
v(s, t) = (−2√2+ 3)t2s+√2ts2 + (√2+ 1)s3,
w(s, t) = 2s3.
We have gcd(NK (5
√
2 − 7),NK (−2
√
2 + 3)) = 1. The resultant of u(1, T ) and v(1, T ) is zero. Thus,
we continue to the next step of our algorithm. Now, we shall determine the set S of elements t ∈ OK
satisfying
(5
√
2− 7)t3 + (−6√2+ 9)t2 + (3√2− 3)t + 1 ≡ 0 (mod 2),
(−2√2+ 3)t2 +√2t + (√2+ 1) ≡ 0 (mod 2).
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Setting t = x+ y√2, where x, y ∈ Z, we deduce the following system:
x3 + x2y+ x+ y ≡ 0 (mod 2), x3 + x2 + x+ 1 ≡ 0 (mod 2),
x+ 1 ≡ 0 (mod 2), x2 + 1 ≡ 0 (mod 2).
It follows that (x, y) ≡ (1, 0), (1, 1) (mod 2), whence t ≡ 1, 1 + √2 (mod 2). The non-singular
integral points of C are given by (p(t)/2, q(t)/2),where t ≡ 1, 1+√2 (mod 2) and
p(t) = (5√2− 7)t3 + 2(−6√2+ 9)t2 + 4(3√2− 3)t + 8,
q(t) = (−2√2+ 3)t2 + 2√2t + 4(√2+ 1). 
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