In automatic speech understanding, the division of continuously running speech into syntactic chunks is a great problem. Syntactic boundaries are often marked by prosodic means. For the training of statistic models for prosodic boundaries large data-bases are necessary. For the German VERB-MOBIL project (automatic speech-to-speech translation), we developed a syntactic-prosodic labeling scheme where two main types of boundaries (major syntactic boundaries and syntactically ambiguous boundaries) and some other special boundaries are labeled for a large VERBMOBIL spontaneous speech corpus. We compare the results of classifiers (multilayer perceptrons and language models) trained on these syntactic-prosodic boundary labels with classifiers trained on perceptual-prosodic and pure syntactic labels. The main advantage of the rough syntactic-prosodic labels presented in this paper is that large amounts of data could be labeled within a short time. Therefore, the classifiers trained with these labels tuned out to be superior (recognition rates of up to 96%).
INTRODUCTION
The research presented in this paper has been conducted under the VERBMOBIL project (cf. [lo]), which aims at automatic speech-to-speech translation in appointment schednling dialogs. Syntactic boundaries are used for disambiguation during parsing. In spontaneous speech, many elliptic sentences or nonsentential free elements occur. Without knowledge of the prosodic phrasing and/or the dialog history, a correct syntactic phrasing that mirrors the intention of the speaker is often not possible for a parser in snch cases. Consider the following turn -a typical example taken from the VERBMOBIL corpora:
io I zur Not I geht's I ouch I am Samstog I
The vertical bars indicate possible positions for clause boundaries. In written language most of these bars can be s u b 
SYNTACTIC-PROSODIC LABELS class

M3
These results and the urgent need for a larger training data-base for acoustic-prosodic classifiers and especially for syntactic-prosodic models encouraged us to develop a new labeling scheme with the following requirements:
0 It should allow for fast labeling. Therefore the labeIing scheme should be rather rough, because the more precise it is the more complicated and the more time consuming the labeling will be. A "small" amount of labeling errors can be tolerated, since it will be used to train statistical models, which should be robust to cope for these errors. 0 Prosodic tendencies and regularities should be taken into account. In this context, it is suboptimal to label a syntactic boundary that is most of the time not marked prosodically with the same label as an often prosodically marked boundary. Since large quantities of data should be labeled within a short time, only expectations about prosodic regularities based on the textual representation of a turn (transliteration) can be considered. 0 The specific characteristics of spontaneous speech have to be incorporated in the scheme. 0 It should be independent of particular syntactic t h e ries but at the same time, it should be compatible with syntactic theory in general. According to these requirements, 7286 VEFLBMOBIL turns (17 hours of speech, 149514 word tokens counting word fragments but not non-verbals) were labeled by one person in about four months. An overview about the so called M labels is given in Table 1 where the context of the boundaries 'As for ambiguous boundaria cf. the M3A bbek below.
emb-dded sentence/phrase pre-/ post-sentential particle with <Dause>/<breatht?> is described shortly, and the label and the main class it is attached to is given. Examples follow in Table 2 in the same order. prosodic boundaries: presentential particles that are followed by a pause or by breathing denoted in the transliteration are therefore labeled with M3T, all others with M3D. In post-sentential position, we label these words analogously, but not inside a &use or phrase. Syntactically ambiguous boundaries M3A cannot be determined solely based on syntactic criteria. Often there are two or more alternative word boundaries, where the syntactic boundary could be placed.
It is therefore the job of prosody to disambiguate between two alternative readings. M3A and M3D labels are mapped onto the cover class MU ('undefined'), all other mentioned so far onto the cover class M 3 ('strong boundary'). M21 and MU denote constituent boundaries and are m a p ped onto the cover class MO, together with the default class MO1 (any other word boundary). An MI1 constituent boundary is in the vicinity of the beginning or the end of a clause and i s normally not marked prosodically because of rhythmic constraints. An M21 constituent boundary is inside a clause or phrase, not in the vicinity of beginning or end, and it is rather often marked prosodically, again because of rhythmic constraints. So far a reliable detection of M 3 had priority, therefore, for the time being, M21 is only labeled in three dialogs, and M11 is not labeled at all.
CLASSIFICATION
EXPERIMENTS: RESULTS AND DISCUSSION
We will now compare classification results obtained with a Multi-Layer Perceptron (MLP) and a Language Model (LM). The computation of the acoustic-prosodic features is based on an automatic time alignment of the phoneme sequence corresponding to the spoken or recognized words. In this paper, we only use the aligned spoken words thus simulating 100% word recognition. For each wordfinal syllable to be classified a vector of prosodic features is computed automatically from the speech signal. In Table 3 , we compare the results for different combmations of classifiers (MLP, LM for S L a b e k LMs, and LM for M-Labels LMM) for the two main classes boundary vs.
not-boundary for three different types of boundaries: B, S, and M. Here, the 'undefined' boundaries MU and 53? are not taken into account. The first number shows the overall recognition rate, the second is the average of the class-wise recognition rates. All recognition results were measured on the same test set comprising 3 dialogs (64 turns of 3 male and 3 female speakers, 12 minutes in total). For the training of the MLP and the L M s all the available labeled data was used except for the test set (797 and 584 turns respectively) and for LMM 6297 turns were used.
It can be noticed that roughly, the results get better kom top left to bottom right. Best results can be achieved with a combination of the MLP with the LMw no matter whether the perceptual B or the syntactic-prosodic M labels serve as reference. LMM is even for S3 vs. i s 3 better than the L M s because of the greater amount of training data. The LM alone are already very good; we have, however, to consider that they cannot be applied to the 'undefined' classes MU and S3? which are of course very important for a correct syntactic/semantic processing. Espeaally for these cases, we need a classifier trained with perceptual-prosodic labels. Due to the different a priori probabilities, the boundaries are recognized worse than the not-boundaries with the LMs; this causes the lower class-wise recognition rates (e.g., 80.8% for M3 vs. 97.7% for M O for MLP+LMM). It is of course possible to adapt the classification to various demands, e.g., in order to get better recognition rates for the boundaries if more false alarms can be tolerated. In the near future, we will further optimize the feature set and the classifiers. The boundary information achieved with our classifiers is already used in the VERBMOBIL project by the higher modules syntax [2), semantics, transfer, and dialog. The feedback based on results obtained with these m e dules and a parallel detailed error analysis will hopefully result in a further improvement of our labeling system and, in turn, an even more adequate use of prosodic information in the VERBMOBIL system.
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