ABSTRACT The enhanced multi-weight vector projection support vector machine (EMVSVM) is an outstanding algorithm for binary classification, which is proposed recently. However, it measures the distances in an objective function by the squared L 2 -norm, which exaggerates the effects of outliers or noisy data. In order to alleviate this problem, we propose an effective novel EMVSVM, termed robust EMVSVM based on the L 2,1 -norm distance (L 2,1 -EMVSVM). The distances in the objective of our algorithm are measured by the L 2,1 -norm. Besides, a new powerful iterative algorithm is designed to solve the formulated objective, whose convergence is ensured by theoretical proofs. Finally, the effectiveness and robustness of L 2,1 -EMVSVM are verified through extensive experiments.
I. INTRODUCTION
In past two decades, Support Vector Machine (SVM) [1] , [2] has been one of the most remarkable classification methods in pattern recognition and data mining. The main idea of SVM is to seek an optimal hyperplane by maximizing the margin between two parallel support vector planes. With its powerful classification capabilities, SVM has been widely applied to many real-world problems, such as image recognition and bio-informatics [3] - [6] . However, SVM is featured with two main problems. One of them is computationally expensive. Because it needs to solve some quadratic programming problems (QPPs). The other one is the inability to cope with the complex Exclusive Or (XOR) problems. Although there are many problems with SVM, it still brings great impact to its multifarious improvement [7] - [9] .
In order to deal with the XOR problems and reduce computing cost, in 2006, Mangasarian and Wild [8] proposed an effective algorithm for binary classification problems, termed as Proximal Support Vector Machine via generalized eigenvalues (GEPSVM). The main idea of GEPSVM is to achieve a pair of non-parallel planes, each plane close to one of the two datasets and as far as possible from the other dataset [8] , [10] . Since GEPSVM is an effective classification method, a lot of people make improvements based on it [11] - [18] . For example, Improved generalized eigenvalue proximal Support Vector Machine (IGEPSVM) was proposed by Shao et al. [12] . IGEPSVM is faster and more effective than GEPSVM. Liang et al. [14] put forward a Manifold regularized proximal support vector machine via generalized eigenvalue, which hold the intrinsic structure of each class by manifold regularization. Marghny and El-Aziz [15] reformulated the differential search algorithm (DSA) to seek optimal values and kernel parameters of the GEPSVM, named DSA-GEPSVM. DSA-GEPSVM reformulates the optimization of GEPSVM and basically overcomes the effect of noise in the real world. Sun et al. [18] proposed a multi-view version of GEPSVM, which combines two view feature sets for improving the learning performance.
Based on the idea of the GEPSVM, the Multi-weight Vector Projection Support Vector Machine (MVSVM) [19] has been proposed. Different from original GEPSVM to find a pair of hyperplanes, MVSVM seeks two optimal weight vector projections, on each projections, the projected points for the corresponding class are closest to their mean value.
And at the same time, the projected points for the other classes are as far as possible from this mean value. For the new test samples, it is assigned to the class which the sample's weight vector projection is closer to. The main drawback of MVSVM is that the number of the projection weight vectors for each class is limited to one. Plainly, it is not enough to explain the detail of the samples by only one vector. In order to overcome the weak point of MVSVM, we further put forward an enhanced formulation, named Enhanced Multi-weight Vector Projection Support Vector Machine (EMVSVM) [20] . Compare with MVSVM, EMVSVM is more reasonable and has better performance. Like GEPSVM, these algorithms solve an eigenvalue problem.
By reformulating the GEPSVM problem as a SVM-type formulation, Jayadeva et al. [21] and Shao and Zhang [22] put forward Twin Support Vector Machine (TWSVM) that can solve the XOR problem well and is approximately four times faster than the original SVM. Because TWSVM only needs to solve a pair of small-scale quadratic programming problems rather than a large one as in the SVM. In the literature, there are also many extensions to TWSVM, such as [23] - [30] . Xu et al. [25] raised a novel TWSVM with the pinball loss (Pin-TSVM), to deal with the quantile distance and enhance its robustness. Xu [27] further proposed a maximum margin of twin sphere support vector machine (MMTSSVM) for imbalanced data classification, which involves a QPP and a linear programming problem rather than a pair of QPPs in classical TWSVM. TWSVM was also extended to the multiview area, which was proposed by Xie and Sun [28] - [30] , named Multi-view Laplacian twin support vector machines (MvLapTSVMs). More importantly, although TWSVM and its extensions are faster than traditional SVM, quadratic programming problems still should be solved. When the dataset is large, the algorithm like these needs a lot of time to deal with the QPPs.
It should be noted that all the methods mentioned above are based on the squared L 2 -norm distance metric, which is sensitive to outliers due to exaggeration of the effect of outliers by a square operation. In recent years, a lot of works on feature extraction have shown the robustness of the L 1 -norm distance metric against outliers or noise [31]- [33] . Inspired by these works, Li et al. [35] proposed the L 1 -norm based NPSVM, named non-parallel proximal support vector machine via L 1 -norm distance (L 1 -NPSVM), and at the same time, given a gradient ascending (GA) iterative algorithm to solve it. However, L 1 -NPSVM may not guarantee an optimal solution. Because it needs introducing a non-convex surrogate function and determining the step-size is difficult. In 2017, Yan et al. [36] put forward L 1 -GEPSVM, which reformulates the optimization problem by using the L 1 -norm distance metric to replace the squared L 2 -norm distance metric. Given the advantages of EMVSVM, Gu et al. [38] adopted L 1 -norm to improve EMVSVM, which put forward robust TPSVM-L 1 . However, it should be noted that TPSVM-L 1 only finds one weight vector rather than a weight vector matrix. Thus, it violates the primal design idea of EMVSVM. In addition, by adopting the traditional gradient method, the convergence of the algorithm relies on the choice of learning rate. Last but not least, TPSVM-L 1 changes the objective formulation of the original EMVSVM. A lot of researches [39] - [42] show that apart from L 1 -norm, L 2,1 -norm is also more robust than squared L 2 -norm. In addition, L 2,1 -norm is helpful for directly obtaining the solution with the matrix form.
In this paper, a novel EMVSVM is proposed based on the L 2,1 -norm distance metric, termed as L 2,1 -EMVSVM, which is an improvement of EMVSVM by enhancing the robustness of the algorithm. Different from TPSVM-L 1 , due to the utilization of L 2,1 -norm distance metric, L 2,1 -EMVSVM maintains the original difference formulation and can directly find robust multiple weight vectors for the performance improvement. In summary, the main contribution of our work is as follows:
( new method outperforms related works in robustness promotion, which enhances the generalization ability of EMVSVM. The paper is organized as follows. In Section II, we briefly reviewed the related work about GEPSVM and EMVSVM. In Section III, we introduce L 2,1 -EMVSVM with its formulation and geometric interpretation. The new approach and theoretical analysis are also shown in this part. All the experimental sets and the experimental results are shown in section IV. Finally, conclusions are shown in section V.
II. RELATED WORK
Before we begin with introduction of our algorithm, some notations are given at first. In this paper, we consider a binary classification problem in the n-dimensional space R n . We suppose there are m training samples belonging to two classes, and the training samples are denoted by {x i j , y i |i = 1, 2; j = 1, 2, ...m i }, where x i j denotes the j sample in i − th class. y ∈ {−1, +1} is class label of the samples. All vectors will be column vectors unless transposed to a row vector by a prime superscript T . We suppose that matrix A with the size of m 1 × n represents the samples of class +1, and matrix B with the size of m 2 × n represents the samples of class −1, where m 1 + m 2 = m.
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For a matrix X ∈ R n×m , the Frobenius-norm of matrix X is defined as
The L 1 -norm of matrix X is defined as
Different with Frobenius-norm and L 1 -norm, the L 2,1 -norm of matrix X is defined as
It can be seen from above three formulations that the sensitivity of Frobenius-norm comes from the squared operation, which may exaggerate the effect of outliers or noises.
A. PROXIMAL SUPPORT VECTOR MACHINE VIA GENERALIZED EIGENVALUES (GEPSVM)
Now, we review the classical multiplane classifier-GEPSVM [8] . In order to achieve a pair of optimal nonparallel planes:
GEPSVM builds a pair of novel objective problem. The aim of the new objective is try to minimize the Euclidean distance of each planes to their own data points. The objective problem is defined as:
where δ is the regularization parameter,
|| are regularization terms, which can improve the generalization and classification accuracy. For convenience, we set
T and the formulations (6) and (7) can be rewritten as:
Obviously, formulas (8) and (9) are known as the Rayleigh quotient problems. By the properties of Rayleigh quotient, we can obtain the solutions of (8) and (9) by solving the generalized eigenvalue problems (10) and (11) .
The optimum solutions of formulas (8) and (9) can be achieved as the eigenvector corresponding to the smallest eigenvalues of the generalized eigenvalue problems (10) and (11), respectively. Thus, we can obtain two non-parallel planes, in which the first plane is the closest to the points of class +1 and furthest from the points of class -1, and vice versa. As to an unknown point x, it should belongs to the category of its nearest plane.
B. ENHANCED MULTI-WEIGHT VECTOR PROJECTION SUPPORT VECTOR MACHINE (EMVSVM)
EMVSVM [20] is a more effective model for binary classification. It overcomes much lack of MVSVM and has better performances. Comparing with GEPSVM, EMVSVM has a completely different idea. The essence of EMVSVM is to choose a pair of weight vectors matrixes for respective class. As we set, m 1 , m 2 are the number of samples in class +1 and class −1 respectively. And x (1) i denotes the i − th sample in class +1, x (2) j denotes the j − th sample in class −1. The optimization problem of EMVSVM is defined as:
where
where W 1 and W 2 are solution sets of class +1 and class −1 in EMVSVM. µ 1 refers to the mean of the class +1 and e is a column vector of ones. X means the training point set of two classes, which consisting of A and B. The geometric interpretation of EMVSVM attempts to maximize the distance between one of the two class mean value and each point of the other class. Setting ξ is the number of weight vectors of class +1 and class −1. Form (12) and (13), the weight vectors of class +1 can be obtained as the eigenvector of ρW
corresponding to the first ξ largest eigenvalues. And the weight vectors of class -1 can be obtained as the eigenvector of ρW T 2 MW 2 − (1 − ρ)W T 2 S 2 W 2 = λ 2 W 2 corresponding to the first ξ largest eigenvalues. But it should be noted that EMVSVM is based on the squared L 2 -norm distance metric, which is sensitive to outliers and noises. It's a deficiency of EMVSVM.
TPSVM-L 1 [38] use the more robust L 1 -norm to measure the distance. Compare to L 2 -norm, the distance with lower orders can achieve better robustness. Since the bias resulting from outliers or noisy data can be suppressed when setting the order as one. The objective formulation is defended as:
Where w 1 and w 2 are objective projection vectors in the method. || • || 1 means the L 1 -norm. TPSVM-L 1 defines an iterative algorithm to solve the problems. While the algorithm not converged:
(1) To facilitate the optimization, TPSVM-L 1 defines two sign function, and reformulate the (18) and (19) as:
(2) In order to optimize to w 1 and w 2 , define:
(3) TPSVM-L 1 can update the objective projection vectors as w 1 (t + 1) = w 1 (t) + βd 1 (t), w 2 (t + 1) = w 2 (t) + βd 2 (t), where β is a positive learning rate.
(4) if max {|F(w 1 (t + 1) − F(w 1 (t))|, F(w 2 (t + 1) − F(w 2 (t))|} < 0.001 we determine that the program converges. Else, steps (1) -(4) repeat.
Different from (12) and (13), which use difference formulations, TPSVM-L 1 changes the original objective formation. Besides, TPSVM-L 1 only seeks for one weight vector for each class, which loses a great advantage of EMVSVM. Third, the convergence of the algorithm relies on the choice of learning rate β.
III. L 2,1 -EMVSVM A. OBJECTIVE FORMULATION AND OPTIMIZATION METHOD
In order to avoid the disadvantage of TPSVM-L 1 and gain better classification ability, we propose a new EMVSVM, terms as L 2,1 -EMVSVM. The main task of L 2,1 -EMVSVM is to find a pair of robust and discriminant weight vector matrixes, in the hope of achieving better classification performance. Moreover, L 2,1 -EMVSVM inherits the original advantages of EMVSVM, for example, explaining the detail of the samples well. Similar to classical EMVSVM, L 2,1 -EMVSVM also needs to define two distance. Taking class +1 as an example, the first distance of class +1 is defined as:
where x (1) denotes the mean value of class +1. The geometrical interpretation of formula (25) is clear, which measure the geometrical distance between projection of the point in class +1 on weight vectors and projection of the mean of class +1 on weight vectors. Similarly, we can define another distance as:
If we want to separate two classes, we should make the formula (25) as small as possible, and at the same time, making formula (26) as large as possible. Based on these explanations, the optimized problem of class +1 can be given in following form:
(1) i − x (1) . W 1 is vector projections matrix and α is a tradeoff parameter for controlling the contribution of the two terms and 0 < α < 1.
Similar to class +1, the optimized problem of class −1 can be organized as:
i − x (2) and q j = x (2) j − x (2) .
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Next, we solve formula (27) for achieving W 1 . We take
The derivative of the objective in (28) to W 1 can be given as:
Define D and D as diagonal matrixes, with
The first term of formula (30) can be written as
And the second term can be written as
Now, we simplify formula (30) as
Obviously,
Through the above mentioned process, we can know that E and N are depending on W 1 . Thus we design an iterative algorithm in order to get the optimal W 1 . In each iteration, E and N are re-changed adaptively based on current W 1 . Then, W 1 is updated through the current result E and N. The iteration procedure begins with an initialized W 1 and repeats until the algorithm converges.
B. CONVERGENCE ANALYSIS
Before we analysis the convergence of our new algorithm, we need to introduce some lemmas at first.
Lemma 1: For any nonzero vectors a and a 0 , the following inequality holds. The similar proof can be found from [34] . Next,we will prove that the objective function of (27) has an upper bound by the following Lemmas and Theorems.
Lemma 2: Given a matrix A ∈ R r×d and a column vector z ∈ R d , the inequality ||Az|| 1 2 ≤ ||A|| 1 2,2 ||z|| 1 2 holds. Proof: Let a i denote the i − th row of A, and z j the j−th element of z. Define a ij as the j−th element of a i . The term ||Az|| 1 2 can be equivalently expressed by
Algorithm 1 An Effective Iterative Algorithm to Optimize the Problem (27)
Input: decoupling the computation of each elements of A and z as following
This indicates that the proof is completed.
Theorem 1:
The objective function J (W) of (27) is upper bounded by r 1/2 m 2 j ||k|| 1 2 .
it is easy to check
It follows from Lemma2 that
Thus,
Since W T W = I and w T j w j = 1 holds, we have ||W|| 1 2,2 = (
This means that the objective function in (27) is upper bounded by r 1/2 ||k|| 1 2 . Thus, the proof is completed. Theorem 2: Algorithm 1 monotonically increases the objective of (27) in each iteration.
Proof: For each iteration, we denote by W the updated W. From the physical meaning of W, for each iteration we have
With the definitions of E and N in the steps 1 and 2, (44) can be rewritten as
Letting a = W T g i and a 0 = W T g i in (38) , one achieves
which leads to 0.5α
≥ 0.5α
Adding (45) and (47) into the both sides gives
Adding (48) and (49) into the both sides gives
It follows from the inequality (50) that the objective of (27) is monotonically increasing in each iteration of Algorithm 1.
To the end, the proof is completed. Note that in the iterative procedure of Algorithm 1, we do not consider the orthogonality. However, it is found that orthogonalizing the weight vectors in each round of iteration cannot usually change the convergence.
IV. EXPERIMENTS
In order to evaluate the performance of L 2,1 -EMVSVM, in this section, we have conducted some experiments to test our algorithm. First of all, we did the experiments on artificial datasets (named GaussXOR) to prove that L 2,1 -EMVSVM can solve XOR problem. Moreover, we also used GaussXOR datasets to verify L 2,1 -EMVSVM is robust to outliers. Next, we compared L 2,1 -EMVSVM with other relevant algorithms (GEPSVM, MVSVM, EMVSVM, L 1 -GEPSVM and TPSVM-L 1 ) on UCI datasets. Third, we tested the convergence of our proposed solution algorithm by using UCI datasets [43] . And in fourth part, we analyzed the effects of the numbers of weight vector projections on performance. Finally, we conducted some experiments on a terrain dataset.
For each program, when the difference between two continuous objective values of the iteration is less than 0.01, we believe that the program has been convergent. Furthermore, in order to obtain the best generalized performance, all the parameters were obtained by 10-fold cross validation method. For GEPSVM, MVSVM and L 1 -GEPSVM, there is only one parameter δ,which is selected from {2 i |i = −6, −5, . . . , 5, 6}. For EMVSVM, TPSVM-L 1 and L 2,1 -EMVSVM, there are two parameters needed to be chosen. One is trade-off parameterβ, which is a value between 0 and 1 to adjust program performance. And the other one is the number of weight vector projections ξ , which is in the range from 1 to 10.(if dimension of datasets n=10, parameter ξ is in the range of {i|0 < i ≤ n}). We implement all the algorithms in MATLAB 2014b on a PC with an Inter(R) Core(TM)2 Quad Q9400 CPU @ 2.66GHz, 4GB of RAM.
A. EXPERIMENTS ON ARTIFICIAL DATASETS
In order to make EMVSVM more robust to against noises and outliers, we designed a new algorithm called L 2,1 -EMVSVM. In this section, the experiment on the GaussXOR (230×2) dataset will show us whether L 2,1 -EMVSVM can suppress outliers effectively. We take experiment on the original dataset at first. And then, we introduce some simulated outliers to test whether L 2,1 -EMVSVM can resist the influence of outliers. Fig.1 shows the weight vectors of EMVSVM and L 2,1 -EMVSVM for classifying original GaussXOR dataset. Like EMVSVM, L 2,1 -EMVSVM also can solve the XOR problem perfectly (the classification accuracy of both EMVSVM and L 2,1 -EMVSVM are 100%). Fig.2 shows the weight vectors of EMVSVM and L 2,1 -EMVSVM on the GaussXOR dataset with some outliers. Comparing Fig.1 with Fig.2 , it is clear that after adding the outliers, the weight vector of EMVSVM shows a significant migration, but L 2,1 -EMVSVM's change is not obvious. The result is in line with our expectations, because squared L 2 -norm based EMVSVM exaggerates the effect of outliers. So L 2,1 -EMVSVM is more robust than EMVSVM. 
B. EXPERIMENTS ON UCI DATASETS
In this section, some public datasets from UCI are selected to compare the classification accuracy of L 2,1 -EMVSVM, EMVSVM, GEPSVM, MVSVM, L 1 -GEPSVM and TPSVM-L 1 . The details of these datasets are shown in Table 1 . Since the superiority of our new proposed L 2,1 -EMVSVM dedicates to noise sample handling. Therefore, to prove it, we add twenty percent noise in original datasets. Moreover, we also check the paired t-tests when comparing relevant algorithms to our new L 2,1 -EMVSVM. The statistical significance is set to 0.05, which means that, when the p-value is less than 0.05, there is huge difference between two algorithms. As a result, we show the average accuracy, the standard deviation, and the run time of each algorithms in Table 2 . By the way, the best result in Table 2 is highlighted in bold.
As far as the results are concerned, L 1 -GEPSVM is better than GEPSVM in most cases. L 2,1 -EMVSVM and TPSVM-L 1 are also more accurate than EMVSVM and MVSVM. This shows that benefit from robust norm distance measurement, algorithms can limit the effect from the outliers or noise, which can improve performance. Second, comparing TPSVM-L 1 with EMVSVM only, it can be found that in most cases, the classification of both two algorithms is extremely close. In spite of TPSVM-L 1 based on L 1 -norm distance measure, only one weight vector for each class cannot separate the two categories well, and it is a weakness of TPSVM-L 1 . Third, our proposed L 2,1 -EMVSVM performs better than other five methods in most cases, which can convince us that L 2,1 -EMVSVM can be effectively against the effect of outliers or noisy data. Different form TPSVM-L 1 , L 2,1 -EMVSVM can directly find robust multiple weight vectors for the performance improvement due to the utilization of the L 2,1 -norm distance metric, which makes L 2,1 -EMVSVM have more advantages than other algorithms. Besides, L 2,1 -EMVSVM is not only better than other methods in accuracy, but the standard deviation are also always less than them, which indicates L 2,1 -EMVSVM is more stable and more robust. Concerning the computation time, it can be seen that L 1 -GEPSVM, TPSVM-L 1 and L 2,1 -EMVSVM are slower than other L 2 -norm-based algorithms, because they all need to execute iterative programs until the algorithm converges. Compared with L 1 -GEPSVM and TPSVM-L 1 , L 2,1 -EMVSVM can achieve better classification performance at about the same computational cost on the vast majority of datasets.
C. CONVERGENCE ANALYSIS OF SOLUTION ALGORITHM
Previously, we gave a new optimization method of L 2,1 -EMVSVM and proved its convergence in theory rigorously. Now, we study the convergence of the new method by experiments. Our experiments are conducted on the UCI datasets. And for each dataset, all points are used as inputs. Parameter β is set to 0.5 and parameter ξ is restricted to the corresponding value when the classifier achieves its best performance. Fig.3 shows the convergence curves of our optimization algorithm. The horizontal-axis is the number of iterations and the vertical-axis represents the difference between two continuous objective value of the iteration. From the results, we find that the convergence curves are monotonically decreasing and converges into asymptote within a finite number of times, which means that the algorithm is computationally feasible.
D. ANALYSIS ON THE NUMBER OF WEIGHT VECTOR PROJECTIONS
As previously discussed, we describe the separability between two classes by using the distance from the weight vector projections to the mean value projection. So the number of weight vector projections directly affects the classification accuracy of the algorithm. In this part, we will study the effect of the number of weight vector projections on the performance of L 2,1 -EMVSVM. Our experiment was also conducted on the UCI dataset. Parameter β is obtained by 10-fold cross validation method. Fig. 4 shows the classification accuracy respective to the number of weight vector projections, respectively, VOLUME 7, 2019 on Australian, Brightdata, Heart, Housingdata, Pimadata, and Ionodata. Horizontal-axis represents the number of weight vector projections. And vertical-axis represents the classification accuracy. Form the figure, it is easy to find out that the classification accuracy of L 2,1 -EMVSVM has obvious changes with the varies of the ξ , which shown the necessary of us to select multiple weight vectors rather than one. Moreover, for high-dimensional datasets, the best performance always occurs when ξ < 10. So it is reasonable for us to set ξ between 1 to 10, which not only achieves good performance, but saves time.
E. SIMULATION ON TRAVERSABILITY RECOGNITION
Traversability recognition is an important application of pattern recognition in real world. It is widely used in obstacle detection, autopilot or other fields. It should be noted that a great challenge for traversability recognition is classifying the target from many types of noise in the real world. So in this section, we will test our new algorithm in WEDS terrain dataset. The WEDS dataset contains 94 images taken in the later afternoon, where the greater difficulties comes from the low visibility and the shadows under weak light. Some example images are shown in Fig.5 . We will define four terrain classes in the dataset: sky, trees, grass, and road. Obviously, sky and trees cannot be traversed. In this experiment, we will deal with the images in WEDS dataset according to the approach of [29] and [30] , and divide the data into two classes according to the traversability. Thus, we will get a standard binary dataset. The details of this dataset is shown in Table. 3. All parameter settings are as same as the previous test, excepting by using of five-fold cross validation. The statistical significance and the run time for the algorithms were also taken into account. Table 4 shows the test accuracy and operation time of each algorithm on the WEDS dataset. In classification accuracy, L 2,1 -EMVSVM is obviously better than the other five algorithms. And the main reason is, the L 2,1 -norm based EMVSVM has good robustness, which avoids the effect of noise caused by light and shadow in the image on recognition. We can see from the result that the p-value between L 2,1 -EMVSVM and other five algorithms is less than 0.05. In a statistical sense, there are significant differences between L 2,1 -EMVSVM and other algorithms. The running time is a weak point of our algorithm. From the result, the time estimation of L 2,1 -EMVSVM is higher than other algorithms. Because our proposed solution has to be executed according to iterative until the algorithm converges. In general, L 2,1 -EMVSVM is better than other algorithms in traversability recognition.
V. CONCLUSION AND FUTURE WORK
In this paper, a new algorithm was proposed based on the robust L 2,1 -norm distance for binary classification, termed as L 2,1 -EMVSVM. By integrating the merits of both L 2,1 -norm and EMVSVM, L 2,1 -EMVSVM can reduce the effect of noise or outliers, resulting in better generalization and classification accuracy, which has already been demonstrated in our experiments. In addition, we proposed an efficient and simple iterative algorithm to solve the optimal problems of L 2,1 -EMVSVM. And the convergence is ensured by both theoretical proofs and experimental results. It is worth noting that the new approach we propose can not only be used in L 2,1 -EMVSVM, but also can add some references to the solution of other L 2,1 -norm-based algorithms in future.
Currently, L 2,1 -EMVSVM is only effective for the binary classification problem. One of our future projects is to extend the proposed method to multi-class classification scenario. Moreover, only the linear kernel case is discussed in this paper. Therefore, another projects will research the nonlinear kernel case.
