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This thesis tackles the issue of how gamblers can prot from betting on the outcome
of sporting events. In particular, it addresses issues which have arisen in recent years
concerning both the inception of betting exchanges, and the technique of building
complex statistical models to accurately predict the sporting outcomes.
This thesis shows that bias in predictive models can be quantied from a collec-
tion of model outputs. It is shown that a Bayesian method can be constructed to
derive accurate bias estimates, even when the model outputs are merely a collection
of independent Bernoulli trials. In addition, the method is expanded, to allow the
quantication of a time-varying bias, as long as it changes in a known, deterministic
setting. The utility of this method is demonstrated via the correction of a simple
football prediction model.
The movements seen in betting markets before the event in question occurs are
investigated. It is conjectured that the rate of increase of the amount of capital
invested in the betting market is central to understanding other market movements.
With this in mind, two approaches are derived, which both use a collection of historic
market movements for past events for their predictions. It is shown that in many
I
II
cases, some mix of the two approaches achieves the most accurate forecasts.
A new gambling strategy, dubbed consolidated wagering is introduced. It is
demonstrated that consolidated wagering outperforms all other candidate methods
when considering string bets (multiple bets on the same event, at dierent odds).
The application of these methods to investing in restricted markets in betting ex-
changes is demonstrated. Finally, the problem of string wagers under uncertainty is
explored.
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\Bond didn't defend the practice. He simply maintained that the more
eort and ingenuity you put into gambling, the more you took out." - Ian
Fleming, Casino Royale
Gambling is one of the world's oldest recorded activities, with evidence dating back
to around 3000BCE of dice found in Mesopotamia (Schwartz, 2006), and Egyptian
gods gambling against the moon for the number of days in a year (Wykes, 1964). In
addition, gambling on the outcome of sporting events seems to have been around for
as long as the sporting events themselves (see the example of cattle racing in Wykes
(1964)).
The history of the mathematical concept of odds, and therefore the history of the
mathematical treatment of gambling problems is intrinsically linked to the develop-
ment of probability theory. Most famously, this is attributed to the 17th Century
mathematicians Blaise Pascal and Pierre de Fermat. However, the mathematical
1
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treatment of odds can be traced back to Gerolamo Cardano in the 16th Century
(Cardano, 1663).
This work shall focus primarily on betting markets in the UK, where gambling
on sports is worth around $7.1 billion per year (Wardle and Moody, 2014). The
route by which the gambling industry has arrived at this turnover has had many
twists and turns, with the industry itself evolving over time as a response to customer
preferences, and the proliferation of new technologies.
The betting industry remained mainly unchanged for a number of years, with the
large majority of the market being made up of companies oering xed odds, both `on-
course', by race courses etc, or `o-course', in betting shops away from sporting venues.
The explosion in accessibility to the internet and computing power has irrevocably
altered both the way bookmakers operate, and the way investors develop winning
strategies.
With the advent of the internet age, a large proportion of betting activity has
emigrated online. All major bookmakers now maintain a large internet presence. In
2007, around 20% of UK betting activity was conducted online (Wardle, 2007). In
2014, the online betting industry was valued at $650 million, with 44% of betting
activity conducted online Chalabi (2014). In addition, new ways to gamble have been
invented, most notably betting exchanges, which allow investors to bet on both an
event occurring, and not occurring. In addition, in-play betting allows investors to
place bets whilst the event of interest is occurring (a full history of these innovations
is available at O'Connor (2015)).
As the betting industry has developed on the back of the explosion in computing
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power, so has the sophistication of the investor. For most of the 20th century, gaining
an edge in placing bets often relied on illegal means, such as the bribery of players
(most famously in the 1919 Baseball World Series, see Asinof (2011)), or by learning of
the result before others (see Poundstone (2010)). From the late 20th Century onwards,
however, statistical methods could use computing power to gain inference about the
likelihood of certain events occurring with considerable accuracy (see Section 3.2).
These evolutions have left gaps in understanding in their wake. The advent of
betting exchanges has made wagering become more and more akin to playing the
stock market, as betting for and against events becomes reminiscent to call and put
options (see Benninga (2008)), but with the crucial dierence being that the value of
positions in betting markets are realised explicitly on the event's conclusion. Similarly,
the construction of sophisticated prediction models has raised questions about the best
way of exploiting their results.
These gaps in understanding have driven the selection of research topics in this
thesis. These topics aim to address questions which has arisen due to the proliferation
of betting exchanges, as well as developing methods to complement the use of complex
statistical models for the predictions of sports events.
1.1 Thesis Outline
Chapter 2 gives a general introduction to betting markets. This introduction includes
a primer on dierent types of betting markets, as well as methods of setting odds. It
also introduces a number of important betting market features, such as overround,
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eciency and liquidity.
Chapter 3 discusses dierent strategies used to prot from sports betting markets.
This is divided into two sections. Firstly, techniques which have been developed
to predict the outcome of sporting events will be summarised, mostly focussing on
football. Secondly, the problem of selecting the correct wager size is considered. This
literature is centred on the famed Kelly Criterion, which is discussed in depth, along
with its extensions in recent years.
Chapter 4 considers the setting of a complex statistical model being used to pre-
dict the outcome of a sporting event of interest. The work tackles the problem of
quantifying any potential consistent model bias, which may be aecting the prob-
ability predictions. The work rst applies a Bayesian structure, and demonstrates
an MCMC (Monte Carlo Markov Chain) approach to learning about the parameters
which form the bias. Later on, the bias is considered to be time-varying, with the
MCMC scheme being updated to tackle the additional complexity originating from a
more involved parameterisation.
Chapter 5 considers how features of betting markets, such as odds and market
size, change in the time before the event occurs. It is demonstrated that the change
in market size is not only an important factor for understanding movements in other
features, but that its movements demonstrate identiable properties. This allows
a predictive method to be derived, which is successful in simulating occurrences of
these properties, allowing predictions to be made. Along with a simpler method,
which identies similar market movements from the past data, a mixed approach is
shown to outperform either method in isolation, and to produce accurate forecasts.
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Chapter 6 introduces the notion of a string bet. The decisions regarding optimal
wager allocation in string bets suer from downsides, as demonstrated in Proebsting's
paradox. The impact of the paradox will be discussed, and as a result, a new type
of betting, namely consolidated wagering is developed. Various betting strategies are
applied to the related problem of investing in restricted markets in betting exchanges.
Finally, these strategies will be re-derived to take into account potential uncertainty
around the probability estimate of the event of interest.
Chapter 7 concludes the thesis with a discussion of its contribution, along with
ideas regarding potential further development for each of the methods derived.
Chapter 2
Betting Markets
Betting markets can be thought of as places where agreements, or bets can be formed
between two parties, which are settled upon the outcome of some future event. Tra-
ditionally, one of these parties is a bookmaker, who oers the public a range of bets,
each with associated odds, which indicate what multiple of the stake is returned when
a bet is won against the bookmaker. It is understood that an unsuccessful bet results
in all wagered money being lost.
In the United Kingdom, odds are most commonly written in their fractional form.
Fractional odds represent the multiplier given to any bet's winnings, and are usually
written as a fraction o = a=b. For example, the fractional odds given for Team A to
beat Team B could be 3=1; for every $1 wagered, a bettor would win $3 if the event
occurs, and would also receive their initial stake back, eectively turning their capital
from $1 to $4.
The other commonly-used form are decimal odds. Decimal odds give the multiplier
given to the initial amount wagered, to give the total amount received after the event.
6
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For the event used as an example before, the decimal odds would be 4:00 (two decimal
places are used at all times for decimal odds). Unless otherwise mentioned, this thesis
will always use fractional odds as standard.
Of course, odds reect in some way the probability of an event occurring. Given
that an event has a probability, p the `fair odds', i.e. the odds oered such that the





2.1 Types of Bet
For the remainder of this thesis, wagers will be considered to be placed on sporting
events. In particular, association football will be used as a common betting example,
and makes up around 15% of the U.K. bookmaker's betting activity (horse racing
taking up around 50% of the whole market (Wardle and Moody, 2014)).
Bookmakers now oer a huge selection of sports games, and a large number of
events within games to bet upon. The most common sporting outcome is simply the
result of a single match, be it a home win, away win, or a draw (in some sports). For
football, other possible events for which bets are commonly placed are: the number
of goals; the number of corners; the identity of the rst goalscorer; the time of the
rst goal.
Bets do not need to be constrained to events occurring on the sports ground;
bookmakers also contrive other more complex events to be wagered on. A selection
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of these are summarised below:
 Accumulator Bet: Involves making a number of selections on non-dependent
events, with the bettor only winning if all of the events occur. The decimal
odds of all of the events occurring is simply the product of the decimal odds of
each of the individual events. Note that accumulator bets can only be placed
on independent events.
 Full Cover Bet: Involves the betting on an accumulator bet, but also on
every possible subset of the accumulator of size 2 or more, of the events which
made up the accumulator. For example, if betting on 3 horses in dierent races,
fA;B;Cg, the full cover bet (known as a Trixie, for accumulator size 3) is to
bet some xed amount on each of fA;Bg; fA;Cg; fB;Cg; fA;B;Cg. There is
also an option to wager on each of the single bets, known as a Full Cover Bet
with Singles. In this example, this would result in 7 separate wagers (known as
a Patent bet).
 Asian Handicap: A bet in which the stronger team (or more-likely event)
is handicapped against the weaker team (or less-likely event). In the case of
a football match, the weaker team would be credited with a number of bonus
goals. Say Team A were at home to the much weaker Team B. In an Asian
Handicap Market, Team B would be credited with, say, 2.5 goals. As long as
Team B loses by 2 goals or fewer, bets on Team B will be denoted as the winning
wagers. Note that the possibility of a draw is eliminated, as handicaps are never
integers.
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2.2 Types of Betting Market
By far the most common type of betting market created by a legally accredited book-
maker. In 2013/2014, bookmakers made up around 90% of the U.K.'s betting industry
(based on turnover), with the betting industry itself making up around 65% of the
U.K.'s gambling industry (which also includes casinos and lotteries). Of this, betting
pools are the second largest betting market, followed by betting exchanges. Within
each of these sectors, football consists of around 40% of the non-horse-related betting
activity, with tennis the next most popular, at around 20% of the market (all data
from (Wardle and Moody, 2014) and (Wardle, 2010), see Figure 2.2.1).
Betting Activity (%)
Market Bookmakers Shop Online Bookmakers Betting Exchange
Horse Races 78 7 5
Dog Races 75 6 2
Sports Betting 64 24 10
Non-Sports Betting 73 9 5
Table 2.2.1: The mode of participation in selected betting activities, adapted from
(Wardle, 2010).
Figure 2.2.1 shows that betting exchanges only account for a very small proportion
of horse racing (5%) and dog racing (2%). However, for other sports (such as football,
for which the majority of this thesis is focussed), around 10% of people reported to
have used a betting exchange.
Bookmakers
Bookmakers oer odds on a large range of events. Typically, the bookmakers' aim is
to set odds such that each possible event outcome results in the bookmaker making
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a prot, a process known as `forming a book'. This process is studied in detail in
Boyle (2006). A bookmaker's prot is achieved primarily through the presence of an
overround. The overround is also a measure of how much the odds undervalue the
probability of events occurring.
As an example, say a bookmaker has oered fractional odds on the result of a
football match. The home win is available at 1=2, the draw at 5=2 and the away
win at 5=1. From equation (2.0.1), fractional odds are `fair' when o = p 1(1  p), so
the implied probability of an event, inferred from the odds are p = o(1 + o) 1. The
implied probability of these events are therefore 0:666, 0:286 and 0:166, respectively.
The sum of these probabilities is 1.119, giving an overround for this event as 11:9%.
This means that the bookmaker expects to pay out $100 for every $119 taken.
A consideration which should be taken into account for professional investors is
the maximum allowable bet size. This can vary from a bet limit of $10,000 (adopted
by Ladbrokes, William Hill and others), to a maximum return of around $500,000
(adopted by Totesport and Betfred) (Punter, 2014).
Betting Exchanges
Betting exchanges oer customers the opportunity to gamble on both sides of the
market: by placing bets on events occurring; and to oer odds on events occurring
(laying a bet). Customers can therefore also bet on events not happening.
The process of laying an event (creating a betting option) involves both specifying
the odds and setting the maximum acceptable loss to be incurred (equivalent to
choosing the betting amount). Wagers on this option are only accepted until the
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potential losses meet the maximum acceptable loss of all the other investors laying at
these odds, in which case the option is closed; no further bets are taken. For example,
suppose an investor oered odds of 2.00 for Chelsea to win a match at home, and is
willing to accept $100 of losses. Once $50 have been matched from people willing
to back Chelsea to win at home, the betting opportunity created by the investor is
closed, and the investor's maximum losses are set at $100.
If an investor wants to bet at certain odds, then, they would be limited by the total
amount of layed capital oered by other exchange users. This is often much smaller
than that seen in bookmakers, especially if they are betting a long time before the
event occurs, or if the betting event itself is not very popular.
As the betting exchange provider does not take positions in any of the wagers,
their prot comes from taking a small commission of any prot made. For the largest
betting exchange provider in the UK, BetFair, the commission is around 5%. It is often
found that odds found in exchanges are more representative of the true probability
of events than those found in bookmakers (Franck et al., 2010). Similarly, betting
exchanges tend to oer investors better odds, even after commission has been factored
in; see Tsirimpas (2015).
Pools
Pool betting (also called paramutuel betting, or tote betting) is a simpler form of
market, most commonly seen in events for which there are a large number of potential
outcomes, such as a number of dierent runners in a horse race. The critical dierence
between pools and other types of markets is that odds are not oered as the bets are
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made. Instead, all of the betted money is pooled together, then after the wagering
company has taken their cut of the pot, the rest of the pool is divided out amongst
the winning parties.
As an example, assume there are 6 horses in a certain race, and the amount of
money bet on each of them is shown in Table 2.2.2:
Horse 1 2 3 4 5 6
Staked Money $5 $10 $8 $20 $15 $5
Table 2.2.2: An example of amounts of money staked on a pools market for a horse
race.
In this case, there is a total of $63 in the pot. Say the wagering company takes a
cut of around 11%, this would leave a pot for the winners of around $56. Say horse
3 wins, and that the $8 staked was from two bettors, one staking $6 and the other
$2. The entire remaining pot is split proportionally between the two, with the rst
bettor receiving $42 and the second $14, each realising fractional odds of 6/1.
Pool markets do not lend themselves easily to the wider domain of gambling theory,
as the odds are not known as bets are placed, rather they are decided by the (mostly)
unobserved behaviour of other investors. For this reason, betting in pool markets
is not considered further in this work; for a full treatment of the topic, see Stefani
(1983).
Spread Betting
Spread betting currently has a small share of the total betting market. Its origins lie
in the IG Group's creation of an index for the price of gold in 1974, which allowed
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investors to speculate on gold's price movements, without requiring actual ownership
of the commodity.
The wagering company chooses a `buy' and `sell' price for an index, much like the
`bid' and `ask' prices in nancial markets. Investors choose to either buy the index
at the buy price, or to sell at the sell price. The eventual result of the event dictates
their prot or loss.
As an example, suppose the market was the number of runs the English cricket
team score in an innings, with a buy price of 300 runs, and a sell price of 280 runs.
If an bettor invests $2 at the buy price, then every run over 300 that England score
gives the bettor a prot of $2, so England scoring 325 runs would net the bettor
a prot of $50. Conversely, if England scored only 250 runs, the bettor would lose
$100, much more than the size of the $2 stake.
On the other hand, if the bettor had chosen to invest $2 at the sell price, then
England scoring 325 would lose the bettor $90, and a score of 250 would give a prot
of $60.
The rst academic treatment of the subject within the domain of sports betting
was in Jackson (1994), but it is only with the advent of online betting that interest
has signicantly grown, with sites such as sportingindex.com and spreadex.com
allowing investors to bet easily on these markets. This work will not consider spread
betting markets directly; an exploration of the topic within the context of sports
betting can be found in Haigh (2000).
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2.2.1 Overround
The use of a bookmaker's overround has already been briey mentioned in Section 2.2.
Put simply, bookmakers set their odds such that the sum of the implied probabilities
(see equation (2.0.1)) from each of the possible event outcomes sum to a number
larger than 1.
In many situations, (such as comparing a model's prediction of some event prob-
ability to that implied by a bookmaker's odds) it is useful to utilise the bookmaker's
odds as an indication of the true probabilities of the events. The most obvious method
would be to reverse equation (2.0.1) to make the odds the subject. This, however,
would necessarily lead to biased probability estimates, as the odds have been trans-
formed away from their true value.
The aim of making the inferred probabilities unbiased, then, is for them to sum
to 1. The most obvious way of achieving this objective, and the most common way of
removing bookmaker's overround is to scale each probability linearly. Let pb1;    ; pbn







where pui is the supposedly unbiased form. This solution to the problem of removing
the overround has debatable merit. By using this method, each of the probabilities are
shrunk by the same factor; therefore, the change in probability for events with long
odds is much smaller than those with short odds. It is shown in Vovk and Zhdanov
(2009), that another overround-removal method performs much better (in terms of
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achieving a superior Brier score, a measure of calibration of probabilities) and is based




 ; i = 1;    ; n (2.2.1)





This chapter has given a general overview of betting markets; how they are made
and how investor's bet upon the possible outputs of sporting events. Next, it shall
be shown how investors nd strategies with the intention to allow their wealth to
increase in value over time.
Chapter 3
Strategies
The strategies considered in this chapter have the same central aim: to create prof-
itable strategies for betting on sports markets. These strategies can be split into two
themes. Firstly, an investor needs to know what to bet on. This is commonly achieved
through statistical means; modelling the sports in question to the extent that accurate
forecasts can be made regarding the probability of events occurring.
Secondly, an investor must know how to best utilise the information gleaned from
their statistical models. This area of study relating to betting strategies, most com-
monly revolves around the optimal selection of stake size, given that a particular
betting market is deemed to be protable to the investor.
3.1 Prediction
In general, both the bookmaker and the investor try to accurately predict the prob-
ability that the events of interest occur. For the investor, predicting these event
16
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probabilities accurately allows them to only wager money on those events for which
the bookmakers' oered odds are favourable. The assumption is that some of the
bookmakers' odds will be favourable to the investors, which would mean that their
odds are not representative of the true probability of events.
3.1.1 Market Eciency
Ecient markets are those whose prices reect the information available to all partic-
ipants. As stated in Fama (1970), an ecient market is \one in which prices always
fully reect available information". The denition of quite what \available informa-
tion" entails categorises market eciency into three forms.
 Weak Eciency: Information considered is only the past prices of the market
in question.
 Semi-Weak Eciency: Information considered is all publicly available infor-
mation.
 Strong Eciency: All information is considered, including that held only by
small groups of investors, e.g. insider trading.
From this denition, the famed \Ecient Market Hypothesis" can be formed,
which states that all nancial markets must be ecient, as information is quickly and
accurately incorporated into pricing. Applying this notion to betting markets would
give the hypothesis that the betting odds always fully reect the information available
to investors.
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If this were true, then the creation of complex betting strategies would be pointless.
This is because the odds would always be correct, in that they would be accurate at
their time of oering, and thus no prot could be made in the long run by betting on
such markets. Note that in the context of sports betting, a market could be shown to
be inecient if an investor makes a loss, but still achieves a better return than that
implied by the overround.
There have been many papers which have investigated the question \are sports
betting markets ecient?". In Kuypers (2000), many of these papers are summarised,
focussing on whether sports betting markets can be shown to be ecient in any of
the 3 forms stated above. These papers tend to focus on horse racing, most notably
Asch et al. (1984) and Snyder (1978) who both show that although US horse racing
paramutual markets do not exhibit even weak eciency, they could not nd betting
strategies which yielded positive returns. In comparison Ali (1977) and Hausch et al.
(1981) both found protable betting strategies on the same markets (although in the
latter case this was a xed-odds market). The model given in Hausch et al. (1981)
was later shown to also produce positive returns in UK horse racing (Ziemba and
Hausch, 2008).
Away from horse racing, the investigation of the eciency of other sports markets
has also been an active area of research. In Goddard and Asimakopoulos (2004), it
is shown that over a year of football, the market exhibited weak eciency, which
still yielded protable betting strategies when exogenous variables were added to
predictive models. Tennis markets are investigated in Forrest and McHale (2007),
primarily in the context of the favourite longshot bias; a common feature of markets
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where ineciency seems to aect very likely or unlikely events more often than others
and where some investors (usually those without statistical models) tend to undervalue
events with short odds and overvalue events with long odds.
The presence of favourite longshot bias has also been noted in baseball (Woodland
and Woodland, 1994), football (Cain et al., 2000), horse racing (Sob) and others. In
Shin (1991), it is proposed that the favourite longshot bias is a result of bookmakers
adjusting their odds to mitigate against insider trading, noting in addition that both
this bias and bookmaker prots increase with the number of competitors for each
event. These claims are supported empirically in Cain et al. (2003).
In comparison to traditional bookmakers, Smith et al. (2006) claims that betting
exchanges exhibit both weak and strong eciency. Finally, Williams and Paton (1997)
propose that the favourite longshot bias was more pronounced in markets with less
liquidity, i.e. more bias exists in less popular markets. This particular result is
conjectured to be a result of smaller markets having a proportionally larger number
of casual bettors (Sob).
In summary, there is evidence to support the claim that sports betting markets
do not consistently demonstrate eciency. With the common presence of favourite
longshot bias, the odds oered by bookmakers do not necessarily represent the true
probability of the events. These features therefore must point towards the existence
of protable betting strategies for all sports. In the following section, some common
sports predictive models will be summarised, each with evidence to attest to their
protable implementation.
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3.1.2 Football Prediction
The underlying feature of the vast majority of the academic literature regarding the
modelling of football matches is to consider goals scored as being driven by some
arrival rate. This was rst proposed by Moroney (1956), who drew inspiration from
the classic Horse Kicks dataset (von Bortkiewicz, 1898). Moroney, as well as Reep
and Benjamin (1968), discusses certain shortcomings of using a homogenous Poisson
process to model this arrival stream and also considers a Negative Binomial model.
At this time, the arrival rate of goals for each team was judged to be independent of
other factors, most notably the strength of the opposing team.
This discrepancy was rectied in Maher (1982), who not only attempted to ac-
count for the dependence between the strength of the two opposing teams, but also
introduced a parameter used to represent home advantage, which accounts for the
home team performing more strongly than the away team, on average. Home advan-
tage is a very well-studied phenomenon in football (see Pollard (1986), Boyko et al.
(2007) and Pollard (2008)), and is proposed to originate from such sources as: travel
fatigue for the away team; home crowds aecting refereeing decisions; and familiarity
with the home pitch, amongst others.
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for  > 0. Here,  and  are the arrival rates for the home and away team, respectively.
Each of these is composed of the attack strengths i and j as well as the defence
strengths i and j for the home and away team respectively. In addition,  represents
the aforementioned home advantage parameter. The arrival rate of goals for the
home team, then, is the product of the home team's attack strength, the away team's
defensive strength, and the advantage gained by the home team.
Although this model allowed for the strength of the opposing teams to be consid-
ered, the direct dependence between the goals scored by the home and away teams is
still not accounted for. This was rectied in Dixon and Coles (1997), who used past
data to empirically t a correlation function for low scoring matches. In addition,
a new method for estimating the parameters of interest is introduced; a pseudo-
likelihood function downweights observations more the further in the past they take
place.
Although many years have passed since the publication of Dixon and Coles (1997),
the literature regarding the predictions of the outcome of football matches has not
progressed to any great degree. It is supposed that advancements and innovations in
the eld have a substantial commercial value, and thus are not released to the public.
One of the more active areas of research in football prediction, then, concerns in-
play betting; see Dixon and Robinson (1998) and Hoog (2014). This focusses on the
prediction of certain events whilst the match is in progress, such as the next goalscorer
or even the time of the next throw-in. For the example of an in-play market for the
correct full-time score, the probability of each possible score is updated as game events
occur, and as time passes.
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In addition, there has been a lot of attention regarding the origins and manifes-
tation of home advantage. The review paper Pollard (2008) gives examples of a vast
variety of dierent factors cited as being in some way benecial to the home team.
These include the impact of the crowd, potential referee bias, travel fatigue for the
away team and familiarity with surroundings. Finally, many other factors are hy-
pothesised to aect the outcome of football matches, such as the impact of a red card
(Ridder et al., 1994) or yellow card (Titman et al., 2015), and of articial pitches
(Barnett and Hilditch, 1993).
3.2 Betting
This history of betting theory is as varied as it is entertaining. The 2010 book For-
tune's Formula (Poundstone, 2010) gives an excellent background to all of the material
covered in this section, as well as the stories behind their development.
3.2.1 Classic Papers and Results
The earliest major academic paper on the subject of betting can be attributed to
Daniel Bernoulli, (reprinted in English in Bernoulli (1954)), drawing on his letters to
Nicolas Bernoulli on the subject of the St Petersburg Game (Bernoulli, 1713).
Imagine some casino oered a game where a gambler pays some entrance fee to
play. The casino then gives the investor $1, with the promise that every time a fair
coin is ipped heads, the investor's current money will be doubled, whereas a tails
will end the game, and the investor will keep any money made to that point. As an
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example, if the coin were to yield three heads followed by a tails, the investor will win
$8, whereas an immediate tails would cause the investor to leave the game with only
$1.
The St. Petersburg Paradox is a consequence of asking the question \How much
should the casino charge an investor to play this game?". An intuitive way to calculate













which shows the expected return from the game is innite. This seems illogical,
implying that an investor should play this game, even given an entrance fee of $1000,
or even $1 million!
This led Bernoulli to reason that the utility of wealth should be an important
factor in investment problems. In a hypothetical simple game, such that a gambler
won either $10,000 or nothing on a coin ip, a poor person may sell the opportunity
to play this game for $3,000, whilst a rich person would happily play if it cost them
$4,500. As it is put in Bernoulli (1954),
\The determination of the value of an item must not be based on the price,
but rather on the utility it yields. There is no doubt that a gain of one
thousand ducats is more signicant to the pauper than to a rich man though
both gain the same amount."
Another less satisfying resolution to the paradox is to realise that the casino could
not possibly pay-out the winnings when the number of heads ipped increases inde-
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nitely. If the winnings of the player is capped at, say, $10 million, then the expected
value of the game decreases dramatically to just $13. This notion, as well as oth-
ers relating to the use of dierent increasing and concave utilities are discussed in
Samuelson (1977).
Bernoulli's use of a logarithmic utility for wealth when considering betting prob-
lems inspired John Kelly's famous `Kelly criterion' (coined in the blackjack paper,
Thorp (1966)) for the selection of bet size in more general investment problems. Kelly
worked at Bell Labs at the same time as `The Father of Information Theory', Claude
Shannon, and his methods are strongly inuenced by the eld.
In Kelly (1956), it is argued that the quantity which investor should seek to max-









where W0 is the initial wealth and Wn is the wealth after n investments have been
realised. The key notion is to move away from the idea that investment sizes should
be some xed amount, $20, but instead should be related to the current bankroll of
the investor. For this reason, Kelly considers a fractional wager f , of the investor's
current wealth.
Imagine, then, some repeated game with probability of occurrence p and fractional
odds o. The log of the return of a single wager can be written as
p log(1 + fo) + (1  p) log(1  f)
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where the investor's current wealth has been normalised to 1. The optimal betting




= p  1  p
o
; (3.2.2)
the aforementioned Kelly fraction (or Kelly criterion), which also thus maximised the
long-term growth rate shown in equation (3.2.1). Note that the use of the log utility
here can be seen as a natural measure, given that repeated fractional bets lead to
compounded returns.
In terms of the ecacy of this criterion in real-life use, Kelly crucially demonstrated
that not only was this staking strategy optimal asymptotically, but also myopically.
This means that if the sequence of opportunities are not identical, investing the Kelly
criterion each time still yields the optimal growth for the set of opportunities as a
whole.
It should be noted that Kelly's method was discovered independently, and around
the same time by Latane (1959) who, unlike Kelly, approached the problem from the
viewpoint of an investor. A much larger contribution was made by Louis Breiman,
whose papers, Breiman (1960) and Breiman et al. (1961) proved three principles which
give strong support for the use of the Kelly criterion for investment decisions.
1. Let two investors face an identical sequence of investment opportunities. Not
only will the investor who utilises the Kelly Criterion guarantee a larger return
than their competitor as the number of opportunities diverges, but the amount
by which they beat their competitor diverges as well. Note that the competitor's
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strategy must be essentially dierent ; for more details see Breiman et al. (1961).
2. Given some xed wealth goal, investing using the Kelly criterion asymptotically
minimises the time needed for the goal to be reached, as the goal increases.
3. Given a xed set of opportunities, the strategy which maximises the growth
rate of the whole set is independent of the size of the set (a reworking of Kelly's
myopic result).
These results, while powerful, are laden with a number of unrealistic assumptions,
namely that the returns are independent, identically distributed random vectors and
that the investor has an arbitrarily large amount of time to see their investments
mature. The rst of these assumptions was tackled rst by Finkelstein and Whitley
(1981) and then by the publication of Algoet and Cover (1988), which extends the
three results above such that there is no restriction on the market processes. The
short-run properties of the Kelly criterion are exhibited in Bell and Cover (1980), and
then with a more general class of utility functions in Bell and Cover (1988).
3.2.2 Practical Use of the Kelly Criterion
A common, general class of utility functions are the power (or isoelastic) utility func-




1  ;  6= 1
ln(c);  = 1:
(3.2.3)
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It can be seen, then, that the Kelly criterion would be a specic example of an
entire family of utility functions, when the risk aversion parameter,  is set to 1.
For convenience, this family of utilities is often written as u(c) = c , a form used in
Hakansson (1970) to develop a number of optimal strategies for a variety of investment
scenarios.
The use of the power utilities is supported by the fact that they are unique in
having a constant relative risk aversion. This means that as wealth increases, the
fractional stake in some risky opportunity remains the same, a feature seen in the
fractional betting of Kelly. For a more theoretical summary of these features, see
Menezes and Hanson (1970), Arrow (1971) and Pratt (1964).
The rationale for choosing a risk aversion greater than 1 is that an investor may
wish to bet less than the amount that Kelly recommends. Given the desirable prop-
erties of betting using a log utility which have already been mentioned, why would
one not bet the Kelly amount? This is the subject of a number of papers, exploring
fractional Kelly strategies, which promote the use of some scaled-down version of the
`full' Kelly strategy.
In order to understand fractional Kelly's origins, a good place to start is MacLean
et al. (1992), which focusses on the minimisation of risk, taking inspiration from
Ferguson (1965) who attempts to mitigate the worst-cases. In MacLean et al. (1992),
graphs such as that reproduced in Figure 3.2.1 are considered.
The growth rate of a single wager shows its concave, and nearly symmetric shape.
The dotted line shows the wager size which maximises this growth rate. The most
important feature of this growth rate curve is that there is a clear discordancy between
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Figure 3.2.1: The probability of doubling, quadrupling and multiplying wealth by ten,
before losing half, for a lottery game. Taken from MacLean et al. (1992).
betting more than, or less than this optimal value. By betting a larger fraction of
wealth, the investor puts themselves in a position of greater risk, but achieving a
lower growth rate. Such a bet is therefore dominated by the optimal bet size. In
comparison, investing a smaller fraction of wealth still achieves a smaller growth rate,
but now under less risk.
This feature is made clear in Figure 3.2.1, where the probability of achieving
certain wealth goals before wealth drops below some unacceptable value is shown to be
a decreasing function of the fraction wagered. Therefore, the Kelly-optimal strategy
can be seen as the most risky of the fractional bets which are not dominated. This
feature is explored in depth in MacLean et al. (2010a), which compares investments
made using a Kelly strategy against a selection of fractional Kelly methods over
realistic investment durations. It shows that the Kelly strategy is indeed very risky,
where a sequence of protable betting opportunities can still lead to large losses. In
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addition, it is demonstrated in Thorp (2010) that the set of fractional Kelly wagers
are equivalent to the ecient frontier of Markowitz-type portfolios (see Markowitz
(1952), Markowitz (1968), Thorp (1969), and others). This shows that the choice of
a fractional Kelly stake is simply an investor repositioning their attitude towards risk
and reward, similar to the choice of  in the power utility family.
In addition to this, Maclean et al. (2010b) gives a useful summary of the good and
bad properties of the use of the full Kelly criterion. One interesting feature is that
it is possible to actively adjust the choice of fractional wager in order to maximise
the probability of achieving a certain growth path (see MacLean et al. (2004) and
MacLean et al. (2009)). Possible `bad points' mostly concern the time the Kelly
criterion takes to perform better than other strategies, given that its optimality is
proved via asymptotic results. In addition, it is noted that Kelly betting can result
in very high stakes, when both the odds and the probability of the event are high
(although the upper limit for the size of a stake using the Kelly criterion is the
probability of the event itself, see equation (3.2.2)).
Even given the multitude of papers already mentioned concerning the positives
for using the Kelly criterion for driving investment decisions, there are those who
doubt the wisdom of its use. Much of the discussion regarding the use of growth-
maximisation techniques have been between the Nobel Prize winning economist Paul
Samuelson and Ed Thorp, who popularised the use of Kelly's methods to a general
audience (both inside and out of academia; see Thorp (1969), Thorp (1998) ,Thorp
(2010) and Thorp (1966) for his groundbreaking analysis of blackjack and Samuelson
(1969), Samuelson and Merton (1974) for Samuelson's contribution to the literature).
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Most of the criticisms have been rebued, seemingly to the general acceptance of
the academic community. However, the unique paper Samuelson (1979) sums up his
criticisms with words of only one syllable. His main point is
\When you lose - and you sure can lose - with N large, you can lose
real big. Q.E.D."
which echoes the concerns of MacLean, and others that one stands to potentially lose
a signicant proportion of wealth before achieving the optimal growth rate `in the
long-run' .
Despite this, strong evidence for the use of the Kelly criterion for investment
decisions must come from whether or not it is used in real life. In MacLean et al.
(2011), it is noted that many billionaire hedge fund and portfolio managers started
o as blackjack players; a eld which, thanks to Ed Thorp, is in general acceptance
of Kelly-type strategies. In addition, Warren Buet is noted as often being a user of
Kelly betting, and is quoted as saying
\I have 2 views on diversication. If you are a professional and have
condence, then I would advocate lots of concentration. For everyone else,
if it's not your game, participate in total diversication"
(taken from Thorp (2010)) which further enhances the idea that fractional Kelly
strategies and uncertainty go hand-in-hand. In addition, John Maynard Keynes is said
to have used a fractional Kelly-type strategy to invest the Kings College Cambridge
endowment fund.
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3.2.3 Other Innovations
Along with the core of the literature covered in Sections 3.2.1 and 3.2.2, there are a
number of other papers which have extended the theory regarding the Kelly Criterion
in interesting directions.
There is a need to extend the Kelly criterion away from standard bookmaking
and into new betting markets. In terms of betting exchanges, Noon et al. (2013) and
Noon (2014) show how bets can be placed on exchanges, and also how markets can be
created using similar principles. In addition, Zambrano (2014) discusses how betting
in exchange-type markets while using growth-optimal approaches can lead to ruin.
This idea is extended further in Chapter 5 in this thesis. Spread betting markets
were rst discussed in an academic context in Haigh (2000). After the publication
of Fitt et al. (2006), which derived a method for valuing the current position of an
open spread bet, much like options pricing in nance, Chapman (2006) extended the
theory to give not only the optimal fractional wager, but also other familiar results
from bookmaking, such as the probability of bankruptcy.
Another area which the core Kelly research did not consider is the notion of si-
multaneous events. Consider betting on English football matches at 3pm on a Sat-
urday. Bookmakers would potentially oer odds on hundreds of simultaneous events.
The rst to tackle this problem was Whitrow (2007), who used a fast stochastic ap-
proximation technique to nd the optimal allocation of fractional wagers to a set of
simultaneous events numerically. Interestingly, it is noted that this strategy nearly
achieves the optimal growth rate, give a certain set of opportunities, (shown in Edel-
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man (2000)) only if betting on all possible subsets of events was allowed. This was
duly done by Grant et al. (2008), who showed that not only does allowing accumulator
bets increase the potential growth rate, but it also allows analytical results, regarding
optimal stake sizes to be derived. These ideas are demonstrated with a variety of
numerical investigations in Grant and Buchen (2012).
A nal consideration for the use of any investment strategy is the uncertainty
around the parameters of interest, most importantly the probability estimates. Strangely,
there have been very few papers published on this issue, perhaps due to the work re-
garding fractional Kelly giving investors warnings regarding the potential impact of
prediction errors on returns. One paper which makes an additional contribution to this
area is Browne and Whitt (1996), which brings the basic Kelly work into a Bayesian
setting. Given some repeated event, the current estimate of its probability can be
updated with observations, along with the uncertainty around this estimate. More
generally, and in a likelihood setting Baker and McHale (2013) supposes that the
presence of uncertainty regarding the probability estimate should cause the optimal
wager size to shrink by some factor. The optimal such shrinking factor is found, both
via a numerical method, and analytically given some assumptions regarding the belief
distribution for the event probability. These results are then extended for a variety
of utility functions.
Chapter 4
Bias Estimation in Sports
Predictive Models
4.1 Introduction
Bias in predictive models is notable when the model's predictions are systematically
dierent to observations. Nearly all statistical models will exhibit bias, originating
from such sources as the omission of important input variables, selection bias in the
training set, and other subject-specic examples. Model validation techniques exist
to detect and potentially correct for any bias encountered in model output data.
There are many techniques used to test for bias, which can be generally classied
into four categories: subjective assessment, visual techniques, deviance measures and
statistical tests (Mayer and Butler, 1993). The state-of-the-art for these techniques
tend to be specic to each subject area. For example, climate modelling (Jun et al.,
2008), social sciences (Lin et al., 2011) and psychology (Friesen and Weller, 2006),
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which all use similar deviance measures.
The assessment of bias within sports predictive modelling has been explored for
many reasons in the past, mostly to identify whether betting markets exhibit biased
behaviour which result in protable investment strategies. To this end, Gandar et al.
(2001) wished to nd out whether weaker NFL teams playing at home are underpriced
in the betting odds. Woodland and Woodland (1994), nd that, against evidence from
other sports, baseball teams which are very unlikely to win are priced protably by
bookmakers, in comparison to other teams.
In reality, model outputs do not all occur at one point in time, and instead are
generated over some period of interest. For this reason, the model error's distribution
will later be considered to be time-varying.
Within the domain of sports, predictive models use the outcomes of past matches
as well as other relevant, unscheduled events, such as injuries to important players,
to make predictions about future matches. Say a model was tted to all known data,
scheduled or otherwise at the current time. Predictions made at the current time
are based on all known information. If the model was not updated, but used as a
predictive tool at some future time, the model will not necessarily be based on current
information, and the bias may increase.
Conversely, a model which exhibits predictions that are agged as being potentially
biased may result in the user identifying inaccuracies in the model, correcting them
accordingly. In this case, the model (given useful interferences) should exhibit less
bias over time.
Given an improvement in the performance in some model, it seems natural to think
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that not only will the `average' behaviour of the predictive errors observed decrease
over time, but so should their variability. Conversely, as the `average' predictive
performance deteriorates over time, the variability in the accuracy of these predictions
should also increase.
The purpose of this analysis is two-fold: in the short-term, knowledge of the nature
of errors occurring in model predictions would allow the model user to perform an ad
hoc conversion to the outputs, to force the outputs to become collectively unbiased.
Preferably, the information collected from the proposed analysis in this work would
allow the model user to infer the cause of their model's erroneous predictions, and
correct it accordingly.
This work aims to draw analogies from sports modelling to introduce a Bayesian
approach to infer the nature of the error's distribution from the model output. In
particular, the output data are assumed to arrive sequentially in pairs, with each pair
consisting of an event probability from a model, along with the event's outcome. This
work focusses on Bernoulli-type model outcomes as these are commonly observed when
betting on sport. For example, in American sports, such as baseball and basketball,
the home team will either win or not win. In other sports where draws occur, the
popular Asian Handicap markets (see Section 2.1) reduce the outcomes to merely a
winner and a loser.
All other output types can be reduced to Bernoulli observations via a loss of
information. For example, count data, such as the number of points scored by a
basketball team can be reduced to Bernoulli outputs via identity functions conditioned
upon the points being greater or equal to some threshold. The use of Bernoulli
CHAPTER 4. BIAS ESTIMATION IN SPORTS PREDICTIVE MODELS 36
outcomes is purely a chosen example for this work; the setup of this technique can be
easily extended to non-Bernoulli outcomes.
The discussion of this work shall be structured as follows: rstly a simple model
with a constant error distribution will be proposed. Its inference will be gained using
MCMC (Monte Carlo Markov Chain) techniques, and the approach compared against
other methods using simulated data. Afterwards, ways to account for the modelling
error being potentially time-varying will be considered. The techniques will be used
to analyse how biased bookmakers and betting exchange's predictions are, and how
the bias changes between dierent types of matches, between dierent leagues, and
over time. In addition, the time-varying nature of the errors exhibited by a simple
predictive model for football outcomes shall be assessed.
4.2 Simple Model
Let the user of some predictive model receive a set of n estimates of the probability of
the event occurring ^ = f^1;    ; ^ng, along with a corresponding set of independent
Bernoulli outputs y = fy1;    ; yng, such that
yi =
8>>><>>>:
1 if event i occurs
0 if event i does not occur
and
yi
indep Bern(i) i = 1;    ; n: (4.2.1)
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The aim is to allow the model user to take the sets ^ and y and retrieve some estimate
of the bias and variability of the error aecting the model's predictions, assumed to be
constant over time. Knowledge of the nature of the error would give vital information
to the model user for the purpose of improving the performance of the model in the
future.
The main modelling decision regards the way that the error terms should aect
outputs. Rather that directly modelling the error of ^i from i, e.g. ^i   i, a more
natural way to formulate the error is to rst transform the probabilities to the log-
odds scale. An additive error on the log-odds scale is not constrained by the range
of i 2 [0; 1] and hence the error can be modelled as independent of the value of ^i.
The odds are dened as the `fair-odds' that would be oered, such that the expected










Given this, and dening `i = log oi and ^`i = log o^i, the modelling choice for the error
can be written as
^`
i = `i + i; i  N(; 2) (4.2.3)
for each event i = 1;    ; n, and for some i.i.d error i acting upon the log-odds scale.
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From this, dene the error's mean term,  to be the bias, and the error's variance,
2 as the model variance.
As mentioned above, this approach assumes the probability does not aect the
bias, i.e. the bias should act identically upon the log-odds of all choices of event
probability. This assumption will be explored further in Section 4.2.5.
Apart from 2, all of the other parameters of interest,  and ` have their support
on the whole real line, allowing any exploration of these parameters to be relatively
simple to construct. The error's variance is transformed via the function  = log 2,
with the support of  now the entire real line. Equation (4.2.3) can then be rewritten
as
^`
i  N(`i + ; exp()); i = 1;    ; n: (4.2.4)
The setting, then, is using the 2n pieces of outcome data, (^;y) to make inference
upon the n + 2 parameters of interest (each of the n independent probabilities  =
(1;    ; n), as well as the two parameters of the error distribution  and ).
4.2.1 Bias on the Probability Scale
Assume for a moment that inference has been gained about the true value of  and
2, along with some measure of uncertainty. For a Bayesian approach, the belief in
these values will be found via the analysis of the values of the chain exploring the
joint posterior distribution of the parameters of interest. Let these values be denoted
as (1);    ; (j);    ; (m), and 2(1);    ; 2(j);    ; 2(m), where m is the total number
of iterations given to the MCMC updates, and where ((j); 
2
(j)) are the j'th values of
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the chain.
Given the relationship `i = ^`i  i, taken from equation (4.2.3), then the posterior
expected log odds for the i'th event is





with i > n. Note that inference is conditioned upon the knowledge of the sets ^`
and y. Therefore after MCMC analysis, the unbiased form of the event probabilities
can be recovered. In a betting setting, this allows wagers to be made with a greater
condence in the probability estimates.
In many cases, it would be more useful for the bias to be removed from the
probability itself. In motivating this work, it was suggested that any inference upon
the nature of the modelling error could be used to adjust the model's outcomes in an
ad hoc fashion to ensure that the outputs were unbiased. The form of equation (4.2.3)
can again be rearranged, this time with the intention of making the true probability,
i, the subject:
^`













exp( i) = 1  i
i
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1 + exp(^`i   (j)   2(j)z(j))
)
(4.2.5)
where the z(j)'s are independent draws from a standard Normal distribution.
By simulating the value of E(ij^`;y) with ^i and  xed, but with 2 varying,
the impact of the model error on the unbiased i can be evaluated. Setting ^i = 0:5
and  = 0:1, gives an unbiased probability of 0.5207 when 2 = 0 and 0.5240 when
2 = 1. This shows that the model error does not have a great impact upon the
estimate of the unbiased probability, and therefore, equation (4.2.6) below gives a






where  is the mean of the MCMC inference upon the bias. Figure 4.2.1 shows the
impact of bias on the log-odds scale on the probability scale.
As would be expected, a xed bias on the log-odds scale has a greater impact
on the probability scale around i = 0:5, and less impact on the chance of the event
occurring when the event is near to being certain or impossible.
4.2.2 Prior Choice
In order to perform MCMC analysis on the posterior of the error distribution, given
the observations of ^` and y, prior belief in the error distribution's parameters, as well
















µ = 0.1 µ = 0.2 µ = − 0.1 µ = − 0.2
Figure 4.2.1: The equivalent log-odds additive bias acting upon the probabilities, for
biases of  0:2,  0:1, 0:1, 0:2.
as the prior belief in the distribution of the independent transformed probabilities
must be specied.
From Figure 4.2.2, the three variables requiring the selection of some prior distri-
bution are `,  and . The error's parameters,  and  = log 2 are treated as being
independent, both of each other, see Lee (2012), and of the underlying probabilities `,
(as the process which generates the probabilities, and the error terms are completely
separate).
Given that  and 2 are the independent mean and variance of some normal
distribution, their prior distributions are chosen to be independent and conjugate to
the likelihood function. To this end, ()  N(u; v2) and (2)  Inv-Gam(a; b).
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Figure 4.2.2: A DAG representing the model structure of a scheme to gain inference
about the nature of some error aecting the Bernoulli outputs of a predictive model.




exp f a   b exp( )g ;  2 R; a > 0; b > 0
where  (a) is the Gamma function.
The choice of prior for the true probabilities  and thus their transformed coun-
terparts ` is again inuenced by conjugacies, and each of the event probabilities is
given an independent i  Beta(; ) prior, with  > 0,  > 0. After transformation









; `i 2 R for i = 1;    ; n
where B(; ) is the Beta function.
The key hyperparameter choice constructs the prior for the transformed true prob-
abilities `. For each `i, the entire known set of information is the prior knowledge,
together with one observation of its outcome. Due to this, the strength of the prior cer-
tainty has a large aect on the model's inference upon the nature of the `i's, ultimately
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impacting signicantly upon the inference of the bias distribution's parameters,  and
2. For more in-depth discussion (see Section 4.2.4).
To investigate this, a dataset containing all of the results of English football
matches from the top four divisions (Premier League - League 2) was chosen, spanning
the whole of the 2010-2011, 2011-2012 and 2012-2013 seasons, consisting of around
2000 pairs of data, and was taken from www.football-data.co.uk. By considering
the home wins, away wins and draws in isolation, any dependence originating from
the probabilities coming from the same events is lost, and each set of data can be
considered as independent.
These data contain the result of each match in this period, along with a set of
bookmakers' odds for each of the outcomes. These odds need to be converted into
the probabilities for each of the matches, with the bookmakers' overround removed
via the method shown in equation (2.2.1).
This dataset was used to assess whether a tted Beta distribution can be used
to provide a representative prior to describe the distribution of probabilities of cer-
tain events occurring in football matches. In this case, the data corresponds to the
probability of a football match resulting in a home win.
The shape,  and scale, , parameters of the Beta distribution were chosen via the
method of moments approach, using the mean, m and the variance, s2 of the observed
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The result of this analysis is shown in Figure 4.2.3, which shows that a Beta distri-























Figure 4.2.3: Histogram showing the implied probabilities of home wins, based on
odds oered by bookmakers for English football matches, along with tted Beta dis-
tributions with  = 6:547 and  = 8:162.
In addition, the hyperparameters for the error's parameters, a, b, u and v would
also be chosen to demonstrate the prior knowledge, if any, the model user currently
has about the nature of the predictive errors.
4.2.3 Posterior
With an assumption of complete independence between the parameters of the error
distribution and the event probabilities, the following decomposition of the joint pos-
terior probability can be performed into its interaction terms and the independent
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prior distributions:
(y; `; ^`; ; ) = (yj`)(^`j`; ; )(`)()(): (4.2.8)
The rst term of the right-hand-side of the joint distribution (4.2.8) is simply a log-








The second term of the joint distribution (4.2.8) can be found simply, given our
modelling arrangement (4.2.4), and is simply a reparametrisation of the distribution
of a Normal model:











exp( )(^`i   `i   )2

: (4.2.9)
The overall joint probability can now be written as:

























































exp( )( ^`i   `i   )2

(4.2.10)
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with the model structure being visualised via the DAG in Figure 4.2.2.
This distribution can be explored via a MCMC scheme. Given the perception that
there exists at most weak dependence between the parameters, each block update
consists of only a single variable at a time. In addition, as the posteriors of each
of the parameters was not available in closed form, and due to the domains of the
variables being on the real line, Metropolis-Hastings with normal symmetric jumps
were proposed, such that the acceptance rate was around 0:23, as recommended by
Gilks and Roberts (1996).
4.2.4 Sensitivity to Prior Choice for Probabilities
At this point, analysis has showed that using a Beta distribution as a prior for the
underlying event probabilities is justied. What remains to be shown is whether
using an uninformed, or weakly informed prior for the event probabilities result in the
MCMC analysis on the joint probability shown in equation (4.2.10) providing good
estimates for the distribution of  and 2.
Data were simulated from the same Beta distribution as above, i.e, i  Beta(6:547; 8:162).
This was then used to simulate data such that the bias of the data is  = 0:1, and
error variance is 2 = 0:05. A simple Metropolis-Hastings algorithm was run on 2000
pairs of data, with the prior on the i's varying for dierent runs, with the intention
being to observe the sensitivity between the algorithm's outputs and the prior inputs.
An account of this investigation is summarised in Table 4.2.1. It shows that the
accuracy of the outputs are highly dependent upon the quality of the prior distri-
bution for the i's. Interestingly, the use of an uninformative prior (in this case,
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Prior Distribution of i's
Output Accurate Inaccurate Uninformative
 Good Bad Good
2 Good Bad Bad
Table 4.2.1: The performance of a simple MCMC scheme in predicting the size of bias
and error variance in simulated data, given dierent prior choices for the underlying
probabilities.
i  Beta(1; 1)) gives good posterior estimates for , but not for 2.
In Tjur (2003), logistic regression problems were considered with binomial out-
comes. It is shown that when learning about both the intercept and the coecients
of the exploratory variables, problems with identiability occur when the number of
observed outcomes for each event is set to 1. This identiability problem emerges as
\...we cannot distinguish between the weak inuence of the covariate and the high
variation between (observations)". Therefore, in order to gain some knowledge of the
error variability, some exploratory analysis must be performed beforehand, to give
informed prior knowledge regarding the distribution of the underlying probabilities.
The way to solve this problem, and to maintain the ability to make inference upon
the error's variance is to consider the modelling problem in three stages:
1. Exploratory Analysis: Place an uninformative prior on each of the i, here
i  Beta(1; 1). This allows inference upon the bias, whilst giving poor inference
upon its variance parameter (the sample correlation between the sample mean
and sample variance of a Normal distribution is 0, thus the parameters are
orthogonal, so poor learning of the variance does not aect the learning on the
mean).
CHAPTER 4. BIAS ESTIMATION IN SPORTS PREDICTIVE MODELS 48
2. Inference upon  and : By tting a Beta distribution to the observed
probabilities,(^1;    ; ^n), and by taking the mean of the posterior mean estimate
for  in Step 1, an estimate for the distribution of the underlying `i's can be
found, via transforming the output of equation (4.2.6).
3. Model Inference: The MCMC scheme is then run again, with the prior for
the `i's being chosen via the work in Step 2, and the prior for  also being
chosen to match the mean and variance of Step 1's posterior estimate for 's
distribution. The posterior means of this run of the MCMC scheme are taken
as being the resultant parameter estimates.
This then, gives a method for inferring information about the true underlying dis-
tribution of the the i's, given a prior exploratory analysis which provides an estimate
for the bias. Explicitly, the method can be thought of via Algorithm 1.
Algorithm 1 Two-Stage Bias Estimation Approach
Input: Set of n pairs of data, (^i; yi), i = 1;    ; n.
Perform MCMC analysis with uninformed priors upon the posterior distribution in
equation (4.2.10), let  be the mean of the posterior estimate for the distribution
of .
for all ^i do
Find E(ij^`;y) via equation (4.2.6).
end for
Find the mean and the variance of estimated values ^, then t a Beta distribution
via the method of moments in equation (4.2.7). This is an informed prior for the
i's.
Perform MCMC analysis of the posterior distribution in equation (4.2.10), outputs
taken as being posterior estimate for the distribution of  and 2.
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4.2.5 Model Structure Diagnostics
The model structure specied above contains two assumptions which should be ex-
plored further in order to ensure condence that the modelling decisions are appro-
priate.
Independence of Priors
An assumption highlighted in the main modelling work in Section 4.2 was the inde-
pendence between the error distribution's parameters (primarily the bias mean, )
and the underlying probabilities 1;    ; n. This states that the errors apply addi-
tively and identically to the log-odds of the true probabilities, throughout their whole
domain.
To test whether this assumption is realistic, the dataset described in Section 4.2.4
was partitioned according to the ordered observed probabilities ^i;    ; ^n. For each
of these partitions, the average log-odds was compared against the proportion of
outcomes which did indeed occur. This gives a rough estimate of the bias in the
model's predictions; in this case the `model' is the bookmaker's predictions for the
probability of event occurring.
Figure 4.2.4 shows how the average modelling bias,  changes with the probability
estimate of the underlying events, lines describing its variability (expressed as a 95%
condence interval). For data which exhibits bias independently from its underlying
probabilities, each partition would exhibit very similar errors on the log-odds scale,
with 0 indicating no bias in that particular partition. Figure 4.2.4 shows that in this
dataset, at least, the independence assumption seems to hold.
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Figure 4.2.4: The average bias in a model's predictions (solid black line), and its
variability (dashed red line indicating 95% of the data in each partition), in comparison
to the underlying probability of the predicted events occurring.
With one exception, the bias mean of 95% of the errors are distributed constantly
around 0. This independence seems to break down, however, once the underlying
probabilities are above 0:8. This may conform to the so-called `longshot-bias', ex-
plored in Williams and Paton (1997) and Woodland and Woodland (1994), amongst
others. Although this provides evidence that the model-error's distribution may not
be independent of the underlying probabilities at high values, this element of the par-
tition only accounts for around 0:6% of the dataset. This feature will be explored in
more detail in Section 4.4; for this particular purpose, the independence assumption
seems to suce for datasets of this type.
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Dependence upon Priors
Section 4.2.4 explored how there is a strong reliance of the prior distribution upon
the underlying probabilities on the quality of the model's outputs. It remains to be
seen whether a similar relationship exists for the other two prior choices, namely on
the error distribution's parameters  and 2.
Data were generated to assess this assumption. The data were simulated via equa-
tion (4.2.3), with the underlying probabilities being random draws from a Beta(2; 2)
distribution, the model error was chosen with a bias of  = 0:1 and error variability
of 2 = 0:4.
The model was initialised with the following priors: the prior for the underlying
probabilities was correctly chosen as following a Beta(2; 2) distribution; the priors
for the error distribution's parameters were chosen to be partly-informative,  
N(0; 1) and 2  Inv-Gam(2; 0:2). The posterior is compared to the prior for , 2 in
Figure 4.2.5.
This clearly shows that the prior choice has very little impact upon the posterior
distribution of the model's error parameters. In addition, the posterior distribution
shows that there is little correlation between the error's mean and variance.
4.2.6 Comparison
The Bayesian approach is compared against other candidate approaches; stochastic
approximation and a very simple diagnostic, which is termed the `nave approach', to
assess its ecacy. Details of the other two approaches can be found in Appendix A.
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Figure 4.2.5: A comparison of the prior and posterior distribution of a model error
with mean of  = 0:1 and variance 2 = 0:4. The green line represents the prior belief
and the red line represents the posterior belief.
The data consists of 100 independent sets of simulated data, each containing 2000
(^i; yi) pairs. This is roughly the number of games played in an English Association
Football league season, and would represent the scenario of a bettor using a year's
worth of predictions. The data were simulated with a bias of  = 0:1, and error
variability of 2 = 0:1. The underlying probabilities were initially drawn from a
Beta(2; 2) distribution, to test the ecacy of the nave bias estimation technique under
idealised circumstances. Later, the probabilities are drawn from a skewed Beta(5; 2)
distribution, with mean 0:71 in order to demonstrate a signicant drawback of using
the nave technique.
The MCMC scheme had the following starting values. The bias mean was set
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at an initial value of 0, with prior distribution of N(0; 1). The bias variance was
set at an initial value of 0:1, with a prior distribution of Inv-Gam(1; 5). Each of the
individual true probabilities was given an initial value of 0:5, and a prior distribution of
Beta(1; 1), indicating the assumption of no prior knowledge regarding the distribution
of the true probabilities.
Figures 4.2.6 and 4.2.7 show the results of this simulation study, using the posterior
means (in the case of the Bayesian method), and a point estimate for the other two
methods. The distribution of these means are used to assess and compare the bias-
detection methods.
As can be seen in these idealised simulation studies, the Bayesian approach pro-
vides a more accurate estimate of the bias more frequently than the other candidate
methods. The nave estimate does surprisingly well in its predictive power, however,
as the underlying data were drawn from a symmetric distribution with a mean of
0:5, this was an ideal experimental setup for the nave method. When the data set
is changed to something more skewed, the predictive power of the nave method is
lost entirely (repeating this experiment identically, but with an underlying probability
distribution of a Beta(5; 2) causes the nave method to estimate the model bias to be
around  0:06). Table 4.2.2 summarises the result.
The Bayesian method provides the best bias estimation of the three measures
specied. As expected, the nave estimate's ecacy is highly dependent upon its
major assumption (that being that the distribution of the underlying probabilities
is symmetric), with its accuracy in predicting the bias rivalling the other two more
sophisticated approaches. When this assumption is violated, the nave method oers











MCMC Naive Stoch Approx
Figure 4.2.6: Density of the dierence between model estimates and the truth. The 3
bias-prediction models are approximating the bias' true mean value of  = 0:1. The










MCMC Naive Stoch Approx
Figure 4.2.7: Density of the dierence between model estimates and the truth. The 3
bias-prediction models are approximating the bias' true mean value of  = 0:1. The
underlying probabilities are drawn from a Beta(5; 2) distribution.
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Symmetric Probabilities Skewed Probabilities
Technique Mean Error RMSE % close Mean Error RMSE % close
Bayesian -0.00025 0.3291 25 -0.0019 0.2898 28
Stoch Approx 0.00124 0.5323 15 0.0119 0.6152 15
Nave -0.00476 0.4334 10 -0.1625 1.6945 0
Table 4.2.2: A summary of the utility of methods in estimating a bias of 0:1, given
data sets containing probabilities drawn from both a symmetric distribution, and a
skewed distribution. \% close" indicates the proportion of bias estimates within 10%
of the truth.
a user an incorrect insight.
In comparison to the stochastic approximation method, the Bayesian method is
also appreciably superior. The dierence in ecacy of the methods in terms of the
accuracy of predictions is seen most clearly when considering the proportion of infer-
ences which were \close" to the truth, where the Bayesian method's rate of predicting
close to the truth is almost twice that of stochastic approximation, for both symmetric
and skewed underlying probabilities.
It should be noted that there is a cost involved in this increase in accuracy, namely
the amount of time needed to produce the inferences. The stochastic approximation
has a computational complexity O(n), where n is the number of data supplied. In
comparison, the Bayesian method requires m updates of n + 2 parameter, the n
underlying probabilities, as well as the two bias parameters, giving a complexity of
O(mn). In the above example, the Bayesian method was allowed a chain of length
5000 (this was proven to be sucient to allow the chain to mix well, and to suciently
explore the posterior distribution), meaning that this method took 5000 times as long
as the stochastic approximation. This could potentially provide a problem if inference
of the bias was required in a short time-frame. In Section 4.3.1, this underlying
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Symmetric Probabilities Skewed Probabilities
Technique Mean Error RMSE % close Mean Error RMSE % close
Bayesian 0.000897 0.0748 51 0.00128 0.0808 48
Table 4.2.3: A summary of the utility of the Bayesian method in estimating the
variance term of a bias, given data sets containing probabilities drawn from both a
symmetric distribution, and a skewed distribution. \% close" indicates the proportion
of bias estimates within 10% of the truth.
modelling structure is adapted to hugely decrease the order of complexity of the
MCMC algorithm.
It should also be noted that the Bayesian method produces additional insight,
which eludes the other two approaches; namely, estimation of the variance of the
model error. Table 4.2.3 shows the performance of the method in this endeavour.
4.3 Time-Varying Bias Parameters
One of the primary assumptions underlying the work of Section 4.2 concerned the
constant error parameters. As discussed in Section 4.1, there are many reasons both
the error distribution's mean and variance may change over time.
In order to attempt to model the time-varying parameters of the error's distribu-
tion, a deterministic structure is imposed. The bias should take some initial value,
say 0 (which may be 0), which would represent the model's initial state. The bias
would then increase, or decrease to 0 in some way over time. The error's variance
would also increase in a deteriorating model, and decrease in an improving model.
A feature for the variance of any model is that it should not necessarily decrease to
0 when improving, as even an ideal statistical model exhibits some zero-mean noise
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in its outputs. The deterministic structure of the error's variance should reect this;
what follows is a list of characteristics which the time-varying error parameters t
and 2t should adhere to:
 For an improving model:
{ The bias should decrease to 0 as t!1.
{ The model variance should decrease to some lower limit (greater or equal
to 0) as t ! 1. This limit, and the rate at which this is achieved are
parameters of interest.
 For a deteriorating model:
{ The bias should increase over time. The function describing the change
in bias over time should be concave, to prevent the bias `blowing up' to
unrealistic levels.
{ The model variance should increase over time. Again, this increase should
be described by some concave function.
The modelling choice for these time-dependent parameters is for the bias at time




; 0;  > 0; t = 1; 2;    (4.3.1)
and
2t = #+ 't
 ; #; ' > 0;  2 R; t = 1; 2;    (4.3.2)
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where 0 is the initial bias,  is a measure of the rate of change of the bias over time.
The interpretation of the parameters dictating the change in the error's variance are
harder to glean. However, at t = 1, 21 = #+ ', its initial value.
As stated above, when the model variance decreases, it should have some minimum
level. Letting 21 := limt!1 
2
t , if  < 0 then 
2
1 = #. Therefore, for an improving
model, the error's time-varying variance will take the initial value of #+', decreasing
to # as t!1, with rate determined by .
Figures 4.3.1 and 4.3.2 show how the bias and model error are modelled to change
over time, given diering parameters. Note that in Figure 4.3.2, the red line exhibits
the case where the lower limit is restricted below at # = 0:1.
In comparison to the simple model in Section 4.2, there are now 3 additional
parameters to estimate, and 5 in total, written in shorthand as a vector of parameters:
 = (0; ; #; '; ). In order to update the MCMC scheme to account for the new
parameters of interest, the joint posterior probability must be adapted from equation
(4.2.10). The dependence structure between the parameters should also be specied.
As before, there should be no dependence between the error distribution's mean and
variance time-varying parameters. In comparison, it is envisioned that there may be
correlations between the sets of parameters used to construct t and 
2
t , i.e. within
the set f0; g and the set f#; '; g, but not between these sets. This assumption
will be analysed in future sections.
Equation (4.2.8) shall be updated in the following form:
(y; `; ^`; ) = (yj`)(^`j`; )(`)( ): (4.3.3)








µ0 = 0.1,  γ = 0.1
µ0 = 0.1,  γ = − 0.1
µ0 = − 0.25,  γ = 0.25
µ0 = − 0.25,  γ = − 0.25














ϑ = 0.1,  ϕ = 0.1,  ν = − 0.25
ϑ = 0.1,  ϕ = 0.1,  ν = − 0.1
ϑ = 0.1,  ϕ = 0.01,  ν = 0.25
ϑ = 0.1,  ϕ = 0.1,  ν = 0.1
Figure 4.3.2: The change in model variance over time, given diering parameters.
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The initial value of the bias, 0 takes the same prior form as its constant version:
(0)  N(u0; v20). The change in t can be both positive and negative, given that
the impact of the bias term can be both increasing or decreasing over time. Given
this a normal prior is also placed on , ()  N(u; v2).
The prior choice for the parameters used to construct 2t require more thought.
As these parameters are components of some time-varying variance of an error distri-
bution, the modelling choice is to place the conjugate prior for a variance on # and
': (#)  Inv-Gam(a#; b#) and (')  Inv-Gam(a'; b'). The variance can both in-
crease and decrease over time, so again a Normal prior is placed on the rate of change
parameter: ()  N(u ; v2).
An extended version of Figure 4.2.2, to account for the new model structure is
shown in Figure 4.3.3.
Figure 4.3.3: A DAG to represent the structure of the bias-quantication model shown
in equation (4.3.3).
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As before, the parameters whose domains are restricted to the positive real line,
in this case # and ' are log-transformed, such that the MCMC updates are not
restricted. Denote the log-transformed versions of # and ' as # and ', respectively,
the notation chosen to signify the link between these parameters and their signicance
in the modelling of the bias distribution's variance. Redene  = (0; ; #; '; ).
The joint posterior form for static bias parameters, (4.2.10) can now be updated
to its full, time-varying form (where the index i has been changed to t to make the
time element clearer):
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4.3.1 Improvements to Inference
Improvements via a Probit Link
The comparisons of the simple model against other candidate approaches in Sec-
tion 4.2.6 showed that, although the Bayesian approach outperformed other methods,
it was let down due to its computational speed. If it were possible to re-form the
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modelling approach to the manifestation of the bias, such that the underlying prob-
abilities i; i = 1;    ; n could be marginalised out of the joint posterior, thus not
requiring MCMC updates of each of the probabilities at each iteration, the utility of
the method would be much improved.
There will potentially be another benet for marginalisation of this form. The
simple model drew its inference, in part, from a comparison of the both the distribu-
tion of the observed, biased probabilities and the distribution of the true probabilities,
which changes at every iteration of the MCMC scheme. As this distribution is con-
stantly being updated, the updating of  is based upon a dierent distribution of 
at each iteration, making the mixing of  unstable. Given the more complex struc-
ture imposed on the error distribution's parameters introduced in Section 4.3, the
challenge of achieving convergence of the chain of updates will be greater, and thus a
more stable framework for inference will be essential.
Let the set of parameters representing the distribution of the bias again be written
as  = (0; ; #; '; ). The true probabilities  are now transformed via a probit link:
t = 
 1(t); t 2 R
where (:) is the cdf of a standard Normal distribution. A latent random variable
Zt  N(0; 1) is introduced, which will make manipulations of the model simpler. Note
that P (Zt  t) = (t) = t, so yt = 1 if Zt  t and yt = 0 otherwise.
Given this, allow the time-varying error parameters to interact with the probit-
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transformed probabilities in a similar way to the log-odds case from Section 4.2:
^t   t  N(t; 2t )) ^t  N(t + t; 2t ): (4.3.5)
A prior for t is given explicitly as t  N(m; s2), such that the belief in the underlying
distribution from which the probit-transformed probabilities are drawn is not time-
varying.
Writing the transformed true probabilities in terms of the priors on the observa-
tions, along with the error distribution's parameters gives:




















































The separate parts can be brought together, to construct the probability of yt = 1,
without reference to the transformed underlying probability t.
First, note that P (Zt  tj^t; ) = P (Zt   t  0j^t; ). However, Zt   t 





; note that the t's have been
marginalised out, and















Writing the joint posterior distribution in a similar way to equation (4.3.4) gives:
(^; jy) = (yj^; )(^j )( ): (4.3.7)
Given the same prior specications of the error distribution's parameters as before,
only the middle term on the right-hand-side of equation (4.3.7) is left to dene. This
expression is simple, as equation (4.3.5) can be combined with the prior for t to give
^tj  N(t +m;2t + s2).
The joint posterior distribution can be written, with the individual t's marginalised
out (in that the t's are not required for inference upon the other parameters, however





























As stated previously, the main advantage of this form of the joint posterior is that the
MCMC scheme does not require the updating of the individual t's (or equivalently,
the i's), resulting in the mixing of the chains to be both faster and more stable. This
means that at every stage of the MCMC updates, there are j j updates, instead of
the n+ j j from before, speeding up the computational complexity of the algorithm
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as a whole from O(mn) to O(m).
Of course, by setting  = (; 2), the simple model from Section 4.2 can be rewrit-
ten too. The ability of the two dierent methods to estimate the bias and model
variance in a simulated dataset, similar to that outlined in Section 4.2.6, will be as-
sessed so that any expected improvement in performance from using the marginalised
posterior distribution can be revealed.
A foreseeable issue encountered here is that, as before in the simple model, the
prior choice of the underlying distribution of the true probabilities has a large eect
on the success of inference. To combat this, a similar technique as before is adopted;
treating the problem as taking part in three stages. Note that although the t's
have been marginalised out, the inference still requires the specication of their prior
distribution.
1. Exploratory Analysis: Place an uninformative prior upon belief in the un-
derlying distribution for the t, here t  N(0; 10). Gain inference about the
bias terms 0 and .
2. Inference upon m and s2: Let m^ and ^2 be the mean and variance of the












j=1 0(j), as before. The distribution of the underlying
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probit-transformed probabilities can then be estimated as
i  N(m^  ; s^2) (4.3.10)
3. Model Inference: The MCMC scheme is then run again, with the prior for
the t's being chosen via the work in Step 2, and the priors for 0 and  also
being chosen to match the mean and variance of Step 1's posterior estimate for
their distributions. The posterior means of this function of the MCMC scheme
are taken as being the resultant parameter estimates.
The equivalent additive bias shown in the previous case as being derived from
equation (4.3.10) is written under this new modelling approach as
E(tj^;y)  [ 1(^t)  t]: (4.3.11)
Due to the change to a probit link, and the non-time-varying parameters, this
process changes slightly to that seen before in Algorithm 1, and is outlined below:
Algorithm 2 Two-Stage Bias Estimation Approach for Time-Varying Parameters
Input: Set of n pairs of data, (i; yi), i = 1;    ; n.
Perform MCMC analysis with uninformed priors upon the posterior distribution in
equation (4.3.8), let  be that shown in equation (4.3.9)
for all ^i do
Find E(ij^;y) via equation (4.3.11).
end for
Find the mean and the variance of ^, the t a Normal distribution. This is an
informed prior for the i's.
Perform MCMC analysis of the posterior distribution in equation (4.3.8), outputs
taken as forming the posterior estimate for the distribution of t and 
2
t .
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4.3.2 Comparison
The case where the error's parameters are time-varying is compared against an ap-
proach where the parameters are assumed to be static in a partition of time, but
dierent in dierent elements of the partition (the \static method"). In the latter
case, the data are partitioned into R subsets r = f(0; r1); (r1; r2);    ; (rR 1; n)g, not
necessarily of the same size. The static parameter work of Section 4.2 is then used,
having been improved via the probit link paradigm to estimate the bias and model
variance within each of the data subsets. Given the R parameter estimates for both
the bias and model error, curves can be tted to attempt to match the time-varying
structure imposed by equation (4.3.1), with this calculated curve being the basis of
inference.
Let the midpoints of the subsets be written as ~r = (~r1;    ; ~rR), where ~ri =
0:5(ri+1+ri) etc, and let ~ = (~1;    ; ~R), ~2 = (~21;    ; ~2R) represent the parameter
posterior mean estimates from the static model, for each of the R subsets, for the bias
and model variance respectively. Given this, a curve is selected as to minimise the
Euclidean norm for the distances between some underlying curve of the type dened
in equation (4.3.1) and the estimated points ~ and ~2, weighted by the size of each
of the subsets of the data:











wi (#+ '~ri   ~2i )2:
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where wi is the length of the i'th subset. The addition of the weightings in the t
give more importance on the t of the curve being close to observations in the places
where more data are found. From the example in Figure 4.3.4, more emphasis is
placed on a good t of the curve from the atter part of the curve, from the 1000'th
data point onwards. This is due to a perceived greater importance of using this work
to understand how the model will improve or deteriorate into the future, rather than
understanding how the model improved or deteriorated in the past.
In this case, the subsets were split such that they provided inference on the ob-
served data at higher frequency at the beginning of the dataset, where the change in
the underlying parameter was most notable, in comparison to the end of the dataset,
where the underlying parameter is largely unchanging. In the case where n = 5; 000,
Figure 4.3.4 shows how a particular choice of subsets partitions the dataset.
Clearly, the choice of subsets has a large aect on the ecacy of the static tech-
nique. The larger the subset, the more accurate the model inference, however, if the
subsets are too large, then the change in the underlying parameter could fail to be
captured.
The two techniques were given 10; 000 pairs of data to provide inference. The static
method partitions the data such that r = (250; 500; 1000; 1500; 2000; 3000; 4000; 5000; 7500).
Both methods were given 100 sets of data, each with the underlying error distribution
parameters as those shown in Figure 4.3.4.
The static method's prior choices for  and 2 were the same as those seen in
the comparison of the simple model, shown in Section 4.2.6, i.e. ()  N(0; 1)
and (2)  Inv-Gam(1; 5), representing a general lack of knowledge regarding the
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Figure 4.3.4: The change in the bias over time, given a certain set of inputs:  =
(0:2; 0:1; 0:002; 0:01; 0:3). The black curve shows the change in the bias, anked by
95% condence intervals, representing the error over time. The vertical lines partition
the data into subsets, where inference is performed separately.
error's behaviour. In the case for the time-varying parameter's prior choice, a similar
approach was taken, with 0; ; 's prior being represented as the party-uninformative
Normal distribution, 0  N(0; 1), and with #; ''s prior choice being the partly-
uninformative Inverse-Gamma distribution, #; '  Inv-Gam(1; 5).
Table 4.3.1 summarises the ecacy of both of these methods with respect to
estimating the nature of the underlying curves, describing the error distribution's
mean and variance, via calculation of the respective t's root mean square error
(RMSE). The RMSE here is the error in the time-varying parameters, t and 
2
t ,
evaluated at each time point t = 1;    ; 10; 000.
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Mean Estimates Variance Estimates
Technique Average RMSE Max RMSE Average RMSE Max RMSE
Static 4.495 6.829 4.578 5.226
Time-Varying 1.818 4.656 2.207 2.797
Table 4.3.1: A comparison of two techniques to estimate the time-varying behaviour
of the parameters of the error distribution, for 100 datasets.
As is clear, treating the error distribution's parameters as being time-varying leads
to a much better estimate of its behaviour, over the rival technique of assuming that
the parameters are not time-varying in a partition of the dataset. This superiority
is most evident when the error distribution's variance is estimated, where even the
worst t performed by the time-varying model still performed much better than the
best t achieved by the static approach (with RMSE of 4:256).
4.4 Application Investigation
An interesting application of this work is to consider a betting market to be some
form of model, whose output of odds for certain events can be thought of as estimates
for the probability of the events occurring. It is therefore interesting to test whether
the bookmaker's odds can be used as being predictive of the actual probability of the
events occurring. A secondary but complementary study, then, would be to investigate
whether there is some range of probabilities for which betting arbitrarily within this
range results in protable wagers.
The dataset is the same as that used in Section 4.2. As was alluded to in Figure
4.2.4, the bias may not be independent of the event probabilities, and it is this feature
that the model is attempting to detect.
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With this is mind, the data were grouped by the probability implied by the betting
odds. The odds were transformed into their implied probabilities, by the method of
Khutsishvili (Vovk and Zhdanov, 2009). The probability space (0; 1) was split into
equal partitions. Clearly, the amount of data in each interval varies depending on the
underlying distribution of the probabilities.



















Figure 4.4.1: The number of occurrences of probabilities with subsets of the domain
(0; 1). The underlying dataset is the probability of home wins for Premier League
football, as dened by the bookmaker, William Hill.
For home wins in isolation, Figure 4.4.1 shows the distribution of probabilities.
As can be seen, when the probability of events was close to 0, or above 0:8, there are
very few occurrences, with none existing in the interval (0:9; 1]. Due to this, the data
are partitioned in such a way that each subset of the data contains at least 50 pairs
of data. The same is true of all examples shown in this section.
The static model, with probit link, was applied to each subset of the data, with
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Figure 4.4.2 showing the estimates for the distribution of the model error for each
subset, along with error bars signifying the uncertainty in the MCMC posterior es-
timates. The black line represents the mean of the posterior estimate for the bias
for each of the subsets, with the error bars giving a representation of the uncertainty
in this posterior estimate. Similarly, the red lines show a 95% condence interval
representing the mean for the posterior of the model variance. Again, the error bars
around the model variance lines show the uncertainty regarding the model variance's
posterior estimates.






















Figure 4.4.2: The modelling error (as dened by equation (4.3.5)) in bookmaker's odds
of home wins, broken down into subsets, dependent upon the estimated probability
for each event. The black line indicates the bias, with the error bars indicating the
uncertainty in the error. The red lines represents the size of the model error, via a
95% condence interval.
When considering the bookmakers' markets as being in some way predictive of the
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true probability of events occurring, the location of the black line in comparison to
the horizontal dotted line in Figure 4.4.2 gives an idea of whether the probabilities are
over or under-estimated. An estimated bias being greater or less than zero implies
that the probability inferred from the odds are less than or greater than the true
probabilities, respectively.
To make this relationship clearer, equation (4.3.11) is used to transform the results
shown in Figure 4.4.2 onto the probability scale, and is shown in Figure 4.4.3.































Figure 4.4.3: The error in probability (as dened by equation (4.3.11)) in bookmaker's
odds of home wins, broken down into subsets, dependent upon the estimated proba-
bility for each event. The black line indicates the bias, with the error bars indicating
the uncertainty in the estimates. The red lines represents the size of the model error,
via a 95% condence interval.
Both Figures 4.4.2 and 4.4.3 show the same general relationship, when the under-
lying probability of the event is small, the probabilities tend to be underestimated,
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while the probabilities are overestimated when the underlying probabilities are high.
When the probability is in the range (0; 0:5) (which accounts for the majority of all
oered odds, see Figure 4.4.1), the probabilities from the bookmakers are overesti-
mating the truth. This shows that if the bookmakers' odds were being used as a
predictive tool for estimating the probability of events occurring, the majority of the
time the probabilities will be overestimated.
Similar analysis can also be used to answer the related question regarding the
protability of betting on events with dierent underlying probabilities. The main
dierence in the analysis is that the process to remove the overround from the markets
should be omitted, as any investor would have no choice but to bet at the oered odds.
When this is taken into account, the detected error over each of the probabilities can
be seen in Figure 4.4.4.
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Figure 4.4.4: The modelling error (as dened by equation (4.3.5)) in bookmaker's odds
of home wins, broken down into subsets, dependent upon the estimated probability
for each event without considering overround. The black line indicates the bias, with
the error bars indicating the uncertainty in the error. The red lines represents the
size of the model error, via a 95% condence interval.
Again the log-odds are transformed onto the probability scale, with the results
shown in Figure 4.4.5.
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Figure 4.4.5: The error in probability (as dened by equation (4.3.11)) in bookmaker's
odds of home wins, broken down into subsets, dependent upon the estimated proba-
bility for each event, without considering overround. The black line indicates the bias,
with the error bars indicating the uncertainty in the error. The red lines represents
the size of the model error, via a 95% condence interval.
The protability of betting on this particular bookmaker market is seen in Fig-
ure 4.4.5. For the large bulk of the data, (for underlying probabilities in the interval
(0:15; 0:65), around 76% of the dataset), the probabilities derived by the odds were
higher than the truth. This means that the odds oered were lower than they should
have been in a \fair" market, and bets are not protable. Interestingly, probabilities
outside of this region seem to give protable outcomes, as the odds oered by the
bookmakers are generous in comparison to the truth. This potential truth can be
cross-referenced against Appendix B, in which this kind of analysis can be shown for
dierent bookmakers and for dierent football leagues.
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Appendix B shows that betting where the underlying probability of the event
in question is very high seems to remain protable when dierent bookmakers are
considered. This becomes even more noticeable when the investor is considered to
shop around the available bookmakers to nd the highest oered odds. When this is
done, see Figure B.0.2, the protability of these bets reveals itself more sharply. In
comparison, Figure B.0.1 seems to show that this relationship doesn't necessarily map
over to dierent UK football leagues. Indeed, for the Championship and for League
2, the opposite seems to be true; betting on events with a very high probability of
success seems to oer worse value than other bets.























Figure 4.4.6: The proportion of outcomes resulting in a home wins, compared to the
mean of their quoted probabilities, for each partition of the data.
This result is checked via a simple qq-style plot, shown in Figure 4.4.6, where
the intervals are chosen to match those used in Figure 4.4.5, and others. It arms
the notion that certain subsets of the data may actually present protable betting
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opportunities for an investor (although, it must be noted that this feature may merely
be a quirk of this dataset).
Figures 4.4.7 and 4.4.8 describe the same comparison of bias against the event's
underlying probabilities but for the match outcomes being an away win or a draw,
respectively.
The clear relationship observed for the home wins is not so evident for the other
two possible match outcomes. For away wins, there is no obvious trend linking the
probability of events and the bias detected. The upper and lower condence bands
lie on either side of the line representing no modelling bias, the line of \fair prices".
In the case of the match outcomes being draws, there is one clear message, the
odds always overestimate their probability. This also gives rather clear evidence that
betting on draws on most events does not give rise to protable wagers. This work
is also applied to comparing the bias in bookmaker's odds across football leagues,
and across dierent bookmakers in Appendix B. Figures B.0.1 and B.0.2 compare the
model bias across football leagues and across bookmakers.
Figure B.0.1 shows the bias across the main 4 English football leagues. One of
the most obvious dierences between the leagues is that the Premier League exhibits
more extreme odds, both high and low, than the other leagues. This is probably due
to the fact that the Champions League teams, (usually the top 4 teams from the
previous season) have a much higher ability to create money, and therefore invest in
their teams. This means that when the top teams play the bottom teams, there is a
higher dierence in the quality of the teams than in the lower leagues.
The general relationship noted before seems to hold, albeit weaker in the lower
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Figure 4.4.7: The modelling error in bookmaker's odds of away wins, broken down
into subsets, dependent upon the estimated probability for each event. The black line
indicates the bias, with the error bars indicating the uncertainty in the error. The
red lines represents the size of the model error.


















Figure 4.4.8: The modelling error in bookmaker's odds of draws, broken down into
subsets, dependent upon the estimated probability for each event. The black line
indicates the bias, with the error bars indicating the uncertainty in the error. The
red lines represents the size of the model error.
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leagues; that wagering on events with higher probabilities, and thus lower odds, results
in more protable outcomes than bets placed at lower probabilities. However, in both
the Championship and League 2, events with the highest probabilities, being the
events with the greatest dierence in perceived quality between the two teams, the
odds are unprotable, relative to the events with slightly lower probabilities. This
feature is also noted in the Premier League, but strangely, the reverse seems to occur
in League 1.
Figure B.0.2 shows the bias across dierent bookmakers (William Hill and Bet365),
along with the average odds of all of the bookmaker and the maximum odds oered
by any of the bookmakers for each event (data collected from BetBrain). On the
whole, the relationship between the bias and the underlying probabilities seems to
be relatively unchanging among the dierent bookmakers. This is to be expected,
as there tends to be not much dierence between the oered odds of the dierent
bookmakers, due to: their methods of setting odds being very similar; the makeup of
their customer base being similar; and them being able to use each other's odds to
set their own.
4.4.1 Time-Varying Bias
The time-varying model is demonstrated in two dierent contexts. Firstly, the book-
maker's data from Section 4.4 is tested to see if its bias is in any way time-dependent.
Secondly, a simple predictive model for football is t to past data, with the change in
bias being detected as the model makes its inferences from a dataset which increases
with size over time.
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Bookmaker's Model
Given that there have been no great changes in how bookmaker's odds are formed
in recent years, there is likely to be no systematic increase or decrease in the bias
in bookmaker's odds over time. The model used was of the probit-link-type, with
vague priors placed on each of the parameters ((0) = () = ()  N(0; 1),
(') = (#)  Inv-Gam(2; 0:2)). The results of this analysis for home wins are
shown in Figures 4.4.9 and 4.4.10.














Figure 4.4.9: The posterior mean and 95% credibility region for the time-varying
model bias t for bookmaker's odds of home wins.
The model bias is initially detected to be small and negative at time 0, increasing
and converging very quickly to 0. In addition, its 95% posterior credibility interval
includes 0 for all time, indicating that there is no evidence of bias at any time. This
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Figure 4.4.10: The posterior mean and 95% credibility region for the time-varying
model variance 2t for bookmaker's odds of home wins.
credibility region shrinks over time, showing that more certainty regarding the bias
size is being acheived over time.
The model variance increases quickly from 0.01 then plateaus to a xed level of
around 0.04. In this case, the posterior credibility region does not shrink over time to
the extent seen for the model bias.
This demonstration has given useful insight into the nature of inference when the
true bias is static, and not time-varying. Although the mean estimates for the model
bias and error variance imply some striking time-varying behaviour, the 95% posterior
credibility regions show that there is not enough evidence to support this conclusion.
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Football Modelling
In Spiegelhalter and Ng (2009), a basic approach to predict the probability of the
outcomes of football matches is presented. The approach is based on the idea that
matches at the beginning of the season can be used to make inference upon the
likelihood of match outcomes at the end of the season. The model is basic, providing
an approximate form of the model given in Maher (1982), covered in Section 3.1.2. The
average number of goals conceded by both home and away teams are calculated for the
season as a whole, and for all teams. These values are multiplied by factors quantifying
the relative attacking and defensive skills of the individual teams (note that home
advantage is not considered). These values are then considered as arrival rates, and
the probabilities of events are found via simulating from the Poisson distribution.
Data were again taken from www.football-data.co.uk, this time only consisting
of the 2012-13 Premier League season. The odds data were not used; instead, the
goals for and against teams were used to t the model specied in Spiegelhalter and
Ng (2009). As predictions are made on the basis of previous observations, predictions
were only calculated after each team had played 5 games.
The probit-linked bias estimation method was used to estimate the time-varying
nature of the model's bias. This estimate was then used to adjust, using equation
(4.3.11), the predictions made for the next season in order to create unbiased predic-
tions for the new season of matches. It is assumed, then, that the time-varying bias
for the 2012-13 season is going to take a similar form to that in the 2013-14 season.
The data were also split, so that the probabilities of home wins, away wins and
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draws were considered separately. This should highlight if certain results' predictions
are dierent to others. Figure 4.4.11 shows the results of this analysis.
















Figure 4.4.11: Model bias exhibited by the football prediction model described in
(Spiegelhalter and Ng, 2009). The thick black line signies the changing bias in the
prediction of home wins, with the black dashed lines showing condence intervals for
the bias size. Similarly, the blue lines represent the probability of draws, and the red
lines represent the probability of away wins.
At the initiation of the model, draw and away win predictions exhibited a positive
bias, whilst home win predictions showed a negative bias. Whilst the home and
away win predictions quickly improve as more results are observed, there remains an
indication that the probability of a draw occurring might be being over-estimated for
the duration of the prediction window, as seen by the solid blue curve in Figure 4.4.12.
On the probability scale, the additive error can be calculated via the transforma-
tion described in equation (4.3.11). For the draw probabilities, the model bias has a
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value of around 0.175 after two weeks of predictions with a 95% posterior credibility
interval of ( 0:13; 0:4), whilst at the end of the season this has decreased to around
0.05, with a 95% posterior credibility interval of ( 0:26; 0:31).





















Figure 4.4.12: A moving average, of window size 20, of the probabilities of draws
predicted by (Spiegelhalter and Ng, 2009) through the 2013-14 season. The red line
is a tted linear relationship, with equation p = 0:2656   0:00014t, where p is the
probability of a draw and t is the time index for a match.
Inserting the values ^i = 0:26,  = 0:175 into equation (4.3.11) gives a true
probability of 0:2066, corresponding to the true probability of a draw at the start
of the season. The true probability of a draw at the end of the season is found in
the same way, this time with ^i = 0:22,  = 0:05, giving a probability of 0:2055.
This indicates that in reality, the probability of a draw does not change signicantly
throughout the season, and that the change observed by the model outputs are down
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to its bias, which slowly corrects as more data are collected.
In comparison, the probability of draws derived from the Spiegelhalter and Ng
model seems to exhibit a downward trend, represented by the simple linear t, shown
as the red line in Figure 4.4.12, which tallies with the bias estimation, shown in Figure
4.4.11.
In order the assess the ecacy of using the bias estimation outputs in order to
improve the model performance in the future, the Spiegelhalter and Ng (2009) model
was run again, this time using data from the 2012-2013 Premier League season. The
aim of this work is to use the estimates for the bias movements over time from the
analysis on the 2013-2014 season to provide better estimates for the new data.
Given that the evidence suggested that the home and away probability estimates
were, on the whole, accurate, whilst the draw probability estimates improved over
time, bias correction is attempted only on the draw probabilities. Figure 4.4.13 gives
the evolution of the bias for the 2013-2014 season, after the draw probabilities have
been `corrected' given the previous year's bias estimate.
Clearly, the bias exhibited for draw probability predictions has decreased signi-
cantly (shown by the thick blue line). Figure 4.4.14 gives a moving average relating
how the draw probability estimates change over time, using the corrected model.
Figure 4.4.14 clearly shows that that the draw probability estimates created by the
corrected model do not change signicantly over time, like they did in the uncorrected
model. Indeed, aside from the rst 30 estimates, the draw probability estimates seem
to not drift, as shown by the linear t's gradient being very close to 0. The low
initial values are another indication that the time-varying bias structure, imposed in
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Figure 4.4.13: Model bias exhibited by the football prediction model described in
(Spiegelhalter and Ng, 2009). The thick black line signies the changing bias in the
prediction of home wins, with the black dashed lines showing condence intervals for
the bias size. Similarly, the blue lines represent the probability of draws, and the red
lines represent the probability of away wins.
equation (4.3.1) are not appropriate, as the large initial bias deviates the corrected
model away from the truth. This indicates that, although correcting models in this
way gives improved model performance, giving an accurate form for the time-varying
bias to take is also essential.
4.5 Conclusion
This work has demonstrated how Bayesian methods can be used to assess how bias
is manifesting itself in a predictive model which outputs Bernoulli outcomes. This
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Figure 4.4.14: A moving average, of window size 20, of the probabilities of draws
predicted by (Spiegelhalter and Ng, 2009) through the 2012-13 season. The red line
is a tted linear relationship, with equation p = 0:217 + 0:00004t, where p is the
probability of a draw and t is the time index for a match.
inference is extended to include both static and time-varying forms of both bias and
model variance.
It is demonstrated that, by using a probit-link on the model probability estimates,
faster and more accurate bias evaluation can be carried out by the use of Bayesian
methods. It is also demonstrated (in Section 4.3.2) that by treating time-varying bias
as a smooth function over time, then inference gained is more accurate than if the
bias is treated to be piecewise static.
Analysis on betting markets has shown that for the large majority of potential
bets, bookmakers gain a signicant advantage, as their odds predictions are biased
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in their favour. There exists, however, a subset of bets (for the Premier League, this
seems to be for probabilities higher than 0.75) for which the advantage is with the
bettor.
An investigation into a simple sports modelling method showed the utility of the
bias detection method in estimating a time-varying bias, as well as a potential downfall
of the method. In reality, the form of the time-varying bias and model variance, shown
in equations (4.3.1) and (4.3.2) can be adjusted without the form of the joint posterior,
(4.3.8) changing in any problematic way. It can be foreseen that the structure of the
time-varying parameters can be chosen, given some idea about bias evolution in the
particular dataset of interest.
Another potential area for future study would be to investigate how dierent forms
of model output aect the ability of this technique to assess the bias. As an example,
if the Bernoulli outputs are replaced by Binomial outputs, each observation (now of
the number of trials resulting in a success for each probability estimate) gives much
more information than before, and would therefore foreseeably give more accurate




Sports betting markets evolve between their inception and the time when the event
in question is completed, and all bets are settled. These evolutions can be broadly
split into two major time-periods:
1. Pre-Match Market: The section of the betting market which covers the time
when the market is created up to the time when the event of interest commences.
This period of time could last a few days, but for events organised long in
advance (like a qualifying match for a major football competition), this period
can cover weeks, or even months.
2. In-Play Market: The section that covers the duration of the event of interest.
This period of time contains the playing time of the event, as well as any breaks
in play, such as half-time (football), or the changing of batting team (baseball
90
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or cricket), etc.
Recently, many papers have been published analysing how betting odds are formed,
how fair they are, and how they evolve for the duration of a sporting event, see Section
3.2, and Williams (1999), ? for further information. In comparison there has been
no work investigating how pre-match markets evolve over time. This is surprising, as
not only does most of the betting activity occur pre-match (note that intra-market
betting is a very recent invention), but also there is some clear structure to the move-
ments in particular features of pre-match betting markets. In order to investigate this
structure, a dataset was gathered, consisting of the pre-match movements of a number
of betting market features. A summary of the dataset, along with a description of
some pre-analysis preprocessing is described at length in Section 5.1.1
As motivation, consider a summary of the movements in a market on a betting
exchange. Figure 5.1.1 shows the pre-match movements of four market features for a
particular football match, over a period of 9 days. Note that each of these series can
be thought of as time-series, and will be referred to as such for the rest of this work.
The overround quoted does not, as is usually the case refer to the sum of the
implied probabilities for each of the possible event outcomes (here, home win, away
win, draw). Instead, it refers to the overround between the back and lay prices. Recall
from Section 2.2 that the set of possible outcomes, fH;D;Ag have the property that
betting on one of them is equivalent to laying the other two options, and vice versa.
If only the odds for backing and laying a particular event are quoted, the overround
can be found via:

















































Figure 5.1.1: The change in backed odds, layed odds, market size and overround
during the pre-match period of the betting market for Sunderland beating Manchester








where bH;t signies the odds available for backing the home win, at time t, similarly
lH;t signies the odds available for laying the home win at time t. Note that a simpler,
alternative measure could be achieved by simply taking the dierence between the
backing and laying odds; however this measure is sensitive to the scale of the odds.
Given this denition, many features of the evolution of the markets contained
within Figure 5.1.1 can be noted.
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 The change in the odds for both backing and laying are highly volatile as the
betting market begins. This volatility seems to settle down after a few days,
before increasing again for the hours before the event commences.
 The size of the market's overround decreases quickly as the market evolves from
its commencement. This is an indication that the odds become more fair and
closer to their fair values as the market evolves.
 The amount of money invested in the market increases at a faster rate imme-
diately before the event starts. Therefore, nearly all of the capital bet on the
event is committed in the last few hours and minutes before the event starts,
when all the information which is pertinent to the event is available (such as
news concerning the teams, weather, etc.).
At the beginning of the market, the volatility shown is due to the market in
question not being well-formed. Due to betting exchanges being created entirely by
investors backing and laying events, the initial market can be altered signicantly by
very little activity. At the very beginning of the market, the backing and laying odds
oered are very poor, as there is little competition amongst investors. The convergence
of the backing and laying odds can be seen as being the result of increasing competition
between the opposing investors (see Williams and Paton (1997), etc.).
The formation of the market can therefore be identied via two potential factors,
the market size and the overround. Figure 5.1.2 shows the market represented in
Figure 5.1.1, but with burn-in removed, dened as being the period where both the
overround is under 5%, and the market size is over $1000. In addition, the market
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size has been replotted on a log scale, such that the movements can be more easily





















































Figure 5.1.2: The change in backed odds, layed odds, log market size and overround
during the pre-match period of the betting market for Sunderland beating Manchester
City on the 1st January 2012, after removal of a suitable burn-in period.
Removing the burn-in leaves around 4 days of data leading up to the event. Given
that the noisy initial set of market movements has been removed, some of the ner
structure can be observed.
 The market size seems to increase roughly linearly on the log scale, up to a
point very close to the event's commencement, when the rate of money being
invested into the market increases sharply.
 The sharp increase in money invested in the market has a direct eect on the
odds movements, which exhibit a concurrent and signicant change.
 The overround remains at some very low value, once the market has been formed.
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Both the market liquidity and the rate at which capital enters the betting market
have an eect on how other important market features evolve. When the market
is illiquid, small stakes by investors can cause the odds to move a large amount.
Liquidity implies both a fair price, and a greater resilience of the market to change,
given a constant stake size. A sudden increase in market size implies a release of
information into the market with the odds reacting concurrently to these changes.
For this reason, this work will concentrate primarily on gaining insight into how the
market size increases over time. The aim of gaining this insight is to use predictions
of the growth of market size to inform other predictions, such as the movement of the
backing odds over time.
5.1.1 Summary of the Dataset
In total, the dataset covers 1244 football matches, covering a two year period from
January 2012 to March 2014, and relates to both the English Premier League and the
Spanish Primera Division. The duration of the market data range from 5 to 40 days
before the event, but the vast majority covered the period of 5 days preceding the
time of the matches. The pertinent features of betting markets which are covered by
the dataset are not only the backing and laying odds, but also the amount of money
in the market (the market size), and the amount of money available for exchange at
the best current odds for both backing and laying (for a full treatment, see Chapter
6). All data was taken from BetFair, a popular betting exchange (see Section 2.2 for
more information).
The most popular bet seen in the data set was for Arsenal to beat Newcastle, at
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home, which took over $4.5 million in bets. The least popular market was for Almeria
to beat Athletico Madrid away from home, which only matched $850.
The intention is that inference regarding the evolution of the market size will be
made from a set of historical observations of market movements, whose structures
are assumed to be similar to current observations. Recall that rapid market changes
occur during the last few hours before the start of the event (see Figure 5.1.2). Within
the second tranche of the data, only a few data points are collected for the whole
of this very interesting period of time, which does not allow the structure of the
market movements to be captured. For this reason, the second tranche is discarded,
leaving only the ner-detailed rst tranche to be used for analysis. Unfortunately,
this decreases the number of matches available in the dataset from 1244 to only 242.
The data is also simplied by restricting the time-period of the pre-match market
movements to 5 days. This is important as it forces each of the time-series in the
historical set to commence at the same point in time, making analysis of the dataset
much easier. At this point, the matches which show the most, and least interest are
quite dierent. The biggest interest in a market 5 days before the event itself was
for Manchester City to beat QPR at home, in which $125,000 had been matched.
The least popular market was for Espanyol to beat Seville away from home, for which
$0 has been matched 5 days before kick-o. Interestingly, this shows that by far the
most popular markets are those for which the home team is the heavy favourite, and
the least popular markets are those for which the away team is the overwhelming
underdog.
The dataset is now somewhat limited, consisting of 242 time series, with an average
CHAPTER 5. PRE-MATCH MARKET MOVEMENTS 97
length of around 1800 data points, representing the 7200 minutes covering the last 5
days of the betting market. The 242 time series are further split into two sets, 200
time series becoming the training data, with the remaining 42 becoming the prediction
set used to assess the ecacy of any derived methods. Taking stock, the challenge
is to use the 200 past time-series (which are assumed to be independent a priori) of
length 1800 to predict the future movements of a time series which has been observed
up to the current time. For these reasons, heuristic approaches will be used in order
to gain insight into the movements of a particular market. However, it will be shown
that statistical approaches can be used to classify certain features of the market size
movements.
This work will thus attempt to answer the following question: \Given there are 
minutes until the event occurs, and the market currently has $W invested in it, how
will the market evolve in the future, and what will its nal size be?". It will be shown
that in answering this question, other information is required, such as the time of day,
and whether the event of interest is a home win, away win, or draw.
Consider again an example of the evolution of the size of a betting market, leading
up to the event commencement.
Say that an investor wished to predict the future evolution of the market, 2000
minutes before the commencement of the event (the dashed red line in Figure 5.1.3).
Two sets of information would be very useful for such an individual:
1. Given the behaviour witnessed already by the market, how do similar markets
behave, in general, as they near the event commencement?

















Figure 5.1.3: The change in market size during the pre-match period of the betting
market for Sunderland beating Manchester City on the 1st January 2012, with an
appropriate burn-in period removed.
2. Can dierent types of market movement be appraised, such that extrapolation
from the current point can be simulated?
The rst question above can be approached via data-mining, that is, looking at a
collection of past market size evolution, nding the `most similar', then using these to
predict future movements. This data-mining approach will be developed in Section
5.2. The second question can be tackled by simulation, once the features of the
market movements have been identied and quantied in some way. This simulation
approach will be developed in Section 5.3. It is the intention of this work that these
two methods should complement each other to provide accurate forecasts.
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Given that the structure of the evolution of the market size is most evident on the
log scale, all of the following work will assume that this scaling is being used. Clearly,
the actual market size can be recovered from such analysis via a simple transformation.
In the spirit of clarity, in all notation the convention will be that time will run
from 1 to 7200, representing the physical time passed since the beginning of the
market (which has been truncated at this point). However, in graphics it is clearer to
represent time as the number of minutes until the event's commencement.
5.2 Data-Mining Approach
The data-mining approach manipulates the data into a useful structure, then selects
the m closest time series from the historical collection of past time-series observed on
past pre-market movements. The m closest time series are then used to extrapolate
the market size forwards from the current point. The method will be broken down
into its individual components, which are investigated individually in the following
subsections
5.2.1 Interpolation
The interpolation stage is necessary in this case, as the delity of the data in the
training set is not equal through the time series. The aim of the interpolation stage
is therefore to ensure that the delity of the all time series in the training set is
equal and constant. It should be noted that techniques do exist which allow for
time series to have dierent frequencies, most notably Dynamic-Time Warping, or
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DTW (introduced in Bellman and Kalaba (1959) and reviewed in Muller (2007)).
Importantly, DTW is relatively slow, requiring O(n2) operations for data of length n.
It is therefore faster to rst enforce equal frequencies, by means of interpolation, then
using one of the other methods explored, which require only O(n) operations.
The interpolation method is simple; the data is extended by forcing a record at
every minute throughout the whole time series. This is achieved by making the as-
sumption that the market does not change between successive observations. So, given
a set of market size observations, ya1:ar , where r < 7200, and a1:r = (a1;    ai;    ; ar)
represent the time indices where data is known, then for any j =2 a1:r, yj = ymax (ai<j).
5.2.2 Select Closest Time-Series
There are two choices considered as a good metric to judge the `closeness' of two
time series, namely the Minkowski distance and a distance based on the correlation
between the two time series.









for two time series y1;1:n = (y1;1;    ; y1;n) and y2;1:n = (y2;1;    ; y2;n) whose time
indices are identical. Most commonly, q is chosen to be equal to 2, known as the
Euclidean distance. This distance measure is very sensitive to transformation, most
notably by scaling; if two time series were identical, apart from a scaling factor, the
Minkowski distance could still be large. In addition, if there are few but signicant
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outliers in one of the time series, the Minkowski distance measure would still report
a poor likeness.
Alternatively, a measure is available which is based on the correlation between the
two series y1;1:n and y2;1:n. Let  be the Pearson's correlation between the two time




which was rst introduced in Golay et al. (1998). This measure is clearly only based
on the correlation between the two time series, which extracts the extent of linear
dependence between them. The clear advantage of using the correlation distance over
the Minkowski distance, is that the measurement remains invariant under changes in
the location and scale.
The choice of a suitable distance metric depends on the structure of the training
dataset. If the magnitude of the time series are similar, then the focus of nding close
time series is for the movement to be similar over time. In this case, the correlation
distance would be a good choice. In comparison, if there is a large disparity between
the magnitude of the time series (like in this case), then \close" time series should
have a similar size too. In the rest of the work, then, it is assumed that the Euclidean
distance, as described in equation (5.2.2), with q = 2 will be used. This is due to
exploratory analysis on a small subset of the dataset showing that the Euclidean
distance giving more robust predictive estimates.
This stage of the process considers all of the training set, and returns the k time
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series which are judged as being the closest to the current observations.
5.2.3 Extrapolate
The extrapolation step simply uses the k time series from the training set which are
deemed to have been the closest to the observed series, and uses them to extrapolate
an estimate of the current series for the remaining time. In order to bring the selected
series together, two questions must be answered: rstly, how many past time series
should be used to predict the future movement? Secondly, how should the k series be
weighted to yield the predictions, based on their respective distances from the series
of interest.
The weighting of the k series is achieved via an exponentially weighted formula,
shown in equation (5.2.3), where (d1;    ; dk) are the distance measures from the k
selected series. The weights should be higher for the time series with smaller distance
metrics. The weighting formula is shown in equation (5.2.3) (more penalisation for






Clearly, a good choice of k depends on the choice for . If  is large, then the poorly-
tting series from the training set will be downweighted to such an extent that their
contribution to the extrapolated predictions would be minimal. Such a choice for 
would also heavily downweight any time series other than that of the smallest distance
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measure, this would result in predictions where the best-tting series dominates all
others, essentially giving k = 1. It is therefore recommended that the value of k is
xed for all predictions, and  is chosen via some knowledge of the dataset.
The choice of  for a particular prediction is recommended to be chosen according
to two criteria:
1. What is the size of the dataset? The larger the dataset, the larger the probability
(in general), that a number of close time series will exist, and therefore the larger
the value of , as the rest of the time series need not be considered.
2. How unusual is this event? If the event in question is special in some way, e.g.
a domestic cup nal, then the market movements may well be dierent to the
training set. In this case, a small choice of  would be more suitable, and the
prediction is made by taking the average of a large number of potential time
series, with none of them weighted much higher than any other.
For the dataset used in this work, its size is small (only 242 matches), but all of the
events come from the same two major leagues, so there should not be any obvious
outliers. The actual choice of k and  will be revisited in Section 5.5.
The prediction, then, is based on the distance measures of the k-closest time
series, along with the adjustable parameter , all used to calculate the set of weights
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where y1:k are the k-closest time series selected by the above process.
In summary, the data-mining approach can be visualised via Figure 5.2.1.
Figure 5.2.1: A diagram depicting the data-mining approach to forecasting changes
in market size.
5.3 Simulation Approach
The simulation approach proposes a very dierent method of prediction to the data-
mining approach. The data-mining approach uses a \top-down" paradigm, focussing
on the time series as a whole in order to detect similarities between what is being
observed and what has been observed in the past. In contrast, the simulation approach
breaks down the market movements into quantiable pieces, allowing the future of a
particular set of observations to be inferred from the ground up.
Crucially, the simulation method relies on the detection of changepoints, which can
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be thought of as the locations in the time series where the statistical properties change.
It is intended that the changepoints witnessed in the data correspond to a surge of
interest in the market at that time. This could be due to a number of phenomena,
most notably the introduction of information to the market, such as injury or team
news, which could trigger investment in the market. This is a well-known market
phenomenon, see Jiang et al. (2011). Another possible reason for a changepoint to
occur is much more particular to betting markets. As the betting market nears its
end, more and more of the information regarding the event, such as the weather or
pre-match injuries are known, and thus investors tend to choose this time to make
their decisions. A change in the rate of investment is also detected as a changepoint
(see the last few hundred minutes in Figure 5.3.1).
The modelling approach is to simply conjecture that the log market movements
are linear in between the occurrence of changepoints, which cause the market size
to be boosted to some higher value (note that the market size is guaranteed to not
decrease over time).
This approach is visualised in Figure 5.3.1. The black dashed lines represent the
detected changepoints, with the blue line giving a linear t to the data between the
changepoints. As can be seen, in many instances the trend of the data between
changepoints does not seem to be linear in nature, most notably in the interval from
4500-4000 minutes before the event. However, the linear t between changepoints is
a convenient structure to use, which evidently capture the movement of the market
well.
What is noticeable about Figure 5.3.1 is that the frequency of the changepoints
















Figure 5.3.1: The change in market size during the pre-match period of the betting
market for Sunderland beating Man City on the 1st January 2012, overlaid with a
changepoint-based model-tting approach.
increases noticeably as the time approaches the commencement of the event. In
particular, when the market is a few hours from the event's commencement, the
frequency of changepoints increases, and the market size increases markedly. This
feature occurs in every time series in the training set, and will have to be accounted
for in the model tting procedure.
Like the data-mining method, the simulation approach contains many stages,
which will be explored separately, before being brought together as a full method
in Section 5.3.6
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5.3.1 Detecting Changepoints
PELT is chosen as the method used to detect changepoints in the time series, which is
implemented via the R package \changepoints" (Killick et al., 2014). Details regarding
why PELT is chosen, as well as a details of its derivation are given in Appendix C.
The implementation of the PELT algorithm rst requires the setting of a cost
function, C(:), which represents the measure of closeness-of-t, and is chosen within
the package to be twice the negative log-likelihood of the data. The choice of the
penalty against overtting remains that of the user. Most of the popular choices for
the penalty are linear with the number of changepoints. For example, the AIC uses
twice the number of changepoints. Experimentation with these penalties, however,
results in a poor characterisation of the changepoints observed in the training set,
with the AIC's use in changepoint selection being show in Figure 5.3.2.
For this reason, a manual penalty is chosen for the PELT method. That is, the
penalty function is a constant, chosen by the user. It is found that choosing a manual
penalty in the region of 0.01 to 0.05 produces classications of changepoints which look
consistent to the data. The plot shown in Figure 5.3.1 was found by using a manual
penalty of 0.03, a penalty found to detect the occurrence of market movements well
for the training set of data. This penalty is used throughout the following sections.
5.3.2 Number of Changepoints
Given that the training set is to be analysed with changepoint methods, the rst
feature to model is the number of changepoints seen in the time series. It is expected
















Figure 5.3.2: The change in market size during the pre-match period of the betting
market for Sunderland beating Man City on the 1st January 2012, overlaid with a
changepoint-based model-tting approach with an AIC penalty function.
in this and other modelling problems for there to be subsections of the training data
which behave dierently, i.e. the data can be partitioned into dierent categories,
such that there is a dierence in the structure of the data in each category.
The most obvious potential categorisation is in the time of the event. Betting
activity most commonly occurs during the daytime, as this is the time where most
of the potential bettors are awake. In addition, most of the betting activity occurs
in the hours leading up to the event. Therefore, it is expected for the rate of capital
being invested in events taking place late in the evening to be dierent to when the
event is in the morning. In this spirit, the data is categorised into the events taking
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place early in the day (before 15:00), middle of the day (15:00 up to 18:00) and late
in the day (after 18:00). Of the 242 matches, 52 were categorised as being early, 80
as middle, 110 as late.
Figure 5.3.3 shows the dierence in the distribution in the number of changepoints,
as the time of the event changes. There is a clear observable dierence between the
distributions: most notably, the matches with late starts exhibit a multimodal shape,
which the other start times do not demonstrate. Again, it is presumed that this















Figure 5.3.3: Bar chart showing the number of changepoints detected in the log market
size, for football matches commencing at dierent times in the day.
Recall in Section 5.3.1, it is conjectured that changepoints arise both due to the
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release of new information into the market, and also from the inevitable ramping-up
of betting activity towards the commencement of the market. The dierent starting
times of event would change the time at which changepoint occurred, but would not
change their total number.
The dierent event start times are therefore considered separately, both here, and
in all of the subsequent modelling sections. Therefore, in the use of this model, the
time of the match becomes a requisite input, in order for eective inference to be
conducted.
The output from this section is that the number of changepoints in each series in
the training set is stored, along with the time series' time location, i.e. early, mid or
late. Let this stored data be written as CPnum;T , where T takes the values E, M or
L depending on the time location.
5.3.3 Location of Changepoints
Another important feature needed in order to simulate the occurrence of changepoints
in the future is how they are distributed along the duration of the pre-match market.
As noted earlier, both the release of information into the market, and the time at
which investors are more likely to be awake aect the timing of changepoints. Figure
5.3.4 shows the distribution of changepoints over time for both the whole data, and
also for the categorised event times.
The eect of the time of the day on the market is very strong. Consider the density
representing all of the data in Figure 5.3.4; there is a clear multi-modal structure, with
the modes occurring roughly once a day (1440 minutes). In addition, anti-modes occur
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in the evenings, representing periods where low betting activity is likely. These modes
and anti-modes shift in time according to the start-time of the event, as expected,
which gives strong evidence supporting the treatment of events with dierent start-
times separately. The times indices are therefore recorded separately for the dierent
start times, as in Section 5.3.2.
For use in future work, the following notation will be adopted: 1:n = (1;    ; n)
signies the time-index of n detected changepoints in a particular time series. The
time-index is dened to be the time until the event's occurrence, in minutes. In


























































































Figure 5.3.4: Density ts for the location of changepoints detected in the log market size, for football matches commencing at
dierent times in the day.
CHAPTER 5. PRE-MATCH MARKET MOVEMENTS 113
The output of this section of work is to store the time location of the detected
changepoints in the training set separately for each of the event's time locations. Let
this stored data be written as CPloc;T , as before.
5.3.4 Size of Changepoints
So far, knowledge has been gained about the likely number of changepoints to be
observed in a time-series representing the growth in the log market size, as well as
where they are likely to occur. What remains to be grasped is the magnitude of the
eect of a changepoint upon the size of the market. As changepoints occur, the market





The size of the changepoint, then, is dened as being the multiplicative factor linking
the (log) size of the market before and after the occurrence of the changepoint. In
this case, not only is the size of the changepoints potentially dependent upon the
time of the event, but it is proposed that there may be dependence of the time of the
changepoint on its size. The size of the changepoints is therefore plotted against their
time of occurrence, and is shown in Figure 5.3.5.
This relationship has some interesting structure. Firstly, the day and night struc-
ture from Section 5.3.3 is seen again, with the changepoints occurring in `waves'
through time. In addition, the distribution of changepoint sizes seems be segmented
into two sets: the time immediately prior to the event; and the rest of the time series.



















Figure 5.3.5: The relationship between the size of changepoints and how long before
an event they occur.
On the day of the event, the changepoint size is small, rarely forcing a jump in the
size of the market by more than 10%. In comparison, in the days beforehand, the size
of the changepoints seems to be not only on average higher, but with more variabil-
ity, with jumps regularly being over 10% and increasing up to around 40%. These
dierences are summarised in Table 5.3.1.
Summary Statistics
Section Mean Variance
Day of Event 1.0421 4:5 10 4
Days before Event 1.063 1:17 10 3
Table 5.3.1: The dierence in mean and variance between the size of changepoints on
the day of the event, and in the days before the event of interest.
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Due to this clear disparity in the structure of the data as the time until the event
changes, merely treating the size of the changepoints as i.i.d. for simulation purposes
is not sucient. Instead, inference from this data is made only in the time-point's
neighbourhood via sampling only from the neighbourhood of the current point. This
method is described in Algorithm 3
Algorithm 3 Neighbourhood Sampling
Input: Data containing a set of changepoint sizes z1:n = (z1;    ; zn), along with
their times 1:n = (1;    ; n)
A number, s representing the size of the neighbourhood.
A number, m representing the required size of sample.
The current time, t.
1: Dene 1:n = jt  1:nj.
2: Let a1:m = (a1;    ; am) be the indices of the m smallest elements of 1:m.
3: Let z1:m = za1:m
4: Sample s elements from z1:m, with replacement.
Output: A set of m size samples from the neighbourhood of the time point.
The logic behind neighbourhood sampling is that samples should only be drawn
from the training data which are similar to the current state of the market, in this
case, the current time. The algorithm only samples the changepoint sizes from the m
changepoints with time closest to the current time.
As a result of this section, three sets of data are stored, representing the size of
the changepoints and their times, for all of the early, mid and late matches. Let these
samples be written as CPsize;T .
5.3.5 Linear Fit between Changepoints
The last feature of the market movements to model is how it increases between the
changepoints. As previously stated, a modelling decision is to let the market increase
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linearly over time between sucessive shocks. There is presumably some dependence
between the gradient of the linear t and other factors, such as the time remaining
until the event occurs (inferred from the mid-point of the intervals), or the length of

















Figure 5.3.6: The relationship between the gradient of the linear ts, and the time
until the event occurs.
Both of these relationships are strong. In Figure 5.3.6, there is a strong dependence
between the time until the event and the gradient of the linear t. As the time for the
event approaches, the average size of the linear gradients increases markedly. Figure
5.3.7 shows a similar pattern. As the size of the interval becomes very short, the
















Figure 5.3.7: The relationship between the gradient of the linear ts, and the length
of their intervals.
gradient of the linear t increases. These relationships go hand-in-hand. As the
market reaches its climax, the market activity increases, and many changepoints are
detected in a small amount of time, inevitably causing the time between changepoints
to be short.
If the correlation between the length of the interval and the time until the event
were very strong, then considering both of the factors would not be necessary, observ-
ing the gradient of the linear t for a certain interval length could be used to infer
the time of the event, and vice versa. In order to see whether this is true, the interval
times are compared against their lengths, in Figure 5.3.8. The correlation exhibited
















Figure 5.3.8: The relationship between the time of the event of changepoints, and the
length of the intervals between them.
between the variables in Figure 5.3.8 is clearly not strong enough to discount one of
the variables as being uninformative. In particular, the clear straight line on the left
hand side of the graph shows the deterministic relationship between the variables for
intervals at the beginning of the time series (the intervals which occur between the
market's commencement and the rst changepoint detected) whereas the remainder
have a more random relationship.
In this light, when attempting to sample values of the gradient of the linear t be-
tween changepoints, both the time of the interval, along with the length of the interval
should be taken into account. In order for this to be achieved, the neighbourhood
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sampling approach shown in Algorithm 3 needs to be adapted to take into account
more than one variable of interest, and is described in Algorithm 4.
Let the gradient of the linear ts for all n instances in the training set be written
as ~y1:n = (~y1;    ; ~yn). In addition, let the other  features of these linear ts be
written as a set of vectors ~x1:;1:n (in this case,  = 2 and ~x would contain the length
and time to the event for the linear ts). The weights in Algorithm 4 refer to how
the dierent features are weighted towards the overall distance measure .
Algorithm 4 -dimensional Neighbourhood Sampling
Input: A vector of output data ~y1:n = (~y1;    ; ~yn), along with  vectors of explana-
tory data ~x1:;1:n, matching the output data.
A number, s representing the size of the neighbourhood.
A number, m representing the required size of sample.
The current state, x1:.
A vector of weights !1:.
1: Dene 1:n =
P
i=1 !ijxi   ~xi;1:nj.
2: Let a1:m = (a1;    ; am) be the indices of the m smallest elements of 1:m.
3: Let ~y1:m = ~ya1:m
4: Sample s elements from ~y1:m, with replacement.
Output: A set of m size samples from the neighbourhood of the time point.
Therefore, the gradients of the linear ts are stored, along with their corresponding
time and length, to be used to sample linear gradients in the full simulation. As before,
the time of the event impacts signicantly upon the distributions, and therefore this
stored data will be separated for each of the dierent classications of start time.
This section of the work now allows sampling the gradients for the linear ts
between changepoints, whilst taking into account the dependence of the time and
interval length on the gradient. Let these samples be written as CPlg;T .
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5.3.6 Simulation Formation
Now that the nature of the occurrence and impact of changepoints, as well as the
change in market size between changepoints has been modelled, a scheme to simulate
forward from a particular market state can be formalised. Recall that the sets of
data collected in the previous sections are written in shorthand as the number of
changepoints, CPnum;T , the location of the changepoints CPloc;T , the length of the
changepoints CPsize;T and the size of the gradient of the linear t CPlg;T .
The full algorithm for the simulation technique is shown in Algorithm 5 and can be
visualised via Figure 5.3.9. The logic behind the process is the changepoint locations,
along with their sizes are simulated rst, as only then will the location of the linear
intervals be revealed. After all of these elements have been simulated, predictions
are made sequentially through the remaining time-steps, with the movements being
dened either by the impact of a changepoint, or the underlying linear movement of
the market in between the changepoints. The current state of the market xy;;T is
characterised by the current market size, y, the time until the event  and the event
time T .
Note that in Algorithm 5, the mean of the N simulations is used as the overall
prediction for each time step. In some instances, exceptional simulation outcomes
could result in extremely high or low market size estimations, in this case, the median
is recommended instead.
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Algorithm 5 Simulation Approach
Input: The current state of the market, xy;;T
N , the number of simulations
1: for i=1 to N do
2: Sample once the number of changepoints from CPnum;T and denote this as .
3: Sample  times from CPloc;T and denote these as L1: = (L1;    ; L).
4: Remove all elements such that L1: <  .
5: Let ~ = 7200  
6: For each L1:, sample one changepoint size from CPsize;T from their neighbour-
hoods. Denote these z1: = (z1;    ; z).
7: Dene ~L as (0; L1:; 7200).
8: Dene the  + 1 intervals in ~L as I1:(+1).
9: for k = 1 to  + 1 do
10: Calculate the length of Ik.
11: Calculate the time of the mid-point of Ik.
12: Sample one linear gradient size from the neighbourhood of the interval's
length and mid-point, using CPlg;T . Label these as 1:(+1)
13: end for
14: Dene a N  (~ +1) matrix 1:N;1:~ , with elements in the rst column all equal
to y, the current market size.
15: Set count=1.
16: for j = 1 to ~ do
17: if  + j 2 L1: then
18: i;j+1 = i;jzcount.
19: count+ = 1.
20: else
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Figure 5.3.9: A diagram depicting the simulation approach to forecasting changes in
market size.
5.4 Full Approach
The full approach takes advantage of blending both the `top down' paradigm of the
data-mining method and the `bottom up' paradigm of the simulation method. This
is achieved by forming some weighted average between the predictions of both ap-
proaches, with the entire process being shown in Figure 5.4.1.
Let the predictions from the data-mining approach be written as yd1:n, whilst the
predictions from the simulation approach be written as ys1:n, then the full prediction







for some w  0.
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Figure 5.4.1: A diagram depicting the full approach to forecasting changes in market
size.
If the full prediction is formed on the basis of this weighted average of the two
approaches, then the individual predictions can be recovered by choosing w = 0 in
the case for simulated prediction, and some very large value of w for the data-mined
prediction.
5.5 Assessing Predictive Performance
In order to assess the ecacy of both the individual approaches, and the full, mixed
approach, a suitable objective must be dened. This objective will represent the
intentions of the user. The two most common applications are as follows:
1. If the use of this method is to help inform an investor of the best time to bet,
then the performance of the predictive method throughout the whole duration
of the time series is important. In this case, some simple measure of t of the
whole series, such as the root mean squared error, (RMSE) is suitable.
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2. If instead the use of the predictive methods is to inform an investor how large
the market might be at a pre-dened point in time, most likely just prior to
the commencement of the event, then only the prediction of the last point will
be of interest. In this case, the simple percentage dierence between the true
terminal market size and the predicted terminal market size will suce.
Given some chosen objective, then, two separate assessments should be made,
which will provide valuable insight into the performance of the two techniques, both
in terms of a single time series, and an average performance over a collection of time
series.
Recall that the dataset consisted of a training set of 200 time series, along with a
prediction set of 42 time series. The 42 series will be used in both of the performance
assessments. Initially, the two separate method will be analysed separately, with the
introduction of the `full method' coming after some inference has been made about
suitable choices for the weighting value w between the two methods.
The ecacy of the methods are investigated for the 42 matches, with predictions
taking place 5 days, 1 day, and 6 hours before the event's commencement. As a
modelling decision in this case, the simulation approach will use 50 iterations (i.e.
N = 50 in Algorithm 5), whilst the small training sample implies that the data-
mining approach uses a small number of time series for its inference, in this case 10,
with the tuning parameter chosen as  = 0:2, (see equation (5.2.3) (this setup rewards
historical time series with close ts to the observations).
A summary of the results of this study is shown in Figure 5.5.1, where the densities
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represent the overall performance for each of the methods. Note that the end error













































































































































Figure 5.5.1: A summary of the performance of both the simulation-based and data-mining-based methods for predicting market
sizes, for a range of objectives and based on a range of prediction points.
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First consider the end error of the time series, seen in the left-hand column of
Figure 5.5.1. With a large amount of time remaining, the data-mining approach
clearly has the edge, with the distribution of its estimates clustered more tightly
around a 0% error. It can be noted that when predictions are made a long time before
the event's commencement, there are occasions where extremely poor predictions
are formed, observable in the left tail of the simulation method's density. Taking a
closer look at the individual series, in these cases (where the nal market value is
underestimated by over 70%) it is apparent that the predictions are being attempted
from unformed markets, emphasising the importance of a correct classication of
market formation.
This feature is, naturally, not observed when the predictions are made from a
later point, as all markets are formed at this point. It can be seen that the simulation
method performs better, and is comparable to the data-mining method in the case
where predictions are made 1 day from the event's commencement. The mean and






Table 5.5.1: The performance of two methods to predict the terminal market size 1
day in the future.
This shows that although the simulation method still underestimates the terminal
size of the market, on average, its performance in comparison to the data-mining
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approach has improved markedly.
Looking nally at the attempt to predict just 6 hours into the future, it is no
surprise that both methods improve their predictive accuracy. The mean and variance
of their errors are shown in Table 5.5.2.
End Error
Method Mean Variance
Data-Mine 9:68 10 3 4:48 10 3
Simulation  3:32 10 3 2:47 10 3
Table 5.5.2: The performance of two methods to predict the terminal market size 6
hours in the future.
In this case, the simulation method performs better than the data-mining method,
both in the average prediction of the market's end value, but also in the consistency
of these estimates. It is conjectured that this points towards a limitation of the
data-mining method; a lack of richness in the historical dataset.
If the movements of the current market is not mirrored closely by one or more
time series from the training set, it is unlikely that the predictions will be accurate.
In comparison, the simulation method does not rely on any individual historic time
series, and therefore this limitation does not apply, giving the method no upper-bound
on its accuracy, due to this feature.
Consider the other objective of the predictions, to minimise the RMSE of the
predictions. Initially, the data-mining method performs much more accurately that
the simulation method, whilst both methods contribute a small number of very poor
predictions. As the length of the predictions shortens, the performance of the simula-
tion method improves, both in absolute terms and in comparison to the data-mining
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method. The mean and variance of the RMSE for both of the methods, with 6 hours





Table 5.5.3: The performance of two methods to predict the evolution in market size
6 hours in the future.
As the general performance of the methods, then, is dependent upon the amount
of time remaining in the time series, the `full method' may have value in providing an
approach which performs at a consistent level. Applying the weighting of w = 1, i.e.
equally weighting both approaches gives the performance measures summarised with


















































































































































Figure 5.5.2: A summary of the performance of: the simulation-based method; the data-mining-based method; and a mixed
method for predicting market sizes, for a range of objectives and based on a range of prediction points.
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In each of the cases shown in Figure 5.5.2, using a mix of the two underlying meth-
ods gives a result which is never the worst performing of the three, and therefore may
be recommended as a suitable robust approach for some general predictive challenge.
5.6 Conclusion
Two modelling paradigms have been introduced and explored for the intention of
predicting the increase in size of betting markets. These methods both rely on the
user having access to a collection of historical time series of similar markets.
The data-mining approach is shown to provide the better predictions when the
market of interest still has a number of days left to run, whilst the accuracy of its
predictions are, in part, determined by the quality of the underlying historical data-
set.
In comparison, the simulation approach is less sensitive to the individual time series
in the historical dataset. This method is much more complicated to set up, given that
each time series is broken down into a number of smaller components. However, this
allows the method to provide very accurate predictions of market movements in the
nal hours before the market terminates.
It is also shown that mixing the two methods via a weighting gives a consistent
estimate of the future market movements, and is recommended for most applications.
Is is foreseen that this work can form the basis of the larger question of predicting
the movement of other features of betting markets, most notably the betting odds.
Chapter 6
Optimal Wager Allocation for
String Bets
6.1 Introduction
The idealised betting paradigm takes the following form: an investor calculates the
true probability of some event occurring; if they can nd oered odds from a book-
maker (or other source) that are favourable compared to the event's probability, then
they wager capital on that event, with the betted amount being proportional to their
edge.
There are many reasons why this idealised setting may not be true-to-life. Whilst
some of these reasons have been explored already (see Section 3.2.3 for a full treat-
ment), a major assumption, not yet tackled by the literature, is that of constant
odds.
Consider the setup from Chapter 5. An investor selects a market of interest, then
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attempts to predict the market's movements such that bets can be placed at some
favourable time, such as when the odds are at their highest value. Let ot be the odds
at time t, and let  be the time point selected to make a wager. If ot > o for any
t >  , this not only means that the investor failed to nd the `top-of-the-market' for
their bet, but also means that the investor is presented with another opportunity to
place a wager, at greater odds than their previous bet.
Given the dangers of overbetting, (see Figure 3.2.1 and the subsequent discussion),
it is not immediately clear whether betting again would improve the investor's log
growth rate. However, if at some time t, ot >> o , then intuitively, betting again must
become protable. Given this situation, how does the investor go about calculating
how much to wager on the second opportunity, and potentially multiple others?
This scenario has become more relevant since the advent of betting exchanges (for
an in-depth description, see Section 2.2). In the past, most betting activity would
be made through bookmakers, whose maximum allowable stake at some odds would
be beyond most gamblers' bankroll. For betting exchanges, however, the maximum
allowable wager at some odds is merely the sum of other gamblers' laid bets, and can
be any value. If an investor wishes to wager more than this amount, then they must
move onto other, less attractive odds.
Figure 6.1.1 gives an example of an exchange market. The best possible decimal
odds for backing Leeds to win are 7:6, with a maximum allowable wager size of $100.
If an investor wished to wager more than this `price limit' on the event, then they
would have to move to the less-favourable odds of 7:4, for which the pot limit is $110.
How much capital an investor should stake in the inferior betting option (and any
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Figure 6.1.1: A Betfair market for the match outcome of a football game in the English
Championship.
subsequent betting options) is one of the problems tackled in this work.
A `string bet' is therefore be dened as: \a bet such that more than one wager is
made at dierent odds, but on the same exact event". String bets will be considered in
two separate scenarios: betting at markets with pre-event odds movements, \pre-event
betting"; and betting on exchanges, \exchange betting".
This chapter will be organised as follows: some general results regarding string
wagers is initially explored, especially Proebsting's Paradox, which brings to the fore
questions regarding how string bets should be approached. This analysis shall then
be applied to a number of problems: rstly, how should wagers be placed on a general
string wager (most commonly faced when odds increase after a bet has been made).
Secondly, how should an investor place a bet when their preferred bet size is greater
than the event's price limit?
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6.2 String Bets
Recall from Chapter 3 that the objective of many betting strategies is to maximise
the long-term growth rate of wealth, under the assumption that the game of interest is
repeated endlessly. This idea is extended in Breiman et al. (1961), which ensures that
maximising the growth rate of a single wager myopically gives the optimal growth rate
for a sequence of non-identical opportunities. If there are a number of odds presented
for the same event, regardless of the reasons, the growth rate can again be written
with the assumption of an endlessly repeated game, and is equal to
Gn = p log(1 + f1o1 +   + fnon) + (1  p) log(1  f1        fn); (6.2.1)
where the notation Gn signies that this is the overall growth-rate from n wagers
at the same event, f1;    ; fn represent the fractions of the initial wealth wagered at
(not necessarily ordered) odds o1;    ; on. Throughout this work it is understood that
upper case notation with subscript n refers to a collection of n elements, (for example
Gn being the growth rate for a collection of n betting fractions). In addition lower
case notation with subscript n refers to the n'th element of such a collection.
The aim, then, is to optimise over fi; i = 1;    ; n, a string bet. Note that the opti-
misation challenge depends on the scenario. For the problem of pre-event betting, f1
will have already been chosen, thus the problem at hand simplies to merely selecting
f2. In comparison, given exchange betting, the whole collection of fractional wagers
must be specied.
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6.2.1 Proebsting's Paradox
Consider the situation previously alluded to: a bettor is initially oered fractional
odds of o1 on an event for which they know that the probability of it occurring is
p. Assuming that the bettor believes that the odds are xed, or perhaps even may
decrease, they would bet the Kelly fraction of K(p; o1) = p   (1   p)=o1 (assuming,
of course that their aim was to maximise the growth rate of their capital). Before
the event occurs, but after they have placed their non-returnable wager, the bettor is
oered new odds, o2 > o1, and must make a decision regarding how much additional
capital they wager at the new and improved odds, if any.
The intuitive approach to tackle this problem is to imitate the method from the
original Kelly problem; maximise the long-term growth rate of capital via maximising
the expected log-utility of the gambling decision step-by-step. In this case, the aim
would be to maximise the expression:
G2 = p log[1 + f1o1 + f2o2] + (1  p) log[1  f1   f2] (6.2.2)
The growth rate G2 is then simple to maximise, with the optimal wager on the
second option, f 2 being:
f 2 =
po2(1  f1)  (1  p)(1 + f1o1)
o2
: (6.2.3)
Note that if the rst wager is assumed to be the Kelly amount, equation (6.2.3)
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becomes:
f 2 =
p(1  p)(o1 + 1)(o2   o1)
o1o2
: (6.2.4)
In addition, if there were n such betting opportunities, and the investor has previously
bet the fractional stakes f1;    ; fn at odds o1;    ; on, then their log growth rate, given
the n+ 1 opportunities is
























Any string-betting strategy which calculates a betting amount via maximising the
growth rate of the bet as a whole will be referred to as a `Kelly system'. By substi-
tuting a set of values into equation (6.2.4), the supposed paradox can be explored.
Let p = 0:5; a generous party rst oers a game where wagered money is tripled
if a fair coin lands heads, and is lost if the coin lands tails (giving o1 = 2). The
Kelly fraction from these oered odds is f G = K(0:5; 2) = 0:25, so the investor will
wager 25% of their current wealth on this opportunity, and is labelled Situation G
(for `Good', the naming convention being taken from Zambrano (2014)). A very
similar situation would be if the investor was oered the better odds of o2 = 5 on the
outcome of a coin-ip; again, wagering the Kelly fraction of f B = K(0:5; 5) = 0:4 of
their current wealth on opportunity B (for `Better').
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Now consider a third situation, named opportunity M (for `Mixed'). After the
wager, given the original odds of o1 has been placed, but before they ip the coin,
the generous party oers the better odds of o2 = 5. By equation (6.2.4), the optimal
fraction to wager (in terms of the initial wealth) on the second option becomes 0:225.
Note that by using the Kelly system, the total wager size is now 47.5% of their initial




B even though, on average, the odds in
opportunity M are worse than those in opportunity B.
Using a Kelly system therefore seems to lead to illogical results. This scenario
is the subject of what is dubbed `Proebsting's Paradox ', after Todd Proebsting who
rst noted this phenomenon and corresponded with Ed Thorp; an exchange which is
recounted in Thorp (2010). The demonstrated betting scenario seems to show that, by
structuring a sequence of betting odds in a particular way, the investor who attempts
to allocate their wealth `optimally' becomes over-invested in the opportunity. To
make matters worse, Thorp (2010) then went on to show that if the odds oered
were structured such that oi = 2
i, then the bettor using a Kelly strategy, as above,
would asymptotically invest their entire wealth on this event. Clearly this feature is
detrimental to the case of using the Kelly Criterion to drive investment decisions.
6.2.2 Analysis of Proebsting's Paradox
A comprehensive discussion of the origins of this `paradox' is given in Zambrano
(2014), which reproduces unpublished correspondence between the nancier Aaron
Brown and Ed Thorp. The key contribution form this work is to introduce the `cash-
equivalent wealth' of a bettor, WC . This is the amount of cash the bettor possesses,
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given a valuation of their current assets (here, the pending wagers), and given the
current state of information.
Consider the opportunities G and B from before, and consider how much the
investor would have to invest in opportunity B to achieve the same growth rate as
that given in opportunity G. At the lower odds, the investor achieved a growth rate of
G1 = 0:5 log(1+ 0:25 2) + 0:5 log(1  0:25), so they stand to make twice as much in
the event of a winning bet in comparison to a losing bet. How much cash would the
investor have to sacrice, in the event of betting at odds of 5, to make the wager as
protable as it was before, and no more? i.e. what is the value of lost capital L, such
that the growth rate in this new case, ~G1 = p log(1+5f2 L)+ (1 p) log(1 f2 L)
is the same as before? Solve the following simultaneous relationship:
8>>><>>>:
5f2   L = 0:5
f2 + L = 0:25
(6.2.5)
which has the unique solution of f2 = L = 0:125.
This solution gives two pieces of information. Firstly, L = 0:125 implies that 12.5%
of the initial wealth is lost as a result of the odds changing from 2 to 5. Secondly, f2
shows that under these conditions, a wager of 12.5% of the current wealth is equivalent
to the Kelly wager of 25% on the initial odds.
The cash-equivalent wealth of the investor changes, then, merely from the changing
odds. In this case the investor has, in eect, lost 12.5% of their wealth as a result of
the odds movement. The new wealth, known as the marked-to-market wealth, WC ,
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can be shown, in general, to be:
WC =
1 + f1o1 + (1  f1)o2
1 + o2
W: (6.2.6)
where W is the investor's initial wealth.
Why is the second bet in the paradox equal to the seemingly illogical value of
0:225, then? The intuitive explanation is that the second wager should be the Kelly
fraction, in the scenario explored above, given that the investor has already made a
small wager at these odds before, and given that they have already lost some wealth
as the odds change. The optimal wager size should be the nave Kelly wager on the
second odds, scaled by the wealth lost, minus the equivalent amount already wagered
at these odds, i.e.:
f 2 = (1  L)K(p; o2)  f2 (6.2.7)
= 0:875 0:4  0:125 = 0:225
where f2 and L relate to the simultaneous equations (6.2.5).
Additional explanations to convince the reader of the logic behind the optimal
wagers in opportunity M are made in Zambrano (2014). The work could suggest that
the Kelly betting system is fundamentally awed, however this is countered by Thorp
(2010), which states
\In contrast to Proebsting's example, the property that betting Kelly or any xed frac-
tion thereof less than one leads to exponential growth is typically derived by assuming
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a series of independent bets or, more generally, with limitations on the degree of de-
pendence between successive bets".
So the explored phenomena are not a consequence of the betting system somehow
not performing as expected, but are rather due to the Kelly betting system being de-
rived on the key assumption of the independence between wagers, which is explicitly
broken in the explored scenarios.
The conclusion of Zambrano (2014) is not that the outcome of the paradox is
somehow erroneous, but instead is a vulnerability of the betting system. As previously
stated, a bookmaker can derive a series of structured wagers such that a bettor whose
objective is the maximisation of some expected utility can be drawn into wagering
their entire capital (known as skimming). It is therefore of use to derive new betting
strategies such that there is no possibility of being skimmed, i.e. as the sequentially
oered odds diverge, the overall fractional wager converges to some value smaller than
1.
6.2.3 Alternative Betting Approaches
One reason why bettors are able to be skimmed is that as the odds rise, the bettor
remains optimistic that their evaluation of the odds is correct. The solution oered in
Zambrano (2014) is to update the bettor's belief in the true probability of the event,
after each observation of oered odds, under the assumption that the odds oered are
predictive of the event's probability.
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Doubly-Conservative Wagering
This new betting system, dubbed `doubly-conservative', in which the movement of the
odds inform the bettor about the true probability of the event, is contrived purpose-
fully to avoid the possibility of being skimmed, with the bettor becoming ever-more
pessimistic about the true probability of the event occurring as the odds increase.
This paradigm is somewhat analogous to Bayesian updating; this analogy is explored
further later.
Doubly-conservative wagering asserts that the belief in the probability of the event
deteriorates at least as fast as ln(o) 1. According to Zambrano (2014), this guaran-
tees that this betting scheme avoids the possibility of being skimmed. One example
presented is `logarithmic fractional Kelly betting':






where p can be thought of as the posterior belief in the probability of the event,
given some prior belief p, and an observation of fractional odds o. The rate at which
previous beliefs are discarded in favour of what is implied by observations is described
by some `remembering factor' c 2 (0; 1).
By choosing c = 0:5, Proebsting's betting scenario unravels as follows. Let the
belief in the probability of the event be summarised by a single value p = 0:5. After
the observation of odds o1 = 2, the belief in the probability is p = 0:408, resulting
in a wager of size K(0:408; 2)  0:112. After the observation of odds o2 = 5, the
probability is again, updated this time to 0:261, for which the maximisation of G2
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from equation (6.2.1) gives the second wager as f2  0:506, giving a total stake of
F = f1 + f2 = 0:163, far below the value required for the paradox to be observed.
It is shown in Zambrano (2014) that by placing beliefs in this way (namely putting
the prior belief in the probability at 0.5, and c = 0:5), the maximum total wager, no
matter the structured oered odds, is F  0:192.
A Bayesian Alternative
The premise behind doubly-conservative wagering is that the belief in the probability
of the event should be updated as observations are made. The example of logarithmic
fractional Kelly betting gives an updating scheme such that the possibility of being
skimmed is nullied. The aim of this alternative betting system is to give this form
of update a more familiar statistically setting.
Assume that some previous process (perhaps a predictive model) gives an esti-
mate for the probability of the event of interest occurring. Let this information be
represented via the prior distribution p  Beta(m; m).
As discussed, the investor then observes a sequence of odds oered on the outcome
of the event of interest. The assumption is that the investor can use these observations
as being in some way informative of the underlying event probability. If this were true,
the observation of betting odds are also observations of estimates of the probability
of the event, via p^ = (1+ o) 1, where p^ can be thought of as the probability estimate
inferred from the odds.
In order to justify some updating system, given sequential observations of odds,
let an inferred probability be the expected value of some distribution p  Beta(0; 0)
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with E(p) = p^ and V(p) = 2. The parameters 0 and 0 can then be tted via the














By combining the two pieces of information (the distribution of the prior belief
and the observation of the inferred odds), the posterior belief can be found via
(pjp^) / p0 1(1  p)0 1pm 1(1  p)m 1 = p(0+m 1) 1(1  p)(0+m 1) 1
 Beta(0 + m   1; 0 + m   1):
So the expectation of the posterior belief in the probability is
E(pjp^) = 0 + m   1










0 + 0   2
0 + 0 + m + m   2

0   1
0 + 0   2
= cEprior(p) + (1  c) 0   1




0 + 0 + m + m   2 :
It follows that
E(pjp^)  cEprior(p) + (1  c)p^ = cEprior(p) + 1  c
1 + o
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where the approximation holds whenever 0 and 0 are large, i.e. whenever 
2 is
small. This is simply the weighted sum of the prior belief and the observation, and is
therefore very similar to the form of logarithmic fractional Kelly betting in equation
(6.2.8). Note that given c 6= 1, the probability deteriorates at the rate of 1=c, so not at
a rate deemed quick enough to entirely avoid the risk of skimming in the worst case,
but still gives protection against normal market movements leading to unprotable
betting situations.
As an illustration of this, consider again the classic Proebsting scenario. Let the
prior belief in the probability of the event be 0.5. Given that c = 0:5, the posterior
belief in the probability becomes 0.375 in situation G, leading to a wager size of
K(0:375; 2)  0:625 and 0.333, leading to a wager size of K(0:333; 2) = 0 in situation
B. Interestingly, the odds in situation B are so protable, that the investor using
the Bayesian Alternative method adjusts their estimate of the probability to such an
extent that wagering on the event becomes unprotable. Trivially from this point,
the fractional wager on the string bet in situation M, is the same as that in situation
B (as the investor would turn down the second betting opportunity), and thus the
paradox does not appear.
Thresholded Wagering
Thresholded wagering gives a cruder solution, which can be thought of as the `nave'
betting strategy in this scenario. When entering into a string wager, a maximum total
wager is specied before the rst bet is made. When making a decision regarding the
size of the i'th wager at a single event, then, the fraction is chosen such that:
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fi = min fargmax[Gijf1;    ; fi 1];  (f1 +   + fi 1)g
where  is the gambling threshold.
For Proebsting's scenario, then, if  = 0:33, f1 = 0:25 as before, but f2 =
minf0:225; 0:33   0:25g = 0:07. Every other odd oered from this point onward
would be ignored.
Both of the resolutions to the possibility of skimming oered thus far require
some form of tuning; for doubly-conservative betting the remembering factor must
be specied, whilst for thresholded wagering, the threshold must be specied. A
new approach will now be introduced, which doesn't require the choice of a tuning
factor, and which brings the problem back to the familiar territory of simple utility-
maximisation.
This approach, named consolidated betting is a novel technique for deciding upon
multiple wagers. Consolidated wagering will be shown to have many positive at-
tributes, and is one of the contributions of this chapter.
6.2.4 Consolidated Betting
Consider the log-growth rate of a series of n fractional wagers, f1;    ; fn, given a
sequence of fractional odds o1;    ; on and with the investor's wealth being normalised
to W = 1:
Gn = p log(1 + f1o1 +   + fnon) + (1  p) log(1  f1        fn):
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The growth rate can be rewritten such that it can be interpreted as being the result of
a single wager, where the size of the wager is the sum of the fractional wagers placed
on all of the odds individually:


















Denote the total wager size, given n individual wagers, as Fn =
Pn











The consolidated odds can be seen as the average odds encountered, weighted by
the relative amounts wagered. Given this notation, equation (6.2.10) can be rewritten
as
Gn = p log(1 + FnOn) + (1  p) log(1  Fn): (6.2.11)
Note that the growth-rate is now being viewed as the result of a single wager at a
single odd.
The simplied growth rate Gn from n wagers can then be maximised by inputting
Fn and On into the Kelly criterion formula, to nd the optimal total wager size as
F n = K(p;On). Note that as the decision regarding how much to wager at each odd
changes, the consolidated odds change, thus calculating F n requires the balancing of
the two.
Given a set of n previous wagers and new odds on+1, nding the optimal current
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n+1on+1)  (1  p)(Fn + f n+1)
FnOn + f n+1on+1
:
So the total optimal wager, given the sum of previous wagers on this opportunity is
the Kelly criterion, given the new total bet size and updated consolidated odds.




n+1[Fn(On+ on+1)  p(on+1+1)+1]+ [F 2nOn Fn(p(On+1+1)  1)] = 0:
(6.2.12)
The term in equation (6.2.12) which is constant in f n+1 is zero either if Fn = 0 or
Fn = K(p;On). In this case, the equation is easily solvable, with either the risk-free
case, f n+1 = 0, or
f n+1 =
p(on+1 + 1)  1  Fn(On + on+1)
on+1
= K(p; on+1) K(p;On)On + on+1
on+1
:
So the optimal wager size is the Kelly fraction given the current odds, minus some
expression, which takes into account the amount already staked, and the marginal
improvement to the odds of the current opportunity.
When the rst wager isn't either zero, or the Kelly wager, however, such a simpli-
cation is not possible and the optimal wager size is found by completing the square























Given n = 2, and under the assumption that at the rst available odds, the investor
bets the Kelly fraction, the optimality equation can be rearranged to give the some-
what more palatable relationship
f 2 =
(1  p)o2   po21
o1o2
(6.2.14)
and with o1 = 2, o2 = 5, and p = 0:5, this gives f

2 = 0:05, thus F2 = 0:3. In general,
this procedure reframes the betting decision such that it is being made in relation
to a single wager at a single odd. Consolidated betting therefore forces the betting
decision to be made on the surface of outcomes encountered with a single wager. An
example of a surface of this type is visualised in Figure 6.2.1.
The important feature of consolidated wagering is that it is immune to skimming.
Recall that the Kelly fraction can be written as K(p; o) = p  (1  p)=o. As o!1,
the Kelly fraction tends to p. Therefore, there cannot exist a systematic series of odds
such that the investor invests more than the maximum wager encountered when there
is only one betting option, and thus the investor can not be skimmed when using
consolidated odds to drive investment decisions.


















Figure 6.2.1: The log growth-rate (G) achieved by wagering varying fractions of wealth
and varying odds, given that the true probability of the event, p = 0:5.
6.2.5 Comparison & Evaluation
The three possible betting strategies designed to avoid the possibility of being skimmed
are compared, given dierent scenarios. These strategies will be assessed by their
growth rates, and will be compared against the growth rate achieved by the straight
utility-maximisation approach, which falls foul of skimming.
In the use of doubly-conservative wagering, the remembering factor must be cho-
sen. One approach to choose c would be for it to be selected such that the resultant
growth-rate is maximised. This approach would be unadvised, however, as this re-
sults in a remembering rate of around 1 to be chosen in many scenarios, such as
Proebsting's example, for which the choice of c is represented in Figure 6.2.2.
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Figure 6.2.2: The growth rate achieved by doubly-conservative betting, with a range
of remembering factors, given that the bettor is oered odds of o1 = 2 and o2 = 5,
with the p = 0:5.
In Figure 6.2.2, the optimal choice of the remembering factor is around c = 0:9. It
should be noted, however, that this method of wagering avoids only the possibility of
the investor being skimmed, i.e. that they wager their entire bankroll on the outcome
of a single event. It does not mitigate against the bettor investing a very large stake
in the outcome of the event. For that reason, simple maximisation of the resultant
growth-rate would not be a good criteria for a cautious gambler. Instead, the method
will be assessed with a range of remembering factors, designed to represent a range
of attitudes towards the risk of being skimmed. This range of values for c shall also
be applied to the Bayesian alternative betting system.
Similarly, the thresholded bettor must choose their maximum overall stake, .
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Again, the choice of the threshold will be driven by the attitude of the investor with
regards to the risk of being skimmed, and therefore a range of thresholds will be
analysed.
Each strategy will be examined given a sequence of odds, with betting decisions
being made sequentially, with no knowledge how the odds will appear in the future.
A range of dierent odds movements will be trialled, and will represent markets that
are both increasing and decreasing over time, as well as the case where the odds drift
randomly.
Five sets of odds will be considered, with the event probability xed at 0.5 in each
case. In the rst set of the odds, the initial price is 1.2, rising by 5% each time to
a maximum of 1.86. In the second set, the initial price is 2, reducing as by 5% each
time to a minimum of 1.26. The third set of odds represents the situation where the
odds rise and fall over time, and was generated via a simple random walk. A set of
100 random odds movements were generated via the random walk formula
oi = oi 1 + i; i  N(0; 0:12)
with o1 = 1:2, where each wagering strategy was applied to each of the sets of odds
individually, and inference was made about the mean of the resultant growth rates.
The fourth set of odds represent the unrealistic situation where the odds rise at such
a rate that optimising the growth-rate of wealth at each step causes a vast proportion
of the bankroll to be risked. These odds simply take the form oi = 2
i; i = 1;    ; 10.
Finally, the fth and nal set of odds is created from the betting exchange data
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used and explored in Chapter 5. For 100 random matches from the data, the last
20 odds movements were extracted, for which each of the potential betting strategies
were applied.
For doubly-conservative wagering and its Bayesian alternative, three remembering
factors are considered, representing a range of beliefs regarding the importance of
rescaling the belief in the event probability, given observations of successive odds.
Additionally, for thresholded betting, three separate thresholds were considered, again
representing a range of beliefs, this time towards the maximum allowable wager size.
From this point on, shorthands are adopted for each of the potential betting strate-
gies:
 GRM: the \growth-rate maximisation" approach, seen in Section 6.2.1.
 DCW: the \doubly-conservative" wager.
 BA: the Bayesian alternative to the doubly-conservative wager.
 TW: the thresholded wagering approach, relating to the method which adopted
the GRM method with some upper limit on the stake size.










































GRM DCW BA TW CW
c = 0:25 c = 0:5 c = 0:75 c = 0:25 c = 0:5 c = 0:75  = 0:2  = 0:3  = 0:4
5% Increase 0.0068 0.0018 0.0031 0.0042 0.0018 0.0031 0.0045 0.0059 0.0068 0.0068 0.0132
0.2621 0.02 0.0407 0.064 0.0208 0.0417 0.0672 0.2 0.2621 0.2621 0.1392
5% Decrease 0.0589 0.0233 0.0418 0.0542 0.0266 0.0448 0.0554 0.0584 0.0589 0.0589 0.0589
0.25 0.0533 0.1124 0.1778 0.0625 0.125 0.1875 0.2 0.25 0.25 0.25
Random Walk 0.0062 0.0041 0.0066 0.0074 0.0061 0.0061 0.0061 0.006 0.0061 0.0061 0.0058
0.1378 0.0322 0.0658 0.101 0.0225 0.0454 0.0740 0.1287 0.1327 0.1327 0.0921
Exponential 0.5889 0.0486 0.1634 0.512 0.0881 0.5444 1.235 0.0196 0.087 0.1156 1.0852
Increase 0.9437 0.0646 0.1657 0.3563 0.1087 0.24 0.535 0.2 0.3 0.4 0.4848
Exchange 0.0058 0.0058 0.0101 0.0126 0.0059 0.0097 0.0122 0.0124 0.0129 0.0130 0.0127
Odds 0.0821 0.0195 0.0405 0.0633 0.0206 0.0407 0.0610 0.0811 0.0865 0.0874 0.0790
Table 6.2.1: A comparison of betting strategies, given ve scenarios describing the potential evolution of the odds. GRM related
to the strategy which blindly maximises the growth rate at each stage. For each result two gures are given: the upper cell
shows the growth rate for the chosen set of wagers; the lower cell shows the proportion of the initial wealth invested to achieve
this growth rate.
CHAPTER 6. OPTIMAL WAGER ALLOCATION FOR STRING BETS 155
The results shown in Table 6.2.1 give many interesting insights. The growth
rates are calculated via repeatedly applying the investment rules to the set of odds
sequentially. In the case of the random walk, the results reported represent the median
of the 100 simulated odds sets.
When the odds are increasing over time, the highest growth rate is achieved by
CW, which recommends investing a total of 13.9% of initial wealth to achieve a growth
rate of 0.0132. In comparison, the GRM approach achieves roughly half the growth
rate whilst investing roughly double the wealth. The reason for this is clear; CW is
naturally more cautious with string bets, so as the odds increase, the consolidated
wagerer has more capital to invest in the better opportunities. Note that DCW and
BA seem to have the opposite problem; for all three choices of risk c, the bettor who
updates their belief in the event probability seems to become pessimistic about the
probability of the event quickly, meaning that even as the odds improve, the event
doesn't seem protable, and thus little capital is invested in the better odds.
When the odds are decreasing, it is conjectured that the optimal strategy should
be to bet the Kelly amount at the rst odds observed, then invest nothing in any
future opportunity (considered more formally and proven in Lemma 6.4.1). For the
odds given, this meant that the optimal strategy was to wager 25% of total wealth
at the rst oering, then stopping. This gives a growth rate of 0.0589. Both GRM
and CW do just this, as does TW, whenever the threshold is set to be equal to, or
larger than 0.25. Again, all choices of risk result in the investor under-utilising the
best odds. In this case, it is due to them re-evaluating the probability of the event
immediately, decreasing their belief in the value of the event's probability.
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In the instance of the odds evolving as a realisation of a random walk, CW does
not do as well as other candidate methods, in terms of growth-rate achieved. As an
example, the GRM achieves a growth rate of 0.00619, compared to CW's 0.00576 a
6.5% decrease. CW creates this growth rate while committing around 67% of GRM's
investment to wagers. In addition, here DCW seems to perform the best, in terms of
its growth rate when c = 0:75, whilst investing only 10% of the investor's wealth.
When considering the betting exchange's odds movements, the performance of
consolidated wagering seems to echo what is seen in the other cases. In short, although
it does not always achieve the greatest growth rate amongst the candidate methods,
it tends to achieve a competitive growth rate whilst committing a lower total stake.
On the whole, CW seems to be a good choice when wagering with uncertainty
about future odds movements. When odds increase, or decrease steadily over time,
CW achieves better than or equal growth rates relative to the candidate methods,
with less risk. When the odds move randomly over time, there is evidence to say that
CW does nearly as well as the best result achieved by other approaches, but again
does so with less risk.
In terms of the use of these techniques in real betting scenarios, it is likely that
an investor would invest at every opportunity in a market with random movements.
More likely would be the situations previously alluded to which the odds strictly
increase over time when the investor places a bet at a non-optimal time. Another
likely situation is an investor betting on a set of odds which are strictly decreasing, a
situation that occurs when betting on exchanges.
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6.3 Betting under Uncertainty
So far, the betting discussion in this chapter has, made the assumption that the
probability of the event occurring is some known quantity p. No matter what method
is being used to estimate the value of p, be it a complex statistical model, or a complete
guess, there must inevitably be some uncertainty around the value of these estimates.
If the value of wagers is claimed to be optimal, then, the uncertainty around the
estimate of the event probability must be considered.
There have been a number of papers in the literature which have attempted just
that. In Medo et al. (2008), the authors consider bets where the probability is known
to be one of two discrete values, with the conclusion being that an investor who knows
which of the two values is correct benets from a larger growth rate of wealth than
an investor who does not have this information.
In Sinclair (2014), condence intervals are derived for the Kelly criterion, given
uncertainty about the event probability. The intention of this work is not to reoptimise
the Kelly fraction, but instead inform what the wager size such that the probability
of overbetting is bounded above by some xed amount.
The most comprehensive approach is given in Baker and McHale (2013). The
original work contained in this section follows closely from this paper, which will be
summarised here. Baker and McHale (2013) asserts that the investor's belief of the
probability can be described via some density function g(q), with mean of the true
probability, p and some variance 2. This can be thought of as the probability estimate
being drawn from some random variable, Q, whose probability density function is g(q).
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Say an investor samples a probability estimate q, and they wager the Kelly fraction,




g(q)fp log[1 + oK(q; o)] + (1  p) log[1 K(q; o)]gdq
where u (a function of the betting fraction, f) represents the maximised growth.
Introduce a scaling factor to the fraction wagered,  > 0. If  2 (0; 1), this
indicates that the optimal wager under uncertainty is less than the nave estimate
(which is the Kelly criterion in this example).





g(q)fp log[1 + oK(q; o)] + (1  p) log[1  K(q; o)]gdq: (6.3.1)
The idea is to optimise equation (6.3.1) with respect to the scaling factor . If the
optimal scaling factor is , with  < 1, then the introduction of uncertainty has
indeed altered the optimal betting decision.
If only the mean and variance of the sampling distribution of the predicted prob-
ability are specied, then it may be reasonable for g to be approximated by a Beta
distribution with parameters determined by the equations (6.2.9). Equation (6.3.1)
can be solved exactly using an iterative method, such as Newton-Raphson, which
would use the procedure:
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We term this the \Beta method".
Alternatively, let some general function describing the optimal betting fraction,
given some event probability p, be written as s(p). By Taylor series expanding
equation (6.3.1) around s(p) an approximation for the optimal expected is









The maximisation of the growth rate in equation (6.3.2) requires dierentiation with
respect to , and then setting the whole expression equal to 0 to solve for . The





[s(q)  s(p)]2g(q)dq = 0:
This gives








Now suppose that the form of s(q) is linear in q, i.e. s(p) = ap+b for some constants
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which utilises the fact that E(Q) = p. Further, noting that E(Q2) = p2 + 2, then
 =
a2p2 + 2abp+ b2R 1
0
[a2q2 + 2abq + b2]g(q)dq
=
a2p2 + 2abp+ b2





The scaling, then depends entirely on the uncertainty of the event probability estimate
and the coecient of the p term of s(p). As the uncertainty tends to zero, the optimal
scaling factor approaches 1, and thus no scaling takes place. On the contrary, as the
variance diverges, the optimal scaling tends to 0, and the bet size is shrunk to 0.
As an example of this method, Baker and McHale (2013) calculate the optimal
scaling for the simple Kelly wager, s(p) = K(p; o1), given a measure of uncertainty
in the event probability. The coecient of p in the Kelly fraction is (1 + o1)=o1, so









which yields an optimal wager size as
s(p; 2) = K(p; o1) =
K(p; o1)
3





For forms of s(p) for which higher orders of p exist, a closed form simplication for
 of this type is not found.
The severity of the scaling depends primarily upon the amount of uncertainty, 2
in the prediction for p. When the probability is certain, no scaling takes place. As the
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uncertainty increases, the scaling tends towards zero, and the optimal wager similarly
tends to zero, see Figure 6.3.1. This relationship is concave, thus the rate of decrease
in the scaling of the optimal wager is most pronounced when the variance is small.
As the size of the probability estimate's variance increases from 0 to 0:05, the scaling
of the wager decreases from 1 to 0.357, whereas as the variance increases from 0.05
to 0.1, the scaling decreases only by a further 0.14 to 0.217.



















Figure 6.3.1: The value of  from equation (6.3.5), given p = 0:5, o1 = 2, o2 = 5,
over a range of variances, calculated via the Beta Method.
These ndings show that betting under uncertainty, then, even a small amount of
doubt regarding the accuracy of the probability estimate will result in a signicant
downscaling of the fraction wagered.
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6.3.1 String Bets under Uncertainty
Imagine an investor has some probability-generating statistical model, which, as be-
fore, outputs the probability of some gambling event with a measure of uncertainty.
Given some oered odds, they might bet some amount of their capital and again,
as before, the odds might change between the time of the bet being placed and the
beginning of the event. The problem is now confounded twice; what is the optimal
bet size, given that one or many bets have already been placed on the event, and
given some (potentially updating) information regarding the probability estimate?
This question will be investigated for the three main string-bet evaluation methods
investigated in Section 6.4.
First, let s(p) be the optimal bet size of a certain wagering strategy, but without
taking uncertainty into account (in these cases, the s(p) are linear in p, but this
would not be true in general). In this way, sGRM(p) signies the function describing
the optimal bet size, given that the investor is maximising the growth-rate at each
stage (see Table 6.2.1).
6.3.2 Growth-Maximisation
When approaching betting via maximisation of some log-growth function, the optimal
bet size given that the probability is known as p is
sGRM(p) =
po2(1  f1)  (1  p)(1 + f1o1)
o2
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For small values of f1 and some xed variance, the relationship between the initial
wager and the scaling factor is concave and decreasing. This gives further reason for
the wager size to be scaled downwards, as this suggests that even a small amount
of uncertainty regarding the event probability causes the optimal wager size to be
shrunk signicantly. For the classic Proebsting example, placing a variance on the
initial estimate of the probability to be 0:05, gives the initial wager to be only 8.9%
of the investor's wealth, in comparison to 25% from before. Further, the optimal size
of the second wager is 20.7%, resulting in a total wager size of 29.6% of the initial
wealth, in comparison to 47.5% before. Alternatively, for n previous wagers, this










Within the framework of consolidated betting, the optimal wager given a previous
Kelly-optimal bet will be calculated. The assumption regarding the previous wager
is necessary, as allowing the rst bet to be some general value gives a relationship
(shown in equation (6.2.13)) which becomes intractable when assessing its properties
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Figure 6.3.2: The value of GRM jf1 , given p = 0:5, o1 = 2, o2 = 5, 
2 = 0:01, over a
range of sizes of the initial wager.
under uncertainty. Let
sCW (p) =
(1  p)o2   po21
o1o2









This, then is the recommended scaling amount for string bets under uncertainty.
Using this will rapidly stunt the size of wagers placed on subsequent oered odds,
and thus by taking the change of odds, and the uncertainty around the probability
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estimate into account, the investor who acts in such a way becomes very risk-averse.
When considering a number of previous wagers, the ideal betting amount, adapted










where the notation used for consolidated wagering has been adopted.
6.4 String Bets in Exchanges
As introduced in Section 6.2, string bets in exchanges occur when an investor's ideal
betting amount is constrained by some price limit. These price limits are an enforced
maximum allowable stake at some oered odds, and are a result of the odds-setters
being other investors, who set limits to their potential losses.
Note that although betting exchanges allow investors to both back and lay events,
this will not be explored in this work. On a simplistic level, betting and laying events
are intrinsically the same thing; backing some event is the same as laying all other
events, and vice versa. The exact nature of the placement of bets when laying is
considered is an area of work in itself, and has been recently explored in Noon et al.
(2013).
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6.4.1 Restricted Markets
Let the set of available odds oered on a particular event, known as price options,
be ordered such that for any pair of price options, indexed by i and i0 be such that
oi > oi0 if and only if i < i
0. For each price option oi, let li be its associated price
limit ; the maximum allowed wager at this price. In addition, dene ~li = li=W , which
is the size of the i'th pot limit as a fraction of the investors initial wealth W . The
investors wealth can then be normalised to W = 1 without loss of generality.
As the odds have been ordered from high to low, the investor observes the odds
to be decreasing as they are considered sequentially. Table 6.2.1 can then be used
to choose an appropriate investment strategy. Decreasing odds correspond to the
`5% decrease' rows, which registers many of the potential techniques as having equal
ecacy in maximising long-term growth. However, given that betting exchanges are
constructed from the oered odds of a large number of other investors, the chances of
being skimmed by nefarious means are very small. In addition, this work concentrates
on the investor choosing between a set of odds (with their associated price limits) at
a single point in time. Therefore, the classic setup of Proebsting (see Section 6.2.1)
is not relevant to this case.
Given these reasons, as well as the lure of the ease of calculations, the pure growth-
rate maximisation approach will be used to analyse the optimal allocation of wagers
in exchange betting. Let f i and f

i be the general notation relating to some uncon-
strained and constrained optimal wager, in relation to the i'th price option respec-
tively.
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Lemma 6.4.1. If a market has n dierent price options, o1 > o2 >    > on with nor-
malised price limits ~l1; ~l2;    ; ~ln, then it is always preferable to invest ~li in price option
oi before considering any other option oi0 with i
0 > i, given some strictly increasing
utility of wealth.
Proof. Assume that the total wager size is Fn =
Pn
i=1 fi, and is known. This wager's
associated expected return, given some general strictly-increasing utility of wealth u
is







+ (1  p)u[1  Fn]: (6.4.1)







Let k be some constant with the property that
k 1X
i=1




The optimal solution to equation (6.4.1), given k is then
f i =
8>>>>>><>>>>>>:
~li if 1  i  k   1
F  Pk 1i=1 ~li if i = k
0 otherwise:
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As equation (6.4.1) is strictly increasing in each of the oi, any deviation from this
strategy would result in an expected utility being lower than that prescribed above.
Dene ID-multiplicative functions, U to be the class of functions with the prop-
erty that the inverse of their derivative; V = (U 0) 1 is multiplicative, i.e. V (ab) =
V (a)V (b) . It is of use to clarify which functions conform to this ID-multiplicative
property. In particular, the class of isoelastic utility functions shall be considered




1  ;  > 0;  6= 1
ln(c);  = 1:
(6.4.2)
Within this class of utility functions, the parameter  represents the risk aversion.
A choice of a larger  results in a more risk-averse strategy. The only utility functions
which have a constant relative risk aversion are in this class (Arrow, 1971), meaning
that decision making is not aected by scale, leading to the familiar fractional betting
strategies of Kelly (see Section 3.2.2 for further details).
Theorem 6.4.2. A twice-dierentiable function is ID-multiplicative if and only if it
belongs to the isoelastic utility family, or is constant.
Proof. First note that
u0(c) = c ; u00(c) =  c  1:
Given that  > 0, the second derivative is negative over its whole domain, and u(c)
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is therefore concave on its whole domain. In addition, (u0) 1(c) = c 
1
 . It is clear
to show that this inverse function is multiplicative. If the function is a constant, the
inverse of its derivative is 0, which is trivially multiplicative.
On the other hand, a function which is ID-multiplicative has the feature that
u0 1(ab) = u0 1(a)u0 1(b). This takes the form of the fourth of Cauchy's functional
equations. It was shown, and reproduced in (Aczel, 1969), that for some function f ,
f(ab) = f(a)f(b)) f(a) = ak
for some constant k, or f(a)  0. If u0 1(a) = ak ) u0(a) = ak0 for ~k = k 1. Then
u(a) = 1~k+1a
~k+1+, where  is another constant. Let ~k+1 = 1  and  =  (1 ) 1,
then u(a) conforms to the denition of the isoelastic family in equation (6.4.2).
It shall now be shown that reasonably simple inference can be made regarding the
optimal wager allocation upon the n betting options, as long as the utility of wealth
is ID-multiplicative, or equivalently, as long as the utility of wealth belongs to the
isoelastic family. Note that the isoelastic family of utilities are strictly increasing (and
thus constant functions shall be ignored).
Lemma 6.4.3. Consider an unrestricted market with underlying probability of p and
with some price option oi, then the optimal fractional wager sizes f

i , given some
ID-multiplicative utility of wealth U are
f i =
V (1  p)  V (poi)
V (1  p) + oiV (poi) (6.4.3)
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where V = (U 0) 1.
Proof. The expected utility of a wager of size fi can be written as
E(U [fi]) = pU [1 + fioi] + (1  p)U [1  fi]




0[1 + fioi]  (1  p)U 0[1  fi] (= 0 at fi = f i )
) poiU 0[1 + f i oi] = (1  p)U 0[1  f i ]:
Applying the multiplicative function V = (U 0) 1 to both sides results in
[1 + fioi]V (poi) = [1  fi]V (1  p) (6.4.4)
with the rearrangement of equation (6.4.4) giving the solution shown in equation
(6.4.3).
Lemma 6.4.4. Given a price option oi with associated normalised price limit ~li and
known probability p, then the wager size required to maximise some ID-multiplicative
and concave utility function U , is
f i = min

~li;
V (1  p)  V (poi)
V (1  p) + oiV (poi)

: (6.4.5)
Proof. It is known that the unconstrained maximum of EfU [fi]g = pU [1 + oifi] +
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(1   p)U [1   fi] gives the f i from from Lemma 6.4.3. Given that in addition, these
isoelastic utilities are concave, the second derivative is negative at this point and the
function EfU [fi]g is increasing up to f i , implying that if li < f i , then betting as
much as possible maximises the log utility at every step, in turn implying the general
result.
Given some ordered list of price options, o1;    ; on with their associated nor-
malised price limits ~l1;    ; ~ln, the optimal strategy for a general betting scenario
shall be derived. This strategy will be dependent upon the underlying probability of
the event occurring, p being known, as well as some measure of the investor's attitude
towards risk aversion, parameterised by the risk aversion measure  from the isoelastic









which is some measure of the protability of a wager, given the measure of risk-
aversion found in the isoelastic family of utility functions, in equation (6.4.2).
Lemma 6.4.1 then simplies the problem of allocating fractional wagers to a general
market to a large degree. Given that the investor is betting into the i'th price option,
it guarantees that the previous i  1 price options must already be fully utilised. The
optimal size of wager in the i'th, and current price option can be found by optimising
E[u(fi)] over fi where:

















Thanks to Lemma 6.4.4, this achieves its constrained maximum at
f i = min
8<:~li;max









Given , dene !0i () and !
1
i () as the minimum wealth required bet into the i'th
price option to be protable, and the minimum wealth required to invest the entire
price limit in the i'th option, respectively. Equation (6.4.6) can be rearranged to
nd these values, by setting ~f j equal to 0, then ~li, and removing the normalisation

















Given these results, the only additional information required to nd the optimal
wagers for each of the n price options is the number of options which shall be fully
invested into. This can be found, and utilised by the following algorithm:
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Algorithm 6 Method to calculate optimal stake in general number of betting options
and price limits
Input: Set of available odds o1;    ; on. Set of odds' normalised price limits ~l1;    ; ~ln.
Probability of event p. Measure of risk-aversion .
Set i = 1, j = !11() (from equation (6.4.8)). Create empty vector f [].
while j < W do
f [i] = ~li.
i = i+ 1.
j = !1i ().
end while
f [i] = f i (from equation (6.4.6)).
6.4.2 The Two-Option Example
The solution oered in Algorithm 6 is demonstrated in a simple example. Imagine
that there are only two price options, 1:25 and 1:1, with both pot limits equal to $75
and an estimated probability of success of 0:5. Clearly ~li; i = 1; 2 depends on the
wealth of the investor, W . Choose  = 1, such that the investor's risk aversion is the
same as one who bets as Kelly recommends, maximising the logarithm of wealth over
the wagers. Given this choice of risk aversion, equations (6.4.7) and (6.4.8) simplify
to:
!02(1) =
~l1(p+ (1  p)o1o 12 )
K(p; o2)
; !12(1) =
~l1(p+ (1  p)o1o 12 ) + ~l2
K(p; o2)
:
In addition, under this simplication, the unrestricted optimal wager reduces to
f 2 = K(p; o2)  ~li

po2 + (1  p)o1
o2

= K(p; o2)[1  !02(1)]: (6.4.9)
Equation (6.4.9) demonstrates the nature of the optimal betting strategy, which
is closely tied to the form of !0i (). By following Algorithm 6 there is a relationship
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between an investor's total wealth available, and their total wager size (as this is
used to calculate ~l1;    ; ~ln which makes the importance of this term clear. This is
demonstrated in Figure 6.4.1.














Figure 6.4.1: The wealth required to bet into two options, with odds of 1:25 and 1:1
respectively, bet limits on both options being $75, and an event probability of 0:5.
The rst dotted vertical line can be calculated as the rst price limit divided by
K(p; o1). Between $0 and this wealth level the strategy is simple; bet the Kelly
fraction multiplied by the current wealth. After this point, there is a period where
no more capital is invested. This is due to this added investment being regarded as
`over-betting'.
The range of wealth over which the total wager is unchanged is determined by the
dierence between the size of the two price options, o1 and o2. As o2 becomes closer
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to o1, the term p + (1   p)o1o 12 becomes closer to 1, and f 2 from equation (6.4.9)
tends towards K(p; o2)  ~l1.
Figure 6.4.2: The log-return of wagers of various sizes, from a wealth of $1500 on
the left and $2500 on the right. The green dashed lines represent the log-return of
unconstrained wagers, given the two price options o1 = 1:25 & o2 = 1:1, with p = 0:5.
Figure 6.4.2 shows the log-return for an increasing investment size, given the same
odds, probability and price limits as that seen in Figure 6.4.1. The graph on the
left shows the situation where the rst price option is fully utilised, and the second
price option is left unused. What is important is the gradient of the unconstrained
log-return for the second price option, at the price limit of the rst option. On the
left, where the second price option is not utilised the gradient is negative, whilst on
the right, where the second price option is utilised, the gradient is positive. This
indicates that there is additional growth rate available to the investor by betting into
the second price option.
By considering the gradient of the lower wealth curve, and comparing it to !02(1),
the wealth dierence between them varies by a factor of d = p+ (1  p)o1o2   1. An
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alternative way, then, to nd the wealth level needed to invest into the second pot
would be to calculate the Kelly wager of the second price option, given some wealth,
and multiply is by this factor d.
6.5 Conclusions
This chapter has considered the problem of betting on multiple odds, given a single
event. It has explored the reasons why this problem may be important to investors,
and has considered the contributions of the literature to this point.
Given the recent observation of the exposure to skimming, a new betting approach,
dubbed `consolidated wagering' has been introduced, which has the property of avoid-
ing the possibility of skimming, whilst also achieving more favourable growth rates
than other candidate methods, often with a smaller wealth commitment.
The most prevalent occasion where string bets are encountered, that of limited
sized markets in betting exchanges was tackled. A general solution was given to
calculate which, if any, of the inferior markets should be utilised, and how much
should be invested into each of the price options.
Finally, the implication of uncertainty regarding knowledge of the event probability
was investigated, building on the work made on single wagers. This gives very risk-
averse betting strategies, which nethertheless captures elements of the decision-making
which are lost without this analysis.
Chapter 7
Conclusion
The work contained in this thesis pertains to three quite separate goals. Firstly, it is
suggested that predictive models in sports, and elsewhere, can exhibit some form of
systematic bias. The aim of this work was to describe how this bias manifests itself in
a model's predictions, and more importantly, how to reverse engineer this bias' eect
on the predictions to create methods to correct future predictions such that they are
unbiased.
This work was derived under the assumption that the model's outputs were in-
dependent predictions of Bernoulli events, and successfully derived estimates of the
nature of the underlying model bias, both when the bias was static and time-varying.
This method was used to investigate the bias shown by bookmakers' odds, and also
the change in bias for a simple predictive model for the outcome of football matches.
The recommended areas of exploration for further work are as follows:
 The model inference was only carried out whilst considering Bernoulli outcomes.
It is envisaged that other types of outcomes will provide the bias-estimation
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methods with data that provides more information, and thus should result in
more accurate estimates of the bias's form.
 The method's chosen time-varying structure for the model bias is shown to be
inecient for describing some real-life situations. It would therefore be of use
to investigate other options for the form of the bias' time-varying structure, and
the impact of these dierent structures of the success of inference.
The second section of work considered the problem of predicting the movement of
certain pre-match betting market features as they evolve through time, which occurs
in response to the release of information to the betting public's attention. The increase
in the amount of money invested into markets is highlighted as an important variate
for the prediction of the other market features (such as the betting odds), and thus
the prediction of the rate of money entering into markets is considered.
The approach created in this work utilises two separate approaches; one which
considered the problem from a top-down perspective, and matched the currently ob-
served observations to a historic collection of similar markets, and uses the similarities
to extrapolate the market size forwards, based on how similar markets have evolved
historically. The complementary approach considers the problem from the ground
up, and breaks the market movements into: those caused by information entering the
market, which are detected using changepoint analysis; and other movements which
represent a general increase in interest in the betting market, which causes the market
size to increase linearly on the log scale.
It is shown that by combining both of these approaches, an accurate estimate for
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how the size of a market will increase over time is formed, which performs robustly,
no matter how long before the event's commencement a prediction is formed. Given
that the model created in this work was the rst attempt in literature of its type,
future work would be to attempt to improve the performance of the estimates, and to
investigate the ability of this, and future methods to predict dierent forms of betting
markets.
Finally, string bets were considered, in which an investor is forced to bet multiple
times at dierent odds on the same event. The rst scenario where string bets are
encountered is where the prediction of some pre-match market is poor, and thus an
investor may bet prematurely, at sub-optimal odds. This situation was shown to
depart from the classic betting systems recommended by Kelly, and new systems of
betting were created, which were shown to perform better than all other methods
proposed in the literature.
The second scenario where string bets are considered is in betting exchanges,
where bet sizes may be subject to some upper limit. In this case, the optimal betting
strategy was derived, under Kelly's growth-rate maximisation approach. This strategy
is found for a general set of utility functions, and is illustrated via a simple scenario




A simple approach simply attempts to reform equation (4.2.4), such that each element
is directly observable. Given that ^ is indirectly observed whenever new odds are seen,
^` can be found via a simple transformation. Note that ` is not observed, but can be
estimated via observations of y, under a number of assumptions, and the bias mean












where y signies the arithmetic mean of the elements of y, etc. This approximation
will only produces unbiased estimates when the probabilities are distributed around
0:5; at this value log[(1  i)=i]  0 thus log[(1  y)=y]  0, and
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When the probabilities have a mean dierent to 0:5, then the second term from
equation (A.0.1), log[(1  y)=y] acts as a crude correction.
Stochastic Approximation
Stochastic Approximation is a method used to solve problems of the form f(x) = ,
where f(x) is not directly observable, but is instead inferred via another function
g(x), where Eg(x) = f(x). The method, introduced in Robbins and Monro (1951),
uses an iterative process of the form xn+1   xn = cn[   g(xn)], to approximate
the solution in terms of x, given some feasible initial value x0 and where cn is some
chosen discounting factor, with cn ! 0 as n ! 1. Under certain conditions related
to the monotonicity and boundedness of f and g, as well as conditions on the speed
of convergence of cn to 0 this algorithm is guaranteed to converge to the true solution
(given an asymptotically large amount of data). A common choice for the discounting
factor is cn = c=n, for some choice for c > 0.
This approach is highly sensitive to the choice of c and is thus tricky to implement
successfully in practice. In order to mitigate this risk, Polyak and Juditsky (1992)
altered the structure of the algorithm, such that
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xn+1   xn = dn[  g(xn)] (A.0.3)
as before (but with some new choice of discounting factor dn). Inference is based not
on xn, but xn, the mean of the previous n estimated values. Here, dn must conform a
certain (but dierent) set of conditions; a common choice is dn = n
  with 0 <  < 1,
with  being chosen based on previous experimentation.
When this process is applied to the problem outlined in Section 4.2,  from equa-
tion (A.0.3) is yt, the t'th observed Bernoulli outcome, and the iterative approach
becomes:
t = t 1 + t 

yt 1   1
1 + exp(`t 1   t 1)

; t  2






















































































































































































































































































































































































































































































































































Changepoints can be dened as being \points within a data set where the statistical
properties change" (Killick et al., 2012). More precisely, if there are m changepoints
within a particular time series, with positions 1:m = (1;    ; m), then the series of
observations y1:n = (y1;    ; yn) are segmented into m+ 1 parts where the statistical
properties of the data within segments are unchanging. By convention, the set of
changepoints are anked at the start and end of the time series, by others, i.e. 0 = 0
and m+1 = n. The i'th such interval will contain the data y(i 1+1):i .
A commonly used structure for forming objective functions, used for identifying
the optimal set of changepoints is
m+1X
i=1
[C(y(i 1+1):i)] + f(m): (C.0.1)
The choice of cost function C(:), and penalty  to guard against the overtting of
changepoint locations is an important area of changepoint literature. This choice will
186
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Algorithm 7 Pruned Exact Linear Time (PELT)
Input: Set of data of the form y1:n = (y1;    ; yn).
A measure of t C(:) dependent on the data.
A penalty  which does not depend on the number or location of the change-
points.
A constant K that satises: C(y(t+1):s) + C(y(s+1):T ) +K < C(y(t+1):T ).
1: Let n = the length of the data and set F (0) =  , cp(0) = 0, R1 = f0g.
2: for   = 1;    ; n do
3: Calculate F ( ) = min2R [F () + C(y(+1):) + ];
Let  0 = argmin2R [F () + C(y(+1):) + ];
Set cp( ) = (cp( 0);  0);
Set R+1 = f 2 fR
Sf gg : F ( ) + C(y(+1):) +K  F ( )g.
4: end for
Output: The changepoints recorded in cp(n).
not be dwelt upon here, but the most common choice for cost function is twice the
negative log likelihood (see Horvath (1993)), whilst the most common choice for the
penalty is simply f(m) = m (see Haynes et al. (2014) for a thorough treatment).
There are many techniques in the literature which nd the optimal changepoint
locations for a choice of cost function and penalty, such as Segment Neighbourhood
(see Auger and Lawrence (1989)) and Optimal Partitioning (see Jackson et al. (2005)),
however such methods are relatively slow, being at best O(n log n). In comparison,
Pruned Exact Linear Time, or `PELT' (Killick et al., 2012), is shown to take only
O(n) via the utilisation of pruning step before the minimisation of the objective is
approached.
The process of PELT is shown in Algorithm 7. Here, the notation F () simply
represents the minimised form of equation (C.0.1) for the subset of the data y1: . In
addition cp(:) is a vector of detected changepoint locations.
The speed improvement to the changepoint detection process stems, in part to
the fourth input requirement from Algorithm 7. The condition asserts that, given
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a subset of the data, y(t+1):T , the overall cost decreases with the introduction of a
changepoint somewhere within the sequence (which is shown to be true for almost all
cost functions in Killick et al. (2012)). Given this being true, then if the condition
F (t) + C(y(t+1):s) +K  F (s)
holds, t can never be the optimal last changepoint before the end time T , eectively
pruning the search-space for changepoints which may improve the objective function.
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