Abstract. In today's vector space information retrieval systems, dimension reduction is imperative for efficiently manipulating the massive quantity of data. To be useful, this lower-dimensional representation must be a good approximation of the full document set. To that end, we adapt and extend the discriminant analysis projection used in pattern recognition. This projection preserves cluster structure by maximizing the scatter between clusters while minimizing the scatter within clusters. A common limitation of trace optimization in discriminant analysis is that one of the scatter matrices must be nonsingular, which restricts its application to document sets in which the number of terms does not exceed the number of documents. We show that by using the generalized singular value decomposition (GSVD), we can achieve the same goal regardless of the relative dimensions of the term-document matrix. In addition, applying the GSVD allows us to avoid the explicit formation of the scatter matrices in favor of working directly with the data matrix, thus improving the numerical properties of the approach. Finally, we present experimental results that confirm the effectiveness of our approach.
1. Introduction. The vector space-based information retrieval system, originated by Salton [13, 14] , represents documents as vectors in a vector space. The document set comprises an m × n term-document matrix A = (a ij ), in which each column represents a document and each entry a ij represents the weighted frequency of term i in document j. A major benefit of this representation is that the algebraic structure of the vector space can be exploited [1] . Modern document sets are huge [3] , so we need to find a lower-dimensional representation of the data. To achieve higher efficiency in manipulating the data, it is often necessary to reduce the dimension severely. Since this may result in loss of information, we seek a representation in the lower-dimensional space that best approximates the document collection in the full space [8, 12] .
The specific method we present in this paper is based on the discriminant analysis projection used in pattern recognition [4, 15] . Its goal is to find the mapping that transforms each column of A into a column in the lower-dimensional space, while preserving the cluster structure of the full data matrix. This is accomplished by forming scatter matrices from A, the traces of which provide measures of the quality of the cluster relationship. After defining the optimization criterion in terms of these scatter matrices, the problem can be expressed as a generalized eigenvalue problem.
As we explain in the next section, the current discriminant analysis approach can be applied only in the case where m ≤ n, i.e., when the number of terms does not exceed the number of documents. By recasting the generalized eigenvalue problem in terms of a related generalized singular value problem, we circumvent this restriction on the relative dimensions of A, thus extending the applicability to any data matrix. At the same time, we improve the numerical properties of the approach by working with the data matrix directly rather than forming the scatter matrices explicitly. Our algorithm follows the generalized singular value decomposition (GSVD) [2, 5, 16] as formulated by Paige and Saunders [11] . For a data matrix with k clusters, we can limit our computation to the generalized right singular vectors that correspond to the k − 1 largest generalized singular values. In this way, our algorithm remains computationally simple while achieving its goal of preserving cluster structure. Experimental results demonstrating its effectiveness are described in section 5 of the paper.
Dimension reduction based on discriminant analysis. Given a termdocument matrix A ∈ R
m×n , the general problem we consider is to find a linear transformation G T ∈ R l×m that maps each column a i , 1 ≤ i ≤ n, of A in the mdimensional space to a column y i in the l-dimensional space:
Rather than looking for the mapping that achieves this explicitly, one may rephrase this as an approximation problem where the given matrix A is decomposed into two matrices B and Y as
where both B ∈ R m×l with rank(B) = l and Y ∈ R l×n with rank(Y ) = l are to be found. Note that what we need ultimately is the lower-dimensional representation Y of the matrix A, where B and Y are both unknown. In [8, 12] , methods that determine the matrix B have been presented. In those methods, after B is determined, the matrix Y is computed, for example, by solving the least squares problem [2] min
where B and A are given. The method we present here computes the matrix G T directly from A without reformulating the problem as a matrix approximation problem as in (2) . Now our goal is to find a linear transformation such that the cluster structure existing in the full-dimensional space is preserved in the reduced-dimensional space, assuming that the given data are already clustered. For this purpose, first we need to formulate a measure of cluster quality. To have high cluster quality, a specific clustering result must have a tight within-cluster relationship while the betweencluster relationship has to be remote. To quantify this, in discriminant analysis [4, 15] , within-cluster, between-cluster, and mixture scatter matrices are defined. For simplicity of discussion, we will assume that the given data matrix A ∈ R m×n is partitioned into k clusters as
Let N i denote the set of column indices that belong to the cluster i. The centroid c (i) of each cluster A i is computed by taking the average of the columns in A i , i.e.,
, where
and the global centroid is
Then the within-cluster scatter matrix S w is defined as
and the between-cluster scatter matrix S b is defined as
Finally, the mixture scatter matrix is defined as
It is easy to show [7] that the scatter matrices have the relationship
This gives the relation (4), since each inner sum in (7) is zero.
Defining the matrices,
and
the scatter matrices can be expressed as
Note that another way to define H b is
but using the lower-dimensional form in (9) reduces the storage requirements and computational complexity of our algorithm. Now, trace(S w ), which is
provides a measure of the closeness of the columns within the clusters over all k clusters, and trace(S b ), which is
provides a measure of the distance between clusters. When items within each cluster are located tightly around their own cluster centroid, then trace(S w ) will have a small value. On the other hand, when the between-cluster relationship is remote, and hence the centroids of the clusters are remote, trace(S b ) will have a large value. Using the values trace(S w ), trace(S b ), and relationship (4), the cluster quality can be measured. In general, when trace(S b ) is large while trace(S w ) is small, or trace(S m ) is large while trace(S w ) is small, we expect the clusters of different classes to be well separated and the items within each cluster to be tightly related, and therefore the cluster quality will be high. There are several measures of cluster quality which involve the three scatter matrices [4, 15] , including
Note that both of the above criteria require S w to be nonsingular or, equivalently, H w to have full rank. For more measures of cluster quality, their relationships, and their extension to document data, see [6] .
In the lower-dimensional space obtained from the linear transformation G T , the within-cluster, between-cluster, and mixture scatter matrices become
where the superscript Y denotes values in the l-dimensional space. Given k clusters in the full dimension, the linear transformation G T that best preserves this cluster structure in the reduced dimension would maximize trace(S Y b ) and minimize trace(S Y w ). We can approximate this simultaneous optimization using measure (14) or (15) by looking for the matrix G that maximizes
For computational reasons, we will focus our discussion on the criterion of maximizing J 1 . Although J 1 is a less obvious choice than the quotient
it is formulated to be invariant under nonsingular linear transformations, a property that will prove useful below.
w is assumed to be nonsingular, it is symmetric positive definite. According to results from the symmetric-definite generalized eigenvalue problem [5] , there exists a nonsingular matrix X ∈ R m×m such that
Letting x i denote the ith column of X, we have 
, and only the largest k − 1 λ i 's can be nonzero. In addition, by using a permutation matrix to order Λ (and likewise X), we can assume that
We have
The matrixG has full column rank provided G does, so it has the reduced QR factorizationG = QR, where Q ∈ R m×l has orthonormal columns and R is nonsingular. Hence
This shows that once we have diagonalized, the maximization of J 1 (G) depends only on an orthonormal basis for range(
Note that the transformation G is not unique in the sense that J 1 (G) = J 1 (GW ) for any nonsingular matrix W ∈ R l×l since
Hence, the maximum J 1 (G) is also achieved for
This means that
whenever G ∈ R m×l consists of l eigenvectors of S
−1
w S b corresponding to the l largest eigenvalues. Therefore, if we choose l = k − 1, dimension reduction results in no loss of cluster quality as measured by J 1 . Now, a limitation of the criterion J 1 (G) in many applications, including text processing in information retrieval, is that the matrix S w must be nonsingular. For S w to be nonsingular, we can allow only the case m ≤ n, since S w is the product of an m × n matrix, H w , and an n × m matrix, H T w . In other words, the number of terms cannot exceed the number of documents, which is a severe restriction. We seek a solution which does not impose this restriction, and which can be found without explicitly forming S b and S w from H b and H w , respectively. Toward that end, we use (17) to express λ i as α 
(λ i will be infinite when β i = 0, as we discuss later.) This has the form of a problem that can be solved using the GSVD [5, 11, 16] , as described in the next section.
GSVD.
The following theorem introduces the GSVD as was originally defined by Van Loan [16] . Theorem 1. Suppose two matrices K A ∈ R m×n with m ≥ n and K B ∈ R p×n are given. Then there exist orthogonal matrices U ∈ R m×m and V ∈ R p×p and a nonsingular matrix X ∈ R n×n such that
where q = min(p, n), α i ≥ 0 for 1 ≤ i ≤ n, and
This formulation cannot be applied to the matrix pair K A and K B when the dimensions of K A do not satisfy the assumed restrictions. Paige and Saunders [11] developed a more general formulation which can be defined for any two matrices with the same number of columns. We restate theirs as follows.
Theorem 2. Suppose two matrices K A ∈ R m×n and K B ∈ R p×n are given. Then for
there exist orthogonal matrices
where 
and R ∈ R t×t is nonsingular with its singular values equal to the nonzero singular values of K. The matrices
where P and Q are orthogonal and R is nonsingular with the same rank as K. The construction proceeds by exploiting the SVDs of submatrices of P . Partitioning P as P = P 11 P 12 P 21 P 22 , where P 11 ∈ R m×t and P 21 ∈ R p×t , implies P 11 2 ≤ 1. This means that the singular values of P 11 do not exceed one, so its SVD can be written as U T P 11 W = Σ A , where U ∈ R m×m and W ∈ R t×t are orthogonal and Σ A has the form in (19). Next P 21 W is decomposed as
p×p is orthogonal and L = (l ij ) ∈ R p×t is lower triangular with l ij = 0 if p − i > t − j and l ij ≥ 0 if p − i = t − j. This triangularization can be accomplished in the same way as QR decomposition except that columns are annihilated above the diagonal p − i = t − j, working from right to left. Then the matrix Σ A L has orthonormal columns, which implies that L = Σ B . These results can be combined with (21) to obtain
which completes the proof. In [11] , this form of GSVD is related to that of Van Loan by
where
From the form in (22) we see that
we have, for 1 ≤ i ≤ t,
where x i represents the ith column of X. For the remaining n − t columns of X, both K Hence, the number of infinite generalized singular values is
and the number of finite and nonzero generalized singular values is
Application of the GSVD to dimension reduction.
Recall that for the m × n term-document matrix A, when m ≤ n and the scatter matrix S w is nonsingular, a criterion such as maximization of J 1 can be applied. However, one drawback of this criterion is that both S w = H w H T , which produces orthogonal matrices P and Q and a nonsingular matrix R, followed by the SVD of a leading principal submatrix of P . The steps are summarized in Algorithm LDA/GSVD, where LDA stands for linear discriminant analysis.
When m > n, the scatter matrix S w is singular. Hence, we cannot even define the J 1 criterion, and discriminant analysis fails. Consider a generalized right singular vector x i that lies in the null space of S w . From (18), we see that either x i also lies in the null space of S b or the corresponding β i equals zero. We will discuss each of these cases in terms of the simultaneous optimization 18) is satisfied for arbitrary values of α i and β i . As explained in section 3, this will be the case for the rightmost m − t columns of X.
To determine whether these columns should be included in G, consider
where g j represents a column of G. Adding the column x i to G has no effect on these traces, since x Assuming the centroids are linearly independent, we see from (9) that rank(H b ) is k − 1, so Algorithm LDA/GSVD includes the minimum number of columns in G that are necessary to preserve the cluster structure after dimension reduction. If rank(H b ) < k − 1, then including extra columns in G (some which correspond to the t − r − s zero generalized singular values and, possibly, some which correspond to the arbitrary generalized singular values) will have approximately no effect on cluster preservation.
Experimental results.
We compare classification results in the full-dimensional space with those in the reduced-dimensional space using Algorithm LDA/GSVD and two other dimension reduction algorithms we have developed, namely, Algorithms Centroid and Orthogonal Centroid [8, 12] . The latter two algorithms assume that the centroids are linearly independent, an assumption for which we have encountered no counterexample in practice. As outlined in Algorithms 2 and 3, centroid and orthogonal centroid solve the same least squares problem (3) for different choices of B. The centroid method chooses the k cluster centroids as the columns of B, whereas orthogonal centroid chooses an orthonormal basis for the cluster centroids.
We employ both a centroid-based classification method and a nearest neighbor classification method [15] , which are presented in Algorithms 4 and 5. For the full data matrix A, we apply the classification method with each column of A as the vector q and report the percentage that are misclassified. Likewise, for each dimension reduction method, we apply the classification method to the lower-dimensional representation Y of A. In addition, the quality of classification is assessed by examining traces of the within-class scatter matrix S w and the between-class scatter matrix S b .
Two different data types are used to verify the effectiveness of LDA/GSVD. In the first data type, the column dimension of the term-document matrix is higher than the row dimension. This can be dealt with by using the original J 1 criterion, assuming that S w is nonsingular. In the second data type, the row dimension is higher than the column dimension, so S w is singular. This means that neither criterion J 1 nor As proved in our previous work [8] , the misclassification rates obtained using the centroid-based classification algorithm in the full space and in the orthogonal centroidreduced space are identical. It is interesting to observe that the values of trace(S b ) in these two spaces are also identical, although the motivation for the orthogonal centroid algorithm was not the preservation of trace(S b ) after dimension reduction. We state this result in the following theorem. 
Proof. There is an orthogonal matrix Q ∈ R m×m such that
where R ∈ R k×k is upper triangular. Partitioning Q as Q = (Q k ,Q), we have
where Table 2 ) after preprocessing with stopping and stemming algorithms [9] . For this 7519 × 200 term-document matrix, the original discriminant analysis breaks down, since S w is singular. However, our improved LDA/GSVD method circumvents this singularity problem. By Algorithm LDA/GSVD the dimension 7519 is dramatically reduced to 4, which is one less than the number of classes. The other methods reduce the dimension to the number of classes, which is 5. Table 3 shows classification results using the L 2 norm similarity measure. As in the results of Test I, LDA/GSVD produces the lowest misclassification rate using both classification methods. Because the J 1 criterion is not defined in this case, we compute the ratio trace(S b )/trace(S w ) as an approximate optimality measure. We observe that the ratio is strikingly higher for the LDA/GSVD reduction than for the other methods, and that, once again, the ratio produced by each of the three dimension reduction methods is greater than that of the full-dimensional data.
6. Conclusion. Our experimental results verify that the J 1 criterion, when applicable, effectively optimizes classification in the reduced-dimensional space, while our LDA/GSVD extends the applicability to cases which the original discriminant analysis cannot handle. In addition, our LDA/GSVD algorithm avoids the numerical problems inherent in explicitly forming the scatter matrices.
In terms of computational complexity, the most expensive part of Algorithm LDA/GSVD is step 2, where a complete orthogonal decomposition is needed. Assuming k ≤ n, t ≤ m, and t = O(n), the complete orthogonal decomposition of K costs O(nmt) when m ≤ n, and O(m 2 t) when m > n. Therefore, a fast algorithm needs to be developed for step 2.
Finally, we observe that dimension reduction is only a preprocessing stage. Even if this stage is a little expensive, it will be worthwhile if it effectively reduces the cost of the postprocessing involved in classification and document retrieval, which will be the dominating parts computationally. support of the Brain Korea 21 program. She would like to thank Profs. Hyuck Kim and Dongwoo Sheen, as well as the School of Mathematics at SNU for their kind invitation.
