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We experimentally demonstrate coherent control of the nonlinear response of optical second har-
monic generation in resonant nanostructures beyond the weak-field regime. Contrary to common
perception, we show that maximizing the intensity of the pulse does not yield the strongest nonlinear
power-law response. We show this effect emerges from the temporally asymmetric photo-induced
response in a resonant mediated non-instantaneous interaction. We develop a novel theoretical ap-
proach which captures the photoinduced nonlinearities in resonant nanostructures beyond the two
photon description and give an intuitive picture to the observed non-instantaneous phenomena.
Nanostructures (NS) have revolutionized light matter
interaction allowing for on demand control of unique op-
tical [1, 2], electrical [3, 4] and mechanical properties
[5], both in linear and nonlinear regimes [6–9]. In the
past decade, much research has been performed on the
optical nonlinearity of NSs emerging from their energy
confinement [10] and geometrical architecture [11, 12]
contributing in both their single and collective responses
[13–15]. Commonly enhanced by resonant NSs, the pho-
toinduced nonlinear interaction in NSs has been mostly
studied within the framework of the instantaneous re-
sponse of these materials [16–18], meaning that the non-
linear medium interacts simultaneously with all interact-
ing waves. While this instantaneous picture has provided
a model describing the observations of rich nonlinear phe-
nomena, it does not capture the full nonlinear dynami-
cal response, which is fundamentally non-instantaneous.
This is apparent in current research frontiers, where the
study of the ultrafast, out-of-equilibrium, electronic dy-
namics in NSs has gained much attention [19–28]. How-
ever, the non-instantaneous contribution inherent to res-
onant interaction in these systems has been so far mostly
overlooked.
The non-instantaneous contribution inherent to non-
linear resonant dynamics is well known in atomic and
molecular systems, which is of particular importance in
multiphoton processes [29]. Enhancement by orders of
magnitude of electronic transitions in atomic systems
[30, 31] as well as for large organic molecules [32, 33],
has been enabled by spectrally shaping the pulse to be
compatible with the non-instantaneous response in reso-
nant mediated interactions, via coherent control schemes.
However, for resonant NSs, applying such pulse shaping
methods to enhance nonlinear processes have been so far
limited, since these require the interacting pulse spec-
trum to be much broader than the resonant linewidth,
which is typically not fulfilled for NSs. Therefore, pulse
shaping has been mostly shown for controlling the linear
response in plasmonic systems [34–38] or for multicolor
second harmonic generation (SHG) imaging [39]. As the
resonant mediated non-instantaneous process also con-
tributes to the power-law response, it is expected that
this fundamental characteristic of the nonlinear dynam-
ical response will play a major role in nonlinear interac-
tion. Yet, to date, no experimental work has been per-
formed demonstrating control over the non-instantaneous
nonlinear power-law response in resonant NSs.
In this letter we experimentally demonstrate coher-
ent control of the non-instantaneous nonlinear power-
law response in resonant NSs. We show that, counter-
intuitively, the highest peak intensity does not yield
the strongest optical nonlinearity, where the nonlin-
ear response decreases significantly below the standard
quadratic response. Furthermore, when approaching the
strong field regime, we reveal an asymmetric temporal
evolution accompanied with an unconventional decrease
in the nonlinear power-law response, deviating from 2
to 1.6. Finally, we devise a theoretical framework and
provide an intuitive picture for the non-instantaneous ef-
fects. Our proposed model, based on a resonant three-
level system [40], solved to the fourth order in a perturba-
tive expansion, captures non-instantaneous resonant phe-
nomena beyond the weak-field two-photon description.
In this framework, phase differences in the excitations of
the localized surface plasmonic resonance (LSPR), cap-
tured as phase differences between second and fourth or-
der contributions, lead to a dynamically rich nonlinear
response which we observe experimentally. These effects
are not captured in traditional nonlinear models includ-
ing the well-known Miller rule [41], which has shown
great accuracy in describing non-resonant nonlinearities
in bulk media. Though our experimental observations
were focused on plasmonic NSs, we believe the resonant
three-level model is critical in analyzing strong light-
matter interaction with any resonant process in NSs, in-
cluding excitonic, electronic or phononic excitations in
semiconductor NSs and 2D materials.
In our experimental demonstration of the non-
instantaneous response, we use gold NSs in a split ring
resonator (SRR) configuration, which is the most com-
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2FIG. 1. Coherent control of SHG in plasmonic NSs. (a) The
experimental apparatus is composed of a spatial light mod-
ulator (SLM) used as a spectral phase mask. Light passes
through a 4f pulse shaper SLM in a double-pass configura-
tion. The coherently altered pulse interacts with a gold NS,
SHG is collected. (b) NS transmission measurement showing
the LSPR wavelength and linewidth. Inset: The measured
image of a SRR by a scanning electron microscope. (c) A
normalized map of the measured SHG spectrum as a func-
tion of the spectral phase is placed as example of a weak-field
reference when observing the power-law response map. The
horizontal axis of the SH map is the delay between the spec-
trally split pulses, corresponding to the slope of an absolute
value phase function centered about the central frequency of
the pulse. (d) Cross sections of the SH map showing the SHG
for large delays and with no delay (TL pulse).
mon geometrical structure with inherent SHG. In all ex-
periments we have used a 130-fs laser fixed at 1500 nm
focused on a SRR array with LSPR in the vicinity of the
lasers central wavelength [see Figure 1(a),(b)]. For the
coherent control experiment, we have assembled a pulse
shaper consisting of a spatial light modulator (SLM)
based in a double-pass 4f setup. When performing SLM-
based experiments in NSs by a single-pass set-up, one
should be aware of the potential spatial shifts and dis-
tortions of the beam due to spatiotemporal couplings in
the 4f-system. The double-pass configuration, was found
to be indeed crucial to obtain accurate SLM-based mea-
surements [42]. In our experiments, we apply a variable
absolute valued spectral phase mask spectrally splitting
the incoming pulse. By Fourier transform, the magnitude
of the slope of the absolute valued phase function, τ/2,
is directly related to the temporal interval between the
spectrally separated pulses. The sign of the slope, posi-
tive or negative, corresponds to the order of arrival of the
spectrally separated pulses where positive dictates longer
wavelengths arrive first. This enables to perform an SLM
based, semi-degenerate coherent pump-probe SHG pro-
cess and create a map emphasizing the non-instantaneous
nature of the interaction. A typical scan is placed in Fig-
ure 1(c) to provide a weak-field reference for later analysis
of the power-law response. When the delay between the
spectrally split pulses is large enough, the spectrally sep-
arated pulses can be considered as non-interacting and
perform conventional SHG within their own frequencies,
while SHG by frequency mixing between the pulses is
very weak or non existent [see Figure 1(d)]. However,
for short delays, the pulses temporally overlap leading
to SHG by frequency mixing between the pulses yielding
a broader SHG spectrum, as would be expected from a
second order nonlinear process.
The experiment is repeated for different intensities
to produce a pixel-by-pixel map showing the nonlinear
power-law as a function of wavelength and slope value
in terms of delay [see Figure 2(a)]. Appearing as white
background in these plots, areas in which the SHG inten-
sities are weak, such that they are comparable with the
noise level (1/100 for simulations), are considered irrel-
evant for power-law characterization, and therefore are
cut out of the data. In our results, we see that unlike
a conventional nonlinear crystal where the perturbative
picture can be robustly modeled as IP (experimentally
verified, BBO), we find the power-law response shows a
complex, dynamical nature, which depends on delay and
wavelength such that P → P (λ, τ). We point out three
key features we observe in experiment: The nonlinear re-
sponse is not symmetric in terms of delays, meaning that
the order of arrival of the different pulses, each contain-
ing different spectral components, affects the power-law
response for SHG. Furthermore, although peak intensity
is higher for very short delays, the power-law response
decreases to a minimal value of 1.6, which is signifi-
cantly smaller than the conventional quadratic response
expected in a second order process. Moreover, for zero
delay, where the pulse is Fourier transform-limited (TL),
peak intensity is at its highest yet the nonlinear response
is not the strongest and is only ∼ 1.75. In a broader view,
we observe that for small delays the nonlinear response is
dynamical and sensitive to the order of arrival of pulses
(sign of τ). When shorter wavelengths are first to arrive,
the nonlinear response decreases, gradually recovering as
the delays shorten and fully recovers after 100 fs with
longer wavelengths arriving first. Interestingly, for small
delays, where the pulses overlap and peak intensity is at
3FIG. 2. Nonlinear non-instantaneous response of SH in gold
NSs. Map of the power-law response P (λ, τ) (color-coded) as
a function of the delay between the pulses (x-axis) and wave-
length (y-axis). (a) Experimental data : For a 100 fs negative
delay, we observe that the nonlinear response decreases to 1.6
when shorter wavelengths arrive first (negative τ), while in
the case of swapping the order of arrival, such that longer
wavelengths are first to arrive (positive τ), this effect is ab-
sent. (b) Simulation results of the resonant three-level model.
The main feature of a decrease in nonlinear response is pre-
dicted, as well as an overall well agreement with experiment.
We note that both images have the same color bar.
its highest, the power-law response is lower, suggesting
the two photon picture is no longer suitable for describing
the interaction process for these intensities.
Our attempts to model the experimental results with
the nonlinear oscillator model and its perturbative so-
lution fails to predict the observed properties, such as
the decrease in the SH power-law response. However, we
find that modeling the nonlinear response as a resonant
three-level, can effectively predict the non-instantaneous
properties emerging in experiment. These include, for
the intermediate strength regime, a decrease in nonlin-
earity originating from the higher orders in the pertur-
bative expansion. This attribute is not included in the
nonlinear oscillator model, with susceptibility prescribed
by Miller’s rule [41], where the nonlinearity is monoton-
ically increasing when considering higher orders in the
perturbative approach.
In our model, we ascribe the intermediate level as the
LSPR frequency. The excited state as the SH excita-
tion frequency and ground state as the relaxed state of
the system. We note that in the limit of a highly de-
tuned resonant level, our solution approaches the known
instantaneous solution found in non-resonant nonlinear
optics [41]. By perturbative expansion, we solve up to the
fourth order. In the case of a sub-half octave spanning
bandwidth, due to energy conservation, third order terms
do not contribute to the excitation. Including the fourth
order enables to capture intermediate field strength ef-
fects that impact the power-law response. We note that
in our calculation of the fourth order pathways, terms
which can be interpreted as cascaded processes with an
effective coupling coefficient are included. The equations
we obtain from this analysis are as follows
ISHG (ω) ∝
∣∣∣κ¯2E(2) + κ¯4E(4)∣∣∣2 (1a)
E(2) (ω) =
∫
E (ω − Ω) · E (Ω)
ωr − Ω + iΓr dΩ (1b)
E(4) (ω) =
∫
E (Ω2)E (Ω3)E (Ω4)E (ω − Ω2 − Ω3 − Ω4)
(ωr − Ω2 + iΓr) (ω − (Ω4 + ωr + iΓr)) (Ω2 + Ω3 − ω − iΓAu)dΩ2Ω3Ω4
+
∫
E (Ω2)E (Ω3)E (Ω4)E (ω − Ω2 − Ω3 − Ω4)
(ωr − Ω2 + iΓr) (ω − (Ω4 + ωr + iΓr)) (Ω2 + Ω3 − iΓAu)dΩ2Ω3Ω4 (1c)
Where E(2) and E(4) are the second and fourth order
contributions of the perturbative expansion. Ω2,3,4 are
frequencies integrated over in the multiphoton process il-
lustrated as arrows showing interaction pathways in Fig-
ure 3(a). ωr is the measured LSPR frequency [see Figure
1(b)]. κ¯, a parameter indicating coupling strength of
4the modes with the electric field that should depend on
geometry and free electron contribution in such a pro-
cess, was fitted to give the best agreement with the data.
E (Ω) = E0 · eiφ(Ω) is the electric field, where E0 and
φ (Ω) are the measured electric field strength and spectral
phase, accordingly. In our experiment, the electric field
strengths are in the order of 0.1 [ Vnm ]. The linewidths
are introduced into the calculation as suggested by Ref.
[43, 44], where Γr is the linewidth of the NS array ac-
quired by transmission measurements and ΓAu is the
collision rate related to the electrons mean free path
for a gold NS approximated according to Ref. [45]. It
is insightful to point out that E(4) is decomposed into
two terms, each describing a different excitation process
as illustrated in the pathway energy diagram in Figure
3(a). For simplicity, their coupling strengths were ap-
proximated to be equal. Our simulation results are pre-
sented in Figure 2(b), predicting the main feature of a
decrease in nonlinearity, in an asymmetric temporal re-
sponse and with the same time scale. In our simulations,
we see that time scales are determined by the LSPRs
linewidth and Au collision rate. The results are relatively
robust in terms of positive/negative detuning, where the
sign of the detuning mostly affects the wavelength of the
power-law’s minimum. The simulations also predict that
TL pulses do not yield the strongest power-law response
and show other similar features observed in experiment.
We see noticeable differences between the experiment and
predicted results such as a 5% decrease in both τ = 200
and τ = −130 relative to the simulations. We attribute
these differences to the spectral response of the NSs com-
pared to the ideal Lorentzian shape of the three-level
system, which become more significant for higher order
excitation leading to a decreased power-law response.
When including terms beyond 2nd order contributions
in the three-level model, the next order’s contribution
is, as expected, initially small and becomes dominant
with increased power. Surprisingly, the power-law re-
sponse decreases, for the intermediate regime, due to
phase difference with higher order excitations, effectively
suppressing the excitation which corresponds to SHG.
The intensity and phase of the 2nd and 4th orders are plot-
ted in the Figure 3(b). Although the direct ascertainment
of the nonlinear behaviour depends on both intensity and
phase, observing the areas which are differently phased
gives insight to the effect emerging in the nonlinear re-
sponse. To unravel this connection, we perform analysis
in the complex plane. For a specific wavelength and spec-
tral shape, we plot the intensity (magnitude) and phase
(angle) of the 2nd and 4th order contributions separately
and their sum. We further repeat this calculation with
increased intensities.
We show two examples from our analysis [Figure 4].
For p1, the phase between the 2
nd and 4th order leads to
destructive interference resulting in a nonlinear response
which is smaller than quadratic. For p2, the smaller
FIG. 3. The resonant three-level system perturbative solu-
tion and analysis beyond 2nd order contributions. (a) Energy
level diagram with second and fourth order interactions illus-
trated. ωr and Γr are the resonant frequency and linewidth of
the nonlinear system, accordingly. Arrows represent the cou-
pling of levels by the electric field, where opposite pointing
arrows correspond to a conjugated electric field. (b) Second
and fourth order intensity and phase plots, with intensities
each normalized separately for clarity of the intensity struc-
ture. p1 and p2 are points later referred with further analysis.
phase difference is sufficient for the 4th order intensity to
drive the combined sum past its minimal point towards
4th order nonlinearity resulting in an effectively restored
quadratic nonlinearity. In order to fully appreciate the
impact of the relative phase on the power-law’s response,
we verified and discuss here the ideal cases of minimal and
maximal phase differences. In the case of no phase differ-
ence, the combined contributions’ magnitude would be,
for low intensities, comparable to the 2nd order contribu-
tion, increasing similarly. For high intensities, it would
increase similarly to the 4th order contribution. Here,
the rate of increase in magnitude, which is proportional
to the power-law response, would increase monotonically.
The transition from 2nd to 4th order response still occurs
when a phase difference exists. However, for the interme-
diate regime, the increase in magnitude is exchanged for
rotation, resulting in a weaker power-law response. In the
opposite case of a 180° phase difference, the contributions
completely interfere destructively, leading to smaller than
quadratic response for the intermediate regime. Here, the
power-law response would initially decrease, passing its
minimal point, monotonically approaching towards 4th
order nonlinearity. In our simulations, these phase dif-
5FIG. 4. The importance of relative phase in strong field
SHG. Complex plane representation of the second, fourth and
summed contributions for different intensities showing how
relative phase and intensity affects the nonlinear response.
These are plotted for a specific wavelength and delays marked
p1 and p2 in 3(b). The local evolution of the magnitude of the
summed contribution would be the power-law response exhib-
ited for each process. Each plot is rotated such that E(2) is
pointing in the real direction, and normalized by E(2)’s max-
imal value. By changing the order of arrival of the excitation
pulses (negative to positive τ), the relative phase decreases
and the intensity drives the system past its minimal nonlin-
ear response to yield a stronger response.
ferences in the SH excitation are the origin for the dy-
namical response and we believe describes the dynamical
nonlinear response of the differently phased excitation of
the LSPR found by experiment.
To conclude, by coherent control we experimentally
unravel the ultrafast dynamical, non-instantaneous non-
linear response in resonant NSs. We see a pronounced
decrease in the power-law response when shorter wave-
lengths arrive prior to longer wavelengths. We show ex-
perimentally that TL pulses do not yield the strongest
nonlinearity when approaching strong field regime. We
introduce a novel theoretical approach, which capture ef-
fects beyond the weak-field two-photon regime and de-
scribes our experimental observations in an intuitive pic-
ture. Since this model is based on the general behaviour
of any system with a resonant level it may be used to
describe other nonlinear dynamical observations such as
the non-instantaneous SHG measured near a resonant
intraband transition [46] or the observed deviations of
LSPR dephasing times from the ideal harmonic oscilla-
tor model [47]. Furthermore, it could be applied to study
other systems such as resonant excitonic and polaritonic
couplings, SHG in van der Waals materials [48], or for
coherent two-photon luminescence in NSs [49].
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