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Sur la cohomologie des faisceaux l-adiques entiers sur les
corps locaux
Weizhe Zheng
Re´sume´
On e´tudie le comportement des faisceaux l-adiques entiers sur les sche´mas de type
fini sur un corps local par les six ope´rations et le foncteur des cycles proches.
1 Introduction
Soient R un anneau de valuation discre`te hense´lien excellent de corps re´siduel fini de
caracte´ristique p, K son corps des fractions. Un tel corps sera appele´ corps local. Soit
η = SpecK.
Soit X un sche´ma de type fini sur η. On de´signe par |X| l’ensemble de ses points ferme´s.
Pour x ∈ |X|, le corps re´siduel κ(x) de X en x est une extension finie de K. On note Rx
son anneau des entiers, x0 le point ferme´ de SpecRx. Soient x¯ un point ge´ome´trique de X
au-dessus de x de corps re´siduel κ(x¯) une cloˆture se´parable de κ(x), Rx¯ la normalisation
de Rx dans κ(x¯), x¯0 le point ferme´ de SpecRx¯. Soit Fx ∈ Gal(κ(x¯0)/κ(x0)) le Frobenius
ge´ome´trique qui envoie a sur a1/q, ou` q = ♯κ(x0).
Fixons un nombre premier l 6= p. On de´signe par Ql une cloˆture alge´brique de Ql. Soit
F un Ql-faisceau sur X. D’apre`s le the´ore`me de monodromie locale, les valeurs propres d’un
rele`vement Φx ∈ Gal(κ(x¯)/κ(x)) de Fx agissant sur Fx¯ sont bien de´finies a` multiplication
pre`s par des racines de l’unite´ [Del80, 1.7.4].
Rappelons qu’on dit que F est entier [DE06, 0.1] si les valeurs propres de Φx sont
des entiers alge´briques pour tout x ∈ |X|. Cette inte´gralite´ est stable par image directe a`
support propre [ibid., 0.2]. La de´monstration utilise l’analogue de ce re´sultat sur un corps
fini [SGA7, XXI 5.2.2].
L’objet de cet article est d’e´tudier, plus ge´ne´ralement, le comportement de l’inte´gralite´
par les foncteurs usuels : les six ope´rations et le foncteur des cycles proches. De fac¸on plus
pre´cise, on examine le comportement par ces foncteurs de la divisibilite´ des valeurs propres
des Φx par des puissances de q. On introduit pour cela une mesure de la q-divisibilite´
inspire´e des « jauges » de Mazur-Ogus. On prouve notamment les re´sultats espe´re´s dans
[Ill06, 5.5].
Dans un travail ulte´rieur [Zhe07], on examine le comportement de la rationalite´ et de
l’inde´pendance de l par les meˆmes ope´rations.
Les re´sultats concernant les six ope´rations sont expose´s au § 2. Au § 3 on traite le
cas crucial de Rj∗F , pour l’inclusion j : U → X du comple´mentaire d’un diviseur a`
croisements normaux D dans un sche´ma X lisse sur η et d’un faisceau F lisse sur U et
mode´re´ment ramifie´ le long de D. Les de´monstrations des re´sultats du § 2 sont donne´es
au § 4. L’ingre´dient essentiel est un the´ore`me de de Jong, graˆce auquel on se re´duit au cas
traite´ au § 3 par les techniques usuelles de descente cohomologique. Le re´sultat principal
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du § 5 est la stabilite´ de l’inte´gralite´ par le foncteur des cycles proches RΨ. A` nouveau,
l’ingre´dient clef est un the´ore`me de de Jong, qui permet de se ramener au cas d’un couple
strictement semi-stable et d’un faisceau lisse sur le comple´mentaire du diviseur D re´union
de la fibre spe´ciale et des composantes horizontales et mode´re´ment ramifie´ le long de D.
L’e´tude de ce cas, plus de´licate qu’on ne pouvait s’y attendre, repose sur une compatibilite´
technique (5.6 (ii)) ge´ne´ralisant [Ill02, 1.5 (a)]. Au § 6 on ge´ne´ralise la notion d’inte´gralite´
aux champs alge´briques.
Je remercie chaleureusement L. Illusie pour m’avoir sugge´re´ ce sujet, pour son aide a` la
composition de cet article, et pour sa lecture minutieuse des diverses versions du manuscrit.
Je suis reconnaissant a` G. Laumon pour une simplification de la de´monstration de 5.6 (ii).
Je remercie e´galement O. Gabber, F. Orgogozo et le rapporteur pour leurs remarques et
suggestions.
2 Inte´gralite´ et six ope´rations
On conserve les notations du § 1. On de´signe par Q la cloˆture alge´brique de Q dans C.
Pour r ∈ Q, on note qr l’unique e´le´ment de Q ∩ R>0 ve´rifiant (qr)b = qa, ou` a, b ∈ Z sont
tel que r = ab , b 6= 0. Soit X un sche´ma de type fini sur η.
De´finition 2.1. Fixons un plongement ι : Q→ Ql. On dit qu’un Ql-faisceau F sur X est
r-entier (resp. r-entier inverse) si pour tout point ferme´ x de X, et toute valeur propre
α de Φx agissant sur Fx¯, α/ι(qr) (resp. ι(qr)/α) est entier sur Z, ou` q = ♯κ(x0). Cette
de´finition ne de´pend pas des choix de Φx et de ι. On dit que F est entier (resp. entier
inverse) s’il est 0-entier (resp. 0-entier inverse).
Les Ql-faisceaux entiers (resp. r-entiers, resp. entiers inverses, resp. r-entiers in-
verses) sur X forment une sous-cate´gorie e´paisse [Gro57, 1.11] de Modc(X,Ql), note´e
Modc(X,Ql)ent (resp. Modc(X,Ql)r-ent, resp. Modc(X,Ql)ent−1 , resp. Modc(X,Ql)r-ent−1).
Soient K′ une extension finie de K, Z un sche´ma de type fini sur K′, G ∈Modc(Z,Ql).
Alors G est r-entier (resp. r-entier inverse) relativement a` K′ si et seulement s’il est r-entier
(resp. r-entier inverse) relativement a` K.
Rappelons que pour les sche´mas X se´pare´s de type fini sur un sche´ma S re´gulier de
dimension ≤ 1, et en particulier sur η, on dispose, par [Eke90, § 6], d’une cate´gorie trian-
gule´e Dbc(X,Ql) et d’un formalisme de six ope´rations : Rf∗, Rf!, f
∗, Rf !, ⊗, RHom . La
cate´gorie Dbc(X,Ql) est la 2-limite inductive des cate´gories D
b
c(X,Eλ), ou` Eλ parcourt les
extensions finies de Ql contenues dans Ql. Si Oλ est l’anneau des entiers de Eλ, Dbc(X,Eλ)
est de´duite de la cate´gorie Dbc(X,Oλ) de´finie dans [ibid.] par extension des scalaires de Oλ
a` Eλ. Le formalisme construit dans [ibid.] pour Dbc(−,Oλ) se transpose trivialement.
Ce formalisme a un sens pour les sche´mas de type fini sur S (pas ne´cessairement se´pa-
re´s), et ce n’est que pour certaines ope´rations (Rf! et Rf
!) qu’on a besoin d’une hypothe`se
de se´paration sur les morphismes. Pour un formalisme sans hypothe`se de se´paration, voir
l’appendice (§ 6).
La de´finition qui suit est inspire´e de la notion des « jauges » de Mazur-Ogus [BO78,
8.7].
De´finition 2.2. Soit ε : Z→ Q une fonction. On dit qu’un objet K ∈ Dbc(X,Ql) est entier
(resp. ε-entier, resp. entier inverse, resp. ε-entier inverse) si pour tout i ∈ Z, Hi(K) est
entier (resp. ε(i)-entier, resp. entier inverse, resp. ε(i)-entier inverse).
On de´signe la sous-cate´gorie pleine de Dbc(X,Ql) forme´e des objets entiers (resp. ε-
entiers, resp. entiers inverses, resp. ε-entiers inverses) par
Dbc(X,Ql)ent (resp. D
b
c(X,Ql)ε-ent, resp. D
b
c(X,Ql)ent−1 , resp. D
b
c(X,Ql)ε-ent−1).
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Lorsque ε est constant, Dbc(X,Ql)ε-ent et D
b
c(X,Ql)ε-ent−1 sont des sous-cate´gories triangu-
le´es. On abre`ge parfois Dbc(X,Ql) en D
b
c(X).
On note I la fonction d’inclusion de Z dans Q.
2.3. Soient r, r1, r2 ∈ Q.
Pour F ∈Modc(X,Ql)r1-ent, G ∈Modc(X,Ql)r2-ent, on a
F ⊗ G ∈ Modc(X,Ql)(r1+r2)-ent.
Pour K ∈ Dbc(X,Ql)(rI+r1)-ent, L ∈ D
b
c(X,Ql)(rI+r2)-ent, on a
K⊗ L ∈ Dbc(X,Ql)(rI+r1+r2)-ent.
De meˆme pour « entier inverse ».
Pour F ∈Modc(X,Ql)r1-ent−1 lisse, G ∈ Modc(X,Ql)r2-ent, on a
Hom(F ,G) ∈Modc(X,Ql)(r2−r1)-ent.
Pour F ∈ Modc(X,Ql)r1-ent lisse, G ∈ Modc(X,Ql)r2-ent−1 , on a
Hom(F ,G) ∈Modc(X,Ql)(r2−r1)-ent−1 .
Soit f : X → Y un morphisme de sche´mas de type fini sur η. Alors f∗ pre´serve les
complexes ε-entiers (resp. ε-entiers inverses).
The´ore`me 2.4. Soient f : X → Y un morphisme se´pare´ de sche´mas de type fini sur η,
F un Ql-faisceau entier (resp. entier inverse) sur X. Alors pour tout point ferme´ y de Y,
(Rf!F)y est entier et (I − n)-entier (resp. I-entier inverse et n-entier inverse), ou` n =
dim(f−1(y)). En particulier, Rf! induit
Dbc(X)ent → D
b
c(Y)ent,(2.4.1)
Dbc(X)I-ent → D
b
c(Y)(I−dr)-ent,(2.4.2)
Dbc(X)I-ent−1 → D
b
c(Y)I-ent−1 ,(2.4.3)
Dbc(X)ent−1 → D
b
c(Y)dr-ent−1 ,(2.4.4)
ou` dr = maxy∈|Y| dim f
−1(y) est la dimension relative.
Le cas « entier » ((2.4.1) et (2.4.2)) de 2.4 est un the´ore`me de Deligne-Esnault [DE06,
0.2].
The´ore`me 2.5. Soient f : X → Y un morphisme se´pare´ de sche´mas de type fini sur η,
dX = dimX. Alors Rf∗ induit
Dbc(X)ent → D
b
c(Y)ent,(2.5.1)
Dbc(X)I-ent → D
b
c(Y)(I−dX)-ent,(2.5.2)
Dbc(X)I-ent−1 → D
b
c(Y)I-ent−1 ,(2.5.3)
Dbc(X)ent−1 → D
b
c(Y)dX-ent−1 .(2.5.4)
Sans hypothe`se de se´paration de f , (2.5.1), (2.5.3) et (2.5.4) sont encore vrais.
L’hypothe`se de se´paration est e´galement superflue pour (2.5.2). On peut l’e´liminer ou
bien en e´tudiant la q-divisibilite´ en dehors d’un sous-sche´ma de dimension fixe´e, ou bien
en utilisant une the´orie de Rf! sans hypothe`se de se´paration (voir 6.5).
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The´ore`me 2.6. Soient f : X → Y un morphisme se´pare´ de sche´mas de type fini sur η,
dY = dimY, dr = maxy∈|Y| dim f
−1(y). Alors Rf ! induit
Dbc(Y)ent → D
b
c(X)−dr-ent,(2.6.1)
Dbc(Y)I-ent → D
b
c(X)(I−dY)-ent,(2.6.2)
Dbc(Y)I-ent−1 → D
b
c(X)(I+dr)-ent−1 ,(2.6.3)
Dbc(Y)ent−1 → D
b
c(X)dY-ent−1 .(2.6.4)
Soient X un sche´ma de type fini sur η, aX : X→ η. Rappelons que Ra!XQl est globale-
ment de´fini (pas de proble`me dans le cas se´pare´, dans le cas ge´ne´ral par [BBD82, 3.2.4]).
On pose DX = RHom(−,Ra!XQl).
The´ore`me 2.7. Soient X un sche´ma de type fini sur η, dX = dimX. Alors DX induit
Dbc(X)
◦
ent−1 → D
b
c(X)−dX-ent,(2.7.1)
Dbc(X)
◦
I-ent−1 → D
b
c(X)I-ent,(2.7.2)
Dbc(X)
◦
I-ent → D
b
c(X)(I+dX)-ent−1 ,(2.7.3)
Dbc(X)
◦
ent → D
b
c(X)ent−1 .(2.7.4)
De plus, pour K ∈ Modc(X,Ql)ent−1 , H
a(DK) est (a+ 1)-entier, −dX ≤ a ≤ −1.
The´ore`me 2.8. Soient X un sche´ma de type fini sur η, dX = dimX. Alors RHomX(−,−)
induit
Dbc(X)
◦
ent−1 ×D
b
c(X)ent → D
b
c(X)ent,(2.8.1)
Dbc(X)
◦
I-ent−1 × D
b
c(X)I-ent → D
b
c(X)(I−dX)-ent,(2.8.2)
Dbc(X)
◦
I-ent ×D
b
c(X)I-ent−1 → D
b
c(X)I-ent−1 ,(2.8.3)
Dbc(X)
◦
ent−1 ×D
b
c(X)ent−1 → D
b
c(X)dX-ent−1 .(2.8.4)
3 Diviseurs a` croisements normaux
Proposition 3.1. Soient g : X → Y un morphisme fini de sche´mas de type fini sur η,
L ∈ Dbc(X,Ql). Alors g∗L est ε-entier (resp. ε-entier inverse) si et seulement si L l’est.
De´monstration. On peut supposer que Y est re´duit a` un seul point y, X est re´duit a` un seul
point x et L = F ∈ Modc(X,Ql). Soient Gy = Gal(κ(y¯)/κ(y)), Gx = Gal(κ(x¯)/κ(x)). Le
faisceau F correspond a` une repre´sentation ρ : Gx → GLQl(Fx¯). Soient K
′ une extension
finie quasi-galoisienne (i. e., normale) de κ(y) contenant κ(x), x′ = SpecK′. Pour s ∈ Gy,
soit Fs le faisceau sur x
′ correspondant a` la repre´sentation
Gal(κ(x′)/K′)→ GLQl(Fx¯)
h 7→ ρ(s−1hs).
Ce faisceau ne de´pend, a` isomorphisme pre`s, que de l’image de s dans Gy/Gx. D’apre`s
la formule de Mackey ([Ser98, 7.3]), on a (g∗F)x′ ≃
⊕
sFs, ou` s parcourt un syste`me de
repre´sentants de Gy/Gx. Donc
g∗F est ε(0)-entier⇔ (g∗F)x′ est ε(0)-entier
⇔ les Fs sont ε(0)-entiers⇔ F est ε(0)-entier.
De meˆme pour le cas entier inverse.
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Soient, en 3.2 et 3.3, K un corps quelconque, η = SpecK.
On va utiliser le cas spe´cial suivant du the´ore`me de purete´ de Gabber [Fuj02].
Proposition 3.2. Soient n un entier inversible sur η, Λ = Z/nZ. Soit i : Y → X une
immersion ferme´e de sche´mas re´guliers de type fini sur η purement de codimension c.
Alors Ri!Λ ≃ Λ(−c)[−2c].
Gabber a remarque´ que ce re´sultat de´coule facilement du the´ore`me de purete´ relative
[SGA4, XVI 3.7]. En effet, i provient par changement de base d’une immersion ferme´e
i1 : X1 → Y1 de sche´mas de type fini sur K1, ou` K1 est un sous-corps de K, extension
de type fini d’un corps premier K0. Alors SpecK1 est le point ge´ne´rique d’un sche´ma S1
inte`gre de type fini sur K0. Quitte a` remplacer S1 par un ouvert, on peut supposer que i1
est la fibre ge´ne´rique d’une immersion ferme´e i2 : Y2 → X2 de sche´mas de type fini sur
S1. Comme X1 (resp. Y1) est un sche´ma re´gulier ([EGAIV, 6.5.2 (i)]) et que X2 (resp. Y2)
est de type fini sur K0, donc en particulier, excellent, quitte a` remplacer X2 et Y2 par des
voisinages ouverts de leurs fibres ge´ne´riques, on peut supposer que X2 et Y2 sont re´guliers
(donc lisses sur K0) et i2 est purement de codimension c. D’apre`s le the´ore`me de purete´
relative, Ri!2Λ ≃ Λ(−c)[−2c]. On conclut par passage a` la limite.
Le lemme suivant est de´calque´ de [SGA7, XXI 5.2.1].
Lemme 3.3. Soient X un sche´ma de type fini sur η, aX : X → η, l un nombre premier
inversible sur η, G ∈ Modc(X,Ql).
(i) Il existe une partie ferme´e Y de dimension 0 de X telle que aX∗G → aY∗(G|Y) soit
injectif, ou` aY : Y→ η.
(ii) Si X est se´pare´ de dimension n, et si U est un ouvert de X dont le comple´mentaire Z
est de dimension < n, alors il existe une partie ferme´e Y de U de dimension 0 et une fle`che
surjective aY∗(G|Y)(−n)→ R
2naX!G, ou` aY : Y→ η.
De´monstration. (i) est e´vident.
(ii) Quitte a` remplacer X par Xred et a` re´tre´cir U, on peut supposer U re´gulier purement
de dimension n et G|U lisse. Puisque dimZ < n, on a
0 = R2n−1aZ!(G|Z)→ R
2naU!(G|U)
∼
−→ R2naX!G → R
2naZ!(G|Z) = 0,
ou` aZ : Z → η. Donc on peut supposer X = U. Appliquant (i) a` Gˇ = Hom(G,Ql), on
trouve une partie ferme´e Y de U de dimension 0 telle que aU∗Gˇ → aY∗(Gˇ|Y) soit injectif,
donc Dη(aY∗(Gˇ|Y))→ Dη(aU∗Gˇ) surjectif. Par le the´ore`me de purete´ 3.2, on a
Dη(aY∗(Gˇ|Y)) ≃ aY∗(DY(Gˇ|Y)) ≃ aY∗(G|Y),
Par ailleurs, on a
Dη(aU∗Gˇ) = H
0(DηRaU∗Gˇ) ≃ H
0(RaU!DUGˇ) ≃ H
0(RaU!G(n)[2n]) = R
2naU!G(n).
D’ou` le re´sultat.
On reprend les notations du § 1.
Corollaire 3.4. Soient X un sche´ma de type fini sur η, aX : X → η, G ∈ Modc(X,Ql)
entier (resp. entier inverse).
(i) aX∗G est entier (resp. entier inverse).
(ii) Si X est se´pare´ de dimension n, alors aX!G est entier (resp. entier inverse), R2naX!G
est n-entier (resp. n-entier inverse).
La proposition suivante est de´calque´ de [SGA7, XXI 5.3 (a)].
Proposition 3.5. Soient j : X →֒ Y une immersion ouverte de sche´mas de type fini sur η
de dimension 1, G ∈Modc(X,Ql) entier. Alors j∗G est entier.
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De´monstration. On se rame`ne au cas Y affine, puis Y projectif.
De´finissons H par la suite exacte courte
0→ j!G → j∗G → H → 0,
d’ou` la suite exacte
aX∗G → aY∗H → R
1aX!G,
ou` aX : X → η, aY : Y → η. D’apre`s 3.4 (i), aX∗G est entier. D’apre`s le the´ore`me de
Deligne-Esnault (2.4.1), R1aX!G est entier. Donc aY∗H l’est aussi. Mais H est a` supports
dans une partie ferme´e de dimension 0 de Y, donc H est entier.
Proposition 3.6. Soient X un sche´ma re´gulier de type fini sur η de dimension 1, D un
diviseur positif re´gulier. Posons U = X−D, j : U →֒ X. Soit G un Ql-faisceau lisse sur U,
entier, mode´re´ment ramifie´ sur X. Alors Rj∗G est I-entier.
De´monstration. La question est locale sur X. Soit x ∈ |D|. Montrons que (Rj∗G)x est
I-entier.
On a G ≃ (GO ⊗O E) ⊗E Ql, ou` E est un corps extension finie de Ql, O son anneau
des entiers, GO un O-faisceau lisse (constructible) sur U. En vertu du lemme d’Abhyankar
[SGA1, XIII 5.2], il existe, au voisinage de x, un reveˆtement fini g : X˜ → X de la forme
X˜ = X[T]/(Tn − t) ou` t est une e´quation locale de x, n est un entier premier a` l’exposant
caracte´ristique de K, tel que (g|U)∗(GO⊗O (O/l
2O)) se prolonge en un faisceau localement
constant sur X˜. Comme G est facteur direct de (g|U)∗(g|U)
∗G, on est ramene´ a` montrer
le lemme pour le faisceau (g|U)∗(g|U)∗G. Comme g−1(D)red est un diviseur re´gulier, on
peut alors se ramener a` montrer le lemme pour un faisceau G tel que GO ⊗O (O/l2O) se
prolonge en un faisceau localement constant sur X, puis au cas GO ⊗O (O/l2O) constant
par la formule de projection.
Soient X(x) le hense´lise´ de X en x, U(x) = X(x) ×X U, j(x) : U(x) →֒ X(x), H = G|U(x).
AlorsH ≃ (HO⊗OE)⊗EQl, avecHO⊗O (O/l2O) constant. On a (Rj(x)∗H)x = (Rj∗G)x ∈
Dbc(x,Ql). D’apre`s 3.5, (j(x)∗H)x = (j∗G)x est entier. Il reste a` montrer que (R
1j(x)∗H)x
est 1-entier.
On a une suite exacte de groupes
1→ Zˆ′(1)→ G→ Gal(κ(x¯)/κ(x))→ 1,
ou` Zˆ′(1) =
∏
p′ 6=car(K) Zp′(1), G = pi
mod
1 (U(x)). Le faisceau H correspond a` une repre´sen-
tation l-adique de G. D’apre`s le the´ore`me de monodromie locale, la restriction de cette
repre´sentation a` Zˆ′(1) est quasi-unipotente, donc unipotente. On obtient une filtration M
finie, croissante de H, telle que chaque grMa H se prolonge en un Ql-faisceau lisse Ga sur
X(x).
Montrons que (R1j(x)∗Ma)x est 1-entier par re´currence sur a, ce qui ache`vera la de´-
monstration de la proposition. L’assertion est claire pour a ≪ 0. Supposons l’assertion
e´tablie pour a− 1. La suite exacte courte
0→ Ma−1 → Ma → Ga|U(x) → 0
donne le triangle distingue´
Rj(x)∗Ma−1 → Rj(x)∗Ma → Rj(x)∗(Ga|U(x))→ .
D’apre`s une formule de projection, Rj(x)∗(Ga|U(x)) ≃ Rj(x)∗Ql ⊗ Ga. On a
(Rqj(x)∗Ql)x =
{
Ql(−q) si q = 0, 1,
0 sinon.
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Donc on a la suite exacte
(j(x)∗Ma)x → (Ga)x → (R
1j(x)∗Ma−1)x → (R
1j(x)∗Ma)x → (Ga)x(−1).
Ici (j(x)∗Ma)x est un sous-faisceau de (j(x)∗H)x, donc entier. Par hypothe`se de re´currence,
(R1j(x)∗Ma−1)x est 1-entier. Donc (Ga)x est entier, (Ga)x(−1) est 1-entier. On en de´duit
que (R1j(x)∗Ma)x est 1-entier.
Le lemme suivant est une variante de [SGA7, XXI 5.6.2].
Lemme 3.7. Soient X un sche´ma noethe´rien re´gulier, D =
∑
i∈IDi un diviseur stricte-
ment a` croisements normaux de X avec (Di)i∈I une famille finie de diviseurs re´guliers,
U = X−D, n un entier inversible sur X, Λ = Z/nZ, G ∈Modc(U,Λ) localement constant,
mode´re´ment ramifie´ sur X.
(i) Soient i ∈ I, U(i) = X −
⋃
h∈I−{i}Dh, Di,U(i) = Di ×X U(i), d’ou` un diagramme a`
carre´ carte´sien
Di,U(i)
 
j′(i) //
ι′i

Di
ιi

U
  j
(i)
// U(i)
 
j(i) // X
Alors le morphisme de changement de base
(3.7.1) ι∗iRj(i)∗(Rj
(i)
∗ G)→ Rj
′
(i)∗ι
′∗
i (Rj
(i)
∗ G)
est un isomorphisme et les faisceaux
ι′∗i R
qj
(i)
∗ G, q ∈ Z,
sont localement constants, mode´re´ment ramifie´s sur Di.
(ii) Soit f : Y → X un morphisme de sche´mas re´guliers noethe´riens. Supposons que
f−1(D) soit un diviseur a` croisements normaux et que (f−1(Di))i∈I soit une famille de
diviseurs re´guliers. Conside´rons le carre´ carte´sien :
YU
  jY //
fU

Y
f

U
  j // X
Alors le morphisme de changement de base f∗Rj∗G → RjY∗f∗UG est un isomorphisme.
De´monstration. La question est locale sur X. Soit x un point de X. En vertu du lemme
d’Abhyankar, il existe, au voisinage de x, un reveˆtement fini g : X˜→ X de la forme
X˜ = X[T1, . . . ,Tr]/(T
n1
1 − t1, . . . ,T
nr
r − tr)
ou` les ti sont des e´quations locales des composantes de D passant par x, et ni des entiers
premiers a` l’exposant caracte´ristique de κ(x), tel que (g|U)∗G se prolonge en un faisceau
localement constant sur X˜. Comme G s’injecte dans (g|U)∗(g|U)∗G et le quotient G1 est
mode´re´ment ramifie´ sur X, on peut ite´rer cette construction. Pour tout N ≥ 1, on obtient,
quitte a` re´tre´cir X, une re´solution
G → (g|U)∗(g|U)
∗G → (g1|U)∗(g1|U)
∗G1 → · · · → (gN|U)∗(gN|U)
∗GN.
Donc on est ramene´ a` montrer le lemme pour le faisceau (g|U)∗(g|U)∗G. Comme g−1(D)red =∑
i∈I g
−1(Di)red est un diviseur a` croisements normaux avec (g
−1(Di)red)i∈I une famille
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de diviseurs re´guliers, on peut alors se ramener a` montrer le lemme pour un faisceau G qui
se prolonge en un faisceau localement constant sur X, puis au cas G = ΛU par la formule
de projection.
Le point (ii) re´sulte alors de [Fuj02, § 8] et de la fonctorialite´ des classes des diviseurs
[SGA4 12 , Th. finitude, 2.1.1].
Pour (i), notons que Di,U(i) est un diviseur re´gulier de U(i), de comple´mentaire U. Pour
tout q,
ι′∗i R
qj
(i)
∗ ΛU ≃

ΛDi,U(i) si q = 0,
ΛDi,U(i) (−1) si q = 1,
0 sinon.
est localement constant, mode´re´ment ramifie´ sur Di. On a donc un triangle distingue´
ι′i∗ΛDi,U(i)(−1)[−2]→ ΛU(i) → Rj
(i)
∗ ΛU → .
Le morphisme (3.7.1) est un isomorphisme car le morphisme de changement de base
ι∗iRj(i)∗ → Rj
′
(i)∗ι
′∗
i induit des isomorphismes sur ΛU(i) en vertu de (ii) et trivialement
sur ι′i∗ΛDi,U(i) .
La proposition suivante est de´calque´e de [SGA7, XXI 5.6.1].
Proposition 3.8. Soient X un sche´ma de type fini sur η, D un diviseur a` croisements
normaux. Posons U = X − D, j : U →֒ X. Soit G un Ql-faisceau lisse sur U, entier,
mode´re´ment ramifie´ sur X. Alors Rj∗G est I-entier.
De´monstration. Le proble`me e´tant local pour la topologie e´tale au voisinage d’un point
ferme´ de D, on peut supposer D strictement a` croisements normaux. Comme Reg(X) est
un ouvert de X contenant D, on peut supposer X re´gulier.
On pose D =
∑
i∈IDi avec (Di)i∈I une famille finie de diviseurs re´guliers. On fait une
re´currence sur n = ♯I. Le cas n = 0 est trivial. Pour n > 0, on choisit i ∈ I et applique
3.7 (i), dont on conserve les notations. Pour tout x ∈
∣∣Di,U(i) ∣∣, il existe un sous-sche´ma
re´gulier de U(i) de dimension 1 tel que son intersection avec Di,U(i) soit le sche´ma x. Donc
Rj
(i)
∗ G est I-entier, d’apre`s 3.7 (ii) et 3.6. Notons que
∑
h∈I−{i}Dh ∩ Di est un diviseur
a` croisements normaux de Di de comple´mentaire Di,U(i) , et pour tout q, ι
′∗
i R
qj
(i)
∗ G est
un Ql-faisceaux lisse sur Di,U(i) , mode´re´ment ramifie´ sur Di en vertu de 3.7 (i). Donc
ι∗iRj∗G ≃ Rj
′
(i)∗ι
′∗
i Rj
(i)
∗ G est I-entier, d’apre`s l’hypothe`se de re´currence. Comme i est
arbitraire, on en conclut que Rj∗G est I-entier.
4 De´monstration de 2.4 a` 2.8
La proposition suivante est une variante de [Org03, 2.6].
Proposition 4.1. Soient F un corps, X un sche´ma se´pare´ de type fini sur Spec F, U une
partie ouverte de X.
(i) Il existe un morphisme r0 : X
′
0 → X propre surjectif avec X
′
0 re´gulier et un sous-
sche´ma ouvert ferme´ W0 de X
′
0 contenant r
−1
0 (U) tels que r
−1
0 (U) soit le comple´mentaire
d’un diviseur strictement a` croisements normaux dans W0.
(ii) Pour tout n ≥ 0, il existe une extension finie radicielle F′ de F et un hyperre-
couvrement propre n-tronque´ s-scinde´ r• : X
′
• → XF′ tels que X
′
m soit lisse sur Spec F
′
et que r−1m (UF′) soit le comple´mentaire d’un diviseur strictement a` croisements normaux
relativement a` Spec F′ dans un sous-sche´ma ouvert ferme´ de X′m, 0 ≤ m ≤ n.
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De´monstration. (i) Au cas ou` X est inte`gre et U 6= ∅, il existe un morphisme r0 : X
′
0 → X
propre surjectif avec X′0 inte`gre et re´gulier tel que r
−1
0 (U) soit le comple´mentaire d’un
diviseur strictement a` croisements normaux, en vertu de [dJ96, 4.1]. On prend W0 = X
′
0.
Le cas ou` X est inte`gre et U = ∅ en re´sulte : appliquer le cas pre´ce´dent a` X et la partie
ouverte X pour obtenir r0, et puis prendre W0 = ∅.
Dans le cas ge´ne´ral, soient Xα les sche´mas re´duits associe´s aux composantes irre´duc-
tibles de X, a :
∐
Xα → X le morphisme canonique. Alors a est fini et surjectif. Pour
chaque α, appliquons (i) a` Xα et U ×X Xα, on obtient φα : (Xα)′0 → Xα propre surjectif
avec (Xα)
′
0 re´gulier et un sous-sche´ma ouvert ferme´ Wα de (Xα)
′
0 contenant l’image in-
verse Uα de U tels que Uα soit le comple´mentaire dans Wα d’un diviseur strictement a`
croisements normaux. Posons X′0 =
∐
(Xα)
′
0, r0 = a ◦
∐ φα, W0 = ∐Wα. Alors r0 et W0
satisfont aux conditions de (i).
(ii) Cas F parfait. On fait une re´currence sur n. Lorsque n = 0, (ii) de´ge´ne`re en (i).
Supposons donne´ un hyperrecouvrement n-tronque´ r• : X
′
• → X ve´rifiant les conditions
de (ii). On applique (i) au X-sche´ma (cosqnX
′
•)n+1 et l’image inverse de U. On obtientβ : N → (cosqnX′•)n+1 propre surjectif avec N lisse sur Spec F et un sous-sche´ma ouvert
ferme´ W de N tels que l’image inverse de U dans N soit le comple´mentaire d’un diviseur
strictement a` croisements normaux relativement a` Spec F dans W. L’hyperrecouvrement
propre (n + 1)-tronque´ s-scinde´ associe´ au triplet (X′•,N, β) [SGA4, Vbis 5.1.3] ve´rifie les
conditions de (ii) pour n+ 1.
Cas ge´ne´ral. On prend une cloˆture parfaite F de F et applique (ii) a` F, XF et UF.
L’hyperrecouvrement tronque´ et les diviseurs strictement a` croisements normaux obtenus
se descendent a` une sous-extension finie F′ de F.
4.2. De´monstration de (2.5.1). Il faut montrer que pour un Ql-faisceau constructible G
sur X, entier, Rf∗G est entier.
On fait une re´currence sur d = dimX. Le cas d ≤ 0 est trivial.
Soit d ≥ 1. Choisissons un ouvert affine U
j
→֒ X tel que G|U soit lisse et que son
comple´mentaire Z
i
→֒ X soit de dimension < d. Le triangle distingue´
i∗Ri
!G → G → Rj∗j
∗G →
induit le triangle distingue´
R(fi)∗Ri
!G → Rf∗G → R(fj)∗j
∗G → .
Compte tenu de l’hypothe`se de re´currence, il suffit de voir que Rj∗j
∗G et R(fj)∗j
∗G sont
entiers. Il suffit donc de ve´rifier le the´ore`me sous l’hypothe`se additionnelle que X est se´pare´
et G lisse.
On a G ≃ (GO⊗O E)⊗EQl avec GO lisse. Soit p : X′ → X un reveˆtement e´tale surjectif
qui trivialise GO⊗O (O/m), ou` m est l’ide´al maximal de O. Le faisceau G est facteur direct
de p∗p
∗G, de sorte qu’il suffit de voir l’inte´gralite´ de R(fp)∗p∗G. Donc il suffit de ve´rifier
le the´ore`me sous l’hypothe`se additionnelle que X est se´pare´ et
4.2.1 G ≃ (GO ⊗O E)⊗E Ql avec GO ⊗O (O/m) constant.
On factorise f en X
j
→֒ Z
g
−→ Y, ou` j est une immersion ouverte, g est un morphisme
propre. Comme Rg∗ pre´serve l’inte´gralite´ en vertu du the´ore`me de Deligne-Esnault (2.4.1),
il suffit de prouver l’inte´gralite´ de Rj∗G. On est donc ramene´ a` de´montrer (2.5.1) pour j
et G. Pour cela, on peut supposer Z affine, donc se´pare´.
Soit i ≥ 0. On applique 4.1 (ii) a` j et n = i+1. Quitte a` changer les notations, on peut
supposer que l’extension radicielle de loc. cit. est triviale. On obtient un carre´ carte´sien
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(de sche´mas simpliciaux (i + 1)-tronque´s)
X′•
  j
′
• //
s•

Z′•
r•

X
  j // Z
ou` r• est un hyperrecouvrement propre (i + 1)-tronque´ s-scinde´, Z
′
m lisse sur η, j′m une
immersion ouverte faisant de X′m le comple´mentaire d’un diviseur a` croisements normaux
relativement a` η dans une partie ouverte ferme´e de Z′m, 0 ≤ m ≤ i+1. D’apre`s la descente
cohomologique,
τ≤iRj∗G ≃ τ≤iRj∗Rs•∗s
∗
•G = τ≤iRr•∗Rj
′
•∗s
∗
•G.
Comme Rr•∗ pre´serve l’inte´gralite´ (2.4.1), il suffit de voir l’inte´gralite´ des Rj
′
m∗s
∗
mG, 0 ≤
m ≤ i. Or s∗mG satisfait encore a` 4.2.1, donc est mode´re´ment ramifie´ sur Z
′
m. Il suffit alors
d’appliquer 3.8.
Proposition 4.3. Soient X un sche´ma re´gulier se´pare´ de type fini sur η, purement de
dimension 1, aX : X → η, G un Ql-faisceau lisse sur X, entier inverse. Alors R1aX!G est
1-entier inverse.
De´monstration. On peut supposer que G ≃ (GO⊗OE)⊗EQl, avec GO lisse. Pour p : X′ → X
un reveˆtement e´tale surjectif qui trivialise GO⊗O (O/m), G est un facteur direct de p∗p
∗G.
Ceci permet de supposer GO ⊗O O/m constant. On a
Dη(R
1aX!G) ≃ H
−1(DηRaX!G) ≃ H
−1(RaX∗Gˇ(1)[2]) = R
1aX∗Gˇ(1).
Soit j : X →֒ P une compactification re´gulie`re de X. De aX = aP ◦ j on de´duit une suite
spectrale
Epq2 = R
paP∗R
qj∗Gˇ ⇒ R
p+qaX∗Gˇ.
D’apre`s 3.8 et 3.4, R0aP∗R
1j∗Gˇ est entier. D’autre part, R1aP∗R0j∗Gˇ est un quotient de
R1aP∗j!Gˇ, donc entier en vertu de (2.4.1). Donc R1aX∗Gˇ est entier, R1aX!G est 1-entier
inverse.
De´monstration de 2.4. Comme on a de´ja` remarque´, le cas « entier » ((2.4.1) et (2.4.2))
de 2.4 est de´montre´ dans [DE06, 0.2]. Supposons maintenant F entier inverse. On peut
supposer Y = η, f = aX.
Traitons d’abord le cas X = A1η. Soient j : U →֒ X un ouvert dense tel que F|U soit
lisse, i : Z →֒ X le ferme´ comple´mentaire. La suite exacte
0→ j!j
∗F → F → i∗i
∗F → 0
donne le triangle distingue´
RaU!(F|U)→ RaX!F → RaZ!(F|Z)→ .
D’apre`s 3.4, RaZ!(F|Z) est entier inverse, R0aU!(F|U) est entier inverse, R2aU!(F|U) est
1-entier inverse. D’apre`s 4.3, R1aU!(F|U) est 1-entier inverse. Donc RaX!F est I-entier
inverse et 1-entier inverse.
Pour le cas ge´ne´ral, proce´dons par re´currence sur n. Le cas n ≤ 0 est trivial. Soit
n ≥ 1. D’apre`s le lemme de normalisation, il existe j : U →֒ X un ouvert dense de X
et un morphisme f : U → Y = A1η a` fibres de dimension ≤ n − 1. Soit i : Z →֒ X le
comple´mentaire de U. Alors Z est de dimension ≤ n− 1. La suite exacte
0→ j!j
∗F → F → i∗i
∗F → 0
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donne le triangle distingue´
RaU!(F|U)→ RaX!F → RaZ!(F|Z)→ .
Par l’hypothe`se de re´currence, RaZ!(F|Z) est I-entier inverse et (n − 1)-entier inverse. Il
suffit donc de ve´rifier la proposition pour F|U. Ceci re´sulte de la suite spectrale
Epq2 = R
paY!R
qf!(F|U)⇒ R
p+qaU!(F|U),
de l’hypothe`se de re´currence applique´e aux fibres de f et du cas d’une droite affine de´ja`
traite´.
La proposition suivante est un analogue de 3.6.
Proposition 4.4. Soient X un sche´ma re´gulier de type fini sur η de dimension 1, D un
diviseur positif re´gulier. Posons U = X−D, j : U →֒ X. Soit G un Ql-faisceau lisse sur U,
entier inverse, mode´re´ment ramifie´ sur X. Alors Rj∗G est I-entier inverse.
De´monstration. Comme Gˇ est lisse, mode´re´ment ramifie´ sur X, entier, Rj∗Gˇ est I-entier
en vertu de 3.8. Soit i : D →֒ X. D’apre`s la dualite´ locale en dimension 1, i∗R1j∗G ≃
(i∗j∗Gˇ)∨(−1) est 1-entier inverse, i∗j∗G ≃ (i∗R1j∗Gˇ)∨(−1) est entier inverse.
La proposition suivante est un analogue de 3.8.
Proposition 4.5. Soient X un sche´ma de type fini sur η, D un diviseur a` croisements
normaux. Posons U = X−D, j : U →֒ X. Soit G un Ql-faisceau lisse sur U, entier inverse,
mode´re´ment ramifie´ sur X. Alors Rj∗G est I-entier inverse.
On de´duit 4.5 de 4.4 de la meˆme manie`re qu’on a de´duit 3.8 de 3.6.
On de´duit (2.5.3) de 4.5 de la meˆme manie`re qu’on a de´duit (2.5.1) de 3.8 en 4.2.
Remarque 4.6. L’assertion (2.6.1) (resp. (2.6.3)) pour f une immersion ferme´e de´coule
de ce qui pre´ce`de. En effet, soient j : Y−X →֒ Y l’ouvert comple´mentaire, K ∈ Dbc(Y,Ql)
entier (resp. I-entier inverse). On a le triangle distingue´
Rf !K→ f∗K→ f∗Rj∗j
∗K→ .
En appliquant (2.5.1) (resp. (2.5.3)) a` j, on obtient que f∗Rj∗j
∗K est entier (resp. I-entier
inverse), donc f∗Rj∗j
∗K[−1] l’est aussi (resp. (I − 1)-entier inverse). Or f∗K est entier
(resp. I-entier inverse). On en conclut que Rf !K l’est aussi. Cette de´monstration donne un
peu plus dans le cas entier inverse : pour K ∈ Modc(Y,Ql)ent−1 , R
af !K est (a− 1)-entier
inverse, a ≥ 1.
4.7. De´monstration de 2.7. On peut supposer X re´duit. On fait une re´currence sur dX.
Le cas dX ≤ 0 est trivial. Pour dX ≥ 1, il suffit de montrer que pour K ∈ Modc(X,Ql)
entier (resp. entier inverse), DK est entier inverse et (I + dX)-entier inverse (resp. I-entier
et −dX-entier et Ha(DK) est (a+1)-entier, −dX ≤ a ≤ −1). Prenons un ouvert j : U →֒ X
re´gulier purement de dimension dX tel que le comple´mentaire i : V →֒ X soit de dimension
< dX et que K|U soit lisse. Alors D(j∗K) ≃ (j∗K)∨(dX)[2dX].
On a le triangle distingue´
(4.7.1) i∗D(i
∗K)→ DK→ Rj∗D(j
∗K)→ .
D’apre`s (2.5.3) (resp. (2.5.1)), Rj∗D(j
∗K) est (I + dX)-entier inverse (resp. −dX-entier).
D’apre`s l’hypothe`se de re´currence, i∗D(i
∗K) l’est aussi. Donc DK est (I+dX)-entier inverse
(resp. −dX-entier).
On a le triangle distingue´
j!D(j
∗K)→ DK→ i∗D(Ri
!K)→ .
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Le terme j!D(j
∗K) ∈ D[−2dX,−2dX] est entier inverse (resp. I-entier). D’apre`s 4.6, Ri!K est
entier (resp. R0i!K est entier inverse et Rai!K est (a − 1)-entier inverse, a ≥ 1). D’apre`s
l’hypothe`se de re´currence, D(Ri!K) est entier inverse (resp. H0(D(Ri!K)) est entier et
Ha(D(Ri!K)) est (a+ 1)-entier, a ≤ −1, en vertu de la suite spectrale
Epq2 = H
p(D(R−qi!K))⇒ Hp+q(DRi!K)).
Donc DK est entier inverse (resp. I-entier etHa(DK) est (a+1)-entier,−dX ≤ a ≤ −1).
De´monstration de 2.5. Les assertions (2.5.1) et (2.5.3) sont de´ja` de´montre´es en 4.2 et 4.5.
Si f est se´pare´, alors (2.5.2) et (2.5.4) de´coulent de 2.4 et 2.7 : Rf∗ ≃ DYRf!DX induit
Dbc(X)I-ent
DX−−→ Dbc(X)
◦
(I+dX)-ent−1
Rf!−−→ Dbc(Y)
◦
(I+dX)-ent−1
DY−−→ Dbc(Y)(I−dX)-ent,
Dbc(X)ent−1
DX−−→ Dbc(X)
◦
−dX-ent
Rf!−−→ Dbc(Y)
◦
−dX-ent
DY−−→ Dbc(Y)dX-ent−1 .
Il reste a` montrer (2.5.4) sans supposer f se´pare´. Pour cela, prenons un recouvrement
ouvert affine W → X. Soit g• : cosq0(W/X)• → X. Alors Rf∗ ≃ Rf∗Rg•∗g
∗
• , et il suffit
d’appliquer le re´sultat du cas se´pare´.
Remarque. Les assertions (2.6.2) et (2.6.4) de´coulent de 2.7 : Rf ! ≃ DXf∗DY induit
Dbc(Y)I-ent
DY−−→ Dbc(Y)
◦
(I+dY)-ent−1
f∗
−→ Dbc(X)
◦
(I+dY)-ent−1
DX−−→ Dbc(X)(I−dY)-ent,
Dbc(Y)ent−1
DY−−→ Dbc(Y)
◦
−dY-ent
f∗
−→ Dbc(X)
◦
−dY-ent
DX−−→ Dbc(X)dY-ent−1 .
Dans le cas f quasi-fini, on peut ame´liorer (2.5.2) comme suit.
Proposition 4.8. Soit f : X→ Y un morphisme quasi-fini se´pare´ de sche´mas de type fini
sur η avec dX = dimX ≥ 1. Alors Rf∗ envoie Dbc(X,Ql)I-ent dans Dbc(Y,Ql)(I+1−dX)-ent.
De´monstration. Par le the´ore`me principal de Zariski, on peut supposer que f est une
immersion ouverte dominante. Soit K ∈ Modc(X,Ql) entier. On a le triangle distingue´
i∗Ri
!f!K→ f!K→ Rf∗K→,
ou` i : Y −X →֒ Y est le ferme´ comple´mentaire. Il suffit donc d’appliquer (2.6.2).
La proposition suivante ge´ne´ralise [DE06, 0.4].
Proposition 4.9. Soient i : X →֒ Y une immersion de sche´mas de type fini sur η avec
Y re´gulier, dY = dimY, dc = codim(X,Y), G ∈Modc(Y,Ql) entier (resp. entier inverse)
lisse. Soit ε : Z→ Q une fonction ve´rifiant
ε(a) =

dc si 2dc ≤ a < dc + dY,
a+ 1− dY si dc + dY ≤ a < 2dY,
dY si a = 2dY.
Alors Ri!G est ε-entier (resp. (I− dc)-entier inverse).
De´monstration. On va montrer que pour toute partie ferme´e W de X, Ri!WG est ε-entier
(resp. (I− dc)-entier inverse), ou` iW : W →֒ Y. Ici on a muni W de la structure de sche´ma
re´duit induite. On fait une re´currence noethe´rienne. Le cas W = ∅ est trivial. Pour W 6= ∅,
on prend un ouvert re´gulier irre´ductible j : U →֒W. Soit iZ : Z →֒W son comple´mentaire.
On a le triangle distingue´
iZ∗Ri
!
ZRi
!
WG → Ri
!
WG → Rj∗j
∗Ri!WG → .
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D’apre`s 3.2, j∗Ri!WG = R(iWj)
!G ≃ G(−d)[−2d], ou` d = codim(U,Y) ≥ dc. Si dU =
dimU = 0, alors Rj∗j
∗Ri!WG est ε-entier car ε(2d) ≤ d ; si dU ≥ 1, alors d’apre`s (2.5.1)
et 4.8, Rj∗j
∗Ri!WG est d-entier et (I + 1 − d − dU)-entier, donc ε-entier, compte tenu du
fait que d + dU ≤ dY. (Resp. d’apre`s (2.5.3), Rj∗j∗Ri!WG est (I − d)-entier inverse, donc
(I − dc)-entier inverse.) D’apre`s l’hypothe`se de re´currence, Ri!ZRi
!
WG = R(iWiZ)
!G est
ε-entier (resp. (I− dc)-entier inverse). Donc Ri!WG l’est aussi.
4.10. De´monstration de 2.6. Les assertions (2.6.2) et (2.6.4) sont traite´es plus haut. Pour
le reste, on fait une re´currence sur dY. Le cas dY < 0 est clair. Pour dY ≥ 0, on peut
supposer Y re´duit. Soit G ∈ Modc(Y,Ql) entier (resp. entier inverse). Il existe un ouvert
re´gulier U de Y de comple´mentaire W de dimension ≤ dY − 1 tel que G|U soit lisse. On
conside`re le diagramme a` carre´s carte´siens
XU
fU

  j
′
// X
f

XW
fW

? _
i′oo
U
  j // Y W?
_ioo
On a le triangle distingue´
(4.10.1) i′∗Rf
!
WRi
!G → Rf !G → Rj′∗Rf
!
Uj
∗G → .
D’apre`s 4.6, Ri!G est entier (resp. I-entier inverse), donc Rf !WRi
!G est −dr-entier (resp.
(I+dr)-entier inverse) en vertu de l’hypothe`se de re´currence. Il reste a` conside´rer Rf
!
U(G|U).
Il suffit de montrer que pour Y re´gulier et G ∈Modc(Y,Ql) entier (resp. entier inverse)
lisse, Rf !G est −dr-entier (resp. (I + dr)-entier inverse). Le proble`me e´tant local sur Y,
on peut supposer Y irre´ductible et que f se factorise en X
iX
→֒ AnY
p
−→ Y, ou` iX est une
immersion ferme´e. AnY est irre´ductible [EGAIV, 4.5.8], donc bie´quidimensionnel [EGAIV,
5.2.1], donc codim(X,AnY) = n + dY − dX ≥ n − dr, car dX ≤ dY + dr. Il suffit donc
d’appliquer 4.9 a` iX et Rp
!G[−2n] = p∗G(n).
4.11. De´monstration de 2.8. Les assertions (2.8.2) et (2.8.4) de´coulent de 2.7 :
RHomX(−,−) ≃ DX(− ⊗DX−)
induit
Dbc(X)
◦
I-ent−1 ×D
b
c(X)I-ent
(id,DX)
−−−−−→Dbc(X)
◦
I-ent−1 ×D
b
c(X)
◦
(I+dX)-ent−1
⊗
−→ Dbc(X)
◦
(I+dX)-ent−1
DX−−→ Dbc(X)(I−dX)-ent,
Dbc(X)
◦
ent ×D
b
c(X)ent−1
(id,DX)
−−−−−→Dbc(X)
◦
ent ×D
b
c(X)
◦
−dX-ent
⊗
−→ Dbc(X)
◦
−dX-ent
DX−−→ Dbc(X)dX-ent−1 .
Pour le reste, il suffit de montrer que pour K,L ∈ Modc(X,Ql), K entier inverse, L entier
(resp. K entier, L entier inverse), RHom(K,L) est entier (resp. I-entier inverse). Par de´-
vissage de K, on se rame`ne a` supposer K de la forme j!G, ou` j : Y →֒ X une immersion,
G ∈Modc(Y,Ql) entier inverse (resp. entier) lisse. Alors
RHomX(j!G,L) ≃ Rj∗RHomY(G,Rj
!L).
Il suffit d’appliquer (2.6.1) et (2.5.1) (resp. (2.6.3) et (2.5.3)).
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5 Variantes et cycles proches
Variante 5.1. Soient k un corps fini, l un nombre premier 6= car(k). Soit X un sche´ma de
type fini sur k. Soit r ∈ Q. On fixe un plongement ι : Q→ Ql. On dit qu’un Ql-faisceau F
est r-entier (resp. r-entier inverse) si pour tout point ge´ome´trique x¯ au-dessus d’un point
ferme´ x de X, et toute valeur propre α du Frobenius ge´ome´trique Fx ∈ Gal(κ(x¯)/κ(x))
agissant sur Fx¯, α/ι(qr) (resp. ι(qr)/α) est entier sur Z, ou` q = ♯κ(x). Cette de´finition ne
de´pend pas du choix de ι. On de´finit l’inte´gralite´ pour K ∈ Dbc(X,Ql) de manie`re analogue
a` 2.2.
On a des re´sultats similaires pour les diverses ope´rations : 2.4 a` 2.8, 3.8, 4.8, 4.9.
Le cas entier de l’analogue de 2.4 est un the´ore`me de Deligne [SGA7, XXI 5.2.2]. Les
de´monstrations des autres re´sultats sont similaires a` celles donne´es aux §§ 3 et 4.
Variante 5.2. Soient R un anneau de valuation discre`te hense´lien excellent de corps
re´siduel fini k = Fpν , K son corps des fractions, S = SpecR, η = SpecK, s = Spec k.
Soit X un sche´ma de type fini sur s. On a un topos X×s η [SGA7, XIII 1.2.4]. Rappelons
qu’un faisceau d’ensembles sur X×s η est un faisceau sur Xs¯ muni d’une action continue
[ibid., 1.1.2] de Gal(K/K), compatible a` l’action de Gal(K/K) sur Xs¯ (via Gal(K/K) →
Gal(k¯/k)). Fixons un nombre premier l 6= p. Soit F ∈ Modc(X ×s η,Ql). Pour x ∈ X,
soit Φx ∈ Gal(k¯/κ(x))×Gal(k¯/k) Gal(K/K) un rele`vement du Frobenius ge´ome´trique Fx ∈
Gal(k¯/κ(x)). D’apre`s le the´ore`me de monodromie locale, les valeurs propres de Φx agissant
sur Fx¯ sont bien de´finies a` multiplication pre`s par des racines de l’unite´. Soit r ∈ Q. On
fixe ι : Q→ Ql. On dit que F est r-entier (resp. r-entier inverse) si pour tout x ∈ |X| et
toute valeur propre α de Φx agissant sur Fx¯, α/ι(qr) (resp. ι(qr)/α) est entier sur Z, ou`
q = ♯κ(x). Cette de´finition ne de´pend pas des choix de Φx et de ι. On de´finit l’inte´gralite´
pour K ∈ Dbc(X×s η,Ql) de manie`re analogue a` 2.2.
Toute section continue σ de Gal(K/K)→ Gal(k¯/k) induit un foncteur exact
σ∗ : Dbc(X×s η,Ql)→ Dbc(X,Ql).
Un complexe K ∈ Dbc(X×s η,Ql) est ε-entier (resp. ε-entier inverse) si et seulement si σ∗K
l’est. Comme σ∗ commute aux six ope´rations et a` la dualite´, on de´duit de 5.1 des re´sultats
similaires pour ces ope´rations : 2.4 a` 2.8, 3.8, 4.8, 4.9.
Soient S, η, s, l comme dans 5.2. Le re´sultat principal de ce § est le suivant.
The´ore`me 5.3. Soit X un sche´ma de type fini sur S. Le foncteur des cycles proches
RΨX : D
b
c(Xη,Ql)→ D
b
c(Xs ×s η,Ql)
induit
Dbc(Xη,Ql)ent → D
b
c(Xs ×s η,Ql)ent,
Dbc(Xη,Ql)I-ent−1 → D
b
c(Xs ×s η,Ql)I-ent−1 .
5.4. Soient S = SpecR un trait hense´lien quelconque, η son point ge´ne´rique, s son point
ferme´. On va garder ces notations jusqu’en 5.7.
De´finition 5.5. (a) Soient X un S-sche´ma de type fini, Z une partie ferme´e contenant Xs.
On dit que le couple (X,Z) est semi-stable si, localement pour la topologie e´tale, il est de
la forme
(SpecR[t1, . . . , tn]/(t1 . . . tr − pi),Z),
ou` pi est une uniformisante de R, Z est de´fini par l’ide´al (t1 . . . ts), 1 ≤ r ≤ s ≤ n. Le couple
est dit strictement semi-stable s’il est semi-stable et si Z est la somme d’une famille finie
de diviseurs re´guliers de X.
14
(b) Soit X un S-sche´ma de type fini. On dit que X est strictement semi-stable si (X,Xs)
est un couple strictement semi-stable.
Soit (X,Z) un couple strictement semi-stable avec Z =
∑
i∈IDi, (Di)i∈I une famille finie
de diviseurs re´guliers. Alors Xs =
⋃
i∈I−JDi, ou` J = {i ∈ I |Di 6⊂ Xs }. Soit H =
⋃
j∈JDj
la re´union des composantes horizontales. Alors Z = Xs ∪ H.
Nous e´tablirons d’abord 5.3 dans le cas semi-stable. Nous aurons besoin pour cela des
points (ii) et (iii) du lemme suivant (la partie (i) est utilise´e dans la preuve de (ii)) :
Lemme 5.6. Soient (X,Z) un couple strictement semi-stable sur S, Z =
∑
i∈IDi avec
(Di)i∈I une famille finie de diviseurs re´guliers, J comme plus haut, U = X−Z, u l’inclusion
U →֒ Xη, Λ = Z/mZ avec m inversible sur S, G ∈ Modc(U,Λ) localement constant,
mode´re´ment ramifie´ sur X.
(i) Soient i ∈ J, U(i) = X −
⋃
h∈I−{i}Dh, Di,U(i) = Di ×X U(i), d’ou` un diagramme a`
carre´s carte´siens
Di,U(i)
 
j′(i) //
ι′i

(Di)η
  //
(ιi)η

Di
ιi

(Di)soo
(ιi)s

U
  j
(i)
//
u
55U(i)
 
j(i) // Xη
  // X Xsoo
Alors la fle`che
(5.6.1) α : (ιi)
∗
sRΨXRj(i)∗(Rj
(i)
∗ G)→ RΨDiRj
′
(i)∗ι
′
i
∗
(Rj
(i)
∗ G)
compose´e de (ιi)∗sRΨX(Ru∗G) → RΨDi(ιi)
∗
η(Ru∗G) [SGA7, XIII (2.1.7.2)] et du change-
ment de base RΨDi(ιi)
∗
ηRj(i)∗(Rj
(i)
∗ G)→ RΨDiRj
′
(i)∗ι
′
i
∗
(Rj
(i)
∗ G) est un isomorphisme.
(ii) Soient i ∈ I − J, U(i), Di,U(i) comme plus haut, d’ou` un diagramme a` carre´s
carte´siens
U
  //
 _
u

U(i) _

Di,U(i)oo  _
j′(i)

Di
(ιi)s

Xη
  // X Xsoo
Alors RΨU(i)G ≃ ΨU(i)G ∈ Modc(Di,U(i) ×s η,Λ) est lisse, mode´re´ment ramifie´ sur Di, et
le morphisme
(5.6.2) β : (ιi)∗sRΨXRu∗G → Rj′(i)∗RΨU(i)G
de´duit de RΨXRu∗G → (ιi)s∗Rj′(i)∗RΨU(i)G [SGA7, XIII (2.1.7.1)] est un isomorphisme.
(iii) Supposons que J = ∅. Soit f : Y → X un morphisme de sche´mas tel que Y soit
un S-sche´ma strictement semi-stable avec (f−1(Di))i∈I une famille de diviseurs re´guliers
de Y. Alors le morphisme
(5.6.3) γ : f∗sRΨXG → RΨYf∗ηG
[SGA7, XIII (2.1.7.2)] est un isomorphisme.
Le point (ii) est une ge´ne´ralisation partielle de [Ill02, 1.5 (a)].
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De´monstration. On remplace tout d’abord le premier e´nonce´ de (ii) par l’assertion que les
faisceaux RqΨU(i)G, q ∈ Z sont lisses, mode´re´ment ramifie´s sur Di. L’annulation des cycles
proches supe´rieures re´sultera de (iii).
La question est locale sur X. Soit y un point de Xs. On peut supposer que y ∈ Dj pour
tout j ∈ I. Soit pi une uniformisante de R. Il existe un ouvert de X contenant y, lisse sur
SpecR[tj ]j∈I/(
∏
j∈I−J
tj − pi)
avec tj de´finissant Dj . En vertu du lemme d’Abhyankar, il existe, au voisinage de y,
un reveˆtement fini g : X˜ = X[Tj ]j∈I/(T
n
j − tj)j∈I → X ou` n est un entier premier a`
l’exposant caracte´ristique de s, tel que (g|U)∗G se prolonge en un Λ-module localement
constant constructible sur X˜. Comme G s’injecte dans (g|U)∗(g|U)∗G et le quotient G1 est
mode´re´ment ramifie´ sur X, on peut ite´rer cette construction. Pour tout N ≥ 1, on obtient,
quitte a` re´tre´cir X, une re´solution
G → (g|U)∗(g|U)
∗G → (g1|U)∗(g1|U)
∗G1 → · · · → (gN|U)∗(gN|U)
∗GN.
Donc on est ramene´ a` montrer le lemme pour le faisceau (g|U)∗(g|U)∗G.
Soient R1 l’anneau obtenu en adjoignant a` R les n-ie`mes racines de l’unite´, R
′ =
R1[Π]/(Π
n − pi), S′ = SpecR′. Comme RΨ commute au changement de traits S′ → S
[SGA4 12 , Th. finitude, 3.7], il suffit de montrer le lemme pour ((g|U)∗(g|U)
∗G)S′ ≃
(gS′ |US′)∗(gS′ |US′)
∗GS′ . Or XS′ =
∐
ζ Xζ, ou` Xζ est lisse sur
Spec R[Tj ]j∈J/(
∏
j∈I−J
Tj − ζ · Π),
ζ parcourt les n-ie`mes racines de l’unite´. Donc (XS′ , g−1S′ (ZS′)red) est un couple strictement
semi-stable avec (g−1S′ (Di,S′)red)i∈I une famille de diviseurs re´guliers.
On peut alors se ramener a` montrer le lemme pour un faisceau G qui se prolonge en
un Λ-module localement constant constructible sur X, puis au cas G = ΛU par la formule
de projection.
L’assertion (iii) de´coule alors de la fonctorialite´ de [Ill04, 3.3]. Plus pre´cise´ment, on a
les diagrammes commutatifs
∧qf∗sR
1ΨXΛXη
∼ //
∧qH1γ

f∗sR
qΨXΛXη
Hqγ

∧qR1ΨYf∗ηΛXη
∼ // RqΨYf∗ηΛXη
et
0 // f∗sΛXs(−1) //
≃

f∗s ι
∗
XR
1jX∗ΛXη //
3.7(ii)≃

f∗sR
1ΨXΛXη
H1γ

// 0
0 // ΛYs(−1) // ι
∗
YR
1jY∗f
∗
ηΛXη // R
1ΨYf
∗
ηΛXη // 0
ou` jX : Xη →֒ X, jY : Yη →֒ Y, ιX : Xs → X, ιY : Ys → Y. Les lignes du deuxie`me
diagramme sont des suites exactes courtes et le carre´ a` gauche est donne´ par le diagramme
commutatif
f∗sΛXs(−1)
d //
≃

f∗s
⊕
i∈I ΛXi(−1) c
∼ //
≃

f∗s i
∗
XR
1jX∗ΛXη

ΛYs(−1)
d //
⊕
i∈I ΛYi(−1)
∼
c
// i∗YR
1jY∗f
∗
ηΛXη
16
ou` les fle`ches marque´es d sont des diagonales et celles marque´es c sont induites par les
classes des diviseurs re´guliers.
(i) Il s’agit de montrer l’assertion suivante :
(A) Le morphisme de foncteurs
(5.6.4) (ιi)
∗
sRΨXRj(i)∗ → RΨDiRj
′
(i)∗ι
′
i
∗
induit un isomorphisme sur Rj
(i)
∗ ΛU.
On a un triangle distingue´
(ι′i)∗ΛDi,U(i) (−1)[−2]→ ΛU(i) → Rj
(i)
∗ ΛU → .
Comme (5.6.4) induit trivialement un isomorphisme sur le premier terme, (A) e´quivaut a`
(B) Le morphisme (5.6.4)ΛU(i)
(5.6.5) (ιi)
∗
sRΨXRj(i)∗ΛU(i) → RΨDiRj
′
(i)∗ΛDi,U(i)
est un isomorphisme.
On montre ces e´nonce´s par re´currence sur ♯J ≥ 1. Le cas ♯J = 0 est vide.
Dans le cas ge´ne´ral, on montre d’abord que pour tout j ∈ J − {i}, (5.6.5)|(Dij)s est
un isomorphisme, ou` Dij = Di ∩ Dj . Soit U(ij) = X −
⋃
h∈I−{i,j}Dh. On conside`re le
diagramme commutatif
Di,U(i)
  j
′
1 //
ι′i

Di,U(ij)
  j2,i // (Di)η
  // Di
ιi

Dij,U(ij)
99ttttttttt

  j
′
2 //


 (Dij)η
  //

;;wwwwwwwww


 Dij
ιi,j

ιj,i
>>~~~~~~~~
ιij
  A
AA
AA
AA
A
U(i)
  j1 //_____ U(ij)
  j2 //__________ Xη
  //________ X
Dj,U(ij)
99t
t
t
t
t
  j2,j // (Dj)η
;;w
w
w
w
w
  // Dj
ιj
>>}}}}}}}}
D’apre`s [SGA4, XII 4.4 (i)], le compose´
(ιij)
∗
sRΨXR(j2j1)∗ΛU(i)
→(ιj,i)
∗
sRΨDiR(j2,ij
′
1)∗ΛDi,U(i) (5.6.5)|(Dij)s
∼
−→RΨDijRj
′
2∗((Rj
′
1∗ΛDi,U(i) )|Dij,U(ij) ) hypothe`se de re´currence (A)
est e´gal au compose´
(ιij)
∗
sRΨXR(j2j1)∗ΛU(i)
∼
−→(ιi,j)
∗
sRΨDjR(j2,j)∗((Rj1∗ΛU(i))|Dj,U(ij) ) hypothe`se de re´currence (A)
→RΨDijRj
′
2∗((Rj1∗ΛU(i))|Dij,U(ij) ) (∗)
∼
−→RΨDijRj
′
2∗((Rj
′
1∗ΛDi,U(i) )|Dij,U(ij) ) 3.7 (ii)
ou` (∗) est un morphisme de type (5.6.4) applique´ a` (Rj1∗ΛU(i))|Dj,U(ij) . On a le triangle
distingue´
ΛDj,U(ij) (−1)[−2]→ ΛDj,U(ij) → (Rj1∗ΛU(i))|Dj,U(ij) → .
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Donc l’hypothe`se de re´currence (B) implique que (∗) est un isomorphisme. Il en re´sulte
que (5.6.5)|(Dij)s est un isomorphisme.
Il reste a` montrer que (5.6.5)|(Vi)s est un isomorphisme, ou`
Vi = X−
⋃
h∈J−{i}
Dh.
Comme (Vi)η = U(i), j(i),Vi = idU(i) , ceci de´coule de (iii).
(ii) Comme U(i) est lisse sur S, RΨU(i)ΛU ≃ ΛDi,U(i) , donc est mode´re´ment ramifie´ sur
Di.
Pour montrer que β est un isomorphisme, traitons d’abord deux cas spe´ciaux : (a)
♯J = 0 ; (b) ♯(I− J) = ♯J = 1.
Dans le cas (a), on a U = Xη, jη = idXη . On pose D = Di, E =
⋃
j∈I−{i}Dj , D
∗ =
D−D ∩ E = Di,U(i) , d’ou` un diagramme commutatif
U
  j
(i)
// X− E _
j(i)

D∗
ι′ioo
 _
j′(i)

D
ιi
{{xx
xx
xx
xx
xx
(ιi)s

Xη
  j // X Xsoo
On a le carre´ commutatif
∧q(ιi)∗sR
1ΨXΛU
∼ //
∧qH1β

(ιi)∗sR
qΨXΛU
Hqβ

∧qR1j′(i)∗RΨU(i)ΛU // R
qj′(i)∗RΨU(i)ΛU
∧qR1j′(i)∗ΛD∗
≃
OO
∼ // Rqj′(i)∗ΛD∗
≃
OO
Donc il suffit de montrer que H1β est un isomorphisme.
On a le diagramme commutatif
ι∗iRj∗ΛU
p1 // (ιi)∗sRΨXΛU
β

ι∗iRj(i)∗ΛX−E
≃b1

r1 // ι∗iRj(i)∗Rj
(i)
∗ ΛU
b2

Rj′(i)∗ι
′∗
i ΛX−E
r2 //
∼
55
Rj′(i)∗ι
′∗
i Rj
(i)
∗ ΛU
p2 // Rj′(i)∗RΨX−EΛU
ou` b1, b2 sont des changements de base, r1, r2 sont induits par l’adjonction ΛX−E →
Rj
(i)
∗ ΛU. La fle`che b1 est un isomorphisme en vertu de 3.7 (ii). Le compose´ p2r2 est induit
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de l’isomorphisme ΛD∗
∼
−→ RΨX−EΛU, donc est un isomorphisme. On a
H1ι∗iRj(i)∗ΛX−E =
⊕
j∈I−{i}
(ιj,i)∗ΛDij ,
H1ι∗iRj∗ΛU = ΛD ⊕
⊕
j∈I−{i}
(ιj,i)∗ΛDij ,
H1(ιi)∗sRΨXΛU est le quotient de ΛD⊕
⊕
j∈I−{i}(ιj,i)∗ΛDij par ΛDi inclus diagonalement,
H1r1 est l’inclusion dans le second membre, H1p1 est la projection. Donc H1(p1r1) est un
isomorphisme. Il s’en suit que H1β est un isomorphisme. D’ou` (a).
Dans le cas (b), on a Di = Xs, (ιi)s = idXs , H = Dj ou` j est l’e´le´ment de J. On pose
V = U(i) = X−H, d’ou` un diagramme a` carre´s carte´siens
U _
u

  // V _
v

Vs _
vs

iVoo
Xη
  // X Xs
ioo
Hη
>>}}}}}}}
  // H
h
@@
Hs
>>}}}}}}}}
oo
On a le triangle distingue´
i∗Rv∗ΛV
β′
−→ RΨXRu∗ΛU → RΦXRv∗ΛV → .
On a
Rqv∗ΛV =

ΛX si q = 0,
h∗ΛH(−1) si q = 1,
0 sinon.
Donc RΦXR
qv∗ΛV = 0, pour tout q. Donc RΦXRv∗ΛV = 0, β′ est un isomorphisme. Par
ailleurs, on a le diagramme commutatif
i∗Rv∗ΛV
β′ //
≃3.7 (ii)

RΨXRu∗ΛU
β

Rvs∗i
∗
VΛV
∼ // Rvs∗RΨVΛU
Donc β est un isomorphisme. D’ou` (b).
Pour le cas ge´ne´ral, proce´dons par re´currence sur ♯J. Le cas ♯J = 0 est le cas (a) traite´
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plus haut. Supposons ♯J ≥ 1. Prenons j ∈ J, d’ou` un diagramme commutatif
U
  //
 _
j(j)

U(i) _

Di,U(i)oo  _
j1

U(j) _
  // U(ij) _
Di,U(ij)oo  _
j2

Dj,U(j) _
u′(j)

  //
ι′j
;;xxxxxxxxx










 Dj,U(ij) _

;;vvvvvvvvv










 Dij,U(ij)oo
ι′j,i
99ttttttttt
 _
j′2

Di
(ιi)s

Dij
(ιi,j)s

ιj,i
99sssssssssss
Xη
  //__________ X Xsoo_ _ _ _ _ _ _ _ _ _ _
(Dj)η
(ιj)η
;;w
w
w
w
w
  // Dj
ιj
::v
v
v
v
v
(Dj)soo
(ιj)s
99ssssssssss
On a un diagramme commutatif dans Dbc(Dij ×s η,Λ)
(†)
ι∗j,i(ιi)
∗
sRΨXRu∗ΛU
β1 // ι∗j,iRj2∗RΨU(ij)Rj
(j)
∗ ΛU
(b)
∼
//
chgt de base

ι∗j,iRj2j1∗RΨU(i)ΛU
3.7 (i)≃

(ιi,j)∗s(ιj)
∗
sRΨXRu∗ΛU
(i)≃

Rj′2∗ι
′
j,i
∗
RΨU(ij)Rj
(j)
∗ ΛU
(b)
∼
//
(i)≃

Rj′2∗ι
′
j,i
∗
Rj1∗RΨU(i)ΛU
(ιi,j)∗sRΨDjRu
′
(j)∗ι
′
j
∗
Rj
(j)
∗ ΛU
β2 // Rj′2∗RΨDj,U(ij) ι
′
j
∗
Rj∗ΛU
ou` β|Dij est le compose´ des deux fle`ches de la premie`re ligne de (†), β1 est induit par une
fle`che de type (5.6.2) et β2 est une fle`che de type (5.6.2). La commutativite´ du carre´ a`
droite est claire et celle du carre´ a` gauche se voit en appliquant 5.7 au carre´
Dj,U(ij) // _

U(ij) _

Dj // X
La fle`che β2 est un isomorphisme en vertu de l’hypothe`se de re´currence et du triangle
distingue´
ΛDj,U(j) (−1)[−2]→ ΛDj,U(j) → ι
′
j
∗
Rj∗ΛU → .
Donc β|Dij est un isomorphisme. Il reste a` montrer que β|(Di−Dij) est un isomorphisme,
ce qui re´sulte de l’hypothe`se de re´currence.
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Lemme 5.7. Soient
X′
h //
f ′

X
f

Y′
g // Y
un carre´ commutatif de S-sche´mas, Λ un anneau. Alors on a un diagramme commutatif
de foncteurs D+(Xη,Λ)→ D+(Y′s ×s η,Λ)
g∗sRfs∗RΨX // Rf
′
s∗h
∗
sRΨX
''PP
PPP
PPP
PPP
P
g∗sRΨYRfη∗
77oooooooooooo
''OO
OOO
OOO
OOO
O
Rf ′s∗RΨX′h
∗
η
RΨY′g
∗
ηRfη∗ // RΨY′Rf
′
η∗h
∗
η
77nnnnnnnnnnn
ou` les fle`ches horizontales sont des changements de base, les fle`ches montantes sont [SGA7,
XIII (2.1.7.1)], les fle`ches descendantes sont [ ibid., XIII (2.1.7.2)].
De´monstration. Soient K = κ(η), K une cloˆture se´parable de K, η¯ = SpecK, S le normalise´
de S dans η¯. On ajoute une barre au-dessus pour le changement de base S → S. On note
i : s¯ → S, j : η¯ → S. Il suffit de montrer la commutativite´ du diagramme de foncteurs
D+(Xη¯,Λ)→ D+(Y′s¯,Λ)
g∗s¯Rfs¯∗i
∗
XRjX∗ // Rf
′
s¯∗h
∗
s¯i
∗
XRjX∗
∼
GG
GG
GG
g∗s¯ i
∗
YRf¯∗RjX∗
;;wwwwww
∼
GG
GG
GG
Rf ′s¯∗i
∗
X′ h¯
∗RjX∗
##G
GG
GG
G
g∗s¯ i
∗
YRjY∗Rfη¯∗
∼ wwwwww
∼
GG
GG
GG
G
i∗Yg¯
∗Rf¯∗RjX∗ // i∗YRf
′
∗h¯
∗RjX∗
;;wwwwww
##G
GG
GG
G
Rf ′s¯∗i
∗
X′RjX′∗h
∗
η¯
i∗Y′ g¯
∗RjY∗Rfη¯∗
∼ wwwwww
##G
GG
GG
G
i∗Y′Rf
′
∗RjX′∗h
∗
η¯
;;wwwwww
i∗Y′RjY′∗g
∗
η¯Rfη¯∗ // i
∗
Y′RjY′∗Rf
′
η¯∗h
∗
η¯
∼ wwwwww
ou` toutes les fle`ches sont des changements de base. La commutativite´ de la cellule en haut
(resp. en bas) re´sulte de [SGA4, XII 4.4 (i)] (resp. [SGA4, XII 4.4 (ii)]). Les commutativite´s
des deux autres cellules sont triviales.
Proposition 5.8. Soient S comme dans 5.2, (X,Z) un couple semi-stable sur S, U = X−Z,
u : U → Xη, G ∈ Modc(U,Ql) entier (resp. entier inverse) lisse, mode´re´ment ramifie´
sur X. Alors RΨXRu∗G est I-entier (resp. I-entier inverse).
De´monstration. On peut supposer que (X,Z) est un couple strictement semi-stable sur S.
Traitons d’abord le cas particulier ou` Z est un diviseur re´gulier. Alors Z = Xs, U = Xη,
u = id, X est lisse sur S. Soit x ∈ |Xs|. Quitte a` faire un changement de traits e´tale,
on peut supposer que X → S admet une section σ tel que σ(s) = x. D’apre`s 5.6 (iii),
(RΨXG)x = σ∗sRΨXG ≃ RΨSσ
∗
ηG est I-entier (resp. I-entier inverse), car RΨS s’identifie a`
l’identite´.
Le cas ge´ne´ral de´coule de 5.6 (ii), du cas spe´cial ci-dessus, et de la variante 5.2 de 3.8
(resp. 4.5) au-dessus de s×s η.
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5.9. Pour la de´monstration de 5.3, nous aurons besoin du lemme 5.10 ci-apre`s, analogue
de 4.1.
Soient S un trait hense´lien excellent, X un S-sche´ma se´pare´ de type fini, U ⊂ Xη une
partie ouverte. Pour f : S′ → S un morphisme fini de traits et g : Y→ XS′ un morphisme
propre de sche´mas, on conside`re la condition suivante :
5.9.1 On a Y = Y1
∐
Y2, ou` Y1 est strictement semi-stable sur S
′, g−1(U) ⊂ Y2 et
(Y2,Y2 − g−1(U)) est un couple strictement semi-stable sur S′.
Lemme 5.10. (i) Il existe un morphisme fini de traits S′ → S et un morphisme propre
r0 : X
′
0 → XS′ de sche´mas ve´rifiant 5.9.1 (ou` Y = X
′
0) et tels que (r0)η surjectif.
(ii) Pour n ≥ 0, il existe un morphisme fini de traits f : S′ → S et une augmentation
de sche´ma simplicial n-tronque´ s-scinde´ r• : X
′
• → XS′ tels que pour 0 ≤ m ≤ n, f et rm
ve´rifient 5.9.1 (ou` Y = X′m) et que r•η soit un hyperrecouvrement propre n-tronque´.
De´monstration. (i) Cas X inte`gre et Xη ge´ome´triquement irre´ductible. Re´sulte de [dJ96,
6.5]. Notons que l’hypothe`se dans [ibid.] que S soit complet peut eˆtre remplace´e par l’ex-
cellence de S, voir [Zhe07, 3.8].
Cas ge´ne´ral. On peut supposer que les composantes irre´ductibles de Xη sont ge´ome´tri-
quement irre´ductibles. On fait une re´currence sur le nombre n de composantes irre´ductibles
de Xη.
Si n = 0, alors Xη est vide. On prend S
′ = S, X′0 = ∅. (i) est e´vident.
Pour n ≥ 1, on prend une composante irre´ductible U1 de Xη. Soit X1 l’adhe´rence
de U1 dans X. C’est une composante irre´ductible de X. Soit X2 la re´union des autres
composantes irre´ductibles de X. On munit X1 et X2 des structures de sche´ma re´duit
induites. (X2)η a n− 1 composantes irre´ductibles, qui sont ge´ome´triquement irre´ductibles.
On a un morphisme fini surjectif X1
∐
X2 → X. On applique (i) a` X1 et obtient S1 → S
et (X1)
′
0 → (X1)S1 . Il suffit alors d’appliquer l’hypothe`se de re´currence a` (X2)S1 .
(ii) On fait une re´currence sur n. Quand n = 0, (ii) de´ge´ne`re en (i). Supposons
donne´s Sn → S et r
(n)
• : X
(n)
• → XSn ve´rifiant (ii). On applique (i) au sche´ma
(cosqn(X
(n)
• /XSn))n+1 sur Sn (avec U remplace´ par son image inverse) et obtient un
morphisme fini de traits S′ → Sn et un morphisme β : N → (cosqn((X(n)• )S′/XS′))n+1
propre avec βη surjectif ve´rifiant 5.9.1. Alors le XS′ -sche´ma simplicial (n + 1)-tronque´
s-scinde´ r• : X
′
• → XS′ associe´ au triplet ((X
(n)
• )S′ ,N, β) ve´rifie les conditions de (ii) pour
n+ 1.
De´monstration de 5.3. La de´monstration est paralle`le a` celle de (2.5.1).
On fait une re´currence sur d = dimXη. Le cas d < 0 est trivial.
Soit d ≥ 0. Il faut montrer que pour G ∈ Modc(Xη,Ql) entier (resp. entier inverse),
RΨXG est entier (resp. I-entier inverse).
On peut supposer Xη re´duit. On peut supposer X affine, donc se´pare´. Choisissons
j : U →֒ Xη ouvert re´gulier tel que G|U soit lisse et que son comple´mentaire Z = Xη − U
soit de dimension < d. Soient Z l’adhe´rence de Z dans X, i : Z →֒ X. On a le triangle
distingue´
RΨXiη∗Ri
!
ηG → RΨXG → RΨXRj∗j
∗G → .
Comme RΨXiη∗Ri
!
η ≃ is∗RΨZRi
!
ηG est entier (resp. I-entier inverse) en vertu de l’hypo-
the`se de re´currence, il suffit de voir que RΨXRj∗j
∗G est entier (resp. I-entier inverse).
Soit H = j∗G. H ≃ (HO ⊗O E) ⊗E Ql avec HO lisse. Soit p : U
′ → U un reveˆtement
e´tale surjectif qui trivialise HO ⊗O (O/m), ou` m est l’ide´al maximal de O. H est facteur
direct de p∗p
∗H, de sorte qu’il suffit de voir l’inte´gralite´ (resp. la I-inte´gralite´ inverse) de
RΨXR(jp)∗p
∗H. On factorise le compose´ U′
jp
−→ Xη →֒ X en U′
j′
→֒ X′
g
−→ X ou` j′ est une
immersion ouverte et g propre.
RΨXR(jp)∗p
∗H ≃ Rgs∗RΨX′Rj
′
η∗p
∗H.
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Donc il suffit de ve´rifier que pour X un sche´ma se´pare´ de type fini sur S, j : U →֒ Xη
un ouvert et G ∈ Modc(U,Ql) entier (resp. entier inverse), G ≃ (GO ⊗O E) ⊗E Ql avec
GO ⊗O (O/m) constant, on a RΨXRj∗G entier (resp. I-entier inverse).
Soit i ≥ 0. On applique 5.10 (ii) a` j et n = i + 1. On obtient un morphisme fini de
traits f : S′ → S et un carre´ carte´sien de sche´mas simpliciaux (i+ 1)-tronque´s s-scinde´s
U′•
  //
s•

X′•
r•

US′
  // XS′
ou` s• est un hyperrecouvrement propre (i+ 1)-tronque´ et rm ve´rifie 5.9.1, 0 ≤ m ≤ i+ 1.
On note des changements de base de f encore par f .
f∗RΨX/SRj∗G ≃ RΨXS′/S′f
∗Rj∗G ≃ RΨXS′/S′RjS′∗GS′ ,
donc
τ≤if
∗RΨX/SRj∗G ≃ τ≤iRΨXS′/S′RjS′∗Rs•∗s
∗
•GS′
= τ≤iRΨXS′/S′Rr•η∗Rj
′
•∗s
∗
•GS′ ≃ τ≤iRr•s∗RΨRj
′
•∗s
∗
•GS′ .
Il suffit de voir que RΨX′m/S′Rj
′
m∗s
∗
mGS′ est entier (resp. I-entier inverse), 0 ≤ m ≤ i. Il
suffit alors d’appliquer 5.8 (ce qui est licite, car les s∗mGS′ sont mode´re´s).
Variante 5.11. Soient S, η, s, l comme dans 5.2. Soient X un sche´ma de type fini sur S,
F ∈ Modc(X,Ql). Pour r ∈ Q, F est dit r-entier (resp. r-entier inverse) si Fη et Fs le
sont. De meˆme pour les complexes. On prend δ(X) = max{dimXη + 1, dimXs}, DX =
RHom(−,Ra!XQl(1)[2]), ou` aX : X → S. On a les analogues de 2.4 a` 2.8, 4.8, 4.9, en
remplac¸ant dim par δ, dr par
max
y∈|Yη|∪|Ys|
dim f−1(y).
On a aussi un analogue de 3.8 en ajoutant l’hypothe`se que (X,D) est un couple semi-stable
sur S.
En effet, 2.4 pour S de´coule trivialement de 2.4 pour s et pour η. Pour l’analogue de 3.8,
soit F ∈ Modc(U,Ql) lisse, entier, mode´re´ment ramifie´ sur X. D’apre`s 3.8 pour η et 5.8,
Ru∗F et RΨXRu∗F sont I-entiers, ou` u : U →֒ Xη. Soit I = Ker(Gal(η¯/η)→ Gal(s¯/s)) le
groupe d’inertie. C’est une extension de Zˆp′(1) par un pro-p-groupe P. La suite spectrale
de Hochschild-Serre donne
Ep,q2 = H
p(I,RqΨXRu∗F)⇒ i
∗Rp+qj∗F ,
ou` i : Xs → X. Soit R
q
t = (R
qΨXRu∗F)P. Si σ est un ge´ne´rateur de Zˆp′(1), on a
E0,q2 = Ker(σ− 1,R
q
t ), E
1,q
2 = Coker(σ− 1,R
q
t )(−1),
et Ep,q2 = 0 pour p 6= 0, 1. Donc Rj∗F est I-entier.
Les re´sultats (2.5.1) et (2.5.3) pour S de´coulent de ces re´sultats pour s et pour η et de
5.3, en imitant les arguments dans [SGA4 12 , Th. finitude, 3.11, 3.12] comme suit. Le cas
spe´cial f = jY : Yη →֒ Y re´sulte de 5.3 et de la suite spectrale de Hochschild-Serre
Ep,q2 = H
p(I,RqΨY−)⇒ i
∗
YR
p+qjY∗−,
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ou` iY : Ys → Y. Traitons le cas ge´ne´ral. Soit L ∈ D
b
c(X,Ql) entier (resp. I-entier inverse).
Soient iX : Xs → X, jX : Xη →֒ X. On a les triangles distingue´s
iX∗Ri
!
XL→ L→ RjX∗j
∗
XL→,
R(fiX)∗Ri
!
XL→ Rf∗L→ R(fjX)∗j
∗
XL→ .
D’apre`s le cas spe´cial, RjX∗j
∗
XL est entier (resp. I-entier inverse), donc Ri
!
XL l’est aussi.
Comme fiX = iYfs, fjX = jYfη, on conclut en appliquant (2.5.1) (resp. (2.5.3)) pour s
et pour η et le cas spe´cial.
Une fois (2.5.1) et (2.5.3) e´tablis pour S, on peut refaire 4.6 a` 4.9 et 4.11, donnant la
de´monstration de 2.5 a` 2.8, sauf (2.6.1) et (2.6.3). Les re´sultats (2.6.1) et (2.6.3) pour S
de´coulent de leurs analogues pour s et pour η, en appliquant 4.6 pour S et (4.10.1) a`
U = Yη, W = Ys. Notons que (2.7.3) et (2.7.1) pour S peuvent aussi se de´duire de leurs
analogues pour s et pour η, en appliquant (4.7.1) a` U = Xη, V = Xs.
Variante 5.12. On peut remplacer les faisceaux usuels partout par des faisceaux de Weil
[Del80, 1.1.10]. Tous les re´sultats et les variantes qui pre´ce`dent restent valables.
Variante 5.13. Soit A un sous-anneau inte´gralement ferme´ de Ql. On pose
A−1 =
{
α ∈ Ql
× ∣∣α−1 ∈ A} .
On fixe un plongement ι : Q→ Ql. Avec les notation du § 1, pour r ∈ Q, un Ql-faisceau F
sur un sche´ma X de type fini sur η est dit r-A-entier (resp. r-A-entier inverse) si pour tout
x ∈ |X|, les valeurs propres de Φx sont dans ι(qr)A (resp. ι(qr)A−1), ou` q = ♯κ(x). Cette
de´finition ne de´pend pas des choix de Φx et de ι. On dit que F est A-entier (resp. A-entier
inverse) s’il est 0-A-entier (resp. 0-A-entier inverse). On de´finit aussi la A-inte´gralite´ des
complexes. Tous les re´sultats et les variantes restent valables pour ces notions.
Si A est de plus comple`tement inte´gralement clos [Bou85, V, § 1, no 4, de´f. 5] (en
particulier si A est la fermeture inte´grale d’un sous-anneau noethe´rien inte´gralement clos
de Ql [ibid., exerc. 14]), alors d’apre`s un lemme de Fatou [Ill06, 8.3], F est r-A-entier si et
seulement si pour tout x ∈ |X| et tout entier n ≥ 1, Tr(Φnx ,Fx¯) appartient a` ι(q
nr)A. Ce
crite`re n’a pas d’analogue pour les faisceaux entiers inverses.
Si on prend pour A la fermeture inte´grale de Z dans Ql, on retrouve la notion d’inte´-
gralite´ dans ce qui pre´ce`de.
Soit T un ensemble de nombres premiers. Si on prend pour A la fermeture inte´grale de
Z[1/t]t∈T dans Ql, on retrouve la notion de T-inte´gralite´ dans [SGA7, XXI 5] et [DE06].
6 Appendice : Inte´gralite´ sur les champs alge´briques
Soient K un corps fini de caracte´ristique p ou un corps local de caracte´ristique re´si-
duelle p, η = SpecK, l un nombre premier 6= p. Pour X un η-champ alge´brique [LMB00,
4.1] de type fini, on note Modc(X ,Ql) la cate´gorie des Ql-faisceaux constructibles sur
le site lisse-e´tale de X [ibid., 12.1 (i)]. On dispose, par [LO06], d’une cate´gorie triangu-
le´e Dc(X ,Ql) munie d’une t-structure de cœur Modc(X ,Ql). On e´crira Modc(X ) pour
Modc(X ,Ql) et Dc(X ) pour Dc(X ,Ql). On dispose d’un formalisme de six ope´rations :
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pour f : X → Y un morphisme de η-champs alge´briques de type fini,
DX : Dc(X )
◦ → Dc(X ),
−⊗− : D−c (X )×D
−
c (X )→ D
−
c (X ),
RHomX (−,−) : D
−
c (X )
◦ ×D+c (X )→ D
+
c (X ),
Rf∗ : D
+
c (X )→ D
+
c (Y),
Rf! : D
−
c (X )→ D
−
c (Y),
f∗,Rf ! : Dc(Y)→ Dc(X ).
Si X est un η-champ de Deligne-Mumford de type fini, Modc(X ) s’identifie a` la cate´gorie
des Ql-faisceaux constructibles sur le site e´tale de X [LMB00, 12.1 (ii)].
De´finition 6.1. Soit ε : Z → Q une fonction. On dit que L ∈ Dc(X ) est ε-entier (resp.
ε-entier inverse) si pour tout point i : x → X avec κ(x) une extension finie de K et tout
a ∈ Z, Ha(i∗L) ∈ Modc(x,Ql) est ε(a)-entier (resp. ε(a)-entier inverse) (au sens de 2.1).
Si X est un sche´ma de type fini sur η et L ∈ Dbc, alors cette de´finition co¨ıncide avec
2.2.
Soit f : X → Y un morphisme de η-champs alge´briques de type fini. Si M ∈ Dc(Y)
est ε-entier (resp. ε-entier inverse), il en est de meˆme de f∗M ∈ Dc(X ). La re´ciproque est
vraie lorsque f est surjectif. Cela donne le crite`re suivant : L ∈ Dbc(X ) est ε-entier (resp.
ε-entier inverse) si et seulement si pour tout (ou pour un) morphisme surjectif g : X→ X
avec X un sche´ma de type fini sur η, g∗L est ε-entier (resp. ε-entier inverse) (au sens de
2.2). Pour r ∈ Q, −⊗− induit
D−c (X )rI-ent ×D
−
c (X )rI-ent → D
−
c (X )rI-ent,
D−c (X )rI-ent−1 ×D
−
c (X )rI-ent−1 → D
−
c (X )rI-ent−1 .
Pour F ,G ∈ Modc(X ) avec F lisse, si F est entier inverse (resp. entier) et G est entier
(resp. entier inverse), on a
Hom(F ,G) ∈ Modc(X )ent (resp. ∈Modc(X )ent−1).
On suppose dore´navant que X est non vide. Rappelons qu’une pre´sentation P : X→ X
est un morphisme surjectif lisse avec X un espace alge´brique. On pose cX = minP dimP ∈
N, ou` P parcourt les pre´sentations P : X → X , dimP = supx∈X dimx P [LMB00, p. 98],
dX = dimX ∈ Z [ibid., (11.15)]. Par de´finition, dX ≥ −cX . On a cX = 0 si et seulement
si X est un η-champs de Deligne-Mumford. On pose cr = min dimP ∈ N, ou` le minimum
est pris sur tous les syste`mes
X
P // X ×Y Y //

X
f

Y
Q // Y
ou` P et Q sont des pre´sentations et le carre´ est 2-carte´sien, dr = dim f = maxξ dimXξ ∈ Z,
ou` ξ parcourt les points de Y. On a dr ≥ −cr. Rappelons que f est dit relativement de
Deligne-Mumford [ibid., 7.3.3] si pour tout sche´ma affine Y et tout morphisme Y→ Y, le
produit fibre´ Y ×Y X est un η-champ de Deligne-Mumford. On a cr = 0 si et seulement
si f est un morphisme relativement de Deligne-Mumford. On a cr ≤ cX ≤ cY + cr,
dr − cY ≤ dX ≤ dY + dr.
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Proposition 6.2. Le foncteur DX induit
Dc(X )
◦
ent−1 → Dc(X )−dX -ent,
Dc(X )
◦
I-ent−1 → Dc(X )(I−cX )-ent,
Dc(X )
◦
I-ent → Dc(X )(I+dX )-ent−1 ,
Dc(X )
◦
ent → Dc(X )cX -ent−1 .
De plus, pour F ∈Modc(X)ent−1 , H
a(DXF) est (a− cX + 1)-entier, a ≤ cX − 1.
De´monstration. On prend une pre´sentation P : X → X purement de dimension cX avec
X un sche´ma de type fini sur η. On a dimX ≤ dX + cX . Pour L ∈ Dc(X ), P∗DXL ≃
DXRP
!L ≃ (DXP∗L)(−cX )[−2cX ]. Comme l’amplitude cohomologique de DX est borne´e,
il suffit donc d’appliquer 2.7.
Proposition 6.3. Le foncteur Rf ! induit
Dc(Y)ent → Dc(X )−dr-ent,
Dc(Y)I-ent → Dc(X )(I−dY−cY−cr)-ent,
Dc(Y)I-ent−1 → Dc(X )(I+dr)-ent−1 ,
Dc(Y)ent−1 → Dc(X )(dY+cY+cr)-ent−1 .
De´monstration. Formons le diagramme a` carre´ 2-carte´sien
X
P // X ×Y Y
Q′ //
fY

X
f

Y
Q // Y
ou` Q est une pre´sentation purement de dimension cY , P est une pre´sentation purement de
dimension cr, Y est un sche´ma quasi-compact, X est un sche´ma affine (donc se´pare´ sur Y).
On a dimY ≤ dY + cY , dim(fY ◦ P) ≤ dr + cr. Pour L ∈ Dc(Y),
(Q′ ◦ P)∗Rf !L ≃ P∗Rf !YQ
∗L ≃ R(fY ◦ P)
!Q∗L(−cr)[−2cr].
Il suffit alors d’appliquer 2.6.
Proposition 6.4. Le foncteur Rf∗ induit
D+c (X )ent → D
+
c (Y)ent,(6.4.1)
D+c (X )I-ent−1 → D
+
c (Y)I-ent−1 ,(6.4.2)
et Rf! induit
D−c (X )I-ent → D
−
c (Y)(I−dr)-ent,(6.4.3)
D−c (X )ent−1 → D
−
c (Y)dr-ent−1 .(6.4.4)
Si f est relativement de Deligne-Mumford, Rf∗ induit
D+c (X )I-ent → D
+
c (Y)(I−dX−cY)-ent,(6.4.5)
D+c (X )ent−1 → D
+
c (Y)(dX+cY)-ent−1 ,(6.4.6)
et Rf! induit
D−c (X )ent → D
−
c (Y)ent,(6.4.7)
D−c (X )I-ent−1 → D
−
c (Y)I-ent−1 .(6.4.8)
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De´monstration. Soit Y → Y une pre´sentation avec Y est un sche´ma de type fini sur η.
Pour (6.4.1) et (6.4.2), quitte a` remplacer Y par Y, on peut supposer que Y est un sche´ma.
On prend un hyperrecouvrement lisse P• : X• → X ou` les Xn sont des sche´mas affines
(donc se´pare´s sur Y). Pour L ∈ D+c (X ), Rf∗
∼
−→ Rf∗RP•∗P
∗
•L. Il suffit alors d’appliquer
(2.5.1) et (2.5.3).
Pour les re´sultats concernant Rf!, on peut supposer que Y est le spectre d’un corps. On
a dX = dr. Alors (6.4.3) et (6.4.4) de´coulent du dernier aline´a et de 6.2 : Rf! = DYRf∗DX
induit
D−c (X )I-ent
DX−−→ D+c (X )
◦
(I+dX )-ent−1
Rf∗
−−→ D+c (Y)
◦
(I+dX )-ent−1
DY
−−→ D−c (Y)(I−dX )-ent,
D−c (X )ent−1
DX−−→ D+c (X )
◦
−dX -ent
Rf∗
−−→ D+c (Y)
◦
−dX -ent
DY
−−→ D−c (Y)dX -ent.
Pour (6.4.7) et (6.4.8), on est donc ramene´ au cas ou` X est un η-champ de de Deligne-
Mumford. On fait une re´currence sur dX . Il existe une immersion ouverte dominante
j : U →֒ X et un morphisme fini e´tale pi : U → U , ou` U est un sche´ma affine [LMB00,
6.1.1]. Soient Z le ferme´ comple´mentaire de U dans X , i : Z → X . Pour L ∈ D−c (X ), le
triangle distingue´
j!j
∗L→ L→ i∗i
∗L→
induit le triangle distingue´
R(fj)!j
∗L→ Rf!L→ R(fi)!i
∗L→ .
Comme j∗L est facteur direct de pi∗pi∗j∗L, il suffit d’appliquer (2.4.1) et (2.4.3) a`
R(fjpi)!(jpi)
∗L et l’hypothe`se de re´currence a` R(fi)!j
∗L.
Enfin, (6.4.5) et (6.4.6) re´sultent du dernier aline´a et de 6.2 : Rf∗ ≃ DYRf!DX induit
D+c (X )I-ent
DX−−→ D−c (X )
◦
(I+dX )-ent−1
Rf!−−→ D−c (Y)
◦
(I+dX )-ent−1
DY
−−→ D+c (Y)(I−dX−cY)-ent,
D+c (X )ent−1
DX−−→ D−c (X )
◦
−dX -ent
Rf!−−→ D−c (Y)
◦
−dX -ent
DY
−−→ D+c (Y)(dX+cY)-ent.
Corollaire 6.5. L’assertion (2.5.2) est vraie sans hypothe`se de se´paration.
De´monstration. C’est un cas particulier de (6.4.5).
Remarque. (i) Le premier aline´a de la de´monstration de 6.4 montre que Rf∗ envoie
Modc(X )ent−1 dans D
+
c (Y)ε-ent−1 , ou`
ε(a) =
{
a si 0 ≤ a ≤ dX + cX + cY ,
a− E
(
a−dX−cY
cX+1
)
si a ≥ dX + cX + cY .
Ici E est la fonction partie entie`re. Lorsque f n’est pas relativement de Deligne-Mumford,
ceci le´ge`rement ame´liore (6.4.2). On peut en de´duire une le´ge`re ame´lioration de (6.4.3).
(ii) Si f est un morphisme se´pare´, repre´sentable et quasi-fini [LMB00, 3.10.1] avec
dX + cY ≥ 1, on a un analogue de 4.8 qui ame´liore (6.4.5) : Rf∗ envoie D+c (X )I-ent dans
D+c (Y)(I+1−dX−cY)-ent.
Proposition 6.6. Le foncteur RHom(−,−) induit
D−c (X )
◦
ent−1 ×D
+
c (X )ent → D
+
c (X )ent,
D−c (X )
◦
I-ent−1 ×D
+
c (X )I-ent → D
+
c (X )(I−dX−cX )-ent,
D−c (X )
◦
I-ent ×D
+
c (X )I-ent−1 → D
+
c (X )I-ent−1 ,
D−c (X )
◦
ent ×D
+
c (X )ent−1 → D
+
c (X )(dX+cX )-ent−1 .
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De´monstration. On proce`de comme en 4.11.
On peut aussi conside´rer l’inte´gralite´ sur les champs alge´briques sur un trait excellent
de corps re´siduel fini, ce qui ge´ne´ralise 5.11. Les re´sultats sont similaires a` ceux expose´s
dans ce §, avec des modifications approprie´es des estimations de dimension.
Les variantes 5.12 et 5.13 restent toujours valables.
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