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Abstrac$--The availability of microcomputers and software makes it feasible to solve differential equations 
via numerical methods. It is important for students to learn this approach because real-world problems 
seldom give rise to equations olvable in closed form. Run-times and accuracy are compared for Euler 
and improved Euler algorithms applied to first order equations. Higher order equations are reduced to 
systems of first order equations. Runge-Kutta nd predictor-corrector methods are discussed briefly. 
THE CASE FOR USING NUMERICAL METHODS 
As the cost of microcomputers continues to come down making ownership ossible to multitudes 
of students, and as colleges and universities and business establishments continue to improve the 
availability of computers to students, faculty, and employees, it is mandatory that adequate 
training be given to students of all ages in the use of the computer in applications of scientific 
principles throughout the disciplines. 
Of the particular importance and interest o many are the uses of computers in the field of 
mathematics and its applications. The availability of good software for some of the elementary 
subjects has only recently been matched by adequate programs for some of the more advanced 
topics. CONDUIT, an organization at the University of Iowa, has been a forerunner in the 
acquisition, review, and dissemination f quality software for mathematics and other sciences [1]. 
A few publishing companies have now produced good software for cognate work in a calculus 
course. Of particular interest to me, as a mathematics educator, has been the production of software 
for the post-calculus elementary differential equations course. 
A perusal of the scientific journal holdings of any large library will reveal the extensive use of 
differential equations in many fields of science and engineering. One of the pivotal courses for 
students who aspire to study applications of scientific principles in any of these fields is the 
undergraduate course in ordinary differential equations. 
For many years this course was taught in what many refer to as "cookbook style". The 
techniques to find the solutions to a fairly specific collection of differential equations were studied. 
Those that were solvable were usually first order equations of the form y' =f(x, y) [without letting 
f(x, y) get too "wild"] or second order equations which were linear and which had either constant 
coefficients or very well behaved variable coefficients. That collection of equations did include a 
number of equations which arose from applications. But simplifying assumptions were often 
needed to allow a closed form solution. Although numerical methods have been available for some 
time, not until computer availability became widespread did these techniques begin to appear in 
differential equations textbooks. Unfortunately in almost every case, these appeared in a chapter 
near the end of the text and many instructors, either for lack of time or lack of confidence, did 
not get to them in class. It is now becoming more widely recognized in mathematics education that 
the inclusion of numerical methods to find solutions to problems in ordinary differential equations 
is an important part of student training. Because of the aforementioned proliferation of computing 
devices, this aspect of their training is now a viable course of action. 
A textbook, which was constructed over a period of 8 years, has recently been published by 
Harcourt-Brace-Jovanovich, andit includes numerical methods of many types woven through the 
entirety of the differential equations course [2]. In this approach the student is introduced to some 
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very simple numerical methods early in the course so that the various methods become a natural 
choice at numerous other junctures in the remaining chapters. 
If one considers all the possible ordinary differential equations that might be encountered by 
students in their future scientific work, only a small percentage of these will be solvable by the 
methods taught in a "cookbook course". In order for students to be adequately prepared for 
scientific investigation i our computerized world, it is mandatory that they experience the use of 
the computer as a tool for solving differential equations. 
SUPPORT MATERIAL 
As was mentioned earlier, the need for adequate software is still a pressing problem. For about 
4 years CONDUIT has been distributing software packages that I produced uring an NSF project 
at Dartmouth College and later at Hope College. Three particular versions now exist. A 
microcomputer disk for the APPLE computer is distributed by CONDUIT. This is a full-color 
version and contains a selection of programs to apply nearly twenty different numerical methods 
to differential equations of many types. Access to programs for modification is, however, not 
included but this is not a drawback for the large majority of students. A recent addition is a 
complete package of very user-friendly programs written in BASIC which are modifiable and which 
are on tape in a format compatible with DEC VAX equipment. This is available from the Computer 
Center at Hope College, Holland, Michigan. This software package was written to closely parallel 
and to support he operation of the numerical techniques in my recent differential equation text [2]. 
The text, designed for a one-semester course in differential equations, contains the complete listings 
of the programs with full documentation. An instructor's manual is available which contains the 
solutions to all of the applications problems and all of the numerical problems in the book. 
THE ELEMENTARY METHODS 
In any beginning course in differential equations, students must first be taught some of  the 
traditional analytical methods. Beginning with the first order initial value problem 
f y'  =f(x, y) 
y (Xo) = Yo 
various functions f are introduced and the methods of finding analytical solutions are discussed. 
These should include direct integration, separability, exact equations, and first order linear models. 
However, of all the first order initial value problems that could be constructed with variousf(x, y), 
the collection of those solvable by the above methods is a small portion. To give the student some 
experience with numerical methods and to establish confidence for further numerical technique 
studies in the future, this is the point in the course to introduce lementary numerical techniques 
and to address the problems posed with the equations y" =f(x,y) which are not solvable 
analytically. 
From the equation y" =f(x, y), change to the differential form dy =f(x ,  y)dx and integrate 
from the given initial point x0 to an arbitrary point x. 
dy = f(x, y) dx 
o o 
fx/  y(x) -- y(xo) = x, y) dx 
or  fx 
y(x) = Yo + f(x, y) dx. 
,d Xo 
The most common numerical technique is to replace the function f by some approximating 
function on the interval Ix0, x]. The simplest approach is one attributed to Leonhard Euler. We 
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begin at the only point on the solution curve that we know, the initial point (xo, Y0), and attempt 
to extend our solution to the right to the chosen point xt > x0. Euler picked the simplest 
approximation, the constant f(xo, Yo). Using this in the equation we get 
fx ~l y (xl) ~- yo + f(xo, yo) dx = Yo + f(xo, Yo)(xl - Xo). 
o 
Denoting y(x~) by Yt and x~-x0 by h (referred to as step size), we have 
Yl =Y0 + hf(xo,Yo). 
All of the values needed to evaluate the right-hand side are given in the problem, and we refer 
to the Euler method as a self-starting method. Once Yt has been computed, giving the solution 
point (x~, YI), we repeat he entire process keeping the step size constant and extend to point 
(x2, ]'2) by the formula 
Y2 = Y1 + hf(x l ,  Y, ). 
The general formula for the Euler method is 
Y ,+~=Y,+hf(x , ,Y , ) ;  n=0,1 ,2  . . . . .  
where xl, x2 . . . .  are prechosen values and Yo = Y0. When the collection of points {(x0, Y0), (xl, YI ), 
(x2, ]"2) . . . . .  (x,, Y,)} are connected together by line segments hey produce apolygonal curve that 
is the numerically obtained solution. 
Of course this method in some cases produces inaccurate approximation since we are following 
the tangent line to the curve at any given point to find the next point. But if the step size is small 
enough these inaccuracies may often be nearly eliminated. Many microcomputers can do thousands 
of the Euler Method computations in seconds and for many problems accuracy to as many as four 
or five decimal places is attainable. In simple form a program in BASIC which performs the Euler 
approximation is as follows: 
10 DEF FNF(X,Y) =2*X*X+Y 
20 PRINT "ENTER LEFT AND RIGHT ENDPOINTS, INITIAL Y'" 
30 PRINT "VALUE, NUMBER OF INTEGRATIONS, PRINT STEP SIZE" 
40 INPUT A, B, YO, N, M 
50 LET X=A 
60 LET Y = Y0 
70 LET H=(B-A) /N  
80 PRINT " X" ,"  Y" 
90 PRINT "-- - -" ,  "----'" 
100 PRINT X,Y 
110 FOR K=I  TON 
120 LET F = FNF(X, Y) 
130 LET Y=Y+H*F  
140 LET X=X+H 
200 IF INT(K/M)=K/M THEN 220 
210 IF K ( )N  THEN 230 
220 PRINT X, Y 
230 NEXT K 
240 END 
Line 10 introduces the input functionf(x, y) from the differential equation. In line 40, the input 
values A and B represent the beginning and the final x-values of the interval, N is the number of 
steps taken across the interval [A, B], and M is a measure of how often the computed value is to 
be printed. If M = 1 you see every computed value, if M = 10 you see every tenth one, etc. 
To try out the technique we propose an easy initial value problem 
y '=2x2+y,  y(1) = 2. 
The above program on the TRS80 Model III computed values at 1000 steps across the 
interval [1, 2] in 67 s. These are summarized below. For comparison of accuracy the initial value 
problem was solved analytically and its values tabulated: 
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x Y (Euler using h = 0.001) y (Actual values) 
1.0 2 2 
1.1 2.4416 2.4421 
1.2 2.9758 2.9768 
1.3 3.6166 3.6183 
1.4 4.3793 4.3819 
1.5 5.2811 5.2847 
1.6 6.3401 6.3454 
1.7 7.5787 7.5850 
1.8 9.0184 9.0265 
1.9 10.6851 10.6952 
2.0 12.6067 12.6194 
For this particular problem the accuracy is not astounding. Fortunately, only minor 
modifications need to be made to the Euler method to dramatically improve the accuracy. Instead 
of the simple substitution off(x0, Y0) for f(x,y),  we replace f(x, y) by an average of two values; 
one the Euler slope valuef(x0, Y0) and the other a slope value at the forward projected point x~. 
If we define Yl = Yo + hf(xo, Yo) thenf(xl, Yl ) calculates from the differential equation the slope 
in the direction field at the point we are heading toward. The replacement off(x, y) in the original 
problem by 1 [f(x0, Y0)+f(x], Yt )] produces a new solution point (x,, Yi ) via the improved Euler 
formula 
Yl = Y0 + ½h [f(x0, Y0) +f(x, ,  .~, )1 
where y,~ = Yo + hf(xo, Yo). Note that all values needed to find Y~ are known at the start of the 
problem. 
The process can, as before, be extended point by point to the right by continuing our 
computations to (x2, Y2), (x3, Y3) . . . .  using the general equations 
~.+, = Y .+hf (x . ,  r.) 
Y.+, = Y.+(½)h [f(x., Y.)+f(x.+,,~.+l)] 
where h is the constant step size and x~, x2 . . . .  are pre-chosen. 
The modifications to the previous program to improve the accuracy are the following: 
130 LET YP=Y+H*F 
150 LET VA=FNF(X, YP) 
160 LET Y=Y+.5*H*(F+VA) 
Using this new IMEUL (for improved Euler) program on the problem 
f y ,=2x~+y 
y(1)= 2 
run previously, the TRS80 now uses only 50 integrations and 6 s to attain the same accuracy as 
1000 integrations before. With IMEUL and 500 integrations using 56 s the microcomputer 
accuracy includes five significant digits: 
Y (Improved Euler Y (Improved Euler 
X h = 0.1) h = 0.002) y (Actual) 
1.0 2 2 2 
1.1 2.4410 2.44205 2.44205 
1.2 2.9744 2.97683 2.97683 
1.3 3.6141 3.61830 3.61831 
1.4 4.3755 4.38189 4.38190 
1.5 5.2755 5.28464 5.28466 
1.6 6.3330 6.34541 6.34543 
1.7 7.5685 7.58501 7.58504 
1.8 9.0051 9.02645 9.02650 
1.9 10.6681 10.69520 10.69520 
2.0 12.5853 12.61930 12.61940 
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The examples just cited were simple problems for which the analytical solution was easy to obtain 
for an accuracy comparison. We, of course, only want to run an approximate solution when we 
cannot get the actual solution, so a rule needs to be established to decide when a desired level of 
accuracy has been attained. (1) Begin by running the numerical solution for a small number (say 
10 or 100) steps. (2) Then cut the step size in half (or some fractional part) and run the problem 
again, paying particular attention to the largest value of y. (3) By comparing this y value with the 
previous y value we can see how many significant digits of accuracy we have. (4) If it is not enough, 
cut the step size again and repeat he process and the comparison. 
We now examine an initial value problem that might arise from a scientific application. 
y '=cos(x  +y)  
y (0) = 0 
is nonlinear and not solvable analytically. For this a numerical method is required and the table 
below shows some of the results: 
Y (Euler Y (Euler Y (Improved Y (Improved 
X h = 0.01) h = 0.001) Euler h = 0.01) Euler h = 0.005) 
0.0 0 0 0 0 
0.1 0.09943 0.09935 0.09933 0.09934 
0.2 0.19516 0.19483 0.19479 0.19479 
0.3 0.28370 0.28299 0.28290 0.28291 
0.4 0.36229 0.36114 0.36100 0.36101 
0.5 0.42908 0.42747 0.42728 0.42729 
0.6 0.48310 0.48107 0.48082 0.48083 
0.7 0.52413 0.52172 0.52144 0.52145 
0.8 0.55250 0.54979 0.54946 0.54948 
0.9 0.56892 0.56596 0.56561 0.56563 
1.0 0.57427 0.57115 0.57078 0.57079 
Note that the accuracy of the improved Euler method is a significant improvement. With only 
200 integrations on [0, 1] we obtain almost five decimals of accuracy. This approximate curve is 
very close to the actual solution curve even though we do not know the form of the actual solution. 
The two programs illustrated here work very efficiently on inexpensive personal microcomputers. 
If  a mini or mainframe computer is available the programs contained in the software packages 
described earlier giver full documentation aswell as an attached optional graphing program to give 
a labeled picture of the solution. A simple printer attached to the computer will produce hard copy. 
APPL ICATIONS 
Many areas of scientific research produce first order initial value problems which require a 
numerical solution. 
(1) In the study of mass behaviors of human beings, the effects of coercion of the majority by 
a small minority group (which poses the means for coercion) produce a sharp contrast o the 
imitative behavior exhibited when the majority of society voluntarily accepts a particular behavior. 
If we let ~' denote increments of values of differences in excitation for centers responsible for two 
behaviors then the differential equation for rates of change in ~' is 
d~P 
- -  = C +A. f (~) -a~ 
dt 
where 
f (~  ) --- N[1 - exp(--a ~v )] 
C is a parameter controlled by the groups in the behavior study, N is the number of individuals 
involved and A, a, a are constants. 
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An actual study produced the equation 
with 
d~ 
-~- = 3.4 + 0.68 [40(1 -- exp(5.1 ~ )] -- 4.7 
~(0) = 0.61. 
From the initial value (t, ~(t))  = (0, 0.61) we could use either the EULER or IMEUL program 
to find the behavior of ~P(t) on [0, 4]. 
(2) The Gompertz growth equation is a model used by mathematical biologists to describe 
growth of certain populations dy/dy = ay lnly/b[ where a and b are constants. 
A particular species of fish has parameter values a = 0.43 and b = 4.0. If at time t = 0, the value 
of y is 160, the computer program will evaluate the population at any time t > 0 by solving 
dy/dt = -0 .43y ln ly/4.0[ 
y (0) = 160. 
With a microcomputer and printer in a laboratory, scientists are able to vary some of the 
parameters in problems uch as these to predict he future effects. This would not be very feasible 
without a knowledge of numerical methods. 
METHODS FOR THE SECOND ORDER EQUATION 
Once the student has mastered the analytical solution methods for y" =f (x ,  y, y ' )  in the special 
cases of linear equations with constant coefficients, equidimensional nd variation of parameters, 
a study of some of the numerical methods available to solve the remaining larger collection of 
second order differential equations is warranted. To solve the second order initial value problem 
y" =f (x ,  y, y')  
y(xo) = Yo, y'(xo) = vo 
it is broken down via a variable process to a pair of first order equations each with its initial 
condition. If we write y '  = v, then y" = v' and we have 
y '=v  
v' =f (x ,  y, v) 
y (xo)= Yo, V(Xo) = Vo. 
I f  f (x, y, v) does specifically involve variable y, then this coupled pair is solved simultaneously. 
The Euler numerical method for a single equation is easily extended to a pair of first order 
equations. Since y'  = v, we have 
Y = Yo + [x~ v dx 
1 
,dx0 
and if for the simple Euler case we replace v by the constant Vo, we get 
y(x l )  - Yl = Yo + hVo. 
Also since v' =f (x ,  y, v) we have 
and substituting f (xo ,  Yo, Vo) for the integrand function we get 
v (x I ) =- V l = Vo + hf(xo,  Yo, Vo). 
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Further extensions to points to the right of x~ produces the general set of equations 
Yk + l = Yk + h Vk 
Vk +1 = Vk "J~ hf(Xk, Yk, Vk). 
k = 0, 1,2,3 . . . .  
By a similar procedure using the improved Euler substitution of the average of two function 
values for the given f(x, y, v) we obtain the equations: 
.~k+l  = Yk +hVk 
Vk+i = Vk-l-hf(Xk, Yk, Vk) 
Predictors 
h 
Yk+, = Yk+~(vk+~+,)  
Correctors 
h 
Vk+, = Vk +~[f(Xk, r,, Vk)+ f(Xk+,,~k+t,Vk+,)] 
k =0,1 ,2 ,3  . . . .  
Computer programs to include these methods are not difficult to construct. For the improved 
Euler equations given above we would make the following additional modifications to the program 
given earlier: 
10 DEF FNF(X, Y, V) = {put the function in here in BASIC} 
20 PRINT "'ENTER LEFT AND RIGHT ENDPOINTS, INITIAL Y AND Y"" 
40 INPUT A,B, Y0,V0, N,M 
65 LET V=V0 
80 PRINT °" X",'" Y"," Y'" 
90 PRINT "----", "----", " - - - - ' "  
100 PRINT X,Y,V 
120 LET F = FNF(X, Y, V) 
130 LET YP=Y+H.V  
140 LET VP=V+H,F  
150 LET X=A+H, I  
160 LET Y=Y+.5 ,H , (V+VP)  
170 LET V=V+.5,H,(F+FNF(X,  YP, VP)) 
220 PRINT X, Y,V 
With the above modifications to the earlier IMEUL (improved Euler) program we now have 
IMEUL 2 (improved Euler for second order equations). A nonlinear second order initial value 
problem 
y"-2y3y "=x 2, y (0 )=0,  y ' (0 )= l  
was prepared and run on the TRS80 with the following results: 
X Y (IMEUL 2; h = 0.02) Y (IMEUL 2; h -- 0.01) 
0.0 0.0 0.0 
0.1 0.10001 0.10001 
0.2 0.20016 0.20017 
0.3 0.30091 0.30092 
0.4 0.40316 0.40317 
0.5 0.50844 0.50846 
0.6 0.61915 0.61917 
0.7 0.73907 0.73912 
0.8 0.87445 0.87454 
0.9 1.03666 1.03685 
1.0 1.25015 1.25068 
This run has obtained four digits of accuracy with step size h = 1/100 and it took only 18 s of 
computer time. 
32 J.L. VAN IWAARDEN 
It is not difficult to convert he above program to handle the three simultaneous first order 
equations that would result from a breakdown of a third order initial value problem 
y"  = f (x ,  y, y', y") 
Y(Xo)  = Yo, y ' (Xo)  = Vo, y" (Xo)  = Wo. 
In the software package mentioned earlier this program is called IMEUL3 (improved Euler for 
third order equations). 
There are many applications problems that are second or third order nonlinear initial value 
problems which require a numerical technique to find the solution. The nonlinear mechanics 
problem of a swinging pendulum produces 
d20 g 
dt--- ~ + ~ sin 0 = 0 
0(0) = 00, 0'(0) = 0,. 
Very accurate solutions using IMEUL2 can be produced on a microcomputer in a short time. 
It would be a valuable advantage in research to have a laboratory installation to instantaneously 
solve nonlinear problems of this type. Students do need to have a reasonably thorough study of 
numerical methods early in their undergraduate training to meet these challenges. 
In the study of boundary-layer theory, the two-dimensional motion along a flat plate placed 
edgewise in stream is governed by the third order intial value problem 
y,,, = _ yy"  
y(0)=0, y'(0)=0, y" (0)=l  
The program IMEUL3 solves this problem readily. 
THE ADVANCED METHODS 
If one desires even more accuracy with a decrease in computer time, the Runge-Kutta 
self-starting methods and the Milne and Hamming predictor-corrector methods are available and 
adaptable to microcomputer use with outstanding results. 
All of the software packages referred to earlier contain the Runge-Kutta method programs 
RUKU3 and RUKU4 and the MILNE and HAMMING programs. In the process of solving 
systems of first order equations the programs RKU4S (Runge--Kutta fourth order method for 
systems) and MLNS2 (Milne method for a system of two equations)are used. To support the power 
series solutions of differential equations the programs SERSO, SERSO3, and SERSING are 
available. 
A student with only moderate programming experience should be able to make all of the 
modifications ecessary toformulate the given programs into more advanced and versatile versions. 
Modifications to program to fit specific research needs are also within the reach of students who 
get a thorough introduction to numerical methods early in their studies. Most computer science 
departments now offer sufficient raining to help students master the more sophisticated a vanced 
numerical techniques. 
I feel strongly that the offering of an elementary differential equations course without giving 
students the option of a thorough treatment ofnumerical preparation for our computerized world. 
The textbook and the software packages that are now available are an attempt to provide the tools 
that will allow the two-pronged approach. Let us take advantage of the increasingly easy access 
to microcomputers at home and on the campus. 
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