We consider a boundary value problem for a linear difference equation with several widely different coefficients. We study the existence and uniqueness of its solution and we give successive asymptotic approximations for this solution, obtained by a simple iterative method. This method improves the singular perturbation method, it offers considerable reduction and simplicity in computation since it does not require to compute boundary layer correction solutions.
Introduction
In recent years, several methods have been developed for the study of boundary value problems for difference equations, see, for example, [2, 3, 8] . In this paper, we consider the (m + n) th-order difference equation: ε m a m+n,k y k+n+m + ··· + ε 2 a n+2,k y k+n+2 + εa n+1,k y k+n+1 + a n,k y k+n + a n−1,k y k+n−1 + ··· + a 1,k y k+1 + a 0,k y k = f k , k = 0,1,...,N − n − m,
where ε is a small parameter, (a i,k ), 0 ≤ i ≤ m + n, ( f k ), 0 ≤ k ≤ N − n − m, are given discrete real functions, and N is a fixed integer. We associate to (1.1) the boundary conditions
where α k , 0 ≤ k ≤ n − 1, and β k , 0 ≤ k ≤ m − 1, are given constants. We are concerned with the boundary value problem (P ε ) described by (1.1) and (1.2), it is a classical representation of multi-time-scale digital systems. Such systems are 2 Perturbation method for difference equations prevalent in engineering and other great applications especially digital control theory [9] [10] [11] 14] and their perturbation analysis is gaining momentum [4] [5] [6] [7] 13] . The presence of small parameters increases the order of the system and exhibits time-scale phenomena. The high dimensionality coupled with the time-scale behavior makes the system computationally stiff resulting in the use of extensive numerical routines.
Recently, the particular case m = 1, n = 1 of problem (P ε ) was studied in [15] . Through this paper, we studied the existence and uniqueness of the solution and we developed an iterative convergent method to get successive asymptotic approximations for this solution.
The boundary problem (P ε ) was also considered by Comstock and Hsiao [1] in the homogeneous case f k = 0 for m = 1, n = 1. The time-invariant case of problem (P ε ) was considered by Naidu and Rao (see [12, Chapter 1] ) and also by Krishnarayalu [7] , where small parameters are multiple. These authors developed a singular perturbation method, a formal procedure, to give approximate solutions which consist of outer solutions and boundary layer correction solutions. Notice that in general this method cannot be extended for the general case of time-variant problems (see Section 3.2, Remark 3.3, for the arguments).
The aim of this paper is to extend for problem (P ε ) the perturbation method developed in [15] . We give sufficient conditions on the coefficients of (1.1), to ensure existence and uniqueness of the solution of problem (P ε ), and successive approximations of this solution, obtained by a simple procedure. A proof is given of uniform convergence of the iterative method. The most distinguished feature of this method, besides order reduction, is the decoupling of the original boundary value problem into initial value problems, which facilitates considerable treatment of the boundary value problem. The proposed method consists simply of writing the problem (P ε ) in a matrix form (see the proof of Theorem 2.1 for the details), and can be easily applied to initial value problems.
Our method is proposed to improve the singular perturbation method, it offers considerable reduction and simplicity in computation because it does not require to compute boundary layer correction solutions. The difference between both methods lies in the definition of boundary conditions of the degenerate system, obtained by suppressing the perturbation parameter in the initial system (1.1)-(1.2).
The remainder of the paper is organized as follows. In Section 2, we give the main results. We study the existence and uniqueness of the problem (P ε ), we present our procedure to get approximate solutions, and we give proof of uniform convergence of the proposed iterative method. Section 3 is mainly devoted to validate the effectiveness of our method, compared with the singular perturbation method. We consider a right end perturbation (small parameters are situated on the right), and we deduce the results from Section 2. The comparison with the other formal method requires the analysis of its results. We conclude with Section 4.
Main result

Formal asymptotic solution.
In this section, we develop a perturbation method to obtain asymptotic approximate solutions for the whole order. This iterative method facilitates a considerable reduction and simplicity in computation. Like in any perturbation Tahia Zerizer 3 method, the solution y k (ε), 0 ≤ k ≤ N, of problem (P ε ) is assumed as a power series in ε, we seek for a solution of the natural form
Substituting the formal expansion (2.1) into (1.1)-(1.2), and equating the coefficients at the same powers of ε, a set of equations is obtained. For the zeroth-order asymptotic approximation, the resulting equations are given by
The system described by (2.2) corresponds to the degenerate problem of (P ε ), it is obtained by suppressing the perturbation parameter in (1.1)-(2.1). Notice that (2.2) is an initial value problem. It defines the sequence (y For the jth-order asymptotic approximation, j ≥ 1, we agree that
to give a compact writing of the resulting equations which are given by 
Existence and convergence.
In this section, we present the main results of this paper. We give sufficient conditions that guarantee, for problem (P ε ), existence and uniqueness 4 Perturbation method for difference equations of the solution, and we prove the convergence of the series (2.1). The following theorem includes these results. 
where C is a constant independent of n and ε.
Proof. For all k = 0,1,...,N − n − m, we use the transformations
+ a n,k y k+n + a n−1,k y k+n
We can now write the system (2.7) in the matrix form and the matrix A 0 is given by 
whereas matrixes A ε and U can be deduced easily from (2.7), (2.8), (2.9), and (2.10). We indifferently denote by · the infinity norm in R N+1+(m−1)×(N−n−m+1) and the associated matrix norm. Since a n,k = 0 for 0 ≤ k ≤ N − n − m, matrix A 0 is nonsingular and we can define the positive number
If |ε| < ε 0 , we deduce from (2.8) that 12) that is, the inverse of matrix A ε is well defined for |ε| < ε 0 , and (2.8) has a unique solution y(ε) given by
We denote
14)
from (2.12), (2.13), and (2.14) we deduce that, for |ε| < ε 0 , the solution y(ε) of (2.8) can be represented in the convergent series:
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We can easily verify that the N + 1 first components of y (0) (resp.,
2) (resp., problem (2.4)). To prove estimate (2.5), we compute the remainder of series (2.12),
We denote by C the real positive number
we deduce from (2.13), (2.17), and (2.18) that
with the chosen norm, we obtain (2.5).
Comparison with singular perturbation method
In this section, we consider a right end perturbation [12] . We are concerned with the boundary value problem 
The stationary case of problem (3.1) was considered in [12] . The singular perturbation method was developed to get asymptotic expansions for the solution.
In order to validate the effectiveness of our method, we compare the results given by both methods. First, we give our results which are easy to deduce from Section 2, then we analyze the formal expansions obtained in [12] . 
Perturbation method. Using the transformation
The sequence (y Once the coefficients y
3), we can define the following problems recursively for j ≥ 1.
Let y
The sequence (y 
Proof. A direct consequence of (3.2) and Theorem 2.1.
Singular perturbation method.
The following problem:
was considered in [12] , it corresponds to the stationary case of problem (3.1). By analogy with the case of ordinary differential equations, the authors developed a singular perturbation method. They wrote the solution y k (ε), 0 ≤ k ≤ N, of (3.7) in the form 
To give a single writing for the problems which define the coefficients y
The coefficients y 
The coefficients w 
This formal procedure was not justified. The expansion (3.8) is not asymptotic when the order is equal to N − n − m + 2, see the following proposition. 
Proof. Since y t,s , j ≥ 1. Consequently, we cannot define the problems (3.11)-(3.12) and (3.16)-(3.17).
There is no need of correction series.
In this section, we compare the expansion (3.8) and our expansion given in Section 3.1, for the time-invariant case. From (3.8) we see that 
