Contribution à la conception de contrôleur pour des systèmes de type boîtes noires et des systèmes à haut degré de fonctions de transfert = Contribution to the design of controller for systems of black boxes type and systems with high degree of transfer functions by Hissem, Simon
UNIVERSITÉ DU QUÉBEC 
THÈSE PRÉSENTÉE À 
L'UNIVERSITÉ DU QUÉBEC À TROIS-RIVIÈRES 
COMME EXIGENCE PARTIELLE 
DU DOCTORAT EN GÉNIE ÉLECTRIQUE 
PAR 
SIMON HIS SEM 
CONTRIBUTION À LA CONCEPTION DE CONTRÔLEUR POUR DES SYSTÈMES 








Université du Québec à Trois-Rivières 






L’auteur de ce mémoire ou de cette thèse a autorisé l’Université du Québec 
à Trois-Rivières à diffuser, à des fins non lucratives, une copie de son 
mémoire ou de sa thèse. 
Cette diffusion n’entraîne pas une renonciation de la part de l’auteur à ses 
droits de propriété intellectuelle, incluant le droit d’auteur, sur ce mémoire 
ou cette thèse. Notamment, la reproduction ou la publication de la totalité 
ou d’une partie importante de ce mémoire ou de cette thèse requiert son 
autorisation.  
UNIVERSITÉ DU QUÉBEC 
THESIS PRESENTED TO 
UNIVERSITÉ DU QUÉBEC À TROIS-RIVIÈRES 
IN PARTIAL FULFILMENT OF THE REQUIEREMNTS 
OF THE DEGREE OF DOCTOR OF PHILOSOPHY 
IN ELECTRICAL ENGINEERING 
BY 
SIMON HIS SEM 
CONTRIBUTION TO THE DESIGN OF CONTROLLER FOR SYSTEMS OF BLACK 
BOXES TYPE AND SYSTEMS WITH HIGH DEGREE OF TRANS FER FUNCTIONS 
AUGUST 2019 
11 
UNIVERSITÉ DU QUÉBEC À TROIS-RIVIÈRES 
DO CTO RAT EN GÉNIE ÉLECT RIQ UE (PH.D.) 
Programme offert par l'Université du Québec à Trois-Rivières 
CONTRIBUTION À LA CONCEPTION DE CONTRÔLEUR POUR DES SYSTÈMES 
DE TYPE BOÎTES NOIRES ET DES SYSTÈMES À HAUT DEGRÉ DE FONCTIONS 
DE TRANSFERT 
PAR 
SIMON HIS SEM 
Prof. Mamadou L. Doumbia, directeur de recherche Université du Québec à Trois-Rivières 
Prof. Alain Goupil, président du jury Université du Québec à Trois-Rivières 
Prof. Pelope Adzakpa, évaluateur Cegep de la Gaspésie et des Iles 
Prof. Hicham Chaoui, évaluateur Université Carleton à Ottawa 
Thèse soutenue le 15/07/ 19 
iii 
Abstract 
This research presents new reduction method for black box systems and systems with high 
order transfer functions. This new technique is essentially based on the nature of the three 
most common output responses with no overshoot, with overshoot only or with overshoot and 
oscillations. The approach is based on the concept oftwo similar systems that are not identical. 
This similarity is made on significant weighted elements that characterize the black box 
system. The controller will be designed based on the simple projected similar system and 
applied to the black box or higher order systems. The characteristic of this new reduction 
method is that every system can be reduced to a similar first order system with the same 
identified significant weighted elements that will be clearly defined. The merit of this new 
reduction technique is to avoid ail mathematical equations to model the complex system and 
also to avoid huge mathematical equations to reduce its transfer function to an identical 
reduced system. The performance of the new reduction method was evaluated and compared 
with sorne reduction methods taken from the literature. 
New systems caIled Fibonacci systems are introduced. They are derived from an original first 
order transfer function. Their characteristics and behaviors are quite impressive and their 
output signaIs present multiple intermediate steady states which make them irreducible to a 
lower order specifically second or third order. The application of reduction methods to these 
systems in the literature will not be possible. Their polynomial coefficients follow specific 
distribution with respect to the Golden ratio. The pole locations of these transfer functions 
follow the Fibonacci pattern and they can be created to an infinite degree following a simple 
recursive process. These functions have multiple resonance and anti-resonance frequencies 
organized in a perfect way with respect to each other. Each Fibonacci system has two weIl 
IV 
defined Fibonacci boundary systems using Pascal ' s triangle. The behavior of these systems 
could describe coupled systems applications, transmission lines, impedance matching and 
other applications that can be modelled by an infinite LC ladders or infinite spring mass chain. 
Keywords: High order transfer function, reduction method, black box system, Pade 
approximation, Integral square error (ISE), similar systems, Fibonacci irreducible systems, 
infinite LC ladder and infinite spring mass chain. 
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Chapter 1: Introduction 
1.1 Brief history on reduction methods 
The majority ofreduction techniques in the Iiterature [1] , [2] , [3] , [8], [10], [13] are based 
mainly on the knowledge of the transfer function of the system that should be reduced. These 
reduced methods involve a lot of mathematical equations manipulations to find an identical 
reduced system. In most cases, this reduced system is a second order system. Once the transfer 
function is reduced, a controller is developed based on the reduced function, and then applied 
to the real system. 
1.1.1 Integral square error method 
Minimization of integral square error (ISE) [1], [13] is based on minimizing the squared 
error area between a known real system transfer function output and unknown reduced second 
order transfer function output. This technique involves a lot of mathematical equations and 
computer analysis to find the unknown coefficients of the second order system that makes the 
squared error area as close as possible to zero. The reduced system is then achieved. 
1.1.2 Pade approximation method 
Pade approximation and its improvements [2], [3], [8] , [10] is another reduction method 
based on Taylor-McLaurin series. The real system transfer function should be known prior to 
using this technique to find a reduced second order transfer function identical to the real 
system. This method also uses a lot of mathematical equations using McLaurin series to find 
the numerator and the denominator coefficients of the reduced system. 
1.1.3 Other reduction methods 
Dominant pole retention method [1] , pole clustering [3], Big Bang big Crunch reduction 
method [11] and many other methods [5], [14-18] have the same objective, finding an 
identical reduced system with known original transfer function but with different 
mathematical approaches . The objective of ail these reduction methods is not to find a reduced 
identical system only, but to design a controller in closed loop that controls the real system 
perfectly in the same way as the approximated mode!. 
1.2 Research goals 
1.2.1 Main objective 
The main objective of this research is to design a controller for a high order complex system 
with no need of its transfer function and to avoid heavy differential equations to find an 
identical approximated system. This new proposed reduction method is based on a similar 
system concept. This similarity is achieved by using weighted elements that characterize the 
real system. Those elements are deterrnined from the output response only. The complex 
system transfer function is not needed to find a reduced similar system. 
1.2.2 Contribution ofthis thesis 
The main contribution of this thesis is to develop a new approach based on a new concept 
called "similarity". This new method uses only the output response of the real system. Output 
response data can be obtained either by experimentation or by simulation. Based on this notion 
of similarity, the real system output is reduced to a first order system output that is similar in 
its weighted elements. These elements must be clearly and carefully defined. The controller 
design is based on this reduced similar first order system and will be applied to the black box 
2 
or higher order system. Simulation is conducted to highlight the performance of this proposed 
new method compared to existing c1assical reduction methods. 
The second contribution of this research is to introduce new irreducible high order transfer 
functions systems that c1assical reduction methods cited above are unable to reduce to a lower 
order especially second order systems. This will highlight the limits of the c1assical reduction 
methods. In the meantime, the application of the new approach based on first order original 
or similar system should be still valid to design a controller for such high order irreducible 
systems. 
The last contribution of this research is to find sorne applications to these theoretical 
irreducible systems. New electrical circuit as an application of Fibonacci wave functions 
(FWFs) called Fibonacci electrical circuits (FECs) , are introduced for the first time to model 
perfectly the recursive LC ladder network. These FECs can be used to model transmission 
cables [21], [22], [25], the neural dynamic in biology [24] and the behavior and interaction of 
the infinitely small partic1es using the infinite LC networks [23] in quantum mechanics. These 
Fibonacci systems have irreducible transfer function and cannot be reduced to an equivalent 
second order system. 
Spring mass chain as another application of these irreducible Fibonacci wave functions is 
also introduced in this research. This Fibonacci spring mass chain (FSMC) is also used in 
many applications to model the behavior and interaction of partic1es from mechanical view, 
especially in fluid mechanics and quantum mechanics. 
1.2.3 Thesis structure 
This thesis is structured into eight chapters. The first chapter is an introduction highlighting 
the research in the literature related to c1assical reduction methods and their requirements to 
3 
reduce any specific high order transfer function. Chapter two assesses two well-known 
reduction methods, integral square error (ISE) and the pade approximation as well as their 
approaches to design controllers. Chapter three is dedicated to the new approach based on 
similar systems to design controllers for black box systems. Performance comparison with the 
two conventional methods of chapter two is also highlighted. Chapter four is dedicated to new 
systems called Fibonacci systems with specific transfer functions that classical methods 
cannot reduce. Chapter five is an application of Fibonacci systems to recursive LC ladders as 
irreducible systems. Chapter six is another application of Fibonacci systems, the mechanical 
mass-spring chain which has irreducible transfer functions. Chapter seven is dedicated to 
another recursive electrical circuit as an application of Fibonacci systems called inverse LC 
ladder. Finally, the general conclusion ofthis thesis will be presented in chapter eight. 
1.2.4 Publications 
[1] S. Hissem, M. L. Doumbia, M. Keddar "Novel Controller Design Based on Black Box 
Systems Approach", IEEE Conference, Annual American Control Conference (ACC), June 
27-29,2018, pp 6427-6432. 
[2] S. Hissem, M. L. Doumbia "Novel Controller Design for High Order Transfer Functions 
Based on Similar Systems Approach", IEEE Conference on Advanced Research in 
Engineering Science (ARES), June 2018. 
[3] S. Hissem, M. L. Doumbia "New Fibonacci Recurrent Systems Applied to Transmission 
Lines Input Impedance and Admittance", IEEE Conference on Advances Science and 
Engineering Technology (ASET), March 2019. 
[4] S. Hissem, M. L. Doumbia "Infinite Spring-Mass Chain Model Using Fibonacci Wave 
Functions", IEEE Conference on Advances Science and Engineering Technology (A SET), 
March 2019. 
[5] S. Hissem, M. L. Doumbia "Signal Propagation in N th LC Ladder Network Using Fibonacci 
Wave Functions", IEEE Antennas and Propagation Magazine (APM), Submitted 
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Chapter 2: Classical reduction methods 
2.1 Introduction 
This chapter is dedicated to a bibliographical research on existing approximation methods 
in the literature for systems with high order transfer functions and their controller design. A 
study and analysis of these methods will be made theoretically and by simulation to be able 
to do a comparison analysis. 
A new reduction method to design controllers for su ch systems as black boxes will also be 
introduced in chapter 3 and compared it to those existing methods. 
This chapter will be organised in various parts; each part will be dedicated to one classical 
reduction method with a theoretical study and a simulation of an example taken from the 
literature. 
2.2 Integral square error reduction method 
The method based on the integral square error (ISE) presented in [3] and detailed in [4] is 
one of known reduction methods in the literature that minimizes the integral square error 
between the actual system transfer function response and the unknown reduced model transfer 
function whose coefficients are to be determined using the ISE theory. 
Define a high and stable n order system transfer function of order n of the form 
C + CiS + ... + C _lSn-i 
F(s) = 0 n 
do + diS + .. . + dns n 
(2.1) 
For simplicity, we set Co = do the system gain is equal to 1. 
Suppose that F(s) has poles Pl> P2' ... , Pn which may be real or complex. Reduction model is 
chosen to be a second-order transfer function, either with real or complex poles (2.2). 
as + be 
GR(s) = (s + b)(s + e) 
as + {32 + y2 
G (s) -------
e - S2 + 2{3s + {32 + y2 (s + {3 + jy)(s + {3 - jy) 
(2.2) 
For these two reduction models CReS) and CCCs), the parameters a, b, c, a,~, y that are 
unknown will be determined by ISE technique. The index of performance depends on the type 
of entry (impulse or constant entry). 
2.2.1 The case of an impulse input 
The output response will be: 
For Ge(s) ; 
n 
[Ct) = L aiePit 
i=l 
ai = limes - pJF(s) 
S->Pi 
b (a - e) e (b - a) 
(t) - -bt + -ct gR - b e b e - e - e 
ge(t) = e- f3t (a cos(yt) + 0 sin(yt)) 
{32 + y2 - a{3 
0=-----
y 





There are three tenns in (2.6), the first tenn is: 
( 00 2 _ b Ca - C)2 2bc Ca - c)Cb - a) c Cb - a)2 
Jo gRCt) dt - 2: Cb - C)2 + Cb + c) Cb - C)2 + 2: Cb - C)2 
The second tenn is: 
n 
( 00 -2gR(t)f(t)dt = -2 ( 00 ~ ai {b(a _ c)e-(b-P;)t + c(b _ a)e-(e-p;)t }dt Jo Jo L (b - c) 
1 
ai b(a-c) c(b-a) 00 n { } fa -2gR(t)f(t)dt = -2 ~ (b - c) b - Pi + C - Pi 
The index of perfonnance 1 R becomes 
b (a - C)2 2bc (a - c)(b - a) c (b - a)2 
1 = + + R 2(b-c)2 (b+c) (b-C) 2 2(b-c)2 
n 
L ai {b(a - c) c(b - a)} - 2 + + KI 1 (b - c) b - Pi C - Pi 
KI = Jo
oo 





The parameters a, b, c will be detennined to minimize the index of perfonnance IR and the 
second order reduction model will be found. 
To detennine the parameters a, ~,y, the index ofperfonnance le should be at its minimum. 
le is defined as follows in (2.11). 
7 
In the same way, le has three terms. 
The first term: 
(2.12) 
The second term: 
00 n 
= -2 f L aie-C{J-Pi)t(a eos(yt) + 8sin(yt))dt (2.13) 
o 1 
The index of performance le will be 
(2 .14) 
Where KI = fooo f(t)2dt = constant is independent of the unknown coefficients. 
The parameters a, ~, y will be determined to minimize the index of performance le, the 
reduction second order model parameters will be found. 
8 
2.2.2 The case of a constant input 
The output response will be 
n 
y(t) = L bie Pit 
i=l 
where bi = limes - pa F(s) 
S~Pi s 
For YR(S); 
(e - a) (a - b) 
YR(t) = 1 + b e-bt + be-ct 
- e - e 
For Yc(s); 







The performance index will be calculated in the same way as for real poles reduction mode\. 
SR = i oo (YR(t) - y(t))2 dt = i oo (YR(t)2 - 2YR(t) y(t) + y(ti)dt 
(e-a)2 2 (e-a)(a-b) (a-b)2 
SR = + + (2 18) 
2b(b - e)2 (b + e) (b - e)2 2e(b - e)2 . 
-2~ bi {(e-a)+(a -b)}+K
s ~ (b - e) b - Pi e - Pi 
Where Ks = fooo y(t)2dt = constant is independent of the unknown coefficients 
Performance index will be calculated also in the same way for the complex poles reduction 
mode\. 
(2.19) 
2 2 n 
Ji. + 1 fJ(l - Ji. ) fJ - a L {2fJ - a-p· } S =--+ + +2 b · 1 +K 
c 4fJ 4(fJ2 + y2) 2(fJ2 + y2) 1 1 (fJ - pa2 + y2 s 
9 
The example that is presented in [3] is the following fourth-order transfer function 
CISE 5 _ 18.43953 + 14.44652 + 11.4545 + 1.3765 
4 () - 35.8354 + 40.38853 + 32.54152 + 13.945 + 1 
(2.20) 
Using the ISE technique, the model obtained is: 
ISE 0.56835 + 0.06965 
C (5)--------
2 - 52 + 0.700385 + 0.506 
(2.21 ) 
And by dominant poles method, according to [3] 
PD _ 0.56835 + 0.06965 
C2 (5) - 52 + 0.700385 + 0.506 (2.22) 







~ 0 .8 
ui 
UJ 





o 10 20 30 40 50 60 70 80 
T ime (seconds) 
Figure 2.1: Open loop G~SE(S) , G~SE(S) and G~D(S) 
2.2.3 ControUer design based on ISE method 
The design of the controller in [1] has been developed using the reduction model based on 
ISE. This same controller will be applied to the real system. The design of the controller is 
based on the following second order reference function. 
10 
2.25 
GretCs) = S2 + 2.1s + 2.25 (2.23) 
For natural frequency û) = 1.5 radis and damping factor ç = 0.7, the design of the controller is 
as follows: 
GretCs) 
CreduitCS) = G C )[1 G C )] reduit S - ret s 
2.25s 2 + 2.02579s + 0.16085 
CreduitCS) = 0.69611s 3 + 1.56023s2 + 0.20664s 
(2.24) 
Simulation was made in c\osed loop with the controller applied to the real system as well as 
to the reduced system; the results are shown in figure 2.2. 
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Figure 2. 2: Three systems in closed loop : GJSE (s) , G~SE (s) and GfD (s) 
2.2.4 Analysis of the ISE and ifs controUer design. 
The integral square error ISE technique is based on the knowledge of the real system transfer 
function, which means finding the real system transfer function is necessary prior to applying 
ISE to reduce it. This implies a lot of mathematical operation to model the actual system. The 
Il 
technique itself is also based on a lot of mathematical equations to reduce the actual transfer 
function to a second-order transfer function. 
Simulation results ofthese reduced systems in open loop are almost identical when compared 
to the real system output response. However, the method of designing the controller gives 
less satisfactory results when applied to the real system; simulation results illustrate this 
difference between the reduced models and the real system in closed loop (figure 2.2). 
2.3 Pade approximation method 
The pade approximation technique is another reduction method of high order transfer 
functions to lower degree, preferably second order in order to be able to design controllers 
that will be applied to real systems. 
The pade approximation technique is mainly based on the reduction of any function f (x) to a 
ratio oftwo polynomials PN(X) and QM(X) with respective degree N and M, RN,M(X) will be 
defined as the ratio ofthese two polynomials. 
for a ~ x ~ b (2.25) 
The goal is to minimize the error between the original function f(x) and RN,M(X). Let's define 
the two polynomials as follow 
(2.26) 
They are built so that the functions f(x) and RN,M(X) and their derivatives coincide at aIl points 
from origin x=O to N+M. 
In the case QM(X) = 1 , the approximation is simply the Maclaurin series off(x). 
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Assume the function f (x) is continuo us, analytical and its derivatives are continuous at the 
point x = 0 so that we can write it in the form of Taylor-Maclaurin series: 
(2.27) 
In this equation, the summation of the right side starts from M + N + 1. This value is the 
number of unknown coefficients between the polynomial PN(x) and QM(X) knowing that 
This equation can be written in linear form as follows: 
ao - Po = 0 
qlao + al - Pl = 0 
qzao + qlal + az - Pz = 0 
q3 aO + qZal + qlaz + a3 -P3 = 0 
qMaN-M + qM-laN-M+l + ... + aN - PN = 0 
qMaN-M+l + qM-laN-M+Z + ... + qlaN + aN+l = 0 
qMaN-M+Z + qM-laN-M+3 + ... + qlaN+l + aN+Z = 0 
(2.28) 
It should be noted that, from these equations we can determine qv qz .... , qM coefficients first 
which will be used in other equations to find the coefficients Pv Pz .... , PN. 
As a result; the two polynomials PN(x) and QM(X) will be determined. Their ratio will be the 
best approximation of the function f(x) until N + M degree. 
Example of illustration in (2.29) taken from [2] as a direct application of pade approximation 
to find a second order reduced model and its controller design. 
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28s 3 + 496s 2 + 1800s + 2400 
ctade(s) = --------------
2S4 + 36s 3 + 204s 2 + 360s + 240 
Applying pade approximation method, the transfer function is reduced to: 
P d 11.98s + 12.53 C a e(s) -
2 - S2 + 2.138s + 1.253 
(2.29) 
(2.30) 
Simulation is made to compare the real and reduced system in open loop. The results are 
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Figure 2.3: Open loop G:ade(s) and G~ade(s) 
2.3.1 Controller design based on Pade approximation 
5 6 
From [2], the design of the controller will be made with the method of zeros and poles 
cancellation applies to the reduced system in (2.30), the controller is a PID, the coefficients 
of the controller obtained with this method are Kp = 2.1224; Ki = 1.257; Kd = 1 
Another optimization step of these PID parameters is done by computer. The final PID 
parameters according to [2] are. 
Kp = 50; Ki = 2; Kd = 0.001 
It must be noted that this step is necessary to obtain the desired results in closed loop. 
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Simulation in c10sed loop with the designed controller applied to the real and reduced model 
are illustrated in figure 2.4. 
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Figure 2.4: Closed loop G:ade(s) and G~ade(s) 
2.3.2 Analysis ofpade and ifs controUer design. 
The pade technique is based on the knowledge of the transfer function of the real system in 
the same way as ISE, which means that real system transfer function is necessary prior to 
finding its second order reduced model, that involves a lot of mathematical operation before 
even applying this technique. The Pade technique itself is also based on heavy mathematical 
equations to reduce the actual transfer function in a reduced second-order transfer function . 
Simulation results in the open-loop are illustrated in figure 2.3. The reduced model with pade 
is identical to the real system output response. However, the method of designing the 
controller based on the reduced model gives good results but this design is done in two steps. 
The first step is based on the cancellation of the zeros and poles and the second step is based 
on computer simulation for a final desired output in c10sed loop. 
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2.4 Conclusion 
Pade approximation method is a reduction technique of systems with high order transfer 
function, the knowledge of the transfer function ofthese systems is necessary before starting 
to use the method. The technique itself has a lot of heavy mathematical operations based on 
Taylor-Maclaurin series. The controller considered in [1] is a PlO, which is designed in two 
steps, the first is the elimination ofpoles and zeros of the reduced model, and the second step 
uses computer algorithms for a final optimization of Kp, Ki, Kd to meet the desired closed 
loop output response. 
l6 
Chapter 3: New proposed reduction method 
3.1 Similar systems new approach theory 
In mathematics, it is weil known that two sets A and B are identical if and only if: 
(V'x E A,x E B~ x E A) and (V'x E B,x E A ~ x E B) 
A A /--, 
( \" 1 
/ ,_/ o B 
Figure 3.1: a) Two identical sets b) Two similar sets 
Two similar sets are presented in figure 3.1(b). In this case, any element belonging to the 
intersection of A and B must first be a weighted element of the two sets A and B. The low 
weighted elements may or may not belong to this intersection. 
(
V'x; x is a weighted element; ) A dB' 'l 
A B 
~ an are Slml ar 
xE n 
In each set or system, the weighted elements are to be defined first in order to concIude on the 
similarity of the two systems. 
Real systems which can be mechanical, electrical, etc., will be defined by their significant 
weighted elements that characterize them. In our case, systems are characterized in the first 
place by the number of input-output (Multi Input Multi Output, Single Input Single Output, 
Single Input Multi Output, Multi Input Single Output). In the case of a stable system, the 
weighted elements will be defined as: 
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'fi: Input value applied ta the system 
'w Steady state value of the system 
1f3: Projected rising time of the output response 
1f4: Output response in transient regime 
1f5: System gain 
1f6: Initial delay time of the output response. 
Two systems are similar if aH their respective weighted elements Ifi of both systems are 
identical (figure 3.2). 
(
'Ix; x is a weighted element) A dB· ·l 
A B 
=:> an are Slml ar 
xE n 
Figure 3. 2: Two similar systems A and B. 
3.2 Similar systems application to black box 
The presented "similar systems" notion is applied to approximate the real system taken as 








Figure 3.3: Real system with access to its inputs values and its outputs responses. 
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For a unit input value applied to the system, the output response will be recorded as shown 
















t2 Tr t1 
Figure 3. 5: Output response for real system with overshoot and oscillations. 
ymax - - - - - - - - - -:::o-..--~ 




t1 Tr t2 
Figure 3. 6: Output response for real system with overshoot and no oscillation. 
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After recording the input value and the output response, the weighted elements of the black 
box system can be determined. 
For simplicity, the first weighted element 1fJi is 1 (unit input). 
'!/Ji = 1 
The weighted element '!/Jz is determined directly from figure 3.4, 3.5, 3.6. 
'!/Jz = A 
The weighted element system gain \V5 is also directly determined from '!/Ji and '!/Jz . 
'!/Jz A 





The weighted element '!/J3' the projected rise time will be also determined from the output 
response figure 3.4 if the output response presents no overshoot. 
tz = Ume at a.9A (3.4) 
t i = Ume at a.lA 
And in figure 3.5 and 3.6, the first step is to draw the a.9A value. The projected rising time 
TT will be defined as the average time between t i and tz 
(3.5) 
tz = Ume correspondant to Ymax 
t i = Ume correspondant to y(t) at y = A 
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The weighted element l/J6 which is the initial delay is also determined from the output 
response curve (figure 3.4, 3.5 , 3.6): 
(3.6) 
After finding the weighted elements If/l , 1f/2, 1f/3, 1f/5 and 1f/6, an approximation of a first order 
system with the same weighted elements will be determined. The weighted element 1fJ4 is the 
last element to be determined to find the final tuned first order transfer function. 
The approximate system will have the following transfer function type 
K 
G (s) = __ e-SD 
NA s + x 
The weighted element If/I is applied to this first order system. 








This weighted element should coincide with that of the real system (black box). 
2.2 
-=T x T 














Now, real and approximated systems have the same weighted elements If/ l, 1f/2, 1f/3, 1f/5, 1f/6. The 
approximated system of first-order transfer function will be. 
K 









The last weighted element 1f/4 will be validated once the output of first-order is compared to 
the real system output. In this case we say that both systems are similar. 
3.3 Application to different black box systems output 
A. Case study 1 
Cl (s) = 
s+l 












1 2 3 4 5 6 7 
Figure 3. 7: Output response of the real system in open-Ioop. 
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This output response will be used to find the approximated transfer function using the six 
weighted elements. 
A unit input is applied to the real system. The steady-state of the output response is A = 
0.07691 and the three weighted elements are: 
K 
l/12 = - = 0.07691 
x 
l/12 K 
l/1s = - = - = 0.07691 
l/11 x 
The weighted element 1f/3 related to the rising time will be determined as shown in figure 3.5. 
Then, the weighted element 1f/4 can be optimized at the same time. 
2.2 t l + t2 
l/J3 = ~ = TT = 2 = 0.7615 
From these equations, we can easily determine the parameters K and x. 
x = 2.2 = 2.889 ; K = 2.2 A = 0.2222 
TT TT 
The weighted element \jf6 which is the initial delay will be determined directly from the output 
response figure 3.5. 
l/J6 = D = 0.07 
The first-order transfer function will be. 
GNA(S) = ~e-SD = 0.2222 e - SO.07 
1 s + x s + 2.889 
(3 .15) 













1 2 3 4 5 6 7 
Figure 3. 8: Output response of the real and reduced open-Ioop system. 
One can see that both outputs coincide on ail elements 'lfl, 'lf2, 'lf3, 'lf4, 'lf5 and 'lf6. However, 
the two curves do not absolutely coincide on the overshoot of the real system output, but this 
element is a low weighted element and will not influence the design of the closed loop 
controller. 
B. Case study 2 
G2 (s) = 
0.5s + 20 
(3.16) 









0 2 4 6 8 110 12 14 
Figure 3.9: Output response of the real open loop system with no overshoot. 
A unit entry is applied to the real system, the steady-state of the output response IS 
A=0.8333. Then the three weighted elements are found as: 
K t/J2 = - = 0.8333 
x 
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l/J2 K l/Js = - = - = 0.8333 
l/Jl x 
The fact that the real system output does not have an overshoot, the element 1fJ3 is determined 
using figure 3.4. 
2.2 2.2 
x =-= 0.786; K =-A = 0.655 
Tr Tr 
The element 1fJ6 which is the initial delay will be determined at the same time that 1f/4 is 
validated due to the nature of the output response (no overshoot). 
l/J6 = D = 0.7 
The first-order transfer function will be. 
0.655 
GNA(S) = e-SO .7 
2 S + 0.786 
(3.17) 
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Figure 3. 10: Real and reduced system output response in open-Ioop. 
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C. Case study 3 
0.5s + 20 
G3 (s) = -::----,,------
S3 + 8s 2 + 420s + 1616 
(3.18) 
This real system is a third order with an output response presenting oscillations with 
decreasing amplitude until its steady state regime as shown in figure 3.11. The approximate 
similar system will be the average first order using the weighted elements, especially 1f/3 the 
projected rising time. 
0 .015 r--------r--------~------~------~~------~------_, 
Output 
Time 
1 .5 2 2 .5 3 
Figure 3. Il: Output response of the real system with no overshoot with oscillations. 
A unit input is applied to the real system, the steady-state of the output response is A = 
0.01238 then the three weighted elements are also found: 
K 
lP2 = - = 0.01238 
x 
lP2 K 
lPs = - = - = 0.0.1238 
lPl x 
The element lf/3 , the rising time is then determined. The real system output response presents 
sm ail oscillations, so the element lf/3 will be determined using figure 3.4. 
2.2 
lP3 = - = Tr = 0.44 x 
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From the previous equations, the parameters K and x can be easily determined. 
2.2 2.2 
x = - = 5 ; K = -r A = 0.0619 
Tr r 
The weighted element 'lf6 which is the initial delay is determined directly from the output 
response with a validation of the element 'lf4. 
l/J6 = D = 0.05 
Finally, the first order transfer function approximation is . 
CfA(S) = 0.0619 e-so.os 
s+5 
0 .01 5 r-------~------~--------~------~------~------~ 
Outputs 
0 .0 11 
Time 
o ~------~--------~------~--------~------~------~ 
o 0 .5 11 1 .5 2 2 .5 3 
Figure 3. 12: Output of the real and reduced system response in open loop. 
D. Case study 4 
(3.19) 
This system is taken from [4] for the purpose of comparison and analysis with its reduced 
model using improved pole c1ustering and PSO reduction method. 
35s 7 + 1086s6 + 13285s5 + 82402s 4 + 278376s 3 + 511812s 2 + 482964s + 194480 (3 .20) 
= 
SB + 21s 7 + 220s6 + 1558s 5 + 7669s4 + 24469s 3 + 46350s 2 + 45952s + 17760 
27 
38.777313s + 405.710876 
G (s) - --:::----------








o 1 2 3 4 5 6 7 8 
Figure 3. 13 : Output of the real system in open loop with overshoot and oscillations. 
A unit input is applied to the real system, the steady-state of the output response IS 
A=10.9474, th en the three weighted elements are found: 
K 
'!/Ji = 1; '!/J2 = - = 10.9474 
x 
'!/J2 K 
'!/Js = - = - = 10.9474 
'!/Ji x 
The rising time 1f/3 will be determined as shown in figure 3.5 because the output response of 
the real system t presents overshoot plus oscillations. 
'/'3 = 2.2 = T = t 2 +t1 = 0.5813 
'f/ x r 2 
From these equations, one can easily determine the parameters K, x. 
2.2 2.2 
x = - = 0.3.7846 ; K = -A = 41.4315 
Tr Tr 
The element 1f/6 which is the initial delay will be determined directly from the output response. 
The first-order transfer function will be. 
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NA 41.4315 
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Figure 3. 14: Output response of the three systems- Real , reduced in [4] and proposed similar system. 
In figure 3.14, the two systems taken from [4] are almost identical using the pole c1ustering 
and PSO reduction method that uses a lot of mathematical equations to find this identical 
reduced model. The similar reduced system is not identical to the real system but simi lar based 
on their common weighted elements !jf /, !jf2, !jf3, !jf4, !jf5 and !jf6. 
E. Case study 5 
This system is taken from [3] for purpose of comparison and analysis and its reduced model 
using modified pole c1ustering and pade approximation. 
G5 (s) 
18s7 + 514s6 + 5982s 5 + 36380s4 + 122664s3 + 222088s 2 + 185760s + 40320 
SB + 36s7 + 546s 6 + 4536s 5 + 22449s4 + 67284s 3 + 8118124s 2 + 109584s + 40320 (3.22) 
16.51145s + 5.45971 
G (s) - -::-----::---:...,...--
Red[5] - S2 + 6.19642s + 5.45971 
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Figure 3. 15: Output of the real system in open loop with overshoot only. 
A unit input is applied to the real system; the steady-state of the output response is 1 then: 
K 1/J2 = - = 1 
x 
Pz K 1/Js = - = - = 1 
Pl X 
The rising time 'lf3 will be determined as shown in figure 3.6 because the output response of 
the real system presents overshoot without oscillations. 
1/J3 = 2.2 = Tr = t l Hz = 0.244; 1/J6 = D = 0 x 2 
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Figure 3. 16: Output response of the real, reduced system in [3] and proposed similar system. 
In figure 3.16, the real and reduced systems taken from [3] are identical using pade 
approximation and modified pole c1ustering. This mixed method uses more mathematical 
equations to find the approximate identical low order transfer function. At the same time, the 
proposed reduced system based on the common weighted elements !jf /, !jf2, !jf3, !jf4, !jf5 and !jf6 
is similar and found with simple equations based only on output response. It is sufficient to 
design a controller based on this similar system to perfectly control the real system. 
3.4 PI Controller design for black box systems 
Our system is a black box and can be approximated by a first order transfer function. For 
simplicity the PI controller design using the first order similar system will be without delay. 






First order system 
Figure 3. 17: Similar c1osed-loop system. 
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Output 
The PI controller transfer function is. 
Closed loop transfer function of the blocks diagram (figure 3.17) will be. 
NA sKKp + KKf C (s) - ---'------
CL - S2 + s(x + KKp) + KKf 
(3.24) 
Depending on the design criteria required as a closed loop output response, the damping 
factor ç and the natural frequency W n will be defined. In this case the reference closed loop 
transfer function of second order will be determined: 
W 2 cret (s) = n 
CL S2 + 2"!:w S + W 2 ., n n 
(3.25) 
The design of the controller will be: 
(3.26) 
For design reasons, the proportionality coefficient of the controller must be positive. The 
choice of the damping factor S is very important to control the overshoot percentage. Once 
the controller design is finalized for the similar first order system, the controller will be 
applied to the black box system. 
2çwn - x 
Kp = K > 0 
(3 .27) 
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3.5 Controller design approach based on similar systems 
A. Case study 1 
Cl (s) = 
s+l 
S3 + 5s 2 + 17s + 13 
0.2222 
CNA(S) = e-SO.07 
1 s + 2.889 
Using equation (3.27), the values of KI and Kp are obtained for ç = 0.99 and W n= 1.48rad/s 
wA 
KI = - = 9.8578 
K 
1 . 2 r-----r-----~----~----~----~----,_----~----~ 
Outputs 
1 
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Figure 3. 18: Real and reduced closed loop with disturbance. eç = 0.99 and W n = 1.48 radis). 
From equation (3.27), for ç = 1.2; ru is 1.23rad/s and from equation (3.26) 
KI = :A = 6.8087 ; Kp = 2ÇW;-X = 0.2835 
The controller is applied to both the real and the similar systems. Figures 3.18 and 3.19 show 
improved settling time outputs simulation. Both systems are identical in closed loop without 
necessarily being identical in open loop; but they are similar in their significant weighted 
elements. 
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1 .2 r-----.-----~------~----_r----_.------~----_r----~ 
Outputs 
Time 
10 15 20 25 30 35 40 
Figure 3. 19: Real and reduced c10sed loop with disturbance. ç = 1.2 and wn = 1.23 radis. 
B. Case study 2 
G2 (s) = 
0.5s + 20 
S4 + 10s 3 + 35s 2 + 50s + 24 
0.655 
GNA(S) = e-SO .7 
2 s + 0.786 
Applying the new approach for Pl controller design (3.26) and (3.27) for 
x ç = 0.99 ; W n = 0.45 radis W n > 2ç = 0.4rad/s. 
wA 





20 30 40 50 60 70 80 
Figure 3.20: Real and reduced c10sed loop with disturbance. (Ç = 0.99 and W n = 0.45 radis). 
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C. Case study 3 
The design of PI controller will be made on the transfer function of the first order in equation 
3.19 which is our reduced system. Applying the new approach design concept with 
ç = 0.99; Wn = 2.55rad/s ; Wn > :Ç = 0.52rad/s, the PI coefficients are determined. 












5 10 15 
Figure 3. 21: Real and reduced closed loop with disturbance. (Ç = 0.99 and wn = 2.55 radis). 
x 
For ç = 0.7 and Wn = 3.6rad/s W n > 2ç = 3.57rad/s 








0 .2 .. 
Time 
0 
0 5 10 115 
Figure 3. 22: Real and reduced closed loop with disturbance. ç = 0.7 and W n = 3.57 radis. 
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D. Case study 4 
The design of PI controller will be made on the first order highlighted in equation 21 and 
will be appl ied to the real system, reduced system in [4] and the first order similar system for 
low and high natural frequencies (figure 3.23 and 3.24). 
For damping factor ç = 1.5 and W n > 2~ = 1.26radjs, chosen W n 1.28rad/s, the PI 
controller are found. 
w~ 
KI = - = 0.001337 
K 
1 .2 ,-------.----..,--------,,-----.--1-----.----..,.-------,,------. 
Outputs 






o 10 20 30 40 50 60 70 
Figure 3.23: Real and reduced c10sed loop with disturbance. (Ç= 1.5; w n = 1.28rad/s) 
For high natural frequency co = 300rad/s damping factor ç = 2 
w~ 
KI = -- = 2172.26 
K 
80 









o~-----~--------~--------~--------~------~--------~ o 0.05 0 . 1 0 .1 5 0. 2 0 .25 0. 3 
Figure 3.24: Real and reduced c10sed loop with disturbance. Ç=2; w n =300rad/s 
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Simulations were done with the same PI controller designed based on the proposed similar 
system with disturbance at t = 40s in figure 3.23 and t = 0.15s in figure 3.24. The results show 
that ail three systems are controlled perfectly and almost identically. 
E. Case study 5 
The design of PI controller will be made on the first order system highlighted in equation 23 
and will be applied to the real system, reduced system in [3] and the first order similar 
system. For damping factor ç = 0.99 and CD = 100rad/s; The controller PI coefficients are: 
wA 
KI = - = 1111.111 
K 
1.2 r-----,-----,r----,------,,...----,-----,----r------, 
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o 0 .05 0 .1 0 .15 0 .2 0 .25 0 . 3 0 .35 
Figure 3. 25: Real and reduced closed loop with disturbance. (Ç=O.99 wn= lOOrad/s). 
Another controller is designed with ç = 2 and W n = 100rad/s. 
wA 
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o 0.05 0.1 0.1 5 0 . 2 0.25 0.3 0.35 0.4 
Figure 3. 26: Real and reduced closed loop with disturbance. (Ç=2; wn= lOOrad/s). 
Simulations were done with the same PI controller design based on the proposed similar 
system with disturbance at t = 0.2s and results (figure 3.25 and 3.26) show that ail three 
systems are controlled perfectly and almost identically. 
3.6 New approach and c1assical reduction method comparison 
In chapter 2, two reduction methods were studied to highlight the complexity of most of 
reduction methods found in the literature. In this section the same systems that are shown in 
chapter 2 with ISE and pade approximation methods application will be controlled using the 
new approach reduction method. 
The first reduced system controlled by ISE reduction method in chapter 2 in (2.20) is taken 
from [1] . 
ISE _ 18.439s3 + 14.446s2 + l1.454s + 1.3765 
G4 (s) - 35.83s4 + 40.388s3 + 32.541s2 + 13.94s + 1 
This system can be reduced to a first order similar system based on the output response in 
figure 2.1 
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Using the weighted elements that characterize the real system ClSE(s). 
K 
t/Js = 1.3765 = -
x 
2.2 
t/J3 = TT = - = 16.2965 
X 
Using these two equations the coefficients K and x are easily determined. 
K = 0.1858 and x = 0.135 
ISE _ 0.1858 
CNA (s) - S + 0.135 
Figure 3.27 shows both real and similar systems output responses in open loop. 
1.2 
1 
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Figure 3.27: Real and similar systems output response. 
The controller will be designed based on section 3.4 and using the first order similar system 
in (3.28). 
For damping factor ç = 1.5 and settl ing time Ts = 2s; W n = 1.33rad/s. 
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Figure 3.28: Real and reduced c\osed loop ç=L5; wn =U3radis. 
The second system controlled using Pade approximation reduction method in chapter 2 in 
(2.29) is taken [rom [2]: 
28s 3 + 496s 2 + 1800s + 2400 
G:ade(s) = 
2S4 + 36s3 + 204s 2 + 360s + 240 
This system can be reduced to a first order similar system based on the output response in 
figure 2.3 
Using the weighted elements that characterize the real system G!SE (s) . 
K 
l/Js = 10 =-
x 
2.2 
l/J3 = Tr = - = 1.7s x 
Using these two equations the coefficients K and a are easily determined. 
K = 12.956 and x = 1.2956 
Pade _ 12.956 
GNA (s) - S + 1.2956 
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Tirne (seconds) 
Figure 3. 29: Real and similar systems output response. 
The controller will be designed based on section 3.4 and using the first order similar system 
in (3.29). 
For damping factor ç = 1.5 and settling time Ts = O.Ols; W n = 266rad/s. 
Figure 3.28 shows both systems in closed loop with the same controller. 
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Figure 3. 30: Real and reduced closed loop for Ç= 1.5; w n =2.66rad/s. 
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3.7 Conclusion 
In this chapter, a new approximation method was presented to reduce high order systems 
and to design their controllers based on similar system approach. Therefore, transfer 
functions are not needed, and the design is based only on the output response of these 
systems. The technique uses weighted elements that characterize the complex system to 
approximate its transfer function. Based on this first order reduced similar transfer function, 
a PI controller is developed and applied to the real system. The performance of this new 
approach was investigated and was compared with case studies taken from the literature. The 
obtained results show the performance ofthis new proposed method. 
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Chapter 4: New Fibonacci irreducible systems 
4.1 Introduction 
New systems called Fibonacci systems are introduced. The transfer functions ofthese systems 
are irreducible, i.e. they cannot be approximated or reduced to a lower order mode\. Their 
Fibonacci transfer functions called Fibonacci wave functions (FWFs) have many 
extraordinary behaviors and show the limitation of c1assical reduction methods. Their pole 
locations follow certain Fibonacci patterns and their frequency responses present multiple 
resonance and anti-resonance frequencies in a perfect harrnony. Moreover, their polynomial 
coefficients are exactly those of Pascal triangle or Golden triangle and follow specific 
distribution with respect to Golden ratio <1>= 1.618034 and their output responses present 
multiple steady states with final steady states presenting continuous oscillations with low 
amplitudes. These FWFs are created from a recursive process of a first order system source 
that generates infinite Fibonacci systems. Each group of FWFs has two boundary transfer 
function systems. 
Pade approximation [8] , [10], Integral Square error (ISE) [10], and many others [Il] , [12], 
[13] cannot reduce su ch FWFs systems to a second or third order approximate transfer 
function because of their interrnediate steady states and continuous oscillations at their final 
steady states. These characteristics make these FWFs irreducible systems. 
4.2 Fibonacci systems with irreducible transfer functions 
Fibonacci systems transfer functions are built from first-order initial transfer function as 
shown in figure 4.1 . 
K 
(k,x) (s) = __ 
91 S +x 
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(4.1 ) 
Where x is the variable, and K is constant. 
Set of(k, x) 
Input g~~~) (s) 
K (k,x)(S) = __ 
gl S + X 
Figure 4. 1: FWFs recursive process 
The obtained transfer functions are presented in Table 4.1. 
Table 4. 1: Fibonacci wave functions FWFs 
K K (k,x) (S) = __ (k,X) (S) = __ 
g l S + X gl S + x 
(k,x) ( ) _ K (k,x) S _ Ks + Kx g 2 s- K 
s+-- g2 () - S2 + xs + K 
s+x 
(k,x) ( ) _ K 
g 3 s- K (k,x) S _ Ks 2 + Ksx + K 2 
s+ K g 3 () - S3 + XS2 + 2Ks + Kx 
s+--
s+x 
g (k,x) (S) _ K 
4 - K Ks 3 + Kxs 2 + 2K2s + K 2x s+ K (k,x) s+ g4 (s) = S4 + xs3 + 3Ks 2 + 2Kxs + K 2 K 
s+s+K 
g~k,X) (S) = K g~k,x) (S) = 
Kden (k,X) (s ) 
n-1 
S + g~~~) (s) sden(k,X\s ) + num(k,X) (s) 
n-1 n-1 
num~k,X) (s) = Kden~k.:.~) (s) den(k,X) (s) = sden(k,X)Cs) + num(k,X\s ) n n-1 n-1 
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The first-order transfer function is al ways inc\uded in the n th order transfer function as shown 
in the left column in Table 4.1 . 
4.3 Fibonacci systems characteristics. 
This section presents study and analysis of the calculated transfer functions with different 
values of K and x. 
Case #1: (K, x) = (1,1). The transfer functions are indicated in Table 4.2. 
Table 4.2: Fibonacci wave functions for (K, x) = (1, 1). 
1 1 (1.1\5) = __ (1.1) (5) = __ 
91 5 + 1 91 5 + 1 
(1.1) ( ) _ 1 (1.1) 5 _ 5 + 1 92 5- 1 
5+5+1 
92 () - 52 + 5 + 1 
9~1.1\5) = 
1 
1 (1.1) 5 _ 52 + 5 + 1 




4 - 1 (1.1) 5 _ 53 + 52 + 25 + 1 5+ 1 
5+ 94 () - 54 + 53 + 352 + 25 + 1 1 
5+5+1 
9~k.X) (5) = K (1.1) ( ) den(1.1\5 ) n-l 
5 + 9~1~~(5) 9n 5 = 5den(1.1)(5) + num(l .l) (5) n-l n-l 
num~1.1) (5) = den~~12(5) den(1.1) (5) = 5den(1.1)(s) + num(l.l )(s) n n-l n-l 
Arranging ail denominators coefficients of ail Fibonacci wave functions in a table, it is clear 
that the table 4.3 is exactly Pascal triangle that can be found easily in the literature. 
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den 5 4 6 4 
den 6 5 10 10 
den 7 6 15 20 15 
den 8 7 21 35 35 __ ,.;. 
den 9 28 56 
den 10 9 36 84 
den 11 10 45 120 
den 12 1 11 55 
-10 den 13 1 12t~66 
den 14 ~13 78 




As an example, denominators deniil) (s) and deni~l) (s) of gi~l) (s) using Pascal's triangle 
Table 4.3 is shown above. 
deni~l)(s) = l s 14 + l S13 + 13s 12 + 12s11 + 66s 10 + 55s 9 + 165s 8 + 120s 7 
+ 210s 6 + 126s 5 + 126s 4 + 56s 3 + 28s 2 + 7s + 1 
denii
1
)(s) = l S13 + l S12 + 12s11 + 11s 10 + 55s 9 + 45s 8 + 120s 7 + 84s 6 (4.2) 




914 (s) - K d (1,1) () 
en14 s 
From Table 4.3 , we observe that ail coefficients of the denominator will be determined for 
any transfer function of degree n. The characteristics ofthis table is the Pascal's triangle that 
can be found in the literature. In addition, the sum of the diagonals is exactly the Fibonacci 
numbers with the Golden ratio <1>= 1.618. 
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Remarks: 
- Knowing the first-order wave function, any resulting Fibonacci wave function can be 
determined from the coefficients of the golden triangle for any degree. 
- Knowing an nthorder Fibonacci wave function, the first-order wave function source can 
be determined. 
Case #2: (K,x) =1=- (1,1) and K > 0; x> 0 
Table 4.4: Denominator coefficients ofFWFs with (K, x). [red numbers are for the case (K, x) = (1,1)] 
K (k,x) S _ K (k,x) (S) = __ 
91 S + X 91 () - l s + l x 
(k,x) ( ) _ K (k,x) S _ lKs + lKx 92 s- K 
s+-- 9 2 () - l s2 + lxs + l K 
s+x 
(k,x) ( ) _ K 
93 s- K (k,x) S _ lKs 2 + lKsx + lK 2 
s+ K 93 () - l s3 + lxS2 + 2Ks + l Kx s+--
s+x 
9(k,X) (S) - K 
4 - K (k,x) S _ lKs3 + lKxs2 + 2K2s + lK2x s+ K 
94 () - l s4 + l xs 3 + 3Ks2 + 2Kxs + l K2 s+ K 
s+s+K 
9~k,X\S) = K 9~k,X) (S) = 
Kden(k,X)(s) 
n-l 
S + 9~k~~)(S) sden(k,X)(s) + num(k,X\s) 
n-l n-l 
In Table 4.4 numbers highlighted in red are exactly the coefficients of the denominators of 
the first case (K, x) = (1,1) multiplied by coefficients 
The final steady-states for these transfer functions can be determined as follow: 
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- For an odd number n, the FWF g~k,X)(S) has ~ as thefinal steady-state. 
x 
- For an even number n, the FWF g~k,X\S) has x as the final steady-state. 
- In the case where K = x 2 al/ Fibonacci wave functions have a single final steady state 
which is x. The multiplying coefficients are. 
Table 4.4 is the Pascal's triangle general form with the coefficients of multiplication based on 
values of K and x. 
- Moving horizontal/y, the Fibonacci number is multiplied by Ki. 
- Moving vertical/y, the Fibonacci number is multiplied by xK i . 





den 4 3 
den 5 4 6 4 
den 6 5 10 10 
den 7 6 15 20 15 
den 8 7 21 35 
den 9 8 28 56 
den 10 9 36 84 
den Il 120 
den 12 






Below is an example of gi~'x)(s) calculation starting from (4.2) and Table 4.5. 
deni~'X) (s) = l s13 + 1XS 12 + 12K sll + 11Kxs1o + 55 K2 s9 + 45K2xsB + 120K 3 s7 
+ 84K 3xS 6 + 126K 4 s s + 70K 4 xS4 + 56K ss 3 + 21K 5xS2 + 7K 6 s + 1K 6x 
(4.3) 
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deni~'X) (s) = l s 14 + 1xs13 + 13 Ks 12 + 12Kxs ll + 66K 2 s10 + 55 K2 xS 9 + 165K3 s 8 
+ 120K3 xs 7 + 210K4 s 6 + 126K4 x s s + 126K5 s 4 + 56K 5xS 3 + 28K6 s 2 
+ 7 K6 xs + 1K7 
From Table 4.5, ail coefficients of the denominator can be determined for any wave function 
of degree n for any positive value of K and x. 
Note that the second order Fibonacci wave function is: 
(k,x) S _ Ks + Kx 
92 () - S2 + xs + K (4.4) 
With a Fibonacci natural frequency wf and Fibonacci damping factor Çf .We can highlight 
the relationship between (K, x) and (wflf) of the second order transfer function. 
K = w} and 
The multiplication coefficients will be. 
For the case Çf = 0.5 x = wf the multiplication coefficients will be: 
W . w2 . w3 . w4 . w S . w6 . w7 . WB. w9 . etc f' f' f' f' f' f' f' f' f' 
(4.5) 
The two conditions mentioned above can be generalized for any positive value of (K, x) or 
- Knowing the first order wave function 9~k,X)(S), any Fibonacci wave function FWF 
resulting is perfectly determined from the coefficients of the golden triangle with the 
multiplying coefficients cited above for any degree. 
- Knowing a Fibonacci wave function 9~k,X\S), the first-order wave function source and 
other related FWFs are perfectly determined. 
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4.4 Fibonacci systems analysis. 
In both groups K = x 2 and K *- x 2 , the sum of ail the real parts of the poles of an FWF 
g;;'X)(s) is al ways equal to the pole P of the first-order original transfer function giK,X) (s) 
n 
l Re (Pi) = P = -x 
i=l 
p: pole ofgiK,X)(s) 
Pl,P2",Pi ... Pn:poles of g~K,X)(S) 
(4.6) 
The real part of the poles of an FWF presents specifie distribution as shown in the figure 4.2 
for abs(real(pole(g~61) (s) ))) of case # l. In case #2, ail real part ofpoles ofhigh order 
FWFs follow a specifie distribution for abs(real(pole(g~64\s) ))) figure 4.3. 
0 . 1 
0 .09 










1 .3 5 7 9 11 13 1S 17 19 21 23 2S 27 29 31 33 3S 37 39 
Figure 4.2: Real part of g~~l) (S) poles for case # 1. 
O .O B 
0.07 " r· ... .;~ 
0 .06 ; ... 
. ' ~ 
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0 .02 ~. 
0 .01 
o ~flî trll~ 
1 3 5 7 9 11 13 15 17 1 9 21 23 25 27 2 9 31 33 3 5 37 3 9 
Figure 4.3 : Real part of g~~4) (S) poles for case #2 
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On the other hand aIl imaginary parts of poles of high order FWF follow another specifie 
distribution as shown in the figure 4.4 for abs(imag(pole(gi ci
1
)(s) ))) . Case #2, aIl 
imaginary poles for abs(imag(pole(gici
4
)(s) ))) follow same specifie distribution shown 
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Figure 4. 5: Imaginary part of gi~4) (S) poles for case #2 
,/ The polynomial coefficients of den~K,X) (s) follow two different distributions. Figure 
(1,1) (14) 
4.6 shows g40 (s) as an example for case #1 and figure 4.7 shows g40 (s) for case #2. 
Distribution 1 for al! coefficients ajk,X) related ta si for an odd i 
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Figure 4.6: Case # 1- Odd coefficients (black) . Even coefficients (Hashed) of deni~l\s) 
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Figure 4. 7: Case #2- Odd coefficients (black). Even coefficients (Hashed) of deni~4) (s ) 
The ratio of the sum of ail odd coeffici ents to the sum of ail even coefficients of FWF 
g~l,X) (S) denominator is equal to the Golden ratio ~ 
x 
" n/2 ( l ,x) 
L... i=O a2 i 
L n/2 ( l ,x) 







./ The ratio of the sum of ail den~l,X) (s) coefficients of FWFs 9 ~l,X) (s) over the sum of 
ail den~l~X;(s) coefficients ofFWF g~1~1(s) is equal to the Golden ratio Q) = 1.618034. 
~n (l,x) 
L.l=O ai --..;;.,--..,- = Q) = 1. 618 0 3 4 
~~-l b ~l,X) 
L.l=O l 
ail,X) The denominator coefficients for den~l,X) (s) 
b ?,X) The denominator coefficients for den~l..:.X; (s) 
4.5 Fibonacci boundary systems 
(4.8) 
Fibonacci systems are dependent on the variable x as shown in table 4.4. Fibonacci boundary 
systems g~k,O\S) and g~k, co) (S) can be easily determined by finding the limit when x ---7 0 
and x ---7 00 using Pascal' s triangle general form shown in Table 4.6 below or using (4.2). 
The FWF boundary systems g~~O) (s) and g~~CO)(s) are determined as an example. 




















l s 13 + 12Ks ll + 55 K2 s 9 + 120K 3s 7 
)' (K ,x) ( K,O) S K +126K4s s + 56K 5s 3 + 7 K6s 
xl~914 (s) = 9 14 () = * l S14 + 13Ks 12 + 66K 2s 10 + 165K3 s 8 
+210K4s 6 + 126K5 s4 + 28K6 S2 + 1K7 (4 .9) 
l s 12 + 11Ks 1o + 45 K2 s 8 + 84K 3s 6 
lim (K,X) () _ (K,oo) _ K * +70K4s 4 + 21K5 s 2 + 1K 6 
x~oo 914 S - 914 (s) - l s13 + 12Ks ll + 55K2 s 9 + 120K3 s 7 
+126K4s S + 56K S s 3 + 7 K6 S 
Simulation in figures 4.8 and 4.9 below show the Fibonacci boundary systems gi~'O ) (s) and 
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Tirne : [s] 
Figure 4.8 : FWF g~l ,O) (S) (n = 37,38, 39 and 40) outputs with uni t input. 
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Tirne : [s] 
Figure 4. 9: FWF g~l,O ) (s) (n = 37, 38,39 and 40) outputs with input pul se of 30s. 
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Figure 4.9 shows an amazing behavior of the FWFs g~l ,O) (S) with an input pulse. After 30 
seconds, the input is set to zero, but their outputs are none zero with amplitude between (2,-
2). 
4.6 Case studies and simulations. 
Analysis and simulations in open loop of all FWFs are presented for two cases. Fibonacci 
transfer functions are determined based on Pascal' s triangle for case # 1 and case #2. 
Case sudy #1: K = x2 ; Çf = 0.5 ; K = w~ ; x = Wf. One final steady state x = Wf. 
K Wf 
Case #2 : K * x2; Çf * 0.5; K = w~; x = 2 ÇfWf. Two final steady states - = - and x = 
x 2 ~f 
A. Case #1: (K,x) = (1,1) ; Çf = 0.5 ; K = wi = 1; x = wf = 1 
The transfer functions are shown in Table 4.2. Simulation and analysis of Bode, pol es and 
zeros locations as well as output response for ail FWFs in each case will be conducted to 
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Figure 4. Il: Bode plots ofFWFs 9i1.1) (S), 9~~1) (S),9iril) (S) 
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Figure 4. 13: Output response of odd FWFs 9 i1.1\ S) , 9i~1\S) . 
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Figure 4. 15: Output response of odd FWFs g~l , l ) (s) , g~~l\S) , g~~l)(S), g~~l)(S), g~~l\S) . 
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Figure 4. 16: Output response ofeven FWFs g~1.1\s) , g~il\S) 
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Figure 4. 17: Output response of even FWFs g~l , l) (s) , gi~l) (s) . 
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Figure 4. 18: Output response of even FWFs g~l,l\s) , g i~l) (s) , g~~l) (s), g~~l) (s), gi~l\S) 
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Figure 4. 19: Output response of odd and even FWFs g il,l) (s) , gi~l\S), g~~l) (s), 
g~~l) (S), g~~l\S) g~l,l) (s) , g i~l)(S), g~~l) (S), g~~l) (s), gi~l) (S) . 
59 
B. Case #2: (K, x) = (1,4) ; (wf' Çf) = (1,2 ); 
with two final steady states: ~ = W[ = 0.25 and x = 2Çfwf = 4 
x 2~f 
In this case the FWFs are arranged in two groups . 
./ Group 1: Ali FWFs with ev en order of their transfer functions have x as steady sate . 
./ Group 2: Ali FWFs with odd order oftheir transfer fun ct ions have ~ steady state. 
x 
Simulations were conducted for ail FWFs where (K, x) = (1,4) in Table 4.3 up to order 40 
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Figure 4.25 : Output response ofFWFs g~1,4) (S) , g~~4) (s) , g~~4) (s), g~~4) (s), g~~4) (s) , 
g~1,4) (S) , g~~4) (s) , g~~4) (s), g~~4\S), g~~4) (s). 
Each FWF defined for a specifie (K, x) has two boundary systems (K,O) and (K, co) well 
defined from Pascal's triangle. Poles and zeros are perfectly organized. Those FWF present 
multiple resonance and anti-resonance frequencies with respect to each other. 
4.7 Controller Design New Approach applied to Fibonacci systems 
We have developed a new approach to design a controller for black box systems or high order 
transfer functions systems. This new approach will be applied to these FWF systems. Their 
source is a first-order transfer function. The PI controller will be designed based on this simple 
system and will be applied to aIl FWF systems. 
Knowing the first-order transfer function, one can directly determine the coefficients Kp and 
Ki of the PI controller for a specifie damping ratio ( natural frequency W n (4.1 0). 
2 
K. = W n . 
1 K' 
(4.10) 
We Apply the new approach to design a controller for aIl FWFs systems for both cases. 
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A. Case #1: (K, x) = (1,1). 
From bode figure 4.10, the choice of W n should be outside the resonance and anti-resonance 
frequencies. The chosen wnis 80 radis. For ç = 2, the coefficients of the controller using 
(3 .29) are : 
Kp = 319 Ki = 6400 (4.11 ) 
Simulation was conducted in closed loop for ail FWFs systems 9i1,1) (s), .. .. . 9i61) (s) , the 
outputs are exactly the same, figure 4.26. 
B. Case #2: (K, x) = (1,4). 
From bode figure 4.20, the choice of W n should be outside the frequencies of resonance and 
anti-resonances. The choice of wnis 500 radis and ç = 2, the coefficients of the controller 
using (4.10) are: 
Kp = 395 Ki = 10000 
(1,4) ( 1,4) 
Simulation was made in closed loop for all FWFs systems 91 (s) , . .. .. 940 (s), the 
outputs are exactly the sa me figure 4.26. 
1 .2 r-------~------~--------~------~------~------~ 
1 
0 . 8 
Output 
0 . 6 
0.4 
0 . 2 
Time (k, x ) = (1,1) 
O ~------~------~--------~------~------~-------J o 0 . 1 0 . 2 0 . 3 0 .4 0 . 5 0 . 6 
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(4.12) 
1 . 2 r-----~------~----~------~----~------~----~----_. 
1r 
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. . (1,1) (1,1) (1,4) (1,4) ) 
FIgure 4.26: Output response In closed loop for FWFs 91 (s) , .... ·940 (s), 91 (s) , ..... 940 (s. 
4.8 Controller Design New Approach limitation 
In paragraph 4.7, the new approach was applied to stable systems called Fibonacci systems 
with known first order system source. The controller was designed based on this first order 
system and was applied to ail subsequent high order Fibonacci systems. 
In this paragraph, the new approach will be applied to Fibonacci boundary systems that are 
marginally stable and unstable as shown in figure 4.27 and 4.28. A controller will be design 
based on the first order integrator transfer function source with (K, x) = (1,0). 
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Figure 4.28: Output response ofFWFs, gi~O\s),g~~O) (s), g~~O\s) , g~~O) (s) . 
Since the first order source is 
(4.13) 
The controller will be designed based on (K,x) = (1,0) and equation (4.10). For a 
damping factor ( = 2 and W n = 200 rad/s, the Controller coefficients are : 
Kp = 800 Ki = 40000 (4.14) 
Simulation was performed for ail Fibonacci boundary systems with the same controller in 
c\osed loop and shown in figure 4.29. 
1 . 2 r-----~--~----~----~----~----~----~----~----~--__, 
Outputs 
1 ----
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O L---~~--~----~----~----~----~----~----~ ____ ~ __ ~ 
o 0 .05 0 . 1 0 .1 5 0 . 2 025 0 . 3 0 .35 0 . 4 
Tirne in [5] 
0 .45 0 . 5 
Figure 4.29: Output response in closed loop ofFWFs g i1,O\ s), .. .. . gi~O) (s) . 
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Ali Fibonacci boundary systems are stable in c\osed loop and weil controlled with the same 
controller designed based on similar systems new approach. ln general, applying this new 
approach to unstable systems may not be possible even if it was successful to ail Fibonacci 
boundary systems that are marginally stable or unstable, the reason is that the initial first 
order will not be possible to determine. 
4.9 Conclusion 
ln this chapter, specifie systems called Fibonacci systems FWFs with transfer functions of 
high degree have been highlighted from a source offirst order transfer function. These FWFs 
have particular behaviors. The coefficients of their denominators perfectly follow the 
Pascal' s triangle and they also respect the Golden ratio <l> = 1.618034. Their poles are located 
in harmony with each other following certain Fibonacci pattern and specifie distribution for 
their real and imaginary parts. Frequency spectrum of these FWFs present resonance and 
anti-resonance frequencies perfectly ordered with each other. Their output responses present 
multiple intermediate steady-states. Their final steady-states have continuous oscillations 
with low amplitudes. These FWFs systems are irreducible. It is impossible to reduce their 
transfer functions to a second or third order degree. Each FWF system g~K,x\s) has two 
Fibonacci boundaries g~K,O)(s) and g~'CXl)(S) that can be determined from Pascal's triangle. 
For future research, it will be very interesting to compare this new approach to design a 
controller based on black box systems with artificial neural network (ANN) and fuzzy logic 
(FL) controllers applied to the same Fibonacci systems. This comparison is necessary since 
ANN and FL are weil known in engineering research community because of their 
performance and robustness. 
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Chapter 5: Fibonacci wave functions application to LC ladder network 
5.1 Introduction 
In this chapter, we present a new general model for an infinite Le ladder network using 
Fibonacci wave functions introduced in chapter 4. As a practical application for the recursive 
Fibonacci systems that are derived from a first order system wave function, a simple Re or 
RL circuit will be a first order circuit source. As an application, Le ladder network will be 
modelled by these FWFs and it will be used to model and analyze lossless transmission lines 
for input Impedance or admittance, matching Impedance and short or open load. The nth order 
Fibonacci wave function of an Le ladder denominator and numerator coefficients are easily 
determined from Pascal's triangle new general form introduced in chapter 4. The coefficients 
follow specific distribution with respect to the golden ratio. Their pole locations follow an 
ordered Fibonacci pattern. The Le ladder network model can be created to any order for each 
inductor current or flux and for each capacitor voltage or charge. Based on this new proposed 
FWF general model, many applications in the literature using lossless Le ladder model like 
particles interaction behavior in quantum mechanics, sound propagation model in the ear and 
many other applications can carry the analysis and research to an upper level. 
5.2 Re Fibonacci electrical circuit (Re-FEe) 
The original Fibonacci wave function has the following as described in chapter 4. 
With 
K 
(k ,Xc)CS) = __ 
Bi S + x c 
K = w} 
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(5.1 ) 




Vo C ... rent R 
Figure 5. 1: First arder Re-FEe 
1 1 
- - K 
C = L LC = L = L/K,xc} (s) 
1 s +.....!... s + X c 1 
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Figure 5. 2: Second arder Re -FEe 
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(5.3) 
The wave function of the third order Re-FEe (5.4) is derived from circuit diagram presented 
in figure 5.3 
r-----------~-~----~------~ 
L 
c T Vo R 




One can see that an ev en n th order Re-FEe (figure 5.4) will have voltage as input and CUITent 
as output. 
(5.5) 
nc is the total number of capacitors in the circuit. 





I.01tag . .. + Vi C ~ C ~ R* C 
~ 
lU T T 1 1 1 
Figure 5. 4: n th even order Re-FEe 
The FWF ofthis circuit is. 
1 K 
(_O_) (K.XC) = = (K.Xd() 
CTT n (K x ) Bn S vi S + Bn -':' l
c (S) 
For nth odd order, the wave function is. 
v: K 
(~) (K.xc) = = (K.xd () 








Figure 5. 5: n th odd order Re-FEe 
(5.6) 
(5.7) 
In general, nth even order Re-FEe with voltage as input and CUITent as output has a final 
steady-state value C * XC' 
An nth odd order Re-FEe with CUITent as input and voltage as output has a final steady-state 
K 
value L * - . 
Xc 
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Table 5.1 summarizes ail FWFs for RC-FECs 
Table 5. 1: RC-FEC Fibonacci wave functions 
K 
(
_IO_) (K,XC) = (K,xc) = 
CV 2 9 2 ----~K~ 
l s+--
s + Xc 
K 
( V
o ) (K,xc) = (K,xc) = 
Lf. 3 9 3 ------K=---
l s + ----...... K,--
s+--
s + Xc 
K 
(
_IO_)(K,XC) _ (K,xc) _ 
4 - 9 4 - -------K=----
CVi s + ------.,.".---
K 
s + ----...... K,--
s+--
s + Xc 
K 
(
_IO_)(K,Xc) = (K,xc) = 
CV: 
n 9n -----,(;::K-X'""7)-
i S + 9n~l c (s) 
n even 
V. 
( ....!!...) (K,Xc) = (K,Xc) = 
LI n 9n (K x) i S + 9n~1 c (s) 
K 
n o dd 
( Vo ) (K,xc) = (K,xc) = LJ. 1 91 -l-s -+-l-x-
l C 
K 
1 ( ) () Ks + Kxc (_0_) K,xc = K,xc = __ ,--______ _ 
CVi 2 9 2 ls 2 + lxcs + 1K 
K den (K,Xc) (s) 
(K,xc) ( ) _ n-1 
9n s - (K x ) (K x ) 
sdenn~/ (s) + numn~lc (s) 
5.3 RC-FEC and FWFs simulation (RL-FEC) 
Simulation studies were conducted to compare the previous electrical circuits with Fibonacci 
wave functions and Matlab-Simulink electrical circuit mode\. The studies confirm that these 
circuits follow the logic of a recursive Fibonacci sequence and can be mode lied by FWFs. 
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A. Case #1: R=1Q; L=lH; C=1F; (K,xc) = (1,1) 
In this case (K,xc ) = (1,1). Pascal ' s Triangle in Table 5.2 will be used to determine ail 
FWFs. 
Order 14 FWF taken as example is an ev en function, using its numerator and denominator 
coefficients are expressed in (5 .8) using Table 5.2. 
Table 5. 2: Pascal's tri angle general form with multiplication coeffi cients (K , xc) . 
den 1 
den 2 
den 3 2 
den 4 
den 5 4 6 4 
den 6 5 10 10 
den 7 6 15 20 
den 8 7 21 
den 9 8 28 
den la 9 36 
den 11 10 
den 12 1 11 
den 13 1 12t~66 495 
den 14 ~1 78 
den 15 1 14 91 




Simulations of (:)~ril ) = c * g~~. l ) (S) FWF model and Matlab-Simulink RC-FEC electrical 
L 
circuit model order 40 are illustrated in figure 5.6. The final steady-state is C * .!:..- = 1 with 
Xc 
unit input voltage. 
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Figure 5. 6: FWF RC-FEC (~)icil) = C * nici1)(s) & Matlab-Simulink model with Vi = lV 
L 




Simulation results of FWF (O) ~~l) = L * g~~.l) (S) and Matlab-Simulink RC-FEC electrical 
l 
circuit of order 39 model are identical as illustrated in fi gure 5.7. The final steady-state is L * 
Xc = 1 with unit input CUITent. 
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Figure 5. 7: FWF RC-FEC C:0)~~l) = L * g~~l\S) & Matlab-Simulink model with l i = lA , 
74 
5.4 RL Fibonacci electrical circuit 
RL-FEC is determined in the same way as RC-FEC. The first order circuit in figure 5.8 and 







Figure 5. 8: First order RL-FEC 
1 1 
1 - - K 
-.!:... = _L_ = C~ = C = C BiK,Xd(s) 




The second order RL-FEC will be defined with CUITent input and voltage output (figure 5.9) 








Va )CK.Xd _ K _ CK.Xd
C
) 
LI. 2 - K - 92 S 
L S +----:--
S + XL 
(5.l0) 
The third order RL-FEC will be defined with an input voltage and output CUITent (Figure 5.10) 




Figure 5. 10: First order RL-FEC 
(5.11) 
In general, RL-FEC with an even nthorder in figure 5.11 has CUITent as input and voltage as 
output. 
(5 .12) 
ne is the total number of capacitors in the circuit. 
nL is the total number of inductance in the circuit. 
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l 
Figure 5. Il : n th ev en order RL-FEC 




(~) (K,Xd = = (K,Xd (S) 
LI. n (K,Xd() Bn 





An RL-FEC with nth odd order (Figure 5.12) has voltage as input and CUITent as output and 
its wave function expressed in (5.14). 
1 K 
(_o_) (K,Xd = = (K,Xd() 
CV n (K x ) Bn S i S + Bn":l L (s) 
(5.l4) 
In general, nth even order RL-FEC has a CUITent input and voltage output with a final steady-
state value of L * XL' 
nth odd order RL-FEC with voltage as input and CUITent as output has a final steady-state 
K 




~ .. tvi c 1 c 1 
1 T T 
1 1 
Figure 5. 12: n th odd order RL-FEC 
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Table 5.3 summarize ail FWFs for RL-FECs 
Table 5. 3: RL-FEC Fibonacci wave functions 
1 K 1 K (~)(K,Xd = (K,XL) = __ (~/K,Xd = (K,xd = 
LVi 1 91 S + XL LVi 1 91 ls + 1xL 
1'- K 
Vo (K,xd _ (K,xd _ Ks + KXL (~)(K,Xd = (K,xd = LI . 2 92 K 
[ s+-- (LI? 2 - 92 - ls 2 + 1xLs + 1K 
s + XL 
1 K (_O_)(K,Xd _ (K,xd_ 
3 - 93 - K LVi S + 
K 10 (K,xd _ (K,xd _ Ks 2 + KsxL + K 2 s+--s + XL (LV?3 - 9 3 - l s3 + lxLs2 + 2Ks + 1KxL 
1'- K (~)(K,XL) = (K,xd = 
LI 4 94 K 
[ S + 
K 1'-
s+ (~) (K,Xd = (K,xd K LI 4 94 
s+-- [ s + XL 
Ks 3 + KXLS2 + 2K 2s + K 2xL --
ls4 + 1xLs3 + 3Ks2 + 2KxLS + 1K2 
1'- K 
(~) (K,Xd = /K,Xd = 
LIi n n S + 9(n-1)L(S) 
Kden(K,Xd(s) 
9~K,xd(s) = n-1 
n even sden(K,Xd (s) + num(K,XL\s) 
n-1 n- l 
1 K 
(~)~K,xd = 9~,Xd = Kden (K,Xd(s) 
LVi s + 9 (n-l)L(S) 9~K,Xd (s) = n-1 
den~K,xd (s) 
nodd 
5.5 Simulation of FWF and its corresponding RL-FEC 
Simulations will be made with the same values as RC-FEC. 
A. Case #1: R=1Q; L=1H; C=JF; (K,XL) = (1,1). 
R 1 
XL = L = 1; K = Le = 1 
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(
\1: ) (1,1) (11) 
Simulations of the FWF....!!. = L940' (s) and Matlab-Simulink RL-FEC electrical 
lt 40 
circuit model order 40 are shown in the figure 5.13 below. It is clear that the final and the 
only steady-state is ~ = Xc = XL = 1. 
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Figure 5. 13: FWF RL-FEC ...!!. = L940 (s) & Matlab-Simulink model with li = lA l, 40 
( )
(1,1) 
The wave function 10 = Cg~~l) (S) , is shown in figure 5.14 with its equivalent Matlab-
V t 39 
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Figure 5.14: FWF RL-F EC ~ = C9 39 (s) & Matlab-Simulink model with Vi = 1V 
V, 39 
An nth order RL-FEC and its FWF behaves exactly the same way as an nth order RC-FEC 
and its FWF only if XL = Xc. 
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Figure 5 15 ' RL-FEe and Re -FEe order 40 ' ( ...E. = Lg , (s) 1· = lA) . ((~) , = C * g , (s) 
. . , 1 i 40 40 ' l ' V i 40 40 ' 
Vi = lV) 
5.6 N th Order LC Ladder RC-FEC and RL-FEC general model 
The nthorder RC-FEC and RL-FEC are perfectly modeled. Ali currents through each inductor 
and voltages through each capacitor are perfectly determined by Fibonacci wave functions. 
The model is shown in figure 5.17 for n = 40 and can be extended to an infinite order 
knowing that each FWF can be determined using Pascal ' s triangle general form in table 5.2. 
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140 138 u 
Figure 5. 16: n th even order Re-FEe 
~ Cg~~,xc) (s) 





38 Lg~~,xC) (s) ~ 
. _. _. _._. 
/ (K.xc) v.(K,xc) ,.....---"" / (K,xc) ,.....--....., v. (K,xc) 
4 Lg~K,xc) (s) t-_3_-M Cg~K,xc) (s) t-_2 _-M L9t,xc) (s) 1 
Figure 5. 17: n th even order Re-FEe Model using FWFs for each CUITent and vo ltage branch. 
This model can be presented with the variable charge Qt ,xc) = C~ (K,Xc) in each capacitor 
and the electromagnetic flux CPy,xc) = LIfK,X c) in each inductor as shown in figure 5.18. 
Qi 
cp(K,xc) Q(K,xc) cp(K,xc Q(K 
Lg~~,xc) (s) 40 Cg;~,xc) (s) 
39 Lg~~,xc) (s) 38 C (K,xc) ( ) 3 7 g37 s _ 
._._.- ._. 
cp(K,xc.r----.., Q~K,xc) ,.....---"" cp~K,xc) Q(K,xcJ 
4 Cg;K,xc) (s) 1-__ +1 Lg~K,xc) (s) 1-__ ...... CgiK,xc) (s) 1 
Figure 5. 18: n th even order Re -FEe Model using FWFs for each flux and charge branch. 
In the same way, the RL-FEC general model is illustrated in figure 5.20 below for n = 40 . 
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Figure 5. 19: n th even order RL-FEC 
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Figure 5. 20: n th even order RL-FEC Model using FWFs for each CUITent and voltage branch. 
This model can be also presented with the variable charge Qt,xd = C~ (K,Xd in each 
capacitor and the electromagnetic flux cfJt,Xd = LIJK,Xd in each inductor as shown in figure 
5.21. 








Figure 5. 2 1: n th even order RL-FEC Model using FWFs for each flux and charge branch. 
Simulation was conducted for RC-FEC using Matlab-Simulink electrical circuit and the 
corresponding FWF model for n = 40 to confirm the accuracy of the proposed model for all 
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currents and voltages. Note that this model is applicable to any order n of the RC-FEC and 
any order n of RL-FEC. 
The figures 5.22 and 5.23 show simulation for both RC-FEC models for voltage V37 and 
current /40 for the case (K, xc) = (1,4). 
A. Case #2: (K, xc) = (1,4); R=JOQ 
K = 2- = w2 = X X . C = _1_ = 0.025F· L = _1_ = 40H' XL = !!. = 0.25 
LC f Lei R *x c 'K*C ' L 
(5.16) 
0 . 12 r---~----~----~----r---~----~----~----~--~~---, 
0 . 1 
ru 
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Figure 5. 22: Matlab-Simulink Re-FEe circuit and proposed FWF general model for liri4 ) with input Vi = 
lV 
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Figure 5. 23: Matlab-Simulink Re-FEe circuit and proposed FWF general model for V~;4) with input Vi = 
lV 
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FWFs model presented in figures 5.17 and 5.20 are exactly the same as Matlab-Simulink RC-
FEC and RL-FEC circuits of ail inductors currents and ail capacitors voltages. Thus the RC-
FEC and RL-FEC can be shaped for any order due to the fact that every order is weil defined 
with its Fibonacci wave function precisely determined from Pascal' s triangle. Figures 5.24 
and 5.25 show the behavior of ail voltages for each capacitor (odd FWFs) and ail currents in 
each inductor (ev en FWFs). Simulation results also show the delay of each branch based on 
its position from the input source. 
1 . 2 
1 
cr> 
~ 0 . 8 
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Figure 5. 25: Matlab-Simulink Re-FEe and FWF general model (I~1 ,4), Ii1,4) , . . ,Ii~4) ) 
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For the case where both RC-FEC and RL-FEC have the same time constant Xc = XL; 
simulation was conducted to confirm the accuracy of the FWF general model proposed in 
figure 5.17 and 5.20 and Matlab-Simulink circuit mode!. 
B. Case #1: R=1D ; L=1H; C=1F; (K,xJ = (1,1); 
1 
C =-= lF ; 
R*x c 
L = _1_ = lH ' R = ~CL = 1 
K*C ' ~c 
R 1 
XL = - = X = -- = 1 
L c R * C 
1 
K - - - /.,2 - X X - X 2 - X 2 - LC - <-Ut - L c - L - c 
(5.l7) 
Simulation in figure 5.26 and 5.27 for Matlab-Simulink RC-FEC and its FWF model for 
order 40 for I~~,l), l-i~1,1) with input voltage Vi = 1 V and load R = ~ , shows no 
intermediate steady states and this due to the fact that 
1 
K - - /.,2 - X X - X 2 - X 2 - LC - <-ut - L c - L - c 
1 
cu 
0 . 8 -= 0 
~ 
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Figure 5. 26: Matlab-Simulink RC-FEC and FWF general model (lici1) , Vi = 1 V, R = $) 
86 


















0 10 20 30 40 50 60 
T irne :[s] 
70 60 90 100 
Figure 5. 27: Matlab-Simulink Re-FEe and FWF general model (Vi~l), Vi = lV, R = ~) 
The figures 5.28 and 5.29 show the behavior of al! voltages in each capacitor (odd order) and 
al! currents of each inductor (even order) using FWF general model of figure 5.17 and 
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Figure 5. 29: Matlab-Simulink Re-FEe and FWF general model (J~l , l), Iil,l ), . . , Ii~l) , R = .fi) 
RC-FEC and RL-FEC general model can be also derived based on the energy for each 
capacitor and inductor. 
For RC-FEC energy general model for n = 40 is presented. 
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Figure 5. 30: n th even order Re-FEe general model using energy wave between branches. 
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5.7 Fibonacci wave functions appHed to transmission Hnes 
In the literature, several papers have studied and modeled the transmission cab les [2] with a 
variety of analytical methods but very few have noticed that Fibonacci numbers and especially 
Pascal ' s triangle can be used [2] , [3]. 
It is weIl known that transmission cables can be modeled with a recursive LC depending on 
the length of the cable. There have been studies to analyze the input impedance as weIl as the 
load impedance to better understand the reflection phenomena when the input impedance is 
different from the load. In [2], it was shown that in a transmission cable with a short-circuit 
(R=OQ), the input impedance or admittance can be found using Pascal's triangle for the case 
L=IH and C=IF. This is a particular case ofPascal ' s triangle general form detailed in Table 
5.2 with K=1 and Xc = 00. 
Table 4.6 is the Pascal triangle general form for boundary systems with the multiplication 
coefficients based only on parameter K. 
Below is an example of 914(S) using Pascal's triangle for Fibonacci boundary systems 
denCk,x) = 1S14 + 1XS13 + 13Ks12 + 12KxS11 + 66K2 S10 + 55K2xs 9 14 
+ 165K3s 8 + 120K3xS 7 + 210K4s 6 + 126K4xs S + 126K ss4 
+ 56K sxs 3 + 28K6 s2 + 7K 6xs + 1K7 
denCk,x) = 1s13 + 1XS12 + 12Ks11 + 11Kxs10 + 55K2 s 9 + 45K2xs 8 13 
+ 120K3s 7 + 84K 3xS 6 + 126K4s S + 70K4xS 4 + 56K ss3 
+ 21K sxs 2 + 7K 6 s + 1K6 x 
denCk,x) - 1S12 + 1xsll + 11Ks10 + 10Kxs9 + 45K2 s 8 + 36K2xs 7 12 -
+ 84K3s6 + 56K3xs S + 70K4s4 + 35K4xs3 + 21K Ss2 
+ 6K Sxs1 + 1K6 
For RL-FEC circuit in figure 5.19 for order 13 and 14 
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(5 .1 9) 
1 K den (K,XL) (s) 
(_O_) (K,Xd = (K,Xd (S) = 12 
CV 13 913 d (K,xd ( ) 
L en13 s 
TT Kd (K'XL) ( ) 
Vo (K,xd _ (K,xd _ en13 s 
(-jj-) 14 - 914 (s) - (K,xd 
L den14 (s) 
(5.20) 
R 
x = XL =-
L 
For RC-FEC circuit in figure 5.16 for order l3 and 14. 
(5 .21) 
Note that depending on the Fibonacci circuit, either RC-FEC or RL-FEC, one can easily 
determine the input impedance or input admittance for any order n and for both short-circuit 
and open-circuit using only general Pascal ' s triangle table 4.6 or (5 .l9), (5.20) and (5.21). 
For the purpose of comparison with [2] for a short-circuit case (R = On) , Xc = a:J using RC-
FEC and XL = 0 using RL-FEC, equations (5 .19), (5.20) and (5 .21) become: 
ls13 + 12Ksll + 55K2s9 + 120K3s 7 
Vo ( k,O) _ (K,O) _ * +126K4s s + 56K ss 3 + 7K6s 
(U)14L - 914L (s) - K lS14 + 13Ks 12 + 66K2s10 + 165K3s B 
+210K4s6 + 126Kss4 + 28K6S2 + 1K7 
ls12 + llKs10 + 45K2s B + 84K3s6 
~ (k ,O) _ (K,O) S _ K * +70K4s4 + 21Kss 2 + 1K6 
(CV) 13L - 913L ( ) - ls 13 + 12Ksll + 55K2s 9 + 120K3s 7 
+126K4s s + 56K ss 3 + 7K6 S 
(5 .22) 
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For an open-circuit (R = co. n), Xc = 0 using RC-FEC and for RL-FEC XL = co. Equations 
(5.19), (5.20) and (5.21) become: 
lS 13 + 12Ks11 + 55K2 s 9 + 120K3s7 
~ (K,O) _ (K,O) _ * +126K4s 5 + 56K5s 3 + 7K6s 
(CV:)14C - 914C (s) - K ls14 + 13Ks 12 + 66K2s10 + 165K3s 8 
+210K4s 6 + 126K5S4 + 28K6S2 + 1K7 
(5.23) 
ls12 + 11Ks1o + 45K2 s 8 + 84K3s 6 
Va (k,oo) _ (K,oo) _ * +70K4s 4 + 21K5 S2 + 1K6 
(U)14L - 914L (s) - K lS13 + 12Ks 11 + 55K2s 9 + 120K3s7 L 
+126K4S5 + 56K5S3 + 7K6S 
ls 11 + 10Ks9 + 36K2 S7 
~ (k,oo) _ (K,oo) _ * +56K3s 5 + 35K4s 3 + 6K5 S1 
(CV:)13L - 913L (s) - K lS12 + 11Ks 10 + 45K2 s 8 + 84K3 S6 L 
+70K4S4 + 21K5S2 + 1K6 
Simulation for short and open circuit were conducted using FWF general model and Matlab-
shown in figure 5.31,5.32,5.33 and 5.34. 
With open-circuit (R = co n) or short-circuit (R = On) RL-FEC and RC-FEC, their 
respective FWF general model show continuous oscillations for constant unit and for pulse 
unit input and are exactly identical with Matlab-Simulink circuit mode\. These behaviors can 
be used in reflection wave analysis related to transmission lines with load in matching 
impedance, and with short load or without load. 
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Figure 5.34: Matlab-Simulink RC-FEC and FWF general model (lici°), Vi = IV 35s pulse, R = ro n) 
5.8 Conclusion 
In this chapter, a complete Le ladder general model is highlighted as an application of 
Fibonacci wave functions FWFs that was introduced in chapter 4. The importance for Le 
ladder cornes from its application that can be found in the literature like lossless transmission 
lines model, the sound propagation model in the ear and in quantum mechanics in the 
understanding of the interaction between partic1es. The detailed model that is proposed for 
each Le ladder bran ch with precise Fibonacci wave functions shows that the FWF general 
model and its corresponding Matlab-Simulink circuitmodel are perfectly identical for each 
inductor current and capacitor voltage with load, without load CR = On) or with infinite load 
CR = oo n). The FWF general model using the charge in the capacitor and the flux in the 
inductor for each branch is also presented for aIl charge and flux Le ladder branches. 
The Le ladder input impedance and admittance can be derived using Pascal ' s triangle general 
form presented in section VII with defined coefficients K, XL and XC' 
Transmission lines, short-circuit and open-circuit were studied and simulated for both 
Fibonacci model and Fibonacci electrical circuit to show that these are particular cases of the 
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general model and their Fibonacci wave functions are easy to determine based on Pascal ' s 
triangle for short load (xc = 00 and XL = 0) and for open load (XL = 00 and Xc = 0). 
The LC ladder general model for energy transfer between Land C in each section could be 
used for many other applications that use lossless LC recursive circuit as model for more 
research and analysis especially, in quantum mechanics, biology and communication. 
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Chapter 6: Fibonacci wave functions application to spring mass chain 
6.1 Introduction 
In chapter 4, we introduced Fibonacci wave functions (FWFs). These functions have the 
particularity of being irreducible, presenting multiple intermediate stationary regimes before 
reaching the final steady-state. These ste ad y states present oscillations with low amplitudes. 
These FWFs have been created theoretically from a first-order transfer function source. 
In this chapter, the Fibonacci spring-mass chain (FSMC) is introduced as another application 
is presented. It has exactly the same FWFs than those mentioned in chapter 3 as mathematical 
model. The Fibonacci spring-mass chain (FSMCs) can be used to model the interaction of 
small particles in quantum mechanics and in fluid mechanics using this new FSMC general 
mode\. This chapter will be divided into three major parts. Part one, will be dedicated to 
FSMC theory. Part two will be dedicated to two case studies with one and two final steady 
states. Finally, the last part will treat the FSMC general model and its simulation to highlight 
the interaction between each mass based on its position in the chain. 
6.2 Fibonacci Spring mass chain 
Let ' s recall that Fibonacci wave function source has the following form . 
(6.1) 
The first order spring-mass is shown in figure 6.1: 
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F· t 
Figure 6. 1: First order of FSMC 
ks 
1 m 
ks + kv s -m 
Where wf is the Fibonacci natural frequency. 
(mf is the Fibonacci damping ratio. 
1 K 1 ___ _ _ (k,xm) Cs) 
k s + X - k Bi s m s 
The transfer function of the second order FSMC shown below will be. 
k v 111 
V i ----:.-




This transfer function is exactly that of Fibonacci determined in chapter 4. The transfer 
function of third order FSMC is 
Figure 6.3: Third order ofFSMC 
(6.4) 
The 4th order for FSMC transfer function. 
m m 
Figure 6.4: Forth order ofFSMC 
The 5th order for the FSMC transfer function. 
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ID ru m 
F· l. 
Figure 6.5: Fifth order ofFSMC 
One can see that an n th order F-Spring-Mass with n even will have speed as input and force 
as output. 
v· L 
ns is the total number of springs in the chain. 
nm is the total number of masses in the chain. 
ID 
Figure 6. 6: n th even order ofFSMC 
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The FWF will be. 
(6.5) 
In the case where the circuit is of odd order n, the transfer function will be. 
(6.6) 
ID ID 
Figure 6. 7: n th odd order ofFSMC 
In general, F-Spring-Mass chain with ev en order n has speed as input and force as output; it 
has a final steady-state value m * X m ofunit input speed. 
For F-Spring- Mass chain with n odd order with force as input and speed as output has a final 
K 
steady-state value --. 
ksxm 
The table below shows ail FSMC FWFs. 
Table 6. 1: F-Spring-Mass Chain Fibonacci wave functions FWFs 
(kSVO)Ck.Xm) = Ck,xm)(S) = _K_ t sVO/k ,Xm) = Ck,Xm\S) = K 
F 1 91 S + x F 1 91 ls + lx t c t m 
F K 
(~)Ck'Xm) = 
(_0 /k.Xm) = Ck.Xm\S) = mVi 2 
mv. 2 9 2 K 
t s+--
Ck x) Ks+Kxm s +Xm 
9 2 . m (s) = ls 2 + lx
m
s + lK 
99 
kv 
t sVO)Ck,Xm) _ Ck,Xm\ )_ K 
(~)Ck,Xm) _ Ck,xm\) 
f. 3 - 93 S 
f. 3 - 93 S- K ! 
! S+ K 
S+--- Ks 2 + Ksxm + K
2 
s +Xm = l s 3 + lxms 2 + 2Ks + lKxm 
F K F (_O_) Ck,Xm) _ Ck,Xm\) _ (_0 )Ck,Xm) _ Ck,Xm)() 4 - 94 S- K 4 - 94 s mVi S+ mVi 
K 
s+ K Ks 3 + Kxms
2 + 2K2s + K2Xm S+--- -S +Xm - ls4 + lxms 3 + 3Ks2 + 2Kxms + lK2 
F K KdenCk,Xm\S) (_0 )Ck,Xm) = Ck,Xm)() = 9~k,Xm)(S) = n 9n S Ckx ) n-l 
mVi S + 9n.:. 1
m (S) sdenCk,Xm)(S) + numCk,Xm\S) n-l n-l 
n even KdenCk,Xm\S) 
9~k,Xm) (S) = n-l 
t s VO/k,Xm) = Ck,xm) ( ) = K den~k,Xm\S) 




From table 6.1, Pascal triangle general form in table 6.2 is used to determine each Fibonacci 
wave function for any FSMC order. 





















Below is an example of gi~,Xm)(s) and gi~,Xm)(s) using Pascal ' s triangle Table 2. 
den(k,Xm )(S) - ls 14 + lx S B + 13Ks12 + 12Kx Sl1 + 66K2s10 + 55K2x s 9 14 - m m m 
+ 165K 3 s8 + 120K 3 xm s7 + 210K 4 s6 + 126K4 xm s S + 126K Ss4 
+ 56K S xm s3 + 28K 6 s2 + 7K 6 xm s + 1K7 
6.3 Simulation of FMSC 
Simulations were conducted for aIl Fibonacci wave function up to order 40 for FSMC to 
confirm that these coupled spring mass chain foIlow the logic of a recursive Fibonacci 
sequence detailed in chapter 4. 
A. Case #1: kv = 1Nsjm; m = 1kg; ks = 1Njm; (K,xm ) = (1,1); 
In this case we can easily calculate the parameters K and Xm or wf and (mf to determine the 
Fibonacci wave functions from the table using Pascal's Triangle. 
X m = 1; K = 1. 
Wf = 1; (mf = 0.5 
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Order 40 FWF taken as example is an even function, using Pascal's triangle to determine its 
numerator and denominator coefficients as detailed in chapter 4 giveso 
Simulations ofm * g~~,Xm)(s) model is illustrated in figure 608 belowo The final steady-state 












0 50 100 1 50 200 250 300 
Time ( s e oonds) 
102 
1 .015 o:-----r---...----~--__._--_,._--__r--__._--_....--__.._::> 
1 .01 










0 . 99 
300 
(b)Zoom 2 
350 400 450 500 550 600 650 700 750 
T ime (seconds) 
Figure 6. 8: FMSC ( Fi~l) = m * gi~l\S) , Vi = Imjs) 
In the same way the FWF g~~,Xm) (s) which is odd, is determined using Pascal's triangle. 
k v Kden(k,Xm)(s) 
(~)(k,Xm) = (k,Xm)() = 38 
F 39 g39 S (k x ) (k x ) . sden , m (S) + num ,m (S) 
L 38 38 
Simulations of order 39 FSMC to) ~~Xm) = ~ * g~~,Xm) (s) is illustrated in figure 6.9. It is 
FI k s 
c\ear that the final steady-state is _K_ = 1. 
k s*x m 
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FIgure 6.9: FSMC ( V 39 = - * 939 (s), Fi = lN) k s 
(b)Zoom 2 
700 750 
6.4 N th Order Fibonacci spring mass chain general model 
The Nthorder F-Mass-Spring is perfectly modeled. Ali forces and speeds are perfectly 
determined by the Fibonacci wave functions illustrated in section 1. The model is illustrated 
in the figure 6.10 for order 40 and can be extended to an infinite Spring-Mass chain knowing 
that each FWF can be determined using Pascal's triangle general form in table 2. 
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,..-____________ . _ . _ . _ . _ . _ . ___________ ----1 
V (k,xm) 
1 3 
'---..... kg~k .x," ) (S) t----+I 
s 
(k .Xm ) ( ) 
mg2 s t----~ 
Figure 6. 10: n th even order FSMC Model using FWFs for each section for (v~k,Xm) , F~k,xm» ) variables 
J J 
This model can be presented with the variable momentum Ilt,Xm ) = mv?'Xm ) for each mass 
F (k,xm) 
and position xJ~k,Xm) = -j- - related to each spring as shown in figure 6.11 . 
k s 
.:.J1..:.i _~ : g~~,xm) (s) 
S 
,..--------------._._._._ ._. ------------~ 
1 k g~k.xm) (s) t-------~ 
s 
Figure 6. Il: n th even order FSMC Model using FWFs for each section for (IlY 'Xm ) , xY'Xm ») 
A. Case #2: kv =4 Ns/m; ks =l N/m; m=lKg; (K,xm ) = (1,4); 
K = ~ = w} = 1; xm = ~ = 4; kv * Jmks 
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(6.8) 
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Figure 6. 12: FSMC general model for F~~4) with input Vi = lmjs) 
100 200 300 400 500 600 700 BOO 900 1000 
Tirne (seconds) 
Figure 6. 13 : FSMC general model for vi~/)with input Vi = lmjs) 
The figures 6.14 and 6.15 show the behavior of all speeds for each mass (odd FWFs) and all 
forces for each spring (even FWFs). Simulation shows also the delay of each branch based on 
its position from the input source. 
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Figure 6. 14: FSMC general model for (F~1,4), F~1 .4) , .. , F~~4) . with Vi = lm/ s) 
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B. Case #1: kv =1 Ns/m; ks =J N/m; m=1Kg; (K,xm) = (1,1); 
K - k s - w2 - X 2. X = k v = l' k - )mk - 1 -m-f-m , mm ' v- s-
The simulation in figure 16 and 17 below for the FSMC model for order 40 shows no 
intermediate steady states and this is due to the fact that 
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Figure 6. 16: FSMC general model for Firi1) with input Vi = 1, kv = .Jmks ) 
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Figure 6. 17: FSMC general model for v~1.1)with input Vi = 1, k v = .Jmks) 
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The figures 6.18 and 6.19 show the behavior of ail speeds for each mass (odd order) and ail 
forces for each spring (even order) using general model of figure 6.10. 
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Figure 6. 18: FSMC general model for F~l. l) . Fil .l ), .. Fi~l)with input Vi = 1, k v = Jmks) 
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Figure 6. 19: FSMC general model (v~1.1), v~1.1) , . . , V~~l) , kv = .Jmks) 
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FSMC general model can be also determined based on the energy for each capacitor and 
inductor. For FMSC energy general model for order 40 is presented. 
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Figure 6,20: n th even F-Spring-Mass Model using FWFs for energy transfer between sections, 
6.5 FSMC with infinite and zero kv viscous damper 
Note that based on FSMC in figure 6,6, one can easily determine the transfer function for any 
order n for infinite or zero kv viscous damper using only Pascal's triangle general form with 
Xm = 0 or xm = a] shown in Table 6.3. 
For Xm = 00 ; kv = 00. Viscous damper infinite resistance, Sections 14 and 13 in FSMC, 
with (g)i~a?) (s) , (g)i~,a? )(s) are determined in (6.10). 
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lS12 + llKs 10 + 45K 2s 8 + 84K3s 6 
Fa (k ,co) _ (k ,co) _ * +70K4s 4 + 21K Ss 2 + lK6 
(mv)14 - (9)14 (s) - K lS13 + 12Ksll + 55K2 s 9 + 120K3s 7 [ 
+126K4s S + 56KSs 3 + 7K 6S 
ls 11 + 10Ks9 + 36K2S7 (6.10) 
k sva (k ,co ) _ (k ,co ) _ * +56K3s S + 35K4s 3 + 6K Ss 1 
( F )13 - (9)13 (s) - K lS12 + llKs 10 + 45K2s 8 + 84K3S6 [ 
+70K4S4 + 21K Ss 2 + lK6 
For xm = 0; kv = O. Viscous damper with no resistance, sections 14 and 13 in FSMC with 
their FWFs (g) i~O\s) , (g)i~'O ) (s) are shown in (6.11). 
lS13 + 12Ksll + 55K 2s 9 + 120K3s 7 
Fa (k ,O) _ (k ,O) _ * +126K4s S + 56K Ss 3 + 7K6s 
(mv)14 - (9)14 (S) - K lS14 + 13Ks12 + 66K 2s10 + 165K3s 8 
+210K4s 6 + 126KS s 4 + 28K6S2 + lK7 
(6.l1) 
Simulation ofFSMC general model order 40 is shown in figure 6.21 and 6.22 for F4~'O), and 
vi~ 'O) as an example with unit and pulse input speed 
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Figure 6. 21 : FSMC general model (Fi~O), Vi = lm/s, k v = 0 ) 
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Figure 6.22: FSMC general model (Fi~O), Vi = lm/s (pulse of 20s), k v = 0 ) 
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Figure 6.24: FSMC general model (V~~O), Vi = lmjs (pulse of 20s), kv = 0) 
6.6 Conclusion 
In this chapter, we introduced a complete spring-mass chain general model using Fibonacci 
wave functions FWFs that was developed in chapter 3. The importance of spring-mass chain 
like Le ladder network cornes from its application that can be found in the literature [35], 
[36], [37] and [38] especially in quantum mechanics or fluid mechanics to understand the 
interaction between the partic\es. The detailed model that is proposed for each spring-mass 
section with precise Fibonacci wave functions can help understand perfectly the behavior and 
the interaction between each section using the variables (vY,Xm ), Fj(k,Xm ) ). The general model 
using the momentum and the position is also presented for each section in the chain (j1(k,Xm ), 
) 
The particular cases when the viscous damper coefficient is zero or infinite were studied and 
simulated. These cases are particular cases of general model and their Fibonacci wave 
functions are easy to determine based on Pascal ' s triangle with Xm = co and Xm = O. 
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The spring-mass chain general model using energy between each spring and mass in the chain 
is also presented to highlight the energy transfer from input source toward the last section in 
the chain. 
116 
Chapter 7: Fibonacci wave functions application to inverse LC ladder 
network 
7.1 Introduction 
The FWFs have been created theoretically from a first-order original wave function. The goal 
was to find transfer functions with high degree that cannot be reduced by any cIassical 
reduction methods found in the literature in order to show the limits of these methods. 
In this chapter, new electrical circuit application ofFWFs called inverse Fibonacci electrical 
circuits (iFECs) are introduced to model perfectly the recursive inverse LC ladder network. 
These iFECs can be used to model piezoelectric, [3], [6] . 
This chapter is organized as follows. Section II describes a general model of series resistive-
capacitive inverse Fibonacci electrical circuit (iRC-FEC). Section III presents a comparative 
study of inverse Fibonacci wave functions (iFWFs) and Matlab-Simulink iRC-FEC. Section 
IV describes a general model of parallel resistive- inductive inverse Fibonacci electrical 
circuit (iRL-FEC). Section V gives a comparative study of iFWF and Matlab-Simulink 
circuit model iRL-FEC. The nth order iRC-FEC and iRL-FEC models are presented in section 
VI. 
7.2 Inverse RC Fibonacci electrical circuit (iRC-FEC) 
The original Fibonacci wave function has the following form. 
K 
(k,Xd(S) = ---
9-1 S-1 + X 
c 
K = w} and 
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(7.1) 
The first order electrical circuit Re-FEe is presented in figure 7.1. 
c 







Figure 7. 1: First arder iRe-FEe 
Cs 1 LC 1 CK,Xd ( ) 
L S-l + X = L 9-1 S 
c 
1 K 
1 + RCs 
-----
L S -l + RC 
(7.2) 
The second order Re-FEe circuit diagram is shown in figure 7.2 and its wave function in 
(7.3). 
C 
l 1"----i ~~ 
~In L ~ R t 
Of TL-__ --+-I ___ ---'T 
CURent 
Figure 7.2: Second arder iRe-FEe 
C ( -1 + CK,Xd ()) TT 
J. = ~ (9 CK,xc) (s) + S-l)V: = S 91 S Va 
L L -1 a LC 
(CVa) CK,Xd = K CK,XC) ( ) 
1 -2 K = 9-2 S i S -l + -:;---
S -l + Xc 
(7.3) 
11 8 
The wave function of the third order Re-FEe (7.4) is derived from circuit diagram presented 
in figure 7.3. 
c c 
Figure 7. 3: Third order iRe-FEe 
(7.4) 
One can see that an even nth order iRe-FEe (figure 7.4) will have CUITent as input and 
voltage as output. 
(7.5) 
ne is the total number of capacitors in the circuit. 
nL is the total number of inductance in the circuit. 
c c c 
Figure 7. 4: n th even order iRe-FEe 
ll9 
The iFWF ofthis circuit is. 
CV; K 
(_O)(K,Xc) = = (K,Xc)() -n (K) B-n S 
Ii S-l + B ,XC (S) 
-(n-1) 
(7.6) 
For nth odd order, the wave function is. 
LI K 
( _O)(K,Xc) = = (K ,Xc) () -n (K) B-n S Vi S-l + B ,xc (s) 
-(n-1) 
(7.7) 
c c c c 
r----) ~1----) ~T ----1----) ~j----) ~J 
~ v. l ~ ~ l ~ l ~ R ~ 
'--------+-----+ - - - -- 1 1 ~ 
Voltage 
Figure 7. 5: n th odd order iRe-FEe 
In general, n th even order iRe-FEe has CUITent as input and voltage as output. In the same 
time the n th odd order iRe-FEe has voltage as input and CUITent as output. 
Table 1 shows ail iFWFs in Re-FEe case. 
Table 7. 1: iRe-FEe Fibonacci wave functions 
LI K LI K (~) (K,Xc) = (K,Xc) = (~) (K,Xc) = (K,xc) = 
V - 1 9 - 1 -1 + V. -1 9-1 ls-1 + lx i S Xc l C 
Cv, K (_O/K,Xc) _ (K,x c) _ 
-2 - 9 2 - K CVO (K,xc) _ (K,Xc) _ Ks-
1 + Kxc li S- l + 
1 + Xc (-1-. L 2 - 9 2 - ls- 2 + lx S- l + 1K s 
l c 
LI (_O/K,Xc) = (K,x c) 
V. -3 9 3 LI l (_O/K,Xc) = (K,x c) K V. -3 9 3 = K l S- l + 
K 
Ks- 2 + KxcS-1 + K 2 
S-l + = 
S 1 + X,. ls- 3 + 1xcs- 2 + 2Ks-1 + 1Kxc 
120 
CV: 
( _ O) (K.XC) = (K.xc) [. -4 9-4 
t 
K 




S - + s 1 + X 
(
_CV:_O) (K.Xc) = (K.xc) = K 
1 - n 9 - n (K x) i S-l + 9 . c (S) - (n-l) 
n even 
LI (K.xc ) K 
( 0) (K.xc) -v;- _ = 9-n = S-l + 9 (K.Xc) (S) 
n - (n- l ) 
nodd 
7.3 Simulation of iRC-FEC AND iFWFs 
Kd (K.xc) ( ) (K.xc) S _ en_(n _l ) S 
9-n () - (K x ) (K x ) 
s-lden . c (S) + num . c (S) -(n-l) -(n- l ) 
Kd (K.xc) ( ) (K.xc ) _ en_(n_ l) s 
9-n (S) - (K x) 
den_~ c (S) 
Simulation studies were conducted to compare the previous electrical circuits using Matlab-
Simulink model and with inverse Fibonacci wave functions. The studies confirm that these 
circuits follow the logic of a recursive Fibonacci sequence and can be modelled by iFWFs. 
A. Case 1: R=lQ; L=lH; C=lF; (K,xc ) = (1,1); 
In this case (K, xc) = (1,1). Pascal's Triangle in Table 2 will be used to determine ail iFWFs. 
iFWF of order 14 taken as example is an even function, its numerator and denominator 
coefficients are expressed in (7.8) using Table 7.2 with S-l as Laplace variable or Table 7.3 
with s as Laplace variable. 
Using Table 7.2, iFWF order 14th is: 
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(7.8) 
Using Table 7.3, iFWF order 14th is: 
den~~'Xc)(s) = 1 + 1xcS1 + 12Ks2 + llKxcs 3 + 55K2 s 4 + 45K2xcss + 120K3s6 
+ 84K3xcs 7 + 126K4 s 8 + 70K 4 xcS9 + 56Kss 10 + 21K-sxcs ll (7.9) 
+ 7K6S12 + lK6x S13 c 






den 5 4 6 4 
den 6 5 10 10 
den 7 6 15 20 15 
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Simulations of (0)(1,1) = ~ * /l,l\S) iFWF and iRC-FEC Matlab-Simulink electrical 
li -40 C -40 
circuit order 40 are illustrated in figure 7.6. 
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Figure 7. 6: iRC-FEC (~O ) ~~~) = ~ * B~14~\S) with li = lA) 
1 
The (:)~i:c) = ~ * g~~';c)(s) , which is of odd order, will be determined using Pascal's 
1 
triangle table 2. 
Simulation results of (:)~13~ = ~ * g~13~)(S) and iRC-FEC electrical circuit order 39 are 
1 
identical as illustrated in figure 7.7. 
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7.4 Inverse RL Fibonacci electrical circuit (iRL-FEC) 
iRL-FEC is determined in the same way as RC-FEC. The first order circuit in figure 7.8 and 
its iFWF is presented in (7.10). 
J l 
CD li L ~R 
c....-ent 
Figure 7. 8: First order iRL-FEC 
sL 1 LC 
C S - l + ~ 
R 
1 K 1 (K.xt) 
C S-l + XL = C 9 - 1 (s) 
CV- K 
( _O)(K.Xt) = = (K.xt) (s) 
Ii -1 S-l + XL 9-1 
K = LC and 
L 
XL = 2 ÇLfwf = R 
K = LC = xcXL = 4çCfÇLfw} 
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(7.10) 
The 2nd order RL-FEC will be defined with current input and voltage output (figure 7.9) and 








Figure 7. 9: Second order iRL-FEC 
L ( -1 + (K,xd ( )) 1 1 ( (K x ) ) S 9 -1 S a v:. = - 9 ,L (S) + S - l 1 = ----''--------'--
! C -1 a LC 
LI K 
( ---.!!..) (K,Xd = = (K,Xd (S) V:. - 2 K 9 -2 
! S - 1 + ---:;---
S - l + X L 
(7.l1 ) 
The third order iRL-FEC will be defined with an input voltage and output current (Figure 




Figure 7. 10: Third order iRL-FEC 
C ( 
-1 + (K,Xd ()) IT 1 s 9 2 S va 
J. = - ( 9 (K,Xd (S) + S-l) V- = -
! L - 2 a LC (7.12) 
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ln general, iRL-FEC with an even nthorder in figure 7.11 has voltage as input and CUITent as 
output. We have. 
where nc is the total number of capacitors in the circuit, and nL is the total number of 
inductance in the circuit. 
c c c c 
Figure 7. 11: n th even order iRL-FEC 
The wave fonction is: 
LI K 
(_O)(K.Xd = = (K.Xd(S) 
V,. -n (K.xd () B-n 
1 S + B_(n-1) S 
(7.13) 
iRL-FEC with n th odd order (Figure 7.12) has CUITent as input and voltage as output and its 
wave function is expressed in (7 .14). 
Cl'- K 
(_O)(K.Xd = = (K.Xd() 




c c c c 
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'------+-~----+- .. --. l l l' 
Figure 7. 12: n th odd order iRL-FEC 
Table 7.4 shows the iFWFs in the case of a RL-FEC. 
Table 7. 4: iRL-FEC Fibonacci wave functions 
(
_CV:_o) (K.XLl = (K.xLl = __ K __ 
1 -1 9-1 -1 + i S XL 
(L1
0 ) (K.XL) = (K.xLl = ___ K_...,.,..._ 
V -2 9-2 K 
i S-1 + ---,,..,---
S 1 + XL 
K 
= -------;cK;----
S -1 + -----..K..---
S-1 + ---,,..,---
S 1 + XI. 
= -S--1-+---------------K==~K:==== 
S -1 + ------.-..---
S-1 + K 
S 1 + XL 
LI K 
(-Vo ) ~~XLl = 9~~XLl = -1 ( ) 
i S + 9-(n-1)L S 
n even 
cv. K 
(_I_o)~~XL) = 9~~XLl = --1-----(-) 
i S + 9 -(n-1)L S 
nodd 
(
_CV:_o) (K.XLl = (K.XL) = __ K __ 
li -1 9-1 ls - 1 + 1XL 
cv: 
(_ O) (K.XL) = (K.xLl f. -3 9 -3 
! 
Kd (K.xLl ( ) (K.xLl S _ en_(n_1) S 
9n () - (K x ) (K x ) 
s-1den . L (s) + num . L (s) -(n-1) - (n -1 ) 
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7.5 Simulation of iRL-FEC and iFWFs 
Simulations will be made with the same values as iRC-FEC in the previous paragraph 
A. Case #1: R=1fl; L=1H; C=1F; (K,XL) = (1,1). 
L 
XL = R = 1; K = Le = 1 
(
LlO) (l,l) _ (1,1) 
Simulations of the iFWF - . - 9-40 (s) and iRL-FEC Matlab-Simulink electrical 
Vt -40 
circuit of order 40 are shown in figure 7.13. Results are identical in iFWF and iRL-FEC 
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Figure 7. 13: iRL-FEC!.E. = !. 0 (1.1)(5) V · = lV 
Vi -40 L -40 , t 
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(1,1) 
The iFWF (Vo ) = ~ g~13!) (S) , is shown in figure 7.14 with its equivalent Matlab-
II - 39 C 
Simulink electrical circuit iRL-FEC order 39. Again, simulation results are identical between 
iFWF and iRL-FEC. 
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l, -39 C 
An nth order iRL-FEC and its iFWF behaves exactly the same way as an nth order RC-FEC 
and its iFWF only if XL = X C' 




XL = X c = R = Re (7 .15) 
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7.6 N th order inverse LC ladder iRC-FEC and iRL-FEC general model 
The nthorder iRC-FEC and iRL-FEC are perfectly modeled. Ali voltages through each 
inductor and currents through each capacitor are perfectly determined by inverse Fibonacci 
wave functions illustrated in section II. The model is illustrated in figure 7.17 for n = 40 and 
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can be extended to an infinite order knowing that each iFWF can be determined using 
Pascal's triangle general form in table 7.2 or 7.3. 
CLlferi 
Figure 7. 16: n th even order iRC-FEC 
~------------------_._ ._._._. ------------------~ 
Figure 7. 17: n th even order iRC-FEC Model using iFWFs for each CUITent and voltage branch. 
In the same way, the iRL-FEC model is illustrated in figure 7.19 below for n = 40. 
ccc c 
r~~~"-'+*l~ 
~Vi V3~W Llf7 Llf' L ~r3 L lf~ ~ 
~---+-----+- . - .. - 1 l l' 
Figure 7. 18: n th even order iRL-FEC 
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~------------------_ . _ . _ . _ . _ . --------------------~ 
1 (K,xd V(K,xtl ,....--..... I(K,xd .... --..... V(K,xtl 
4 ~ g~~;Xd (S}-_3 _oM ~ g~ d (S)I--_2_ ........ ~ g~~;xd (S 1 
Figure 7. 19: n th even order iRL-FEC Model using IFWFs for each CUITent and vo ltage branch. 
Simulation was conducted for iRC-FEC Matlab-Simulink circuit model and the 
cOITesponding general model for n = 40 to confirm the accuracy of the proposed model for 
all CUITents and voltages. Note that the general model can be applied to any order n of the 
iRC-FEC and any order n of iRL-FEC. 
A. Case #2: (K, xc) = (1,4), R= lQQ. 
Xc 
C = Ii = 0.4F (7.16) 
K 
L = C = 2.5H 
L 
XL = R = 0.25 
The figures 7.20 and 7.2 1 show simulation of the general model and Matlab-Simulink iRC-
(14) (14) . 
FEC for voltage V40 ' and the CUITent /40' through the mductor for the case (K, xc) = 
(1,4) . The fi gures 7.22 and 7.23 show simulation of the CUITent /~~,4)and the voltage ~~1,4) 
through the capacitor. 
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Figure 7. 20: iRe-FEe circuit and general model for V~~4) with input l i = lA 
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Figure 7. 21: iRe-FEe circuit and general model for 1~~4) as integral of V~~4)with input li = lA 
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Figure 7. 23: iRe-FEe circuit and general model for V~~4) as integral of 1~~4) with input li = lA 
iFWFs model presented in figures 7.24 and 7.25 are exactly the same as the iRC-FEC Matlab-
Simulink circuit model of all inductors voltages and all capacitors currents and its 
corresponding iFWF. Thus the iRC-FEC and iRL-FEC can be shaped for any order due to 
the fact that every order is weil defined with its inverse Fibonacci wave function precisely 
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Figure 7. 24: Matlab-Simulink iRe-FEe and general model (V~1.4) , vi1•4 ) , .. , vici4 ) ) across inductors 
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Figure 7. 25: Matlab-Simulink iRC-FEC and general model (Ii1,4) , 1~1 ,4) , .. , 1~~4) ) across capacitors 
For the case where both iRC-FEC and iRL-FEC with the same time constant X c = XL ' 
Simulation was conducted to confirm the accuracy of the iFWF general model proposed in 
figures 7.17 and 7.20. 
B. Case #1: R=1Q ; L=1H; C=1F; (K,xc ) = (1,1),' 
1 
C =--= 1F 
R * X c 
L 
XL = - = X = RC = 1 R c 
R= ft=l 
(7.17) 
Simulation in figures 7.26 and 7.27 for the iRC-FEC and its model for order 40 show no 
difference between the general model and Matlab-Simulink iRC-FEC for voltage VS,l )and 
the CUITent I~~, l) through the inductor for the case (K, xc) = (1,1) 
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Figure 7. 26: Matlab-Simulink iRe-FEe and general model (V~~1), li = lA, R = t) 
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Figure 7. 27: Matlab-Simulink iRe-FEe and general model (I~~1), li = lA, R = t) as integral of V~~l) 
Simulation in figure 7.28 and 7.29 for the iRe-FEe and its model for order 40 also show 
no difference between the general model and Matlab-Simulink iRe-FEe for the CUITent 
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Figure 7. 28: Matlab-Simulink iRe-FEe and general model (1~~1 ) , li = lA, R = ~) 
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Figure 7. 29: Matlab-Simulink iRe-FEe and general model (V~~l) , li = lA, R = ~) as integral of Ij~l) 
Simulation in figure 7.30 and 7.31 for the iRe-FEe and its model for order 40 show no 
difference between the general model and Matlab-Simulink iRe-FEe for the voltage 
~~.l)and the CUITent I~~·l) through the inductor for the case (K, xc) = (1,1) 
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Figure 7.31: Matlab-Simulink iRe-FEe and genera l model (I~cil), li = lA, R = ~) as integral of V~cil) 
Figures 7.32 and 7.33 show the behavior of ail voltages in each inductor (even order) and ail 
currents of each capacitor (odd order) using general model of figure 7.17 and compared with 
iRC-FEC circuit (figure 7.16) for (K, xc) = (1,1). 
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Figure 7. 32: Matlab-Simulin iRe-FEe and general model (V~l,l), V~1.1 ) , .. , V~cil) , R = ~) across inductors 
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Figure 7. 33: Matl ab-Simulink iRC-FEC and general model (Iil ,l ) , I~l , l ) , .. , I~~l) , R = ~) across capacitors 
7.8 Controller Design new Approach applied to iFWFs 
The controller design new approach developed in chapter 3 will be applied to these iFWFs 
based on their first order transfer function source. 
K 
g (k ,X) CS) = ----:--
-1 S-l + X 
K sC -) x 
1 s+-x 
L 
x = x = Re or x = XL = -
C R 











This controller will be designed for the two cases studied previously (K, x) = (1,1) and 
(K, x) = (1,4) and applied to all recursive inverse Fibonacci wave functions. 
The c\osed loop transfer function controller based on equation (7.18) will be. 
C(s) = (Kp + Ki) ~ s s (7.20) 
A. Case #1 : (K,x) = (1,1). 
The choice of W n should be outside the resonance and anti-resonance frequencies . The chosen 
W n is 100 radis. For ç = 2, the coefficients of the controller using (7.19) are: 
Kp = 399 Ki = 10000 (7.21) 
Simulation was conducted in c\osed loop of all iFWFs systems 9~li1)(S), ..... 9~1~~)(S), the 
outputs are exactly the same as shown in figure 7.34. 
B. Case #2: (K, x) = (1,4). 
From bode figure 4.20, the choice of W n should be outside the frequencies of resonance and 
anti-resonances. The choice of W n is 250 radis and ç = 2, and the coefficients of the 
controller using (29) are: 
Kp = 3999 Ki = 250000 (7.22) 
(1,4) (1,4) 
A simulation was made in closed loop ofall FWFs systems 91 (s), ..... 940 (s), the 
outputs are exactly the same as it is in figure 7.34. 
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7.9 Inverse Fibonacci boundary wave functions 
In the same way as LC ladder network presented in chapter 5 and spring mass chain presented 
in chapter 6, the inverse LC ladder network wave functions can be determined easily from 




denCk,x) = ls- 14 + 1xs-13 + 13KÇ12 + 12Kxs-ll + 66K2Ç10 + 55K2xs-9 
-14 
+ 165K3Ç 8 + 120K3xs-7 + 210K4Ç6 + 126K4xs- s + 126Kss-4 
+ 56K sxÇ3 + 28K6s-2 + 7K6xs-1 + 1K7 
den~k{;) = ls- 13 + 1xs-12 + 12KÇll + llKxs- 1o + 55K2s-9 + 45K2xs-8 + 120K3Ç 7 (7.23) 
+ 84K3Xç6 + 126K4s-s + 70K4xs-4 + 56K ss-3 + 21K sxs-2 + 7K6Ç1 
+ 1K6 x 
denCk,x) = 1Ç12 + 1Xçll + llKÇ10 + 10Kxs-9 + 45K2s- 8 + 36K2xç7 + 84K3s-6 
-12 
+ 56K3xÇ S + 70K4s-4 + 35K4xs-3 + 21K Ss-2 + 6K Sxs-1 + 1K6 
For iRL-FEC in figure 7. 19 for order 13 and 14. 
Kd (K ,Xd () CVa (K,xd _ (K,xd _ en_12 s 
(-/-. L13 - 9-13 (s) - d (K,Xd () 
l en_ 13 s 
/ Kd (K,Xd () L a (K,xd _ (K,xd _ en_13 S 
(~L14 - 9-14 (S) - d (K,Xd ( 
l en_ 14 S) 
L 
x = XL =-
R 
For iRC-FEC circuit in figure 7.16 for order 13 and 14. 
x = Xc = Re 
(7.24) 
(7.25) 
Note that based on which Fibonacci circuit, either iRC-FEC or iRL-FEC, one can easily 
determine the input impedance or input admittance for any order n and for both short-circuit 
and open-circuit using only Pascal 's triangle general form. 
For a short-circuit (R = On), Xc = a using iRC-FEC and XL = IXJ using iRL-FEC. Equations 
(7 .23), (7.24) and (7.25) become. 
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lS - 12 + llKs - 10 + 4SK 2Ç8 + 84K3s-6 
Llo (koo) (Koo) +70K4Ç4+21K SÇ 2 +1K6 
(-V-
i 
L{4L = 9 - 1'4L (S) = K * -lS---:1;-;;3:-+.:....:....1.::..:2:..:..K--'s"--711:-'-+-=S:.;:S:..:..K:...,2.ç..S--"""9-.:+--.:::.:1:..:..2-0K--=-3-S---=7 
+126K4s - S + S6K Ss-3 + 7K6S-1 
ls - 11 + 10Ks- 9 + 36K2Ç7 
(_Cv'_O) (k,OO) _ 9(K,OO)(S) _ K * -=----:;-':;+..:;..S..:;..6'":'K-:-3 S7:-:-S:-+~3...;;:.S.=..:;K'=4~S:-;;--3--'-;+::-'6:..:..K"-:S....::s-:-:-;;1~ li -13L - -13L - lS - 12 + llKç10 + 4SK2S-8 + 84K3ç6 
+70K4S-4 + 21KSç2 + 1K6 
lS-12 + llKs- 10 + 4SK2Ç8 + 84K3Ç6 
Llo (K ,O) _ (K ,O) S _ K * +70K4Ç4 + 21K sÇ 2 + 1K6 
(Vi L 13c - 9 -13C ( ) - lS - 13 + 12Ks-11 + SSK 2ç9 + 120K3s -7 
+126K4çS + S6K Ss-3 + 7K6S-1 
(7.26) 
For an open-circuit (R = <Xl. 0), Xc = <Xl usmg iRC-FEC and for iRL-FEC XL = O. 
Equations (7.23), (7.24) and (7.25) become. 
(7 .27) 
lS- 13 + 12KÇ11 + SSK 2s-9 + 120K3Ç 7 
Llo (k,O) _ (K ,O) S _ K * +126K4Çs + S6K ss-3 + 7K-6s 
(V L 14L - 9 -14L ( ) - lS-14 + 13Ks-12 + 66K 2S-10 + 16SK3s -8 
+210K4ç 6 + 126Ksç4 + 28K6ç 2 + 1K-7 
These Boundary wave functions can be also derived easily from Pascal triangle general 
form as shown in the table below. 
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Simulation for short and open circuit were conducted using general mode l, iRC-FEC and 
7.41 and 7.42. 
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Figure 7. 35: iRL-FEC and general model (V~;O), Vi = 1 V, R = (00) 
146 
~ 
~ 0 . 4 >-
'Cs 
~ 0 . 3 
~ 
. !:: 0 . 2 en 
'" Cl> -= 0 . 1 
~ 
~ 0 Cl> = Cl> 
en 
-= -0. 1 = 
'" c:...:> 







~ -0. 4 
0 2 4 6 8 1 0 12 14 16 18 20 
Tirne in : [s] 
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7.10 Conclusion 
In this chapter, a complete inverse Le ladder general model based on Fibonacci wave 
functions iFWFs was introduced. The importance for inverse Le ladder cornes from its 
application that can be found in the literature like piezoelectric. The detailed model that is 
proposed for each inverse Le ladder branch with precise inverse Fibonacci wave functions 
shows that the simulation and the model are perfectly the same for each inductor voltage and 
capacitor CUITent. 
The inverse Le ladder input impedance or admittance can be derived using Pascal 's triangle 
general form presented in two forms in Table 7.2 and Table 7.3 with defined coefficients K, 
Short-circuit and open-circuit were studied and simulated for both inverse Fibonacci 
boundary wave functions and its Fibonacci electrical circuit to show that these cases are 
particular cases of the general model and their Fibonacci wave functions are easy to 
determine based on Pascal 's triangle presented in table 7.3 for short load (xc = aJ and XL = 
0) and for open load (XL = aJ and Xc = 0). 
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Chapter 8: General conclusion 
8.1 General conclusion 
This research presents new reduction method based on first order transfer function 
approximation. It can be extended to ail systems with different type of outputs having different 
type of overshoot and oscillations. The concept of simi lar systems was introduced for the first 
time to overcome ail mathematical equations needed to model the complex systems and to 
avoid classical reduction methods that are based on the knowledge of the transfer function of 
the real system. These classical reduction methods use different mathematical theories to 
reduce the original systems to an identical reduced system like pade approximation [3], [8] , 
pole clustering [4], [17] and integral square error (rSE) [1] , [6] and many others in the 
literature [2], [5], [10], [14-19] . 
The proposed new reduction method is based on predefined elements If/ /, 1f/2, 1f/3, 1f/4, 1f/5 and 
1f/6 that characterize the real and the approximated system. These weighted elements are 
determined on ly from the complex system output response. 
Simulation results in c\osed loop for the five investigated case studies show the 
performance of the new reduction method even if the approximate system is not identical. 
The fact that both real and approximated systems are similar in their significant weighted 
elements, allows designing controllers based on the approximated first order system. The 
design and the implementation of a PI controller using this approach and applied to the real 
system show impressive results. The PI control 1er was chosen because of its simplicity to 
design and implement wh en applied to a first order system. Another controller type could be 
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chosen to control these complex systems since it will be based on this approximated first 
order. 
Specific systems ca lied Fibonacci systems FWFs with high degree oftheir transfer functions 
have been highlighted from a source of first order transfer function. These FWFs have 
interesting behaviors. 
yi' The coefficients oftheir denominators perfectly follow the golden triangle or Pascal 's 
triangle and they also respect the golden ratio <l> = 1.618 
yi' Their poles are located in harmony with each other following the Fibonacci pattern 
and specific distribution for theirs real and imaginary parts . 
yi' Frequency spectrum ofthese FWFs present resonance and anti-resonance frequencies 
perfectly ordered in harmony with each other. 
yi' Their output responses present multiple intermediate steady states. Theirs final steady 
states have continuous oscillations with low amplitudes. 
yi' These Fibonacci systems are irreducible. It is impossible to reduce their transfer 
functions to a second or third order degree. 
yi' Each FWF system g~K.X)(S) has two Fibonacci boundaries g~K.O\S) and g~K. OO)(S) 
that can be determined from Pascal's triangle. 
The application of any reduction method in the literature as Pade approximation method, the 
integral square error (ISE) or other methods cannot reduce such systems to a second or third 
order system. 
151 
By applying the controller design new approach to these systems based on their source of 
first-order transfer function, the simulation results in closed loop are very impressive for the 
fact that ail output responses are perfectly same. 
In this research, a complete Le ladder general model based on Fibonacci wave functions 
FWFs was introduced. The importance for Le ladder cornes from its application that can be 
found in the literature like lossless transmission lines model , the sound propagation model in 
the ear and in quantum mechanics to understand the interaction between the partic\es. The 
detailed model that is proposed for each Le ladder branch with precise Fibonacci transfer 
functions shows that the simulation and the model are perfectly same for each inductor CUITent 
and capacitor voltage. The general model using the charge in the capacitor and the flux in the 
inductor for each branch is also presented for ail charge and flux Le ladder branches. 
The Le ladder input impedance or admittance can be derived using Pascal 's triangle general 
form presented in section VII with defined coefficients K, XL and XC. 
Transmission lines, short-circuit and open-circuit were studied and simulated for both 
Fibonacci model and Fibonacci electrical circuit to show that these cases are particular cases 
of general model and their Fibonacci transfer functions are easy to determine based on 
Pascal 's triangle for short load (xc = co and XL = 0) and for open load (XL = co and Xc = 0) 
and Table 3.1. 
The inverse Le ladder network was introduced with its general model using inverse Fibonacci 
wave function (iFWF). The study shown how these wave functions can be determined easily 
from Pascal triangle general form using the inverse steps path for any order. The input 
impedance or admittance can be also found for the three cases ( with, without or infinite load). 
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The LC ladder general model for energy transfer between Land C in each section can be used 
for many other applications that use lossless LC recursive circuit as model for more research 
and analysis especially, in quantum mechanics, biology and communication. 
Fibonacci spring mass chain (FSMC) was also introduced and modelled by these theoretical 
FWFs. The FSMC is very important based on their application in quantum mechanics and 
fluid mechanics to analyze the behavior ofparticles from motion point ofview. A combination 
of LC ladder general model related to charge and flux and FSMC general model related to 
momentum and position can help understand the relationship between electrical and 
mechanical behavior of particles. 
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Appendix A: Résumé étendu 
A.1 Introduction 
Dans la littérature, la majorité des méthodes de réduction des systèmes complexes sont basées 
sur la connaissance de leurs fonctions de transfert. Ces méthodes de réduction ont différentes 
approches pour réduire ces fonctions de transfert en une fonction de transfert de second ordre 
identique. Ces méthodes ont une particularité commune, leurs approches sont basées sur 
beaucoup d'équations mathématiques. Une fois le système réduit est identifié, la conception 
du contrôleur est mise au point en se basant sur ce système réduit. Ce contrôleur sera ensuite 
appliqué au système réel. 
A.l.l Problématique de recherche 
La problématique de recherche consiste à mettre au point un contrôleur d'un système de type 
boite noire sans avoir à déterminer sa fonction de transfert. A cet effet, il est nécessaire de 
développer une approche de réduction ne nécessitant pas beaucoup d 'équations 
mathématiques en se basant seulement sur la réponse de sortie du système de type boite noire. 
La notion de systèmes similaires sera la colonne vertébrale de cette approche. Cette notion de 
similarité entre systèmes sera définie en utilisant les éléments de poids qui caractérisent 
chaque système. Ces éléments de poids doivent être identiques pour que les deux systèmes 
soient similaires. Ces éléments seront déterminés seulement à partir de la réponse du système 
de type boite noire sans avoir à déterminer sa fonction de transfert. 
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A.J.2 Objectifde recherche 
A.J.2.J Contribution de recherche 
La première contribution de cette thèse est de développer une approche de réduction basée 
sur le concept de similarité. Cette technique utilisera uniquement la caractéristique de la 
réponse du système complexe ou en boite noire. Cette réponse de sortie sera obtenue soit par 
expérimentation, soit par simulation. Basé sur cette notion de similitude, il y aura toujours un 
système similaire de premier ordre qui coïncide avec le système réel seulement dans ces 
éléments de poids. Pour cela, ces éléments doivent être bien définis. 
Une fois que le système de premier ordre est identifié, la conception du contrôleur sera mise 
au point et sera appliquée au système réel. 
La deuxième contribution de cette thèse est d'introduire des systèmes théoriques complexes 
qui ont la particularité d'avoir des fonctions de transfert irréductibles et que les méthodes de 
réduction classiques ne peuvent pas les réduire à des systèmes de second ordre. Ceci mettra 
en évidence leurs limitations. Par contre, la nouvelle approche basée sur le système similaire 
de premier ordre sera toujours valide même si elle est appliquée à ces systèmes irréductibles 
et nous permettra la mise au point du contrôleur pour ce type de système. 
La dernière contribution de cette thèse est de mettre en évidence des applications concrètes 
de ces systèmes théoriques irréductibles dits de Fibonacci. 
Des circuits électriques récursifs qui ont exactement les mêmes fonctions irréductibles de 
Fibonacci sont identifiés. Ces circuits inductifs-capacitifs (LC) récursifs sont très utilisés dans 
la modélisation des lignes de transmission ([21], [22], [25]); en biologie pour modéliser la 
dynamique des neurones [24] et en mécanique quantique pour modéliser les particules 
infiniment petites en utilisant les circuits LC récurrents [23]. 
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Des systèmes mécaniques récurrents (masse-ressort) ont été aussi identifiés comme étant des 
systèmes de Fibonacci avec des fonctions de transfert irréductibles. Ces systèmes mécaniques 
sont aussi très utilisés dans la modélisation des phénomènes mécaniques des particules surtout 
en mécanique des fluides et en mécanique quantique pour pourvoir analyser le comportement 
de ces particules du point de vue des vibrations. 
A.J.2.J Structure de la thèse 
Cette thèse est structurée en huit chapitres. Le premier chapitre est une introduction mettant 
en évidence la problématique de recherche dans la littérature des méthodes de réduction 
classiques. Le chapitre deux évalue deux méthodes de réduction très connues, l' intégral de 
l'erreur quadratique (ISE) et l'approximation pade ainsi que leurs approches de conception de 
contrôleurs. Le chapitre trois est dédié à la nouvelle approche de conception de contrôleurs 
des systèmes de types boite noire ainsi qu ' une comparaison du point de vue performance avec 
les deux méthodes classiques du chapitre deux. Le chapitre quatre est dédié aux systèmes 
irréductibles de Fibonacci. Le chapitre cinq est une application des circuits récurrents LC 
comme systèmes irréductibles de Fibonacci. Le chapitre six est une application des systèmes 
mécaniques récurrents masse-ressort qui sont aussi des systèmes irréductibles de Fibonacci. 
Le chapitre sept traite une autre application des circuits électriques récurrents LC inverse. 
Enfin, la conclusion générale de cette thèse sera au huitième chapitre. 
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A.2 Méthodes classiques de réduction 
A.2.i Intégral de l 'erreur quadratique (ISE) 
La méthode fondée sur l'intégral de l'erreur quadratique (ISE) présenté dans [3] et détaillée 
dans [4] est l'une des méthodes de réduction connues dans la littérature qui minimise l'erreur 
quadratique entre la réponse de sortie du système réel avec sa fonction de transfert bien 
déterminée et le modèle réduit inconnu avec une fonction de transfert de second ordre dont 
les coefficients sont déterminés en utilisant la théorie de l'ISE. 
Définissons un système stable ayant une fonction de transfert d'ordre élevé n de la forme 
(A.31) 
Pour simplicité Co = do le gain du système est 1. 
Supposons F(s) à pl, p2, ... , pn comme pôles qui peuvent être réels ou complexes. Le modèle 
de réduction est choisi pour être une fonction de transfert de second ordre, soit avec les pôles 
réels ou complexes (A.2). 
as + bc 
GR(s) = (s + b)(s + c) 
as + f32 + y2 
Ge (s) = --::------::---::-
S2 + 2f3s + f32 + y 2 (s + f3 + jy)(s + f3 - jy) 
(A.32) 
Les paramètres a, b, c, a, ~ , y de ces deux fonctions GR(s) et Gc(s) qui sont normalement 
inconnus seront déterminés par la technique ISE. L'index de performance défini par ISE en 
(A.3) doit être au minimum pour pouvoir déterminer les paramètres du modèle réduit. 
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IR = i oo (gRCt) - [Ct)) 2 dt = i oo CgRCt)2 - 29RCt) [Ct) + [Ct)2)dt 
le = i oo (geCt) - [Ct))2 dt = i oo CgeCt) 2 - 2geCt) [Ct) + [Ct)2)dt 
A.2.2 Approximation Pade 
(A.3) 
La technique d'approximation Pade est une autre méthode de réduction de fonctions de 
transfert d'ordre élevé en une réduite, de préférence de deuxième ordre afin de concevoir un 
contrôleur qui sera appliqué au système réel. 
La technique de Pade repose essentiellement sur la réduction de toute fonction f (x) comme 
étant un rapport de deux polynômes PNCx) and QMCX) avec des dégrées N et M respectifs, 
RN MCX) sera défini comme un rapport entre ces deux polynômes. 
avee a ~ x ~ b (A.4) 
Le but est de minimiser l'erreur entre la fonction f(x) originale et RN,M CX). Nous allons définir 
les deux polynômes comme suit 
(A.5) 
Dans le cas particulier QMCX) = 1 , l'approximation Pade est simplement la série de 
Maclaurin-Taylor de f (x). 
Assumons la fonction f(x) continue, analytique et ses dérivées sont aussi continues à l'origine 
x = O. La série de Taylor-Maclaurin peut être écrite sous la forme: 
(A. 6) 
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00 M N 00 
(L ajxj)(L qjX
j
) - L PjX
j = L CjX j 
j=O j=O j=O j=M+N+l 
De cette équation, on peut déterminer les coefficients qj et Pj ce qui nous permet de trouver 
RN,M (X) dans (A.4). 
A.2.3 Autres méthodes de réduction 
La méthode des pôles dominants [1], regroupement de pôles [3] , la méthode de réduction 
Big Bang Big Crunch [11] et beaucoup d'autres [14-18] ont le même objectif, trouver un 
système réduit identique avec la nécessité de connaitre la fonction de transfert originale. 
L'objectif de toutes ces méthodes de réduction n'est pas de trouver un système identique 
réduit seulement, mais de concevoir un contrôleur en boucle fermée qui contrôle parfaitement 
le système réel de la même manière que le modèle approximatif. 
A.3 Nouvelle approche de réduction 
En mathématiques, il est bien connu que deux ensembles A et B sont identiques si : 
\;Ix E A, x E B et \;Ix E B, x E A 
A 
B 
Figure A. 1: a) Ensembles identiques b) Ensembles simi laires 
Deux ensembles similaires sont présentés dans la figure A.l (b). Dans ce cas, tout élément 
appartenant à l'intersection de A et B doit d'abord être un élément de poids des deux 
ensembles A et B. Les éléments de faibles poids peuvent appartenir ou pas à cette intersection. 
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(
'\:Ix; x est élément de POidS) A t B t"l' 
A B 
::::::::> e son SLmL mres 
xE n 
Dans chaque ensemble ou système, les éléments de poids doivent être bien définis afin de 
pouvoir conclure sur la similitude entre deux systèmes. 
Les systèmes réels qui peuvent être mécanique, électrique, etc., seront définis par leurs 
éléments de poids qui les caractérisent. Dans le cas d'un système stable, les éléments de poids 
seront définis comme suit: 
1fJ: Valeur d'entrée appliquée au système 
'1/2: Valeur d 'état d 'équilibre du système 
'1/3: Temps du régime transitoire estimé de la réponse de la sortie 
'1/4: Réponse de sortie en régime transitoire 
'1/5: Gain du système 
'1/6: Temps de retard initial de la réponse de sortie 
Deux systèmes sont semblables si tous les éléments de poids sont communs des deux 
systèmes, alors les deux systèmes seront dits similaires (figure A.2). 
( '\:Ix; x est élémAenBt de POids) ::::::::> A et B sont similaires xE n 
Figure A. 2: Deux systèmes similaires A et B 
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A.3.I Application de l 'approche des systèmes similaires aux boites noires 
L'approche présentée est appliquée au système réel pris comme une boîte noire et ayant 
accès seulement à sa réponse d'entrée et de sortie. 
Une valeur unitaire appliquée à l'entrée du système, la réponse sera enregistrée comme 
indiqué dans les figures A.3, A.4, A.S qui sont les trois possibilités qu'un système stable peut 
avoir (réponse sans dépassement, réponse avec dépassement et sans oscillations et réponse 










0.9 A t---+-----:-___ 
temps 
12 Tr t1 
Figure A. 4: Réponse de sortie du système réel avec dépassement et oscillations. 
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Sortie 
ymax - - - - - - - - - - ::>-"r-__ 
A - - L - - - - - =- ---~ ......... ~..-...-----~----t 
O.9AI-----~+_1. 
temps 
t1 Tr t2 
Figure A. 5: Réponse de sortie du système réel avec dépassement et sans oscillations. 
Après l'enregistrement de la valeur d 'entrée et la réponse de sortie, les éléments de poids 
du système en boîte noire peuvent être déterminés en utilisant l'approche des systèmes 
similaires pour approximer le système réel avec un système à déterminer réduit similaire de 
premier ordre. Ce système similaire doit avoir les mêmes éléments de poids. Un contrôleur 
sera conçu en se basant sur ce simple système de premier ordre, ensuite ce contrôleur sera 
appliqué au système réel en boite noire . 
A.4 Systèmes irréductibles et limitations des méthodes classiques 
Des nouveaux systèmes appelés systèmes de Fibonacci sont introduits. Les fonctions de 
transfert de ces systèmes sont irréductibles, c'est-à-dire qu'ils ne peuvent être approximés ou 
réduits à un modèle d'ordre inférieur. Leurs fonctions de transfert de Fibonacci ont de 
multiples régimes stationnaires intermédiaires. Ces systèmes ne peuvent jamais être réduits 
en un système de second ordre en utilisant les méthodes classiques comme ISE et Pade ce qui 
montrera leurs limitations. L'emplacement de pôles de ces systèmes de Fibonacci suit la 
spirale connue de Fibonacci et leurs réponses en fréquence présentent de multiples fréquences 
de résonances et antirésonance bien ordonnées. Les coefficients de leurs fonctions de transfert 
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sont exactement ceux du triangle de Pascal et suivent une distribution bien spécifique en 
relation avec le nombre d'or <1>= 1.618034. Ces fonctions de transfert appelées Fibonacci wave 
functions oufonctions d 'ondes de Fibonacci (FWFs) sont créées avec un simple processus 
récurrent basé sur un simple système source de premier ordre (Figure A.6). 
(le, x) 
Entrée 9~~~) (S) 
K 
(k,X)(S) = __ 
91 S + x 
Figure A. 6: FWFs processus récursif 
La table A.l présente les dénominateurs de toutes les fonctions de transfert suite au 
processus récursif de la figure A.6 avec les facteurs (k,x). 
Table A. 1: Coefficients des dénominateurs des FWFs avec (K, x) 
K (k,x) K (k,X) (S) = __ 
91 (s) = l s + l x 91 S +x 
9~k,X)(S) = 
K 
(k,x) S _ lKs + lKx 
K 
s+-- 92 () - l s2 + l xs + l K 
s+x 
(k,x) ( ) _ K 93 s- K (k,x) S _ lKs 2 + lKsx + lK2 s+ K 93 () - l s3 + l xs2 + 2Ks + l Kx s+--
s+x 
9ik,X\s) = K 
K (k,x) S _ lKs3 + lKxs 2 + 2K2s + lK2x s+ K s+ 94 () - l s4 + l xs3 + 3K s2 + 2Kxs + l K2 K 
s+ s+K 
9~k,x)(S) = K 9~k,X)(S) = 
K den(k,X) (s) 
n-l 
S + 9~k.:.~) (s) sden(k,X)(s) + num(k,X)(s) 
n-l n-l 
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Dans le tableau A.I les nombres surI ignés en rouge sont exactement les coefficients des 
dénominateurs du cas (K,x)=(1,I) multiplier par des coefficients. 
Tableau A.2 est la forme générale du triangle de Pascal avec les coefficients de multiplication 
à partir des valeurs de K et x. 
- En se déplaçant horizontalement, le nombre de Fibonacci est multiplié par Ki. 
- En se déplaçant verticalement, le nombre de Fibonacci est multiplié par xK i. 




den 3 2 
den 4 
den 5 4 6 4 
den 6 5 10 10 






7 21 35 35 21 ~----+ 
8 28 56 70 56~2g 8 
9 36 84 126 r 126 84 36 
120t~210 252 210 
6 330 462 






Ci-dessous un exemple de calcul de gi~'x) (s) utilisant la table A.2. 
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den~~'X) (s) = l s 13 + 1xs12 + 12 Ks 11 + 11Kxs 1o + 55K2 S9 + 45K2xS 8 + 120K 3 s 7 
+ 84K3xs6 + 126K4 s 5 + 70K4 xS4 + 56K5s 3 + 21K5 x s 2 + 7 K6 s + 1K6 x 
den~~'x>cs) = l s14 + 1xs13 + 13Ks12 + 12Kxs 11 + 66K2s10 + 55 K2x S9 + 165K3 s 8 
+ 120K3 xs 7 + 210K4 s 6 + 126K4 xs 5 + 126K5s4 + 56K 5xS3 + 28K6 s 2 
+ 7 K6 xs + 1K7 
d (K,X) ) (1,1) _ en13 (s 
914 (s) - K d (K,X)() 
en14 s 
(A.7) 
L'approximation pade [8], [10], ISE [10] et beaucoup d'autres [Il] , [12], [13] ne peuvent pas 
réduire ces systèmes en un système de deuxième ou troisième ordre à cause de leurs régimes 
stationnaires intermédiaires. Ces caractéristiques rendent ces systèmes FWFs irréductibles. 
A.5 Étude de cas et simulations 
Les simulations de toutes les FWFs sont présentées ci-dessous dans deux études de cas pour 
mettre en évidence leur comportement très particulier ainsi que leurs irréductibilités. 
Cas #1: (K,x) = (1,1); 
Ces FWFs sont déterminées jusqu'a g~cil)(S) en utilisant le triangle de pascal et Matlab. 
Figure A. 7 ci-dessous. 
1 . 3 
1.25 
1 . 2 
1 . 15 
1 . 1 




0 . 9 
0 . 85 
0 . 8 
1 
(1,1) ( ) 1 
911 S 
o 10 20 30 40 50 60 70 80 90 
Tirne : [s] 
Figure A. 7: Réponses de sortie en boucle ouverte des FWFs gi1,1) (s) , gi~1>CS) , g~~l) (S), 
g~~1 ) (s), g~~l) (s) g~1,1) (s) , gi~l>CS) , g~~1) (s), g~~1>CS) , gi~1>CS) . 
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Cas #2: (K, x) = (l,4) ,-
Ces FWFs sont déterminées jusqu'à gici4)(s) et illustrées sur la figure A.8 et A.9. 
3 . 5 
3 
2 . 5 
Sortie 
2 
1 . 5 
1 
0 . 5 
(1,4) ( ) 
.J 9 12 S 
(1,4) ( ) 
9 22 S 
(1,4) ( ) 9 32 s 
temps o ~ ______ ~ ______ ~~ ______ ~ __ ~ __ ~ ______ ~ ______ ~ ______ ~ 
o 50 100 150 20.0 25.0 3.00 35.0 
Figure A. 8: Réponses de sortie en boucle ouverte des FWFs 9~1,4)(S) , 9 ~~4)(S),g~~4) (S), 
g~~4) (s), g~~4) (s). 
3 . 5 
3 
2 . 5 
Sortie 
2 
1 . 5 
1 
.0. 5 
-O. 5 w-____ ~ ____ ~ ______ ~ ____ ~ __ ~~ ____ ~ ____ ~ ______ ~ ____ ~ 
o 50 10.0 15.0 20.0 25.0 30.0 350 40.0 45.0 
Figure A. 9: Réponses de sortie en boucle ouverte des FWFs 
g~1,4) (s) , g~~4) (s) , g~~4) (s), g~~4) (s), g~~4) (s) , g~1,4) (s) , g~~4) (s) , g~~4) (s), g~~4\S) , g~~4) (s). 
A.6 Nouvelle approche de conception de contrôleur appliquée aux systèmes de 
Fibonacci 
Nous avons développé une nouvelle approche pour concevoir un contrôleur pour les systèmes 
de boîte noire ou systèmes de fonctions de transfert à haut degré. Cette nouvelle approche est 
appliquée à ces systèmes de Fibonacci sachant que leur source est une fonction de transfert 
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du premier ordre (figure A.6) . Le contrôleur PI sera conçu selon ce système simple et 
s'appliquera à tous les systèmes de Fibonacci récursifs. 
Connaissant la fonction de transfert du premier ordre, on peut déterminer directement les 
coefficients Kp et Ki du contrôleur proportionnel-intégral pour un coefficient d'amortissement 
ç et une fréquence naturelle Wn . 
Cas #1: (K,x) = (1,1). 
2 
K. = W n . 
L K' 
(A.8) 
Le choix de wn doit être à l'extérieur des fréquences de résonances et antirésonances. Dans 
ce cas le choix de wn est 80 radis pour ç = 2, les coefficients du contrôleur utilisant (A.8) 
sont: 
Kp = 319 Ki = 6400 (A.9) 
Simulation a été réalisée en boucle fermée de tous les systèmes de FWFs. 
(1,1) (1,1) 
91 (s) , . ... . 940 (s), les réponses de sorties sont exactement les mêmes pour tous les 
FWFs, figure A.1 O. 
B. Case #2: (K, x) = (1,4). 
Dans ce cas aussi, le choix de W n devrait être dehors les fréquences de résonance et 
antirésonance. Ce choix de W n est 500 radis pour un coefficient d'amortissement ç = 2, 
les coefficients du contrôleur utilisant (A.8) sont: 
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K = 395 ' p , Ki = 10000 (A.IO) 
La simulation a été réalisée en boucle fermée pour tous les systèmes de FWFs 
(1,4)( ) (1,4)( 91 S, ·····940 s), les réponses de sorties sont exactement les mêmes pour tous les 
FWFs, figure A.l O. 
1 . 2 r-------~--------~--------~------~~------_r------__. 
1 




0 . 2 
(k, x ) = (1,1) 
O ~------~--------~--------~------~~------~------~ 
o 0 . 1 0.2 0 . 3 
temps 
004 0 . 5 0 .6 
1 .2 r-----_r------,_------r_----~------,_------r_----_r------, 
1 rr=----------------
0 . 8 
Sortie 
0 .6 
0 . 4 
0.2 
(k, x ) = (1,4) 
temps 
o L-----~------~------~----~------~------~----~----~ o 0 .05 0 . 1 0 .1 5 0 . 2 0.25 0 . 3 0 .35 OA 
Figure A. 10: Réponses de sortie en boucle fermée des FWFs 
(1,1) (1,1) (1,4) (1,4) 
91 (s) , .. ··· 940 (s) , 91 (s) , .. .. . 940 (s) . 
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A.7 Systèmes de Fibonacci appliqués aux Systèmes électriques et mécaniques 
A. 7.1 Réseau récurrent Le de Fibonacci 
En tant qu'application, réseau récurrent Le va s'inspirer de ces FWFs et il servira à modéliser 
et analyser l'impédance ou admittance des lignes de transmission sans perte, ainsi que le 
comportement de ces lignes de transmission dans le cas de la charge infinie (circuit ouvert) 
ou nulle (circuit fermée). Les coefficients du nième ordre du dénominateur et du numérateur 
de la fonction d'onde de Fibonacci d'un réseau Le sont facilement déterminés à partir de la 
nouvelle forme générale du triangle de Pascal (Table A.2). Figure A.II et A.12 montrent le 
circuit électrique de Fibonacci Re-FEe avec ordre pair et impair, leurs fonctions de transfert 
de Fibonacci sont illustrées dans la table A.3 à partir de la première fonction source de 
premier ordre 1. 
L L 






Figure A. Il : n ieme ordre pair RC-FEC 
La fonction d'onde de Fibonacci FWF de ce circuit est. 
1 K (_O_)(K,Xd = = (K,xd (s) 
cv:. n (K,Xd() Bn 
l S + Bn-l S 
(A.9) 
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Figure A. 12: n ieme ordre impair Re-FEe 
Table A. 3: Fonctions d'onde de Fibonacci Re-FEe 
V. K V. K (~) (K,Xc) = (K,xc) = __ (~)(K,Xc) = (K,Xc) = 
LI. 1 91 S + x LJ. 1 91 ls + lx 
1 C 1 C 
1 K (_O_) (K,Xc) = (K,xc) = 
CV 2 92 K 10 (K,xc) _ (K,xc) _ Ks + Kxc 
1 s+-- (Cv:)2 - 92 - ls2 + lx s + 1K s + Xc 1 C 
V. K (~)(K,Xc) _ (K,xc) _ 
3 - 93 - K Vo (K,xc) _ (K,xc) _ K S2 + K sXc + K
2 LIi s + 
K 
(A. IO) 
s+--s + Xc (LJ.h - 9 3 - l s 3 + lx S2 + 2Ks + 1Kx 1 C c 
1 K (_O_) (K,Xc) = (K,Xc) = 
CV 4 94 K 1 (_O_)(K,Xc) = (K,xc) 
1 s+ 
K CV: 4 94 
s+ 1 K Ks 3 + KxcS2 + 2K 2s + K 2xc s+-- -s + Xc -
ls4 + 1xcs3 + 3Ks2 + 2Kxcs + 1K2 
(~/K,Xc) = (K,xc) = K 
CV: n 9n (K x) Kden(K,Xc) (s) 
i s + 9n~1 c (s) 9~K,Xc)(S) = n-l 
n even sden(K,Xc) (s) + num(K,Xc)(s) 
V. K n-l n-l (~) (K,Xc) = (K,Xc) = Kden(K,Xc) (s) 
LI n 9n (K x) 9~K,Xc)(S) = n-l 
i S + 9n~/ (s) den~K,Xc\s) 
nodd 
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A.7.2 Chaine de masse-ressort de Fibonacci 
Les chaîne de masse-ressort de Fibonacci (FSMC) est une autre application dont les fonctions 
de transfert sont exactement les mêmes que celles des fonctions d ' ondes de Fibonacci . La 
chaîne de masse-ressort de Fibonacci (FSMC) peut être utilisée pour modéliser l' interaction 
entre de petites particules dans la mécanique quantique, mécanique des fluides à l'aide de ce 
nouveau modèle général FSMC. 
v· l. 
li 
Figure A. 13: n ieme ordre pair de FSMC 













Figure A. 14: n ieme ordre impair de FSMC 
Le tableau ci-dessous illustre tous les ordres des FWFs de FSMC. 
Table A. 4: Fonctions d'onde de Fibonacci de la chaine FSMC 
F K (_0 )(k,Xm) = (k,Xm\s ) = __ ---;-;,--




kSVO) (k,Xm) _ (k,xm)() _ K 







Fo (k,xm) _ (k,xm) S _ Ks + KXm 
(mv)2 - 92 ( ) - ls 2 + lx s + 1K 
! m 
Kd (k ,xm )() (k,xm ) _ enn _ 1 s 
9n (s ) - (kx ) (kx ) 
sden , m (s) + num , m (s) 
n-l n-l 
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A.7.3 Réseau récursif inverse Le de Fibonacci 
Une autre application de circuits électriques appelée circuits électriques inverses de 
Fibonacci (iFECs) est introduite pour modéliser parfaitement le réseau récursif LC inverse. 
Ces iFECs peuvent être utilisées pour modéliser le réseau piézoélectrique [3], les fonctions 
de transfert de ces circuits sont parfaitement déterminées en utilisant les fonctions inverse 
d 'onde de Fibonacci. 
c c c 
ClJTatt 
Figure A. 15 : n i eme ordre pair de iRC-FEC 
L'iFWF de ce circuit est. 
cv, K 
(_O)(K,Xc) = = (K,Xc) ( ) 
1 -n (K) g-n S i S-l + g ,xc (S) 
-(n-1) 
(A.13) 
K = LC et X c = RC 
Pour un ordre n impair, la fonction d 'onde est. 
LI K 




c c c c 
r--1 ~1--1 ~ " " " -1--1 ~--1 ~'l 
6) ~ L ~ ~ L ~ L ~ R ~ 
'--------+-----+ - - - - - l l j 
Figure A. 16: n ieme ordre impair de iRe-FEe 
Le tableau A.5 présente toutes les fonctions d'onde de Fibonacci inverse du iRe-FEe. 
Table A. 5: Fonctions d'onde de Fibonacci du iRe-FEe 
LI K LI K (_O) (K.Xcl = (K.xcl = (~)(K.xc) = (K.xc) = 
V -1 9-1 S-l + X V. -1 9-1 ls-1 + lx 
L C L C 
CI'- K (_o) (K.xcl = (K.xc) = 
CVo (K.xc) _ (K.xcl _ Ks-
1 + Kxc I -2 9 2 K 
i S-l + 
1 + XC (-I-. L 2 - 92 - 1s-2 + lx S-l + lK s 
L c 
LI (_O)(K.Xc) = (K.xcl v: -3 93 LI L (_O) (K.Xcl = (K.xcl 
K v: -3 9 3 --
K 
L 
S-l + Ks-2 + KxcS-1 + K 2 
K -
S-l + - 1s-3 + lxcs-2 + 2Ks-1 + lKxc s 1 + XC 
CI'-(_O)(K.Xc) = (K.xcl 
J. -4 9-4 CI'-
L (_O)(K.Xc) = (K.xc) 
K J. -4 9-4 
- L -





ls - 4 + lxcs- 3 + 3Ks-2 + 2Kxcs-1 + lK2 
S-l + 
S 1 + XC 
CI'- K (_O/K.Xc) = (K.xcl = 
I -n 9-n (K x ) Kden (K.Xcl (s) i S-l + 9 • c (s) 
9(K.Xcl (S) = -(n-1) -(n-1) 
-n 
s-lden(K.Xcl (s) + num(K.Xc) (s) n even 
-(n-1) - (n-1) 
LI (K.xc) K 
(~) _ 9 (K.Xc) _ 
Vi _ - -n - S-l + 9(K.Xc) (s) 
9(K.Xc\ S) = 
Kden(K.Xc) (s) 
n -(n-1) -(n-1) 
n odd -n den~~Xc) (s) 
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A.8 Conclusion 
Cette recherche présente une nouvelle méthode de réduction basée sur l'approximation des 
systèmes de types boite noire, en utilisant le concept des systèmes similaires. Un système 
similaire de premier ordre sera déterminé pour n'importe quel système de type boite noire. Ce 
concept a été introduit pour la première fois et a pour but d 'éviter toutes les équations 
mathématiques nécessaires pour modéliser les systèmes complexes. Leurs fonctions de 
transfert qui sont nécessaires pour les méthodes de réduction classiques ne sont pas requises 
par la nouvelle méthode basée sur la similitude des systèmes. Ces méthodes de réduction 
utilisent différentes théories mathématiques pour réduire des systèmes complexes en un 
système réduit identique pour pouvoir mettre au point un contrôleur. 
La nouvelle approche de réduction proposée, repose principalement sur les éléments de 
poids prédéfinis qui caractérisent le système réel et similaire. Ces éléments de poids sont 
déterminés uniquement à partir de la réponse de sortie du système complexe. 
Les résultats de simulation en boucle fermée montrent les performances de cette nouvelle 
méthode de réduction . Le fait que les systèmes réels et approximatifs sont similaires dans 
leurs éléments poids significatifs, permet de concevoir un contrôleur basé sur ce système de 
premier ordre. La conception et la mise en œuvre d ' un contrôleur PI en utilisant cette approche 
et appliquée au système réel donne des résultats très satisfaisant. Le contrôleur PI a été choisi 
en raison de sa simplicité dans sa conception et son implémentation. 
Des systèmes spécifiques appelés systèmes de Fibonacci ayant un degré élevé de leurs 
fonctions de transfert ont été introduits à partir d'une fonction de transfert de premier ordre. 
Ces fonctions appelées fonctions d 'onde de Fibonacci (FWFs) ont des comportements 
intéressants et leurs fonctions de transfert sont irréductibles et ne peuvent pas être réduit en 
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un système équivalent de second ordre identique. Ces systèmes sont une limitation des 
méthodes de réduction classiques. 
L'application d ' une méthode de réduction dans la littérature comme la méthode 
d'approximation pade, ISE ou d'autres ne peuvent pas réduire ces systèmes FWFs. Par contre 
la nouvelle approche nous permet toujours de concevoir un contrôleur à partir de la fonction 
de premier ordre source. Ce contrôleur est alors appliqué à tous les systèmes récurrents de 
Fibonacci avec des résultats très satisfaisants. 
Dans cette recherche, un modèle général complet du circuit récurrent LC a été mis au point 
avec des fonctions d'onde de Fibonacci (FWFs). L'importance du circuit récursifLC provient 
de son application que l'on retrouve dans la littérature comme modèle de lignes de 
transmission sans perte, le modèle de propagation du son dans l'oreille et en mécanique 
quantique pour comprendre l'interaction entre les particules. 
Le réseau récurrent LC inverse a été aussi introduit avec son modèle général à l'aide des 
fonctions d'onde inverses de Fibonacci (iFWF). Ces fonctions d'ondes peuvent être 
déterminées facilement à partir de la forme générale de triangle de Pascal. L'impédance ou 
admittance d'entrée peut aussi être trouvée dans les trois cas (circuit avec charge, sans charge 
ou avec charge infinie). 
La chaîne de masse-ressort de Fibonacci (FSMC) a été également introduite et modélisée par 
ces FWFs théoriques. Le FSMC est très important, grâce à son utilisation en mécanique 
quantique et mécanique des fluides pour analyser le comportement des particules du point de 
vue vibration. 
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Ces trois applications ont la particularité d'avoir les mêmes fonctions d'onde de Fibonacci 
qui ont la particularité d'être irréductibles et par conséquent, elles sont des exemples pratiques 
de limitations des méthodes de réduction classiques. 
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