The next section investigates the computational effort required to extract statistically significant observations using the conventional Monte Carlo method applied to a simple EM problem.
II. STATISTICAL BACKGROUND AND MONTE CARLO SIMULATIONS
The aim of this section is to briefly review the background statistics and to quantify the computational effort demanded by Monte Carlo analyses [5] .
In principle, the nondeterministic variables and parameters of an EM simulation, such as a material's permittivity, can be expressed through a probability density function (pdf) quantifying the probability of observing a particular range of values. A convenient set of discrete quantities used to describe a pdf are its moments, such as its mean and variance. For small variations, the higher order moments can rapidly converge to zero in a manner similar to a Taylor's series. If N samples of a variable x of mean valuex are generated, then the nth-order central moment as N tends to infinity is defined by [5] 
which is related to the underlying pdf P (x) by the corresponding integral expression [6] 
The overbar above random variables is used in this paper to denote the ensemble average. The key approach pursued in this paper is to express the variability of the problem inputs, that is, the material and geometrical parameters, and the excitation in terms of a few statistical moments and then to identify the corresponding moments of the problem outputs. The Monte Carlo technique achieves this by performing simulations on a sufficiently large set of particular cases and then uses (1) to recover the moments. In practice, the immense computational effort severely limits the application of the Monte Carlo technique. However, an alternative approach is possible when an explicit relationship is available, relating the observed output quantity y to the stochastic quantity x. If x only exhibits small variations about its meanx, quantified in terms of its standard deviation σ x , then the mean of y,ȳ is given by and the standard deviation of y, σ y , is given by
These well-known approximate expressions are derived from Taylor series expansions of the pdfs about their mean value [6] .
To assess the computational effort required when the Monte Carlo approach is used in conjunction with numerical EM simulation methods, the resonances of a short-circuited 1-D length of cavity with a statistically defined relative permittivity ε r are considered. The time-domain transmission line matrix (TLM) numerical algorithm is used to simulate each particular case using 100 TLM stubbed nodes to discretize the cavity [7] and 32 768 time steps to provide sufficient resolution of the resonances (0.35% for frequencies less than 1 GHz). For comparison, the exact nth-order resonance is given by
where c is the speed of light in free space and L is the length of the line. The relative permittivity is characterized by a normal distribution function P ε r (ε r ) of mean value ε r = 2 and standard deviation σ ε r Fig. 1 shows the pdfs of the n = 1 resonance of a cavity with length L = 1 m for a range of standard deviations σ ε r . Each curve is the result of 10 5 Monte Carlo simulations. The moments of the resonant frequency random variable can also be directly approximated using (3) and (4)
The relationship between the statistical moments of the resonant frequency with σ ε r obtained from the Monte Carlo simulations is shown in Fig. 2 . The skew and (20) kurtosis are the thirdand fourth-order moments about the mean [5] . It is clear that quasi-linear behavior is observed for small σ ε r , which underpins the validity of approximations such as (8) in later sections. Fig. 3 shows the convergence of the Monte Carlo analysis with the number of simulations performed. It is clear from this very simple example that convergence is very slow and that consequently the approach becomes rapidly intractable for even moderately sized problems. Twenty thousand simulations of this example require a run time of over 5 h on a personal computer (PC).
III. DIRECT COMPUTATION OF STATISTICAL VARIATIONS
In this section, an alternative approach is presented that allows the moments of the simulation's output quantities to be evaluated directly by combining the approximations given in (3) and (4) with a matrix representation of the EM problem. The method will be initially developed using the simple electrical circuit example of Fig. 4 and subsequently extended to the case of the 2-D TLM algorithm. The approach is referred to as the direct solution technique (DST). In Fig. 4 , the impedances Z 1 -Z 5 are defined to be normally distributed independent random variables and the voltage sources to be precisely specified. Mesh analysis yields a matrix equation for the unknown loop currents.
This matrix is a simple example of the more general form
where Z is the random impedance matrix, is a column vector of mesh currents, and is a column vector of source voltages. By definition, each element of Z is known and specified in terms of the moments of the individual impedances. The unknown currents can be found in terms of Y , the random admittance matrix that is the inverse of Z
For simplicity, consider that only one impedance Z n is statistically variable.
where denotes differentiation with respect to Z n , it follows that
From (4), the variance of the kth current is approximately given by
Similarly,
and hence
so that the mean value of the kth current is approximately given by
where I k (Z) denotes the kth current when all impedances take their mean values. If all the impedances vary independently, then these expressions can be extended to
Equations (12)- (18) permit the statistical moments of the solutions to inhomogeneous EM problems such as scattering analyses to be identified. Eigenvalue problems, such as resonance identification, require a slight modification and start with expressions of the form
where γ is the statistical parameter and ω the eigenvalue. Differentiating both sides of (19) with respect to γ yields
which can be rearranged to give
Premultiplying (21) by V A (ω, γ), which is defined to be the adjoint solution given by the expression
the superscript H denoting hermitian, that is, the complex transpose, gives the derivative of ω with respect to γ
The mesh analysis of the circuit in Fig. 4 gives the following matrix equation:
To validate this technique, it is applied to the circuit in Fig. 4 with the following parameters: It is clear from the difference between the DST and Monte Carlo approaches that there is a closer agreement with small standard deviations as expected. This degrades with both increased standard deviation and circuit complexity. An improvement in accuracy will be obtained with higher order approximations in Section V.
IV. PROPAGATION IN 2-D WAVEGUIDES WITH MATERIAL VARIATIONS
This section will now extend the technique for use with general-purpose numerical solvers.
Frequency-domain TLM provides a geometrically flexible numerical simulation tool that results in the solution of the class of matrix problems discussed before. To briefly summarize, TLM maps the parameters and variables of a 2-D EM problem onto an equivalent electrical circuit problem comprising a 2-D rectangular grid of sampling nodes, interconnected by short lengths of commensurate transmission line. The electric and magnetic fields are evaluated from the amplitudes of the forward and backward traveling impulses propagating on the transmission lines. The algorithm proceeds by scattering voltage impulses incident on each node of the circuit
and then connecting them to become the next incident impulses on the adjacent nodes
where ∆t is the transit time along each transmission line. In the frequency domain, an eigenvalue matrix problem is readily recovered that can be solved for the resonances of the system
In the presence of statistical variations, the known matrix C · S now takes the place of Y in (19)-(23).
To validate the approach, the resonances of a number of canonical boxed dielectric waveguide cross sections have been considered, as shown in Fig. 8 . For each scenario, the problem space is discretized using 24 nodes (N X ) in the horizontal direction and 12 nodes (N Y ) in the vertical direction. A total of 10 5
Monte Carlo simulations were performed as the benchmark for comparison, and we show the comparison of the more sensitive standard deviation. For a problem with N RV random variables, the DST approach requires N RV + 1 simulations to obtain results that are considerably less than the number required by the Monte Carlo method. Each simulation for both approaches takes about 2 s.
The four slabs, labeled 1-4 in Fig. 8(c) , are four uncorrelated samples of the same material with ε r = 2.01, and standard deviation σ ε r . It is clear that excellent agreement is obtained between the computationally efficient DST approach and the exhaustive Monte Carlo analysis for all three examples.
Agreement between the DST and Monte Carlo methods deteriorate as standard deviation increases. At the maximum value shown,σ ε r = 0.25, the percentage difference is 4.09%, 1.29%, and 3.73% in Fig. 8(a), (b) , and (c), respectively.
In the examples just considered, the materials are assumed to be piecewise homogeneous. However, in a practical inhomogeneous case caused by nonuniform fabrication, it is apparent that samples of the same piece of material are no longer independent and similar observations can be made regarding surface roughness and boundary placements. Such cases require that the statistical variations of two or more problem parameters are dependent, necessitating the introduction of covariances in the analysis presented before. This can be done in a straightforward manner, but space precludes explicit discussion here.
A convenient normalized measure of the dependence of two parameters is provided by the correlation coefficient. This can be readily used to extend the DST approach to dependent statistical parameters. For the example in Fig. 9 , the correlation coefficient ρ εr 13 between the two dielectric materials, with relative permittivity ε r 1 and ε r 3 is ρ ε r 1 3 = σ ε r 1 3 σ ε r 1 σ ε r 3 (28) Fig. 9 . Effect of statistical dependency of two dielectric slabs using the correlation coefficient between them. where ρ εr 13 is the covariance between them and −1 ≤ ρ εr 13 ≤ 1. Correlation can be included, for example, by generalizing (4) to give [9] (29), as shown at the bottom of this page. Fig. 10 shows the percentage difference between converged Monte Carlo simulations and the DST approach as the correlation coefficient between the two discrete dielectric materials is varied. From the results, the discrepancy is minimum when both variables are uncorrelated, that is, when ρ εr 13 = 0, and remains acceptably low across the complete range of correlations. The general efficiency of this approach is illustrated by the fact that the maximum difference for the example in Fig. 9 is not more than 0.22% for the different degrees of statistical dependency considered.
Consideration of continuously spatial variations in material parameters requires some care, if convergence with mesh density is to be observed. Quantification of the correlation of, for example, the relative permittivity at different spatial locations, can proceed from the autocorrelation function R
Here, an exponential autocorrelation function [8] , which is typical of many physical scenarios, is adopted for the purposes of illustration
where L c is the correlation length and ε rms is the root mean square of the central permittivity value.
The structure in Fig. 11 (a) models a single dielectric material, sampled at eight points as eight uniform layers with correlated relative permittivity values generated using (31) with L c = 0.125 m and ε rms = 0.05. The slabs have a combined mean relative permittivity of ε r = 2.01 and the same standard deviation. Fig. 11(b) applies the same methodology to approximating surface roughness with a variation parameter α described in [10] and related to the length L X and height L Y of the waveguide
where 0 < α < 2. The combined mean of the variation parameters of all six random variables shown is α = 0.5, L c = 0.167 m, and the root mean square of α is 0.05. The example in Fig. 11(b) has ε r fixed at 2.01. Again, it is apparent that the DST approach provides excellent agreement with the converged Monte Carlo analysis. The percentage difference between the DST and the Monte Carlo method at σ ε r = 0.25 is 1.1% and 0.12% in Fig. 11(a) and (b), respectively.
V. HIGHER ORDER EXPANSIONS
Until this point, only first-and second-order moments were retained in the DST analysis. This section will now generalize to higher order terms and demonstrate that improved accuracy may be available, albeit at some extra computational effort. Proceeding from the expansion, we have
where β is a random variable of mean β and nth central moment µ n given by
where P (β) is the pdf of β. The first central moment has been excluded from (33) because it is zero [6] as seen by substituting n = 1 in (34).
Truncating the expansion at the rth term, using the identity
and with a substantial amount of algebra, the following formulas are recovered as the generalizations of (7) and (8):
Here,
Specifically applying these two formulas to the mesh circuit of Fig. 4 and summing over the influences of all the impedances, the mean and variance of the kth current are
where µ j Z n is the jth central moment of Z n , vector products are performed as piecewise multiplications and derivatives are evaluated at the mean values of Z n . Equations (38) and (39) are the main results of this section and shall now be employed for the problem of Fig. 4 . Fig. 12 (a) and (b) shows the improvement in the predicted current standard deviation as the number of moments is increased. The cases of both large and small standard deviations of normally distributed impedance values [see (40a)] are considered. Although there is an initial improvement and the curves do asymptotically approach zero theoretically, it is clear that the rate of convergence is very slow, particularly above four moments. Fig. 13(a) and (b) repeats this test using exponentially distributed impedances [see (40b)]. Here, the initial convergence is better, but again the asymptotic convergence is very slow. It is concluded that for both distributions, the use of a few higher 
VI. CONCLUSION A DST for performing EM simulations in the presence of statistically defined parameters is introduced in this paper. Based upon first-order approximations, it is intended to explicitly provide rapid approximate solutions that obviate the need for extremely slowly converging and time-consuming Monte Carlo analysis of multiple simulations. The scope of the method has been explored and initial observations have been made upon both the degree of problem complexity and the extent of stochastic variation permitted, and the accuracy compared with exhaustive multiple simulations.
A hierarchy of problems has been considered: electrical circuit problems derived from mesh analysis and expressed in matrix form, 2-D frequency-domain TLM problems, scenarios involving dependent random variables, including the presence of correlation effects, and both scattering and eigenvalue problems presented.
Overall, the approach proved consistently accurate for small parameter perturbations over the full range of cases, in accordance with the second-order expansions used. Higher order expansions proved of limited practical use and suggest that alternative means of further improving accuracy are still needed.
In conclusion, direct simulation with statistical parameters is an essential and fertile growth area for EM modeling, and we believe that a valuable approach worthy of further investigation for EMC applications has been presented.
