Abstract -The application of a parallel multiblock geometric multigrid is considered. It is applied to solve a two-dimensional poroelastic model. This system of PDEs is approximated by a special stabilized monotone finite-difference scheme. The obtained system of linear algebraic equations is solved by a multigrid method, when a domain is partitioned into structured blocks. A new strategy for the solution of the discrete problem on the coarsest grid is proposed and the efficiency of the obtained algorithm is investigated. The geometrical structure of the sequential multigrid method is used to develop a parallel version of the multigrid algorithm. The convergence properties of several smoothers are investigated and some computational results are presented.
Introduction
A fast and efficient solution of linear systems of equations is an important task for the computational simulation of many real world problems. The different variants of the multigrid (MG) method are among the most popular tools, due to the optimal complexity of such algorithms [2, 15, 26] . MG can be used as an iterative method or as preconditioner for Krylov subspace methods.
MG methods are motivated by the fact that many iterative methods have a smoothing effect on the error between the exact solution and a numerical approximation. They also take into account that a smooth error can be well represented on a coarser grid, where its approximation is substantially less expensive. Thus, MG methods use several grids in order to eliminate different components of the error in a more efficient way.
Geometric MG methods are very popular for solving linear systems of equations arising after approximation of differential problems on structured grids. They possess the asymptotic optimality property of h-independent convergence. For some (mostly elliptic and parabolic) classes of problems, very efficient smoothers have been proposed, however, standard smoothers in MG algorithms can be not efficient for problems having singularities such as strongly coupled unknowns in one direction or for systems of partial differential equations. Therefore the design of nonstandard smoothers which are robust for special types of problems often requires special attention [23] . The poroelastic model is an example of such type of problems and the investigation of nonstandard smoothers is one of our goals (see, also, [4, 12] ). To this end, Local Fourier Analysis (LFA) is the main tool for the design of efficient multigrid methods and, in particular, for suitable smoothers.
This paper also refers to the parallelization of the developed geometric MG algorithms. The parallelization of MG (both, geometric and algebraic) is actively investigated in many papers (see, e.g., [17, 19] ). In order to achieve a high parallel efficiency it is important to stay as close as possible to the sequential algorithm. The parallelization of geometric MG based on the domain decomposition method has been very efficient [16, 18] . In this paper, a block structured sequential version of the MG algorithm has been implemented. Grids are composed of non-overlapping subgrids each of which is logically rectangular. This sequential algorithm is targeted at the efficient parallel implementation on distributed memory computers. The block-structure provides a natural basis for the parallelization since each block can be assigned to a different processor. Since many robust smoothers loose their coupling over interior block boundaries, the number of iterations can grow and a typical MG property, the h-independent convergence rate, can be lost for problems in which anisotropies occur. Thus, we investigate the dependence of the convergence rate of the proposed blocked version of the MG algorithm on the number of sub-blocks used to decompose the grid.
One more important question is how to solve the system of linear equations on the coarsest grid. Even if only a few equations in each block are solved, the total dimension of the remaining system can be quite large for a large number of sub-blocks.
In this paper, special attention is paid to an object-oriented implementation of the parallel code. The performance of the parallel method is separated from the main sequential code. This strategy gives a possibility to tune the communication part of the parallel algorithm to different types of architecture of parallel computers, e.g., clusters of PCs or multicore computers.
The rest of the paper is organized as follows. In Section 2, a mathematical model of an elastic porous material and the fluid flow inside it is presented. A special stabilized finite-difference scheme is developed for the approximation of this problem. Nonstandard MG methods are discussed in Section 3. They are based on the box-point and alternating box-line Gauss-Seidel smoothers. LFA has been done in order to show the good properties of these relaxation schemes, and some numerical experiments are introduced. A parallel version of the multigrid algorithm is presented and investigated in Section 4 and some final conclusions are given in Section 5.
Mathematical model and stabilized difference scheme
Poroelasticity theory addresses the time-dependent coupling between the deformation of an elastic porous material and the fluid flow inside it. The mathematical model for a general situation was first proposed and analyzed by Biot, studying the consolidation of soils. Nowadays poroelastic models are used to study problems in geomechanics, hydrogeology and petrol engineering. Also these equations have recently been applied in biomechanics to the study of soft tissue compression, to model the deformation and permeability of biological tissues, such as cartilage, skin, lungs, arterial or myocardial tissues. The poroelastic model can be formulated as a system of partial differential equations for the unknowns displacements u and pressure of the fluid p. Here, we consider the case of homogeneous, isotropic and incompressible medium Ω, so the governing equations are given by
where∆ represents the vector Laplace operator, λ and µ are the Lamé coefficients, κ is the permeability of the porous medium, η is the viscosity of the fluid, g is the density of applied forces, and f represents an injection or extraction process. Before the fluid starts to flow and due to the incompressibility of the solid and fluid phases, the initial state satisfies the equation
From the numerical point of view, different types of discretization methods have been used by several authors to approximate the solution of the consolidation model. For instance, time-stepping integration schemes combined with finite differences in space or with Galerkin finite element methods can be found in [8, 9, 27] . When a load is applied to an elastic and saturated porous medium, the pressure suddenly increases and a sharp boundary layer can appear in the early stages of the time-dependent process. A spatial discretization with central finite differences and a temporal discretization with an implicit Euler algorithm lead to unstable solutions in the pressure field. In order to avoid this unstable behavior, we consider the corresponding discretization of the incompressible poroelasticity equations, in which a stabilization term ε∂∆p/∂t with ε = h 2 /4(λ + 2µ) is added [11, 12] :
This problem, i.e., the original system of equations in which a stabilization term is added, can be discretized on a collocated grid with central differences. We approximate the elasticity part −µ∆ − (λ + µ)∇ ∇· by the difference operator (here the standard notation of the finite-difference method is used [24] ):
Here the usual five-point stencil approximation of the Laplace operator is used. To approximate the coupling terms, ∇p and ∇ · u, we also use the classical second-order central difference approximations, denoted by G h and D h respectively.
After the spatial approximation of (2.2) we get the following Cauchy problem for the system of differential-difference equations 4) with the initial condition
The implicit Euler scheme is applied for time discretization. We use a uniform grid for time discretization with a step-size τ > 0. Let y m (x) = y(x, t m ), where t m = mτ, m = 0, 1, . . . , M, Mτ = T . The fully discrete scheme is given by
The convergence of the stabilized scheme in an energy norm is given in [11] .
Multiblock geometric multigrid method
Multigrid (MG) methods are well-known fast solvers for algebraic systems arising in the discretization of PDE problems. In order to reach a higher efficiency in the numerical resolution of our problem we are going to apply an MG algorithm. Nevertheless, some research must be done to define an efficient MG solver for the poroelasticity system with an artificial pressure term because of the fact that the performance of the method depends critically on the choice of the MG components. In this section we define a sequential version of block-wise MG algorithm. The grids are composed of subgrids each of which is logically rectangular. Along the arisen artificial interior block boundaries an overlap region is placed. This block-structure provides a natural basis for the parallelization of the MG algorithm.
There are several points in the MG algorithm, such as in the relaxation and residual calculation, where information from neighbouring subgrids must be transferred. For this communication each subdomain is augmented by an overlap layer of so-called ghost nodes that surround it. The width of this overlap region is largely determined by the extent of the stencil operators involved and by the properties of the smoother considered.
All MG components that have to be specified should be as efficient as possible for a concrete problem. In addition, we will require that these components allow an efficient parallel implementation. In practice, for the overall parallel performance of the multigrid, it is most important to find a good parallel smoother, since the other multigrid components usually present no problems.
The convergence rate of the sequential block version of the MG algorithm should be as close as possible to the convergence rate of the standard MG algorithm. We note that the selection of a good smoother is a challenging problem even in this case.
When discretizing the incompressible poroelasticity equations with standard second ordercentral differences and an artificial pressure term, the development of multigrid smoothing methods is not straightforward. Numerical experiments show that the smoothing factors of standard collective point-wise relaxations are not satisfactory. A possibility to overcome this problem is to extend to collocated grids the idea of box relaxation, which has been proved to be a suitable smoother in the case of staggered grids [21] . A systematic comparison of several smoothing strategies in the MG for the poroelasticity system has been made in [10] .
With respect to the coarse grid correction, we choose geometric grid coarsening on the Cartesian grids, i.e., the sequence of coarse grids is obtained by doubling the mesh size in each spatial direction, and multigrid fine-to-coarse and coarse-to-fine transfer operators can easily be adopted from scalar the geometric multigrid.
3.1. Box relaxation. Firstly, we consider a point-wise box Gauss -Seidel iterative algorithm. This smoother simultaneously updates all unknowns appearing in the discrete divergence operator in the second equation of the system. This means that five unknowns
, v i,j−1 ) centered around a pressure point are relaxed simultaneously, (see Fig. 3.1,a) . Therefore, for each box a small 5 × 5 system must be solved.
a) b)
F i g. 3.1. Different smoothers: a) box smoother with five unknowns centered around a pressure point, b) alternating box-line smoother, unknowns updated simultaneously by the box x-line relaxation
We also consider the line-version of box smoothing. It consists of two steps. First, all points appearing in Fig. 3.1,b are relaxed, i.e., for each x-line of the domain we relax the unknowns corresponding to p and u in the nodes of this line and the unknowns corresponding to v associated to the nodes in the upper and lower lines. After finishing the relaxation in x-direction, we perform an analogous y-direction relaxation step.
In a standard geometric MG, the update of the solution in sub-block j requires data of neighbouring sub-blocks which correspond to the variables inside the overlap region. For the given finite-difference scheme and the alternating box-line Gauss -Seidel smoother an overlap of width 2 is required. The presented smoothers require exchanging the residual and the solution at some stages of the algorithm. The right-hand side vectors are exchanged after the application of the restriction operator. These updates of the variables in overlap regions are implemented in the sequential version of the code, thus modifications to the parallel version of the algorithm can be made semi-automatically.
Local Fourier Analysis.
Local Fourier Analysis (LFA) (also known as local mode analysis [1] ) is the most powerful tool for the quantitative analysis and design of efficient multigrid methods for general problems. In LFA, an infinite regular grid is considered and boundary conditions are not taken into account. On an infinite grid, the discrete solution and the corresponding error can be represented by linear combinations of certain exponential functions, the Fourier components or Fourier modes, which form a unitary basis of the space of grid functions with bounded l 2 -norm. This analysis was introduced by Brandt [1] and afterward extended by the same author in [3] . Recently, a generalization to triangular grids has been proposed in [13] , which is based on an expression of the Fourier transform in new coordinate systems in space and frequency variables.
The basic idea of any multigrid algorithm is to efficiently annihilate the high-frequency error components on a fine grid by relaxation (smoothing) while the low frequencies are reduced by coarse grid correction. In Fourier smoothing analysis, the influence of a smoothing operator on the high-frequency error components is investigated. An "ideal" coarse grid operator which annihilates the low-frequency error components and leaves the high-frequency components unchanged is assumed. For classical smoothers, like Jacobi or Gauss -Seidel ones, Fourier components are eigenfunctions of the relaxation operator, which enables an easy calculation of the smoothing factor. However, LFA cannot be applied in a straightforward way when some unknowns are multiply updated by the relaxation scheme. The previous box relaxation methods are included in this set of special smoothers. For instance, in one iteration of the point-wise box smoother, all displacement unknowns are updated twice, whereas pressure unknowns are updated once. In order to analyze these smoothers by LFA, we have followed the ideas presented in [25] by Sivaloganathan who carried out a local mode analysis of a box smoother for the staggered grid discretization of the Stokes problem.
To gain a deeper insight into the structure of the multigrid algorithm, it is convenient to perform a two-grid analysis. It was developed for investigating the interplay between the relaxation and the coarse-grid correction, which is crucial for an efficient multigrid method. An error e h is the two-grid operator, S h a smoothing operator and ν 1 , ν 2 indicate the number of pre-and post-smoothing steps respectively. Here C To analyze the smoothing properties of the box relaxation schemes proposed, a smoothing and a two grid analysis have been performed for the discretization (2.5) of the poroelasticity problem. In Table 3 .1, the smoothing factor µ, and the two-grid convergence factor ρ, with We can observe that the agreement between the theoretical and practical values is excellent and the smoothing factors are only slightly worse than the two-grid convergence factors. Besides, from Table 3 .1 it follows that these smoothers are robust with respect to κ/η, providing good convergence results even for very small values of this parameter. The pointwise box smoother gives satisfactory results but its alternating line version provides better convergence factors. Therefore, in the next sections the alternating box-line Gauss-Seidel smoother will be considered.
3.3. Numerical experiment. Now, we solve numerically a 2D footing problem [11] . The computational domain is a block of porous soil Ω = (−60, 60) × (0, 120). We assume that the bottom and the vertical walls are rigid, while on the central part of the top wall a load of intensity σ 0 is applied. The whole of the boundary is free to drain. More precisely, the boundary data are given as follows:
where σ xy = µ ∂u ∂y + ∂v ∂x , σ yy = λ ∂u ∂x + (λ + 2µ) ∂v ∂y and
The material properties of the porous medium are given by E = 3 · 10 4 [N/m 2 ], ν = 0.2, where λ and µ are related to the Young modulus E and the Poisson ratio ν by the following expressions:
This problem is solved iteratively by MG with the smoothing method proposed above. A systematic parameter study is performed by varying the quantity κ/η. We compare the results obtained with the new alternating box-line Gauss-Seidel smoother and the standard alternating line Gauss -Seidel smoother. The latter is a straightforward generalization of the point-wise collective smoother. The stopping criterion per time step is chosen as the maximum residual over all unknowns to be less than 10 −8 . The F (2, 1)-cycle, meaning two pre-smoothing and one post-smoothing steps, is used at each time step.
The results presented in Table 3 .2 show the convergence of the alternating line GaussSeidel smoother for different values of κ/η. It can be observed that this smoother is sensitive to the size of the diffusion coefficients. For small values of κ/η the convergence is unsatisfactory. (20) >1 Table 3 .3 shows the corresponding convergence of the MG iterative algorithm with the alternating box-line Gauss-Seidel smoother. For all values of κ/η a very satisfactory convergence is obtained. We observe a fast and h-independent behaviour with an average of 9 cycles per time step.
From this experiment, the box-line smoother is going to be preferred, as it results in a robust convergence. 0.07 (7) 0.09 (8) 0.09 (9) 0.09 (9) 
Parallel Multigrid
The sequential version of the proposed MG algorithm has a block structure, where the grids are composed of nonoverlapping structured subgrids. The block-structure provides a natural basis for the parallelization since each block can be assigned to a different processor. Each processor p needs access only to such data of a neighbouring processor which correspond to variables inside the overlap region, defined in our case by the box smoother.
Code implementation.
The communication algorithms can be implemented very efficiently taking into account the structured geometry of subgrids ( and, as a consequence, the overlapping area of grids). An optimized communication layer has been built over the MPI library, in order to support code portability issues. The domain distribution (achieving the load balancing and minimizing the amount of overlapping data), communication routines and logics of the parallelization are hidden as much as possible in the implementation of the code at a special parallelization level. This can be done very efficiently due to the block structure of the sequential algorithm, which also uses ghost-cells that must be exchanged at special synchronization points of the MG algorithm.
All multigrid components that have to be specified should be parallel or as parallel as possible, but at the same time as efficient as possible for a concrete problem. However, in practice, to find a good parallel smoother is crucial for the overall parallel performance of the MG, since the other MG components usually present no problems. When discretizing the incompressible poroelasticity equations with standard second-order central differences and an artificial pressure term, the development of MG smoothing methods is not straightforward. In this section we investigate the efficiency of the proposed alternating box-line Gauss-Seidel smoother. Due to the block version of the algorithm the implementation of this smoother is fully parallel. The amount of computations on the hierarchy of coarser levels develops in a priori defined way due to the structured nature of the geometrical domain decomposition on the Cartesian grids, i.e., the sequence of coarse grids is obtained by doubling the mesh size in each spatial direction, and multigrid fine-to-coarse and coarse-to-fine transfer operators can easily be adopted from the scalar geometric multigrid. The data exchange between the processors also requires predictable and uniform for all levels communication patterns. Thus the total efficiency of the parallel implementation of the block MG algorithm depends only on the load balancing of the domain distribution algorithm.
But the problem of defining efficient parallel smoothers is much more complicated, since above we have considered only the parallel implementation of the MG algorithm for a fixed number of blocks. When a grid is split into many blocks which are all smoothed simultaneously, the alternating line smoothers loose their coupling over the interior block boundaries and the convergence rate of multiblock MG algorithm can be much slower than the convergence rate of one block MG [23] . In fact with increasing number of blocks the multiblock MG method approaches the point relaxation method.
We have investigated the robustness of the proposed alternating box-line Gauss -Seidel smoother varying the number of blocks into which we split the domain. Here we fix the value of κ/η = 10 −4 . We observe in Table 4 .1 a fast and robust multigrid convergence even when the number of blocks is large. Thus, there is no need to apply an extra update of the overlap region or use one additional boundary relaxation before the alternating sweep of the line smoother, as was done in [22, 23] . 4.2. Critical issues regarding the parallel MG. An important issue of the parallel MG deals with the treatment of subdomains of the coarsest grid. For a large number of subdomains (blocks), at a certain coarse level it becomes inefficient to continue parallel coarsening involving all processors. Although the number of variables per processor will be small, the total number of variables will be very large, and the convergence rate of the smoother will be not acceptable. In Table 4 .2 we present the total CPU times of the sequential MG algorithm and the CPU times spent by the coarsest grid solver for different numbers of blocks. As it follows from the presented results, for a given size of the discrete problem the block MG algorithm is efficient up to 16 blocks. We note that the situation can be even worse when the parallel version of the MG algorithm is used since the data communication part increases (and in many cases significantly) the coarsest grid CPU time. Thus we can recommend to use no more than 16 processors when this problem is solved by the parallel block MG algorithm.
Complexity of the block-wise MG algorithm. The total complexity of the block-wise MG algorithm W b depends on the number of blocks b. Such dependence is also seen in Table 4 .1.
It is natural to assume that in the case of one block, W 1 is linearly proportional to the total number of grid points W 1 = N 2 . In the case of b = √ b × √ b blocks, we estimate separately the complexity of smoothing, restriction and interpolation steps and the work done when the problem is solved on the coarsest grid. Then we get the following formula:
where c is a constant and γ depends on the convergence rate of the smoother. This approximation agrees well with the computational experiments presented in Table 4 .2, where γ ≈ 1. The relative influence of the coarsest grid solver decreases when the size of the discrete problem is increased for a fixed number of blocks. This fact is illustrated in Table 4 .3, where the results of computational experiments are presented for a problem of size 512 × 512.
Scalability analysis.
The b blocks into which our domain is divided are distributed among p processors by using the cyclic distribution. Such a method gives an optimal load balance between the processors. Let us assume m = b/p, i.e., all blocks can be divided equally among all processors. In order to minimize the amount of data communication and to preserve a good load balancing, the divisions can also be generated by using the METIS library.
The complexity of the computational part of the parallel block MG algorithm is given by
where t coarsest defines the computational complexity of the coarsest grid solver
Each processor exchanges the ghost elements with its neighbouring processors. The number of these elements corresponds to the properties of the smoother. As was mentioned above, the information on the local boundary grid points from the neighbour blocks is used in the computations. The total amount of data exchange between two processors during the parallel smoothing, restriction and interpolation steps, is equal to c 1 N/ √ p elements, where c 1 is the number of neighbour blocks between two given processors. Thus, the complexity of this part of the data exchange is T 2p = α + c 1 βN/ √ p, where α is the relative message startup time and β is the time required to send one element of data. The data exchange protocol for the coarsest grid solver depends again on the solver type. For the standard smoother, the costs of data exchange were defined above, thus
where the factor n(b) defines the number of iterations, for simple smoothers the good approximation is n(b) = b. When the coarsest grid problem is solved on each processor by the sequential one-block geometrical MG algorithm, the full data must be gathered on all processors. Thus we need global communication. The complexity of such a gather operation strongly depends on the architecture of the parallel computer (see, [7, 14] ). The cost of this operation is estimated by the following formula:
where R g (p) depends on the algorithm used to implement the MPI function GatherAll and on the architecture of the parallel computer. For the simplest algorithm we have R g (p) = p. Parallel computation of the global error norm again requires global communication among all processors during the reduction of the local parts of the norm. We estimate the cost of broadcasting/reducing local error data between p processors by
where R r (p) depends on the algorithm used to implement the MPI function ReduceAll and on the architecture of the parallel computer. For the simplest algorithm we have R r (p) = p.
Summing up all these terms, we get the formula which defines the complexity of the parallel block MG algorithm in the case that the coarsest grid problem is solved by the basic smoother: 2) and in the case of the MG coarsest grid solver the complexity of the algorithm is estimated as
Using these estimates, the scalability analysis and determination of the optimal number of processors can be performed in a standard way, see [5, 6, 20] .
Results of computational experiments.
Computational experiments are done on the PC cluster Vilkas of the Vilnius Gediminas Technical University, consisting of Pentium 4 processors (3.2 GHz), level 1 cache 16 kB, level 2 cache 1 MB, interconnected via Gigabit Smart Switch. Table 4 .5 shows the performance of the parallel block geometric MG algorithm. As the coarsest grid solver we use the same iterative algorithm which is applied as a smoother. The size of the discrete problem is 512 × 512. In this table, for each number of blocks and processors the CPU time T p and the value of the algorithmic speed-up coefficient S p = T 1 /T p are presented. We compute the algorithmic speed-up coefficient, in order to test the efficiency of the basic parts of the parallel block-wise MG algorithm and the validity of the scalability analysis. The efficiency of the parallel algorithm can be improved by modifying the coarsest grid solver, as it was described above in the previous subsection.
T a b l e 4.5. Performance T p (S p ) of the parallel block-wise MG algorithm on the Vilkas cluster From the computational results given above it follows that the measured speed-ups of the parallel block MG algorithm agree well with the predictions given by the scalability analysis (4.2).
Conclusions
We have presented a simple block parallelization approach for the geometric MG algorithm used to solve a poroelastic model. The system of differential equations is approximated by the stabilized finite difference scheme. A special smoother is proposed, which makes the full MG algorithm very robust. It is shown that the convergence rate of the MG algorithm is not sensitive to the number of blocks used to split the grid into subgrids.
Practical experience has shown that special care must be taken of solving accurately the discrete problem on the coarsest grid, but this issue starts to be critical only when the number of blocks is greater than 64. In fact, very satisfactory parallel efficiencies have been obtained for test problems.
Thus the parallel block-wise geometric MG algorithm can be used as an efficient preconditioner for the solution of large systems of linear equations for simulation of real world problems (see, e.g., the application of parallel CG iterative algorithms in [5] and the analysis of parallel solvers used to simulate flows in porous media filters [6] ).
