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Abstract 
Kim, A.C. and B.H. Neumann, Laws in a class of groupoids, Discrete Mathematics 92 (1991) 
145-1.58. 
The laws of a class of groupoids are investigated, and shown to have no finite basis. 
1. Introduction 
In an earlier paper [2] a class of groupoids was described, and it was shown that 
the laws in a typical one of them have no finite basis; and the question was asked 
what laws hold simultaneously in the whole class. This question motivates the 
present investigation. Knowledge of the earlier paper is not assumed. 
Let Y be an arbitrary commutative semigroup, written additively, with carrier 
S, and LY and /3 two commuting endomorphisms of Y, written as right-hand 
operators. We define a new binary operation y on S by 
xyp = XLY + y@ 
Then S becomes the carrier of a groupoid, denoted by %(cu, /?), or % for short. 
Qur object is to study the laws of 93 that do not depend on the particular 
semigroup 9, nor on the particular endomorphisms CY and /3. The shortest 
nontrivial law is the medial law 
xyytt/J2 = xrpytp2 
* The first author thanks the Korea Science and Engineering Foundation for financial support. and 
Miss Jeong Young Kim for assistance with some of the computations involved. 
0012-36SX/93/$03.SOQ 1991- Elsevier Science Publishers B.V. All rights rcscrvcd 
146 A.C. Kim, B.H. Neumann 
(where $ stands for pp, and ~1” is similarly an abbreviation for n repetitions of 
p). This has consequences that are longer laws; we are here interested in those 
laws that are not consequences of the medial law, and we shall exhibit an infinite 
sequence of such laws. The main result is that there is no finite basis for the laws 
of the groupoids here considered. 
2. Preliminaries 
Before we describe the laws of the groupoids we are here interested in, we put 
together some simple (known) facts on laws in groupoids. The facts are valid 
more generally, but we list them only for groupoids, the groupoid operation being 
denoted by ~1 and written as right-hand operator. 
The laws 
=%I w=w 
are the Itrivial’ laws. All other laws are of the form w = w’, where w, w’ are 
distinct words in ‘variables’ xl, x2, x3, . . . [or x, y, z, . . . ) and ~1. (The words in 
the variables form a free groupoid 9.) The length A(w) of a word w is the number 
of variables (counted with multiplicities if repeated) in it; it is always 1 plus the 
number of occurrences of ~1 in w. The length n(w = w’) is defined as the smaller 
of the lengths of the two words, 
n(w = w’) = min(A(w), n(w’)). 
If A(w = w’) = n(w) = n(w’), the law w = w’ is an equal length law. 
If 9 is a set of laws valid in a groupoid, we define the set 5!?* of consequences of 
5!! (also known as the closure of 9) as follows: 
(2.1) The laws in 8 are consequences of 9. 
(2.2) The trivial laws 4, are consequences of 9. 
(2.3) If w = w’ is a consequence of 9, then w’ = w is a consequence of 5’. 
(2.4) If w = w’ and w’= w” are consequences of 9, then w = w” is a 
consequence of Y. 
(2.5) If u = u’ and v = v’ are consequences of 9, then uvp = u’v’p is a 
consequence of 9. 
(2.6) Let E be a mapping of the variables into the carrier S of %‘. Thus each X~E 
is a word in the variables. If w is a word, denote by WE the word obtained from w 
by substituting X/E for each Xi. Then if w = w’ is a consequence of ?.E’, then 
WE= W’E is a consequence of 9. (The mapping E can be extended to an 
endomorphism of %.) 
(2.7) Consequences of consequences of 9 are consequences of 9. 
A law that is not in the set .Y’* of consequences of 9 is said to be independenr 
of 2’. 
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In universal algebra parlance, if we consider the set of groupoid words as the 
free groupoid 9 of countably infinite rank, then 5’ is a relation on 9, and L??* is 
the fully invariant congruence relation on 9 generated by 3’. The trivial laws & 
form the least such congruence, corresponding to the diagonal of 9 x 9, and 
G-S. 
The following lemma will be used to show independence of laws. 
Lemma 2.8. If the equal length law w1 = w; is a nontkivial consequence of the set 
2’ of laws, then it is a consequence of ‘shorter’ nontrivial laws in 3, that is to say 
laws w = w’ with 
A(w = w’) s A(w, = w;). 
Proof. This is immediately seen from the definition (2-l)-(2.7) of consequences. 
Note that there is no unit element (or empty word) available for substitution in 
(2.6~the lemma would otherwise be false. Cl 
3. Words, evaluation, and matrices 
As we are interested in the laws of % that do not depend on the semigroup Y 
nor on the endomorphisms (Y, /I, we may take 3’ to be the free commutative 
semigroup on a countable set of generators xi, x2, x3, . . . and the endomorph- 
isms (Y, /3 to be ‘freely commuting’, that is to say such that LY@ = PLY, but that 
only if a = c and b = d, and that there are no other relations between them. This 
ensures that every equation valid in 92 is a law in 93, and in the whole class of such 
groupoids. 
If w is an element of %, that is to say a word in the elements of S operated on 
by ~1, then w can be evaluated in Spto give an element P(w). This will be a sum of 
terms Xiyi, where the Yi are polynomials in (Y and p. If for two words w, w’ this 
evaluation gives the same result 
P(w) = P(w’) 
then w = w’ is a law in 93. For example, if 
w = W#WlP2P w’ = W+QX‘$~~, 
then 
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because addition in Y is commutative and (Y and p also commute; we thus get the 
medial law (Etherington [l] calls this the entropic law, Murdoch [3] in the case of 
a quasigroup uses the term Abefiun): 
x*qWW2 = W3PW4P2 (3-I) 
mentioned in the introduction. 
We note two features of the medial law (3.1). It is an equal length law, and all 
variables on each side are distinct, or, differently put, the number n of variables 
equals the length 
A.(w = iv’) = A(w) = A(w’) = n. (3.2) 
The first of these features is common to all laws of 5% In fact a stronger fact is 
easily proved. 
Lemma 3.3. If w = w’ is a law in 9, then every variable that occurs k times in w 
occurs also k times in w’. 
Proof. To see this we simply note that if the variable x occurs k times in w, then 
its coefficient in P(w) is a sum of k monomials in a; fi. 0 
The second feature is not common to all laws of 9, for example, the medial law 
entails the law 
in only 2 variables. However, in the sequel we shall concentrate on laws that have 
the property (3.2), that is to say in which the variables on each side are distinct. 
We call such laws distinct variable laws. 
Let w be a word in which all variables are distinct; we may assume the variables 
to be xl, x2, . . . , AT,,, where n = A(w). Then on evaluation we obtain an 
expression in which the coefficient of each variable Xi is a monomial in (Y, p, that 
is to say of the form 
P(W) = e XiaP’~“, 
i=l 
where the exponents ai, bi are nonnegative integers. We associate with P(w) the 
2 x n matrix M(w) of these exponents, 
The matrix M(w) can be computed inductively by the following rules: 
(3.41) If l(w) = 1, that is w =x1, then 
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(3.42) If A(w) > i, so that w = uvp and A(w) = A(u) + A(v), and if 
W”)= [;;z: ::;, ’ 1 w-J)= [ . . .e ‘;I;. . .f. 1 7 
then 
For future reference we turn this second rule round: 
(3.43) If A(w) = n > 1, and if 
(3.43.1) 
then, for some I <n, w = uvp, where A(u) = I, A(v) = 112 =y! - I, and 
We note in passing that in the matrix (3.43.1) always b, = a,., = 0, and all other 
entries ui, bi are positive and less than n; also if a number u appears in the first 
row, then a - 1 also appears, further to the right; and if b appears in the second 
row, then also b - 1, further to the left. These facts are easily proved inductively 
frG)rn (3.41) and (3.42). They severely restrict the matrices that can be of the form 
M(w), but there appears no obvious way, other than repeated application of 
(3.43) if possible, to decide whether a given 2 x n matrix is of the form M(w). 
In order to apply (3.43) to a given matrix, we have to find the length of u and 
v; for this we can use the following rule, derived easily from (3.43): 
(3.44) If A(w) = n > 1, then M(w) contains a unique 2 x 2 submatrix of the 
form 
Then w = uvp where A(u) = 1. 
We exhibit, as an example, the matrices for words of small length. 
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For A = 4 there are 5 matrices, for A = 5 there are 14, and generally for A = n 
there are C,, matrices, where C, is the nth Catalan number. 
The matrix of w = x~x+xJ~~~ is 
Because the two middle columns, corresponding to x2 and x3, are equal, 
interchanging x2 and x3 must give the same matrix, and thus the same evaluation 
polynomial P(w). Thus these two equal columns signal the medial law. More 
generally we have the following useful fact. 
Lemma 3.5. Let w be such that in M(w) the ith and jth columns are equal, and let 
w’ be the word obtained from w by interchanging Xi and Xi. Then w = w’ is a law 
in 99. 
Theorem 3.6. Let w be a word in dtktinct variables x1, x2, . . . , x, (so that 
A(w) = n), and let w’ be a word such that w = w ’ is a law in 9% Let the matrices of 
w and w’ be 
M(w)=[;;;::::; , 
1 
a;a~.*-a~ 
M(w’) =[b;b; . . . b:, 1 - 
Then there b a permutation JZ of (1, 2, . . . , n) such that for each i the ith column 
al 
[ 1 b; of Ww’) 
equals the inth column 
a. 
[ 1 b; of M(w)* 
Conversely, if there is such a permutation R, then w = w’ is a law in % 
Proof, The variables in w’ must be the same as those in w (see Lemma 3.3). 
Thus the variables xl, x2, . . . , x, occur in w’ in some permuted order, say 
Xln, Gfr, * - ’ I &,. Now write P(w) and P(w ‘) as sums of the variables as they 
occur, with the appropriate monomials in LY, /3 as coefficients: 
P(w) = x, QP$P~ + X&93b’ + * - * + X”dyP”, 
P(w’) = X,naq3hi + Xz,&/P + - * ’ + X”,&p. 
As w = w ’ is a law in ‘9, we must have P(W) = P( w ‘). Thus if in = j, then a; = a), 
b; = b,. Conversely, if there is a permutation of the columns of M(w’) giving 
those of M(w), then P(w) = P(w’), and w = w’ is a law in 3. Kl 
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w = x*x*x3p2xLnqx+2 I w’ = X!X&x2.r3/u~p2. 
Then 
M(w) = 
‘2 2 1 
I 
10 
I 
2 I 2 1 0 
0 12 12’ 
h!f(!?J’) = 1 01122’ 
and the permutation it = [ : f 2 $ 21 = (2 4 3) (in cyclic notation) is as in the 
theorem. Thus w = w’ is a law in %. It is obtained from the medial law by the 
substitution E defined by xi& = xi, x2& = X~X~P, x3& = x4, x4& =x5 (the remaining 
variables do not matter). 
4. Dependence and independence of laws 
By comparing the matrzes that belong to the words of length 64, one easily 
verifies that the medial law is the shortest nontrivial law, and there is no other 
nontrivial distinct-variable law of length 4, except of course those obtained from 
the medial law by renaming the variables. 
We now consider nontrivial distinct-variable laws of the form w = w’. We may 
assume, without bss of generality, that the variables in w are xl, x2, . . . , x,, in 
this order, and that in w’ they appear in the order xlrr, xzn, . . . , x,, where z is a 
permutation of (I, 2, . . . , n}. 
We note in passing that A must leave 1 and n unchanged, as b, = 0 and a, = 0 
and no other ui or bi is zero in M(w), see (3.6). Thus the least n for which a 
nontrivial permutation z can exist is n = 4, and then ;c = r: ‘5 z i], or briefly 
IG = (2 3) is the only candidate: and this indeed occurs, for the medial law. 
As n increases, the number of possible permutations rises steeply. We propose, 
therefore, to concentrate on those laws whose associated permutations are 
transpositions, say 36 = (ii). Let us call such laws transposition laws: the medial 
law is a t:ansposition law, but the example at the end of the last section is not. If 
w = w’ is a transposition law, then ai = q and bi = 6j; and conversely, if M(w) has 
two equal columns, say the ith and the jth, then w = w’ is a transpositional law, 
where w’ is obtained from w by interchanging xi and Xi. 
Thus we make the convention for the rest of this section that w, w’, i, j, Ui, bi 
have the above meanings, and we further make the convention that 
iCj, w = uvjl, w’ = u’v’p, 
A(w) = A(w’) = n, A(u) = I, 
We first assemble a few obvious facts. 
.1. In cI transposition Taw w = WI, 
WV) =n-l=m. 
A(#‘) = A(u) and A(v’) = A(v). 
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Proof. This follows immediately from the rule (3.44) for recognising A(u) from 
the matrix M(w) which equals M(w’), 0 
Ltmmrmr 14.2. If j <I, then the law w = w ’ is a consequence of the shorter law 
u = u’, and if i > 1, then the law w = w’ is a consequence of the shorter law v = v’. 
Proof. If j s f, then both xi and Xj occur in u, and their interchange only turns u 
into u’; and similarly if i > 1. Cl 
We may thus now restrict attention to the case that i G1 C j, so that the 
interchange of xi and xi affects both u and v. Take as an example 
w = x,x2x$12x4x#x&2. 
Then 
221210 
M(w)=[O 1 2 1 2 1 2 ’ 
with the second and fourth columns (and also the third and fifth columns) equal. 
Thus putting 
w’ = W&3cL2x2x5cuc6p2, 
we obtain the transposition law 
w=w’; 
and if we put 
w” = x,x2x5/12x4x#j~2, 
we obtain another transposition law 
,, w=w. 
(4.31) 
(4.32) 
If we apply both transpositions, we get the word 
w* = .r~x4x5~2x2x3/U~~2, 
and from this the law (not a transposition law) 
* w=w. (4.33) 
While each of the laws (4.31) and (4.32) is independent of all shorter laws (and, 
by Lemma 2.8, also of all longer laws), (4.33) is a consequence of the medial law, 
obtained by substituting x2x3p for x2 in (3.1), x4xsp for x3 and changing x4 to x6. 
Thus the law (4.32) follows from the medial law (3.1) jointly with (4.31), and 
similarly (4.31) follows from (3.1) and (4.32). 
Our assertion that (4.31) is independent of all shorter laws will follow from 
more general independence criteria later. For the present we just notice one 
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feature of our example, nameiy that all the ‘factors’ u, V, u’, v’, uSi, II”, u*, V* of 
w, w ’ w", w* have the same length 1= m = - - - = 3. As we shall see later, this is 
no coincidence. 
5. Dependence of transposition laws 
laws, 
we first have Lemma requires some 
Definition 5.11. The only subword of a variable is that variable itself. Let w be a 
word of length n(w) = n > 1, and assume that, for words of length <n, subwords 
have already been defined. Put w = uvp. Then the subwords of w are w itself and 
all subwords of u and v. A proper subword of w is a subword of w other than w 
itself. 
Definition 5.12. Let w be a word in distinct variables and s a subword. The 
signature u(w, s) of s in w is a sequence (ui, u2, . . . ) of symbols A and p (‘left 
and ‘right’) defined inductively by: 
(512.1) a(w, w) = ( ), the empty sequence; 
(512.2) If w = uvp and s is a subword of u with signature u(u, S) = 
( t1, r2, - * - ), then u(w, S) = (A, tl, r2, . . . ); if s is instead a subword of v with 
signature u(v, s) = (t,, r2, . . .), then u(w, S) = (p, tl, t2, . . . ). If S’ is a subword 
of w’ and if a(~‘, s’) = u(w, s), then s’ is homologous to s. 
The signature thus describes the way to get from a word to a subword by taking 
a sequence of left or right factors. We can now extend Lemma 4.1. 
Lemma 5.2. tf w = w’ 23 a transposition law and ifs, s’ are homologoLcs subwords 
of w, w’, respect;:Vely, then A(s’) = A(s), and moreover, M(s) = M(s’). 
hof. We have already noted that u and u’ (and also v and v’) have the same 
length. Applying (3.43), we see that they must also h-v,= equa! matrices. .1U.U
Induction over the length of the signature completes the argument. 0 
Lemma 5.3. Let w = w’ be a transposition law and s a proper subword of w of 
length >l; let s =s1s2p. If both A@,) > 1 and A(Q)> 1, then w = w’ is a 
consequence of a shorter law. 
Proof. By Lemma 4.2 we may assume without loss of generality that at most one 
of xi, Xj occurs in s; thus in at least one of si , s2 neither xi nor Xj occurs, say in s2. 
Put s#- slyp, where y is a new variable; if S’ = s;s; is the subword of w’ 
homologous to S, then s; = s2, and we put s’# = s;Yp. Now denote by wtt and w’# 
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the words obtained from W, w’, respectively, by repiacing s by S# and S’ by s’#. 
Then IV’ = W” is also a transposition law, shorter than our original one, and we 
retrieve the original law by substituting s2 for y. (One needs to satisfy oneself that 
in M(w”) and M(w’#) the variables that correspond to xi and xj in w and w’ again 
have the same columns; we omit the argument.) The case that xj or Xj occurs in s2 
(and thus neither occurs in Si) is similar. Cl 
corouary 5.4. If w = w’ is a transposition law which is independent of shorter 
laws, with w = uvp and w’= u’v’p, then there are sequences of subwords 
Ul, 4, . . . , U[ = u, VI, v2, . . . , 21, = v, u;, uz . . . ) uf = d, v;, v;, , . . , VL = v’, 
such that each u; b homologous to uk and each vi to vk, each uk and vk is of length 
k, and if k < I, then 
uk+l = ukxp or uk + I= XUk& 
where x is one of the variables, and Jimilarly for u;+~ and for vk+l, v;+, if k < m. 
This corollary severely restricts the words that can occur in a transposition law 
that is not dcpendcnt on shorter :aws. !t also allows us to locate the transposing 
variables xi and Xj more accurately. 
Lemma 5.5. With the conventions and notation of Coro!!ary 5.4, u: = xi or 
u2 =ulXip or ~2=Xiu+, and ~1 =xj or 212~ vlxj~ or v~=x~vI/L 
Proof. Assume, on the contrary, that xi occurs Only later, so that &+l = UkX# or 
&+I =&u& with k > 1. Replace uk by a new variable y, to obtain a new word 
w’, shorter than w. Now the subword u;,, of w’ homologous to &+I will be, 
correspondingly, u’ k+r = U&j/A = UkXjp, Or U;+l = Xjl4;p = Xjukp, and here We alSO 
replace uk by y, to get a new word w’#. Ciearly wb = wfLf is a transposition law, 
shorter than our original law, which follows from it by the substitution of uk for y. 
The rest of the argument, dealing with v, is analogous. Cl 
NOLL the matrix h4(uz) = [ * ‘1 o IJ, 2s also the matrix M(v,), which is the same, has 
the property that the column sums equal 1; and as in each step from uk to &+I 
and in each step from vk to Vk+l a single column is attached to the matrix (see 
Corollary 5.4), these particular two columns have a 1 added in first or 
row each are those of xi and and and Xj*l, 
respectively, thus the column sum corresponding to M(&), and the 
column sum corresponding to M(t&), equals always 1. The column sum 
M(u) = M(u,) is I- and the column M(u) = h4(u,,,) is 
1. But the column corresponding to xi M(w) has sum I, that 
corresponding to M(w) has sum m. As these two columns equal, we have 
the following 
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Cor~l!n_~ 5.0 With t.he cGnEenr$ons and notation of Corollary 5.4, u and v have 
the same length A(u) = I= m =?*(v)_ In particular if w in a transposition law 
w = w’ has odd length, then the law i.~ a consequence of shorter laws. 
The main result 
Before we state and prove our main resuh, we supply ourselves with an infinite 
sequence of transposition laws. We define, for m 2 3, 
m-l 
u,=xlx2”‘&p , 
21, = &?z+1&n+2 * . - %?a-1p m-2x2&. 
The matrices are easily computed; they are: 
M(u,)=[; : ; ::: l 
iii - 2 
. . . wm)=[; f ; _.. m;3 
Thus, putting 2m = n and w, = u,v,,,~, 
represent heir length), we get the matrix 
. . . 2 1 
. . . m-2 1)2- 
3 
m -- I 1 
, 
1 0 
m-2 1’ 1 
(so that the suffices of these words 
222-s. 2 1 0 
1 1 2 3 .** m-2 m-l 2’ 1 
Here we see m - 1 pairs of equal columns, giving rise to m - 1 transposition laws; 
but almost all of them are consequences of shorter laws, by Lemma 5.5. In fact if 
m a 3, the only pairs of columns that are not excluded from consideration by 
Lemma 5.5 are the pairs of columns [,,,c2] and [m !_ ,I. Thus we look at the 
transposition law that uses the transposition 3t = (m - 12m - 2). Denote by w: 
the word obtained from w, by interchanging x,_, and x~_~. Then we propose to 
show that the transposition law 
e;: w, = w:, 
is independent of all shorter laws. We remark that the medial law is not of the 
form +$, but that the law (4.31) is 4:. 
Inspection of the rules (2.1)-(2.7) shows that the only rules that might be 
relevant to deriving eh from shorter laws are (2.4), (2.9, and (2.6). However, to 
apply (2.5) to obtain +?L, we need laws u = u’ and v = v’; and there can be no 
such laws, as u and u’ do not involve the same variables (nor do v and v’). 
Next we wish to show that there is no shorter law E = ti’ from which w, = WA 
can be derived by the substitution rule (2.6). There are indeed words 6~ that lead 
to w,, with a suitable substitution: consider the word 
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where l<i~m-1, l=~j~m - 2. The substitution E that leaves all xi unchanged 
but puts 
YE =Xi+lXi+2 ’ * sX&“‘-i-l, 
ZE = X?n+j+1Xm+,+2Xx,-1P 
m-j-2 
will make Gi,jE = w,. Here we interpret ,u’, when i = m - 1 or j = m - 2, naturally 
as the absence of p. One easily satisfies oneself that there are no essentially 
different words that will give w, with a suitable substitution. The matrix of ~i:-,j is
M(tii,j)= [f f : : : 
2 12 2 *** 2 10 
I i-l i 1 2 es- j-l j 2’ 
and inspection shows that the only permutations of the columns that can give rise 
to a law are transpositions or products of disjoint transpositions. Those that affect 
only the first i or j columns (accord’ _ mg EC which of i and j is the smaller) will, after 
application of the substitution E, give a law that indeed equates w, to another 
word, but not to w;. If i = j, then Gi,i = W2i+2, and there is an extra pair of 
columns that can be interchanged, namely the (i + 1)th column and the 
penultimate one. After application of E this gives again a valid law equating w, 
with another word, but again this is not WA, because the pair of variables x,-r, x, 
is exchanged for the pair x,_~, x,-~, instead of only the first members of these 
pairs. 
Finally, to show that the transitivity rule (2.4) does not make our law 8; 
derivable from shorter laws, we first show a certain uniqueness. 
Lemma 6.1. Let the matrix M(w) of a word w hrtve the same columns, in some 
order, as M(w,). Then the matrices are equal, M(w) = M(w,J. 
Proof. We know already that the columns [g] and [!I must be the first and last 
columns of M(w), respectively. Write w = uvp. To find out where u ends and v 
begins, we use (3.44), that is to say, we look for a submatrix [L f]. Now the only 
value of p that can be found in M(w,) is m - 1. It follows that u has length 
L(u) 3 m. We turn to v: the fact that the last column of M(w,J is [s] shows that 
A(v) > 1; we write v = v’v”p and again apply the rule (3.44), to find a submatrix 
of M(v) of the form [L f]; this time the only value of p that can be found below a 
1 is m - 2, which comes from the m - 1 below a 1 in M(w). This shows that v’ 
has length A(v’) 2 m - 1. Thus also v has length A(v) am. It follows that 
n(u) = n(v) = m, and the matrices of u and v can now be easily computed, using 
(3.43) 
r2 2 M(v) = Lo I 
This proves the lemma. 
. . . 1 0 
1 
= w4d, . . . m-2 m-l 
. . . 2 10 
. . . m-3 m-2 1 4 
= M(v,). 
cl 
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It follows from this that the only permutations of columns of M(w,J that again 
give the matrix of a word are the ones that leave the matrix unchanged, that is the 
transpositions and products of disjoint transpositions. Now assume we have a 
sequence of laws w(l) = w@), w(‘) = wc3), . . . , w(‘-‘) = w@), where w(l) = w, and 
,6) = w’ ?l, and where every law 
@. . W(k) = W(k+l) 
is a consequence of shorter laws. We know already that all the words w(‘) have 
the same matrix, and all the laws here have as their permutations transpositions 
or products of disjoint transpositions. We also know from the above discussion of 
the use of the substitution rule (2.6) what kind of law +?(‘I is a consequence of 
shorter laws: it is one that switches the variables xi+19 x~+~, . . . , AI,,, and 
X m+i9 xm+i+l, - - * 9 x,_~ as complete b!ocks, where i G m - 2, that is to say the 
blocks contain at least two variables: x,_~ and X, are always moved together. and 
exchanged for the pair x,,_~, x,-~. Thus no sequence of laws 8(‘) can link w, and 
W;. 
Thus we have shown the following fact. 
Theorem 6.2. Each of the iaws 
e;: , wn=w, 
for eve;; r”c = 2m 3 6 is independent of all shorter laws. 
We remark that we could have used the same arguments to show that the laws 
c: w, = w,, 
where wz is obtained from w,, by interchanging X, and x~_~, are independent of 
all shorter laws; but fi is a consequence of 4’; and the law 
e *. Il. w, = w,*, 
where w,* is obtained from w,, by interchanging both x,-~ and x,-~ and zm and 
x,-~; and fz is a consequence of the shorter law ei_, , using (2.6). 
We are now ready to prove our main result. 
Theorem 6.3. The laws of % have no finite bask 
Proof. This is an easy corollary of Theorem 6.2; for let .Z be some finite set of 
laws of 59 and A be the length of the longest law in 9. Choose an even number n 
t)?at is strictly greater than A. Then the law e: is independent of 9. 0 
The infinite sequence of laws 4!& +?&, . . . , together with the medial law, does not 
form a basis of the laws of 9, it appears that a basis of the laws will have to 
contain an increasing number of laws of length n with increasing even n. We a:so 
leave open the question whether a basis of the laws of % can consist of only 
transposition laws. 
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