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Abstract. We consider the evolution of a distribution of N
identical point vortices when stochastic perturbations in the
Hamiltonian are present. It is shown that different initial
configurations of vorticity with identical integral invariants
may exist. Using the Runge-Kutta scheme of order 4, it is
also demonstrated that different initial configurations with
the same invariants may evolve without having any tendency
to approach to a unique final, axially symmetric, distribution.
In the presence of stochastic perturbations, if the initial dis-
tribution of vortices is not axially symmetric, vortices can be
trapped in certain domains whose location is correlated with
the configuration of the initial vortex distribution.
1 Introduction
There exist 2-D vortex systems, the evolution of which can
be modeled by a great number of point vortices. One can sup-
pose that a unique “gas” composed of N1 vortices of the
same sign is a closed macroscopic system, it should evolve
to a final state of statistical equilibrium, i.e. to an universal
configuration.
In fact, two-dimensional turbulence evolution (even in the
absence of dissipation and forcing) is governed by strongly
nonlinear equations. On account of this, the field compo-
nents interact intensively and have to quickly get mixed up.
Therefore, one can assume that the system evolves to a state
of statistical equilibrium that is axially symmetric.
Let us first discuss the physical meaning and validity of
this largely used hypothesis.
For this purpose consider a system consist of a great num-
ber of point vortices. The angular velocity of each vortex i
is i=θ˙i (cf Eq. 1) where θi is the angular vortex coordinate
and θ˙i its temporal derivative). The magnitude of i can be
estimated by ¯∼0/d2, 0 being the total circulation and d a
characteristic domain diameter corresponding to the vortices
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location. Each vortex is influenced by all other surrounding
vortices having a different angular velocity distributed about
the mean angular velocity ¯ according to a certain law. That
is why vortices, having for example the same values of θi at
t=0 (i.e. θ1=θ2=...=θ0) will disperse. Hence, the rapid pro-
cess of vortices mixing with respect to angular position will
occur.
Consider a function that depends on θ and  which de-
scribes the distribution of vortices and that at time t=0 can
be written in the form f (θ0, ). Here, θ0=θ(t=0). Function
f (θ0, ) can be decomposed in two parts:
f (θ0, ) = f ()+ f1(θ0,),
where the averaged component,
f () = (2pi)−1
∫ 2pi
0
dθ0 f (θ0, ),
does not depend on θ0. The function f1(θ0, i)
complies with the condition f1(θ0, )=0. Conse-
quently, f1 is a alternating–sign function with respect
to the first argument. One can always find an in-
terval 1θ12=θ01−θ02∼pi where the sign of the func-
tion f1 changes, i.e. f1(θ01, )∼−f1(θ02, ). For t>0,
θi∼θ0i+i t and the distribution function becomes
f (θ −t,) = f ()+ f1(θ −t,).
Here, θ−t belongs to the interval [0, 2pi ] (modulo 2pi).
For different values of 1 and 2, the terms which in-
volves the time dependence become predominant in com-
parison with initial angles. Hence, the function f1 changes
sign when (2−1)t∼pi , i.e. for angular velocity varia-
tions 1=2−1∼pi t−1. This simple estimation shows
that f1=f−f becomes an alternating-sign function with
respect to the second argument as well. As t→∞, the
interval between any  and +1 becomes very small,
i.e. |1|||, and the function f1 becomes more and more
oscillating with respect to the second argument .
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These arguments are of a general nature and can be applied
to any variables (“phases”) which change in a finite domain
(Landau and Lifshitz, 1987; Landau and Lifchitz, 1979a, b).
In this way, the contribution of the alternating-sign func-
tion f1=f−f is generally neglected. In fact, in real systems,
the presence of a physical dissipation suppresses all pro-
cesses on small time scales. The analogous mechanism (nu-
merical dissipation) exists in numerical experiments when
an artificial dissipation occurs at small scales. Finally, ex-
perimental processes retain a statistically indifferent intrinsic
average caused by experimental conditions (cf for example
experiments on study of quasi-final turbulence configuration
Marteau et al., 1995; Danilov et al., 2002; Danilov and Gu-
rari, 2000, and the references presented in these works).
In this context, several questions arise. If a real or an ar-
tificial dissipation is absent, what is the influence of non-
vanishing fluctuations in the Hamiltonian of the system on
possible scenarios of its evolution? Can different initial
repartitions of vorticity be built which have the same global
invariants (energy, enstrophy, moments, etc.)? If it is pos-
sible, do the systems, starting from different initial distri-
butions of vorticity but having the same global invariants,
evolve to a unique, universal, final state? Or do the systems
evolve to different final states? Or even to no final state? Is it
of vital importance on the processes of permanently existing
small–scale end rapidly varying fluctuations? All these ques-
tions are motivated by the fact that systems with extremely
weak dissipation are observed in nature.
2 Different initial configurations with the same global
invariants
2.1 Model
We have to select a model complying with all conserva-
tion laws and which would be pertinent even on small space
scales. In consequence, some of the traditional methods can-
not be used and due to numerical difficulties at small scales.
In fact, it is known that one of the difficulties in the descrip-
tion of turbulence is the expansion of the motion at small
scales, to scales beyond those of viscous dissipation, when
calculations come only from local mean–field at the scale of
numerical resolution. The behavior of the turbulence, cor-
responding to explicit scales, is usually numerically mod-
eled in a statistical sense; another way consists to intro-
duce empirically different forms of turbulent viscosity which
model energy transfer through intermediate scales, etc. How-
ever, it can be sometimes observed in two–dimensional tur-
bulence that calculated magnitudes and phases of fluctua-
tions of higher modes do not satisfy conservation laws. For
this reason, we consider the model of point vortices, i.e. the
model of elementary vortex structures for which the vortic-
ity is strongly concentrated in small moving domains. This
model is attractive for several reasons and has been largely
used in many studies (cf Onsager, 1949; Miller et al., 1992;
Fig. 1. The graphic representation of e1 and e2 corresponding to
H0=0.25 for N=750 and K=260.
Pointin and Lundgren, 1959; Sommeria et al., 1991; Brands
et al., 1999; Pavlov et al., 2002 and references therein).
2.2 Numerical simulations
Consider an incompressible fluid containing N1 vortices
with intensity γi , i=1, ... , N . The vorticity concentration
is taken in the form =∑j γj δ(x, xj ) where δ(2)(x, x′) is
Dirac’s function. The equations of motion of the centers of
the vortices are: γi∂txi=∂jH, γi∂tyi=−∂iH which con-
stitues a hamiltonian system. For the unbounded space, the
Hamiltonian, i.e. kinetic energy of the fluid, expressed in
terms of the canonical variables xi, yi, H= 12
∫
D
dx v2, can
be written in the form
H = −(4pi)−1
∑
i,j ;i 6=j
γiγj ln |xi − xj |.
Here, −(1/2pi)ln | xi−xj | is a Green function which sat-
isfies the equation 1G(x, x′)=δ(2)(x, x′). The kinetic en-
ergy of the fluid can be written as H= 12
∫
D
dx ψ, with
dx=dxdy, =−1ψ , and velocity components vi=εij∂jψ,
with ε12=−ε21=1 and ε11=ε22=0.
For the following numerical simulations performed
in the present work, it is convenient to use dimen-
sionless variables. The transformation is accomplished
by xi→Rxi, yi→Ryi, t→τ t, where τ=2piR20−1.
Note that the vortices have a identical intensity
γi=0/N. Let (xi, yi)→(θi, Ji), with xi=√2Ji sin θi
and yi=√2Ji cos θi . The variables (θi, Ji), where
Ji≡ri2/2, ri=|xi |, are introduced in order to keep the
canonical structure of the evolution equations. It follows
that:
∂tJi = ∂
∂θi
H¯ , ∂tθi = − ∂
∂Ji
H¯ . (1)
The dimensionless Hamiltonian is then given by:
H¯ = −(4N)−1
N∑
m=1
N∑
n=1,n 6=m
ln Gmn,
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Fig. 2. Initial annulus of the distribution of vortices with K=260
and e1=0.108.
Fig. 3. Initial annulus of the distribution of vortices with K=260
and e2=0.624.
where
Gmn = [Jm + Jn − 2
√
JmJn cos(θm − θn)].
Consider an initial distribution of vortices on an annulus:
all vortices have the same radial coordinates rs=1. The an-
gular coordinates of every vortex are chosen as follows:
θs = 2piN−1e(s − 1)2(K − s)+
2piN−1(1 − e)(s − 1)2(s −K), (2)
in which s=1, 2, ..., N and 1<K<N. The first vortex has
the angular coordinate θ1=0. The set of the first K vortices
is distributed with a spacing of 2piN−1e, all the others are
distributed with a spacing of N−1(1−e). Here, 0<e<1. The
function 2(z) is Heaviside’s function, 2(z)=1 when z>0
and 2(z)=0 when z<0. In this way, the initial distribution
of vortices is not symmetric. However the kinetic moment,
one of the motion integrals, P¯ , defined by P¯=− 12
∑
r
′2
i , as
well as the enstrophy Z2 and other moments are unchanged
for different values of the parameters K and e.
The Hamiltonian of the system is a function of the parame-
ters e,K : H=H(e,K). This Hamiltonian being conserved,
it is given by the initial value, H0 which is calculated from
an initial vortex distribution :
H0(e,K) = −(4N)−1
N∑
i=1
N∑
j=1,j 6=i
ln(1 − cos θij ).
θij=θi−θj is calculated from Eq. (2). In this expression, only
terms depending on angles appear.
Fig. 4. Distribution of vortices at t∼50 withK=260 and e1=0.108.
Fig. 5. Distribution of vortices at t∼50 withK=260 and e2=0.624.
Moreover, the circulation 0 is fixed by the number of
vortices N . In the structure of the model, all other mo-
tion integrals Zi (enstrophy Z2, ...) are automatically con-
served. For instance let N=750 and K=260. The Hamil-
tonian H(e,K), with fixed K is a function of e only. The
dependence H=HK(e) allows to graphically find e1 and e2
for a given value ofH (see Fig. 1). For example let the initial
valueH0=0, 25. Then, forK=260, the corresponding values
are e1=0, 108 and e2=0, 624 (see Figs. 2 and 3).
The evolution of a vortex distribution for a system with
the given initial conditions has been numerically studied
by using a 4th order Runge-Kutta scheme. The conserva-
tion of the energy H and of the angular momentum P has
been checked during the calculations. The analysis shows
that parameters have small variations with errors defined by
|Hi−H0|/|H0|≤3 · 10−3, |Pi −P0|/|P0|≤2 · 10−7. The it-
eration process has been performed from t=0 to t=50 which
corresponds to 50 reference cycles. Although quadratic
difference being relatively significant for the Hamiltonian
which could lead in principle to intensification of a mixing
process because of the accumulation of numerical errors, no
visible tendency to a gradual homogenization has been ob-
served.
The final results of calculations (for t≥50) are presented
in Figs. 4 and 5. The time at t∼50 agrees with the results
presented in the experiment of Huang and Driscoll (1994);
Fine et al. (1995) (Fig. 6). According to the experiments,
a formation of radically different configurations has already
been observed for t∼60 and this justify our compilations.
Figures 4 and 5 show that vortex distributions having
different initial distributions and characterized by identi-
cal global invariants, do not evolve to an universal axially
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Fig. 6. “Vortex crystals” observed in the experiments of Huang and
Driscoll (1994); Fine et al. (1995).
symmetric distribution. It is observed that vortex “clusters”
are auto-organized in different ways. This can be explained
by the fact that the Hamiltonian contains a non-vanishing
fluctuating part which affects the evolution processes in the
weakly dissipating system. If this fluctuating part has to be
disregarded, the system would evolve to the axially symmet-
ric configuration. This observation is qualitatively confirm to
the recent experiments on “vortex crystal” formation (Fine et
al., 1995; Huang and Driscoll, 1994) (see Fig. 6). Indeed,
in these experiments, it has been observed that a 2-D system
evolving without dissipation and forcing (physical or numeri-
cal), does not forget the structure of the initial vortex distribu-
tion. These observations are correlated with our calculations
and confirm qualitatively the hypothesis of Batchelor (1967)
that a quasi–final state of a perfect vortex system is fixed by
its history and “keeps in mind” its initial configuration.
Note also that a different final state can appear depend-
ing on the initial configuration: (a) “basic” states reaching a
maximum vorticity in the center , (b) “vortex crystals”, and
(c) states where no strong vortices persist and which proba-
bly correspond to principle of “minimum enstrophy”.
3 Perturbations and formation of vortex clusters
Let us now consider the evolution of a vortex gas in the pres-
ence of chaotic internal and external perturbations. Having
in mind a possible comparison with experimental data, we
choose a configuration where the vortices are placed in a spi-
ral (cf Fig. 7) similar to the initial spiral distribution of vor-
ticity in Fig. 6.
3.1 Analytical consideration
The dimensionless Hamiltonian (normalized with the char-
acteristic spatial scale R and the temporal one τ ) of a system
composed of N1 point vortices is
H = (2N)−1
N∑
i 6=j ;i,j=1
Hij . (3)
Here, Hij is the Hamiltonian of the interaction between vor-
tices i and j. For point vortices in an infinite plane, the
Hamiltonian is Hij=− ln rij and is characterized by a long–
distance interaction. If N1, vortices are not only influ-
enced by neighboring vortices, but in essence by all the vor-
tices, including those far away. This observation allows one
to conclude that: (a) each vortex of the system containing
a great number of vortices, moves quasi-independently with
respect to the motion of its neighbor; (b) the situation is as
if the selected vortex was in a self-consistent field created by
all the vortices, including those far away.
Let us introduce the expression
Hi=D−1
∫
D
dxjHij≡〈Hij 〉. Here, D is an integration
domain with a dimension defined by the conservation
of momentum. The expression Hi can be interpreted as
the Hamiltonian of the ith vortex averaged with respect
to positions of all other vortices. The average can be
also carried out by using a probabilistic approach if one
introduces P(xj ), which gives the probability of finding
the vortex j in the vicinity of xj . In this case, Hi can
be defined by Hi=
∫
D
dxjP(xj )Hij . It is noticed that a
concrete structure of P(xj ) would require an additional
special analysis; so, we limit ourselves to the simplest
approximation when P(xj )=D−1. Let us then introduce the
operator M̂i [...]≡(N−1∑j −D−1 ∫ dxj )[...]. After some
mathematical manipulations, the Hamiltonian (3) takes the
following form:
H =
N∑
s=1
Hs + N2 M̂iM̂j (Hij − 〈Hij 〉)
≡
N∑
s=1
(
Hs + 12M̂iM̂j (Hij − 〈Hij 〉)
)
. (4)
The first term of the Hamiltonian defined by Eq. (4) describes
the collective effects of the energy, which dominate when
N1. According to the definition, Hs depends only on
rs=|xs |. The second term describes stochastic fluctuations
caused by individual interactions between vortices. These
effects are obviously significant near a peripheral zone of the
vortices’ distribution. If N1, the last term of Eq. (4) is
small. Indeed when N1, (a) the averaged quadratic de-
viation of H(ri) from the sum N−1
∑N
j=1Hij and (b) the
operator norm M̂i are small. By replacing the exact expres-
sion 12M̂iM̂j (Hij−〈Hij 〉) by its value averaged with respect
to the motions of all other (except i) vortices, W(xs), we
partly simplify the Hamiltonian. Such a procedure is similar
to the one of Midgal (1975), p. 158, when one passes from
the “multi-particles” description to the “mono-particle” de-
scription. According to its definition, the function W(xs, t)
has a zero average value 〈Ws〉, i.e. it is a oscillating func-
tion with respect to angle θs and/or with respect to time (see
Sect. 2). The functionWs preserves all the information about
an initial distribution of vortices.
So, the problem reduces to a problem of a motion of
a “particle” with a unit “mass” in a self–consistent field
Hs(rs)+Ws(rs, θs, t). For simplicity of the notation, we will
further omit the index i, considering the motion of a test
vortex. We use the variables defined by the transformation
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(x, y)→(θ, J ),with x=√2J sin θ and y=√2J cos θ (such
a transformation is largely used in some nonlinear problems).
The equations of motion of the test vortex become
∂tJ = −∂θH = −∂θW,
∂tθ = ∂JH = (J )+ ∂JW. (5)
If there is a stochastic disturbance in the Hamiltonian, inter-
nal and external Ws(rs, θs, t)6=0, it can be assumed that a
vortex trajectory consists of two parts: regular and fluctuat-
ing (we follow here the idea formulated for Kapitsa’s pen-
dulum, see Kapitsa, 1951). For regular variables averaged
with respect to stochastic fast fluctuations, the procedure of
averaging leads to:
∂tJ = −∂θH
= −θ1∂θθW(J , θ)− J1∂θJW(J , θ)+ ... ,
∂tθ = ∂JH
= (J )+ J1∂JJW(J), θ)+ θ1∂JθW(J , θ)+ ... . (6)
Subtracting one equation from the other, we obtain for
J1=J−J and θ1=θ−θ
∂tJ1 = −∂θW(J , θ)+ ...
∂tθ1 = J1∂J(J )+ ∂JW(J , θ)+ ... . (7)
We look for solutions in the formW∼Ue−iωt , J1, θ1∼e−iωt :
J1 = 1
iω
∂θU(J , θ),
θ1 = 7 − 1
iω
1
iω
∂θU(J , θ)∂J(J )− 1
iω
∂JU(J , θ). (8)
Substituting these expressions in Eq. (6), omitting the imagi-
nary terms (field variables are real; appearance of the imagi-
nary number i is equivalent to a difference in phase of a har-
monic function of pi/2) and putting in the 1/2 factor (average
of a harmonic function on the period), we find
∂tJ = −∂θH = − 
′
2ω2
∂θU∂θθU + ...
= −∂θ
(
H(J )+ 
′
4ω2
(∂θU)
2
)
,
∂tθ = ∂JH = (J )+ 
′
2ω2
∂θU∂JθU + ...
= ∂J
(
H(J )+ 
′
4ω2
(∂θU)
2
)
+ ... . (9)
Here, ′≡∂J(J ).
We can define the “effective” Hamiltonian as
Heff = H(J )+ (′/4ω2)(∂θU)2 ≡
= H +H ′ = H(ri)+ εV (ri, θi, t). (10)
Note that this is equivalent to the situation where a test
vortex moved along an averaged trajectory defined by the
averaged Hamiltonian Heff which is a coordinate dependent
function. The disturbance of a fundamental state is char-
acterized by a small non-dimensional parameter ε1. By
definition, V (r, θ, t) is a periodic function with respect to θ,
V (r, θ, t)=V (r, θ+2pi, t) and can be expanded into a Fourier
series:
V (r, θ, t) = 1
2
∑
m
[Vm(r, t)eimθ + c.c.]. (11)
Here, the abbreviation c.c. represents the complex conjuga-
tion. The disturbance V is a real function. For this reason,
both positive and negative m are present in the sum (11): the
Fourier coefficients satisfy the condition Vm=V ∗−m.
Then Eq. (9) reduced to
∂tJ = −12ε
∑
m
(
imVm(t) e
imθ + c.c.
)
,
∂tθ = (J )+ 12ε
∑
m
(
(∂JVm(t)) e
imθ + c.c.
)
. (12)
When the fluctuation is neglected (ε=0), the solutions are
J (t)=J 0, θ(t)=(J 0)t+θ0,with θ0 being the initial phase.
Let us consider the case where disturbances are localized
near a level J0, near whenH ′ has a distinct maximum, i.e. the
excitation is important near this level. In this case the deriva-
tive ∂JVm |J0 =0. We can simplify Eq. (12) near J0 by
putting r1=r−r0, with |r1|r0≡√2J0, and keeping only
principal terms in the right-hand side of the equations. Ta-
king θ=θ1+(J0)t, we obtain
∂t r1 ' −ε(2r0)−1 ×
×
∑
m
[imVm(r0, t) ei(m(r0)t+mθ1) + c.c.],
∂tθ1 = (r)−(r0)+ ... = r0′(J0)r1 + .... (13)
We suppose now that the conditions of the problem are
such that there is only one, a governing term, in the sum on
m. The simplified Eqs. (13) for this spectral component be-
come
∂t r1 = −iε(2r0)−1mVm(t) ei(mθ1+m(r0)t) + c.c.
∂tθ1 = r0′(J0)r1. (14)
Since Vm(t) is dependent on time it can be expanded into
a Fourier series of the form Vm(t)∼∑n Vmn exp[−inγ t]. It
can be shown that the term in the resulting sum with respect
to n, Vmn exp[−i(m(J0)−nγ )t] that satisfies the condition
1mn=m(J0)−nγ → 0, is the most important (see also
Chirikov, 1969, 1978, 1979; Zaslavskii and Sagdeev, 1988),
and hence is the only term that need be kept. In this case
|r1|∼ε/1mn and when 1mn=m(J0)−nγ → 0, and ε 6=0,
the magnitude of r1 can be significant.
The complex coefficient Vmn is written in the
form Vmn=|V | exp(iϕ). Introducing a new variable,
ψ=mθ1+1mnt+ϕ+pi , one obtains
∂t r1 ' −εmr−10 |V | sin ψ,
∂tψ = 1mn +mr0′|r0 r1, (15)
by neglecting the terms of high order. The system (15) can
be put in the canonical form
∂t r1 = −∂ψ H˜ , ∂tψ = ∂r1H˜ ,
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Fig. 7. Observation of 3 “super vortices”, zones which trap local-
ized vortices. The initial vortex distribution on the spiral is shown.
with the Hamiltonian
H˜ = (1/2)mr0′|r0(r1)2 − εm|V |(r0)−1 cos ψ +1mn r1.
Moreover (15) are isomorphous to the non linear pendu-
lum equations ψ¨+2N sinψ=0, with 2N=m2ε(r0)−1|V |
r0′|r0 . The different aspects of the theory and applications
of a non linear oscillator model to laden particles in a plasma
are given in the above cited works. Equilibrium positions
correspond to points ψk=kpi , where k=0,±1,±2, .... If k
is even or zero, i.e. ψk=0,±2pi,±4pi, ..., the corresponding
points are points of a stable equilibrium of the pendulum. If
k is uneven, i.e. ψk=±pi,±3pi, ..., the corresponding points
are hyperbolic, i.e. points of unstable equilibrium. Through
these points pass the “separating lines”. The transforma-
tion of θ→ψ means that we have passed the rotation ref-
erence, ψ=m0θ+ϕ+pi=mθ1+1mnt+ϕ+pi. If 1mn=0, the
points of the equilibrium positions in this rotation reference
are defined by the expression m0θ1k=kpi+Cte (c is an arbi-
trary constant). The stable equilibrium positions are given by
θ1k=kpi/m0, with k even and the unstable equilibrium posi-
tions are given by θ1k=kpi/m0, with k uneven. The possible
trajectories of a test vortex are topologically different near
the stable and unstable equilibrium points. In the first case,
these lie on closed orbits, where the situation is as if vortices
are kept near these points.
The result of qualitative analysis shows that the theory is
valid if
0 < ε  δ  1  1/ε,
where δ=−10 r0′0, with 0=(r0)≡(r−1∂rH)|r0 , which
can be approximated by 0∼r−20 H0 because there is no spe-
cific scale.
This simple analysis permits one to establish conditions
and possible scenarios for the self-organization of point vor-
tices into clusters which become apparent in observations
Fig. 8. The numerical calculation showing the self-organisation of
2-D vortices into “super-vortices”. The vortices, which are in the
disturbed domain, stay but others circumvent these zones.
of “super-vortices”. An example of such a situation is the
effect of a regular structure formation, similar to observed
“vortex crystals”, which would occur when m0 6=0 (there
is a angular inhomogeneity in a initial distribution of vor-
tices), ∂JJHs(J )6=0 and the stochastic fluctuating part of
the Hamiltonian, which is essentially localized on the circle,
varies quickly in the test time, ε∼′(J )/ω2  1.
3.2 Numerical confirmation
These remarks agree with the numerical calculations (Figs. 7
and 8) based on the discussed equations. For calculations,
we took N=750 test vortices initially accommodated on
a 6 spiral branch with a maximal radius R=0, 375. We
used a “rough function” V=(1− cos 3θi)) exp[−(ri−r0)/b2]
with b=0, 1, ε=0.5. The corresponding result is shown in
Fig. 7. The second test has been performed with the func-
tion V= cos 3θi exp[−(ri−r0)/b2], for 16 test vortices and
the parameters r0=1, b=0, 1, ε=0, 5 (Fig. 8). The numeri-
cal results show that a vortex initially localized in a region
of “capturing”, will be enclosed in this area (1). The re-
gion of “capturing” is defined from a minimum of the po-
tential, V . These regions are separated from the rest of the
area by a “separating line”. There are a few possibilities: (a)
point vortices localized initially in the domain 1, cluster to-
gether forming “super-vortices”; (b) vortices initially in do-
mains (2) and (3) move stochastically, penetrating from (2)
into (3) via the hyperbolic points (zones). The domains (2)
and (3) finally form a quasi-homogeneous patch having a ra-
dius rf>rinit of a relatively small concentration of vortices,
while domains with a higher concentration of vortices will
be organized in domains (1).
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4 Discussion
The present work was motivated by a few reasons and obser-
vations.
Experiments by Huang and Driscoll (1994); Fine et al.
(1995) on 2-D freely evolving turbulence without forcing and
dissipation show that the relaxation of a turbulent system to
a basic state can be sometimes arrested (Fig. 6). The for-
mation of regular vortex lattices (“vortex crystals”) can be
observed. These “vortex crystals” are composed of 5−20 in-
dividual “super-vortices” with an intensity 4−6 times larger
than the surrounding vorticity. This regular structure rotates
in conjunction with the background and does not undergo any
deformation while the time ≥∼104 times larger than charac-
teristic reference time.
The experiments have been conducted in electronic plasma
placed in a very strong magnetic field. In such a situation,
the system can be described in the framework of the model
of point vortices.
Really, the motion of individual electrons include fast and
slow components. First, the “heated” electrons move along
of the magnetic field lines (axis z). In presence of an ener-
getic “closure fitting” on the dispositive ends, “heated” elec-
trons are submitted to successive reflections from these clo-
sure fittings with a characteristic time τth∼L/vth∼T −1/2.
The electrons follow in the same time circular trajectories
around field lines, B, with a characteristic time (of Lar-
mor) τL∼ω−1L ∼B−1. Finaly, they participate in a collective
motion which is a rotating macroscopic collective motion
around the axis z whose characteristic time is τcol∼B/E.
If the fields are intense, one can assume the condition
τcolτth, τL. Let 1t be an exposure time of observa-
tion on the monitor (Fig. 9) that satisfies the condition
τcol1tτth, τL. In this case, the averaging with respect
to fast motions permits one to eliminate all z-dependencies
of fields from the consideration.
After averaging with respect to fast motions along the
magnetic field and, in this way, “smearing” the electric
charge in a spatial domain of volume V∼a2L, this elec-
tron system is similar to a system of N macroscopic charged
”bars”, L∼1 m, of very small diameters a (Larmor’s radius,
a∼5µm) aligned with the magnetic induction, B, and mov-
ing on a timescale of the order of the macroscopic time with-
out changing their orientation. The “bars” never touch; in
fact there are no contacts between electrons. The character-
istic time, τR (the turnover time), of the collective azimuthal
motion of the “bars” (of electrons whose fast longitudinal
motions have been averaged), is macroscopically great.
If a/L1, i.e. a→0, the effects containing the factor a/L
can be neglected.
The coordinates of these “bars” in the plane perpendicular
to the magnetic field are xi, yi, i=1, ... , N . We obtain thus
the two-dimensional system whose motion in the x−y plane
is controlled by equations isomorphous to the equations of
motion of two-dimensional point vortices (with the Hamilto-
nian – energy of interaction expressed in terms of canonical
Fig. 9. Experiment of plasma: scheme of experimental apparatus.
variables – depending logographically of distances between
the “bars”).
The integral quantities which can be assimilated with
energy, enstrophy, etc, measured in these experiments for
the sequences leading to the different final configurations
(Fig. 6), do not change during the experiments, i.e. the sys-
tem is not dissipative.
These qualitative arguments explain why we choose the
model of point vortices. In the framework of our model and
in the presence of stochastic fluctuations and in absence of
a dissipation, the clustering of point vortices can stop due to
the spontaneous formation of regular dynamical vortex struc-
tures.
The observed regular structure can be explained without
incorporating special physical arguments beyond the descrip-
tion. A good qualitative agreement between results of our
analysis and the experiments concerning the evolution of the
great number of “vortices” was observed.
The numerical simulations showed that different initial
configurations of vortices having identical dynamical invari-
ants, do not evolve to an universal axially symmetric distri-
bution. This can be explained by the fact that the fluctuating
part of the Hamiltonian, which can be neglected in some ex-
periments and numerical studies, plays an important role in
the study.
As concluding remarks, let us present some explanations
and give useful references (see also Miller et al., 1992;
Danilov and Gurari, 2000; Pavlov et al., 2002) concern-
ing some numerical approaches to the problem of the 2-D-
turbulence evolution.
Two-dimensional flows of an incompressible fluid is usu-
ally described by the evolution equation for vorticity, having
the form ∂t+[,ψ]=F+D. Here, all notations are stan-
dard, the vorticity field can be both continuous as for the most
part of works and discontinuous as in our model, F the forc-
ing, and D the dissipation. If F=0, or if, after averaging, a
fluctuating part of the forcing can be grouped with the Hamil-
tonian (Sect. 3), H→Heff, the omission of dissipative terms
in the governing equations signifies that we consider the ef-
fects of formation of dynamic regular structures at an initial
stage of decaying turbulence (see further) when viscous ef-
fects have not yet become apparent.
In numerical analysis when F 6=0, and D 6=0, the forcing
term is usually localized in the vicinity of a small space scale
(large wave number kf ), and the dissipation operatorD com-
bines frictional and viscous terms. The latter usually contains
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Fig. 10. Schematic view of the kinetic energy spectrum of 2-D tur-
bulence. kf is the forcing wave-number. On the right is the en-
strophy interval characterized by the enstrophy flux η, which trans-
forms into the enstrophy dissipation range for large kd=(η/ν3)1/6
(Newtonian fluid). On the left is the energy interval characterized
by the energy flux .
the classical viscous term, D=ν1, with a constant co-
efficient of viscosity ν (Newtonian fluid), but may include
other dissipative effects. For computational purposes, one
often applies the so-called hypofriction and hyper-viscosity
rule, D=((−1)n+1λn(−1)−n+(−1)m+1νm1m). The λn-
term serves to suppress the upscale energy cascade, the νm-
viscosity halts the downscale enstrophy cascade. For in-
stance, the natural physical dissipation in 2-D or quasi-2-
D flows is due to bottom friction in geophysical applica-
tions, which correspond to n=0 (Ekman friction). Such fric-
tion equally damps all modes, with large and small space
scales. Hypofriction with a negative power for the Laplacian
in D(n>0), was proposed for a turbulent phenomenology. It
selectively suppresses the greatest modes of the system and
recreates a dissipation-free (inertial) interval in the energy
range, but it has no direct physical relevance. It has the ad-
vantage that the inertial (enstrophy) interval may be pushed
to higher k without increasing the computational grid.
The evolutional equation can be written in the equivalent
form ∂t+{, δH/δ}=F+D where the functional Pois-
son bracket, {., .} is introduced (see Goncharov and Pavlov,
2001; Pavlov et al., 2002, 2001).
In the absence of forcing-dissipation, the equation con-
serves a few integrals: kinetic energy, E, enstrophy, Zn.
Furthermore, this evolutional equation gives rise to an infi-
nite set of conserved integrals, called Casimirs (momentsZn,
isolevel areas of vorticity in the xy-plane, etc).
The basic equation for a flat domain is usually solved
by pseudo-spectral methods. In the Fourier representation
(discrete or continuous), this equation takes on the form
∂tk+Jk=Dk+Fk. Here, Jk denotes the kth Fourier mode
of the Jacobian J (,ψ), i.g. of {, δH/δ} which in spec-
tral methods is implemented via fast Fourier transform (go-
ing back and forth between the k and x-spaces, and replacing
convolutions with products). One looks for the spectral en-
ergy density E(k, t).
Forced 2-D turbulence can attain a statistically stationary
state (Fig. 10), if the energy and enstrophy injected by a
source are balanced by the dissipation.
The decaying case, when F=0 and D 6=0, seems natural
and requires no large-scale artificial dissipation. In some lim-
iting regime (Batchelor, 1969) postulated the energy spec-
trum of the decaying turbulence to evolve according to the
law E(k, t)=E3/2tf (E1/2kt) defined in terms of a single pa-
rameter – the total (nearly conserved) energy E – and the di-
mensionless function f (of the only possible dimensionless
combination of E, k and t). By the same argument we could
get the decay law for the total enstrophy Z2∼t−2. Once
again, the dimensional arguments would give a slope of −3
for the energy spectrum of the decaying turbulence at large
k.
Unlike the 3-D case, one has only very limited experimen-
tal verification of the 2-D turbulence laws. One could sim-
ulate it (to some extent) in the laboratory environment, but
only within a limited range of scales. Therefore, the bulk
of 2-D-turbulence results were obtained in numerical simu-
lations, with somewhat tenuous and speculative links to ex-
periments and observation.
There are also analytic theories, advanced in the 60s
and 70s and based on certain closure assumptions. Their
premises, however, are also hard to verify experimentally or
numerically.
Let us add some useful references for both numerical ex-
periences and modal spectral calculations on the decaying
turbulence (see Danilov and Gurari, 2000).
McWilliams (1984) has shown decaying turbulence to
evolve into long-lived coherent vortices, which persist for
many turnover periods. The first examples of coherent vor-
tices in decaying turbulence appeared in the early papers of
Fornberg (1977); Basdevant et al. (1981), but McWilliams
demonstrated this phenomena in different systems and for
various initial conditions. Figure 11 shows a typical vorticity
field of decaying turbulence.
The paper of McWilliams (1984) takes an initial spectrum
E(k, 0)with a slope of −3 at large k, and resolves the system
on a 2562 grid. As the system evolves its spectrum steepens
to −5, and the enstrophy transfer drops to zero. But the vor-
ticity kurtosis shoots from the initial Gaussian value of 3 to
several dozen. Vortices form at intermediate scales (between
the initial state and the box size).
The vortices can slow down the cascade processes (see
McWilliams, 1990b), since they carry the bulk of enstro-
phy, but do not stretch and filament one another. Paper of
Santangelo et al. (1989) made a systematic study of decay-
ing turbulence and its spectra in an attempt to reconcile the
multitude of reported spectral slopes. It uses a high resolu-
tion 1024-grid and long time integration of the initial Gaus-
sian field of zero mean value and the initial energy spectrum
E(k, 0)∼k[1+(k/k0)γ+1]−1 for k0=6, and γ=6.
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The initial evolution creates vortex filaments via stretching
by the large-scale velocity field. They carry over small-scale
eddies as passive tracers, hence developing a slope −3 in the
enstrophy range. At the next stage large coherent vortices
evolve from the local vorticity extrema, and start breaking
down into smaller size vortices. Due to two different mech-
anisms of vortex formation, no universal distribution of vor-
tices by size and intensity appears as evident in their spectra.
The energy spectra have an interval of steep slope at small
k, and a shallower (closer to−3) interval in the small vortices
range. The total energy remains nearly constant during the
evolution, while the enstrophy declining does not, however,
drop to zero. Indeed, large-scale stable vortices lock up a
sizable fraction of enstrophy, and will not let it cascade to
small scales.
The main conclusion of Santangelo et al. (1989) is that
the −3 spectrum could appear only at an intermediate stage
of the process. Large vortices destroy scale invariance and
steepen the low-mode spectra. Besides, the paper claims
that the resulting spectral shape strongly depend on the ini-
tial state of the system. In particular, an initially steep spec-
trum produces pi/k0-size vortices that dominate the future
evolution of the system. Shallower initial spectra, like the
−3 used by McWilliams (1984); Benzi et al. (1988), give a
broad spectrum of vortex sizes. Paper of Santangelo et al.
(1989) sets the borderline initial slope for the two patterns
somewhere between −3 and −6 .
The appearance of coherent vortices in the decaying turbu-
lence allows them to be studied as statistical vortex ensem-
bles (Benzi et al., 1988; McWilliams, 1990a; Carnevale et
al., 1991; Benzi et al., 1992; Weiss and McWilliams, 1993).
For this purpose, one needs to select coherent vortices from
the small-scale turbulent background. The simplest selec-
tion rule identifies regions of vorticity field that exceed a pre-
scribed threshold (in terms of rms vorticity). Another census
analyzes the determinant of the velocity gradient and seeks
regions where it takes negative values. Paper of Benzi et al.
(1988) claims that the two methods give similar results. The
initial −3 spectrum (at 512-resolution) evolves to k−4,3. The
authors estimate the vortex contribution to the energy spec-
trum to have a slope of −6+α, depending on the vortex size
distribution. That yields an energy slope of −4.1, close to the
observed value. At the final stages of evolution the dynam-
ics of coherent vortices can be well approximated by point
vortices.
Paper by McWilliams (1990a) studies the character-
istics of 2-D vortices, particularly their time evolu-
tion. It takes an initial state with the energy spectrum
E(k, 0)=k6(k+2k0)−18, on a 4502 grid. The vortices are se-
lected by comparison with the “ideal” vortex profile. Their
number decays in time, as N∼t−0,71. The maximal vorticity
decreases, but its mean absolute value over all vortices re-
mains nearly constant. The mean vortex size grows as t0,2,
and the mean separation as t0,4. The vortices maintain a
nearly Gaussian profile, but unlike (Benzi et al., 1988) this
profile is not universal. The difference between the two cases
could be attributed to different initial conditions. Finally, the
Fig. 11. Vorticity and energy spectra in stationary (a, b) and de-
caying (c, d) turbulence. (a) Realization of vorticity field at the
quasistationary stage of evolution, (b) time-averaged energy spec-
trum, forced at wave numbers k2 ∈ [58, 62] and stabilized by the
bottom friction; (c) Realization of vorticity field at the late stage of
the decay process, tv=124; (d) Evolution of the energy spectrum
during the decay phase (tv'0, 5, 40, 70, 124). The initial spectral
peak at k'45, and initial energy equals 1.
enstrophy decreases as t−0,4, in stark contrast to results of
Batchelor (1969).
The prominent role of vortices in the decaying turbulence
motivated the development of vortex models (Carnevale et
al., 1991; Benzi et al., 1992; Weiss and McWilliams, 1993).
Authors of these works assume that vortices behave like
point vortices, at large separations, and each is determined
by two parameters – the vortex radius and (uniform) vortic-
ity level. When two vortices collide, that is come within a
distance 1, 7(R1+R2) of their radii, they merge into a single
vortex of radius (R41+R42)1/4. Such collisions conserve en-
ergy and decrease enstrophy, and thus can account for the en-
strophy loss due to vortex straining and filamentation in real
systems. Different initial conditions in papers by Carnevale
et al. (1991); Benzi et al. (1992); Weiss and McWilliams
(1993), however, lead to divergent results. Thus Benzi et
al. (1992) has vortex sizes distributed initially according to
the R−3 law, which corresponds to the −3 spectrum of nu-
merical simulations (Benzi et al., 1988). The terminal size-
distribution comes close to R−2, which gives a −4 energy
slope (close to −4.1 Benzi et al., 1988). The number of
vortices decays as t−0.6, which differs from the t−0.7 law
(McWilliams, 1990a), the t−0.75 law (Carnevale et al., 1991),
and the t−0.72 law (Weiss and McWilliams, 1993).
The point-vortex dynamics analyzed by Carnevale et al.
(1991); Weiss and McWilliams (1993), provides scaling laws
for the vortex number, size distribution, distance distribution,
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and enstrophy, which agree with the pseudo-spectral results
obtained by McWilliams (1990a). Based on the numeric re-
sults of McWilliams (1990a), particularly the conservation
of average vorticity amplitude (over all vortices), Carnevale
et al. (1991) proposed a hypothesis for decaying turbulence,
consistent with the numerical observations.
Except energy conservation, as in the Batchelor theory
(Batchelor, 1969), Carnevale et al. (1991) postulated the con-
servation of vorticity extrema. The latter follows naturally,
when one views decay turbulence as the process of vor-
tex merging. The enstrophy decay is confined to the vor-
tex periphery (caused by filamentation), but it does not af-
fect vortex cores. Assuming the conservation of vortex ex-
tremam one could introduce the time and length parameters
τ=−1m , l=
√
E/m. Assuming further a power decay law
for the number of vorticesNv with an exponent ξ : Nv∼t−ξ ,
and writing the energy and enstrophy (confined in vortex
cores) as E∼NvR42m, Z2∼NvR22m, one gets the mean
vortex size to grow as l(t/τ )ξ/4 (energy conservation), while
the distance between vortices grows as l(t/τ )ξ/2, and the en-
strophy of the entire flow decays as ∼τ−2(τ/t)ξ/2. Such
conclusions also agree with the numerical studies.
The proposed scaling differs from the classical Batche-
lor results, as well as the selective decay theory (see for in-
stance Salmon, 1988). The latter postulates that turbulent
decay should minimize enstrophy, subjected to the energy
constraint (Carnevale et al., 1992). This theory was applied
to describe late stages of turbulent decay in papers of Mat-
taeus et al. (1991a,b) and others. Paper of Carnevale et al.
(1992) shows selective decay to predict higher decay rates
than numerical simulations, as it fails to account for the role
of coherent vortex structures in slowing the decay process.
The validity and utility of pseudo-spectral methods for
two-dimensional turbulence dominated by vortices has been
questioned by Dritschel (1993). It has been argued that
pseudo-spectral methods introduce significant numerical dis-
sipation on the vortex periphery, thus giving a wrong descrip-
tion of vortex mergers and the resulting filamentation (see
Legras and Dritschel, 1993). Paper of Mariotti et al. (1994)
demonstrated that thin filaments on the periphery, subjected
to strong hyper-viscous dissipation, bring about a sharp in-
crease of the overall dissipation rate of vorticity. Further-
more, the hyper-viscosity could cause undue oscillations of
iso-contours on the periphery of vortex cores. He proposed
an alternative method of contour dynamics, augmented by
the so-called surgery. It allows in principle a higher spa-
tial resolution than pseudo-spectral methods and, hence, a
broader spectral range. The dissipation scale (which cuts
off fine structures) corresponds to resolution 7000 in pseudo-
spectral methods. The paper finds that the vortex size distri-
bution is not self-similar, and steepens as the system evolves.
The corresponding energy spectra vary from nearly k−5 at
large scales to k−3 at small ones. It also finds that some other
characteristics, like the growth rate of vortex sizes for large
vortices and the decay rate of enstrophy, are markedly dif-
ferent from the pseudospectral results. The reason for such a
departure, however, is not only the overall decrease of dissi-
pation, as claimed by the author, but may include other fac-
tors, such as sharp boundaries of the vortex patches, in the
contour dynamics.
Let us stress that the entire decay process is due to the en-
strophy dissipation at short wavelengths. Without such dis-
sipation, the system would relax to a statistical equilibrium
state with an equipartition energy spectrum k−1 (see, for in-
stance, a paper of Holloway, 1986). One could expect the
numerical dissipation to be equally important. Indeed, the
key process of large scale condensation (vortex merger) is
largely determined by small-scale dissipation.
The criticism about in respect of pseudo-spectral methods
(see paper of Dritschel, 1993) is based on the notion of a
well identified (sharp) vortex boundary, while these methods
operate with smooth fields, without jumps. It is not clear
to what extent vortex patches could represent smooth fields.
On the other hand the different behavior of pseudo-spectral
decaying turbulence from that of contour dynamics could be
interpreted as a difference in initial conditions, in the spirit
of the paper of Santangelo et al. (1989).
Papers of Chasnov (1997); Bartello and Warn (1996);
Chasnov and Herring (1998) describe the dependence of the
decay characteristics on the enstrophy dissipation mecha-
nism. The main result is that one should not expect the statis-
tics of coherent vortices to be universal. They should rather
depend on the type of viscous dissipation and the Reynolds
number (if the latter is not too large).
5 Conclusion
The evolution of strongly localized vortices (with a single
sign of vorticity, without forcing and without dissipation) in
a flow in the presence of stochastic perturbations has been
analyzed. The analysis have been made in the framework of
a 2-D point-vortex model.
It was shown that relaxation of system to an axially sym-
metrical configuration can be stoped due to the spontaneous
formation of a regular structure of localized vortices. The
observed clusters can be explained without an incorporating
of special physics arguments beyond a 2-D euler model. A
good quantitative agreement between plasma experiments at
Re→∞ and the numerical integration of the proposed model
in the evolution of the great number of vortices, was found.
An analytical consideration and a numerical analysis
were performed to find out if the predictions of statistical
mechanics (it predict a relaxation of system to the axially
symmetrical configuration) could be due to the existence of
a fluctuating part of the hamiltonian in the model and the
absence of dissipation. It was be noted that even a small
level of numerical dissipation can completely destroy the
observed process of a vortex structure formation.
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