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Resumo
A presente dissertação tem como principal objectivo a implementação de um protó-
tipo de controlo que visa solucionar o problema de controlo de seguimento, utilizando
uma abordagem neuro difusa baseada no modelo Adaptive Neuro Fuzzy System-ANFIS e
em Linear Matrix Inequality-LMI. Com este fim desenvolveu-se o protótipo que utiliza a
aproximação por modelos locais lineares recorrendo à inferência difusa de Takagi Sugeno
representada por uma rede neuronal recursiva. Assim utiliza-se as LMI’s sob o conceito
Parallel Distributed Compensation-PDC para calcular as matrizes de retroacção associadas
a cada modelo local. De forma a poder validar o protótipo desenvolvido nesta dissertação
utilizou-se o sistema Multiple Input Multiple Output-MIMO Amira DTS200, sendo este
constituído por um sistema de 3 tanques. A solução mostrou-se válida para este processo,
apresentando um erro em regime permanente nulo, e um RMSE inferior a 5 % e um MSI
inferior a 0,1 %. O protótipo de controlo foi ainda comparado com um controlador PID
difuso com inferência do tipo Mandami, tendo-se revelado superior no que diz respeito à
análise de erros. O Controlador desenvolvido nesta dissertação permitiu assim solucionar
o problema de controlo de seguimento, de uma forma considerada robusta.
Palavras-chave: Controlo Neuro Difuso; ANFIS; LMI’s; Inferência T-S; Redes neuronais;
PDC; RSME; Modelos difusos Takagi Sugeno;
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Abstract
The main objective of the present dissertation consists in the implementation of a control
prototype to solve the tracking control problem using a neuro fuzzy approach based on
the Adaptive Neuro Fuzzy System-ANFIS and Linear Matrix Inequality-LMI’s model. For
this purpose, a prototype was developed using the linear local models approximation by
linear local models using the fuzzy Takagi Sugeno inference represented by a recursive
neuronal network. The linear matrix inequality under the concept of Parallel Distributed
Compensation-PDC is used to calculate the feedback matrix gains associated to each local
state space model. In order to validate the prototype developed in this dissertation the
Multiple Input Multiple Output -MIMO, Amira DTS200 was used. The system Amira
DTS200 consists of a system of 3 tanks. The solution proved to be valid for this process,
having a zero steady state error, and an RMSE of less than 5% and an MSI of less than 0.1%.
The control prototype was further compared to a Mandami-type PID fuzzy controller and
it showed to be superior for error analysis. The controller developed in this dissertation
solved the tracking control problem.
Keywords: LMI’s; PDC; Root Mean Square error; Fuzzy Takagi Sugeno Models; Neural
Network; Neuro Fuzzy Controller; ANFIS;
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Introdução
Na indústria hoje em dia e cada vez mais se caminha para uma automatiza-
ção, e por sua vez para sistemas distribuídos, integrando inteligência artificial. Tal
leva a que o controlo cada vez mais evolua para uma maior utilização de contro-
ladores neuro difusos Keller et al. 2014. O grande interesse no uso deste tipo de
controladores deve-se ao facto da facilidade de os integrar e de os parametrizar de
forma que estes se adaptem a comutações de sistema. Tal possibilita que a indústria
possa ter sistemas mais distribuídos e com várias funções sem ter necessidade de
parametrizar ou alterar o controlador.
1.1 Motivação
Cada vez mais com a evolução tecnológica, a indústria pretende caminhar para sistemas
distribuídos, com alguma inteligência artificial. Assim sendo, o controlo que faz a ligação
do software de alto nível ao hardware necessita de se adaptar a este novo paradigma. Com
este fim desenvolveram-se arquitecturas inspiradas no cérebro humano e a forma como
ele comunica e reage a diferentes estímulos, tendo vindo a desenvolver-se as redes neuro-
nais e a lógica difusa que tem como objectivo emular em certa parte o comportamento do
cérebro humano, permitindo ter uma indústria mais distribuída com uma certa inteligên-
cia artificial. Estas arquitecturas permitem uma maior facilidade no controlo de sistemas
não lineares. Se forem utilizadas as duas metodologias em conjunto poderá ter-se então
um controlo neuro difuso, tendo a parte neuronal a armazenar o conhecimento e a parte
difusa com o poder de decisão. Assim sendo, a rede neuronal tem como objectivo influen-
ciar as regras difusas de forma que o controlador vá alterando o seu poder de decisão à
medida que a rede neuronal vai adquirindo conhecimento. A principal motivação para
a realização desta dissertação prende-se com as potencialidades deste tipo de algoritmos
1
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que utilizam a combinação das redes neuronais com a lógica difusa, e que permitem uma
maior descentralização da industria, possibilitando uma maior adaptação e aumentos de
eficiência.
1.2 Objetivos
Este trabalho consiste na implementação de controladores neuro difusos com o objectivo
de resolver o problema de controlo de seguimento, para sistemas não lineares. Para este
fim será utilizado o sistema dos três tanques com diversas configurações de forma a
validar a arquitectura proposta para a solução do problema.
Os principais objectivos são:
1. Revisão Bibliográfica sobre modelação com modelos neuro difusos e projeto de
controladores.
2. Desenvolvimento de um protótipo de controlador neuro difuso para resolução do
problema de controlo de seguimento para sistemas não lineares.
3. Validação do protótipo desenvolvido por recurso à utilização do sistema MIMO
Amira DTS200 sendo este constituído por um sistema de três tanques.
4. Cálculo de métricas de erro para avaliar o desempenho do controlador.
5. Comparação do protótipo de controlo desenvolvido com um controlador PID difuso
com inferência do tipo Mandani.
1.3 Contribuições
Nesta dissertação encontram-se algumas contribuições para a comunidade cientifica, tais
como a criação de um modelo neuro difuso com inferência difuso do tipo Takagi e Sugeno
e com consequentes em espaço de estados. Esta estrutura tem como base a estrutura já
desenvolvida ANFIS. Este modelo descreve assim o sistema Amira DTS 200, um sistema
composto por três tanques. Foi ainda idealizado um algoritmo de treino para este mo-
delo utilizando um algoritmo PSO para otimizar os antecedentes e um algoritmo PSO
com backpropagation para otimizar os consequentes do modelo neuro difuso proposto.
Desenvolveu-se também um controlador neuro difuso baseado também na arquitectura
de controlo ANFIS com a adição de uma camada a rede neuronal e alteração dos con-
sequentes para espaço de estados. Por fim desenvolveu-se um sistema anti-windup de
forma a que acção de controlo integral não satura-se.
1.4 Organização
Esta dissertação encontra-se dividida em 5 capítulos, incluindo o presente. No capítulo
2 são introduzidos os conceitos base da modelação difusa e por sua vez a modelação
2
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neuro difusa utilizando a estrutura difusa de Takagi Sugeno. Neste capítulo são ainda
apresentadas várias arquitecturas de modelos neuro difusos que permitem combinações
diferentes entre as redes neuronais e os sistemas difusos.
No capítulo 3 é abordado o projecto de controladores neuro difusos bem como algu-
mas definições de estabilidade de sistemas dinâmicos. Apresenta-se também o método
das Linear Matrix Inequality (LMI’s) de forma a garantir a estabilidade em anel aberto e fe-
chado, bem como a arquitectura neuro difusa a utilizar para a construção do controlador
a implementar neste trabalho.
No capítulo 4 é descrito o processo Amira DTS200 de forma a poder testar e validar a
arquitectura proposta neste trabalho. Procede-se à construção de um modelo não linear
através de modelos lineares e à implementação do protótipo neuro difuso com base na
arquitectura ANFIS. Constrói-se ainda um sistema de anti-windup de forma a melho-
rar o desempenho do controlador. Apresentam-se também todos os testes e validações
para a construção do modelo não linear bem como a construção do controlador neuro
difuso. Serão também comparados e analisados os resultados destas simulações. Para
além disso, será ainda efectuada a comparação do protótipo de controlo a desenvolver
com um controlador PID Difuso com inferência do tipo Mandani.
No capítulo 5 são apresentadas as principais conclusões do trabalho realizado, e ainda
algumas perspectivas de trabalho futuro relativas à extensão do presente trabalho.
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Modelação com modelos neuro-difusos
2.1 Introdução
Desde o inicio do seu desenvolvimento em 1965 Zadeh 1965 os modelos difusos têm vindo
a ser usados nos mais variados domínios científicos incluindo, na medicina Teodorescu et
al. 1999, nos processos químicos e industriais Emami 2010, telecomunicações Ghosh et al.
1998, robótica Scharf et al. 1987; Xiong et al. 2008, entre outros. Uma área que beneficiou
especialmente foi a do controlo uma vez que grande parte dos sistemas reais e unidades
industriais possuem não linearidades, parâmetros que variam com o tempo, erros de
modelação e serem sujeitos a perturbações sobre as quais não existe muito conhecimento.
O controlo difuso baseado em Modelos Takagi e Sugeno (T-S) é uma abordagem muito
adequada devido ao aumento crescente da complexidade dos sistemas reais e dos cri-
térios de projecto industrial cada vez mais restritivos e exigentes. Os sistemas difusos
assumiram um papel de relevo na indústria ao longo dos anos Hirota e Sugeno 1995 mas
desenvolver sistemas difusos de adequado desempenho não é tarefa fácil, além da dificul-
dade que muitas vezes existe em encontrar funções de pertença e regras apropriadas. A
utilização de redes neuronais, com eficientes algoritmos de aprendizagem, surgiu assim
adequada como suporte a dar aos sistemas difusos.
Os primeiros estudos efectuados com modelos neuro-difusos datam dos anos 90 do
século passado, Jang 1993; Lin e Lee 1991a; Berenji e Khedkar 1992b, com trabalhos de
Jang, Lin e Lee ou ainda Berengi e Khedkar a titulo de exemplos. As redes neuronais
surgem como forma de aplicar algoritmos de aprendizagem aos sistemas difusos havendo
distintas formas de implementação de sistemas neuro difusos.
Neste capítulo aborda-se a modelação difusa de Takagy-Sugeno e a forma de constru-
ção do modelo difuso. Abordam-se ainda os modelos neuro-difusos bem como as suas
principais formas de implementação.
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2.2 Modelação difusa Takagi-Sugeno
A modelação com base numa estrutura difusa Takagi-Sugeno (modelos difusos tipo T-S),
tem como base de regras, IF-Then, sendo que cada regra corresponde a um regime de
funcionamento linear de um sistema não linear. Estas regras que representam relações
locais de entrada-saída foram propostas por Takagi e Sugeno tal como descrito em Takagi
e Sugeno 1985; Tanaka e Wang 2001. Assim sendo a modelação difusa consiste na junção
de vários modelos lineares em diferentes pontos de operação.
Os sistemas difusos podem ser contínuos ou discretos e a forma das suas regras é do
seguinte tipo, 2.1, 2.2:
Sistemas fuzzy contínuos:
IF z1(t) is Mi1 and ... and zp(t)) is Mip,
THEN
x˙(t) = Aix(t) + Biu(t)y(t) = Cix(t) i = 1,2, ..., r.
(2.1)
Sistemas fuzzy discretos:
IF z1(k) is Mi1 and ... and zp(k)) is Mip,
THEN
x(k + 1) = Aix(k) + Biu(k)y(k) = Cix(k) i = 1,2, ..., r.
(2.2)
onde u(t) ∈ Rm e y(t) ∈ Rq correspondem respectivamente ao vector de entrada e ao vector
de saída, e por sua vez x(t) ∈ Rn corresponde ao vector de estado. As matrizes no espaço de
estados, Ai ∈ Rn×n , Bi ∈ Rn×m e Ci ∈ Rq×n, são variáveis conhecidas que podem ser repre-
sentadas como funções ou simplesmente como um único valor. Pode-se ainda constatar
que Mij corresponde aos conjuntos difusos, ou seja a um par (u,m), sendo u um conjunto e
m função de pertença, e r corresponde ao número de regras implementadas para o modelo.
Assim sendo a saída do modelo difuso, para um par (u(t),x(t)), toma a seguinte forma
2.3, 2.4, 2.5, 2.6, 2.7, 2.8, 2.9:
Sistemas fuzzy contínuos:
x˙(t) =
∑r
i=1wi(z(t)) {Aix(t) + Biu(t)}∑r
i=1wi(z(t)
=
r∑
i=1
hi(z(t)) {Aix(t) + Biu(t)}
(2.3)
y(t) =
∑r
i=1wi(z(t))Cix(t)∑r
i=1wi(z(t)
=
r∑
i=1
hi(z(t))Cix(t)
(2.4)
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Sistemas fuzzy discretos:
x(t + 1) =
∑r
i=1wi(z(t)) {Aix(t) + Biu(t)}∑r
i=1wi(z(t)
=
r∑
i=1
hi(z(t)) {Aix(t) + Biu(t)}
(2.5)
y(t) =
∑r
i=1wi(z(t))Cix(t)∑r
i=1wi(z(t)
=
r∑
i=1
hi(z(t))Cix(t)
(2.6)
Sendo que wi , z(t), hi é dado por:
z(t) = [z1(t) z2(t) ... zp(t)] (2.7)
wi(z(t)) =
p∏
j=1
Mij(zj(t)) (2.8)
hi(z(t)) =
wi(z(t))∑r
i=1wi(z(t)
(2.9)
2.3 Construção do modelo difuso
Considerando as equações que definem os modelos fuzzy, vai-se abordar a forma de
construir este modelo esquematizado na figura 2.1:
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Figura 2.1: Diagrama da Modelação Difusa.
Assim sendo para a construção de um modelo difuso existem duas abordagens:
1. Identificação através do conjunto de entrada e saída, sendo dividido em conjunto
de treino e validação, de forma a construir o modelo.
2. Através das equações físicas que definem o sistema em questão.
Quando se pretende construir um modelo através da abordagem 1 utilizando os dados
de entrada e saída recorre-se a dois aspectos fundamentais, a identificação da estrutura,
e a identificação dos parâmetros.
Para mais informação sobre os procedimentos de identificação sugere-se a leitura do
trabalho de Sugeno e Kang Sugeno e Kang 1988. Esta abordagem é adequada para proble-
mas que são difíceis de representar por modelos analíticos e/ou físicos.
Em relação à abordagem 2 esta consiste em utilizar algoritmos matemáticos como
por exemplo o método de Lagrange, ou físicos como é o caso da lei da conservação da
massa, de forma a modelar o sistema, tendo assim uma ou mais equações que o descrevem.
De forma a operacionalizar o modelo T-S é necessário definir o número de entradas do
processo, a escolha da estrutura do modelo que envolve a determinação da quantidade de
regras, o tipo de funções de pertença e tipo de consequente e estimação dos parâmetros
das funções de pertença e dos consequentes, referentes aos parâmetros para cada regra.
A selecção de entradas do processo é uma questão pertinente e abordada por diversos
autores Sáez e Zúñiga 2005; Hadjili e Wertz 2002.
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No que diz respeito à estrutura, esta tem um papel preponderante na construção e
na eficiência do modelo T-S. Para a escolha da estrutura, Du e Zhang Du e Zhang 2008
utilizam uma abordagem via algoritmos genéticos de modo a obter uma estrutura do
modelo T-S. Os autores mostram que o modelo T-S desenvolvido pode identificar de
forma satisfatória o sistema não linear com um número aceitável de regras e de sinais de
entrada (inputs) adequados, através do ajuste simultâneo das entradas, da estrutura de
regras e dos parâmetros das funções de pertença.
Uma abordagem sistemática que permite a representação exacta, local ou global (se
bem que por vezes seja difícil determinar sectores globais em sistemas não lineares) foi
desenvolvida pela primeira vez em Kawamoto et al. 1992 e é conhecida como abordagem
de não linearidade sectorial (sector nonlinearity). Uma outra abordagem que leva a um
número reduzido de regras para obter modelos fuzzy T-S é a chamada aproximação local
em espaços de partições difusas. Neste caso, o modelo derivado é uma aproximação do
sistema não linear. A obtenção dos modelos lineares pode ser feita a partir da escolha
adequada de pontos de linearização para o sistema não linear.
2.4 Modelos neuro-difusos
Nesta secção aborda-se os modelos difusos T-S e a sua evolução para modelos neuro-
difusos, e respectiva inferência difusa. Contudo, antes de descrever a estrutura de um
modelo neuro-difuso, é importante definir alguns conceitos em relação às redes neuronais
Kriesel 2005:
• Sinapse: Representa a ligação entre neurónios tendo um peso associado a cada
ligação, designado por wr,i ∈R.
• Neurónio: É o elemento principal numa rede neuronal. Todos os neurónios respon-
dem a um estimulo produzindo uma saída Or , e por sua vez todos os neurónios
recebem como entrada, a saída da camada anterior Oir−1 que estão conectados pe-
las sinapses. Os neurónios têm como função agrupar toda a informação recebida
da camada anterior, tal como representado na equação 2.10, e por sua vez utilizar
uma função de activação de forma a construir a saída a ser enviada para a camada
seguinte, de acordo com a equação 2.11.
netr,j = f prop(Or−1,Wr,j ) =
n∑
i=1
(Oir−1 ×wir,j ) (2.10)
Or = fact(netr,j ,Or−1,θj ) (2.11)
Analisando as equações 2.10 e 2.11, o índice i corresponde a uma camada anterior e
por sua vez o índice j corresponde à camada actual. Em relação às funções de activação
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pode-se ter vários tipos de funções como por exemplo, bipolar, linear, sigmóide, tangente
hiperbólica, entre outras Miguel e Oliveira 2013; Kriesel 2005. Para a escolha da função
de activação é sempre preciso que a função seja diferenciavel de forma a se poder imple-
mentar um algoritmo de retropropagação Goh 1995; Hunt et al. 1992; HECHT-NIELSEN
1992.
Existem várias arquitecturas de modelos neuro-difusos, que permitem combinações
diferentes entre as redes neuronais e os sistemas difusos. Em geral estas combinações
podem ser divididas da seguinte forma Nauck et al. 1997 :
• Sistema neuro-difuso Cooperativo: Nestes sistemas, as redes neuronais funcionam
como um pré-processamento, sendo sub-blocos do sistema difuso. Têm como objec-
tivo determinar os conjuntos difusos e/ou as regras Kasabov 1998; Czogala e Leski
2000. Após o cálculo destes sub conjuntos do sistema difuso serem determinados, a
rede neuronal é ignorada, ficando exclusivamente um sistema difuso.
• Sistema neuro-difuso Concorrente: Neste tipo de modelos a rede neuronal e o sis-
tema difuso trabalham cooperativamente na mesma tarefa, ou seja a rede neuronal
ou pré-processa as entradas ou pós processa as saídas do sistema difuso.
• Sistema neuro-difuso Híbrido: Neste tipo de sistemas a rede neuronal tem como
objectivo determinar algumas componentes do sistema difuso iterativamente, como
por exemplo, a base de regras, os conjuntos difusos, os pesos associados a cada regra.
Devido ao facto da abordagem neuro-difusa híbrida apresentar alguns benefícios em
relação às anteriores, esta tem vindo a ser mais utilizada, razão pela qual irá ser dado um
maior relevo a esta abordagem de conjugação de redes neuronais com modelos difusos.
Um sistema neuro-difuso híbrido é um sistema difuso que usa algoritmos de aprendiza-
gem para determinar os conjuntos difusos e as regras difusas, através de processamento
de dados de treino. A utilização das redes neuronais neste sistema permite visualizar o
fluxo de dados através do sistema e os sinais de erro que são utilizados para actualizar
os conjuntos difusos e as regras difusas. Estas permitem ainda que diferentes modelos
sejam comparados e que as diferenças estruturais sejam facilmente percebidas, o que faz
com que as redes neuronais em conjunto com modelos difusos possam ser aplicadas a
sistemas comutados.
Na literatura encontram-se diversas arquitecturas neuro-difusas híbridas, sendo que
as mais importantes são:
• Fuzzy Adaptive Learning Control Network (FALCON): Este tipo de arquitectura
faz uso de um algoritmo de aprendizagem híbrido constituído por uma aprendiza-
gem não supervisionada que tem por objectivo a definição da base de regras iniciais
e funções de pertença e o algoritmo de aprendizagem para optimização e ajuste
dos parâmetros das funções de pertença. O sistema tem um total de cinco camadas.
Os neurónios da primeira camada, que são os de entrada, representam as variáveis
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linguísticas. Na camada de saída, camada 5, existem dois tipos de neurónios, os
que permitem que o algoritmo aprenda e os que servem para actuar o sistema. Os
neurónios das camadas 2 e 4 funcionam como funções de pertença para represen-
tar a variável linguística respectiva. Cada neurónio da camada 3 representa uma
regra difusa. A camada 2 pode ser representada por um único neurónio ou por um
conjunto de neurónios multi-camada razão pela qual o número total de camadas
nesta arquitectura possa ser constituída por um número superior a 5 níveis Lin e
Lee 1991b.
• Generalized Approximate Reasoning Based Intelligence Control (GARIC): O sis-
tema neuro-difuso implementado pela arquitectura GARIC utiliza duas redes neu-
ronais, a Action Selection Network (ASN) e a Action State Evaluation Network (AEN).
O ASN é constituído por cinco camadas sem ponderação entre elas. A primeira
camada tem como objectivo guardar os valores linguísticos das variáveis de entrada
e a segunda camada representa os nós das regras difusas, usando o operador softmin
para calcular o grau de compatibilidade de cada regra. A terceira camada imple-
menta a união dos antecedentes numa única regra e um neurónio na camada 3
corresponde a uma regra pertencente à base de regras. A camada 4 tem como ob-
jectivo receber as regras que dispararam de forma a desdifuzificar categorizando os
consequentes. A camada cinco é constituída por um número de neurónios igual ao
número de saídas do sistema e tem como objectivo calcular valores numéricos para
actuar no sistema. O AEN é um avaliador adaptativo das acções do ASN. Para este
fim esta rede neuronal utiliza um algoritmo de recompensa/punição para actualiza-
ção dos pesos desta rede permitindo comparar o resultado entre a rede ASN e esta
Berenji e Khedkar 1992a.
• Neuronal Fuzzy Controller (NEFCON): A arquitectura NEFCON foi concebida
para implementar um sistema de inferência difusa do tipo Mandami. Nesta ar-
quitectura as ligações são ponderadas com conjuntos difusos e regras utilizando
os mesmos antecedentes, que são pesos partilhados e asseguram a integridade da
base de regras. A arquitectura é constituída por 3 camadas sendo que a camada
de entrada assume a função de difuzificação, a camada de saída é responsável pela
desdifuzificação e a interface lógica representada pela função de propagação. O
processo de aprendizagem desta arquitectura baseia-se no algoritmo de retropropa-
gação. Esta arquitectura tem duas variantes o Neuro Fuzzy Classification (NEFCLASS)
para tarefas de classificação e o Neuro Fuzzy Function Approximation (NEFPROX)
para tarefas de aproximação de funções Nauck et al. 1997.
• Fuzzy Inference and Neural Network in Fuzzy Inference Software (FINEST): A ar-
quitectura FINEST tem 3 aspectos fundamentais que são o modus ponens melhorado,
um mecanismo que permite a sintonização de predicativos difusos e um software de
correcção de erros e sintonização. Tano, Oyama e Arnould Tano et al. 1996 fornecem
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uma descrição do software e descrevem a combinação da inferência difusa com as
redes neuronais o que possibilita que o FINEST auto sintonize o próprio método de
inferência difusa.
• Fuzzy Net (FUN): A rede é constituída por uma camada de entrada, uma camada de
saída e três camadas escondidas. Os neurónios de cada camada têm diferentes fun-
ções de activação, representando diferentes níveis no cálculo da inferência difusa.
As funções de activação podem ser escolhidas de forma individual para diferentes
problemas. A rede é inicializada com uma base de regras difusas e as suas corres-
pondentes funções de pertença. As variáveis de entrada do processo de trabalho
são armazenadas na camada de entrada. A primeira camada escondida contém as
funções de pertença e efectua a difuzificação das variáveis de entrada. Na segunda
camada escondida a função de activação dos neurónios corresponde à função AND,
e nesta camada calcula-se a conjugação (fuzzy-AND). Nos neurónios da terceira
camada escondida encontram-se as funções de pertença das variáveis de saída e
a função de activação é a função (fuzzy-OR) correspondendo à desfuzificação das
variáveis. De seguida estas são armazenadas na camada de saídaSulzberger et al.
1993.
• Fuzzy Neural Network (NFN): Esta arquitectura utiliza neurónios lógicos que im-
plementam funções do tipo norma-T e conorma-T. As variáveis de entrada são di-
fuzificadas e são posteriormente ponderadas e ligadas a neurónios do tipo AND
que são colocados para que todas as combinações de variáveis de entrada sejam
formadas. Cada neurónio do tipo AND é ligado a um e só um neurónio do tipo OR,
neurónios esses que são colocados para todas as classes de saída. As ponderações
das ligações dos termos difusos aos neurónios AND são inicializadas com zero e
as ponderações das ligações dos neurónios AND aos OR tomam o valor unitário
na inicialização. Estas ponderações correspondem a graus de incerteza das regras.
Por sua vez a aprendizagem é feita por um algoritmo de duas fases. Uma primeira
fase de auto-organização para adaptação dos pesos que ligam os termos difusos
aos neurónios AND (aprendizagem das funções de pertença dos antecedentes de
cada regra) e uma segunda fase que utiliza um esquema de supervisão para a adap-
tação dos consequentes das regras através da actualização dos pesos que ligam os
neurónios AND aos OR Figueiredo e Gomide 1999.
• Dynamic/ Evolving Fuzzy Neural Network (EFuNN/dmEFuNN): Nesta arquitec-
tura a primeira camada implementa a desdifuzificação das variáveis de entrada,
armazenando estas na segunda camada para se calcular os graus das funções de
pertença. A terceira camada representa a base de regras, sendo cada nó de regras
definido por dois vectores de ponderações de ligação ajustados por um algoritmo de
aprendizagem híbrida. As saídas das funções de pertença são combinadas com os
dados de entrada com um determinado grau calculado na quarta camada. A quinta
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camada é responsável pela desfuzificação e determina o valor numérico para as
variáveis de saída. Foi também criada uma versão modificada desta arquitectura
denominada de dmEFuNN que estima regras difusas do tipo Takagi-Sugeno base-
adas no algoritmo dos mínimos quadráticos enquanto que a arquitectura EFuNN
implementa regras difusas do tipo de Mandani. Kasabov e Song 1999.
• Self Constructing Neural Fuzzy Inference Network (SONFIN): Nesta arquitectura
a estrutura de identificação de antecedentes, o espaço de entradas é flexível de
acordo com um algoritmo baseado no alinhamento de classes. Já em relação a iden-
tificação dos consequentes, só um valor será seleccionado por um algoritmo de
classificação. Para a optimização das estruturas de antecedentes e consequentes, são
ajustados pelo algoritmo de retropropagação e pelo método da média dos mínimos
quadráticos respectivamente. Esta arquitectura tem como objectivo implementar
um sistema difuso de inferência do tipo Takagi-Sugeno modificado Juang e Lin
1998.
• Adaptive Network Based Fuzzy Inference System (ANFIS): Este tipo de arquitectura
tem como objectivo a implementação de sistemas difusos com inferência do tipo
Takagi-Sugeno e é constituída por uma rede neuronal com cinco camadas. Relati-
vamente às funções de pertença das variáveis de entrada o seu mapeamento é reali-
zado na primeira camada escondida da rede, de seguida, com o operador norma-T
calcula-se os antecedentes das regras na segunda camada. A terceira camada nor-
maliza os graus de pertença das entradas, onde na camada 4 os consequentes das
regras são determinados. Por fim, a última camada, a camada de saída determina
a saída global como a soma de todas as entradas desta camada. Esta arquitectura
utiliza um algoritmo de aprendizagem de retropropagação para determinar as fun-
ções de pertença dos antecedentes, e utiliza o método dos mínimos quadráticos para
calcular as funções de pertença dos consequentes Jang 1993.
Para perceber estas arquitecturas mais aprofundadamente e as suas aplicações, existe
uma revisão bibliográfica mais vasta e profunda realizada em 2000 por Abraham Abraham
e Nath 2000, onde se pode analisar em maior pormenor as arquitecturas apresentadas e
os algoritmos de aprendizagem.
Devido ao facto do controlador a desenvolver nesta dissertação ser semelhante à ar-
quitectura (ANFIS), esta arquitectura irá ser abordada de uma forma mais detalhada no
capítulo três.
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Projecto de Controladores
3.1 Introdução
Neste capítulo vai-se abordar o projecto de controladores difusos e neuro difusos, que
estão na base do desenvolvimento do protótipo a implementar nesta dissertação. Vai-
se também abordar a estabilidade de sistemas dinâmicos de forma a poder garantir a
estabilidade do protótipo a desenvolver. Com este fim vai-se utilizar o algoritmo de LMI’s
de forma a garantir a estabilidade do sistema em anel fechado.
A arquitectura a implementar é apresentada neste capítulo de uma forma generalista.
Esta arquitectura tem como base arquitectura neuro difusa ANFIS razão pela qual esta
também será descrita neste capítulo. A arquitectura a implementar é composta pelo
modelo neuro difuso proposto. Apresenta-se também o algoritmo de treino do modelo
neuro difuso proposto bem como a arquitectura do controlador neuro difuso proposto.
3.2 Controladores Difusos e Neuro Difusos
O projecto de controladores difusos, com inferência de Takagi-Sugeno assentam na uti-
lização de um procedimento de compensação distribuída paralela Parallel Distributed
Compensation (PDC). Este tipo de abordagem foi apresentada por Sugeno e Kang em 1986
Sugeno e Kang 1986 e melhorada por Tanaka e Sugeno em 1982 Tanaka e Sugeno 1992
introduzindo a análise de estabilidade do sistema.
Para projectar um controlador difuso e por sua vez a utilização do PDC é necessário
a construção do modelo difuso T-S do sistema a ser controlado. O controlador difuso
apresentará a mesma estrutura do modelo difuso em relação à parte dos antecedentes
e a base de regras será a mesma que a do modelo sendo a alteração na componente dos
consequentes. O controlador difuso a implementar a partir do PDC para o modelo difuso
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que se encontra representado pela equação 2.2, apresenta a seguinte estrutura 3.1:
Ri :
IF z1(k) is Mi1 and ... and zp(k)) is Mip,
THEN u(k) = Kix(k)
(3.1)
Analisando a equação 3.1 pode-se concluir que cada regra Ri apresenta um ganho
linear Ki que no caso desta equação representa um controlador por retroacção de variáveis
de estado. No entanto outro tipo de controladores podem ser projectados.
Assim sendo a lei de controlo difuso resultante é 3.2:
u(k) =
r∑
i=1
hi(z(k))Kix(k)) (3.2)
com hi(z(t)) dado pela equação 2.9.
Substituindo a equação 3.2 na equação 2.5, o sistema em anel fechado fica descrito
por 3.3:
x˙(k + 1) =
r∑
i=1
r∑
j=1
hi(z(k))hj(z(k))(Ai −BiKj )x(k) (3.3)
O projecto de controlador difuso via PDC tem como objectivo determinar os ganhos
de realimentação Ki . Estes controladores são construidos através de estruturas de pro-
jecto local, representadas pelos modelos lineares locais. Os ganhos de retroacção devem
ser calculados em condições de projecto global de forma a garantir a estabilidade e o
desempenho do controlador global Tanaka e Wang 2001.
De forma a garantir a estabilidade global do sistema costuma-se utilizar o conceito de
estabilidade quadrática. Assim sendo, a condição de estabilidade global é formulada em
termos de uma função de Lyapunov do tipo V (x(t)) = x(t)T P x(t), em que P = P T e P > 0.
Tal permite concluir que para calcular os ganhos de realimentação é necessário encontrar
uma matriz P que satisfaça a função de Lyapunov de forma a garantir a estabilidade
global do sistema difuso.
Para compreender melhor as questões associadas à estabilidade de sistemas dinâmicos
apresenta-se na secção seguinte alguns conceitos fundamentais para a construção de
controladores, entre eles de referir a análise de estabilidade de sistemas dinâmicos e por
sua vez o projecto de controladores de sistemas neuro-difusos.
3.3 Estabilidade de Sistemas Dinâmicos
Os sistemas dinâmicos podem ser representados por um conjunto de equações diferenci-
ais em tempo (contínuo) ou equações às diferenças caso se esteja a representar o sistema
em tempo discreto 3.4 e 3.5:
x˙ = fc(x, t) continuo (3.4)
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xk+1 = fk(xk , k) discreto (3.5)
sendo que x ∈ Rn é o vector de estados, e fc : Rn ×R+ → Rn e fd : Rn ×Z+ → Rn são
funções não lineares ou chamadas campos vectoriais e por sua vez uma trajetória do sis-
tema é um conjunto de valores de x(t) ou xk , partindo das condições iniciais x(0) e x0. De
seguida vai-se restringir os conceitos aos sistemas contínuos apesar destes também serem
válidos para sistemas discretos.
O sistema é dito autónomo quando a equação 3.5 não depende do tempo,
x˙ = fc(x) (3.6)
caso contrário o sistema diz-se não autónomo.
Os pontos espaciais pertencentes ao campo vectorial fc são designados por pontos de
equilíbrio. Um ponto de equilíbrio, ou ponto fixo no discreto, x∗ é designado desta forma
se existir uma trajetória que permaneça em x∗ Slotine e Li 1991. Isto implica que:
x˙(t) = 0 continuo (3.7)
xk+1 = xk discreto (3.8)
3.3.1 Estabilidade no Sentido de Lyapunov
Uma das questões mais importantes referentes a sistemas não lineares é a questão da
estabilidade Jury 1996, e um dos métodos mais utilizados foi proposto por Lyapunov
LaSalle e Lefschetz 1961,Liapunov e Fuller 1992.
Quando um sistema é estável a sua trajectória no espaço de estados permanece pró-
xima de um ponto de equilíbrio caso as condições iniciais sejam próximas desse ponto,
ou quando o seu comportamento resista a perturbações.
Definição (Estabilidade no sentido de Lyapunov): O ponto de equilíbrio x∗ = 0 é
estável no sentido de Lyapunov em t0 se ∀ρ > 0 existir um escalar positivo r(ρ,t0) tal que :
‖x(t0))‖ < r⇒ ‖x(t0))‖ < ρ ∀t > t0 (3.9)
caso contrário x∗será instável.
Definição (Atractividade segundo Lyaponov): O ponto de equilíbrio x∗ é atractivo se
∃ d > 0 tal que :
‖x(0)− x∗‖ ≤ d⇒ lim
t→∞‖x(t)− x
∗‖ → 0 (3.10)
Um ponto designa-se atractivo quando existe uma bola de raio d, centrada no ponto
x∗ tal que trajectórias que partam das condições iniciais partam dessa região para o ponto
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de equilíbrio. Pode-se assim concluir que a estabilidade não implica atractividade e vice-
versa.
Definição (Estabilidade assimptótica segundo Lyapunov): O ponto de equilíbrio O é
assimptoticamente estável em t0 se:
• Se for estável
• ∃r(t0) > 0 : ‖x(t0)‖ < r(t0)⇒ ‖x(t)‖ → 0, t→∞
Este conceito implica a existência de uma sub-região deRn atractiva para qualquer ins-
tante inicial t0. A extensão desta região e a velocidade de convergência podem depender
do instante inicial t0.
Definição (Estabilidade Global assimptoticamente estável segundo Lyapunov): O
ponto de equilíbrio O é global assimptoticamente estável para ∀ x(t0) ∈Rn, limt→∞ x(t)→O .
Um sistema é globalmente assimptoticamente estável quando a sua região de atracção
é todo o domínio de fc. Um dos factos que leva a esta definição ser um requisito importante
para projectar um controlador prende-se com o facto destas definições dependerem das
condições iniciais, e por sua vez o controlador ter a possibilidade de partir de quaisquer
condições iniciais.
3.3.2 Método Direto de Lyapunov
Este método baseia-se no estudo de uma função escalar invariante no tempo que deverá
apresentar propriedades particulares para que o sistema seja estável no sentido de Lyapu-
nov.
Definição: Uma função escalar ν(x, t) é localmente positiva definida se ν(0, t) = 0 e existir
uma função invariante definida positiva ν0(x) tal que:
ν(x, t) ≥ ν0(x),∀t ≥ 0 (3.11)
Definição: Uma função escalar ν(x, t) é decrescente se ν(0, t) = 0 e existir uma função
invariante definida positiva ν¯(x) tal que:
ν(x, t) ≤ ν¯(x),∀t ≥ 0 (3.12)
Teorema 1: (Teorema de Lyapunov para sistemas não autónomos). Se numa bola B centrada
no ponto de equilíbrio O existir uma função escalar ν(x, t) com derivadas parciais contínuas
tal que:
1. ν(x, t) é definida positiva.
2. ∂ν∂t é semi-definida negativa, então o ponto de equilíbrio O é estável no sentido de Lyapu-
nov.
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3. Se ν(x, t) é decrescente, então a origem é estável e se ν˙ é definida negativa então o
ponto de equilíbrio O é assimptoticamente estável.
4. Se B coincidir com Rn e todas as condições anteriores forem satisfeitas, então o
ponto de equilíbrio diz-se global assimptoticamente estável.
Infelizmente este método não determina uma função de Lyapunov, mas dado essa
função determina se o sistema é estável.
3.4 LMI-Linear Matrix Inequality
As LMI’s surgiram como ferramentas muito poderosas para lidar com problemas de
controlo que se apresentam difíceis ou mesmo impossíveis de resolver de uma forma
analítica.
Apesar das LMI’s datarem já dos anos 40 do século passado, com maior ênfase no
controlo a reportar aos anos 60 do século passado com o trabalho de Kalman Kalman
1963, Popov Popov 1961 e Willems Willems 1971, somente nas últimas décadas foram
desenvolvidas técnicas numéricas para resolução das LMI’s de uma forma prática e muito
eficiente como por exemplo o trabalho de Nesterov e Nemirovskii de 1994 “Interior Point
Polynomial Time Methods in Convex Programming” 2004. A LMI Control toolbox do
Matlab Gahinet et al. 1994 é baseada nesse mesmo algoritmo e oferece uma interface
gráfica e extenso suporte para as aplicações de controlo.
Actualmente existem muitos pacotes de software comercial e não comercial que per-
mitem uma codificação simples da maior parte dos problemas de LMI’s e fornecem ferra-
mentas para resolução de problemas de controlo de uma forma eficiente.
Como já foi referido na secção 3.3, as LMI’s surgiram como uma abordagem para
o cálculo das funções de Lyapunov, de forma a se poder investigar a estabilidade do
sistema. Analisando as equações 3.13 e 3.14 e utilizando uma abordagem LMI’s, estas
calculam a matriz P permitindo a análise da estabilidade em anel aberto. De seguida é
necessário analisar a estabilidade em anel fechado recorrendo às LMI’s para a resolução
do método de Lyapunov. Com as equações que descrevem o modelo T-S mais as equações
do controlador pode-se definir uma equação geral que define o sistema em anel fechado.
De seguida ao executar o algoritmo LMI’s pode-se adquirir os ganhos do controlador que
permitem que o sistema em anel fechado seja estável. Com este objectivo pode-se utilizar
diversas funções do Matlab para a implementação de LMI’s de forma a calcular os ganhos
do controlador que garantem a estabilidade do sistema em anel fechado.
Um dos problemas na utilização das LMI’s prende-se com o facto desta abordagem
não calcular os melhores ganhos mas sim calcular uma região onde estes garantem a esta-
bilidade do sistema. Deste modo para se calcular os melhores ganhos do controlador terá
de se utilizar uma abordagem de LMI’s e uma métrica para a escolha dos melhores ganhos
podendo esta última ser calculada através de algoritmos optimização para minimizar o
erro de seguimento, ou a variação da acção de controlo.
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3.5 Estabilidade de Sistemas Neuro-Difusos
Uma das abordagens para investigar a estabilidade de sistemas neuro-difusos, foi desen-
volvida por Tanaka e Sugeno, Tanaka e Sugeno 1992, onde se pode concluir o seguinte
teorema:
Teorema 2: Um sistema T-S é assintoticamente estável se existir uma matriz P = P ′→ 0 e
P > 0 definida positiva, tal que :
A′jPAj − P → 0, j ∈R CFS (3.13)
A′jPAj − P → 0, j ∈R DFS (3.14)
Esta metodologia infelizmente não é sistemática e geral para todos os sistemas, obri-
gando assim vários testes na variável P para obtenção da matriz. Devido a este facto é
possível encontrar na bibliografia diversos trabalhos, Tanaka e Sugeno 1992; Tanaka e
Sano 1993, que utilizam métodos heurísticos para determinar as matrizes da função de
Lyapunov. Já Kawamoto desenvolveu um método analítico para sistemas T-S de segunda
ordem Kawamoto et al. 1992.
Este facto fez com que mais tarde com a evolução de algoritmos mais eficientes, desse
origem ao desenvolvimento da abordagem das LMI’s aplicadas em controlo.
Utilizando então o contexto das LMI’s para calcular os ganhos Ki podem ser definidas
como em Tanaka e Wang Tanaka e Wang 2001:
Achar uma matriz X = XT ,X > 0 e Mi(i = 1,2, ..., r), que satisfaça as seguintes LMI’s
−XATi −AiX +MTi BTi +BiMi > 0;∀i = 1,2, ..., r (3.15)
−XATi −AiX −XATj −AjX +MTj BTi +BiMj +MTi BTj +BjMi ≥ 0;∀i < j, i, j = 1,2, ..., r (3.16)
em que X = P −1 e Mi = KiX , r é o número de regras do sistema difuso, de forma que o
equilíbrio do sistema T-S é globalmente assintóticamente estável. Outra possibilidade consiste
na restrição da região LMI’s.
3.6 Projecto de Controladores Neuro-Difusos
Com vista ao projecto de controladores neuro-difusos vai-se abordar em maior detalhe a
arquitectura ANFIS já referida no capítulo 2. Tal deve-se ao facto de esta ser semelhante
à arquitectura que se irá utilizar para a construção do controlador neuro-difuso a imple-
mentar neste trabalho.
Como já foi anteriormente referido a arquitectura ANFIS implementa sistemas difu-
sos de inferência difusa do tipo Takagi-Sugeno, sendo constituída por uma rede neuronal
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do tipo feedforward de cinco camadas. Este sistema com algumas adaptações pode repre-
sentar diferentes inferências difusas e diferentes bases de regras Lee 1990a; Lee 1990b.
Este facto leva à centralização da arquitectura ANFIS num tipo especifico de inferência,
onde a saída de cada regra consiste numa combinação linear de variáveis de entrada mais
um termo constante, e a saída final do controlador consiste na média ponderada de cada
regra disparada.
Assim sendo, para melhor análise da arquitectura ANFIS apresenta-se na Figura 3.1 a
esquematização da mesma:
Figura 3.1: Arquitectura ANFIS.
Através da observação da Figura 3.1, vai-se analisar a arquitectura ANFIS por cama-
das.
Na primeira camada todos os neurónios i têm uma função de activação do tipo:
O1i = µAi(xa) (3.17)
onde xa e xb são os valores de entrada dos neurónios i e por sua vez Ai e Bi corres-
ponde à etiqueta linguística, o que permite concluir que O1i corresponde às funções de
pertença do sistema difuso, representando o grau de quanto a entrada xa satisfaz a eti-
queta linguística Ai e quanto a entrada xb satisfaz a etiqueta linguística Bi . Normalmente
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as funções de pertença µAi(x) têm um máximo em 1 e um mínimo em 0, o que faz com
que possam tomar a seguinte forma:
µAi(x) =
1
1 +
[(
x−ci
ai
)2]
bi
(3.18)
ou
µAi(x) = exp
−
(
x − ci
ai
)2 (3.19)
Assim com os parâmetros ai ,bi e ci , denominados de parâmetros antecedentes, po-
demos alterar a forma das funções de pertença, permitindo melhorar o desempenho do
controlador ANFIS.
Já o objectivo dos neurónios da segunda camada consiste em enviar a multiplicação
dos sinais de entrada e enviar o resultado desta para a camada seguinte. Esta multiplica-
ção é representada por:
wi = µAi(x)×µBi(y), i = 1,2, ...,n (3.20)
sendo que wi representa o grau de de disparo de cada regra. Também podem ser uti-
lizados outros operadores T-norma que desempenham o mesmo tipo de função (AND),
implementados como função de activação nesta camada.
Cada neurónio, na camada três, calcula a razão do grau de disparo da regra i, em
relação à soma dos graus de disparo de todas as regras de acordo com:
wi =
wi
w1 +w2 + ...+wn
, i = 1,2, ...,n (3.21)
A saída wi é denominada de grau de disparo normalizado.
Todos os neurónios i, da camada quatro têm a seguinte função de activação:
O4i = wifi = wi(pix+ qiy + ri) (3.22)
onde fi , representa o consequente de cada regra, wi corresponde a saída da camada
três, e pi ,qi e ri , correspondem ao conjunto de parâmetros dos consequentes.
Na camada cinco calcula-se a saída como soma de todos os sinais de entrada, ou seja:
O51 =
n∑
i=1
O4i =
∑n
i=1wifi∑n
i=1wi
(3.23)
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Constrói-se assim uma rede adaptativa feedforward cuja funcionalidade é equivalente
a um sistema de inferência difusa do tipo Takagi-Sugeno com regras do tipo if-then tal
como podem ser consultadas em Takagi e Sugeno 1983.
3.7 Arquitectura Neuro Difusa Proposta
O protótipo a desenvolver tem como base a construção de uma arquitectura neuro difusa,
e como já foi anteriormente referido esta será muito semelhante à arquitectura neuro di-
fusa ANFIS, com diferenças no número de camadas da rede neuronal, e nos consequentes
da inferência difusa. Este apresenta também algumas alterações no treino da rede neuro-
nal de forma a evitar a ocorrência do sobreajuste do protótipo em relação ao conjunto de
treino da rede neuronal.
3.7.1 Modelo Neuro Difuso Proposto
O modelo neuro difuso proposto tem como base o modelo neuro difuso ANFIS, mas com
a adição de uma camada na rede neuronal e alteração dos modelos lineares que passam
a estar representados no espaço de estados. Assim, de forma a compreender melhor as
alterações realizadas apresenta-se a Figura 3.2.
Figura 3.2: Arquitectura Proposta para o Modelo Neuro Difuso.
Analisando a Figura 3.2 da arquitectura proposta e a Figura 3.1 referente à arquitec-
tura ANFIS pode-se constatar que a estrutura da camada 1 à camada 3 da rede neuronal
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apresenta-se de igual forma sendo esta representada pelas mesmas equações que na ar-
quitectura ANFIS. Em relação à camada 4, à camada 5 e à camada 6 o mesmo não se
verifica, uma vez que foi adicionada uma nova camada e as equações que as descrevem
são diferentes. Assim sendo pode-se verificar na Figura 3.2 que na camada 4 estão presen-
tes os modelos lineares no espaço de estados, pertencentes aos consequentes da inferência
difusa, sendo os modelos lineares, associados à camada 4, representados pela equação
genérica (3.24).
O4i =
x(t + 1) = Aix(t) + Biu(t)y(t) = Cix(t) i = 1,2, ..., r. (3.24)
Observando a equação (3.24) pode-se verificar que Ai , Bi e Ci são as matrizes que des-
crevem o modelo linear no espaço de estados e que x(t) corresponde às variáveis de estado
e por sua vez u(t) e y(t) correspondem à entrada e saída do modelo respectivamente.
Na camada 5 tem-se a associação das regras disparadas, presentes na camada 3 da rede
neuronal, com os consequentes da inferência difusa presentes na camada 4. A camada 5
é representada pela equação 3.25:
Fi =O
5
i =
r∑
i=1
O4i w
4
i i = 1,2, ..., r. (3.25)
Pode-se constatar pela equação 3.25, que na camada 5 o O4r corresponde aos modelos
lineares escolhidos e por sua vez w4r corresponde a um peso que associa o modelo linear
às regras. Assim sendo, a multiplicação O4rw
4
r representa o consequente de cada regra
e wi é a saída da camada três correspondendo ao grau de disparo normalizado de cada
regra.
Na camada 6 calcula-se a saída da rede neuronal como a soma de todos os sinais de
entrada, ou seja :
O61 =
n∑
i=1
O5i (3.26)
Observando a equação 3.26 pode-se concluir que a saída do modelo não linear corres-
ponde ao somatório da saída dos modelos lineares ponderados pelos pesos da camada 5,
e ponderados pelos graus de disparo normalizados da camada 3.
3.7.2 Treino do Modelo Neuro Difuso Proposto
Neste capítulo vai-se abordar o treino do modelo neuro difuso proposto de modo a se
adaptar à instalação.
Analisando a Figura 3.2 pode-se constatar que as camadas onde o treino irá incidir será
nos pesos da camada 1 e nos pesos da camada 4, sendo todos os outros pesos das outras
camadas igual à unidade. Este treino aplica-se nestas camadas pois estas são responsáveis
pelos antecedentes e pelos consequentes da inferência difusa.
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Figura 3.3: Algoritmo de treino da arquitectura proposta
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Devido ao facto desta arquitectura ser bastante semelhante à arquitectura ANFIS
pensou-se na utilização do algoritmo base para o treino desta arquitectura. Este algoritmo
de base utiliza o gradiente descendente com o algoritmo backpropagation para optimizar os
antecedentes e utiliza o Least Square Estimation (LSE) para os consequentes. Este algoritmo
base veio a constatar-se obsoleto por, Karaboga e Kaya Karaboga e Kaya 2018. Assim
sendo, segundo os mesmos autores, um dos melhores algoritmos a implementar seria o
algoritmo de treino proposto apresentado na Figura 3.3.
O algoritmo da Figura 3.3, utiliza um algoritmo Particle Swarm Optimization (PSO)
com o algoritmo backpropagation de forma a optimizar as funções de pertença, e utiliza
um algoritmo PSO de forma a optimizar os pesos que associam os modelos lineares em
espaço de estados às regras. Este algoritmo revela-se melhor que o algoritmo base do
ANFIS pois anula o overfiting aos dados de treino.
3.7.3 Controlador Neuro Difuso Proposto
O controlador neuro difuso tem por base a arquitectura do modelo neuro difuso proposto,
com excepção da camada 4. Tal deve-se ao facto do objectivo do controlador ser o de
calcular a acção de controlo a aplicar ao sistema e não emular o sistema real nem calcular
a saída do sistema.
Com este fim pode-se concluir que o controlador neuro difuso proposto na camada 4
será representado por controladores e não por modelos lineares em espaço de estados.
Deste modo apresenta-se na Figura 3.4 a arquitectura do controlador neuro difuso
proposto:
Figura 3.4: Arquitectura do Controlador Neuro Difuso Proposto.
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Observando a arquitectura do controlador proposto, Figura 3.4, verifica-se que esta
arquitectura se apresenta semelhante à arquitectura do modelo neuro difuso proposto
com excepção da camada 4, como foi anteriormente referido. Por observação da camada
4 é possível constatar que o controlador neuro difuso proposto é composto por r controla-
dores. Estes controladores podem ser de diferentes tipologias.
Apresenta-se na Figura 3.5 a tipologia escolhida para a arquitectura do controlador
proposto.
Figura 3.5: Controlador por retroacção de variáveis de estado
Com base na Figura 3.5 pode-se constatar a tipologia escolhida para a arquitectura
proposta. Esta escolha tem como base a tipologia de controlo por retroacção de variáveis
de estado com efeito integral.
Tal opção advém da utilização dos modelos lineares em espaço de estados na constru-
ção da arquitectura do modelo neuro difuso.
Os controladores por retroacção de variáveis de estado com efeito integral calculam a
acção de controlo em duas componentes:
1. Acção de controlo integral
2. Acção de controlo interna
A acção de controlo integral é obtida pelo cálculo do erro acumulado multiplicado
pelo ganho K integral. Na Figura 3.5 pode-se observar o cálculo desta componente da
27
CAPÍTULO 3. PROJECTO DE CONTROLADORES
acção de controlo analisando a parte A da imagem. Já a acção de controlo interna ao
sistema é obtida através das matrizes A e B, que permitem calcular o valor das variáveis
de estado, sendo estas sujeitas a retroacção e multiplicadas por um ganho K interno, como
se pode comprovar pela parte B da Figura 3.5.
Estes ganhos de K com os blocos de retroacção permitem fechar o anel de controlo.
A obtenção destes toma uma grande importância de forma a garantir o desempenho e
estabilidade do controlador. Assim sendo, devido ao facto da arquitectura de controlo
neuro difusa conter r controladores por retroacção de variáveis de estado não é possível
utilizar os métodos tradicionais de sintonização deste tipo de controladores. Os métodos
tradicionais impossibilitam a conclusão da estabilidade de controladores neuro difusos,
pois estes apresentam o cálculo da acção de controlo como a soma ponderada das acções
de controlo dos controladores por retroacção de variáveis de estado. Assim sendo uma
abordagem tradicional permite garantir a estabilidade de cada controlador por retroacção
de variáveis de estado e não do sistema global. Desta forma será utilizada uma abordagem
em LMI’s de forma a sintonizar os ganhos K garantindo a estabilidade do sistema.
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Implementação
4.1 Introdução
Neste capítulo vai-se abordar a construção do protótipo desenvolvido desde a fase de
modelação até a fase de construção do controlador neuro difuso proposto, passando por
diversas etapas de implementação. Na Figura 4.1 encontram-se descritas as etapas mais
importantes para a implementação do protótipo.
Analisando a Figura 4.1 pode-se constatar que para implementar o protótipo é neces-
sário em primeiro lugar obter os modelos lineares por identificação em linha em determi-
nados pontos de funcionamentos, e por sua vez proceder à validação dos modelos obtidos.
Como segunda etapa tem-se a construção do modelo não linear e o respectivo treino da
rede neuronal, validando este modelo para a instalação em questão. A terceira etapa tem
como objectivo a obtenção dos ganhos de controlo garantindo a estabilidade global do sis-
tema, sendo para tal utilizada uma abordagem baseada em LMI’s. A quarta etapa envolve
a construção do controlador e do anel de controlo e a sua validação para a instalação.
Finalmente a última etapa tem como objectivo a síntese de um sistema anticolagem e a
sua validação.
Após a construção do protótipo desenvolvido nesta dissertação vai-se também compa-
rar o controlador desenvolvido com um controlador PID difuso do tipo Mandani, de forma
a se poder averiguar o desempenho do controlador projectado. O controlador PID difuso
foi implementado utilizando inferência difusa do tipo Mandani Aplicação de técnicas de
controlo óptimo difuso em ambientes distribuídos. Com este fim recorreu-se a três métricas
de desempenho o Root Mean Square Error (RMSE), Mean Square of Control Action Increment
(MSI), e Energia Média associada acção de controlo representadas nas equações 4.1, 4.2
4.3 respectivamente de forma analisar e comparar o desempenho dos controladores:
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Figura 4.1: Fases de implementação do protótipo
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4.2. PROCESSO AMIRA DTS200
RMSE =
√∑k
1(y(k)− r(k))2
k
(4.1)
MSI =
∑k
2 |u(k)−u(k − 1)|
k
(4.2)
EnergiaMedia =
∑k
1(u(k))
2
k
(4.3)
Analisando a equação (4.1), pode-se concluir que esta equação permite calcular o erro
que corresponde à raiz do quadrado da diferença do vector de saída y(k) em relação ao
vector de referência r(k) a dividir pelo número de amostras.
Observando as equações (4.2) e (4.3), pode-se constatar que na primeira equação
relativa ao MSI se calcula o incremento médio da acção de controlo utilizando o vector
da acção de controlo u(n) e a segunda equação calcula a energia média a utilizar no
controlador, utilizando o mesmo vector.
4.2 Processo AMIRA DTS200
De forma a se testar e validar a arquitectura proposta neste trabalho, utilizou-se o pro-
cesso Amira DTS200, com o objectivo de controlar os níveis de água dentro dos tanques.
Esta instalação baseia-se num sistema auto-suficiente constituído por três tanques de
armazenamento de líquidos, comunicantes entre si, através de duas electrobombas, res-
ponsáveis pelos caudais de entrada nos reservatórios periféricos (Tanque 1 e Tanque 2),
duas válvulas a ligar estes mesmos ao reservatório intermédio e por fim quatro válvulas
que ligam a um reservatório exterior. É provido de três sensores de nível, um para cada
tanque, com o objectivo de medir a altura de líquido presente em cada tanque. Por sua vez
os tanques apresentam uma forma cilíndrica com uma área de secção constante entre eles
e estão nivelados todos à mesma altura. As electrobombas apresentam uma alimentação
entre -12 a 12 Volts e os sensores de nível uma tensão de alimentação de -10 a 10 Volts.
O sistema é ainda composto por uma placa de aquisição de dados USB DaQ NI-
USB6009, o que faz com que seja necessário um conversor de tensão pois a placa de
aquisição para os actuadores opera a uma tensão de alimentação compreendida entre 0 e
5 Volts.
Este processo foi o escolhido para validar os resultados, devido ao facto de este ser
um sistema não linear e afim e por sua vez ser considerado um sistema comutado pois
permite várias configurações possíveis. Escolheu-se a configuração representada na figura
4.2 devido a esta conter não linearidades e não existir a preocupação com a inversão de
fluxos nos tanques uma vez que tal não ocorre nesta configuração.
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Figura 4.2: Esquema da configuração escolhida do processo Amira DTS200
Analisando a Figura 4.2 pode-se identificar que h1, h3 e h2 correspondem ao nível de
cada um dos tanques. As válvulas de comunicação entre os tanques são a v13 que liga o
tanque 1 ao tanque 3 e a v32 que liga o tanque 3 ao tanque 2. As válvulas de descarga de
cada tanque estão identificadas como v10, v30 e v20, respectivamente, com excepção do
tanque 2 que contem mais uma válvula de descarga identificada por v0.
4.3 Identificação em Diferido
De forma a se construir o modelo não linear através de modelos lineares, optou-se por
construir os modelos lineares por identificação em diferido tal como descrito na sec-
ção 2.3.
Esta é uma situação que ocorre muitas vezes na indústria por dificuldades associadas
à construção do modelo analítico da instalação, o que leva à construção de modelos por
identificação em diferido.
Para obter os dados para a construção dos modelos lineares, consideraram-se três zo-
nas distintas que correspondem a diferentes alturas do tanque. A altura do tanque acima
de 80% não foi considerada para não estar a operar no limite da instalação de forma a
não por as bombas num esforço excessivo. Após definir as três zonas de funcionamento,
construiram-se as acções de controlo da bomba um e bomba dois para as três zonas res-
pectivamente. Estas acções de controlo têm a forma de pulsos com duração e intensidades
aleatórias ao longo do tempo. Após ter as acções de controlo procedeu-se à excitação da
instalação com estas e obtiveram-se as saídas dos tanques para esta excitação obtendo-se
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Figura 4.3: Dados para identificação offline Zona 1.
assim os dados para a construção dos modelos lineares. Assim sendo, foram retirados
dados variando as acções de controlo de forma a manter a saída em diferentes setpoints
(zonas de funcionamento), representados na Figura 4.3, 4.4 e 4.5.
De acordo com as Figuras 4.3, 4.4, 4.5 pode-se constatar as diferentes zonas escolhidas
para construir os três modelos lineares. As três zonas diferentes de funcionamento foram
seleccionadas para permitir a construção dos modelos lineares para cada uma destas
zonas. Pode-se verificar também a aleatoriedade das acções de controlo. Estas apresentam-
se com a aleatoriedade ilustrada nas Figuras com o objectivo dos modelos conterem maior
número de dinâmicas do processo. Assim analisando as Figuras 4.3, 4.4, 4.5 podemos
constatar as variações das saídas e da excitação do processo para a zona 1 , zona 2 e zona
3, respectivamente.
Após recolher os dados construiram-se os modelos lineares no espaço de estados
utilizando a função do matlab n4sid, sendo estes representados pelas expressões 4.4, 4.5
e 4.6. Foram apenas modelados três modelos lineares devido ao facto de a modelação de
mais modelos lineares levava a uma complexidade a nível computacional para construir
o modelo não linear.
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Figura 4.4: Dados para identificação offline Zona 2.
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Figura 4.5: Dados para identificação offline Zona 3.
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Modelo1

x(k + 1) =

1.0005 0.0056 −0.0277
0.0064 0.9963 −0.0235
0.0101 0.0101 0.9630
 ∗

x1(k)
x2(k)
x3(k)
+

0.0082 −0.0017
−0.0012 0.0075
0.0007 0.0009
 ∗
u1(k))u2(k))

y(k) =

1 0 0
0 1 0
0 0 1
 ∗

x1(k)
x2(k)
x3(k)

(4.4)
Modelo2

x(k + 1) =

0.9993 0.0004 −0.0128
0.0041 0.9942 −0.0109
0.0090 0.0096 0.9693
 ∗

x1(k)
x2(k)
x3(k)
+

0.0081 −0.0015
−0.0013 0.0080
0.0004 0.0006
 ∗
u1(k))u2(k))

y(k) =

1 0 0
0 1 0
0 0 1
 ∗

x1(k)
x2(k)
x3(k)

(4.5)
Modelo3

x(k + 1) =

0.9960 0.0007 −0.0039
0.0017 0.9921 −0.0006
0.0058 0.0058 0.9812
 ∗

x1(k)
x2(k)
x3(k)
+

0.0084 −0.0023
−0.0014 0.0080
0.0004 0.0009
 ∗
u1(k))u2(k))

y(k) =

1 0 0
0 1 0
0 0 1
 ∗

x1(k)
x2(k)
x3(k)

(4.6)
Ao utilizar a função n4sid do matlab restringiu-se a matriz C dos modelos lineares de
forma a torná-la numa matriz identidade.
Tal procedimento foi feito para evitar a implementação de um observador de estado,
que seria desenvolvido através da implementação de um filtro de Kalman, de tal forma
que permitisse relacionar a saída real do sistema com os estados. A decisão de utilizar
a matriz C dos modelos lineares em espaço de estados restringida à matriz identidade
prendeu-se com questões de tempo e de simplicidade. Desta forma com a matriz C igual
à matriz identidade conclui-se que y(k) = x(k) sendo que y(k) é o vector da saída real e
x(k) é o vector de estados.
De forma a garantir que os modelos lineares correspondam à realidade, realizou-se a
validação dos mesmos. Para este fim retiraram-se novos dados, dados de validação, utili-
zando o mesmo procedimento anteriormente descrito. A partir destes dados utilizaram-se
as acções de controlo obtidas de forma a proceder à excitação dos modelos lineares em
espaço de estados com o objectivo de comparar a saída dos modelos com a saída real do
processo Amira DTS200 obtida a partir dos dados de validação. Deste modo apresentam-
se as validações efectuados nas Figuras 4.6, 4.7 e 4.8:
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Figura 4.6: Validação do Modelo Linear Zona 1.
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Figura 4.7: Validação do Modelo Linear Zona 2.
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Figura 4.8: Validação do Modelo Linear Zona 3.
Analisando as Figuras 4.6, 4.7 e 4.8 pode-se concluir que os modelos lineares se apro-
ximam bastante da realidade dentro das zonas consideradas. Pode-se constatar que as
saídas resultantes dos modelos lineares se aproximam bastante das saídas reais do sistema,
tal como é possível verificar na Tabela 4.1 pela ordem de grandeza dos erros obtidos.
Desta forma pode-se concluir pela validação dos modelos lineares que estes são ade-
quados para a utilização no protótipo a construir.
Tabela 4.1: Erros dos modelos lineares nas respectivas zonas
Zona 1 Zona 2 Zona 3
Métricas RMSE MSE RMSE MSE RMSE MSE
Tanque 1 0.0153 2.3268e-04 0.0196 3.8485e-04 0.0172 2.9469e-04
Tanque 2 0.0184 3.3887e-04 0.0210 4.4119e-04 0.0140 1.9605e-04
Tanque 3 0.0096 9.2903e-05 0.0121 1.4572e-04 0.0101 1.0207e-04
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4.4 Modelo Não linear
Após ter obtido os modelos lineares construiu-se a arquitectura neuro-difusa, baseada na
tipologia ANFIS descrita na Secção 3.7.1, onde os consequentes da inferência difusa são
os modelos lineares no espaço de estados onde os antecedentes tomam a forma presente
na Figura 4.9:
Figura 4.9: Funções de pertença presentes na arquitectura neuro difusa proposta.
Observando a Figura 4.9 pode-se constatar que foram escolhidas três funções de per-
tença por variável de entrada. Neste caso a arquitectura contém cinco variáveis de entrada
sendo estas as duas bombas e os três níveis dos três tanques. Pode-se também constatar
que nenhuma função de pertença intersecta mais do que uma função de pertença, e por
sua vez esta intersecção encontra-se entre 0,25 e os 0,5 sendo estas regras estritamente
necessárias para se construir os antecedentes de uma inferência difusa Cox et al. 1999.
Para além disso pode-se constatar que todo o universo de discurso (UD) contém pelo
menos uma intersecção com uma função de pertença garantindo assim que haja pelo
menos uma regra a disparar. Pode-se ainda concluir que com 5 variáveis de entrada e três
funções de pertença por variável de entrada, tem-se 243 regras associadas à inferência
difusa presente no modelo neuro difuso.
De forma a adaptar o modelo não linear ao sistema DTS200, treinou-se a rede neu-
ronal adaptando os antecedentes e os consequentes do modelo não linear com base na
arquitectura desenvolvida neste trabalho.
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Figura 4.10: Modelo Não Linear: Treino.
De modo a implementar o treino estudou-se alguns algoritmos de treino de sistemas
neuro difusos de forma a poder escolher o melhor algoritmo de treino. Uma possibilidade
seria a utilização do algoritmo standard do ANFIS que utiliza o algoritmo de gradiente
descendente com o algoritmo backpropagation para optimizar os antecedentes do modelo
ou seja proceder à alteração das funções de pertença da inferência difusa e utilizar o
algoritmo LSE para os consequentes. No entanto, com base no trabalho desenvolvido por
Karaboga e Kaya Karaboga e Kaya 2018 pode-se constatar que o algoritmo standard não
se revela o melhor algoritmo devido ao sobreajuste do treino. Assim foi escolhido um
algoritmo PSO (Particle Swarm Optimization) em conjunto com o algoritmo backpropa-
gation de forma a treinar os antecedentes do protótipo desenvolvido e utilizou-se o PSO
para o treino dos consequentes tal como já tinha sido referido na secção 3.7.2.
Para adaptar o modelo neuro difuso ao processo Amira DTS200 retiraram-se os dados
de treino excitando o processo em questão. Retiraram-se também os dados de validação
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Figura 4.11: Modelo Não Linear: Validação.
de forma a testar se o modelo não linear foi bem treinado. Tal corresponde a verificar se o
modelo não linear contém as dinâmicas necessárias para se poder afirmar que o modelo
não linear representa adequadamente o sistema Amira DTS200.
Na Figura 4.10 encontra-se representada a resposta do modelo neuro difuso aos dados
de treino e na Figura 4.11 os dados correspondentes à resposta do modelo neuro difuso
aos dados de validação. Com objectivo de avaliar a adaptação do modelo ao processo foi
realizada correctamente apresenta-se também as Tabelas 4.2 e 4.3 com as métricas de
desempenho calculadas.
Por análise dos resultados apresentados nas Tabelas 4.2 e 4.3 pode-se constatar que
o erro quadrático médio (i.e.Mean Square Error (MSE) é menor que a raiz quadrada do
erro quadrático médio(i.e.RMSE) quer para o treino do modelo não linear quer para a sua
validação. Tal facto seria de esperar uma vez que o RMSE corresponde à raiz quadrada
do MSE. A raiz quadrada do erro quadrático médio constitui uma boa métrica a utilizar,
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uma vez que torna a escala dos erros da mesma magnitude da escala dos valores alvo.
No cálculo dos erros estes são elevados ao quadrado antes de se proceder ao cálculo
da média e como tal o RMSE atribui um peso relativamente elevado a erros grandes e
como tal constitui uma boa métrica a utilizar quando erros elevados são particularmente
indesejados. Ambas as métricas de desempenho permitem verificar que o modelo não
linear se aproxima dos valores reais, uma vez que os erros são baixos.
Analisando as Figuras 4.10 e 4.11, pode-se concluir que o modelo neuro difuso foi
optimizado satisfatoriamente, apesar deste não ser perfeito. Para se obter um modelo
não linear perfeito através de modelos locais lineares, obriga a que o número de modelos
lineares a utilizar tenda para infinito. Uma vez que os modelos lineares aproximam o
processo a um sistema linear, e uma vez que o processo DTS200 é não linear, só se pode
aproximar esta instalação a um modelo linear num ponto de funcionamento. Assim sendo
quantos mais pontos de funcionamento forem utilizados, maior será o número de modelos
lineares e melhor será a modelação não linear.
A escolha do número de modelos a utilizar está relacionada com a relação benefí-
cio/custo uma vez que quanto maior for o número de modelos maior será o tempo e
consequentemente o custo da sua implementação. Neste caso particular pode-se concluir
que a escolha dos três modelos lineares se manifestou satisfatória com vista a simular o
comportamento real da instalação.
Dado que o objectivo é a construção de um controlador neuro difuso utilizando con-
troladores com efeito integral este modelo será considerado aceitável para a finalidade
em questão.
Como já foi anteriormente referido vai-se projectar um controlador neuro difuso com
base no ANFIS, como foi descrito na Secção 3.7.3, para controlar o processo DTS200, o
que faz com que para projectar este controlador seja necessário garantir a estabilidade
global do sistema tal como já foi explicado na secção 3.3. Para garantir a estabilidade irá
utilizar-se as LMI’s, anteriormente referidas na secção 3.4.
Tabela 4.2: Métrica de desempenho do treino do modelo não linear
MSE RMSE
Tanque 1 0,0042 0,0649
Tanque 2 0,0039 0,0627
Tanque 3 0,0024 0,0488
Tabela 4.3: Métrica de desempenho da validação do modelo não linear
MSE RMSE
Tanque 1 0,0037 0,0612
Tanque 2 0,0042 0,0650
Tanque 3 0,0028 0,0538
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4.5 Controlador Neuro Difuso Proposto
Para a construção do controlador neuro difuso proposto, de forma a garantir a estabilidade
global do sistema, utilizou-se a LMI Toolbox do matlab formulando as equações 3.15 e
3.16 de forma a calcular os ganhos do controlador com efeito integral. Devido ao facto
das equações garantirem apenas que o controlador é globalmente estável foi necessário
restringir o algoritmo ao semi-plano positivo, e dentro de uma região, de forma a que o
controlador tenha um desempenho aceitável. Com este fim, na Figura 4.12 apresenta-se
o diagrama de lugar de raízes, com as restrições de desempenho.
Através da observação da Figura 4.12, pode-se concluir que a estabilidade do sistema
global se verifica uma vez que os pólos do sistema se encontram dentro do círculo uni-
tário. Pode-se também verificar as restrições implementadas a nível do desempenho do
controlador. Estas restrições como se pode comprovar pela Figura 4.12 restringem tanto
o valor real dos pólos como o valor imaginário dos pólos. Em relação à restrição da parte
real, o procedimento foi implementado de forma que os pólos não se encontrassem no
limiar da estabilidade, e por sua vez se encontrassem dentro do semi-plano positivo. Em
relação às restrições da componente imaginária restringiu-se de forma a que os pólos
tivessem o mínimo de componente imaginária possível.
Estas restrições foram implementadas utilizando um algoritmo PSO minimizando
o erro de controlo do controlador desenvolvido nesta dissertação utilizando o modelo
neuro difuso implementado anteriormente. Pode-se também concluir que estas restrições
foram implementadas de forma a garantir que o controlador não teria oscilações na sua
resposta.
Após verificar a estabilidade global do sistema, e após alguns testes para verificar o
desempenho do controlador através do algoritmo PSO e da implementação das restrições
no algoritmo das LMI’s, vai-se implementar o anel de controlo.
O anel de controlo pode ser implementado em simulação e em modo online, sendo
que a principal diferença entre eles, consiste na obtenção da saída. No caso do anel de
controlo ser implementado para o modo de funcionamento em simulação, utiliza-se o
modelo neuro difuso proposto para emular o sistema Amira DTS200 calculando a saída
do sistema. Já para o modo de funcionamento online utiliza-se o processo real Amira
DTS200 para obter a saída do sistema. Após obtenção da saída do sistema, quer seja em
modo de simulação ou online, esta é fornecida ao controlador neuro difuso proposto de
forma a este poder calcular as acções de controlo a aplicar ao modelo neuro difuso no
caso simulado, e a aplicar nas bombas do processo Amira DTS200 no caso online.
A principal razão pela qual se construiu o anel de controlo simulado está relacionada
com questões de segurança uma vez que os ganhos de controlo calculados não tinham
sido validados. Outra razão prende-se com o facto de poder testar o controlador sem
necessitar do processo real.
A implementação do anel de controlo em simulação foi assim utilizada como base de
partida para se passar ao processo real com utilização do anel de controlo online sendo
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Figura 4.12: Diagrama de Lugar de Raízes com as Restrições de Desempenho
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este o principal objectivo.
Na secção seguinte vai-se apresentar a simulação do controlador neuro difuso.
4.5.1 Simulação do Controlador Neuro Difuso
De forma a validar o desempenho do controlador projectado realizou-se uma simulação,
em que a saída do sistema é calculada pelo modelo neuro difuso desenvolvido nesta
dissertação referido na secção 3.7. O objectivo deste teste consiste em verificar se os
ganhos do sistema foram bem calculados.
Apresenta-se na figura 4.13 e na tabela 4.4 os resultados da simulação:
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Figura 4.13: Simulação do Controlador Neuro Difuso Proposto utilizando o modelo neuro
difuso.
Analisando a Figura 4.13 e a Tabela 4.4, pode-se concluir que o controlador foi sin-
tonizado com sucesso, uma vez que quer a saída do tanque 1, quer a saída do tanque 2
convergem para a referência estabelecida, tendo um erro em regime permanente igual
a zero. Este facto deve-se à implementação do efeito integral nos controladores de re-
troacção de variáveis de estado. Verifica-se também que o erro da saída em relação às
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Tabela 4.4: Métricas de desempenho do controlador neuro difuso em simulação
Métricas Tanque 1 Tanque 2
RMSE 0,0317 0,0368
MSI 0,0023 0,0033
Energia Mínima 0,2413 0,3802
Sobreelevação [%] 41,523 52,094
Tempo de establecimento [s] 255,426 292,470
Tempo de Subida [s] 41,361 44,490
referências encontra-se inferior a 5 %, o que permite concluir que os ganhos de controlo
foram bem parametrizados.
Em relação à variação da acção de controlo e ao parâmetro da energia mínima pode-se
concluir que estes valores são baixos o que indica que este controlador pode ser uma
solução viável, pois apresenta uma boa eficiência energética.
Analisando com mais detalhe em relação às métricas de desempenho de controladores
pode-se concluir que este controlador apresenta uma sobre-elevação elevada de cerca de
50 % e por sua vez um tempo de estabelecimento superior a 260 segundos. Este facto
deve-se à acumulação do erro o que leva a uma saturação da acção de controlo. Esta
acumulação pode-se resolver com um sistema de anti-windup reduzindo a acumulação
do erro. Em relação ao tempo de subida do sistema este ronda os 45 segundos o que é
bastante aceitável para o processo Amira DTS200.
Na secção seguinte será apresentada a simulação do controlador neuro difuso proposto
em modo online.
4.5.2 Controlador Neuro Difuso Proposto em linha
Após validar o controlador em modo offline, foi-se testar o controlador em modo online
no processo Amira DTS200. Para tal foram utilizados os sensores de nível de cada tanque
para medir o nível de água, o modelo neuro difuso para ponderar as acções de controlo
calculadas, e utilizou-se ainda as duas bombas para actuar sobre o sistema físico.
Assim sendo na Figura 4.14 e na Tabela 4.5 apresentam-se os resultados obtidos no
teste.
Tabela 4.5: Métrica de desempenho do controlador neuro difuso no processo
Métricas Tanque 1 Tanque 2
RMSE 0,0511 0,0531
MSI 0,0051 0,0054
Energia Mínima 0,4490 0,2932
Sobreelevação [%] 43,221 50,470
Tempo de establecimento [s] 246,520 266,357
Tempo de Subida [s] 46,892 47,377
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Figura 4.14: Teste do Controlador Neuro Difuso no processo.
Observando a Figura 4.14 e a Tabela de desempenho 4.5, pode-se verificar que o
controlador proposto apresenta resultados satisfatórios pois a saída do tanque 1 e do
tanque 2 convergem para a referência estabelecida.
Em relação ao cálculo da raiz quadrada do erro quadrático médio pode-se concluir
que este é sempre inferior a 6% quer para o tanque 1 quer para o tanque 2, o que nos leva
a constatar que para o sistema Amira DTS200 este controlador é uma solução bastante
viável, uma vez que baixos valores desta métrica significam menor diferença entre a saída
e a referência estabelecida.
Pode-se também comparar a discrepância de resultados entre o teste do controlador
no processo e a simulação do controlador utilizando o modelo neuro difuso. As diferen-
ças observadas devem-se ao facto dos modelos lineares considerarem as duas bombas
lineares e não contarem com a zona morta das bombas o que faz com que o overshoot do
controlador em simulação seja significativamente mais alto do que o teste do controla-
dor no processo. Ainda tendo em consideração o mesmo facto faz com que o tempo de
estabelecimento do teste do controlador no processo seja muito maior que a simulação do
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controlador com o modelo neuro difuso pois o modelo acaba por ter mais poder de actua-
ção das bombas o que faz com que o controlador em simulação tenha um comportamento
mais rápido, o que na realidade não acontece. Em suma esta discrepância entre as duas
simulações deve-se ao facto de erros de modelação.
Conclui-se também que o controlador projectado apresenta um valor da sobreelevação
e um tempo de estabelecimento bastante elevado. Este facto deve-se ao facto do controla-
dor neuro difuso ser construído através de controladores por retroacção de variáveis de
estado com efeito integral.
Os controladores com efeito integral muitas vezes fazem com que a sobre elevação
seja elevada e consequentemente o tempo de estabelecimento aumente, pois o integral
do erro acumulado vai ser muito grande, o que faz com que a acção de controlo sature
originando um tempo para descarregar o erro acumulado, o que leva ao aumento da sobre-
elevação. Assim sendo e de forma a reduzir o valor da sobreelevação houve a necessidade
de implementar um sistema de anti-windup.
4.5.3 Controlador Neuro Difuso com Anti-Windup
Como foi anteriormente referido, de forma a reduzir a sobreelevação do controlador
decidiu-se implementar um sistema com anti-windup.
Na literatura pode-se encontrar diversas arquitecturas para implementar um sistema
deste tipo Ohr 2003. Com este objectivo a implementação escolhida foi a saturação do
ganho integral consoante o valor do erro acumulado. Assim sendo implementou-se o
sistema anti-windup com base na equação 4.7 para o cálculo da componente integral da
acção de controlo:
uintegral(k) = ε ∗ e−(|ε∗α|) ∗Ki (4.7)
Analisando a equação 4.7, onde ε =
∑k
1 r(k) − y(k), corresponde ao erro acumulado,
r(k) e y(k) correspondem à referência e saída do sistema respectivamente, Ki ao ganho da
componente integral e α é uma constante que faz com que mude o valor da restrição de
Ki em relação ao valor do erro acumulado.
De forma a compreender melhor a restrição apresenta-se a figura 4.15:
Analisando a Figura 4.15 pode-se constatar que quanto maior for o valor de α mais
restritiva é a acumulação do erro, e por sua vez menor será a componente integral na
acção de controlo a aplicar ao sistema.
A selecção do valor de α depende do número de acções de controlo integrais presentes
na arquitectura de controlo. Devido ao facto da arquitectura proposta ter sido construida
para o sistema Amira DTS200, leva à existência de duas acções de controlo integrais. O
facto de haver duas acções de controlo integrais advém da existência de dois actuadores
(i.e.duas bombas), presentes no sistema Amira DTS200. Assim sendo, houve a necessidade
de sintonizar dois valores de alpha um para cada bomba, alpha1 que corresponde à bomba
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Figura 4.15: Influência do α na restrição da acção de controlo integral.
do tanque 1 e alpha2 que corresponde à bomba do tanque 2. Tal necessidade deve-se ao
facto das duas bombas apresentarem dinâmicas distintas.
Analisando a equação 4.7 e verificando a forma como α influencia a acumulação do
erro, realizaram-se vários testes de forma a calcular os valores de α que garantissem uma
sobreelevação perto dos 5 % e a minimização do erro de controlo. Com vista a alcançar
esse objectivo sintonizaram-se os valores de α com um algoritmo PSO, com a função de
custo do algoritmo definida como o menor erro da saída em relação à referência, e de
forma que a sobreelevação tendesse para os 5 %.
De seguida apresenta-se na Figura 4.16 a simulação do controlador com o sistema
anti-windup implementado e na Tabela 4.6 as métricas de desempenho do controlador.
Analisando a Figura 4.16 e a Tabela 4.6 pode-se concluir que a implementação do sis-
tema anti-windup foi bem sucedida melhorando o desempenho do controlador, mantendo
o erro em regime permanente nulo, diminuindo significativamente a sobreelevação dos
dois tanques, ficando esta próxima dos 10 %, e o tempo de estabelecimento em cerca de
146 segundos. Conseguiu-se também reduzir a raiz quadrada do erro quadrático médio
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Figura 4.16: Simulação do Controlador Neuro Difuso Proposto com α1 = 0,07 e α2 = 0,09.
Tabela 4.6: Métrica de desempenho do controlador neuro difuso proposto com α1 = 0,07
e α2 = 0,09.
Métricas Tanque 1 Tanque 2
RMSE 0,0290 0,0304
MSI 9,8702e-04 0,0015
Energia Mínima 0,2299 0,3625
Sobreelevação [%] 8,7424 11,7109
Tempo de establecimento [s] 145,8133 145,0926
Tempo de Subida [s] 42,3226 44,4041
correspondente à diferença entre a saída e a referência, e por sua vez minimizar a variação
da acção de controlo bem como a energia mínima.
Em suma conclui-se que a introdução deste sistema de anti-windup veio proporcionar
uma melhoria em todas as métricas de desempenho seleccionadas.
Após se verificar que a implementação do sistema anti-windup foi conseguida com
sucesso testou-se o controlador neuro difuso proposto com o sistema de anti-windup no
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sistema AMIRA DTS200.
Assim sendo na Figura 4.17 e na Tabela 4.7 apresentam-se os resultados desta simula-
ção:
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Figura 4.17: Teste no processo do Controlador Neuro Difuso Proposto com α1 = 0,07 e
α2 = 0,09.
Tabela 4.7: Métrica de desempenho do controlador neuro difuso proposto no processo
com α1 = 0,07 e α2 = 0,09.
Métricas Tanque 1 Tanque 2
RMSE 0,0297 0,0301
MSI 0,0018 0,0025
Energia Mínima 0,2262 0,3889
Sobreelevação [%] 8,7362 12,7894
Tempo de establecimento [s] 112,6140 152,0173
Tempo de Subida [s] 42,8371 44,3128
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Observando a Figura 4.17 e a Tabela, 4.7 pode-se concluir que o sistema de anti-
windup veio proporcionar melhorias significativas ao controlador neuro difuso proposto.
Tal é facilmente observável por comparação com a Tabela, 4.5. Por análise comparativa
das tabelas pode-se concluir que a adição do sistema anti-windup permitiu reduzir a
sobrelevação do sistema com anti-windup em cerca de 5 vezes quando comparado com o
sistema sem anti-windup. Permitiu também uma diminuição considerável do tempo de
estabelecimento.
A redução da sobreelevação e do tempo de estabelecimento levou á redução da raiz
quadrada do erro quadrático médio e também a uma redução significativa em relação à
variação da acção de controlo assim como uma redução da energia mínima.
Em suma a adição do sistema anti-windup revelou-se uma mais valia no protótipo
desenvolvido nesta dissertação devido ao facto do sistema anti-windup proposto neste
trabalho reduzir o erro de controlo, reduzir a variação de controlo e ainda reduzir a
energia mínima. Com esta abordagem foi possível tornar o controlador mais eficiente a
todos os níveis.
Apesar deste controlador neuro difuso desenvolvido neste trabalho ser considerado
eficiente, seria conveniente a sua comparação com outros tipos de controladores já desen-
volvidos.
Neste sentido, na secção seguinte, apresenta-se os resultados de simulação de um
controlador PID Difuso adaptado à configuração escolhida nesta dissertação, com o qual
o controlador desenvolvido vai ser comparado.
4.6 Controlador PID Difuso em Linha
Como já foi anteriormente referido, de forma avaliar o desempenho do controlador neuro
difuso projectado vai-se comparar com um controlador proposto em Aplicação de técnicas
de controlo óptimo difuso em ambientes distribuídos. Este por sua vez é um controlador
proporcional integral derivativo difuso, e teve de ser adaptado, pois este foi sintonizado
para outra configuração. Após ter adaptado o controlador PID difuso apresenta-se na
figura 4.18 e na tabela 4.8 o desempenho deste controlador adaptado à configuração
escolhida nesta dissertação:
Tabela 4.8: Métrica desempenho do controlador PID Difuso no processo
Métricas Tanque 1 Tanque 2
RMSE 0,0614 0,0666
MSI 0,2254 0,3862
Energia Mínima 0,2262 0,3889
Sobreelevação [%] 0,8962 0,1691
Tempo de establecimento [s] 62,0115 68,1706
Tempo de Subida [s] 44,0258 47,0081
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Figura 4.18: Teste do Controlador PID Difuso no processo
Analisando a figura 4.18 pode-se constatar que o controlador PID difuso foi bem
sintonizado para a configuração escolhida nesta dissertação, pois as saídas dos tanque
1 e do tanque 2 tendem para as referências de controlo, sendo que o erro em regime
permanente é nulo. Pode-se analisar também que este controlador a nível da acção de
controlo das duas bombas apresenta uma grande variação o que leva a um gasto de
energia e um desgaste das bombas mais acentuado. Observando a tabela 4.8 é possível
concluir que o erros calculados das saídas em relação às referências são inferiores a 7
% o que permite concluir que este controlador é satisfatório. Em relação à variação da
acção de controlo e ao cálculo da energia mínima o mesmo não se pode concluir pois este
apresenta valores na ordem dos 0,23 para o tanque 1, 0,39 para o tanque 2 e 0,27 para o
tanque 1 e 0,39 para o tanque 2 respectivamente. Em relação às especificações de controlo
este controlador apresenta um tempo de estabelecimento e uma sobre-elevação bastante
satisfatórios na ordem dos 62 segundos para o tanque 1, 68 segundos para o tanque 2 e
0,90 % para o tanque 1, 0,17 % para o tanque 2 respectivamente.
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DIFUSO
Assim sendo na secção seguinte vai-se comparar todos os controladores implementa-
dos nesta dissertação.
Na secção seguinte faz-se uma comparação de todos os controladores implementados
e testados no processo Amira DTS200 utilizando as métricas de desempenho.
4.7 Comparação Controlador Neuro Difuso Proposto vs. PID
Difuso
Após ter implementado e validado os controladores neuro difuso proposto, controlador
neuro difuso proposto com anti-windup e o PID Difuso vai-se nesta secção comparar os
resultados dos mesmos.
Com este objectivo apresenta-se as tabelas 4.9 e 4.10 com o desempenho de cada
controlador.
Tabela 4.9: Métrica desempenho dos controladores Neuro Difuso Proposto VS PID Difuso
Tanque 1
Controlador ANFIS ANFIS anti-windup PID Difuso
RMSE 0,0511 0,0297 0,0614
Energia Minima 0,4490 0,2262 0,2262
Variação Acção Controlo 0,0051 0,0018 0,2254
Sobreelevação 43,221 8,7362 0,8962
Tempo de establecimento 246,520 112,614 62,0115
Tempo de Subida 46,892 42,8371 44,0258
Tabela 4.10: Métrica desempenho dos controladores Neuro Difuso Proposto VS PID Di-
fuso
Tanque 2
Controlador Proposto Proposto anti-windup PID Difuso
RMSE 0,0531 0,0301 0,0666
Energia Minima 0,2932 0,3889 0,3889
MSI 0,0054 0,0025 0,3862
Sobreelevação 50,470 12,7894 0,1691
Tempo de establecimento 266,357 152,0173 68,1706
Tempo de Subida 47,377 44,3128 47,0081
Analisando as tabelas 4.9 e 4.10 pode-se constatar que o controlador neuro difuso pro-
posto sem implementação de anti-windup apresenta os piores valores em relação a todas a
métricas de desempenho com excepção da métrica da variação da acção de controlo com-
parando com o PID Difuso. Assim sendo a nível de especificação o pior controlador acaba
por ser o controlador neuro difuso proposto sem o sistema anti-windup. Esta conclusão
deve-se ao facto deste saturar a ação de controlo, e saturar a acumulação do erro da saída
em relação à referência.
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Em relação ao controlador neuro difuso proposto com anti-windup, este acaba por ser
o controlador com o menor erro cerca de 4 % a menos que o controlador PID Difuso. Já
em relação à variação da acção de controle verifica-se que o controlador neuro difuso
proposto com sistema anti-windup apresenta um valor inferior em cerca de 0,38 quando
comparado com o controlador PID Difuso o que permite concluir que este controlador
terá um desgaste menor em relação às bombas que actuam na instalação.
Em relação a eficiência energética todos os controladores apresentam valores similares
o que faz com que esta métrica não seja um factor diferenciador entre estes controladores
a projectar.
Já em relação à sobreelevação e ao tempo de estabelecimento o controlador PID Di-
fuso apresenta melhor resultados pois apresenta um tempo de estabelecimento bastante
inferior em relação aos outros controladores implementados cerca de 50 segundos mais
rápido no tanque 1 e 84 segundos mais rápido no tanque 2 do que o controlador neuro di-
fuso proposto com anti-windup. Em suma pode-se concluir que o controlador PID Difuso
é um controlador mais rápido a atingir a referência, mas é um controlador que impõe mais
variações de acção de controlo provocando um maior desgaste nas bombas da instalação
e apresenta um erro superior ao controlador neuro difuso proposto com anti-windup.
Comparando os resultados das métricas do tanque 1 com as do tanque 2, teoricamente
estes deveriam ser os mesmos, mas tal não acontece devido ao facto das bombas terem
tempos de resposta diferentes. Pode-se também concluir que os resultados das métricas
calculadas para o tanque 2 apresentam piores valores. Esta conclusão depreende-se do
facto do tempo morto da bomba 2 ser significativamente maior que o da bomba 1 o que
leva esta discrepância de resultados.
Assim sendo pode-se concluir que o controlador implementado nesta dissertação, ape-
sar de ser mais lento no tempo de resposta que o controlador PID Difuso com inferência
do tipo de Mandami com o qual foi comparado, apresenta num entanto algumas vanta-
gens competitivas que o tornam numa boa solução. O controlador neuro difuso proposto
com o sistema anti-windup que teve como base para a sua implementação a arquitectura
neuro difusa ANFIS apresenta um erro inferior quando comparado com os restantes con-
troladores, tal como se observa nas tabelas 4.9 e 4.10. Também a variação da acção de
controlo se apresenta inferior em relação aos demais o que torna este controlador uma
boa opção de escolha pois também provoca menos desgaste no equipamento sendo este
um factor de grande importância em sistemas industriais.
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Conclusões e Trabalho Futuro
5.1 Conclusões
Esta dissertação teve como principal objectivo o desenvolvimento de um protótipo de
controlador neuro difuso para dar resposta ao problema de controlo de seguimento para
sistemas não lineares.
O protótipo desenvolvido desde a fase de modelação até à fase de construção do
controlador neuro difuso foi implementado e foi validado recorrendo à utilização da
instalação Amira DTS200 a qual é constituída por um sistema de três tanques.
Para tal foi em primeiro lugar realizada uma revisão bibliográfica sobre as questões
de modelação com modelos neuro difusos e projecto de controladores neuro difusos.
Os modelos lineares foram obtidos por identificação em diferido e em diferentes
pontos de funcionamento específicos e foram validados para a construção do modelo
não linear e consequente treino. Neste trabalho utilizaram-se três zonas especificas de
funcionamento de forma a construir os modelos lineares no espaço de estados. Os modelos
lineares obtidos foram posteriormente validados de forma a garantir que se apresentam
adequados e para tal foram utilizadas as excitações obtidas para proceder à excitação dos
modelos lineares, e desta forma foi possível comparar a saída dos modelos com a saída
real do processo Amira DTS200 obtida a partir dos dados de validação.
O modelo não linear foi posteriormente desenvolvido e com base nos modelos linea-
res foi construida uma arquitectura neuro difusa tendo por base a arquitectura ANFIS,
sendo os consequentes da inferência difusa os modelos lineares em espaço de estados que
foram desenvolvidos e previamente validados, e os antecedentes, as funções de pertença
escolhidas para arquitectura neuro difusa proposta. O modelo não linear desenvolvido foi
adaptado ao sistema Amira DTS200 treinando para esse fim a rede neuronal tendo sido
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para tal utilizado o algoritmo PSO para treino dos consequentes em conjunto com o algo-
ritmo backpropagation para treino dos antecedentes. Após treino e validação verificou-se
que o modelo não linear representa de forma adequada o processo Amira DTS200.
Apesar do modelo neuro difuso não ser perfeito ele mostrou-se contudo satisfatório
para a construção do controlador neuro difuso utilizando efeito integral. Foram determi-
nadas as métricas de desempenho tais como RMSE, MSI, e energia mínima, concluindo-se
que as saídas dos tanques convergem para as referências estabelecidas e os valores do
RMSE quer para o tanque 1 quer para o tanque 2 não atingem os 6% o que mostra que
o controlador pode ser considerado como uma solução muito viável. Contudo uma vez
que o controlador apresenta um valor da sobreelevação elevado (i.e. à roda de 50 % ) bem
como um tempo de estabelecimento elevado (i.e. à roda 250 segundos) fruto da sua cons-
trução através de controlador por retroacção de variáveis de estado com efeito integral.
Surgiu a sim a necessidade de implementar um sistema de anti-windup.
O controlador neuro difuso proposto com o sistema de anti-windup foi posteriormente
testado no sistema Amira DTS200 de onde foi possível concluir que a adição do sistema
anti-windup proporcionou uma redução cerca de 5 vezes na sobreelevação quando com-
parado com o sistema anti-windup. Tal conduziu também a uma redução considerável no
tempo de estabelecimento. Com a introdução do sistema anti-windup foi possível tornar
o controlador neuro difuso mais eficiente a vários níveis.
Finalmente o novo controlador neuro difuso desenvolvido foi comparado com um
controlador PID Difuso adaptado á configuração seleccionada nesta dissertação para o
sistema AmiraDTS200, com o objectivo de avaliar o desempenho do controlador neuro
difuso proposto. Verifica-se que o controlador neuro difuso proposto com o sistema de
anti-windup apresenta um RMSE inferior ao do controlador PID Difuso assim como uma
variação da ação de controlo muito inferior com valores da ordem de grandeza 100 vezes
inferiores quando comparados com o PID Difuso. Os valores menores da acção de controlo
são mais favoráveis ao funcionamento da instalação uma vez que provocaram menor
desgaste no hardware.
Assim conclui-se que o protótipo desenvolvido nesta dissertação apresenta-se como
uma solução bastante viável.
5.2 Trabalho Futuro
Existe ainda um grande trabalho a desenvolver nesta área como a implementação de
controladores neuro difusos Robustos, e a integração destes em sistemas comutados.
Os sistemas Hybrid Dynamical Systems (HDS) são sistemas dinâmicos que envolvem a
iteração de dinâmicas discretas com dinâmicas contínuas permitindo assim representar
com precisão muitos processos industriais em tempo real. Na literatura pode se encontrar
estes tipo de sistemas em diversas indústrias, como por exemplo na indústria química, na
robótica, no controlo, na indústria automóvel, em muitas mais áreas Varaiya 1993; Tomlin
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et al. 1998; Perkins e Kumar 1989; Lygeros et al. 1998; Hoitomt et al. 1990; Gershwin
1989; Beydoun et al. 1998.
Um dos tipos de sistema HDS são os sistemas comutados. Este tipo de sistemas são
sistemas não lineares com número finito de subsistemas ou seja é um sistema não linear
dividido em diversos sistemas normalmente em vários pontos de funcionamento, com um
controlador que detecta a comutação do subsistema e altera o controlador. Na literatura
pode se encontrar diversos trabalhos com este tipo de sistemas, [ref livros] e Liberzon e
Morse 1999.
O trabalho que foi desenvolvido nesta dissertação pode futuramente vir a ser utilizado
como base de partida para controlar um sistema comutado. Com este fim sugere-se a rea-
lização de duas abordagens distintas. Assim, pode-se implementar vários controladores
neuro difusos com as dinâmicas do sub sistemas de comutação e utilizar um algoritmo
de detecção de comutação e comutar os controladores ou implementar um único contro-
lador neuro difuso que se adapte à comutação. A arquitectura desenvolvida permitirá a
construção das duas abordagens.
Com vista à utilização futura da primeira abordagem existe também a necessidade de
investigar algoritmos de detecção do nível de comutação.
No que diz respeito ao protótipo desenvolvido em Matlab e implementado nesta
dissertação, poderá futuramente ser implementado com recurso a uma interface gráfica
e, por sua vez, considerar-se a realização de um estudo a nível industrial com vista à
elaboração de um modelo de negócio para a sua comercialização.
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