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Abstract
We consider a differential model describing nonisothermal fast phase separation processes taking place
in a three-dimensional bounded domain. This model consists of a viscous Cahn–Hilliard equation charac-
terized by the presence of an inertial term χtt , χ being the order parameter, which is linearly coupled with
an evolution equation for the (relative) temperature ϑ . The latter can be of hyperbolic type if the Cattaneo–
Maxwell heat conduction law is assumed. The state variables and the chemical potential are subject to the
homogeneous Neumann boundary conditions. We first provide conditions which ensure the well-posedness
of the initial and boundary value problem. Then, we prove that the corresponding dynamical system is
dissipative and possesses a global attractor. Moreover, assuming that the nonlinear potential is real ana-
lytic, we establish that each trajectory converges to a single steady state by using a suitable version of the
Łojasiewicz–Simon inequality. We also obtain an estimate of the decay rate to equilibrium.
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1. Introduction
Consider a bounded domain Ω ⊂R3 with smooth boundary ∂Ω which contains, for any time
t  0, a two-phase system subject to nonisothermal phase separation. A well-known evolution
system which describes this kind of process is (see [8], cf. also [7])
{
(ϑ + χ)t −ϑ = 0,
χt −
(−χ + φ(χ)− ϑ)= 0, (1.1)
in Ω×(0,∞). Here ϑ denotes the (relative) temperature around a given critical one, χ represents
the order parameter (or phase-field) and φ is the derivative of a suitable smooth double well
potential (e.g., φ(r) = r3 − ar , a > 0). For the sake of simplicity, all the constants have been set
equal to one.
In the isothermal case, the following singular perturbation of Cahn–Hilliard equation has been
examined in several papers (see [6,14,22,23,55,56] and references therein)
εχtt + χt −
(−χ + αχt + φ(χ))= 0, (1.2)
where ε > 0 is a small inertial parameter and α  0 is a viscosity coefficient. The inertial term
εχtt accounts for fast phase separation processes (see, e.g., [20]) and, according to [21], its
presence seems to give a better description of the spinodal decomposition. Regarding the viscous
term αχt the reader is referred to [40] for details. The mathematical works quoted above are
concerned with the analysis of the infinite-dimensional dissipative dynamical system generated
by (1.2) endowed with suitable boundary conditions. We recall that the case α = 0 has been
analyzed so far in one spatial dimension only, since in two and three dimensions, many issues
are still open (see, however, [47,50]).
In this paper we consider Eq. (1.2) in the nonisothermal case, namely,
⎧⎪⎨
⎪⎩
(ϑ + χ)t + ∇ · q = 0,
σqt + q = −∇ϑ,
εχtt + χt −
(−χ + αχt + φ(χ)− ϑ)= 0,
(1.3)
where σ ∈ [0,1]. Observe that the standard Fourier law is obtained when σ = 0. Otherwise, we
have the so-called Maxwell–Cattaneo heat conduction law which entails that ϑ propagates at
finite speed (see, e.g., [27–29] and their references).
System (1.3) is subject to the initial conditions
ϑ(0) = ϑ0, σq(0) = σq0, χ(0) = χ0, χt (0) = χ1, in Ω, (1.4)
and to the no-flux boundary conditions
q · n = ∇χ · n = ∇(χ) · n = 0, on ∂Ω × (0,∞), (1.5)
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uct. Observe that (1.3) reduces to (1.1) when ε = α = 0. Moreover, note that (1.5) are equivalent
to assume the first two conditions and ∇u · n = 0, where u = −χ + αχt + φ(χ) − ϑ is the
so-called chemical potential.
Here we want to demonstrate first that problem (1.3)–(1.5) is well posed. Thus we can con-
struct a strongly continuous semigroup Sσ (t) on an appropriate phase-space. This semigroup
possesses a bounded absorbing set which is compact in the phase-space if σ = 0, otherwise
we show the existence of a compact exponentially attracting set which entails the asymptotic
compactness of Sσ (t). The latter result is based on a recent decomposition of the solution semi-
group devised in [41] (see also [23]). Therefore, for any σ  0, we deduce that Sσ (t) possesses
a (smooth) global attractor. Taking advantage of these results, we can also deduce that any tra-
jectory originating from the phase-space is precompact. Then, we can proceed to analyze the
asymptotic behavior of a single trajectory. More precisely, we show that if φ is real analytic,
then any (weak) solution (ϑ(t), σq(t),χ(t)) converges, as t goes to ∞, to a single equilibrium,
namely, to a triplet (ϑ∞,0, χ∞), where ϑ∞ and χ∞ satisfy
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϑ∞ = |Ω|−1
∫
Ω
(ϑ0 − εχ1),
∫
Ω
χ∞ =
∫
Ω
(εχ1 + χ0),
−(−χ∞ + φ(χ∞))= 0, in Ω,
∇χ∞ · n = ∇(χ∞) · n = 0, on ∂Ω.
(1.6)
This result is obtained by exploiting a well-known technique originated from some works of
S. Łojasiewicz [37,38] and then refined by L. Simon [48]. We recall that, in more than one spatial
dimension, the structure of the set of solutions to (1.6) may contain a continuum of solutions if
Ω is a ball or an annulus (cf., e.g., [31] and references therein). If this is the case, it is nontrivial
to decide whether or not a given trajectory converges to a single stationary state. Moreover, this
might not happen even for finite-dimensional dynamical systems (cf. [5]) and there are negative
results for semilinear parabolic equations with smooth nonlinearities (see [42,43]).
During the last years, the Łojasiewicz–Simon technique has been modified and used by many
authors (cf., e.g., [9,10,12,18,32–36,53]) to investigate a number of parabolic and hyperbolic
semilinear equations with variational structure. More recently, this technique has also been used
for problems with only a partial variational structure, like the phase-field systems. More pre-
cisely, nonconserved models (with or without memory effects) have been analyzed in [1,2,17,
24,54], while the case of a hyperbolic dynamics for the order parameter has been examined
in [25,51]. There are also results for nonlocal models (see [16,26]). Concerning the standard
Cahn–Hilliard equation, convergence to stationary states has been examined in [11,19,44,46,52],
while the nonconstant temperature case, namely (1.1) with (1.5), has been first analyzed in [15]
and then in [45] in the case of dynamic boundary conditions. The memory effects in the heat flux
have been treated in [3,4] for the Coleman–Gurtin law and, recently, in [39] for a generalization
of the Maxwell–Cattaneo law. As we shall see, here we need a particular Łojasiewicz–Simon
type inequality which is a refinement of the one proved in [19] (see Lemma 4.1 and its proof in
Appendix A).
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Let H = L2(Ω) and H = (L2(Ω))3. These spaces are endowed with the natural inner product
〈·,·〉 and the induced norm ‖ · ‖. For the sake of simplicity, we will assume |Ω| = 1 and ε = 1.
Then, we set V = H 1(Ω), V = (H 1(Ω))3 and W = H 2(Ω), both endowed with their standard
inner products, and we define the subspace of H of the null mean functions
H0 =
{
v ∈ H : 〈v,1〉 = 0}.
We also introduce the linear nonnegative operator A = − :D(A) ⊂ H → H0 with domain
D(A) = {v ∈ W : ∇v · n = 0, on ∂Ω},
and denote by A0 its restriction to H0. Note that A0 is a positive linear operator; hence, for any
r ∈R, we can define its powers Ar and, consequently, set V r0 =D(Ar/20 ) endowed with the inner
product
〈v1, v2〉V r0 =
〈
A
r/2
0 v1,A
r/2
0 v2
〉
.
Clearly, we have V 00 ≡ H0. In addition, we need to use the Hilbert spaces
V0 = {v ∈ V: v · n = 0, on ∂Ω},
and
Hσ = H × H × V × V ∗, Vσ = V × V0 ×D(A)×H,
endowed with the following norms, respectively,
∥∥(z1, z2, z3, z4)∥∥2Hσ = ∥∥z1∥∥2 + σ∥∥z2∥∥2 + ∥∥z3∥∥2V + ∥∥z4∥∥2V ∗ ,∥∥(z1, z2, z3, z4)∥∥2Vσ = ∥∥z1∥∥2V + σ∥∥z2∥∥2V + ∥∥z3∥∥2W + ∥∥z4∥∥2,
if σ > 0. Otherwise, we simply set
H0 = H × V × V ∗, V0 = V ×D(A)×H.
Our assumptions on the function φ and on the potential Φ , defined by
Φ(y) =
y∫
0
φ(ξ) dξ, ∀y ∈R,
are the following:
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∀ > 0, there exists c > 0 such that∣∣φ(y)∣∣ Φ(y)+ c, ∀y ∈R; (2.3)
∀ς ∈R, there exist c2 > 0 and c3  0 such that
(y − ς)φ(y) c2Φ(y)− c3, ∀y ∈R; (2.4)
φ′(y)−c4, ∀y ∈R, (2.5)
for some positive constants c0, c1, c4. Here c2 and c3 continuously depend on ς .
We now rewrite system (1.3) together with (1.5) in the following form⎧⎪⎨
⎪⎩
〈
(ϑ + χ)t , v
〉− 〈q,∇v〉 = 0, in (0,∞),
〈σqt + q,v〉 = 〈ϑ,∇ · v〉, in (0,∞),
〈χtt + χt ,w〉 +
〈
Aχ + φ(χ)+ αχt − ϑ,Aw
〉= 0, in (0,∞), (2.6)
for all v ∈ V , v ∈ V0, and w ∈ D(A), endowed with initial conditions (1.4).
Let us prove
Theorem 2.1. Let (2.1)–(2.5) hold. Then, for any (ϑ0,q0, χ0, χ1) such that
ϑ0 ∈ H, (2.7)
σq0 ∈ H, (2.8)
χ0 ∈ V, (2.9)
χ1 ∈ V ∗, (2.10)
the Cauchy problem (2.6)–(1.4) has a (weak) solution (θ,χ) with the following properties:
ϑ ∈ C0([0,∞),H ), (2.11)
σq ∈ C0([0,∞);H), q ∈ L2(0,∞;H), (2.12)
χ ∈ C0([0,∞),V ), (2.13)
χt ∈ C0
([0,∞),V ∗)∩L2(0,∞,V ∗), (2.14)
αχt ∈ L2(0,∞,H), (2.15)
and there exists a positive constant C, depending on the norms of the initial data and on φ, such
that, for all t  0,
∥∥(ϑ(t),q(t),χ(t),χt (t))∥∥2Hσ
+
∞∫ (∥∥ϑ(τ)− 〈ϑ(τ),1〉∥∥2 + ∥∥q(τ )∥∥2 + ∥∥χt (τ )∥∥2V ∗ + α∥∥χt (τ )∥∥2)dτ  C, (2.16)
t
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〈
(ϑ + χ)(t),1〉= 〈ϑ0 + χ0,1〉, 〈χ(t),1〉= 〈χ0 + χ1,1〉 − 〈χ1, e−t 〉. (2.17)
If α > 0, then the solution is unique and the following bound holds
sup
t0
t+1∫
t
∥∥Aχ(τ)∥∥2 dτ  C. (2.18)
Moreover, for any fixed T > 0, if (ϑ0i ,q0i , χ0i , χ1i ) ∈Hσ , i = 1,2, then the corresponding so-
lutions (ϑi,qi , χi, χit ) satisfy
∥∥((ϑ1 − ϑ2)(t), (q1 − q2)(t), (χ1 − χ2)(t), (χ1 − χ2)
t
(t)
)∥∥2Hσ
 C(R)eKT
∥∥(ϑ01 − ϑ02,q01 − q02, χ01 − χ02, χ11 − χ12)∥∥2Hσ , ∀t ∈ [0, T ], (2.19)
for some positive constants C(R) and K , both independent of T , where
∥∥(ϑ0i ,q0i , χ0i , χ1i )∥∥Hσ R, i = 1,2.
Proof. We first show inequality (2.16) arguing formally. This argument can be made rigorous
within a Faedo–Galerkin scheme and it suffices to prove the existence of a solution for all α  0.
From now on C will denote a generic positive constant which depends on φ and on the spatial
averages of ϑ0 + χ0 and χ0 + χ1 (cf. (2.17), see also (2.37) below), at most. If a solution exists,
then it is easy to show the validity of (2.17), due to the boundary conditions (1.5). Moreover, we
have
〈
χt (t),1
〉= 〈χ1,1〉e−t . (2.20)
Let us set now
ϑ˜ = ϑ − 〈ϑ,1〉, χ˜ = χ − 〈χ,1〉, (2.21)
and rewrite problem (2.6) in the form
⎧⎪⎨
⎪⎩
〈
(ϑ˜ + χ˜ )t , v
〉− 〈q,∇v〉 = 0, in (0,∞),
〈σqt + q,v〉 = 〈ϑ˜,∇ · v〉, in (0,∞),
〈χ˜tt + χ˜t ,w〉 +
〈
Aχ˜ + φ(χ)+ αχ˜t − ϑ˜,Aw
〉= 0, in (0,∞),
(2.22)
for all v ∈ V , v ∈ V0, and w ∈ D(A).
Let us take v = ϑ˜ in the first equation, v = q in the second equation, and w = A−10 (χ˜t + βχ˜),
where β > 0 will be chosen small enough. Adding together the resulting identities, we get
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(‖ϑ˜‖2 + σ‖q‖2 + ∥∥A−1/20 χ˜t∥∥2 + ‖∇χ˜‖2 + 2β〈A−1/20 χ˜t ,A−1/20 χ˜ 〉
+ β∥∥A−1/20 χ˜∥∥2 + αβ‖χ˜‖2 + 2〈Φ(χ),1〉)
+ 2‖q‖2 + 2(1 − β)∥∥A−1/20 χ˜t∥∥2 + 2α‖χ˜t‖2 − 2〈φ(χ), 〈χt (t),1〉〉
+ 2β‖∇χ˜‖2 + 2β〈φ(χ), χ˜ 〉− 2β〈ϑ˜, χ˜〉 = 0. (2.23)
Observe that, using (2.4) with ς = 〈χ,1〉, we deduce
〈
φ(χ), χ˜
〉
 C1
〈
Φ(χ),1
〉−C2, (2.24)
for some C1 > 0, while, on account of (2.3), we infer
−〈φ(χ), 〈χt ,1〉〉= −〈φ(χ),1〉〈χt ,1〉−βC12
〈
Φ(χ),1
〉− cβ
2
e−t . (2.25)
Hence, using (2.1), we have
−2〈φ(χ), 〈χt ,1〉〉+ 2β〈φ(χ), χ˜ 〉
 βC1
〈
Φ(χ),1
〉− 2βC2 − cβe−t −C(β + cβe−t). (2.26)
Then, taking (2.17) and (2.20) into account, from (2.23) we deduce
d
dt
(‖ϑ˜‖2 + σ‖q‖2 + ∥∥A−1/20 χ˜t∥∥2 + ‖∇χ˜‖2 + 2β〈A−1/20 χ˜t ,A−1/20 χ˜ 〉
+ β∥∥A−1/20 χ˜∥∥2 + αβ‖χ˜‖2 + 2〈Φ(χ),1〉)
+ 2‖q‖2 + 2(1 − β)∥∥A−1/20 χ˜t∥∥2 + 2α‖χ˜t‖2 + 2β‖∇χ˜‖2 − 2β〈ϑ˜, χ˜〉
 C
(
β + cβe−t
)
. (2.27)
Let us now test the third equation of (2.22) with χ˜ . We obtain
d
dt
(
2〈χ˜t , χ˜〉 + ‖χ˜‖2 + α‖∇χ˜‖2
)
− 2‖χ˜t‖2 + 2‖Aχ˜‖2 + 2
〈
φ′(χ)∇χ˜ ,∇χ˜ 〉− 2〈ϑ˜,Aχ˜〉 = 0. (2.28)
Moreover, in the case σ > 0, using the first two equations of (2.22), we have
d
dt
〈
q,∇A−10 ϑ˜
〉= 〈qt ,∇A−10 ϑ˜ 〉+ 〈q,∇A−10 ϑ˜t 〉
= −σ−1〈q,∇A−10 ϑ˜ 〉− σ−1‖ϑ˜‖2 − 〈q,∇A−10 χ˜t 〉+ ∥∥A−1/20 ∇ · q∥∥2. (2.29)
Let us discuss first the case σ > 0. Then, multiply (2.28) by γ1 and (2.29) by γ2, γ1 > 0 and
γ2 > 0 to be chosen later, and sum both the obtained expressions to (2.27). Note also that, by the
Poincaré inequality and (2.5), for some κ1 > 0 depending only on Ω , we have
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〈
φ′(χ)∇χ˜ ,∇χ˜ 〉− 2γ1〈ϑ˜,Aχ˜〉
−(β + 2γ1c4)‖∇χ˜‖2 − γ1‖Aχ˜‖2 − (βκ1 + γ1)‖ϑ˜‖2. (2.30)
Additionally, for some κ2 > 0 depending also only on Ω , we get
−σ−1〈q,∇A−10 ϑ˜ 〉− 〈q,∇A−10 χ˜t 〉 σ−12 ‖ϑ˜‖2 +
∥∥A−1/20 χ˜t∥∥2 + κ2(1 + σ−1)‖q‖2. (2.31)
Then, let us introduce the functional
Ψσ (ϑ˜,q, χ˜ , χ˜t ) = ‖ϑ˜‖2 + σ‖q‖2 +
∥∥A−1/20 χ˜t∥∥2 + ‖∇χ˜‖2
+ 2β〈A−1/20 χ˜t ,A−1/20 χ˜ 〉+ β∥∥A−1/20 χ˜∥∥2 + αβ‖χ˜‖2 + 2〈Φ(χ),1〉
+ γ1
(
2〈χ˜t , χ˜〉 + ‖χ˜‖2 + α‖∇χ˜‖2
)+ γ2〈q,∇A−10 ϑ˜ 〉, (2.32)
and, recalling (2.30) and (2.31), let us choose, in turn, γ2 so small that
max
{
2γ2, γ2κ2
(
1 + σ−1)} 1,
and then β and γ1 so small that β  1/2, γ1c4  β/4, and (βκ1 + γ1)  γ2σ−1/4. Then, Ψσ
fulfills the inequality
d
dt
Ψσ (ϑ˜,q, χ˜ , χ˜t )+ c
(
σ−1γ2‖ϑ˜‖2 + ‖q‖2 +
∥∥A−1/20 χ˜t∥∥2 + α‖χ˜t‖2 + β‖∇χ˜‖2)+ γ1‖Aχ˜‖2
 C
(
β + cβe−t
)
. (2.33)
Moreover, possibly choosing a smaller γ2 (and consequently smaller β and γ1), we find
Ψσ
(
ϑ˜(t),q(t), χ˜(t), χ˜t (t)
)
 Cβ
(∥∥ϑ(t)∥∥2 + σ∥∥q(t)∥∥2 + ∥∥χ(t)∥∥2
V
+ ∥∥χt (t)∥∥2V ∗)−C, ∀t  0, (2.34)
where we stress once more that the constants C are allowed to depend on the spatial averages of
the initial data specified in (2.17). On the other hand, on account of (2.1), (2.2) and (2.7)–(2.10),
and recalling notation (2.21), we find R0 > 0 such that
Ψσ (ϑ˜0,q0, χ˜0, χ˜1)R0.
Using then [22, Lemma 2.1], we deduce that there exists t0 = t0(R0) > 0 such that, for all t  t0,
Ψσ
(
ϑ˜(t),q(t), χ˜(t), χ˜t (t)
)
R,
where R is independent of R0. Thus, recalling (2.34), we deduce that
∥∥(ϑ(t),q(t),χ(t),χt (t))∥∥2 C(R0), (2.35)Hσ
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T and letting T go to ∞ we also get the integral control
∞∫
t
(∥∥q(τ )∥∥2 + ∥∥χt (τ )∥∥2V ∗ + α∥∥χt (τ )∥∥2)dτ  C(R0). (2.36)
Then, using (2.35) and (2.36), from (2.29) we deduce
∞∫
t
∥∥ϑ˜(τ )∥∥2 dτ  C(R0),
so that (2.16) is proved. In addition, integrating (2.33) from t to t + 1, we then find (2.18).
The case σ = 0 is simpler. We can take the functional
Ψ0(ϑ˜, χ˜ , χ˜t ) = ‖ϑ˜‖2 +
∥∥A−1/20 χ˜t∥∥2 + ‖∇χ˜‖2 + 2β〈A−1/20 χ˜t ,A−1/20 χ˜ 〉
+ β∥∥A−1/20 χ˜∥∥2 + αβ‖χ˜‖2 + 2〈Φ(χ),1〉+ γ1(2〈χ˜t , χ˜〉 + ‖χ˜‖2 + α‖∇χ˜‖2),
and observe that
d
dt
Ψ0(ϑ˜, χ˜ , χ˜t )+ c
(‖∇ϑ˜‖2 + ∥∥A−1/20 χ˜t∥∥2 + α‖χ˜t‖2 + β‖∇χ˜‖2)+ γ1‖Aχ˜‖2
 C
(
β + cβe−t
)
.
Then we can argue as above.
Estimate (2.19) is standard, provided that α > 0. Indeed, it suffices to write down problem
(2.6) for the difference of two solutions (ϑi,qi , χi), i = 1,2, and then multiply the first equation
by ϑ1 −ϑ2, the second one by q1 − q2, and the third one by A−10 (χ˜1 − χ˜2)t . Using the Gronwall
Lemma and taking (2.2) into account, one easily gets the wanted estimate (see, e.g., [6] or [22]
for the isothermal case). 
From Theorem 2.1 and its proof we deduce that, letting
Xδσ =
{(
z1, z2, z3, z4
) ∈Hσ : ∣∣〈z1 + z3,1〉∣∣+ ∣∣〈z3 + z4,1〉∣∣ δ} (2.37)
for some δ  0, endowed with the metric induced by the norm of Hσ , and setting(
ϑ(t),q(t),χ(t),χt (t)
)=: Sσ (t)(ϑ0,q0, χ0, χ1), ∀t  0,
and for (ϑ0,q0, χ0, χ1) ∈ Hσ , we have that Sσ (t) is a strongly continuous semigroup on Hσ .
Moreover, its restriction Sδσ (t) to Xδσ admits a bounded absorbing set. Similarly, we can define a
strongly continuous dissipative semigroup Sδ0(t) on X
δ
0. Summing up, we have
Corollary 2.2. Let (2.1)–(2.5) hold. For any given σ ∈ [0,1] and δ  0, the semigroup Sδσ (t)
acting on Xδσ has a bounded absorbing set.
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Here we prove
Theorem 3.1. Let (2.1)–(2.5) hold and suppose α > 0. If σ ∈ (0,1] and (ϑ0,q0, χ0, χ1) satisfies
(2.7)–(2.10), then, indicating by (ϑ,q, χ) the corresponding solution to (2.6)–(1.4) given by
Theorem 2.1, the orbit
⋃
t0(ϑ(t),q(t),χ(t),χt (t)) is precompact inHσ . Moreover, there holds
∥∥ϑ(t)− 〈ϑ0 − χ1,1〉∥∥→ 0, (3.1)∥∥q(t)∥∥→ 0, (3.2)∥∥χt (t)∥∥V ∗ → 0, (3.3)
as t goes to ∞, and the ω-limit set ω(ϑ0,q0, χ0, χ1) consists only of equilibrium points of the
form (ϑ∞,0, χ∞,0) where (ϑ∞, χ∞) satisfies (1.6). Similar results hold when σ = 0.
Proof. On account of [41], observe first that, thanks to (2.2), (2.5), and (2.16), we can choose
 > c4 large enough, and depending on the norms of the initial data, such that
1
2
‖∇z‖2 + (− 2c4)‖z‖2 −
〈
φ′
(
χ(t)
)
z, z
〉
 0, (3.4)
for all z ∈ V and every t  0. Consequently, we set
ψ(r) = φ(r)+ r, ∀r ∈R.
Then, we split the solution to (2.6) in this way
(ϑ,q, χ) = (ϑd,qd ,χd)+ (ϑc,qc, χc),
where ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
〈(
ϑd + χd)
t
, v
〉− 〈qd,∇v〉= 0, in (0,∞),〈
σqdt + qd,v
〉= 〈ϑd,∇ · v〉, in (0,∞),〈
χdtt + χdt ,w
〉+ 〈Aχd +ψ(χ)−ψ(χc)+ αχdt − ϑd,Aw〉= 0, in (0,∞),
ϑd(0) = ϑ˜0, σqd(0) = σq0, χd(0) = χ˜0, χdt (0) = χ˜1, in Ω ,
(3.5)
and
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
〈(
ϑc + χc)
t
, v
〉− 〈qc,∇v〉= 0, in (0,∞),〈
σqct + qc,v
〉= 〈ϑc,∇ · v〉, in (0,∞),〈
χctt + χct ,w
〉+ 〈Aχc +ψ(χc)+ αχct − ϑc,Aw〉= 〈χ,Aw〉, in (0,∞),
ϑc(0) = 〈ϑ0,1〉, σqc(0) = 0, χc(0) = 〈χ0,1〉, χct (0) = 〈χ1,1〉, in Ω ,
(3.6)
for all v ∈ V , v ∈ V0, and w ∈ D(A).
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to ∞, while (ϑc,qc, χc,χct ) is bounded in a space which is compactly embedded in Hσ , uni-
formly in time.
Let us prove first that, for any t  s  0 and every  > 0, there holds
α
t∫
s
∥∥χct (τ )∥∥2 dτ (t − s)+ C . (3.7)
This estimate combined with (2.16) will allow us to use a suitable version of the Gronwall
Lemma.
Let us take v = ϑ˜c in the first equation of (3.6), v = qc in the second equation, and w = A−10 χ˜ ct
in the third one. Then we obtain
d
dt
(∥∥ϑ˜c∥∥2 + σ∥∥qc∥∥2 + ∥∥A−1/20 χ˜ ct ∥∥2 + ∥∥∇χ˜ c∥∥2 + 2〈Ψ (χc),1〉− 2〈χ, χ˜c〉)
+ 2∥∥qc∥∥2 + 2∥∥A−1/20 χ˜ ct ∥∥+ 2α∥∥χ˜ ct ∥∥2
= 2〈ψ(χc), 〈χt ,1〉〉− 2〈χt , χ˜c〉. (3.8)
Here Ψ is a primitive of ψ . Observe first that it is not difficult to realize that an estimate similar
to (2.16) holds for (ϑc,qc, χc,χct ) as well. Therefore, on account of (2.2) and (2.20), we have,
for any  > 0 and any t  0,
2
〈
ψ
(
χc(t)
)
,
〈
χt (t),1
〉〉− 2〈χt (t), χ˜ c(t)〉 2 + C

(∥∥χt (t)∥∥2 +e−t).
Therefore, (3.7) follows from integrating (3.8) with respect to time from s to t , using the above
inequality and (2.16), recalling that α > 0, and observing that (cf. (2.20))〈
χct (t),1
〉= 〈χ1,1〉e−t .
In order to prove the exponential decay of (ϑd,qd ,χd,χdt ), we first note that (cf. (2.17))〈
ϑd(t),1
〉= 〈χd(t),1〉= 0, ∀t  0, (3.9)
so that ϑd = ϑ˜d and χd = χ˜d .
We now argue as to get (2.32), namely, we take v = ϑd in the first equation, v = qd in the
second equation, and w = A−10 (χdt + βχd), with some β > 0 which will be chosen later on.
Then, we add the functional γ 〈qd,∇A−1ϑd〉 with γ > 0. Thus, recalling (2.29), we obtain
d
dt
(∥∥ϑd∥∥2 + σ∥∥qd∥∥2 + ∥∥A−1/20 χdt ∥∥2 + ∥∥∇χd∥∥2 + 2β〈A−1/20 χdt ,A−1/20 χd 〉
+ β∥∥A−1/20 χd∥∥2 + αβ∥∥χd∥∥2 + γ 〈qd,∇A−1ϑd 〉+ 2〈ψ(χ)−ψ(χc), χd 〉
− 〈ψ ′(χ)χd,χd 〉)+ 2∥∥qd∥∥2 + 2(1 − β)∥∥A−1/20 χdt ∥∥2 + 2α∥∥χdt ∥∥2 + γσ
〈
qd,∇A−10 ϑd
〉
+ γ ∥∥ϑd∥∥2 + γ 〈qd,∇A−10 χdt 〉− γ ∥∥A−1/20 ∇ · qd∥∥2 + 2β∥∥∇χd∥∥2σ
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= 2〈(ψ ′(χ)−ψ ′(χc))χct , χd 〉− 〈ψ ′′(χ)χt , (χd)2〉. (3.10)
Observe that, owing to (2.1), (2.16), and (2.20), we have
2
〈(
ψ ′(χ)−ψ ′(χc))χct , χd 〉− 〈ψ ′′(χ)χt , (χd)2〉
C
(‖χt‖ + ∥∥χct ∥∥)∥∥∇χd∥∥2
 β
∥∥∇χd∥∥2 +Cβ(‖χt‖2 + ∥∥χct ∥∥2)∥∥∇χd∥∥2. (3.11)
On the other hand, setting
Λd =
∥∥ϑd∥∥2 + σ∥∥qd∥∥2 + ∥∥A−1/20 χdt ∥∥2 + ∥∥∇χd∥∥2 + 2β〈A−1/20 χdt ,A−1/20 χd 〉
+ β∥∥A−1/20 χd∥∥2 + αβ∥∥χd∥∥2 + γ 〈qd,∇A−1ϑd 〉
+ 2〈ψ(χ)−ψ(χc), χd 〉− 〈ψ ′(χ)χd,χd 〉,
and observing that (cf. (2.5) and (3.4))
2
〈
ψ(χ)−ψ(χc), χd 〉− 〈ψ ′(χ)χd,χd 〉 (− 2c4)∥∥χd∥∥2 − 〈φ′(χ)χd,χd 〉−12
∥∥∇χd∥∥2,
we have that, for β and γ small enough,
1
4
∥∥(ϑd,qd,χd,χdt )∥∥2Hσ Λd  C∥∥(ϑd,qd,χd,χdt )∥∥2Hσ . (3.12)
Moreover, possibly choosing β and γ smaller than before, and using (3.11), from (3.10) we infer
d
dt
Λd + cβ,γΛd  Cβ,γ
(‖χt‖2 + ∥∥χct ∥∥2)Λd.
Thus, on account of (2.16) and (3.7), we can apply the Gronwall Lemma reported, e.g., in [13,
Lemma 2.1] and deduce the exponential decay of Λd , so that (cf. (2.20) and (3.12))
∥∥(ϑd(t),qd(t),χd(t),χdt (t))∥∥Hσ C(R)e−ct , (3.13)
provided that ‖(ϑ0,q0, χ0, χ1)‖Hσ R.
Moreover, taking w = χd in the third equation of (3.5), we obtain (cf. (2.28))
d
dt
(
2
〈
χdt ,χ
d
〉+ ∥∥χd∥∥2 + α∥∥∇χd∥∥2)
− 2∥∥χdt ∥∥2 + 2∥∥Aχd∥∥2 + 2〈ψ(χ)−ψ(χc),Aχd 〉− 2〈ϑd,Aχd 〉= 0,
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d
dt
(
2
〈
χdt ,χ
d
〉+ ∥∥χd∥∥2 + α∥∥∇χd∥∥2)+ ∥∥Aχd∥∥2  C(1 + ∥∥χdt ∥∥2).
On account of (2.36) and (3.7), we have
sup
t0
t+1∫
t
∥∥χdt (τ )∥∥2 dτ C,
so that there holds the additional bound
sup
t0
t+1∫
t
∥∥Aχd(τ)∥∥2 dτ  C. (3.14)
We now consider (3.6). Taking v = Aϑc in the first equation, v = −∇∇ · qc in the second one
(this procedure is just formal at this stage, but could be made rigorous through an approximation),
and adding together the resulting identities, we obtain
d
dt
(∥∥∇ϑc∥∥2 + σ∥∥∇ · qc∥∥2)+ 2〈χct ,Aϑc〉+ 2∥∥∇ · qc∥∥2 = 0. (3.15)
We also have (cf. (2.29))
d
dt
〈
qc,∇ϑc〉= 〈qct ,∇ϑc〉+ 〈qc,∇ϑct 〉
= −σ−1〈qc,∇ϑc〉− σ−1∥∥∇ϑc∥∥2 − 〈qc,∇χct 〉+ ∥∥∇ · qc∥∥2. (3.16)
Let us now take w = χct + βχc in the third equation. We find
d
dt
(∥∥χct ∥∥2 + ∥∥Aχc∥∥2 + 2β〈χct , χc〉+ β∥∥χc∥∥2 + αβ∥∥∇χc∥∥2 + 2〈ψ(χc),Aχc〉)
+ 2(1 − β)∥∥χct ∥∥2 + 2α∥∥∇χct ∥∥2 + 2β∥∥Aχc∥∥2 + 2β〈ψ(χc),Aχc〉− 2〈ϑc,Aχct 〉
− 2β〈ϑc,Aχc〉− 2〈ψ ′(χc)χct ,Aχc〉= 〈∇χ,∇(χct + βχc)〉. (3.17)
Observe that, on account of (2.16),
〈
ψ ′
(
χc
)
χct ,Aχ
c
〉
C
(
1 + ∥∥χc∥∥2
L6(Ω)
)∥∥χct ∥∥L6(Ω)∥∥Aχc∥∥
C
∥∥χct ∥∥V ∥∥Aχc∥∥. (3.18)
Therefore, setting
Λc =
∥∥∇ϑc∥∥2 + σ∥∥∇ · qc∥∥2 + ∥∥χct ∥∥2 + ∥∥Aχc∥∥2 + 2β〈χct , χc〉
+ β∥∥χc∥∥2 + αβ∥∥∇χc∥∥2 + 2〈ψ(χc),Aχc〉+ γ 〈qc,∇ϑc〉,
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d
dt
Λc + cβ,γΛc Cβ,γ
(
1 + ∥∥Aχc∥∥2).
Then, on account of (2.18) and (3.14), we obtain the uniform boundedness of Λc which implies
∥∥∇ϑc(t)∥∥2 + σ∥∥∇ · qc(t)∥∥2 + ∥∥χct (t)∥∥2 + ∥∥Aχc(t)∥∥2  C, ∀t  0. (3.19)
The second equation of (3.6) can now be written in the strong form, namely,
σqct + qc = −∇ϑc, a.e. in Ω × (0,∞),
so that
σ
(∇ × qc)
t
+ ∇ × qc = 0, a.e. in Ω × (0,∞),
and, since (∇ × qc)(0) = 0, we have (∇ × qc)(t) = 0 for any t  0. Consequently, thanks
to (3.19), ‖qc(t)‖V is uniformly bounded as well.
Summing up, we have shown that a given trajectory originating from Hσ is a sum of an ex-
ponentially decaying part and a term which belongs to a closed bounded subset of Vσ . Therefore
the trajectory is precompact in Hσ and, due to the integral controls of (2.16) and to (2.17), we
infer (3.1)–(3.3). Finally, it is not difficult to prove that
ω(ϑ0,q0, χ0, χ1) ⊆
{
(ϑ∞,0, χ∞,0): (ϑ∞, χ∞) satisfies (1.6)
}
.
The case σ = 0 is easier. In fact, arguing as in the isothermal case (see [6]), we can prove the
bound
∥∥(ϑ(t),χ(t),χt (t))∥∥2V0  C, ∀t  t1 = t1(R) > 0,
provided that ‖(ϑ0, χ0, χ1)‖H0  R. Hence the trajectory is precompact in H0 and we can con-
clude as above. 
From the proof of Theorem 3.1, we deduce that the semigroup Sδσ (t) has a bounded attracting
set in Vσ , for any σ ∈ (0,1], while Sδ0(t) has a compact absorbing set. Therefore we have (see,
e.g., [30,49])
Corollary 3.2. For each σ ∈ [0,1] and δ  0, the semigroup Sδσ (t) has a connected global at-
tractor Aδσ which is bounded in Vσ .
Remark 3.3. The above result is a first, but essential, step toward the construction of a family of
exponential attractors which is stable (robust) with respect to σ and, possibly, to ε (see [22] for
the isothermal case). This might be the subject of a future investigation.
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Let us set
E(v) = 1
2
‖∇v‖2 + 〈Φ˜(v),1〉
for any v ∈ V 10 , where
Φ˜(y) =
y∫
0
φ˜(ξ) dξ, ∀y ∈R,
and
φ˜(y) = φ(y + 〈χ0 + χ1,1〉), ∀y ∈R. (4.1)
The version of the Łojasiewicz–Simon inequality we need is the following (see Appendix A)
Lemma 4.1. Suppose that φ is real analytic and assume (2.2) and (2.5). Let v∞ ∈ V 20 be such
that
A
(
A0v∞ + φ˜(v∞)
)= 0. (4.2)
Then there exist ρ ∈ (0, 12 ), η > 0, and a positive constant L such that∣∣E(v)−E(v∞)∣∣1−ρ  L∥∥A0v + φ˜(v)− 〈φ˜(v),1〉∥∥V −10 , (4.3)
for all v ∈ V 10 such that ‖v − v∞‖V 10  η.
Then we prove
Theorem 4.2. Let the assumptions of Lemma 4.1 hold and let α > 0 and σ > 0 be fixed. If
(ϑ0,q0, χ0, χ1) satisfies (2.7)–(2.10), then the trajectory (ϑ(t),q(t),χ(t),χt (t)) originated from
(ϑ0,q0, χ0, χ1) is such that
ω(ϑ0,q0, χ0, χ1) =
{
(ϑ∞,0, χ∞,0)
}
, (4.4)
where (ϑ∞, χ∞) satisfies ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ϑ∞ = |Ω|−1
∫
Ω
(ϑ0 − χ1),
∫
Ω
χ∞ =
∫
Ω
(χ1 + χ0),
A
(
Aχ + φ(χ ))= 0.
(4.5)∞ ∞
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lim
t→∞
∥∥χ(t)− χ∞∥∥V = 0, (4.6)
and there exist t∗ > 0 and a positive constant C such that
∥∥ϑ(t)− ϑ∞∥∥V ∗ + ∥∥χ(t)− χ∞∥∥V ∗  Ct− ρ1−2ρ , ∀t  t∗. (4.7)
If σ = 0 a similar result hold.
Proof. Let us set σ = 1 for simplicity. On account of Theorem 3.1, we consider
(ϑ∞,0, χ∞,0) ∈ ω(ϑ0,q0, χ0, χ1),
and we observe first that (3.1)–(3.3) hold and (ϑ∞, χ∞) fulfills (4.5).
On account of (2.17), we can rewrite (2.22) in the form⎧⎪⎨
⎪⎩
〈
(ϑ˜ + χ˜ )t , v
〉− 〈q,∇v〉 = 0, in (0,∞),
〈σqt + q,v〉 = 〈ϑ˜,∇ · v〉, in (0,∞),
〈χ˜tt + χ˜t ,w〉 +
〈
A0χ˜ + φ˜(χ˜)+ αχ˜t − ϑ˜,Aw
〉= 〈h(χ˜),Aw〉, in (0,∞),
(4.8)
for all v ∈ V , v ∈ V0, and w ∈D(A). Here we have set (cf. (4.1))
h(χ˜) = φ˜(χ˜)− φ˜(χ˜ − 〈χ1, e−t 〉), ∀r ∈R, ∀t  0. (4.9)
Arguing as in the proof of Theorem 2.1 (cf. (2.23)), we find
d
dt
L(ϑ˜(t),q(t), χ˜(t), χ˜t (t))= −∥∥q(t)∥∥2 − ∥∥χ˜t (t)∥∥2V ∗ − α∥∥χ˜t (t)∥∥2 + 〈h(χ˜ (t)), χ˜t (t)〉, (4.10)
where
L(ϑ˜(t),q(t), χ˜(t), χ˜t (t))
= 1
2
(∥∥ϑ˜(t)∥∥2 + ∥∥q(t)∥∥2 + ∥∥∇χ˜ (t)∥∥2 + 2〈Φ˜(χ˜ (t)),1〉+ ∥∥χ˜t (t)∥∥2V ∗). (4.11)
Note that, due to (2.1), (2.2), (2.16) and (4.9), there holds
〈
h
(
χ˜ (t)
)
, χ˜t (t)
〉
 Cαe−2t + α2
∥∥χ˜t (t)∥∥2,
using also the Young inequality. Therefore, from (4.10) we deduce
d
dt
L(ϑ˜(t),q(t), χ˜(t), χ˜t (t))
−∥∥q(t)∥∥2 − ∥∥χ˜t (t)∥∥2V ∗ − α2
∥∥χ˜t (t)∥∥2 +Cαe−2t , (4.12)
for all t  0.
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d
dt
(L+μ〈q,∇A−10 ϑ˜ 〉)+ ‖q‖2 + ‖χ˜t‖2V ∗ + α‖χ˜t‖2 +μ‖ϑ˜‖2
+μ〈q,∇A−10 ϑ˜ 〉+μ〈q,∇A−10 χ˜t 〉−μ∥∥A−1/20 ∇ · q∥∥2 = 〈h(χ˜), χ˜t 〉, (4.13)
for some μ> 0 to be chosen below.
Following a well-known strategy (see, e.g., [12,36]) we consider the functional
G(t) = 〈A−10 χ˜t ,A−10 (A0χ˜ + φ˜(χ˜)− φ˜(χ˜))〉, t  0,
where
φ˜(χ˜) = 〈φ˜(χ˜),1〉,
and we observe that
d
dt
G = 〈A−10 χ˜tt ,A−10 (A0χ˜ + φ˜(χ˜)− φ˜(χ˜) )〉+ 〈A−10 χ˜t ,A−10 (A0χ˜t + φ˜′(χ˜)χ˜t − φ˜′(χ˜)χ˜t )〉
= −〈A−10 χ˜t ,A−10 (A0χ˜ + φ˜(χ˜)− φ˜(χ˜) )〉− ∥∥A−1/20 (A0χ˜ + φ˜(χ˜)− φ˜(χ˜) )∥∥2
− α〈χ˜t ,A−10 (A0χ˜ + φ˜(χ˜)− φ˜(χ˜) )〉+ 〈ϑ˜,A−10 (A0χ˜ + φ˜(χ˜)− φ˜(χ˜) )〉
+ 〈h(χ˜),A−10 (A0χ˜ + φ˜(χ˜)− φ˜(χ˜) )〉+ ∥∥A−1/20 χ˜t∥∥2
+ 〈A−10 χ˜t ,A−10 (φ˜′(χ˜)χ˜t − φ˜′(χ)χ˜t )〉. (4.14)
Observe that (cf. (2.2))
〈
A−10 χ˜t ,A
−1
0
(
φ˜′(χ˜)χ˜t − φ˜′(χ˜)χ˜t
)〉
 C
∥∥A−1/20 χ˜t∥∥2. (4.15)
Then, from (4.13) and (4.14), using the Young inequality, we find (cf. also (4.9), (4.11), and
(4.15))
d
dt
M+Cμ,νN 2  0, (4.16)
for μ> 0 and ν > 0 sufficiently small, where
M(t) = 1
2
(‖ϑ˜‖2 + ‖q‖2 + ‖χ˜t‖2V ∗)+E(χ˜)−E(χ˜∞)+μ〈q,∇A−10 ϑ˜ 〉
+ νG +Cα,νe−2t , (4.17)
N 2(t) = ∥∥q(t)∥∥2 + ∥∥χ˜t (t)∥∥2V ∗ +μ∥∥ϑ˜(t)∥∥2 + ν∥∥A0χ˜ (t)+ φ˜(χ˜ (t))− φ˜(χ˜ (t)) ∥∥2V−10 , (4.18)
for all t  0.
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Σ =
{
t  0:
∥∥χ˜ (t)− χ˜∞∥∥V 10  η3
}
where η is given by Lemma 4.1. Then, for every t ∈ Σ , define
τ(t) = sup
{
t ′  t : sup
s∈[t,t ′]
∥∥χ˜ (s)− χ˜∞∥∥V 10  η
}
,
and observe that τ(t) > t , for every t ∈ Σ .
Recalling (3.1)–(3.3), let t0 ∈ Σ be large enough such that∥∥ϑ˜(t)∥∥+ ∥∥q(t)∥∥+ ∥∥χ˜t (t)∥∥V ∗  1, ∀t  t0, (4.19)
and set
J = [t0, τ (t0)),
J1 =
{
t ∈ J : N (t) > e−2(1−ρ)t},
J2 = J \ J1.
From (4.16), we have that M is decreasing, therefore it is constant on ω(ϑ0,q0, χ0, χ1). In
addition, there holds
d
dt
(∣∣M(t)∣∣ρ sgnM(t))= ρ∣∣M(t)∣∣ρ−1 d
dt
M(t), ∀t  0, (4.20)
so that |M|ρ sgnM is decreasing as well.
Observe now that, for every t ∈ J1, thanks to (4.3) and (4.19), we have
∣∣M(t)∣∣1−ρ  CN (t),
possibly choosing μ and ν even smaller than before. Then, on account of (4.16) and (4.20), we
infer
∫
J1
N (t) dt −C
τ(t0)∫
t0
d
dt
(∣∣M(t)∣∣ρ sgnM(t))dt
 C
(∣∣M(t0)∣∣ρ + ∣∣M(τ(t0))∣∣ρ), (4.21)
where we mean that |M(τ (t0))| = 0 if τ(t0) = ∞. On the other hand, we easily get∫
J2
N (t) dt  Ce−2(1−ρ)t0 .
Therefore ‖χ˜t (·)‖V ∗ is integrable over J and
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t0∈Σ, t0→∞
τ(t0)∫
t0
∥∥χ˜t (t)∥∥V ∗ dt
 c lim sup
t0∈Σ, t0→∞
(∣∣M(t0)∣∣ρ + ∣∣M(τ(t0))∣∣ρ +Ce−2(1−ρ)t0)= 0. (4.22)
Notice that, for every t ∈ J ,
∥∥χ˜(t)− χ˜∞∥∥V ∗ 
t∫
t0
∥∥χ˜t (s)∥∥V ∗ ds + ∥∥χ˜ (t0)− χ˜∞∥∥V ∗ . (4.23)
Suppose now that τ(t0) < ∞ for any t0 ∈ Σ . Then, by definition,
∥∥χ˜(τ(t0))− χ˜∞∥∥V 10 = η, ∀t0 ∈ Σ.
Consider an unbounded sequence {tn}n∈N ⊂ Σ with the property
lim
n→∞
∥∥χ˜(tn)− χ˜∞∥∥V 10 = 0.
By compactness, we can find a subsequence {tnk }k∈N and an element v∞ ∈ D(A) such that
(ϑ∞,0, v∞,0) ∈ ω(ϑ0,q0, χ0, χ1), ‖v˜∞ − χ˜∞‖V 10 = η, and
lim
k→∞
∥∥χ˜(τ(tnk ))− v˜∞∥∥V 10 = 0.
Then, owing to (4.22) and (4.23), we deduce the contradiction
0 < ‖v˜∞ − χ˜∞‖V ∗  lim sup
k→∞
( τ(tnk )∫
tnk
∥∥χ˜t (s)∥∥V ∗ ds + ∥∥χ˜ (tnk )− χ˜∞∥∥V ∗
)
= 0.
Hence, τ(t0) = ∞ for some t0 > 0 large enough and, recalling (2.20), we can deduce that
‖χt (·)‖V ∗ is indeed integrable over (t0,∞). This yields (4.6) by precompactness. On the other
hand, on account of (3.1)–(3.3), (4.4) holds as well. Finally, arguing as in [25], we can prove that
∞∫
t
N (τ ) dτ  Ct− ρ1−2ρ , ∀t  t∗, (4.24)
for some t∗ > 0. This entails (cf. (2.20) and (4.18))
∞∫ ∥∥χt (τ )∥∥V ∗ dτ  Ct− ρ1−2ρ , ∀t  t∗.
t
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Recalling now (2.20), setting v = 1 in the first equation of (2.6), and integrating from t to ∞, we
obtain
〈
ϑ(t),1
〉− ϑ∞ = 〈χ1,1〉e−t . (4.26)
Therefore, integrating the first equation of (2.22) with respect to time from t  t∗ to ∞, we
deduce
〈−ϑ˜(t)+ χ˜∞ − χ˜ (t), v〉=
∞∫
t
〈
q(τ ),∇v〉dτ,
so that, on account of (4.18), (4.24), and (4.25), we infer
∥∥ϑ˜(t)∥∥
V ∗  Ct
− ρ1−2ρ , ∀t  t∗. (4.27)
Therefore, rate estimate (4.7) is a consequence of (4.25)–(4.27). In the case σ = 0 we can proceed
in a similar (actually, simpler) way, noting that q = −∇ϑ . 
Remark 4.3. The decay estimate (4.7) for ϑ can be slightly improved. Actually, using the de-
composition
∥∥ϑ(t)− ϑ∞∥∥2  2∥∥ϑd(t)∥∥2 + 2∥∥ϑc(t)− ϑ∞∥∥2, (4.28)
we see that, by (3.13), the first term decays exponentially. Concerning the latter, one can use
(3.19), (4.27) and the interpolation inequality ‖v‖2  c‖v‖V ‖v‖V ∗ , holding for all v ∈ V . Thus,
(4.28) eventually gives
∥∥ϑ(t)− ϑ∞∥∥ Ct− ρ2−4ρ , ∀t  t∗. (4.29)
Appendix A
This section is devoted to demonstrate Lemma 4.1. Let us introduce the functional
E(v) =
∫
Ω
(
1
2
|∇v|2 + Φ˜(v)
)
dx,
defined on the space V 10 . As before, we assume |Ω| = 1. The differential operator associated
with the gradient ∂E does not conserve null mean functions. Hence the version of the Ło-
jasiewicz theorem given in [32] is not applicable directly. This problem was solved in [19], but
[19, Assumption 5] is not exactly satisfied here. Our proof, essentially given for the reader’s con-
venience, follows the lines of [11] based on a general version of the Łojasiewicz–Simon theorem
obtained in [9].
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Av∞ + φ˜(v∞)− φ˜(v∞) = 0. (A.1)
Moreover, v∞ is a critical point of E on V 10 . Indeed, it is easy to check that, owing to our
hypotheses, E is continuously differentiable on V 10 , and
∂E(v∞)h =
∫
Ω
(∇v∞ · ∇h+ φ˜(v∞)h)dx
=
∫
Ω
(∇v∞ · ∇h+ φ˜(v∞)h− φ˜(v∞)h)dx, (A.2)
for all h ∈ V 10 .
We recall that the dual space (V 10 )
∗ is the space of classes
[f ] = {f + g; g ∈ V ∗, 〈〈g,V 10 〉〉= 0}, f ∈ V ∗,
where 〈〈·,·〉〉 stands for the duality between V ∗ and V , endowed with the norm
∥∥[f ]∥∥
(V 10 )
∗ = inf
g∈V ∗, 〈g,V 10 〉=0
‖f + g‖V ∗ = inf
c∈R‖f + c‖V ∗ = ‖f − f ‖V ∗ .
Consider the mapping F :V 20 → H0, F = ∂E|V 20 defined by
F(v) = A0v + φ˜(v)− φ˜(v).
By virtue a well-known Sobolev embedding theorem, we have that v∞ ∈ V 20 ⊂ L∞(Ω),
and, due to our assumptions, we can find a neighborhood U(v∞) in the space V 20 such that
F :U(v∞) → H0 is analytic. Further, A0 :V 10 → (V 10 )∗ and A0 :V 20 → H0 have compact resol-
vents. Observe now that, when ∂2E :V 10 → Lin[V 10 , (V 10 )∗], then
〈〈
∂2E(v)[w], z〉〉= ∫
Ω
φ˜′(v)wzdx +
∫
Ω
∇w · ∇z dx. (A.3)
In addition, we have
∂2E = ∂F :V 20 → Lin
[
V 20 ,H0
]
, ∂F (v)[w] = A0w + φ˜(v)w − φ˜(v)w.
Hence, in both cases, ∂2E(v∞) can be viewed as a bounded perturbation of A0 restricted to the
respective spaces. It follows that Ker∂2E(v∞) ⊂ V 20 and its range is closed in (V 10 )∗ and H0,
respectively. Moreover, there holds
(
V 10
)∗ = Ker(∂2E(v∞))⊕ Ran(∂2E(v∞)), H0 = Ker(∂2E(v∞))⊕ Ran(∂F (v∞)).
M. Grasselli et al. / J. Differential Equations 239 (2007) 38–60 59Now, we can apply [9, Theorem 3.10] and [9, Corollary 3.11] to obtain
∣∣E(v)−E(v∞)∣∣1−ρ  L∥∥∂E(v)∥∥(V 10 )∗ ,
and, consequently, (4.3). 
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