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SUBSONIC FREE SURFACE WAVES IN LINEAR ELASTICITY
SO¨NKE HANSEN
Abstract. For general anisotropic linear elastic solids with smooth bound-
aries, Rayleigh-type surface waves are studied. Using spectral factorizations of
matrix polynomials, a self-contained exposition of the case of a homogeneous
half-space is given first. The main result is about inhomogeneous anisotropic
bodies with curved surfaces. The existence of subsonic free surface waves is
shown by giving ray series asymptotic expansions, including formulas for the
transport equation.
1. Introduction
Rayleigh (1887) discovered waves which propagate along a plane traction-free
surface of an isotropic and homogeneous elastic solid. The surface wave speeds
are subsonic, that is, they are strictly less than the wave speeds of interior body
waves. Furthermore, the amplitudes attenuate exponentially with distance to the
surface. Synge (1957) raised doubts about existence of Rayleigh-type waves in
anisotropic solids. Stroh (1962) pointed out that these doubts were unfounded, and
he introduced a sextic eigenvalue problem which became useful in the theory of free
surface waves in anisotropic solids. In the early 1970’s, the existence and uniqueness
problem of free surface homogeneous plane waves in a semi-infinite half-space was
settled by Barnett, Lothe, and coworkers. For any given horizontal propagation
direction they showed that there is at most one free surface wave speed, and they
gave criteria for the existence of such waves. Lothe & Barnett (1976) rederived their
results by the surface impedance tensor method. The surface impedance tensor
relates the surface displacement to the surface traction required to sustain it. This
tensor was introduced by Ingebrigtsen & Tonning (1969). Detailed presentations of
the existence and uniqueness results were given by Chadwick & Smith (1977) and
Barnett & Lothe (1985). Much later, Mielke & Fu (2004) simplified some proofs of
the Barnett–Lothe theory by using a Ricatti equation satisfied by the impedance
tensor. A crucial property of the tensor, the positive definiteness of its real part,
follows from an integral identity which, in the original treatments, arises somewhat
magically by averaging over rotations in the plane spanned by the normal to the
surface and the propagation direction. Existence of subsonic free surface waves was
shown by Kamotski˘ı & Kiselev (2009) with a completely different approach based
on the variational principle.
Concerning Rayleigh-type waves in inhomogeneous elastic solids with curved
boundaries, Petrowsky (1945) exhibited the following locality principle: If a sur-
face wave exists, the velocity of its discontinuity at a given point must be equal to
the velocity in the homogeneous elastic half-space which is obtained by freezing the
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elastic parameters at that point. This locality principle is efficiently implemented
by asymptotic ray methods, which substitute, in the high-frequency regime, stan-
dard plane waves by geometrico-optical ‘plane waves’. For inhomogeneous, isotropic
elastic solids with curved boundaries, ray methods involving sums of complex plane
waves were successfully applied to the free surface wave problem by Babich (1961),
Babich & Rusakova (1962), and by Karal, Jr. & Keller (1964). The ray method
works, for smooth data, under assumptions on the geometry and on the elastic pa-
rameters which are less restrictive than those needed for finding analytic solutions.
More importantly, salient features of high-frequency waves such as wave fronts and
amplitudes are captured directly by ray methods. Using the existence and regular-
ity theory of linear hyperbolic equations, as was done by Courant & Lax (1956), one
can correct asymptotic solutions, without changing the important high-frequency
properties, into genuine exact solutions. Gregory (1971) compared some analytic
representations of surface waves and corresponding ray approximations. Rayleigh
surface waves in inhomogeneous, anisotropic elastic bodies were studied with the
complex ray method by Nomofilov (1979). The amplitude of a geometrico-optical
wave is governed by a transport equation which, in the case of free surface waves, is
quite complicated. Efforts to solve the transport equations culminated in the work
of Babich & Kirpichnikova (2004), where detailed formulas for the amplitude and
the Berry phase of a Rayleigh surface wave were obtained.
In the present paper we study Rayleigh-type surface waves in anisotropic elastic
solids with smooth surfaces and smooth inhomogeneities. We give a self-contained
presentation of the theory of Barnett and Lothe, and we incorporate it into a ray
theory. Under the same conditions as for homogeneous half-spaces, the existence of
subsonic free surface waves is proved. Transport equations for leading amplitudes
are established in a way which enables their numerical solution.
Rayleigh wave speeds are frequency dependent if, as happens for coated ma-
terials, material parameters vary significantly over one wavelength; see Destrade
(2007) for the study of a model case. Our analysis does not deal with this dis-
persion phenomenon. As in (Babich & Kirpichnikova, 2004), we restrict attention
to the high-frequency asymptotics of Rayleigh-type surface waves assuming that
the elastic parameters vary slowly in a (thick) surface layer. Dispersive behaviour
related to surface waves, not for Rayleigh waves but for whispering galley modes
associated with gliding rays of a scalar wave equation, has been shown quite re-
cently by Ivanovici, Lebeau and Planchon, (Ivanovici, 2012) and (Ivanovici et al.,
2014).
We use spectral factorizations of the acoustic tensor, which is regarded as a sec-
ond order matrix polynomial in the variable conormal to the boundary. This allows
to conveniently lump together the relevant complex eigenvalues and to avoid some
cumbersome and unnecessary considerations. Moreover, the factorizations reduce
the elastodynamic system, in the subsonic regime, to a first order system. In gen-
eral, when the surface is curved and the solid inhomogeneous, the first order system
is not differential but pseudo-differential. The zero traction boundary problem is
transformed into a pseudo-differential wave equation on the space-time boundary.
The associated principal symbol is the surface impedance tensor. The pseudo-
differential wave equation is only defined microlocally over the subsonic region.
Still it can be treated ray theoretically since it has the structure of a so-called real
principal type system (Dencker, 1982). In the microlocal analysis literature such
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an approach was carried out for the isotropic case by Taylor (1979), where the sub-
sonic region is called the elliptic region because the theory of elliptic boundary value
problems applies in the reduction to the boundary. Nakamura (1991) treated the
Barnett–Lothe method from the point of view of microlocal analysis. The present
paper uses ideas developed in (Hansen & Ro¨hrig, 2004; Hansen, 2011, 2012). Al-
though the spirit and the techniques of microlocal analysis are key to our approach,
we shall give, in order to make the contents readable for a wide audience, a self-
contained presentation except for using few basic results from pseudo-differential
calculus.
The paper is organized as follows. Section 2 recalls the free surface traction
problem in differential geometric tensor notation. In sections 3 and 4 the subsonic
free surface wave theory for homogeneous elastic half-spaces is redeveloped using
division theory of matrix polynomials as the basic tool. In the appendix of the
paper, we give a complete and self-contained presentation of those parts of division
theory which we employ. The remaining sections deal with inhomogeneous solids
with curved boundaries. For the benefit of readers who are not familiar with pseudo-
differential operators, Section 5 contains an account of core properties of pseudo-
differential calculus and its relation to asymptotic expansions. A ray theory for
pseudo-differential systems is developed in Section 6. In Section 7 the displacement
boundary problem is solved for surface displacements concentrated in the subsonic
region. A factorization of the elastodynamic operator is constructed and used in
that section. Theorem 8.1 in Section 8 is our main result on the existence of
Rayleigh-type waves. The transport equation for the leading amplitude of subsonic
free surface waves is treated in some detail in Section 9.
2. Equations of linear elastodynamics
Let B be a linearly elastic body with density ρ > 0 and stiffness tensor C =
[Cijkℓ]. The elasticities satisfy the standard symmetries,
(1) Cijkℓ = Ckℓij = Cjikℓ ,
and the strong convexity property,
(2) Cijkℓǫijǫkℓ > 0 if ǫji = ǫij , ǫ ≡ [ǫij ] 6= 0.
(We use the summation convention, and we denote a point, if at all, by its coordi-
nates x = (x1, x2, x3). A bar denotes complex conjugation.) Since the elasticities
are real, it suffices to assume that (2) holds for symmetric tensors ǫ which are
real. Assumptions (1) and (2) say that C defines an inner product on symmetric
2-tensors.
The strain tensor field ǫ measures the deformation of the geometry of B caused
by an (infinitesimal) displacement u. The geometry is given by the Riemannian
metric tensor G = [Gij ]. Precisely, strain is the symmetrized covariant derivative
of displacement:
ǫkℓ ≡
(
uk;ℓ + uℓ;k
)
/2, uk;ℓ ≡ uk,ℓ − Γjkℓuj.
Here Γikℓ ≡ Gij(Gℓj,k + Gkj,ℓ − Gkℓ,j)/2 are the standard Christoffel symbols of
differential geometry. We precede a coordinate index by a comma or a semicolon to
denote a partial or a covariant derivative, respectively. The stress field, σ = [σij ],
represents forces. It is related to strain via Hooke’s Law:
(3) σij = Cijkℓǫkℓ = C
ijkℓuk;ℓ
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Isotropy is a symmetry property which some elastic bodies have. In this case
the elasticity tensor is given by
Cijkℓ = λGijGkℓ + µ(GikGjℓ +GiℓGjk),
where λ and µ are the Lame´ parameters.
The inverse of G is G−1 = [Gij ]. By raising and lowering indices one switches
between covariant and contravariant components, e.g., ui = Gikuk and uk = Gkju
j.
The metric G defines the length element ds by ds2 = Gij dx
i dxj , and the volume
element dV ≡ √g dx, g ≡ detG.
Let S denote the (smooth) boundary surface of B, dS its surface element, and ν
the interior unit normal field. Assume that B is source-free, and that S is traction-
free. Then the displacement field satisfies the free surface boundary problem:
(4) ρu¨i − σij;j = 0, σijνj |S = 0,
i = 1, 2, 3. The differential equations are the 3× 3 system of elastodynamics. The
equations (4) arise as the Euler equations of the Lagrangian which is the functional
given by
L(u) ≡
∫ ∫
B
(ρu˙iu˙i − σijǫij) dV dt.
The divergence of the stress tensor is
(5) σij;j = σ
ij
,j + Γ
i
kjσ
kj + Γkkjσ
ij = g−1/2
(
g1/2σij
)
,j
+ Γikjσ
kj .
The last equality follows because (log g),j = 2Γ
k
kj .
The differential geometric formulation of elastodynamics, which we just recalled,
does not depend on the choice of a particular coordinate system. Elasticities,
strains, stresses, and displacements transform as tensors under changes of coor-
dinates. No generality is lost when we assume that the surface S agrees, near some
chosen point, with a coordinate plane, e.g., x3 = 0. In the following, we always use
coordinates which are adapted to S in the following sense: The normal coordinate
x3 is the signed distance to S (such that x3 < 0 in the exterior), and the horizontal
coordinates x1 and x2 are constant along the geodesics which intersect the level
surfaces of x3 orthogonally. The horizontal coordinates are completely determined
by their restrictions to S. The metric tensor satisfies G33 = 1 and G3λ = Gλ3 = 0
if λ < 3. The surface area element equals dS =
√
g dx1 dx2, and τ i ≡ σi3 is the
i-th component of the traction τ at a given level surface x3 =constant.
In the study of surface waves, it is useful to separate, in the elastodynamic
equations and in the formula for the traction, differentiations in normal direction
from differentiations in the horizontal (and time) directions. We write
σij;j = C
i3k3uk,33 + (C
i3kλ + Ck3iλ)uk,λ3 + C
iλkµuk,λµ +B
ikℓuk,ℓ + B˜
ikuk,(6)
σi3 = Ci3k3uk,3 + C
i3kλuk,λ − Ci3jℓΓkjℓuk,(7)
where the implied summations are restricted to λ, µ < 3. The coefficients of the
first order derivatives are
Bikℓ = Cijkℓ,j − CiℓmnΓkmn + CjmkℓΓijm + CijmℓΓmmj .
We have no need to know the B˜ik’s explicitly, only their vanishing if the metric
tensor G is constant.
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3. Surface waves in homogeneous half-space
In this section we assume that the elastic solid is homogeneous and occupies a
half-space in Euclidean space. Thus the density, the elasticities, and the metric
tensor are constant. In particular, the Christoffel symbols are zero, and covariant
derivatives are ordinary derivatives.
We use adapted coordinates. Then x3 ≥ 0 corresponds the half-space filled by
the elastic body. The unit normal field ν at S, which points into the interior, has
the components ν1 = ν2 = 0, ν3 = 1.
The equations of the elastodynamic free boundary problem are as follows:
ρu¨i − C 3k3i uk,33 − (C 3kλi + Ck3 λi )uk,λ3 − C λkµi uk,λµ = 0,(8)
C 3k3i uk,3 + C
3kλ
i uk,λ = 0 at x
3 = 0.(9)
Again summation is restricted to λ, µ < 3. We have lowered the index i in order
that the elastodynamic and the traction operators map from covariant to covariant
components.
Interior and reflected plane waves are found with the time-harmonic ansatz
u(x, t) = exp(iκ(ξx− ct))U, ξx ≡ ξjxj , i ≡
√−1,
where κ > 0 is the wave number, c > 0 the wave speed, ξ = [ξj ] the unit prop-
agation direction, and ξ/c the slowness vector, |ξ| = 1. The ansatz satisfies the
elastodynamic system if and only if the amplitude vector U = [Uk] lies in the null
space of the acoustic tensor [C jkℓi ξjξℓ − c2ρδ ki ]. In the special case of isotropy
there are two wave speeds, cS =
√
µ/ρ and cP =
√
(λ+ 2µ)/ρ, the speeds of shear
and pressure waves, respectively. To obtain waves which propagate along the sur-
face, the foregoing ansatz is modified by allowing ξ3 to be complex with positive
imaginary part.
Let η = [ηj ] be a real horizontal unit vector, which means that |η| = 1 and η is
orthogonal to ν, i.e., η3 = 0. Consider the acoustic tensor at η + sν:
A(s) ≡ s2A0 + s(A1 +AT1 ) +A2 − c2ρI.
Here I = [δ ki ] denotes the 3× 3 unit matrix, and
(10) A0 ≡ [C 3k3i ], A1 ≡ [C 3kℓi ηℓ], A2 ≡ [C jkℓi ηjηℓ]
are real 3× 3 matrices; AT1 is the transpose of A1 with respect to the inner product
defined by G. Because of the symmetries of the stiffness tensor C, the matrices
A0, A2, and, for real s, A(s) are symmetric with respect to G. The wave speed
c > 0 is said to be subsonic if A(s) is non-singular for every real s. By the strong
convexity of C, A0 is positive definite, and there exists a positive limiting wave
speed c∞ = c∞(η) such that c is subsonic if and only if c < c∞. Notice that A(s)
is positive definite for real s if c is subsonic.
We use the following time-harmonic ansatz to find surface waves which have
subsonic horizontal slowness η/c:
(11) u(x, t) = exp(iκ(ηx− ct))U(κx3).
The amplitude U(z) at z ≡ κx3 ≥ 0 is to be determined. We introduce the
differential operator DU(z) ≡ −i ddzU(z). The ansatz (11) satisfies equation (8) if
and only if
(12) A0D
2U + (A1 +A
T
1 )DU + (A2 − c2ρI)U = 0
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holds.
The matrix polynomial A(s) satisfies the assumptions of Proposition A.1 in the
appendix. Therefore, there is a unique complex 3 × 3 matrix Q with spectrum in
the complex upper half-plane and such that, with Q∗ denoting the adjoint of Q,
(13) A(s) = (sI −Q∗)A0(sI −Q)
holds for complex s. Now (12) can be rewritten as
(14) (DI −Q∗)A0(DI −Q)U = 0.
An analogous formula holds with Q replaced by a matrix P , which has its spectrum
in the lower complex half-plane. The solutions of DU = PU and DU = QU
span the space of solutions of (12). The solutions of (12), which stay bounded as
κx3 → +∞, are precisely the solutions of DU = QU , which are given by U(z) =
exp(izQ)U(0). Moreover, as z → +∞, these solutions decay exponentially.
Remark 3.1. In the argument above, we cannot take P = Q∗. In fact, if (13) and
A(s) = (sI − Q)A0(sI − Q∗) were to hold simultaneously, Q would be normal,
QQ∗ = Q∗Q. However, for isotropic media an explicit calculation shows that Q is
not normal.
The surface traction of the waves (11) just constructed equals
τ = iκ
(
A0DU(0) +A1U(0)
)
= −κZU(0).
Here Z is the 3× 3 surface impedance tensor,
(15) Z ≡ −i(A0Q+A1),
first introduced by Ingebrigtsen & Tonning (1969). Summarizing, we have found
that, precisely when ZU(0) = 0 holds, the ansatz (11) leads to a solution of (8)
and (9), which decays into the interior. Since Q depends smoothly on the subsonic
wave speed c and on η, so does Z. Suppressing the dependence on η, we often write
Z(c) for the impedance tensor.
In the early 1970’s the problem of uniqueness and existence of subsonic surface
waves in homogeneous half-space was completely solved. The following theorem,
which we reprove in the next section, states the solution in terms of the impedance
tensor.
Theorem 3.1 (Barnett & Lothe). For a given propagation direction, there exists
at most one subsonic free surface wave. A subsonic surface wave exists, if and only
if detZ(c) < 0 holds for some c in the range 0 < c < c∞. The wave speed cR is the
unique solution, in the range 0 < c < c∞, of the secular equation detZ(c) = 0. The
surface displacement of a subsonic surface wave belongs to the null-space of Z(cR).
The null-space of Z(cR) is one-dimensional and contains no non-zero real vector.
4. The surface impedance tensor
The surface impedance tensor method of subsonic surface wave theory, devel-
oped by Ingebrigtsen & Tonning (1969) and Barnett & Lothe (1985), relies on the
following properties of Z.
Proposition 4.1. For 0 ≤ c < c∞ the following hold:
(a) Z(c) is Hermitian.
(b) Z(0) is positive definite.
(c) The real part of Z(c) is positive definite.
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(d) At most one eigenvalue of Z(c) is non-positive.
(e) The derivative dZ(c)/ dc is negative definite.
(f) The limit Z(c∞) ≡ limc↑c∞ Z(c) exists.
Theorem 3.1 follows from Proposition 4.1 combined with arguments of the pre-
vious section. Indeed, it follows from the proposition that the derivative of the
determinant with respect to c is negative at its zeros. Hence detZ(c) = 0 has at
most one zero. Since detZ(0) > 0, a zero c = cR exists if and only if the determi-
nant becomes negative for some subsonic c. The assertions about the null-space of
Z(cR) follow from (c) and (d).
Notice that detZ(c) < 0 holds if and only if cR < c < c∞. Barnett & Lothe
(1985, Theorem 12) state an existence criterion in terms of Z(c∞).
Proof of Proposition 4.1. Following Mielke & Fu (2004), we use the Ricatti equa-
tion
(16) (Z − iAT1 )A−10 (Z + iA1) = A2 − c2ρI.
Observing that Q = iA−10 (Z + iA1), (16) is seen to be equivalent to
A0Q
2 + (A1 +A
T
1 )Q +A2 − c2ρI = 0,
which is the solvency equation (50) of the factorization (13).
Passing to adjoints, one recognizes that (16) also holds when Z is replaced by
Z∗. Subtracting the two Ricatti equations, one obtains
Q∗(Z − Z∗)− (Z − Z∗)Q = 0.
Because Q and Q∗ have disjoint spectra, this Sylvester equation is non-singular.
Hence Z∗ = Z, proving (a).
To prove (e), differentiate (16) with respect to c, and get
iQ∗Z˙ − iZ˙Q = −2cρI, Z˙ ≡ dZ/ dc.
This Lyapunov–Sylvester equation has the unique solution
Z˙ = −2cρ
∫ ∞
0
exp(−isQ∗) exp(isQ) ds,
which is negative definite.
Next we prove the positive definiteness of Z(0) = [Zkℓ]. Assume that w is
a complex vector such that Zkℓwkwℓ ≤ 0. We have to show that w = 0. The
exponentially decaying solution of (12) with surface displacement eiηxw is
u = eiηx exp(ix3Q)w.
Denote by ǫ = [ǫkℓ], ǫkℓ = (∂ℓuk + ∂kuℓ)/2, the strain tensor and by τ = −Z(0)w
the surface traction of the (complex) displacement field u. Integrate the divergence
∂3(C
ijk3ǫijuk) = ∂ℓ(C
ijkℓǫijuk) = C
ijkℓǫijǫkℓ
over the half-line x3 ≥ 0, and get the energy identity∫ ∞
0
Cijkℓǫijǫkℓ dx
3 = −τkwk.
By assumption, the right-hand side is non-positive. Hence, in view of (2), the strain
vanishes on the half-line x3 ≥ 0. In particular,
ǫ11 = iη1u1, ǫ12 = i(η1u2 + η2u1)/2, and ǫ33 = i(Qu)3
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all vanish. Without loss of generality, we assume that η1 6= 0. It follows that
u1 = u2 = 0. Moreover, ∂3|u3|2 = 2Re
(
i(Qu)3u3
)
= 0. Since u3 tends to zero as
x3 →∞, this implies u3 = 0. Therefore w = 0, which proves assertion (b).
Denote by A(s) the polynomial (13). The integral formula for Q, (49) of the
appendix, implies
iZ
∮
γR
A(s)−1 ds =
∮
γR
(sA0 +A1)A(s)
−1 ds,
if the closed contour γR consists, with R > 0 sufficiently large, of the interval
[−R,R] and the arc Reiϕ, 0 ≤ ϕ ≤ π. Notice that A0A(s)−1 = s−2I +O(s−3) as
|s| → ∞. Therefore, letting R→∞, we obtain
(17) iZ
∫ ∞
−∞
A(s)−1 ds = πiI +
∫ ∞
−∞
(sA0 +A1)A(s)
−1 ds,
the integral on the right being a principal value integral. The integrals are real
matrices. Moreover, the integral on the left-hand side of (17) is positive definite.
This proves the assertion (c).
If (d) were not true, then, for some velocity c, the impedance tensor Z(c) = [Zij ]
would have only one positive eigenvalue. Furthermore, its eigenspace would be one-
dimensional. Since space is three-dimensional, we could then choose a real vector
w 6= 0 orthogonal to this eigenspace. But then Zijwiwj ≤ 0, contradicting the
positive definiteness of the real part of Z(c). Hence (d) holds.
To prove (f) we first derive a bound on the operator norm ‖Z(c)‖ of Z(c). Notice
that ‖Z(c)‖ equals the maximum of the absolute values of the eigenvalues of Z(c).
By (e), Z(c) ≤ Z(0) holds with respect to the usual ordering of Hermitian matrices
by the cone of positive definite matrices. Therefore the eigenvalues of Z(c) are not
greater than ‖Z(0)‖. The sum of the eigenvalues of Z(c) is positive because it is
equal to the trace of the positive definite matrix ReZ(c). Therefore the modulus of
a negative eigenvalue, if it exists, is less than the sum of two positive eigenvalues.
Hence we have ‖Z(c)‖ ≤ 2‖Z(0)‖. By compactness, there exist limit points Z∗ of
Z(c) as c ↑ c∞. Using (e) again, we find that Z∗ ≤ Z(c). It follows that all limit
points are equal, which implies assertion (f). 
Remark 4.1. Formula (17) is a variant of the Barnett–Lothe integral representation.
In fact, passing to the adjoint of (17), and making a substitution s = tan(φ) to
replace the integration variable s by an angle φ, one rederives the formula (2.19) of
Barnett & Lothe (1985).
Remark 4.2. If the coefficients of the matrix polynomial depend smoothly on pa-
rameters, then also the wave speed cR depends smoothly on these parameters. Since
the zeros of the determinant are simple, this follows from the implicit function the-
orem.
5. Asymptotic expansions and pseudo-differential operators
If the elastic body is inhomogeneous and the boundary surface curved, we do
not expect that an exact operator factorization (14) holds. However, using pseudo-
differential operators, we shall factorize the elastodynamic operator up to negligible
errors, and we shall use this to exhibit asymptotic subsonic surface waves. This
will be detailed in the following sections. As a preparation, we summarize stan-
dard results on asymptotic expansions and on pseudo-differential operators. Refer
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to Ho¨rmander (1965), Ho¨rmander (1985, 18.1), or Alinhac & Ge´rard (2007) for
expositions of the basic pseudo-differential calculus.
We consider vector-valued functions u(x;ω) of points x in d-dimensional space
which oscillate rapidly as the frequency parameter ω tends to +∞. More precisely,
(18) u(x;ω) ∼ eiωθ(x)
∑∞
k=0
(iω)−kU−k(x),
where the series is an asymptotic series in the space of smooth functions x. (Often
we simply write = instead of ∼, although the equation may be true only in the sense
of asymptotic expansions.) The phase function θ(x) is real-valued with derivative
θ′(x) 6= 0. We use the operators Dj ≡ −i∂j, where ∂j ≡ ∂/∂xj denotes partial
derivative with respect to the j-th coordinate, xj . By the Leibniz’ product rule,
f ≡ Dju has the asymptotic expansion
(19) f(x;ω) ∼ ωmeiωθ(x)
∑∞
k=0
(iω)−kF−k(x)
with m = 1 and top order coefficient F0(x) = ∂jθ(x)U0(x). A linear differential
operator order m, Aˆ, is a polynomial in Dj of order m with smooth coefficients.
Also f ≡ Aˆu has an expansion (19).
The pseudo-differential calculus assigns to certain functions A(x, ξ), which are
defined on 2d-dimensional phase space, operators Aˆ = A(x,D) by
(20) (Aˆu)(x) = (2π)−d
∫∫
ei(x−y)·ξA(x, ξ)u(y) dy dξ.
Here x and ξ denote position and (generalized) momentum variables, respectively.
By the Fourier inversion formula, Aˆ is the identity when A = 1. The function
A(x, ξ) is called the (full) symbol of the operator Aˆ. We assume that the symbol A
belongs to a standard class Sm = Sm1,0 of symbols of order at mostm. Moreover, the
symbol A admits, as |ξ| → ∞, an asymptotic expansion in homogeneous functions:
A(x, ξ) ∼
∑∞
j=0
A−j(x, ξ), A−j(x, tξ) = t
m−jA−j(x, ξ) for t > 0.
(Strictly speaking, homogeneous functions are, unless they are polynomials, not
symbols. This technicality is overcome by multiplying with cutoff functions which
insure smoothness of symbols at ξ = 0.) The symbol A(x, ξ) and the associated
operator Aˆ are said to be of orderm if the principal symbolA0(x, ξ) is not identically
zero. Symbols may be matrix-valued. Rather than using A−1(x, ξ) it is preferable
to work with the subprincipal symbol Asub(x, ξ),
(21) Asub ≡ A−1 − 1
2i
∑
j
∂2A0/∂x
j∂ξj .
A pseudo-differential operator is a differential operator if and only if its symbol is
a polynomial in the ξ variable. In particular, the symbol of Dj is ξj .
Every pseudo-differential operator of order m has the property that it maps
an asymptotic sum (18) into an asymptotic sum (19). Moreover, this property
is characteristic of pseudo-differential operators; see Ho¨rmander (1965). Since we
need explicit expressions for F0 and F−1 we indicate how (19) is proved using the
method of stationary phase. The method is applied to the summands of (18):
e−iωθ(x)(AˆUeiωθ)(x) = (ω/2π)d
∫∫
eiω(x−y)·ξ−iω(θ(x)−θ(y))A(x, ωξ)U(y) dy dξ.
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The stationary point of the phase
Φ ≡ (x − y) · ξ − (θ(x) − θ(y)), Φ′y = 0 = Φ′ξ,
is at y = x, ξ = θ′(x). The inverse of the Hessian matrix H of Φ at the stationary
point is the 2d× 2d-matrix
H(x)
−1
= −
[
0 I
I θ′′(x)
]
, where H(x) ≡ Φ′′|y=x,ξ=θ′(x).
On a formal level, the stationary phase expansion is given by
e−iωθ(x)(AˆUeiωθ)(x) ∼ exp
(
(iω)−1
(
∂y · ∂ξ + 1
2
θ′′∂y · ∂y
))
(eiωρU),
where the exponential of differential operators has to be replaced by its formal
Taylor series to give the asymptotic expansion (Ho¨rmander, 1990, Theorem 7.7.5).
Here ρ is the remainder of the second order Taylor expansion of the phase, it
vanishes to third order at the stationary point where the expressions have to be
evaluated. Thus the principal coefficients in (19) are
F0(x) = A0(x, θ
′(x))U0(x),
and, suppressing the arguments x and ξ = θ′(x) in writing,
F−1 =
∑
j
∂A0
∂ξj
∂U0
∂xj
+
1
2
(∑
j,ℓ
∂2θ
∂xj∂xℓ
∂2A0
∂ξj∂ξℓ
)
U0 + iA−1U0 +A0U−1.
Observe that the double sum enclosed in parenthesis equals
∑
ℓ
∂
∂xℓ
(
∂A0
∂ξℓ
(x, θ′(x))
)
−
∑
j,ℓ
∂2A0
∂ξj∂xℓ
(x, θ′(x)).
Therefore,
(22) F−1 =
∑
j
∂A0
∂ξj
∂U0
∂xj
+
1
2
∑
ℓ
∂
∂xℓ
(
∂A0
∂ξℓ
)
U0 + iAsubU0 +A0U−1.
For k = 2, 3, . . . there are formulas for F−k which differ from the formula for F−1
by a shifted index and by an additional term which is a sum of (derivatives of)
U−j with j < k − 1. The additional term arises from the higher order terms in the
stationary phase expansion. We emphasize that the asymptotic expansions and the
formulas for the coefficients F−k hold for a general system Aˆ of pseudo-differential
operators.
The composition Cˆ = BˆAˆ of pseudo-differential operators Aˆ and Bˆ is again a
pseudo-differential operator. There is a formula for the asymptotic expansion of the
full symbol C(x, ξ). On the principal symbol level, symbols multiply: C0 = B0A0.
On the next level,
(23) C−1 = B0A−1 +B−1A0 − i
∑
j
(∂ξjB0)(∂xjA0)
holds. Define the Poisson bracket
{P,Q} ≡
∑
j
(∂P/∂ξj)(∂Q/∂x
j)− (∂P/∂xj)(∂Q/∂ξj),
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where the symbols need not be scalar but can take square matrices (of equal di-
mensions) as their values. It follows that the composition of operators is given on
the principal and on the subprincipal level by
(24) C0 = B0A0, Csub = B0Asub +BsubA0 +
1
2i
{B0, A0}.
The (formal) adjoint of Aˆ with respect to a given scalar product is also a pseudo-
differential operator, Bˆ, and its principal and subprincipal symbol are given as
follows:
B0 = A
∗
0, Bsub = A
∗
sub.
The star denotes the (Hermitian) adjoint. (The symbol formulas arise more nat-
urally if Weyl quantization is used instead of the Kohn–Nirenberg quantization,
A 7→ Aˆ as in (20), which we are using here.)
Under ellipticity assumptions, one constructs inverses, square roots, and powers
of pseudo-differential operators which are again pseudo-differential operators. The
error or remainder terms in such constructions are typically negligible operators
with symbols belonging to S−∞ ≡ ∩mSm. In particular, two pseudo-differential
operators with symbols, which are equal when |ξ| > 1, differ only by a negligible
operator. Negligible operators map distributions into smooth functions. If u has
an symptotic expansion (18) and if Aˆ is a pseudo-differential operator which is neg-
ligible in conic neighbourhood of the set of (x, ωθ′(x)), ω > 0, then the asymptotic
expansion of f = Aˆu is trivial, i.e., all coefficients F−k = 0.
The operator Lˆ of elastodynamics is a second order differential 3× 3 system,
(25) (Lˆu)i ≡ ρu¨i − σ ji ;j.
The principal symbol L0 of Lˆ is the acoustic tensor,
(26) L0(x, ξ) =
[
C jkℓi (x)ξjξℓ − ρξ20δ ki (x)
]
.
Here we included the time coordinate as x0 = t, and the dual variable (frequency)
as ξ0. The implied summation extends over the spatial indices, i.e., j, ℓ ≥ 1.
The pseudo-differential operator which will be most important to us is the surface
impedance operator, which, up to negligible error terms, maps surface displace-
ments to surface tractions of solutions of Lˆu = 0. This operator is introduced in
Section 8.
6. Ray theory for systems
The ray method solves a wave equation Aˆu = 0 by solving the equations F−j = 0
for the amplitudes U−k of an asymptotic expansion (18) of u. For j > 0, the
equations F−j = 0 are ordinary differential equations along rays, commonly called
transport equations.
The equation F0 = 0 is the dispersion equation, A0(x, θ
′(x))U0(x) = 0. If A0
is scalar, then this becomes the eikonal equation A0(x, θ
′(x)) = 0. Furthermore,
F−1 = 0 with (22) is a transport equation for U0 which is solved by the method
of characteristics. If A0 is not scalar, then it is not obvious how (22) and F−1 = 0
lead to a useful transport equation for U0.
For systems of real principal type, introduced by Dencker (1982), there is an
efficient ray theory based on the theory of Fourier integral operators. It applies
to isotropic elastodynamics, Hansen & Ro¨hrig (2004), and, as we will show, to the
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propagation of Rayleigh waves along curved surfaces of general elastic media. We
adapt this ray method to our setting.
Let Aˆ be a (square) system of pseudo-differential operators with principal symbol
A0(x, ξ). The set or zeros of the determinant detA0 is called the characteristic set
of Aˆ (or of A0). We assume that the system Aˆ is of real principal type in the sense
of Dencker (1982). This means that there exists a matrix-valued symbol B(x, ξ),
homogeneous of degree zero in the ξ variable, and a scalar symbol a(x, ξ) such that
B(x, ξ)A0(x, ξ) = a(x, ξ)I holds with I denoting the unit matrix. Moreover, a is
real-valued and its set of zeros equals the characteristic set, on which it vanishes
simply, i.e. ∂ξa(x, ξ) 6= 0 holds whenever a(x, ξ) = 0. We call a a Hamilton function
of A0 (and of the operator Aˆ). In the special case where the determinant of A0
vanishes simply on the characteristic set, B is a scalar multiple of the cofactor
matrix, and ab = detA0 with b a nowhere vanishing function.
Next we collect some properties which follow from the real principal type as-
sumption (Dencker, 1982). The simple vanishing of a implies that the complement
of the characteristic set is dense in phase space. Moreover, BA0 = aI and also
A0B = aI holds. This is clear where a 6= 0, and, by continuity, this holds in gen-
eral. The following identities between range spaces and null spaces (kernels) are
important:
(27) range(B) = ker(A0), range(A0) = ker(B), where a = 0.
The inclusion of the ranges in the null spaces is clear. Differentiating BA0 = aI =
A0B in an appropriate direction, with the directional derivative denoted by a prime,
we obtain
BA′0 +B
′A0 = a
′I = A′0B +A0B
′, a′ 6= 0.
Now, equality in (27) follows from rank considerations.
Fix a real-valued solution θ(x) of the Hamilton–Jacobi equation a(x, θ′(x)) = 0.
The integral curves (x(s), ξ(s)) of Hamilton’s canonical equations, x˙ = ∂ξa(x, ξ)
and ξ˙ = −∂xa(x, ξ), satisfy ξ(s) = θ′(x(s)) for all parameters s if this is true for
at least one s. These integral curves in phase space are called bicharacteristics.
The Poisson bracket {a, b} is the derivative of a function b(x, ξ) in bicharacteristic
direction,
d
ds
b(x(s), ξ(s)) = {a, b}(x(s), ξ(s)).
The projections of bicharacteristics to space-time are the space-time rays x(s) as-
sociated with θ. The vector field V (x) ≡ ∂ξa(x, θ′(x)) is called the ray field. We
denote by a dot the derivative in ray direction,
U˙(x(s)) ≡ (d/ ds)U(x(s)) = (V · ∂xU)(x(s)).
Next, we turn to the solution of F0 = 0 and F−1 = 0. Again we suppress
arguments x and ξ, and we assume evaluation of expressions at ξ = θ′(x). If
A0U0 = 0 holds, then the leading term in the asymptotic expansion of Bˆf = BˆAˆu
equals
BF−1 = U˙0 + (div V/2)U0 + iA
′
subU0,
where div V ≡ ∇x · V is the divergence of the ray field, and A′sub denotes the
subprincipal symbol of Aˆ′ ≡ BˆAˆ. To see this, observe that the right-hand equals
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the right-hand side in (22) when Aˆ is replaced by Aˆ′. Observe that A′0 = aI, and, by
(24), A′sub = BAsub+
1
2i{B,A0} when restricted to the nullspace of A0. Therefore,
BF−1 = U˙0 + (div V/2)U0 +
1
2
{B,A0}U0 + iBAsubU0.
To solve F−1 = 0 we first solve, using the following lemma, the equations BF−1 = 0
and A0U0 = 0, simultaneously.
Lemma 6.1. If U solves the differential equation
(28) U˙ + (div V/2)U +
1
2
{B,A0}U +BW = 0,
then A0U = 0 holds along a ray if this holds in at least one point of the ray.
Proof. Multiply (28) by A0 from the left to get
A0U˙ + (div V/2)A0U +
1
2
A0{B,A0}U = 0
along rays. The derivative of A0(x, ξ) along bicharacteristics is given by
2
d
ds
A0 ≡ 2{aI,A0} = {A0B,A0} − {A0, BA0} = A0{B,A0} − {B,A0}A0.
We obtain a homogeneous linear ordinary differential equation for A0U ,
d
ds
(A0U) + (div V/2)A0U +
1
2
{B,A0}A0U = 0.
The assertion of the lemma follows from the uniqueness of solutions to initial value
problems of this equation. 
Using the lemma, find a solution U0 6= 0 of the transport equation
(29) U˙0 + (div V/2)U0 +
1
2
{B,A0}U0 + iBAsubU0 = 0
such that A0U0 = 0. Thus F0 = 0 and BF−1 = 0. Recall that the null space of B
equals the range of A0. Therefore, there exists U−1 such that F−1 = −A0U−1. Set
u = eiωθ(U0+(iω)
−1U−1) to obtain F0 = 0 and F−1 = 0. To proceede by recursion,
assume that u = eiωθ
∑
j<k(iω)
−jU−j has been found such that F−j = 0 for j < k.
Then
BF−k = U˙−k+1 + (div V/2)U−k+1 + iA
′
subU−k+1 +W−k,
where W−k is a sum of derivatives of U−j , j < k − 1. We shall modify U−k+1 and
add eiωθ(iω)−kU−k to u such that F−j = 0 for j ≤ k. Using the lemma, solve
U˙ + (div V/2)U +
1
2
{B,A0}U + iBAsubU +BF−k = 0, A0U = 0.
Replace U−k+1 by U−k+1 + U . Then still F−j = 0 for j < k, and, in addition,
we now have BF−k = 0. Choose U−k as a solution of F−k + A0U−k = 0. With
this choice of U−k we arrive at F−k = 0, which completes the recursive step of the
construction of an asymptotic solution of Aˆu = 0.
For later reference, we summarize the result just obtained.
Proposition 6.1. Let Aˆ pseudo-differential system of real principal type with
Hamilton function a, and B(x, ξ)A0(x, ξ) = a(x, ξ)I. Let θ(x) with θ
′(x) 6= 0 be a
solution of the eikonal equation a(x, θ′(x)) = 0. Denote by V (x) ≡ ∂ξa(x, θ′(x)) the
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ray field, and div V ≡ ∇x ·V its divergence. Let U0(x) be a solution of the transport
equation (29) which satisfies
A0(x, θ
′(x))U0(x) = 0.
Then there is a solution of Aˆu = 0 which is given by an asymptotic sum (18) with
leading amplitude U0(x).
7. Subsonic displacement boundary problems
We return to elastodynamics. Given a subsonic phase θ and a vector-valued
amplitude W , each defined and smooth on the space-time boundary of the elastic
body, we solve, asymptotically as ω →∞, the displacement boundary problem
Lˆu = 0 in B, u = eiωθW at S.
To construct u we use coordinates adapted to S as introduced in Section 2. Thus
the boundary condition reads
(30) u|x3=0 = eiωθ(x
0,x1,x2)W (x0, x1, x2).
The time variable is denoted t or x0, the dual variable is ξ0.
First, we define the subsonic region. Recall from (10) the matrices Aj . Since the
material parameters are allowed to vary smoothly with spatial position x, we have
Aj = Aj(x, η), and the acoustic tensor (26) is given as follows:
L0(x, ξ) = ξ
2
3A0(x) + ξ3(A1(x, η) +A1(x, η)
T ) +A2(x, η)− ξ20ρ(x)I,
where η = (ξ1, ξ2, 0). We say that, at the surface point y = (x
1, x2), the covector
ζ = (ξ0, ξ1, ξ2) is subsonic if L0(x, ξ)|x3=0 is positive definite for real ξ3. If ζ
is subsonic, then so are −ζ and sζ for s > 0. As in Section 3, we appeal to
Proposition A.1 of the appendix, and we get, if ζ is subsonic at y, a factorization
(31) L0(x, ξ) = (ξ3I −Q∗0(x, ζ))A0(x)(ξ3I −Q0(x, ζ)),
where Q0(x, ζ) depends smoothly on x and ζ, and the spectrum of Q0 is contained
in the upper complex half-plane. The factorization (31) holds in a boundary layer
0 ≤ x3 < δ. The matrices Q0(x, ζ) are uniquely determined. Using the uniqueness,
it is seen that Q0 satisfies Q0(x, sζ) = sQ0(x, ζ) if s > 0. However, note that
Q0(x,−ζ) 6= −Q0(x, ζ) because of the spectral condition. It follows that Q0 cannot
be a polynomial in ζ.
The phase function θ is assumed to be subsonic. By definition, this means that
its derivatives ζ = θ′ are non-zero and subsonic. Moreover, we assume that we have
a zeroth order scalar symbol χ(x, ξ), supported in the subsonic region, such that,
for |ξ| > 1, χ(x, ξ) equals unity in an open conic neighbourhood Γ1 of the set Γ of
(x, ξ), ξ = sθ′(x), s > 0.
The pseudo-differential operator (χQ0)(x,D
′), D′ ≡ (D0, D1, D2), is defined,
has the order one, and is tangential. A pseudo-differential operator is said to be
tangential if it commutes with multiplication by x3, or, equivalently, the operator
pseudo-differentiates only with respect to the coordinates (x0, x1, x2), and depends
smoothly on x3 as a parameter.
The elastodynamic operator Lˆ is a second degree polynomial in D3 = −i∂3I
with tangential differential operators as coefficients. Let Qˆ be a tangential first
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order pseudo-differential operator, say Qˆ = (χQ0)(x,D
′), whose principal symbol
is, on Γ1, equal to Q0. By (31) and the symbol calculus we have
(32) Lˆ = (D3 − Pˆ )A0(D3 − Qˆ) + Rˆ0D3 + Rˆ1,
where Pˆ is the adjoint of Qˆ, P0 = Q
∗
0, and Rˆ
j is a tangential pseudo-differential
operator of order at most j. Moreover, on Γ1, the principal symbols R
j
0 of Rˆ
j satisfy
R00 = B0 + i∂3A0 +A0Q−1 + P−1A0 − i
∑
j
(∂ξjP0)(∂xjA0),
R10 = B1 − i∂3(A0Q0)− P0A0Q−1 − P−1A0Q0 + i
∑
j
(∂ξjP0)(∂xjA0Q0).
Here we used (23) and (6), and we have set
(33) B0(x) = [B
ik3], B1(x, η) = [B
ikληλ].
Our next goal is to improve, by modifying Qˆ and Pˆ , the factorization (32) so
that the remainders Rˆj are negligible in a conic neighbourhood of Γ. To do so, we
first eliminate P−1 from the above equations for R
j
0, and we set R
j
0 = 0. We derive
the following equation for Q−1:
(34)
Q∗0A0Q−1 −A0Q−1Q0
= B0Q0 +B1 − iA0∂3Q0 + i
∑
j
(∂ξjQ
∗
0)A0(∂xjQ0).
This is a uniquely solvable Sylvester equation for A0Q−1 because Q0 and its Her-
mitian adjoint have disjoint spectra. Having found Q−1, we solve for P−1. The
symbols Q−1 and P−1 are only defined in Γ1. Fix a new cutoff symbol χ1 which
equals unity in a conic neighbourhood of Γ and is supported in the set where χ = 1.
Replace Qˆ by Qˆ+(χ1Q−1)(x,D
′), similarly for Pˆ . Then (32) holds with remainders
Rˆj which have, where χ1 = 1, order at most j−1. This construction of reducing the
order of the remainders can be iterated. In fact, one recursively solves equations
Q∗0X − XQ0 = Y for X = A0Q−k. Using asymptotic summation, a factorization
(32) is obtained such that the remainders are negligible in a neighbourhood of Γ.
Remark 7.1. The result (32) is a factorization of the elastodynamic operator into
a product of pseudo-differential operators. The factorization does not hold every-
where, but only microlocally in (some chosen subregion of) the subsonic region.
Such a factorization is not possible using only differential operators,
Our main application of the factorization (32) is the construction of solutions to
displacement boundary problems.
Lemma 7.1. Let θ(x0, x1, x2) be a subsonic phase function, W (x0, x1, x2) a smooth
amplitude. There is a solution u,
(35) u ∼ eiωθ(x0,x1,x2)
∑∞
j=0
(iω)−jU−j(x
0, x1, x2, ωx3),
which solves Lˆu = 0 asymptotically as ω →∞ in x3 ≥ 0, and satisfies the displace-
ment boundary condition (30). Moreover, D3u = Qˆu, and u decays exponentially
in ωx3.
The proof consists of finding an asymptotic solution (35) of (D3 − Qˆ)u = 0
in x3 ≥ 0. To satisfy the boundary condition (30) we require U0|x3=0 = W and
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U−j|x3=0 = 0 if j > 0. By the asymptotic expansion lemma for pseudo-differential
operators,
i(D3 − Qˆ)u ∼ ωeiωθ
∑∞
j=0
(iω)−jF−j(x
1, x2, ωx3),
where, if we set ζ = θ′(x0, x1, x2), y = (x1, x2, 0),
F−j(x) = ∂3U−j(x)− iQ0
(
y, ζ
)
U−j(x) +G−j(x).
When deriving these formulas, the symbols Q−j of Qˆ are replaced by their Taylor
series in the x3 variable, and it is used that a power of x3 give rise to a power of 1/ω
with the same exponent. The remainder term G−j is an expression involving U−ℓ
for ℓ < j, andG0 = 0. We recursively solve the equations F−j = 0 for U−j imposing,
in addition, the above-mentioned boundary conditions at the surface. Since iQ0
has its spectrum in the left half-plane, the solutions U−j(x) decay exponentially as
x3 →∞. The factorization remainder Rˆ0D3 + Rˆ1 is negligible in a neighbourhood
of Γ. Therefore, (D3 − Qˆ)u = 0 implies Lˆu = 0.
The assertion of the lemma still holds if (30) is replaced by the more general
displacement boundary condition u|x3=0 = w,
w(x0, x1, x2) ∼ eiωθ(x0,x1,x2)
∑∞
j=0
(iω)−jW−j(x
0, x1, x2).
In fact, the proof of the lemma is readily adapted to cover this situation too.
Remark 7.2. The methods of this section originate from the theory of elliptic bound-
ary problems. Wloka et al. (1995) systematically use spectral factorizations of ma-
trix polynomials in their treatment of such problems.
8. Existence of subsonic free surface waves
As in (15) we define, in the subsonic region, the surface impedance tensor Z0:
(36) iZ0(y, ζ) ≡ A0(y)Q0(y, ζ) +A1(y, η).
Here y = (x1, x2) = (x1, x2, 0), η = (ξ1, ξ2) = (ξ1, ξ2, 0), and ζ = (ξ0, η). Since Q0
and A1 are homogeneous of degree 1 in the variables ξj , so is Z0. The subsonic
region is conic. Therefore, there is a function c∞(y, η) > 0, homogeneous of degree
one in η, such that ζ is subsonic if and only if c∞(y, η) > |ξ0| holds. If we freeze a
point y on the surface and a unit horizontal propagation direction η, |η| = 1, then
Z0 is the surface impedance tensor of a homogeneous half-space: Z0(y, ζ) = Z(c),
where c = −ξ0, and c∞(y, η) is the limiting velocity. This shows that Proposition 4.1
and the proof of the Barnett–Lothe Theorem apply mutatis mutandis to Z0(y, ζ).
Subsonic free surface waves correspond to solutions of detZ0(y, ζ) = 0, which is
known as the secular equation. We assume from now on that the secular equation
has a zero ξ0 < 0, necessarily unique and simple, for every surface point y and
every direction η 6= 0. By the implicit function theorem, there is a smooth function
cR(y, η), homogeneous of degree one in η, such that 0 < cR(y, η) < c∞(y, η), and
(37) detZ0 = bh, h(y, ζ) ≡ ξ0 + cR(y, η), b(y, ζ) > 0.
We call h the Hamilton function of the free surface wave problem. The phase
function θ ≡ ϕ(y) − t is subsonic and solves h(y, θ′) = 0 if and only if the eikonal
equation cR(y, ϕ
′(y)) = 1 is satisfied. The ray field is V = (1, (∂cR/∂η)(y, ϕ
′(y))).
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So we take time t as the parameter along rays, and we regard rays as the spatial
curves y(t) which satisfy
d
dt
y(t) =
∂cR
∂η
(
y(t), ϕ′(y(t))
)
.
Note that the null-space N(y) of Z0(y,−cR(y, η), η), η = ϕ′(y), is one-dimensional.
Denote by r ≥ 0 the distance to the boundary surface S.
Theorem 8.1 (Existence of subsonic free surface waves). Let ϕ be a solution of
the eikonal equation
(38) cR(y, ϕ
′(y)) = 1.
There is a matrix-valued function H(y), which can be calculated algebraically from
the derivatives up to second order of the elasticities, the material density, and the
surface S, such that the following holds. Let W0(y) satisfy, for every ray y(t), the
transport equation
(39)
d
dt
W0(y(t)) +
1
2
div V (y(t))W0(y(t)) +H(y(t))W0(y(t)) = 0
and W0(y(t)) ∈ N(y(t)) for some t. Then W0(y) ∈ N(y) holds for all y. The free
surface boundary problem (4) has a non-zero solution
(40) u(t, y, r;ω) ∼ eiω(ϕ(y)−t)
∑∞
j=0
(iω)−jU−j(y, rω).
The amplitudes U−j(y, rω) decay exponentially as rω →∞, and the leading surface
amplitude equals U0(y, 0) = W0(y).
Let Qˆ be the pseudo-differential operator of Lemma 7.1 with the defining cutoff
symbol χ chosen equal to unity in a conic neighbourhood of the set Ξ which consist
of (y, sζ), where ζ = (−1, ϕ′(y)), s > 0. Consider
(41) T = [T ki ], T
k
i ≡ C 3jℓi Γkjℓ,
and regard T as a multiplication operator. We define the surface impedance oper-
ator Zˆ by
(42) Zˆ ≡ −i(A0Qˆ+ Aˆ1 + iT ).
Notice that Zˆ is a first order pseudo-differential operator on the space-time bound-
ary surface. The principal symbol of Zˆ is −i(A0χQ0+A1) which equals the surface
impedance tensor Z0 in a conic neighbourhood of Ξ. Let B(y, ζ) be the cofactor
matrix of Z0(y, ζ) divided by the factor b(y, ζ) of (37). By Cramer’s rule,
(43) B(y, ζ)Z0(y, ζ) = h(y, ζ)I.
Hence Zˆ is (microlocally near Ξ) a real principal type operator with Hamilton
function h.
We can now apply Proposition 6.1 to obtain a solution
w ∼ eiω(ϕ(y)−t)
∑∞
j=0
(iω)−jW−j(y)
of Zˆw = 0. (Notice that the transport equations can be solved with amplitudes
which do not depend explicitly on time t.) From (29) we obtain the transport
equation (39), where the coefficient matrix is given by
(44) H =
1
2
{B,Z0}+ iBZsub
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after evaluating at η = ϕ′(y) and ξ0 = −cR(y, η). Here B is defined in (43), and Zsub
is the subprincipal symbol of the surface impedance operator. Using Lemma 6.1
it follows that W0(y) ∈ N(y). Using Lemma 7.1 and the remark at the end of its
proof, we obtain a solution (40) of the following displacement boundary problem:
Lˆu = 0 in r = x3 ≥ 0, and u = w at x3 = 0. Moreover, we get that the U−j decay
exponentially as ωr→∞.
Recall the formula (7) for the surface traction τ = [σ 3i ] of the field u. Since
D3u = Qˆu holds, we find that, in view of the definition of the surface impedance
operator, the surface traction vanishes:
−iτ = A0D3u+ Aˆ1u+ iTu = iZˆw = 0 at x3 = 0.
This proves the existence of a free subsonic surface wave. In the next section we
explain how H(y) is evaluated.
Remark 8.1. The theorem says, in particular, that cR(y, η)/|η| is the wave speed
of a subsonic free surface wave at the surface point y in the horizontal direction
η = ϕ′(y). Notice that an ansatz (40) will solve (4) only if the phase function ϕ
satisfies the eikonal equation (38).
9. Evaluation of the transport equation
Before we discuss the evaluation of the coefficient matrix H(y), let us remark
how the transport equation (39) can be reduced to a scalar equation. Assume given
a smooth unit field W (y) which spans the one-dimensional null-space N(y). Then
the leading amplitude equalsW0 = ψW with a complex-valued function ψ(y) which
satisfies, along rays y(t), the scalar transport equation
(45)
d
dt
ψ +
1
2
(div V )ψ +
〈
W | d
dt
W +HW
〉
ψ = 0.
The angular brackets denote the inner product defined by the metric tensor, con-
jugate linear in the first slot. If the surface S is not plane, then the inner product
will not be constant along rays, in general.
We assume that the elasticity tensor, the material density, and the boundary sur-
face are known, including first and second order derivatives. These data determine
the transport equation. We make no attempt to derive analytical solution formulas.
Rather we explain how the transport equation can be set up ready for numerical
computation. To do actual computations, one chooses coordinates y = (x1, x2) on
S. The well-known ray coordinates are one convenient choice. For computations
at interior points, the unique extensions as adapted coordinates, x = (x1, x2, x3),
are used. The data determine the acoustic tensor or principal symbol of the elas-
todynamic operator, L0. At every point of S, the acoustic tensor is viewed as a
matrix polynomial in the variable conormal to S at y. A factorization algorithm for
matrix polynomials has to produce the factorizations (31). Because of homogeneity
it suffices to evaluate Q0(y, ξ0, η) only at unit vectors η. To actually compute Q0
one may have to determine eigenvalues, eigenvectors, and in general also Jordan-
Keldysh chains, of the matrix polynomial. The result of the computation also gives,
by (36), the impedance tensor Z0.
First and second order derivatives of Z0 are also needed. To calculate these,
we procede as in the proof of Proposition 4.1(e). The surface impedance tensor
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satisfies the Ricatti equation(
Z0(ζ)− iAT1 (η)
)
A−10
(
Z0(ζ) + iA1(η)
)
= A2(η) − ξ20ρI,
where we suppressed dependency on x from the notation. Denote differentiation
with respect to some chosen coordinate or parameter by a prime. Differentiate the
Ricatti equation, and obtain a linear equation
(46) Q∗0X −XQ0 = Y
for the complex 3 × 3 matrix X ≡ Z ′0. The right-hand side Y is evaluated as an
algebraic expression in Z0, A0, A1, ρ, and in the derivatives A
′
0, A
′
1, and ρ
′. Since
Q0 and Q
∗
0 have disjoint spectra, the Sylvester equation (46) is uniquely solvable.
Knowing Z ′0 we also know the derivative Q
′
0 of Q0 = A
−1
0 (iZ0−A1). Differentiating
(46), we obtain an equation for the derivative X ′:
Q∗0X
′ −X ′Q0 = Y ′ − (Q′0)∗X −XQ′0.
We conclude that first and second order derivatives of Z0 can be computed from
those of the elasticities and the material density by purely algebraic computations.
Next we indicate how to evaluate the Poisson bracket term (44). Recall that bB
is the cofactor matrix of Z0. Therefore, a first order derivative (bB)
′ is an algebraic
expression in the elements of Z0 and Z
′
0. So we can evaluate {bB, Z0}. Observe
from (37) that
(47) b(y, η) = ∂ξ0 detZ0(y, ξ0, η) at h(y, ξ0, η) = 0.
We calculate
{B,Z0} = b−1{bB, Z0}+B{b−1I, Z0} = b−1{bB, Z0} − b−2B{bI, Z0}
= b−1{bB, Z0}+ b−2{bI, B}Z0 + b−2{h, b}I.
Here we have taken the Poisson bracket of (43) with bI to obtain the last equality.
Hence
{B,Z0}W = b−1{bB, Z0}W + b−2{h, b}W if W (y) ∈ N(y).
It is well-known that {h, f} vanishes on the set of zeros of h, if f does. Therefore,
in view of (47), the scalar Poisson bracket {h, b} remains unchanged at the zero set
of h, if we replace b by ∂ξ0 detZ0.
By (21) and (23), the subprincipal symbol of Zˆ is given by
Zsub = Z−1 − 1
2i
∑
j
∂2Z0/∂x
j∂ξj ,
Z−1 = A0Q−1 + iT.
We know already how to evaluate the second order derivatives of Z0. The equation
(34) for A0Q−1 is a linear equation of the form (46). The terms on the right-
hand side of (34) can be evaluated. This is also true for the normal derivative
∂3Q0. Indeed, the factorization (31), and the Ricatti equation for Z0 hold also for
small x3 > 0, so that differentiation with respect to x3 is possible. Furthermore,
the right-hand side of (34) contains the terms B0 and B1. These are defined in
(33) and in the displayed formula after (7). Notice that the formulas for B0, B1,
and for T , defined in (41), contain Christoffel symbols. The curvature of S enters
into the transport equation only through these expressions. Summarizing, we have
explained how to evaluate H(y)W0(y) in (39) if, as we can assume, W0(y) belongs
to the null-space N(y) of the surface impedance tensor.
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The transport equation involves the ray field V (y) which depends on the eikonal
ϕ(y). The zeros of the secular equation are simple, so they can be numerically
computed in an efficient way. Differentiating
0 = detZ0(y,−cR(y, η), η)
by the chain rule, the derivatives of cR are found as algebraic expressions in the
derivatives of Z0. The solution of the eikonal equation for ϕ can be reduced to the
solution of ordinary differential equations by Hamilton–Jacobi theory. This also
allows the computation of the ray field V , the divergence div V , and the rays y(t).
Remark 9.1. In the special case of a homogeneous body which fills a half-space,
the tensors Q0 and Z0 are independent of surface points. So the Poisson bracket
vanishes, and so does the subprincipal symbol, because the Christoffel symbols are
zero too. The scalar transport equation (45) reduces to
d
dt
ψ +
(1
2
div V + i Im〈W | d
dt
W 〉)ψ = 0.
If W is constant, this is the differential equation for the spreading factor. The
imaginary term corresponds to the fact that a choice of W (y) is unique only up to
a phase factor eiα, α(y) real. In general, for an inhomogeneous, anisotropic body
with curved boundary, we have seen how to evaluate the coefficient 〈W |HW 〉 of the
scalar transport equation numerically. It is desirable, however, to also have a good
understanding of the coefficients in (45). The real part, if positive, would lead to a
damping factor. The imaginary part gives rise to the Berry phase first observed by
Babich in the early 1960’s; see Babich & Kiselev (2004) and the references therein.
Appendix A. Spectral factorization of positive definite matrix
polynomials
The purpose of this appendix is to state and prove the spectral factorization
theorem for self-adjoint matrix polynomials which is fundamental to our approach
to Rayleigh wave theory. Refer to Gohberg et al. (1982) for a comprehensive treat-
ment of matrix factorizations.
Let H be a finite-dimensional complex Hilbert space, dimH = n. Let A(s) be a
quadratic polynomial with values in the space of linear operators on H ,
A(s) = A0s
2 + (A1 +A
∗
1)s+A2.
(We denote the adjoint by a star.) A number s ∈ C is called an eigenvalue of the
polynomial if A(s) is singular. The spectrum of A is the set σ(A) of its eigenvalues.
Assume that, in addition, the polynomial is self-adjoint, i.e., A(s¯) = A(s)∗ holds
for all s, and that A0 is positive definite. If s is an eigenvalue of A then so is s. If
A has no real spectrum, then A(s) is positive definite for real s.
In the following, we abuse language and often call linear operators matrices
despite the fact that we do not fix a basis of H .
The following is a special case of Theorem 11.2 in Gohberg et al. (1982).
Proposition A.1. Assume that A(s) has no real eigenvalues. Denote by σ+ and
σ− the intersection of the spectrum of A(s) with the upper and the lower complex
half-plane, respectively. There is a unique matrix Q with spectrum contained in the
upper half-plane such that
(48) A(s) = (s−Q∗)A0(s−Q)
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holds for all s. If γ+ is a closed Jordan contour which contains σ+ in its interior
and σ− in its exterior, then
(49) Q
∮
γ+
A(t)−1 dt =
∮
γ+
tA(t)−1 dt
holds. The integrals are non-singular.
If the coefficient matrices Aj depend continuously or differentiably on some pa-
rameters, then, in view of (49), so does Q. This follows from the integral formula
(49).
We need some preparations before we can give the proof of the propostion.
Polynomial division of A(s) by s−Q gives A(s) = (s−Q−)A0(s−Q) + F with
Q−A0 + A0Q + A1 + A
∗
1 = 0 and Q−A0Q + F = A2. A simple calculation shows
that the remainder F is zero if and only if
(50) A0Q
2 + (A1 +A
∗
1)Q +A2 = 0
holds. The divisibility criterion (50) is known as the solvency equation.
The Stroh companion matrix of the polynomial A(s) is the linear operator N on
H2 which is given in block form by
(51) N =
[ −A−10 A1 A−10
−A2 +A∗1A−10 A1 −A∗1A−10
]
.
A direct calculation proves the identity
(52)
[
sA0 +A
∗
1 I
−A0 0
]
(s−N) =
[
A(s) 0
−sA0 −A1 I
]
,
where s = sI. Obviously, the spectrum of A equals the spectrum of N . Moreover,
(u, t)T is an eigenvector of N with eigenvalue s if and only if A(s)u = 0 and
t = (sA0 + A1)u hold. Set L =
[
I 0
]
and R =
[
0 I
]T
. Passing to inverses in
(52), we find that
(53) A(s)−1 = L(s−N)−1R
holds for all complex numbers s.
Remark A.1. We call N the Stroh companion matrix of the polynomial A(s) be-
cause, in elasticity where n = 3, N equals Stroh’s sextic matrix, Stroh (1962). In
that setting, and in the main part of the present paper, A(s) is the acoustic tensor
at η + sν, where ν is a surface normal and η a horizontal propagation direction.
The Stroh matrix is a convenient example of a linearization of A(s), which means
that (53) holds. The standard companion matrix of A(s) could however also be
used for this purpose.
The holomorphic functional calculus of N assigns to a function f , which is
holomorphic in a neighbourhood of the spectrum σ of N , the matrix f(N) =∮
f(s)(s − N)−1 ds/2πi. The contour of integration must be chosen such that its
winding numbers around the eigenvalues of N in the support of f are equal to one.
If σ0 is a subset of the spectrum of N , and if f0 = 1 and f0 = 0 in neighbourhoods
of σ0 and σ \ σ0, respectively, then P0 = f0(N) is a projector, called the Riesz
projector associated with σ0.
By (53), if f is holomorphic in a neighbourhood of the spectrum of N , then
(54)
1
2πi
∮
f(t)A(t)−1 dt = Lf(N)R,
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where the contour of integration must be admissable for the functional calculus.
Proof of Proposition A.1. Denote by P± the Riesz projector of N associated with
σ±. Clearly, P+P− = 0 = P−P+, and P+ + P− is the unit matrix. The range Y±
of P± is an N -invariant subspace of H
2, and the direct sum decomposition H2 =
Y+ ⊕ Y− holds. Denote by N± the restriction of N to Y±. Clearly, σ(N±) = σ±.
For sufficiently large ρ > 0, we denote by γ± the Jordan contour which consists
of the segment [−ρ, ρ] and the semicircle ρe±it, 0 ≤ t ≤ π. By (54) we get the
identity
±LP±R = 1
2πi
∮
γ±
A(t)−1 dt =
1
2πi
∫ ∞
−∞
A(t)−1 dt.
The last equality follows when letting ρ → ∞. Since A(t)−1 is positive definite
for t real, the integral defines a non-singular matrix. We infer that dim Y± = n.
Moreover, LP+ has rank n, and there is a unique linear map L
♯ : H → H2 which
satisfies L♯LP+ = P+. Clearly, L
♯ = P+L
♯ has rank n.
We prove that the proposition holds with Q ≡ LNP+L♯. Observe that Qj =
LN jP+L
♯. Using (54), we find that
(55)
1
2πi
∮
γ+
sjA(s)−1 ds = LN jP+R = Q
jLP+R.
Using Cauchy’s integral theorem, we get
(A0Q
2 + (A1 +A
∗
1)Q +A2)LP+R = 0.
This implies the solvency condition (50). Thus A(s) = (s − Q−)A0(s − Q) holds
with some matrix Q−.
Observe that LP+L
♯ equals unity. In view of the definitions, this implies that Q
is similar to N+. Thus the spectrum of Q lies in the upper half-plane. By (52), we
have det(A0) det(s−N) = det(A(s)), and therefore
det(s−N−) det(s−N+) = det(s−Q−) det(s−Q).
This implies det(s − N−) = det(s − Q−). Hence the spectrum of Q− equals the
spectrum N−, which is contained in the lower half-plane. This means that the
factorization obtained is spectral.
If A(s) = (s−Q−)A0(s−Q) holds with the spectra of Q and Q− contained in σ+
and σ−, respectively, then (49) follows by Cauchy’s theorem. The integral on the
left-hand side of (49) equals 2πiLP+R which is non-singular. The uniqueness of the
spectral factorization follows. Since a is self-adjoint, we also have the factorization
A(s) = (s−Q∗)A0(s−Q∗−). Since the spectra of Q and of Q∗− are contained in the
upper half-plane, this proves that Q− = Q
∗. 
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