Abstract
elastoplastic model describing the complex behaviour of the slip surface in the La Frasse 21 landslide (Switzerland). 22
One limitation of the GP-based methodology is that the computation of sensitivity measures is 23 associated with uncertainty as the simulator is approximated using a training sample of small 24 size, i.e. a limited knowledge on the "true" simulator. This source of uncertainty can be taken 25 into account by treating the GP model from a Bayesian perspective. This provides the full 26 posterior probability distribution associated with the sensitivity measures, which can be 27 summarized by a confidence interval to outline the regions where the GP model is "unsure". 28 factor X i has a fixed value x i , the j th input factor X j has a fixed value x j , …etc. 122
The variance of the conditional expectation V i represents the first order effect of the input 123 factor X i taken alone, whereas the higher order indices account for possible mixed influence 124 of various input factors. 125 126 2.2 The Sobol' decomposition method 127 
Presentation

128
To determine the partial variances of Y, Sobol' (1993) proposes the following decomposition 129 of g into summands of increasing dimension provided that g is integrable: 130 131 ( ) The first-order sensitivity index S i for input factor X i is expressed as follows: 157
The sensitivity measure i S is referred to as "the main effect of X i " and can be interpreted as 160 the expected reduction in the total variance of the output Y (i.e. representing the uncertainty in 161 Y) if the true value of the input factor X i was known. This index provides a measure of 162 importance useful to rank the input factors (Saltelli et al., 2000 (Saltelli et al., & 2008 . 163
The main effect and the higher order Sobol' indices satisfy the following property: 164 means that the input factor X i has no effect. Thus, it can be fixed at any value over its 174 uncertainty range (Saltelli et al., 2008) . 175
As the total number of sensitivity indices reaches 2 n -1 (Saltelli et al., 2000) , hence 176 representing a high computational cost, the sensitivity analysis is generally limited, in practice, 177 to the pair of indicators corresponding to the main effect i S and to the total effect Ti S of X i 178 (Saltelli et al., 2008) . 179
Numerical implementation 180
The evaluation of the Sobol' indices can be carried out through a Monte Carlo sampling 181 strategy (Saltelli et al., 2000) , which remains an approximation of the true value of the The main and total effects can be estimated using the sampling strategy proposed by Saltelli 190 (2002a) at a computation time cost of m×(n+2) model evaluations. Additional computational 191 efficiency can be achieved by making best use of sampling designs, for instance random sequences, and estimators, for instance Jansen's estimator (Saltelli et al., 2010) . 193
However, the computational effort for simulators with computation time ranging from several 194 hours to several days may still be high and the present work focuses on a strategy based on 195
Gaussian Process meta-modelling to reduce this effort. The stochastic part Z can be seen as a confidence measure on the model output mean. It 216 represents a zero mean random process, characterized by its n×n covariance matrix Σ S so that 217 an element at the j th row and k th column of Σ S is expressed as: 218 
where θ={θ i } i=1,…,n are the correlation lengths, also referred to as "hyper-parameters" (e.g. see 239 Rasmussen and Williams, 2006) . θ i parameter quantifies the rate at which the output varies as 240 i th input factor is changed. 241
Note that in case of data measurements errors or non deterministic computer code, a constant 242 regularization term referred to as "nugget effect" may be defined, hence introducing a white 243 noise. 244
Principle and prediction under the Bayesian formalism
245
In this paper, we focus on the stationary GP model which fits the stochastic framework and 246 has been broadly used in designing computer experiments (Sacks et al., 1989; Kennedy and any "yet-unseen" input configuration, but it also gives an entire posterior distribution given 259 the observed data. 260
Formally, the probability ( ) the joint probability distribution of the random variables ( )
corresponds to the regression matrix. 267 
and: 281
Σ , the inverse of the covariance matrix associated to the training input data S X . 284
The conditional mean of eq. (18b) is used as a predictor and the conditional variance in eq. 285 (18c) corresponds to the mean square error of the predictor term. Provided that the new 286
is far away from the training input data S X , the term 287
will be small so that the predicted variance will be large. 288
In a more general manner, if we consider two new test candidates u and v, the general 289 expression of the conditional GP model can be written as: 290
The conditional mean is used as a predictor and is expressed as in eq. (18b). 294
The conditional covariance provides the confidence on the prediction and reads as follows: 295
The regions of the input space, where few data are available will be underlined by higher 299 variance. 300
The main difficulty in constructing a conditional GP model given a training sample resides in 301 determining the parameters corresponding to the regression coefficient vector B, the hyper-302 parameters θ and the variance σ². A first approach consists in estimating them as solutions of However, the optimisation algorithms used for the parameters identification may show 306 limitations, especially in case of high dimension problem (e.g. see Marrel et al., 2008) . 307
Besides, such an approach may underestimate the variance in the predictions of new 308 observations (Cressie, 1993) . 309
In this paper, an approach based on the Bayesian framework (e.g. Rasmussen 1996 ) is chosen 310 so that the hyper-parameters are given prior distributions p(θ). In the Bayesian framework, the 311 Markov Chain Monte Carlo methods (Gilks et al., 1996) The first step is to characterize and mathematically represent the uncertainty (range and form 328 of the probability distribution) on each of the input factors. This representation can have a 329 strong influence on the final sensitivity results, hence on risk management decision making 330 (Saltelli, 2002b) . 331
Representing the uncertainty through empirical probability distributions requires a large 332 amount of data (laboratory or in situ measurements), which may not be practical in many 333 situations. Thus, knowledge on the range of uncertainty is commonly evaluated either based 334 on physical reasoning, on analogies with similar cases or simply from expert opinions, 335 whereas the mathematical representation of the probability distribution may either be 336 theoretically known or assumed. In a situation where "sparse, vague and incomplete" data are 337 available, a common approach consists in assigning a uniform probability distribution based 338 on the "maximum entropy" approach (Gzyl, 1995) .
3.4.2
Step 2: setting training data 340 The objective then is to run the simulator for a limited number of times N S in order to create a 341 mapping between the input factor and the computer code output domain. The number N S 342
should be defined as a compromise between the minimization of the computation time cost 343 and the maximization of the input factor domain exploration (directly linked with the 344 accuracy and reliability of the GP model, see step 3). 345
In this view, we propose to use the Latin hypercube sampling method (McKay et al., 1979) in 346 combination with the "maxi-min" space-filling design criterion (Koehler and Owen, 1996) . 347
More sophisticated strategies exist mainly based on sequentially adaptive design of 348 experiments adding new training candidates where the predictive uncertainty is high (e.g. 349
Gramacy and Herbert, 2009). The use of such approaches is beyond the scope of this paper. Except when a "nugget" effect is included, the GP model is an exact interpolator, so that 357 residuals of the training data cannot be directly used to validate the approximation (Marrel et 358 al., 2008) . The key aspect for validating the "statistical" approximation is to estimate the 359 expected level of fit (i.e. predictive quality) of the GP model to a data set that is independent 360 of the data (i.e. "yet-unseen" data) that were used to train the GP model. 361
As additional simulator runs are costly, using a test sample of new data might be impractical 362 and cross-validation procedures such as the "k-fold" cross-validation technique (Hastie, 2002) where y represents the vector of observations in the validation set; y is the mean of the 370 corresponding sample and ŷ , the vector of predicted values using the GP model. 371
The coefficient R² provides a metric of the predictive quality so that a value close to 100 % 372
indicates that the GP model is successful in matching the validation data. A typical threshold 373 of 80 % is commonly used to qualify the predictive quality as "satisfactory" (e.g. Marrel et 374
al., 2008). 375
The cross-validation process is then repeated k times using each of the k subsets as validation 376 samples. For small training sets, the cross validation procedure with k=1 is usually used 377 corresponding to the so-called "leave-one-out" cross validation procedure. 378
3.4.4
Step 4: estimating the sensitivity measures computationally demanding function, but we imagine it as representing a calculation that may 391 take several minutes or even hours of computation to evaluate. Besides, using this analytical 392 model also allows us to compare the results of the sensitivity analysis using the "true" model 393 with those using the GP model. 394
Description of the analytical model
395
The stability of the infinite slope model as depicted in Fig. 1 is evaluated by deriving the 396 factor of safety FS, which corresponds to the ratio between the resisting and the driving forces 397 acting on the slope (eq. 22): 398 prediction on the same grid using the GP model (dashed line) for both training samples (Fig.  424 2, left for 6 training data and right for 20 training data). The coefficient of determination or 425 goodness of fit (eq. 22) estimated for both GP models was equal to 90.9 % for the first 426 training sample and to 98.8 % for the second one, hence showing a very good match for both 427 meta-models. The quality of the approximation was then estimated through a "leave-one-out" 428 cross validation procedure (step 3): we obtained a coefficient of determination of 96.2 % for 429 the first sample and 99.7 % for the second one, hence indicating a "high" predictive quality. 430
The estimated FS using both GP models (Fig. 2, middle) were compared to the "true"
The results for the computation of the main effects required (step 4) 433 m×(n+2)=2500×(2+2)=10000 model evaluations using the sampling strategy of Saltelli 434 (2002a). The most likely of the main effects calculated with both GP models (blue dots in Fig.  435 2, bottom) were compared to the main effects obtained from direct simulations (red dots on 436 Fig. 2, bottom) by means of the R package "sensitivity" and the function referred to as 437 Sobol2002 (available at http://cran.r-project.org/web/packages/sensitivity/index.html). These 438 results are summarized in Table 1 We see that differences are larger for the GP model constructed with the lower training 443 sample size but, however, the "true" values for the main effects still lie within the confidence 444 interval bounded by the 5 % and the 95 % quantile (black cross-type marker in Fig. 2,  445 bottom). Not surprisingly, increasing the number of training samples (i.e. our knowledge of 446 the true function) decreases the range of code uncertainty as well as the differences between 447
the true values and estimates (Table 1) . 448 and to the evolution of the plastic yield surface with the deviatoric and volumetric plastic 484 strains. Moreover, the model accounts for dilatancy/contractance of soils and non-associated 485 flowing behaviour with evolution of the plastic strain rate through a Roscoe-type dilatancy 486 rule. 487
Computationally intensive numerical model
As outlined by Laloui et al. (2004) , the main parameters for the slip surface materials are: (1) 488 the bulk (K) and shear (G) elastic modules, which are assumed to depend on the mean 489 effective stress through a power-type law of exponent n e ; (2) the critical state and plasticity 490 parameters, essentially the friction angle φ at perfect plasticity, the plastic compressibility β; 
Sensitivity analysis using the GP-based methodology
500
The sensitivity analysis using the GP-based methodology (see section 3.4.) was carried out to 501 assess the importance of the input factors of the Hujeux constitutive model describing the slip 502 surface behaviour within a "factors' prioritisation setting", so that the main effects (first order 503
Sobol' indices) were used for ranking. 504
The quantity of interest was chosen as the horizontal displacement calculated at two 505 observation points, namely in the upper (observation point 1, Fig. 3) , and lower parts of thelandslide (observation point 2, Fig. 3 ). The sensitivity analysis was carried out in a dynamic 507 manner at each step of the 300 days long crisis period (decomposed into a hundred time steps). 508
It was focused on the main measurable parameters of the Hujeux constitutive model (total 509 number of seven input factors), the others being kept constant i.e. treated with "no 510 uncertainty". The properties of the other soil layers were assumed to be constant as well. 511
5.2.1
Step 1: representation of the input factor uncertainty (Table 2) . Considering no further information on the uncertainty, a 516 uniform probability distribution was assigned to each of these input factors (see section 3.4.1.). 517
518
[ Table 2 about here] 519 520
5.2.2
Step 2: setting training data 521 A total number of 30 input parameter configurations was generated. The resulting horizontal 522 displacements computed over the crisis period are shown on Figure 4 for the observation 523 points 1 and 2. For a given input configuration, a simulator run required ≈96 hours on a 524 computer unit (CPU) with a 2.6 GHz dual core processor and 1 GB of RAM. The training 525 sample was generated using a grid computing architecture or computer cluster composed of 526 30 CPU, so that all simulations were performed in parallel. 527
528
[ Fig. 4 about here] 529
5.2.3
Step 3: constructing the GP model 531 At each step of the 1994 crisis period, a GP model was constructed using the 30 training data 532 to approximate the horizontal displacements at the observation points 1 and 2. 533
A "leave-one-out cross-validation" procedure was carried out for each step in order to assess 534 the predictive quality of the GP models. Fig. 5 depicts the temporal evolution of the 535 coefficient of determination R² for the cross-validation procedure. 536
During the first half of the crisis period (first 150 days), R² decreases over time for both 537 observation points between 99.9 % and ≈95 %, hence indicating that the predictive quality is 538 "high" over this period. During the second half of the crisis period, the quality is still 539 satisfactory if we consider observation point 2 (R² varying between ≈80 % and ≈95 %, see 540 Marrel et al., 2008) , whereas it can be qualified as "low to moderate" for observation point 1 541
(R² steeply decreasing from ≈95 % to ≈62 %), hence indicating possibly high uncertainty on 542 the GP model. 
5.2.4
Step 4: estimating the sensitivity measures 547 The main effects were calculated using the sampling strategy of Saltelli (2002a) , hence 548 requiring m×(n+2)=1000×(7+2)=9000 GP model evaluations. Preliminary convergence tests 549 were carried out for m=250, 500, 1000 and 2000: they showed that m=1000 yields satisfactory 550 convergence of the sensitivity measures to two decimal places (+/-0.025). 551
The total computation time of the GP-based sensitivity analysis reached a total of 108 hours 552 model at each step of the crisis period (≈3 hours) and the cross-validation procedure (≈3 554 hours). 555
If the same analysis had been undertaken by direct simulations, the total computation time 556
would have reached 9000/30×96=28800 hours (1200 days) using the same 30 CPU cluster. To 557 achieve a computation time of 108 hours, a computer cluster composed of 8000 CPU would 558 have been required. 559 (Fig. 6, left) and at the 562 observation point 2 in the lower part of the landslide (Fig. 6, right) . Similarly, Fig. 6 (bottom) 563 provides the temporal evolution of the "second most important" input factor. The input factors 564 (Table 2) This preliminary ranking of the input factors, only based on the mean of the main effect, was 571 assessed again in a second step taking into account the range of uncertainty associated to the 572 sensitivity measures i.e. using the 5% and to the 95 % quantile of the posterior probability 573 distribution associated to the main effects (black dashed line, Fig. 6 ). The procedure consisted 574 in qualifying the GP model as "unsure" with respect to the sensitivity measures in regions 575
Analysis of the temporal evolution of the main effects
where the confidence intervals of the first and second most important input factors intersect. 576 important" input factor with a mean of the main effect constant at ≈10 %. For the second 580 crisis period, the confidence intervals intersect and the ranking is "unsure". Fig. 7 (left) gives 581 the mean of the main effects and the associated confidence intervals at three different steps of 582 the crisis period, namely 30 days (Fig. 7, top) , 150 days (Fig. 7, middle) and 210 days (Fig. 7,  583 bottom). At 30 days, n e can clearly be identified as the first most important input factor, but 584 the ranking of the other input factors is hardly feasible considering the intersecting confidence 585 intervals. Over time (at 150 and 210 days), the confidence intervals for all input factors 586 intersect so that the ranking is "unsure". This result is in agreement with the low coefficient of 587 determination of the cross-validation procedure over the second half of the crisis period (Fig.  588 5, black dashed line). As a conclusion, the knowledge on the "true" simulator should be 589 increased for the second crisis time period in order to increase the predictive quality of the GP 590 model, hence to narrow the width of the confidence interval. 591
592
[ Fig. 7 about here] 593 594 Considering the observation point 2, Fig. 6 (right) shows that before ≈50 days, the confidence 595 intervals intersect and the ranking is "unsure". Over the time period after ≈50 days, 596
coefficient n e can be identified as the "first most important" input factor with a mean of the 597 main effect increasing from ≈20 % to ≈45 %, whereas the plastic compressibility β can be 598 identified as the "second most important" input factor with a mean of the main effect 599 approximately constant and equal to 15 %. As for point 1, Fig. 7 (right) gives the mean of the 600 main effects and the associated confidence intervals for steps 30 days (Fig. 7, top) , 150 days 601 (Fig. 7 , middle) and 210 days (Fig. 7, bottom) . It shows that over time, n e and β can be 150 and 210 days, but the ranking of the other input factors is hardly feasible considering the 604 intersecting confidence intervals. 605
Despite the limited number of simulator runs (30) i.e. the limited knowledge on the "true" 606 simulator, several conclusions can still be drawn to guide future investigations. The sensitivity 607 analysis based on the GP modelling emphasizes coefficient n e as the "most important" i.e. as 608 the input factor requiring further investigations over the crisis period, whatever the part of the 609 landslide (upper or lower). In practice, the estimation of this parameter is strongly dependent 610 on the availability of lab tests at small strains, where the behaviour is truly elastic (e.g. strains 611
lower than 10 -4 ). This condition is not realized for classical triaxial tests where the accuracy is 612 not better than 10 -3 (e.g. Biarez and Hicher, 1994) so that this parameter is usually deduced 613 using standard values estimated for analogous types of soil. Nevertheless, such an analogy-614 based approach is hardly achievable in the La Frasse landslide case as the considered soil 615 material, being on the slip surface, is inherently heterogeneous. 616
The sensitivity analysis also outlines the plastic compressibility β as "important" for further 617 investigations in the lower part of the landslide i.e. where the evolution of pore pressures was 618 the most important. In practice, this parameter can be obtained from oedometer tests. No 619 further conclusions can be drawn without increasing the knowledge on the "true" simulator, 620 for the third (or lower) "most important input factor" due to the uncertainty on the GP model. 
