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1. Introduction
1.1. Let g be a simple finite dimensional complex Lie algebra; let ( , ) be an invariant scalar
product on g normalized in such a way that (θ, θ) = 2, θ being the highest root. Fix a positive
integer k. Let L1, . . . , Ln+1 be irreducible representations of g with highest weights Λ1, . . . ,Λn+1.
Suppose that (Λi, θ) ≤ k for all i.
Consider a complex affine n-dimensional affine space An with fixed coordinates z = (z1, . . . , zn).
Consider the space Xn = A
n−∪i,j∆ij where ∆ij = {(z1, . . . , zn)|zi = zj} are diagonals. Accord-
ing to Conformal field theory, one can define a remarkable finite dimensional holomorhic vector
bundle C(Λ1, . . . ,Λn+1) over Xn equipped with a flat connection (with logarithmic singularities
along ∆ij). (We imply that the last representation ”lives” at the point zn+1 =∞.)
More precisely, consider a trivial bundle over Xn with a fiber (L1 ⊗ . . . ⊗ Ln+1)g. Here we
denote by Mg the space of coinvariants M/gM of a g-module M . Let us denote this bun-
dle by B(Λ1, . . . ,Λn+1); it is equipped with a flat connection given by a system of Knizhnik-
Zamolodchikov (KZ) differential equations, [KZ]. The bundle C(Λ1, . . . ,Λn+1) is a certain quo-
tient of B(Λ1, . . . ,Λn+1) stable under KZ connection.
Classically this quotient is described in terms of certain coinvariants of the tensor product L1⊗
. . . ⊗ Ln+1 where Li is the irreducible representation of the affine Kac-Moody algebra gˆ corre-
sponding to Li and having the central charge k (see for example [KL] or Sect. 2 below). The
first goal of the present paper is a precise description of B(Λ1, . . . ,Λn+1) in terms of finite di-
mensional representations Li. More precisely, the fiber of this bundle at a point z = (z1, . . . , zn)
may be described as follows.
Let fθ ∈ g be a root vector of weight −θ. Consider the operator
z · fθ =
n∑
i=1
zif
(i)
θ : L1 ⊗ . . .⊗ Ln −→ L1 ⊗ . . . ⊗ Ln(1)
where f
(i)
θ denotes operator acting as fθ on i-th factor and as identity on the other factors. For
a weight λ let Mλ denote the weight component of a g-module M . The map (1) induces an
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operator
(z · fθ)
k−(Λn+1,θ)+1 : (L1 ⊗ . . . ⊗ Ln)s0(Λ¯n+1) −→ (L1 ⊗ . . . ⊗ Ln)Λ¯n+1(2)
where Λ¯n+1 is the highest weight of the dual module L
∗
n+1, and s0(Λ¯n+1) = Λ¯n+1+(k−(Λn+1, θ)+
1)θ. Let us denote this operator by T(z). We prove (see 2.10):
Theorem. One has a canonical isomorphism
C(Λ1, . . . ,Λn+1)z ∼= CokerT(z).
1.2. The second goal of this paper is a construction of a natural map from C(Λ1, . . . ,Λn+1) to
a certain bundle of ”geometric” origin.
More precisely, let Λn+1 =
∑n
s=1 Λs −
∑r
i=1 kiαi, αi being simple roots of g. All ki are non-
negative integers (otherwise (L1⊗ . . .⊗Ln+1)g = 0). Set N =
∑r
i=1 ki. Let us consider the space
Xn+N = Cn+N −∪
n+N
i,j=1∆ij ; let us denote coordinates in Xn+N by z1, . . . , zn, t1, . . . , tN . We have
a projection to the first coordinates pN : Xn+N −→ Xn.
Following [SV], define the flat connection on the trivial one-dimensional vector bundle over Xn+N
by the 1-form
ω =
∑
s>s′
(Λs,Λs′)
k + g
dlog(zs − zs′) +
∑
s,i
−
απ(i),Λs
k + g
dlog(ti − zs) +
∑
i>j
(απ(i), απ(j))
k + g
dlog(ti − tj)
where g is the dual Coxeter number of g, π : {1, . . . , N} −→ {1, . . . , r} is any map with
card(π−1(i)) = ki for all i. Let us denote the trivial bundle equipped with this connection by
L = L(Λ1, . . . ,Λn+1). The product of symmetric groups Σ = Σk1 × . . . × Σkr acts naturally
fiberwise on the pair (XN+n,L).
For each z ∈ Xn consider the De Rham cohomology H
N(p−1N (z),Lp−1
N
(z)); these spaces form a
vector bundle RNpN∗L over Xn equipped with a flat Gauss-Manin connection. In [SV] certain
maps compatible with the connections
ω : B(Λ1, . . . ,Λn+1) −→ R
NpN∗L(Λ1, . . . ,Λn+1)
Σ,−(3)
where constructed (here the superscript ”Σ,−” denotes the subbundle of skew invariants). The
second main result of the present paper is (see 4.3.1):
Theorem. The map ω passes through the projection B(Λ1, . . . ,Λn+1) −→ C(Λ1, . . . ,Λn+1) and
thus induces the map
ω¯ : C(Λ1, . . . ,Λn+1) −→ R
NpN∗L(Λ1, . . . ,Λn+1)
Σ,−
There are reasons to expect that the map ω¯ is injective. It would be very interesting to define
its image in topological terms; if the above expectation is true, we would have a topological
description of the bundle of conformal blocks.
31.3. The paper goes as follows. Section 1 is devoted to the proof of Theorem 2.10.
The main aim of Sections 2 and 3 is to define the map (3). This map actually was introduced
in [SVB], [SV]. However, [SVB] did not contain proofs, and the result [SV] was formulated in a
greater generality, and we need here some important details not formulated explicitely in loc.cit.
We include these details in Section 2. In this Section we discuss the beautifull interrelation
between certain spaces of rational functions on affine spaces, graphs, and free Lie algebras. We
believe that the contents of this Section might be of independent interest.
At the end of Section 3 we formulate Theorem 4.3.1.
Sections 4 and 5 are devoted to the proof of Theorem 4.3.1. This result is equivalent to the
claim that certain differential forms are exact. In Theorem 5.8 we write down certain identity
between differential forms, which is more general and precise than the above claim. We call it
Resonance identity. In Section 5 we prove it.
1.4. The results of this paper have been announced in [FSVA]. The proof for the case g = sl(2)
is given in [FSV1].
Although the present paper heavily depends on the main construction of [SV], we regard it
as practically self-contained. In fact, we tried to include into Sections 2 and 3 all the results
from loc.cit. which we need; the proofs are either given or straightforward. We hope that this
alternative exposition is usefull also for a better understanding of a more general framework of
loc.cit.
We are greately indebted to Michael Finkelberg for his permission to include his proof of the
key point of Theorem 2.10. Our initial proof was more complicated.
2. Spaces of conformal blocks
2.1. Throughout the paper we fix a complex finite dimensional simple Lie algebra g with a
chosen system of Chevalley generators fi, ei, hi, i = 1, . . . , r. Let g = n− ⊕ h ⊕ n+ be the
corresponding Cartan decomposition; α1, . . . , αr ∈ h
∗ the simple roots. (For a vector space V ,
V ∗ will always denote the dual vector space.)
Let ω : g
∼
−→ g denote Chevalley involution of g - the Lie algebra isomorphism such that
ω(fi) = −ei, ω(ei) = −fi, ω(hi) = −hi.
θ =
r∑
i=1
aiαi(4)
will denote the highest root;
θ∨ =
r∑
i=1
a∨i hi(5)
the highest root of the dual root system. Here all ai, a
∨
i are positive integers. We set
g =
r∑
i=1
a∨i + 1
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- it is the dual Coxeter number of g, [K], 6.0.
Let
ν : h
∼
−→ h∗(6)
denote the isomorphism such that ν(hi) = a
∨−1
i aiαi (cf. [K], 6.2.2).Let
(, ) : h× h −→ C
denote the corresponding bilinear form; it is non-degenerate and symmetric. We denote by the
same symbol the bilinear form on h∗ induced by means of ν. We have (θ, θ) = 2. Evidently,
ν(θ∨) = θ.
We extend (, ) to the symmetric non-degenerate invariant bilinear form on g as in [K], ch. 2.
Ω ∈ g⊗ g(7)
will denote the corresponding invariant symmetric tensor.
2.2. If M is a representation of h, λ ∈ h∗, we set Mλ = {x ∈M |hx =< λ, h > x for all h ∈ h}.
We will consider only h-diagonalizable representations of g, i.e. such that M = ⊕λMλ.
Set M0 = ⊕λM
∗
λ ; introduce an action of g on M
0 by the formula < cx∗, x >=< x∗,−ω(c)x >
for x ∈M, x∗ ∈M0, c ∈ g. This g-module is called the contragradient to M .
Given Λ ∈ h∗, M(Λ) will denote the Verma module over g, generated by the vacuum vector vΛ
subject to defining relations n+vΛ = 0, hvΛ =< Λ, h > vΛ. L(Λ) will denote the unique maximal
irreducible quotient of M(Λ); by abuse of the notations, we will denote by vΛ the image of vΛ
in L(Λ) too.
There is a unique g-module morphism
S :M(Λ) −→M(Λ)0(8)
such that < S(vΛ), vΛ >= 1. We have L(Λ) =M(Λ)/ ker(S).
We can also consider S as a bilinear form M(Λ)×M(Λ) −→ C; it is called the Shapovalov form.
The weight Λ is called dominant integral if all < Λ, hi > are non-negative integers. This is
equivalent to finite dimensionality of L(Λ).
Let W denote the Weyl group of g, w0 ∈ W the longest element. For a dominant integral Λ,
w0(Λ) is the lowest weight of L(Λ) ( [B], ch. VIII, §7, no. 2, Remark 2). We shall denote
Λ¯ = −w0(Λ)
It is again a dominant integral weight, and we have
L(Λ¯) = L(Λ)∗
52.3. Let T be an independent variable, C[[T ]] the ring of formal power series, C((T )) the field
of Laurent power series. For f(T ), g(T ) ∈ C((T )), introduce the notation
res0(f(T )dg(T )) = coefficient at T
−1 of f(T )g′(T ).
Set g[[T ]] = g ⊗C C[[T ]] ⊂ g((T )) = g ⊗C C((T )). These are Lie algebras with the bracket
[c⊗ f(T ), c′ ⊗ g(T )] = [c, c′]⊗ f(T )g(T ), c, c′ ∈ g. Define gˆ as a central extension of g((T ))
gˆ = g((T )) ⊕ C · 1
where 1 lies in the centrum of gˆ, and
[c⊗ f(T ), c′ ⊗ g(T )] = [c, c′]⊗ f(T )g(T ) + (c, c′) res0(f(T )dg(T )) · 1
Set
g˜ = g[T, T−1]⊕ C · 1
It is a Lie subalgebra of gˆ.
We have natural embeddings g ⊂ g˜ ⊂ gˆ; we will identify g with its image in these algebras. We
denote by g˜+ (resp., gˆ+) the Lie subalgebra g[T ]⊕ C · 1 ⊂ g˜ (resp., g[[T ]]⊕ C · 1 ⊂ gˆ).
Let us choose an element eθ in the root subspace gθ such that (eθ,−ω(eθ)) = 1; set fθ = ω(eθ).
We have [eθ, fθ] = θ
∨.
Set e0 = fθT, f0 = eθT
−1. The elements e0, . . . , er, f0, . . . fr form a system of generators of
g˜, [K], ch. 7. We have
[e0, f0] = 1− θ
∨(9)
2.4. All representations V of g˜ we will consider will have the following finiteness property:
for every x ∈ V there exists n ∈ Z such that cT n
′
x = 0 for all n′ ≥ n, c ∈ g. For such
representations, the action of g˜ may be extended uniquely to the action of gˆ, cf. [KL], no. 1.
We fix a positive integer k; unless specified otherwise, 1 will act as the multiplication by k on
all our representations. We set κ = k + g.
Let M be a representation of g. Consider M as a g˜+-module, by setting Tg[T ] to act as zero,
and 1 as k. Set
M˜ = U(g˜)⊗U(g˜+) M
This g˜-module is called the generalized Weyl module associated to M . We have a natural
embedding M ⊂ M˜ .
If M = L(Λ), we denote M˜ by L˜(Λ). This module has a unique irreducible quotient which will
be denoted by L(Λ). We have an embedding L(Λ) ⊂ L(Λ).
A weight Λ is called small if it is dominant integral and (Λ, θ) ≤ k. The set of all small weights
will be denoted by C ⊂ h∗. Define s0 : h
∗ −→ h∗ as
s0(λ) = λ+ (k − (λ, θ) + 1)θ
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For Λ ∈ C, the irreducible module L(Λ) is the quotient of the Weyl module L˜(Λ) by the g˜-
submodule L′ generated by the singular vector f
k−(Λ,θ)+1
0 vΛ. These irreducible modules will be
most important in the sequel. We have an exact sequence
L˜(s0(Λ)) −→ L˜(Λ) −→ L(Λ) −→ 0(10)
where the first map sends vs0(Λ) to f
k−(Λ,θ)+1
0 vΛ.
2.5. Spaces of coinvariants. For a positive integer n denote by gˆn the central extension of
the n-th cartesian power g[[T ]]n
g[[T ]]n ⊕ C · 1
with the bracket
[(ci ⊗ fi(T ))1≤i≤n, (c
′
i ⊗ gi(T ))1≤i≤n] = ([ci, c
′
i]⊗ fi(T )gi(T ))1≤i≤n ⊕
n∑
i=1
(ci, c
′
i) res0(f(T )dg(T )) · 1
(it is not the n-th cartesian power of gˆn). The Lie subalgebra g˜n ⊂ gˆn is defined analogously.
Consider the Riemann sphere P1 = P1(C), with a fixed coordinate z. Let us pick n+ 1 distinct
points z = zi, i = 1, . . . , n+ 1. We suppose that zi ∈ C for 1 ≤ i ≤ n, and zi+1 =∞.
Let g(z1, . . . , zn+1) denote by the Lie algebra of rational functions on P
1 with values in g, regular
outside z1, . . . , zn+1. We have local coordinates at our punctures: z − zi for 1 ≤ i ≤ n, and 1/z
at ∞. The Laurent expansions at our points define an embedding
g(z1, . . . , zn+1) →֒ gˆ
n+1(11)
(see for example [KL]II, 9.9 or [FSV1], 2.3).
For a Lie algebra a and an a-module M , we will denote by Ma the space of coinvariants M/aM .
Given n + 1 gˆ-modules M1, . . . ,Mn+1, the algebra gˆ
n acts naturally on the tensor product
M1 ⊗ . . . ⊗Mn+1 (recall that 1 acts as k on each Mi by our assumtion). Using (11), we regard
this tensor product as a g(z1, . . . , zn+1)-module, and can consider the space of coinvariants
(M1 ⊗ . . . ⊗Mn+1)g(z1,... ,zn+1)
2.6. Lemma. Let M1, . . . ,Mn+1 be g-modules. The embeddings Mi →֒ M˜i induce an
isomorphism of coinvariants
(M1 ⊗ . . . ⊗Mn+1)g ∼= (M˜1 ⊗ . . .⊗ M˜n+1)g(z1,... ,zn+1)
Proof. See [FSV1], 2.3.1 or [KL]II, 9.15. 
72.7. Let L(Λ) be a finite dimensional irreducible representation of g. Pick a lowest vector
v0 ∈ L(Λ)(i.e. such that n−v0 = 0; it is unique up to a constant). We have v
0 ∈ L(Λ)w0(Λ).
Let X be a finite dimensional representation of g. Let us consider the maps
XΛ¯ →֒ X ⊗ L(Λ) −→ (X ⊗ L(Λ))g
where the first one sends x to x⊗ v0, and the second one is the projection. They induce map
(Xn−)Λ¯ −→ (X ⊗ L(Λ))g(12)
2.7.1. Lemma. The map ( 12) is an isomorphism.
Proof. Easy. (Cf. [FSV1], 2.3.3). 
2.8. Let Λ1, . . . ,Λn+1 be dominant integral weights.
Introduce a notation
W = (L(Λ1)⊗ . . .⊗ L(Λn))n− .
As usually, Wλ will denote a weight component.
2.8.1. Corollary. The map
WΛ¯n+1 −→ (L˜(Λ1)⊗ . . .⊗ L˜(Λn+1))g(z1,... ,zn+1)(13)
sending x1 ⊗ . . . ⊗ xn to x1 ⊗ . . . ⊗ xn ⊗ v
0
n+1, where v
0
n+1 ∈ L(Λn+1) is a lowest vector, is an
isomorphism.
Proof. Follows from 2.6 and 2.7.1 applied to X = L(Λ1)⊗ . . .⊗ L(Λn). 
2.9. Suppose now that all Λi ∈ C. Set for brevity L = L(Λ1) ⊗ . . . ⊗ L(Λn). Consider the
operator
z · fθ =
n∑
i=1
zif
(i)
θ : L −→ L,
where f
(i)
θ acts as fθ on the factor L(Λi) and as the identity on other factors. It gives rise to the
operator
(z · fθ)
k−(Λn+1,θ)+1 : Ls0(Λ¯n+1) −→ LΛ¯n+1
which induces the operator
Ws0(Λ¯n+1) −→WΛ¯n+1
Let us denote this operator by T(z). We set
W (z1, . . . , zn) =WΛ¯n+1/ Im(T(z))
2.10. Theorem. Suppose that Λ1, . . . ,Λn+1 ∈ C. The isomorphism ( 13) induces an
isomorphism
W (z1, . . . , zn) ∼= (L(Λ1)⊗ . . .⊗ L(Λn+1))g(z1,... ,zn+1)
The proof will follow some lemmas.
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2.11. Suppose we have Λ ∈ C. One sees easily that the weight s0(Λ) is dominant integral. Let
us choose lowest vectors v0Λ ∈ L(Λ) and v
0
s0(Λ)
∈ L(s0(Λ)).
2.11.1. Lemma. One has an exact sequence
L˜(s0(Λ)) −→ L˜(Λ) −→ L(Λ) −→ 0(14)
where the first map sends v0s0(Λ) to f
k−(Λ,θ)+1
θ v
0
Λ.
Proof. There exists a unique involution
ω˜ : g˜ −→ g˜(15)
such that ω˜(c) = ω(c) for c ∈ g, and ω˜(f0) = fθT
−1, ω˜(e0) = eθT .
For a g˜-module M , denote by ω˜M the g˜-module obtained from M by the restriction of scalars
using (15). We have an isomorphism
ω˜L˜(Λ)
∼
−→ L˜(Λ¯)
sending v0Λ to vΛ¯. (Note that
ωL(Λ) ∼= L(Λ¯)).
Since θ is the highest weight of the adjoint representation, θ¯ = θ. It follows from the W -
invariance of ( , ) that s0(Λ) = s0(Λ¯).
Now, if we apply ω˜ to (10), we get (14). 
2.12. Corollary. The isomorphism ( 13) induces an isomorphism
W (z1, . . . , zn) ∼= (L˜(Λ1)⊗ . . .⊗ L˜(Λn)⊗ L(Λn+1))g(z1,... ,zn+1)
Proof. Apply the functor (L⊗ ·)g(z1,... ,zn+1) to (14). 
The rest of the argument is due to M.Finkelberg.
2.13. Lemma. Let Λ ∈ C, let Y be the kernel of the projection L˜(Λ) −→ L(Λ). The
operator e0 = fθT is surjective on Y .
Proof. Let us denote by O the category of g˜-modules M which are:
(a) h-diagonalizable, and such that for all λ ∈ h∗, dim(Mλ) <∞. 1 acts as a multiplication by k.
(b) The subalgebra n˜+ = n+⊕Tg[T ] acts locally nilpotently on M , i.e. for every x ∈M, e ∈ n˜+,
eNx = 0 for N >> 0.
Denote by ω′ : g˜
∼
−→ g˜ the Lie algebra involution that sends ei to −fi, and fi to −ei for
i = 0, . . . , r. Let us define the duality functor
D : O −→ O
as follows. For M ∈ O, consider the space M ′ = ⊕λ∈hM
∗
λ with the g˜-action < xm
∗,m >=<
m∗,−ω′(x)m >. By definition, D(M) ⊂M ′ is the maximal submodule on which n˜+ acts locally
nilpotently.
D is an exact contravariant functor, and DD ∼= Id.
9Let us return to the lemma. Suppose that e0 is not surjective on Y . Then f0 is not injective
on D(Y ). Let y ∈ Ker(f0). Let Z ⊂ D(Y ) be the g˜-submodule generated by y. All operators
fi, i = 1, . . . , r, and ei, i = 0, . . . , r, act locally nilpotently on D(Y ), hence Z is an integrable
g˜-module (which means by definition that all ei, fi are locally nilpotent on it). Hence, D(Z)
is a non-zero integrable quotient of Y . This contradicts to the fact that L(Λ) is the maximal
integrable quotient of L˜(Λ), (cf. [K], ch. 10). 
2.14. In the setup of our theorem, consider the tensor product
X = L˜(Λ1)⊗X2 ⊗ . . .⊗Xn ⊗ L(Λn+1)
where Xi = L˜(Λi) or L(Λi). As usually, we consider X as a g(z1, . . . , zn+1)-module. We have
fθTy ⊗ x ≡ −y ⊗Ax mod g(z1, . . . , zn+1)X
for y ∈ L˜(Λ1), x ∈ X
′ := X2 ⊗ . . . ⊗Xn ⊗ L(Λn+1), where A is a linear operator on X
′ which
acts as
A(x2⊗ . . .⊗xn+1) = u1fθx2⊗ . . .⊗xn+1+ . . .+x2⊗ . . .⊗unfθxn⊗xn+1+x2⊗ . . .⊗xn⊗fθT
−1xn+1
for some ui ∈ C.
2.14.1. Lemma. A is locally nilpotent on X ′.
In fact, it is easy to see that fθ is locally nilpotent on all Xi, and fθT
−1 is locally nilpotent on
L(Λn+1) since this module is g˜-integrable (cf. [TK], 1.4.6). Hence, A is locally nilpotent on X
′.

Let Y1 = ker(L˜(Λ1) −→ L(Λ1)). We have an exact sequence
(Y1 ⊗X
′)g(z1,... ,zn+1) −→ (L˜(Λ1)⊗X
′)g(z1,... ,zn+1)
φ
−→ (L(Λ1)⊗X
′)g(z1,... ,zn+1) −→ 0.
Hence, any element in ker(φ) is of the form
∑
j yj⊗xj with yj ∈ Y1, xj ∈ X
′. It follows from 2.13
and 2.14.1 that such an element must be zero.
It follows that
φ : (L˜(Λ1)⊗X2⊗ . . .⊗Xn⊗L(Λn+1))g(z1,... ,zn+1) −→ (L(Λ1)⊗X2⊗ . . .⊗Xn⊗L(Λn+1))g(z1,... ,zn+1)
is an isomorphism. Applying the same argument to other factors Xi instead of X1, we get the
statement of Theorem 2.10 from 2.12. 
3. Trees, rational functions and Lie algebras
3.1. Let us fix a finite set I and a set of distinct complex numbers z = {z1, . . . , zn}, n ≥ 1.
In the sequel, given a positive integer m, we will use the notation [m] := {1, . . . ,m}.
For every subset I ⊂ I denote I˜ := I ∪ [n].
Let us consider finite oriented graphs Γ whose set of vertices Ver(Γ) is identified with a subset
of I˜. We will denote by Ar(Γ) the set of arrows of Γ, and
b, e : Ar(Γ)
−→
−→ Ver(Γ)
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the source and target of arrows respectively. We will call a support of Γ the subset
Supp(Γ) = b(Ar(Γ)) ∪ e(Ar(Γ)) ⊂ Ver(Γ) ⊂ I˜.
The vertex v ∈ Ver(Γ) lying outside Supp(Γ) is called isolated.
We will suppose that:
(a) every pair of vertices is joined by not more than one arrow;
(b) Γ contains no loops.
Thus, Γ is a disjoint union of trees. We will draw Γ as a graph with vertices labeled by elements
i ∈ I or s ∈ [n], and we will not picture isolated vertices.
We will denote the set of all such graphs by Gr, and call its elements simply ”graphs”.
For a subset I ⊂ I, s ∈ [n], GrI (resp., GrI;s) will denote the subset of all connected graphs
with support equal to I (resp., I ∪ {s}).
3.2. Let us define a C-vector space G with generators [Γ], Γ ∈ Gr, subject to the following
relations.
3.2.1. If Γ′ is obtained from Γ by removing an isolated vertex then [Γ′] = [Γ].
3.2.2. If Γ′ is obtained from Γ by reversing one arrow, then [Γ′] = −[Γ].
3.2.3. Triangle relation. Let {i, j, k} ⊂ I be any three-element subset. Consider three graphs:
Γi =
r
i
rj
r
k
✁
✁
✁
✁✁✕❆❆
❆
❆❆❯
Γj =
r
i
rj
r
k
❆
❆
❆
❆❆❯✛
Γk =
r
i
rj
r
k
✁
✁
✁
✁✁✕
✛
Let Γ be a graph such that all three graphs Γi ∪ Γ belong to Gr. Then
[Γi ∪ Γ] + [Γj ∪ Γ] + [Γk ∪ Γ] = 0
3.2.4. If Γ′ is obtained from Γ by removing an arrow which begins at s and ends at s′ where
s, s′ ∈ [n], then
[Γ′] = (zs − zs′)[Γ]
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3.2.5. Compositions. For I ⊂ I, we will denote by GI , GI;s the subspace of G generated by all
[Γ] where Γ ∈ GrI , Γ ∈ GrI;s respectively.
Let us denote by GI˜ the space generated by all [Γ] where Supp(Γ) ⊂ I˜, and each connected
component of Supp(Γ) contains an element s ∈ [n].
We have operations of partial multiplications
· : GI ⊗GJ −→ G,
· : GI;s ⊗GJ;s′ −→ G,
[Γ]⊗ [Γ′] 7→ [Γ] · [Γ′] := [Γ∪Γ′], defined iff card(I∩J) ≤ 1. They are associative and commutative
in the obvious sense.
If card(I ∩ J) = 1 then GI ·GJ ⊂ GI∪J . If I ∩ J = ∅ then GI;s ·GJ;s ⊂ GI∪J;s.
For I ⊂ I denote by Seq(I) the set of all sequences
~I = (i1, . . . , iN )(16)
such that I = {i1, . . . , iN}. In other words, Seq(I) is the set of all total orders on I. Evidently,
Seq(I) is an Aut(I)-torsor.
Notational remark: if ~I is a sequence as above, we denote by I the set of its elements.
We define the graphs:
Γ~I = r
iN
✲r
iN−1
✲ . . . ✲r
i2
✲r
i1
and
Γ~I;s = r
iN
✲r
iN−1
✲ . . . ✲r
i2
✲
i1
✲r
s
for s ∈ [n].
The following two lemmas are checked directly.
3.2.6. Lemma. For a given I ⊂ I, s ∈ [n], elements [Γ~I;s],
~I ∈ Seq(I), form a basis of GI;s.

3.2.7. Lemma. Let us pick an element i0 ∈ I. All elements [Γ~I ] where
~I ∈ Seq(I) is such
that its first element is i0, form a basis of GI . 
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3.3. Let us consider a field F = C(t) of rational functions of the set t = {ti}i∈I of commuting
independent variables indexed by I. For a subset I ⊂ I denote tI := {ti}i∈I ⊂ t.
Let us assign to each Γ ∈ Gr a rational function
E(Γ) =
∏
a∈Ar(Γ)
1
tb(a) − te(a)
where we agree that ts := zs for s ∈ [n]. One sees easily that one gets a well defined map
E : G −→ F
Moreover, E is compatible with multiplication in the evident sense.
For I ⊂ I, let us define subspaces RI ⊂ RI(z) ⊂ F as RI = E(GI), RI(z) = E(GI˜).
3.3.1. Lemma. The map E induces isomorphisms
E : GI
∼
−→ RI ; E : GI˜
∼
−→ RI(z). 
For ~I as in (16) will use the notations
E~I(tI) = E(Γ~I) =
N∏
j=2
1
tij − tij−1
E~I;s(tI ; zs) = E(Γ~I;s) =
1
ti1 − zs
·
N∏
j=2
1
tij − tij−1
3.4. Shapovalov form. Suppose we are given a symmetric map
a : I × I −→ C
and numbers a(i, s) ∈ C for each i ∈ I, s ∈ [n].
(i) Given two sequences ~I = (i0, . . . , iN ), ~J = (j0, . . . , jN) ∈ I
N+1 (N ≥ 0) such that i0 = j0,
define a complex number S(~I, ~J) by induction on N . Namely, set S((i), (i)) = 1, and
S(~I, ~J) =
∑
q∈[N ]:iq=jN
(
q∑
p=0
a(ip, jN )) · S((i0, . . . , iˆp, . . . , iN ), (j0, . . . , jN−1))
for N ≥ 1.
It is clear that S(~I, ~J) 6= 0 only if I = J . One easily proves that
S(~I, ~J) = S( ~J, ~I)
(ii) Given arbitrary ~I = (i1, . . . , iN ), ~J = (j1, . . . , jN ) ∈ I
N (N ≥ 0) and s ∈ [n], define a
complex number S(~I, ~J)(s) by induction on N . Namely, set S((), ())(s) = 1, and
S(~I, ~J)(s) =
∑
q∈[N ]:iq=jN
(a(s, jN ) +
q∑
p=1
a(ip, jN )) · S((i1, . . . , iˆp, . . . , iN ), (j1, . . . , jN−1))
(s)
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for N ≥ 1.
Again S(~I, ~J)(s) 6= 0 only if I = J , and
S(~I, ~J)(s) = S( ~J, ~I)(s)
3.5. Given I ⊂ I, ~I = (i1, . . . , iN) ∈ Seq(I) and s ∈ [n], define important rational functions
A~I(tI) =
N∏
p=2
(
p−1∑
q=1
a(p, q)
tip − tiq
)(17)
and
B~I(tI ; zs) =
N∏
p=1
(
a(p, s)
tip − zs
+
p−1∑
q=1
a(p, q)
tip − tiq
)(18)
3.5.1. Key Lemma. We have
B~I(t; zs) =
∑
~J=(j1,... ,jN )∈Seq(I)
S(~I, ~J)(s) ·E~I(tI ; zs)
Proof. This is a particular case of [SV], Thm. 6.6 (for · = 0 and λ = (1, . . . , 1)). Or else, it
may be checked directly. 
3.6. Let n = Lie(fi)i∈I be a free Lie algebra on generators fi, i ∈ I (over C). Its enveloping
algebra U(n) may be identified with a free associative C-algebra with these generators.
For a sequence
~I = (i1, . . . , iN ) ∈ I
N(19)
denote by f~I ∈ U(n) the monomial
f~I = fiNfiN−1 · . . . · fi1 ,
and by [f~I ] ∈ n the commutator
[f~I ] = ad(fiN ) ◦ ad(fiN−1) ◦ . . . ◦ ad(fi2)(fi1),
where ad(x)(y) := [x, y]. (Note the reverse order!)
Given I ⊂ I, let U(n)I ∈ U(n) (resp., nI ∈ n) be the C-subspace generated by all monomials f~I
(resp., by all commutators [f~I ]),
~I ∈ Seq(I). We set U(n)∅ = C · 1; n∅ = 0.
Let us denote by Seq(n)(I) the set of all n-tuples of sequences ~I1, . . . , ~In such that I is a disjoint
union ∪ns=1Is.
We denote by U(n)⊗nI ⊂ U(n)
⊗n the C-subspace generated by all monomials of the form
x = f~I1 ⊗ . . .⊗ f~In
with (~I1, . . . , ~In) ∈ Seq
(n)(I).
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3.7. Suppose we have (~I1, . . . ~In) ∈ Seq
(n)(I) as above. We set
B~I1,... ,~In(t; z) = B~I1(tI1 ; z1) · . . . ·B~In(tIn ; zn)(20)
3.8. Lemma. Pick I ⊂ I.
(i) The assignment f~I 7→ B~I(tI ; zs) defines the map
BI(zs) : U(n)I −→ RI(z).
(ii) The assignment
x = f~I1 ⊗ . . .⊗ f~In 7→ B(~I1,... ,~In)(t; z)
defines the map
BI(z) : U(n)
⊗n
I −→ RI(z).
Proof. This is trivial since the above monomials form bases of the left hand sides. 
3.9. Lemma. We have
BI(zs)([f~I ]) = A~I(tI) ·
∑
i∈I
a(i, s)
ti − zs
Proof. The lemma is proved by induction on card(I), simultaneously with the following state-
ment which is a particular case of 3.10.1 below.
Claim. Suppose that j 6∈ I. Then
BI∪{j}(zs)([f~I ]fj) =
a(j, s)
tj − zs
·A~I(tI) ·
∑
i∈I
(
a(i, j)
ti − tj
+
a(i, s)
ti − zs
).

3.10. Suppose we have n+1 disjoint subsets I1, . . . , In, J ⊂ I, and sequences ~Ij ∈ Seq(Ij), j ∈
[n]; ~J ∈ Seq(J). Set I = ∪nj=1Ij .
For x = x1 ⊗ . . .⊗ xn ∈ U(n)
⊗n, s ∈ [n], y ∈ U(n), denote
y(s)x = x1 ⊗ . . .⊗ yxs ⊗ . . .⊗ xn(21)
3.10.1. Lemma. We have
BI∪J(z)([f ~J ]
(s) · f~I1 ⊗ . . .⊗ f~In) = B~I1,... ,~In(t; z) · A~J(tJ) · (
∑
i∈Is;j∈J
a(j, i)
tj − ti
+
∑
j∈J
a(j, s)
tj − zs
)
Proof. Similar to the proof of Lemma 3.9 above, by induction on card(I). 
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3.11. Lemma. The assignment [f~I ] 7→ A~I(tI) defines the map
AI : nI −→ RI .
Proof. Follows from 3.9. 
3.12. Lemma. Suppose we have two disjoint subsets I, J ⊂ I, and ~I ∈ Seq(I), ~J ∈ Seq(J).
Then
AI∪J([[f~I ], [f ~J ]]) = AI([f~I ]) ·AJ([f ~J ]) ·
∑
i∈I;j∈J
a(j, i)
tj − tj
Proof. Induction on card(J) using 3.10.1 for n = 1. 
3.13. We will need a generalization of the previous constructions to the following situation.
Let
π : I −→ J
be a surjective map between two finite sets. We set
kj = card(π
−1(j)); k = (kj)j∈J
One can regard the pair (J ,k) as a ”weighted set”, kj being ”the multiplicity” of j. We will
say that the map π is an unfolding of (J ,k).
We set ΣI := Aut(I) and
Σπ :=
∏
j∈J
Aut(π−1(j)) ⊂ ΣI(22)
the last group is non-canonically isomorphic to the product of symmetric groups Σkj .
We consider a Lie algebra n = Lie(fj)j∈J , and the field F = C(ti)i∈I , with subspacesRI , RI(z), (I ⊂
I) as above.
The group ΣI acts on F permuting generators ti. For every J ⊂ J we have an induced action
of Σπ on Rπ−1(J), Rπ−1(J)(z). We will denote by Symπ the symmetrisation operator
Symπ =
∑
σ∈Σpi
σ
acting on these rings.
Pick J ⊂ J ; set I = π−1(J). Set N := card(I); evidently N =
∑
j∈J kj .
Let us denote by Seq(J ;k) the set of all sequences
~J = (j1, . . . , jN), ji ∈ J,
such that for each j ∈ J there are exactly kj entries equal to j in ~J . We will denote by
U(n)
J ,k (resp., nJ ,k) the C-space generated by all monomials f ~J (resp., commutators [f ~J ]) with
~J ∈ Seq(J ;k).
For a sequence ~I = {i1, . . . , iN} we write π(~I) = (π(i1), . . . , π(iN )}.
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Given ~J ∈ Seq(J ;k), let us call an unfolding of ~J with respect to π a sequence
~I = (i1, . . . , iN ) ∈ I
N ,
such that π(~I) = ~J and all ip are distinct. We denote the set of all unfoldings by Unf( ~J).It is
naturally a torsor over the group
∏
j∈J Aut(π
−1(j))1.
Suppose we are given a symmetric map I × I −→ C. Let us pick ~I ∈ Unf( ~J). Let us define
rational functions
A~J;π(tI) = Symπ{A~I(tI)} ∈ RI(23)
B~J ;π(tI ; zs) = Symπ{B~I(tI ; zs)} ∈ RI(z)(24)
where the functions in figure brackets are defined in (17), (18).
Analogously, for any positive integer n, denote by Seq(n)(J ;k) the set of all n-tuples of sequences
~J1, . . . , ~Jn such that their concatenation ~J = ~J1| . . . | ~Jn belongs to Seq(J ;k). We will denote by
U(n)⊗n
J,k
⊂ U(n) the subspace spanned by all monomials
x = f ~J1 ⊗ . . .⊗ f ~Jn, (
~J1, . . . , ~Jn) ∈ Seq
(n)(J ;k).
Given such ( ~J1, . . . , ~Jn), we will call its unfolding an n-tuple of sequences (~I1, . . . , ~In) such that
for all s ~Is is an unfolding of ~Js, and all these sequences are disjoint, i.e. the corresponding sets
I1, . . . , In do not intersect. The set of unfoldings will be denoted Unf( ~J1, . . . , ~Jn).
Pick an unfolding (~I1, . . . , ~In). Define
B~J1,... , ~Jn;π(t; z) = Symπ{B~I1(tI1 ; z1) · . . . ·B~In(tIn ; zn)}(25)
One can see that the above functions do not depend on a particular choice of unfoldings, as the
notation suggests.
3.14. Lemma. (i) The assignment
f ~J 7→ B~J ;π(tI ; zs)
defines the map
B
J;k
(zs) : U(n)J;k −→ RI(z)
Σpi .
(ii) The assignment
x = f ~J1 ⊗ . . . ⊗ f ~Jn 7→ B~J1,... , ~Jn;π(t; z)
defines the map
B
J;k
(z) : U(n)⊗n
J;k
−→ RI(z)
Σpi .
(iii) The assignment
[f ~J ] 7→ A~J ;π(tI)
defines the map
A
J;k
: n
J;k
−→ RΣpiI .
1Recall that a torsor over a group G is set X equipped with a free and transitive action of G
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Proof follows from the non-symmetrized case (Lemmas 3.8 and 3.11 above). Cf. also [SV], 5.11.

4. Conformal blocks and de Rham cohomology
4.1.
4.1.1. Let us introduce some notations. For λ ∈ h∗, λ =
∑r
i=1 qiαi, set |λ| =
∑r
i=1 qi.
For λ, λ′ ∈ h∗, we write λ ≤ λ′ iff λ′ − λ =
∑r
i=1 qiαi where all qi are non-negative integers.
4.1.2. Let us fix weights Λ1, . . . ,Λn ∈ h
∗; set Λ =
∑n
i=1 Λi. Fix non-negative integers k1, . . . , kr,
and set J = {i ∈ [r]|ki > 0}; k = (kj)j∈J . Set N =
∑r
i=1 ki, α =
∑r
i=1 kiαi, Λ
′ = Λ− α.
Let us pick an unfolding of (J ,k):
π : [N ] −→ J ,(26)
where card(π−1(j)) = kj for all j ∈ J . We denote I := [N ].
As in 3.13, one defines the symmetric group Σ := Σπ ⊂ ΣI = ΣN .
Recall that we have fixed a positive integer k, and we set κ = k + g (see 2.4).
4.1.3. Let us consider the cartesian product of N projective lines, X = (P1)N , with coordinates
(t1, . . . , tN), ti ∈ C∪{∞}. Fix n distinct complex numbers z1, . . . , zn, and set zn+1 =∞. Inside
X, consider the following hyperplanes:
Hij : ti = tj , i, j = 1, . . . , N (so, Hij = Hji); Hi;s : ti = zs, i = 1, . . . , N ; s = 1, . . . , n+ 1.
We denote by C¯ the set of all these hyperplanes. We set C∞ = {Hi,n+1}i=1,... ,N , C = C¯ − C∞.
Let us define the map a : C¯ −→ C as follows. Set
a(Hij) = (απ(i), απ(j))/κ; a(Hi;s) = −(Λs, απ(i))/κ
if i < n+ 1. Finally, set
a(Hi;n+1) = (Λ−
∑
j 6=i
απ(j), απ(i))/κ
We will also use the notations
a(i, j) = a(Hij); a(i, s) = a(Hi;s).
These numbers are determined by the condition that for every line L ∼= P1 →֒ X defined by
equations tj = zpj , j 6= i, (i being fixed), the sum
∑
a(H) over all H ∈ C¯ meeting L transversally,
equals 0.
Set U = X − ∪H∈C¯H ⊂ X. We will identify X − ∪H∈C∞H with the affine space A
N with
coordinates t1, . . . , tN . For each H ∈ C, we define the function fH on A
N as follows: fHij =
ti − tj; fHi;s = ti − zs.
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Let us define the following complex of vector spaces
Ω• : 0 −→ Ω0
d
−→ . . .
d
−→ ΩN −→ 0(27)
By definition, Ωi is the space of holomorphic i-forms on U . The differential d is the sum
d = dDR + ωa(28)
where dDR is the de Rham differential and ωa denotes the left multiplication by the closed 1-form
ωa =
∑
H∈C
a(H) dlog(fH)
where dlog(fH) = d(fH)/fH . We will write elements of Ω
i symbolically as
f(t1, . . . , tN) · l · dtp1 ∧ . . . ∧ dtpi(29)
where f is a holomorphic function, and
l = l(t1, . . . , tN) =
∏
i,s
(ti − zs)
a(i,s)
∏
i<j
(ti − tj)
a(i,j)
- this expression should be considered as a formal symbol. The formal differentiation of (29)
gives the differential (28) since dlog(l) = ωa.
The symmetric group Σ acts on Ω• by the rule
σ(f(t1, . . . , tN) · l · dtp1 ∧ . . . ∧ dtpi) = f(tσ(1), . . . , tσ(N)) · l · dtσ(p1) ∧ . . . ∧ dtσ(pi)(30)
The geometric meaning of Ω• is as follows. The form ωa defines an integrable connection
∇ = dDR + ωa on the sheaf OU of holomorphic functions on U . Ω
• is the complex of global
sections of the holomorphic de Rham complex associated with ∇. It computes the cohomology
H .(U,S) of the locally constant sheaf S of horizontal sections of ∇.
4.2. Consider irreducibles Li = L(Λi); we denote by vi ∈ Li the highest vector; set L =
L1 ⊗ . . .⊗ Ln. In this Subsection we introduce, following [SV], a certain map
ω : LΛ′ −→ Ω
N
4.2.1. The subspace LΛ′ is generated by all monomials of the form
x = f ~J1v1 ⊗ . . .⊗ f ~Jnvn
where ( ~J1, . . . , ~Jn) runs through Seq
(n)(J ;k).
Given such a monomial, we can consider the rational function B~J1,... , ~Jn;π(t; z), as in (25). Set
ω(x) = B~J1,... , ~Jn;π(t; z) · l(t) · dt ∈ Ω
N(31)
where dt := dt1 ∧ . . . ∧ dtN .
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4.2.2. Theorem. (i) The formula ( 31) correctly defines the map
ω : LΛ′ −→ Ω
N
(ii) We have ω((n−L)Λ′) ⊂ dΩ
N−1. Thus, ω induces the map
ω¯ : Ln−,Λ′ −→ H
N(U,S)
Proof. It is one of the main results of [SV], Part II. Cf. loc. cit, Cor. 6.13. The key result here
is Lemma 3.5.1. 
4.3. Set Λn+1 = Λ¯
′. Suppose that Λn+1 ∈ C. Set m0 = k − (Λn+1, θ) + 1, Λ
′′ = Λ′ + m0θ.
Consider the operator
(z · fθ)
m0 : LΛ′′ −→ LΛ′
as in 2.9.
4.3.1. Theorem. We have ω(Im((z · fθ)
m0)) ⊂ dΩN−1.
Consequently, if all Λi ∈ C, ω induces the mapping
ω¯ : W (z1, . . . , zn+1) −→ H
N(U,S)Σ,−.
The rest of this work will be devoted to the proof of the first statement. Note that it is non-trivial
only if Λ′′ ≤ Λ. The last statement follows from Thm. 2.10. 
4.4. Resonances. Keep the notations of 4.3.
Let us call an edge any non-empty intersection L of hyperplanes H ∈ C¯. Set
a(L) =
∑
H∈C¯|H⊃L
a(H)
For instance, consider the point L∞ = {(∞, . . . ,∞)} ⊂ X.
4.4.1. Lemma. We have
a(L∞) = −
∑
H∈C
a(H)
Proof. Easy. 
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4.4.2. Lemma. Suppose that Λ′′ = Λ. Then
∑
H∈C
a(H) = −m0
Proof. From our assumption it follows that Λ′ = Λ−m0θ. Recall the notations from 2.1. Note
that m0 = k − (Λ
′, θ) + 1 since Λ′ = Λ¯n+1.
We have (Λ′, θ) = (Λ−m0θ, θ) = (Λ, θ)− 2m0, so
m0 = k − (Λ
′, θ) + 1 = k − (Λ, θ) + 2m0 + 1,
hence
(Λ, θ) = k +m0 + 1(32)
On the other hand, one easily sees that
∑
1≤i<j≤N
a(i, j) =
1
2κ
((m0θ,m0θ)−m0
∑
i
ai(αi, αi)) =
1
κ
(m20 −m0(g − 1))
since
(αi, αi) =< ν
−1(αi), αi >=< a
∨
i a
−1
i hi, αi >= 2a
∨
i a
−1
i
It follows that
∑
H∈C
a(H) = −
m0
κ
(Λ, θ) +
∑
1≤i<j≤N
a(i, j) = −
m0
κ
(k + g) = −m0
(cf. (32)), and we are done. 
Now suppose that Λ′′ ≤ Λ. Denote β := Λ− Λ′′ =
∑r
i=1 qiαi, M := |β|.
Let us fix maps
p : [M ] −→ [r]
such that card(p−1(i)) = qi for all i, and
p′ : [M + 1, N ] −→ [r]
such that card((p′)−1(i)) = m0ai for all i (recall that θ =
∑
aiαi). Let us define the map π, (26),
as
π(j) =
{
p(j) if 1 ≤ j ≤M
p′(j) if j > M.
The following lemma generalizes 4.4.2.
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4.4.3. Lemma. The sum of a(H) over all H = Hij ∈ C such that i or j is > M or
H = Hi;s ∈ C such that i > M , is equal to −m0.
Proof. Computation similar to the one in the proof of 4.4.2, shows that the sum in question is
equal to
m0
κ
(−(Λ, θ) +m0 − g + 1 + (β, θ)).(33)
On the other hand, our assumptions imply that
(Λ′, θ) = (Λ− β −m0θ, θ) = (Λ, θ)− (β, θ) + 2m0,
hence
m0 = k − (Λ
′, θ) + 1 = k − (Λ, θ) + (β, θ) + 2m0 + 1,
so
m0 = −k + (Λ, θ)− (β, θ) + 1
Substituting this into (33), we get our claim. 
5. Resonance identity
5.1.
5.1.1. We fix Λ1, . . . ,Λn ∈ h
∗; we set Λ =
∑n
i=1 Λi. We fix non-negative integers k1, . . . , kr, set
α =
∑r
i=1 kiαi, Λ
′ = Λ− α.
We fix a positive integer m, and set Λ′′ = Λ′ +mθ. We suppose that Λ′ ≤ Λ′′ ≤ Λ. We set
β = Λ− Λ′′ =
r∑
i=1
qiαi; M = |β|
We fix a map
π1 : [M ] −→ [r](34)
such that card(π−11 (i)) = qi for all i.
Recall that θ =
∑r
i=1 aiαi, and all ai > 0. We set A = |θ|. We fix a map
π2 : [A] −→ [r](35)
such that card(π−12 (i)) = ai for all i.
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5.1.2. Let us introduce the following sets of independent variables: u = {ui}1≤i≤M ; v(i) =
{vj(i)}1≤j≤A, 1 ≤ i ≤ m, v = ∪iv(i). Let us assign to every variable x a simple root α(x) as
follows. We set:
α(ui) = απ1(i); α(vj(i)) = απ2(j)
Let us fix distinct complex numbers z1, . . . , zn. Let us define the complex numbers a(x, y), or
a(x, zs) where x, y are any two of our variables; we will call these numbers exponents. Namely,
set
a(x, y) = (α(x), α(y))/κ; a(x, zs) = −(α(x),Λs)/κ
We set
eij = a(vi(p), vj(p))
for any p ∈ [m] (these numbers do not depend on p).
Let us consider the following symbolic expressions.
lΛ′′(u) =
∏
i,s
(ui − zs)
a(ui,zs)
∏
i,j:i>j
(ui − uj)
a(ui,uj);(36)
lθ(v(p)) =
∏
i∈[A],s∈[n]
(vi(p)− zs)
a(vi(p),zs)
∏
i,j∈[A]:i>j
(vi(p)− vj(p))
eij ;(37)
lΛ′(u,v) = lΛ′(u;v(1), . . . ,v(m)) = lΛ′′(u) · l
′(u,v)(38)
where
l′(u,v) =
∏
p
lθ(v(p)) ·
∏
i,j,p
(vi(p)− uj)
a(vi(p),uj) ·
∏
i,j; p,q: p>q
(vi(p)− vj(q))
eij(39)
Let us define the following numbers:
C(m) = m+
∑
(all exponents involved in l′);(40)
a =
∑
i,s
a(vi(p), zs); b =
∑
i,j: i>j
eij ; c =
∑
i,j
eij ; d =
∑
i,j
a(vi(p), uj),(41)
in the defintion of a and d a number p ∈ [m] is fixed; the value does not depend on it.
5.1.3. Lemma. C(m) = m+ma+mb+ m(m−1)
2
c+ d.
Proof. Easy computation. 
23
5.2. Let t1, . . . , tn be independent variables. Let us define a differential (n− 1)-form
ν(t) = ν(t1, . . . , tn) =
n∑
i=1
(−1)i−1tidt1 ∧ . . . ∧ dˆti ∧ . . . ∧ dtn(42)
For any function f(t) = f(t1, . . . , tn) we have
d(f(t)ν(t)) = (nf(t) +
n∑
i=1
t
∂f
∂ti
)dt(43)
where dt := dt1 ∧ . . . ∧ dtn.
Let us consider a formal expresstion
l(t) = l(t1, . . . , tn) =
∏
i,s
(ti − zs)
pis
∏
i>j
(ti − tj)
qij(44)
Differentiating formally, we get
d(l(t)ν(t)) = (n +
∑
i>j
qij +
∑
i,s
pisti
ti − zs
)l(t)dt(45)
5.3. It is known that all root spaces of our Lie algebra g are one-dimensional. It follows that
a root vector fθ ∈ g−θ may be chosen in the form
fθ = cθ · [f~I(θ)](46)
for some ~I(θ) = (i1, . . . , iA) ∈ [r]
A and a non-zero cθ ∈ C. We fix such a representation once for
all.
We also fix an unfolding of ~I(θ) with respect to π2:
~J(θ) = (j1, . . . , jA) ∈ [A]
A
5.4. Let us return to the setup of 5.1.1. Let t = {t1, . . . , tN} denote the union
t = u ∪ v(1) ∪ . . . ∪ v(m)(47)
and
t˜ = t ∪ {z1, . . . , zn}(48)
By definition, N := card(t) = M + mA. We order the variables t1, . . . , tN by the natural
left-to-right order following from (47). So,
(t1, . . . , tM ) = (u1, . . . , uM ), (tM+1, . . . , tM+A) = (v1(1), . . . , vA(1)),
etc.
The maps (34) and (35) induce the surjective map
π : [N ] −→ [r](49)
with card(π−1(i)) = qi +mai for all i. We set Σ = Σπ as in 3.13.
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To each variable ti ∈ t we have assigned a simple root α(ti) = απ(i), and to a point zs we assign
the weight −Λs. We introduce notations
a(i, j) := a(ti, tj); a(i, s) := a(ti, zs).
5.5. Note that we can rewrite the expression (38) in the following form:
lΛ′(u,v) = lΛ′′(u) · lθ(v(1))
∏
(v(1),u) · lθ(v(2))
∏
(v(2),v(1))
∏
(v(2),u) · . . . ·(50)
lθ(v(m))
∏
(v(m),v(m− 1)) · . . . ·
∏
(v(m),v(1))
∏
(v(m),u)
where ∏
(v(i),u) :=
∏
p,j
(vp(i)− uj)
a(vp(i),uj)
and ∏
(v(i),v(j)) :=
∏
p,q
(vp(i) − vq(j))
a(vp(i),vq(j)).
We will denote lΛ′(u,v) simply by l(u,v), or l(t). We will consider the complex
Ω.alg : 0 −→ Ω
0
alg −→ . . . −→ Ω
N
alg −→ 0
where Ωialg is the vector space consisting of expressions
φ(t)l(t)dtp1 ∧ . . . ∧ dtpi ,
φ(t) being an algebraic rational function of t1, . . . , tN . The differential is defined in the same
way as for Ω., (27). The complex Ω.alg is naturally a subcomplex of Ω
.; it inherits the action of
the symmetric group Σ = Σπ.
We denote by A : Ω.alg −→ Ω
.
alg the operator of skew symmetrization:
A(ω) =
∑
σ∈Σ
(−1)|σ|σ(ω)
where |σ| denotes the parity of a permutation.
5.6. Let us fix n disjoint sequences ~I = (~I1, . . . , ~In) such that I1 ∪ . . . ∪ In = [M ]. Set
~Js = π1(~Is). We have the corresponding monomial
x = x~J1,... , ~Jn = f ~J1v1 ⊗ . . . ⊗ f ~Jnvn ∈ LΛ′′(51)
Let us define a differential form
Ω˜m = B~I1,... ,~In(u; z) · lΛ′′(u) · du ∧ Ω˜(1) ∧ . . . ∧ Ω˜(m) ∈ Ω
N
alg(52)
where u := u1 ∧ . . . ∧ uM , B~I1,... ,~In(u; z) is as in (20), and
Ω˜(i) = cθd{lθ(v(i))
∏
(v(i),v(i− 1)) · . . . ·
∏
(v(i),v(1)) ·
∏
(v(i),u)) · A~J(θ)(v(i)) · ν(v(i))}.
(53)
Set
Ωm = A(Ω˜m)(54)
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5.7. Let us consider a free Lie algebra n˜ withN generators f˜i, i ∈ [M ] and
pf˜a, p ∈ [m], a ∈ [A].
We have elements
x˜ := f˜~I1 ⊗ . . . ⊗ f˜~In ∈ U(n˜)
⊗n
and
pf˜θ := cθ[
pf˜~I(θ)] ∈ n˜
The construction of Section 3 gives us a map
B˜ : U(n)⊗nI −→ RI(z)
for each I ⊂ [N ]. Note that
B˜(x˜) = B~I1,... ,~In(x)
Recall the notation (21). Pick an i-tuple of mutually distinct numbers (p1, . . . , pi) ∈ [m]
i. By
Lemma 3.10.1 we have
B˜{(
n∑
s=1
zs ·
p1 f˜ (s)θ ) · . . . · (
n∑
s=1
zs ·
pi f˜ (s)θ ) · x˜} =W
(p1,... ,pi)(u,v) · B˜(x˜) ·A~J(θ)(v(p1)) · . . . ·A~J(θ)(v(pi))
for a certain rational function W p1,... ,pi(u,v).
Let us describe this function more explicitely.
Let us consider all rational functions of the form
Xs1,... ,si;p1,... ,pi(q1, . . . , qi; t˜1, . . . , t˜i) = zs1 · . . . · zsi
a(vq1(p1), t˜1)
vq1(p1)− t˜1
· . . . ·
a(vqi(pi), t˜i)
vqi(pi)− t˜i
(55)
where s1, . . . , si ∈ [n], q1, . . . , qi ∈ [A] and
t˜j ∈ {zsj} ∪ uIsj
⋃
j′∈[j−1]|sj′=sj
v(pj′), j = 1, . . . , i
(the last union may be empty). Let us call such functions admissible terms.
5.7.1. It follows from Lemma 3.10.1 that W p1,... ,pi(u,v) is equal to the sum of all admissible
terms with fixed (p1, . . . , pi).
5.7.2. Definition. For any i ∈ [m], the rational function Wi =Wi(u,v) is defined as a sum
Wi(u,v) =
∑
W p1,... ,pi(u,v)
over all i-tuples of pairwise distinct numbers (p1, . . . , pi) ∈ [m]
i. We set W0 := 1.
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5.8. Theorem. We have an equality
Ωm = c
m
θ l(u, v)dudv · Sym{B~I1,... ,~In(u; z)A~J(θ)(v(1)) · . . . · A~J(θ)(v(m)) ·(56)
m∑
i=0
(
m∏
j=i+1
C(j))Wi(u, v)}
Here
C(j) := j + ja+ jb+
j(j − 1)
2
c+ d
where a, b, c, d ∈ C are defined in (41).
Equality (56) will be called Resonance identity.
5.9. Let us deduce Theorem 4.3.1 from 5.8. From the definition (52) follows immediatedly
that the form Ω˜m, and hence Ωm, is exact. Let us rewrite (56) in the form
Ωm =
m∑
i=0
(
m∏
j=i+1
C(j)) · Wi(u,v)(57)
where
Wi(u,v) = c
m
θ l(u,v)dudv · Sym{B~I1,... ,~In(u; z)A~J(θ)(v(1)) · . . . ·A~J(θ)(v(m)) ·Wi(u,v)}(58)
Now set m = m0. By Lemma 4.4.3, C(m0) = 0. Thus
Ωm0 =Wm0
On the other hand, it follows from Lemma 3.10.1 that
Wm0 = ω((z · fθ)
m0x)
where x is as in (51). This proves that the map ω takes the image of the operator (z · fθ)
m0 to
the subspace of exact forms, thus proving Theorem4.3.1. 
Theorem 5.8 will be proved in the next Section.
6. Proof of Resonance identity
We keep all the notations of the previous Section.
6.1. For each i ∈ [m], let us consider the operators ”partial differentials”
d(i) :=
A∑
q=1
∂
∂vq(i)
dvq(i)
acting on our functions or forms. Note that in the expression (52) we can replace all forms Ω˜(i)
by the forms
Ω˜′(i) = cθ · d
(i){lθ(v(i)) ·
∏
(v(i),v(i− 1)) · . . . ·
∏
(v(i),v(1)) ·
∏
(v(i),u)) ·(59)
·A~J(θ)(v(i)) · ν(v(i))}
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In fact, in the product of the first factor of Ω˜m and the first i− 1 forms Ω˜(j), we have already
differentiated the variables u and vq(j) with j < i.
We can apply (45) to (59), and get
Ω˜′(i) = cθlθ(v(i)) ·
∏
(v(i),v(i− 1)) · . . . ·
∏
(v(i),v(1)) ·
∏
(v(i),u)) ·(60)
·A~J(θ)(v(i)) · (1 + b+
∑
q∈[A];s∈[n]
a(vq(i), zs)vq(i)
vq(i)− zs
+
∑
q∈[A];t∈u∪v(1)∪...∪v(i−1)
a(vq(i), t)vq(i)
vq(i)− t
)
In fact, the expression in brackets in (59) is the sum of expressions of the form (44) with vq(i)
playing the role of t’s in (44), and t’s playing the role of z’s.
Thus, we have
Ωm = c
m
θ l(u,v)dudvSym{B~I1,... ,~In(u; z)A~J(θ)(v(1)) · . . . · A~J(θ)(v(m)) ·(61)
T (1) · . . . · T (m)}
where
T (i) = 1 + b+
∑
q∈[A];s∈[n]
a(vq(i), zs)vq(i)
vq(i)− zs
+
∑
q∈[A];t∈u∪v(1)∪...∪v(i−1)
a(vq(i), t)vq(i)
vq(i) − t
(62)
6.2. Let us consider the function T (m). Using the identity
X
X − Y
= 1 +
Y
X − Y
(63)
many times, one sees that T (m) may be rewritten as
T (m) = 1 + a+ b+ (m− 1)c+ d+
∑
s∈[n],q∈[A]
zsa(vq(m), zs)
vq(m)− zs
+(64)
+
∑
q∈[A];t∈u∪v(1)∪...∪v(m−1)
t · a(vq(m), t)
vq(m)− t
Let us denote
C˜(m) = 1 + a+ b+ (m− 1)c + d
Note that C˜(1) = C(1).
Let us consider the expression uj
vq(m)−uj
for some j ∈ Is ⊂ [M ], and replace it by
uj − zs
vq(m)− uj
+
zs
vq(m)− uj
The next Lemma is our main technical statement. In its proof we use in an essential way that
θ is the highest root.
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6.3. Highest root lemma. We have
Sym{B~Is(uIs ; zs) · A~J(θ)(v(m)) ·
∑
j∈Is; q∈[A]
uj − zs
vq(m)− uj
} = 0
Proof. Suppose ~Is = (i1, . . . , iP ). According to Key Lemma 3.5.1 we have
B~Is(uIs ; zs) =
∑
σ∈ΣP
S(~Is, σ~Is) · Eσ~Is(uIs ; zs)
where σ~Is := (iσ(1), . . . , iσ(P )). Let us consider one product
Eσ~Is(uIs ; zs) ·
uj − zs
vq(m)− uj
(65)
for some j ∈ Is, say j = iσ(p) for some p ∈ [P ], and rewrite uj − zs as a sum
(uiσ(p) − uiσ(p−1)) + . . .+ (uiσ(1) − zs)
The term (65) becomes a sum of terms corresponding - in diagrammatic notations of Section 3
- to graphs
r ✲r
j = iσ(p)
r
ir
r ✲r
s
✬ ✩✲
r
vq(m)
Now let us fix a decomposition Is = I
′ ∪ I ′′ with I ′ ∩ I ′′ = ∅ and I ′′ 6= ∅, and a sequence
~I ′ ∈ Seq(I ′). Let ~I ′′ ∈ Seq(I ′′) be the total order induced from ~Is. Consider the sum of
terms (65) (with their coefficients) which produce the above graphs with the right interval from
ir to s equal to ~I
′, the left interval varying.
One sees from 3.5.1 that the factors corresponding to the left interval give a multiple of A~I′′(uI′′).
After multiplication by A~J(θ)(v(m)) and summing up over all connections between the left
interval and the group v(m) and symmetrisation, we get a multiple of
A([f~I′′ , fθ]),
by Lemma 3.12. But [f~I′′ , fθ] is zero since θ is a highest root. 
6.4. Corollary. Resonance identity is valid for m = 1.
Proof. In fact, making the above substitution in the expression for T (1), and taking into
account the Highest root lemma, we are left (after the symmetrisation) with the expression
C(1) +W1(u,v(1)) which gives the Resonance identity for m = 1. 
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6.5. We will proceed with the proof of Resonance identity by induction on m. Suppose we
know it for m− 1. Let us set
D
(m)
i =
m∏
j=i+1
C(j)
We also denote by W
(m)
i =W
(m)
i (u,v(1), . . . ,v(m)) the function denoted earlier Wi(u,v).
By (61), we have to show that
Sym{B~I1,... ,~In(u; z)A~J(θ)(v(1)) · . . . ·A~J(θ)(v(m)) · T (1) · . . . · T (m)} =
Sym{B~I1,... ,~In(u; z)A~J(θ)(v(1)) · . . . ·A~J(θ)(v(m)) ·
m∑
i=0
D
(m)
i W
(m)
i }
By induction hypothesis, one is reduced to proving that
Sym{B~I1,... ,~In(u; z)A~J(θ)(v(1)) · . . . · A~J(θ)(v(m)) · (
m−1∑
i=0
D
(m−1)
i W
(m−1)
i ) · T (m)} =(66)
Sym{B~I1,... ,~In(u; z)A~J(θ)(v(1)) · . . . · A~J(θ)(v(m)) ·
m∑
i=0
D
(m)
i W
(m)
i }
By definition,
W
(m−1)
i =
∑
p1,... ,pi
W (m−1)p1... ,pi
the sum over all (p1, . . . , pi) ∈ [m − 1]
i, pj mutually distinct. Let us pick such (p1, . . . , pi).
Consider a product of an admissible term from W (m−1)p1... ,pi (see (55)) and a summand from
T (m) (see (64)):
Xs1,... ,si;p1,... ,pi(q1, . . . , qi; t˜1, . . . , t˜i) ·
a(vq(m), vq′(j))vq′ (j)
vq(m)− vq′(j)
(67)
(j < m). These products occur in the left hand side of (66).
Two cases may occur.
1st Case. j 6∈ {p1, . . . , pi}. Then we can replace the factor
vq′(j)
vq(m)− vq′(j)
(68)
in the term (67) in the lhs of (66) by − 1
2
. In fact, we are doing the symmetrisation which
permutes j and m, and we have
vq′(j)
vq(m)− vq′(j)
+
vq(m)
vq′(j) − vq(m)
= −1.
2nd Case. j = pr for some r.
Claim. In this case we can replace ( 68) by
zsr
vq(m)− vq′(j)
.(69)
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In other words, if we substitute
vq′(j)− zsr
vq(m)− vq′(j)
into the lhs of (66), we get 0 after symmetrisation. This claim is proved by the argument
identical to the argument in the proof of Highest root lemma 6.3.
Let us denote for brevity
Y (t; z) = B~I1,... ,~In(u; z)A~J(θ)(v(1)) · . . . · A~J(θ)(v(m))
Using Highest root lemma, we can rewrite the lhs of (66) as
Sym{Y (t; z) ·
m−1∑
i=0
D
(m−1)
i
∑
p1,... ,pi
W (m−1)p1,... ,pi · (C˜(m) +
∑
s,q
(
a(vq(m), zs)zs
vq(m)− zs
+(70)
∑
j∈Is
a(vq(m), uj)zs
vq(m)− uj
) +
∑
j∈[m−1]−{p1,... ,pi}
∑
q,q′
(−
a(vq(m), vq′(j))
2
) +
i∑
r=1
∑
q,q′
a(vq(m), vq′ (pr))zsr
vq(m)− vq′(pr)
)} =
Sym{Y (t; z) ·
m−1∑
i=0
D
(m−1)
i
∑
p1,... ,pi
W (m−1)p1,... ,pi · (C˜(m) +
∑
s,q
(
a(vq(m), zs)zs
vq(m)− zs
+
∑
j∈Is
a(vq(m), uj)zs
vq(m)− uj
)−
m− i− 1
2
c+
i∑
r=1
∑
q,q′
a(vq(m), vq′(pr))zsr
vq(m)− vq′(pr)
)} =
We have to prove that (70) is equal to
Sym{Y (t; z) ·
m∑
i=0
D
(m)
i
∑
p′1,... ,p
′
i
W (m)p
′
1,... ,p
′
i}(71)
6.6. Let us consider more attentively the nature of symmetrisation. Let us denote by
π(m) : [N ] = [M +mA] −→ [r]
the map (49), and by
π(i) : [M + iA] −→ [r]
the analogous map with m replaced by i ∈ [m]. Denote
Σ(i) = Σπ(i)
The symmetrisation in (70), (71) is done over the group Σ = Σ(m).
Note that Σ(m) is equal to a disjoint union
Σ(m) =
m⋃
i=1
Σ(m−1) · (im)
where (im) ∈ Σ(m) denotes the transposition of the whole group v(i) with v(m).
More generally, the symmetric group Σm is naturally embedded in Σ
(m) - it acts by permutations
of groups v(i). This subgroup evidently fixes Y (t; z).
Let us denote
Q = {(1m), . . . , (mm)} ⊂ Σm ⊂ Σ
(m)
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We have
SymΣ(m) = SymΣ(m−1) ◦SymQ
Let us pick mutually distinct (p1, . . . , pi) ∈ [m− 1]
i, and consider the partial symmetrisation of
the corresponding summand in (70):
SymQ{Y (t; z) ·
m−1∑
i=0
D(m−1)i W
(m−1)p1,... ,pi · (C˜(m) +
∑
s,q
(
a(vq(m), zs)zs
vq(m)− zs
+(72)
∑
j∈Is
a(vq(m), uj)zs
vq(m)− uj
)−
m− i− 1
2
c+
i∑
r=1
∑
q,q′
a(vq(m), vq′ (pr))zsr
vq(m)− vq′(pr)
)} =
m∑
j=1
Sj
where
Sj = Y (t; z){·
m−1∑
i=0
D
(m−1)
i W
(m−1)p1,... ,pi · (C˜(m) +
∑
s,q
(
a(vq(m), zs)zs
vq(m)− zs
+(73)
∑
j∈Is
a(vq(m), uj)zs
vq(m)− uj
)−
m− i− 1
2
c+
i∑
r=1
∑
q,q′
a(vq(m), vq′(pr))zsr
vq(m)− vq′(pr)
)}(jm)
Consider the j-th summand Sj . Two possibilities may occur:
(i) j ∈ [m]− {p1, . . . , pi}. In this case
Sj = Y (t; z) · (D
(m−1)
i · (C˜(m)−
m− i− 1
2
· c) ·W (m)p1,... ,pi +D(m−1)i ·W
(m)p1,... ,pi,j)
(ii) j = pr for some r. Then
Sj = Y (t; bz) · (D
(m−1)
i · (C˜(m)−
m− i− 1
2
· c) ·W (m)p1,... ,pr−1,m,pr+1,... ,pi +Dm−1i ·W
(m)p1,... ,pi,m),
as one sees from definitions.
Now, if we pick mutually distinct (p′1, . . . , p
′
i) ∈ [m]
i, we see that the contribution intoW (m)p
′
1,... ,p
′
i
from (72) comes with a coefficient
D(m−1)i · (C˜(m)−
m− i− 1
2
· c) · (m− i) +D(m−1)i−1 =(74)
D
(m−1)
i · ((m− i) · (C˜(m)−
m− i− 1
2
· c) + C(i))
(75)
6.7. Lemma. We have
C(m) = (m− i) · (C˜(m)−
m− i− 1
2
· c) + C(i)
Proof. Immediate. 
It follows that (74) is equal to D
(m−1)
i C(m) = D
(m)
i . It follows that (70)=(71) which in turn
implies m-th Resonance identity. 
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