Abstract-Optimal selection of features of Partial Discharge (PD) signals recorded from defects in High Voltage (HV) cables will contribute not only to the improvement of PD pattern recognition accuracy and efficiency but also to PD parameter visualization in HV cable condition monitoring and diagnostics. This paper presents a novel Random Forest (RF)-based feature-selection algorithm for PD pattern recognition of HV cables. The algorithm is applied to feature selection of both PD signals and interference signals with the aim of obtaining the optimal features for data processing. First, the experimental data acquisition and feature extraction processes are introduced. PD signals were captured from faults created in a cable to obtain the raw PD data, and then, a set of 3500 transient PD pulses and a set of 3500 typical interference pulses were extracted, based on which 34 PD features were extracted for further processing. Furthermore, 119 two-dimensional features and 1082 three-dimensional features were generated. The paper then discusses the basic principle of the RF algorithm. Finally, RF-based feature selection was implemented to determine the optimal features for PD pattern recognition. The results were obtained and evaluated with the Back Propagation Neural Network and Support Vector Machine. Results show that the proposed RFbased method is effective for PD feature selection of HV cables with the potential for application to additional HV power apparatus.
I. INTRODUCTION
N EW feature construction and optimal signal feature selection for Partial Discharge (PD) pattern recognition in HV cables are of great importance in two aspects: the identification of the type and severity of PD signals, and the identification of external interference signals. Furthermore, PD pattern recognition accuracy can be improved by effective selection of several new features. In [1] , two key features, equivalent time length (T) and equivalent bandwidth (W) were proposed to characterize the fast pulses and slow pulses and these have been widely applied in PD detection and industrial monitoring systems in recent years [2] - [4] . On the other hand, for the identification of different types of PD signals, recognition accuracy starts to increase rapidly with the dimension of the input features, then fluctuates slightly, before tending to stabilize.
Different types of PD feature have been identified, including waveform features of single pulses, statistical features of PD pulses, spectral features and texture features [5] - [7] . In addition, based on these traditional features, a large number of combination features can be generated by various mathematical functions. Hence, the feature dimension of a PD pattern could be more than 1000. If all of these features are applied as input parameters, the training of recognition algorithms will be difficult and the recognition efficiency will be low. The relationship between the number of input features and recognition accuracy can be investigated if features can be ranked in order of importance. Hence, optimal feature selection can contribute to the recognition efficiency.
By mining the intrinsic relationship between features and categories, feature selection is conducive to removal of the redundant and irrelevant features and to reduction of the computational complexity of the algorithm [8] . Feature selection methods, such as Relief, Maximize Relevancy and Minimize Redundancy (mRMR), Genetic Algorithm (GA), Rough Set (RS), etc., have been applied in data processing in many fields [9] - [14] . A comparison of different feature selection methods, including their basic principles, advantages, and disadvantages, is presented in Table I . 'Relief' is a feature weighting algorithm, based on which the feature differences both within a given class and across classes are comprehensively evaluated, and feature subsets are selected [9] . The mRMR algorithm is a popular feature selection method for pattern recognition and machine learning, based on the principle of maximizing the correlation between features and classification objectives while minimizing the correlation between features [10] . Both Relief and mRMR have high computational efficiency but relatively poor feature selection accuracy [9] , [10] . GA is a method of searching the optimal solution by simulating the evolution process of natural organisms [11] . Feature subset selection based on GA needs to be evaluated using the feature evaluation method [11] . Rough Set is an attribute reduction algorithm, based on which redundant features could be removed. It has high computational complexity when a large number of input samples is selected [12] . Feature selection methods based on neural network methods, such as Probabilistic Neural Network (PNN) and Recurrent Neural Network (RNN), are likely to select efficient features from original feature sets [13] , [14] . However, due to the characteristic of black box models, PNN and RNN have poor interpretability, and need large data sets for training purposes.
In recent years, feature selection based on the Random Forest (RF) methodology has played an important role in many fields, including gene selection in microarray data analysis [15] , feature selection for intrusion detection systems [16] and for spectral data analysis [17] . The important advantages of RF-based feature selection are as follows: 1) RF-based feature selection is carried out automatically during the training process. Owing to the tree structure, it is easy to implement. 2) RF-based feature selection has strong generalization ability and high accuracy due to the two applied random selections in the construction process, which are: random selection of samples and random selection of feature subsets. 3) RF-based feature selection can provide feature ranking results for all the features while most other methods only provide the feature selection subsets. These advantages motivated the authors to develop a RF-based feature selection method for PD signal detection. A novel RF-based method for obtaining optimal feature selection for PD pattern recognition of HV cables is presented and validated using laboratory data. Several new PD features are generated, as outlined later, and selected to represent the PD properties. The optimal number of input features is investigated. The result shows that the proposed RF-based method is suitable for PD feature selection in HV cables and has the potential to be extended for application to other HV power apparatus.
II. EXPERIMENTAL DATA ACQUISITION AND FEATURE EXTRACTION

A. Experimental Setup
A cross-section showing the structure of the 11 kV EthylenePropylene-Rubber (EPR) cable is shown in Fig. 1 . The five types of artificial defect created in the cable are shown in Fig. 2 and Fig. 3 . These defects recreate those typically encountered in the field, but do so under controlled laboratory conditions [18] - [21] . In EPR insulation, the products of the peroxide decomposition are gases at high temperatures and have some solubility, which may result in the formation of a void defect during and immediately after the curing phase of cable manufacture [19] . Protrusion defects may occur owing to manufacturing defects or external damage. An interruption in the semiconductor may occur owing to manufacturing defects or installation faults [18] . Incorrect installation of stress cones at end terminations of cables also can lead to PD. Defect type 1 simulates a void in the cable insulation from the outer part of the cable towards the insulation layer. As indicated in Fig. 2(a) , a hole is created using a 0.4 mm diameter drill and then sealed with copper tape.
Defect type 2 and type 3 simulate metallic protrusion defects. A drill bit was used to bore a hole in the cable, producing the dimensions shown in Fig. 2(b) and Fig. 2(c) . The protrusion in type 2 was in contact with the outer semiconductor, the wound copper tape, the aluminum armor and the polyvinyl chloride (PVC) over-sheath. The protrusion in type 3 is floating and not in contact with the aluminum armor and the PVC over-sheath.
Defect type 4 simulates a breach in the outer semiconductor of the cable: it is created by removing a 7 mm * 7 mm area from the outer semiconductor, the wound copper tape, the aluminum armor and the PVC over sheath, as shown in Fig. 2(d) .
Defect type 5 creates corona discharge around the cable termination by exposing part of the wound copper tape to the air and connecting it to the earth, as shown in Fig. 3 .
As can be seen from inspection of the 5 types of defects, the causes and structure of defect type 1 and defect type 5 are quite different from the other 3 types. As a result of the difference in electrical field structure giving rise to the PD, the signals from type 1 and type 5 are quite different from those of the other 3 defects and the signals and are relatively easy to classify. However, as defect type 2 and type 3 have metallic protrusion on outer conductor, PD signals induced in these two defects are relatively similar, which leads to significant difficulty in feature selection and pattern recognition of PD signals.
Next, raw PD data from each defect type were obtained using two industry standard methods, i.e., an IEC 60270 measurement using a coupling capacitor and from measurement using a High Frequency Current Transformer (HFCT) sensor [22] . The coupling capacitor used in the IEC system, C k , is rated at 100 kV and has a capacitance of 1nF ± 10%. The HFCT frequency response is shown in Fig. 4 . The bandwidth of the HFCT is from 20 kHz to 20 MHz.
PD data was acquired using a LeCroy 104Xi 1 GHz digital oscilloscope. The sampling rate of the oscilloscope was 100 MS/s and the sampling window 20 ms. A diagram of the test setup is shown in Fig. 5 .
In order to generate different PD signal intensities, the voltage was increased in steps of 1 kV from 0 to 13 kV. The PD testing voltage and the number of raw data series extracted for 5 types of defects are shown in Table II . As the data acquisition time length is 20 ms and the sample rate is 100 MS/s, each data set 
B. Separation of Interference Signals and PD Signals
There are large numbers of interference signals in the raw data obtained from the experiments. Based on the waveform features in the time domain, detected interference signals can be divided into three kinds: white noise, regular interference signal, and random interference signals [22] . Therefore, it is necessary to choose an appropriate method to differentiate the PD signals from the interference signals. The signal identification method based on Synchronous Detection and Multi-information Fusion (SDMF) was applied to the raw data to separate the PD signals from interference signals [22] .
Based on IEC 60270 measurement and the SDMF method, a set of 3500 transient PD pulses and a set of 3500 typical interference pulses were extracted from the raw data. There are PD pulses from the 5 defect types in the set of 3500 PD pulses with each type containing 700 PD pulses. 
C. Feature Extraction and Construction
Based on the set of 3500 PD signals and 3500 interference signals obtained from the five types of artificial defect in the 11 kV EPR cable sections, typical PD feature extraction, twodimensional, and three-dimensional feature construction were carried out.
As shown in Table III T-W mapping based on the feature T and feature W, is a wellknown method to analyze PD data in the condition monitoring field [1] . Sixteen wavelet features were obtained based on the Discrete Wavelet Transform (DWT). Daubechies wavelets are commonly applied as the mother wavelet for PD data denoising [23] , [24] . Based on the PD signals obtained in the laboratory, a comparison of the performance of the mother wavelet between db2 to db 10 was carried out. Db 5 was chosen as the mother wavelet as it was found to achieve the highest correlation with the PD signals captured by the sensor used. The PD signals and TABLE III  EXTRACTION OF TYPICAL PD FEATURES interference signals were decomposed into five scales based on DWT. Sixteen wavelet features were then constructed from the coefficients of the resultant wavelet sub-bands. The details of the sixteen wavelet features are shown in Table IV .
Based on the 34 typical features described previously, 119 two-dimensional features and 1082 three-dimensional features were constructed. There are three methods to construct twodimensional features: the first is the ratio of two typical features of the same type, the total number of constructed features according to this method is 82, an example is the ratio of two amplitude features (peak voltage/mean voltage). The second method is the square of typical features: the total feature number based on this method 31, an example is the square of position feature (phase angle^2). The third method is the product of polarity and amplitude feature or position feature: the total feature number based on this method is 6, an example is polarity * phase angle. Details of the two-dimensional features are shown in Table V .
Similarly, there are three ways to build three-dimensional features. The first is the ratio of three typical features of the same type: the total number of the constructed features according to this method is 960, an example is the ratio of three wavelet features (ED1 / ED2 / ED3). The second is the cube of typical features: the total feature number based on this method is 31, an example is the cube of position feature (phase angle^3). The third is the product of polarity and a two-dimensional feature, including the ratio of two amplitude features, the ratio of two wavelet features, the square of amplitude features and the square of wavelet features: there are 91 kinds of constructed features based on this method, an example is "peak voltage/mean voltage * polarity". Details of the three-dimensional features are shown in Table VI . [25] , is an ensemble machine learning algorithm based on the Decision Tree (DT), which has strong generalization capability and anti-interference ability due to two built-in randomness mechanisms of the algorithm.
The first randomness mechanism is Bagging theory given by Breiman [25] . In order to form one bootstrap training set, bootstrap resampling techniques are applied to extract N samples from the original sample set. The out-of-bag (OOB) sample set of each tree consists of the unselected samples.
The second randomness mechanism is the random subspace method referred by Tin Kam Ho [25] where feature subsets are randomly selected from all features to grow each tree. The best features among the subset rather than all features are elected to split the node of the trees.
Based on these two randomness mechanisms, RF can be applied to feature importance evaluation and feature selection. The flowchart of RF-based feature selection, as shown in Fig. 8 and discussed below, contains 7 steps.
Step 1: k bootstrap training sets, e.g., T1, and k OOB testing sets, e.g., L1, are generated from the original data by a bootstrap resampling technique.
Step 2: For each bootstrap training set, a decision tree is built. Feature subsets are randomly selected from all features at each node and the best feature in the subset is taken to split the tree nodes. k decision trees, D i (i = 1, 2 … k), are trained by the k bootstrap training sets.
Step 3: Permutate the values of feature X j in all OOB testing sets, keep the values of other features unchanged and get new OOB testing sets, e.g., L1 , with particular feature permutation. Step 4: Classify the corresponding OOB testing set L i (i = 1, 2 … k) with the corresponding decision tree D i and calculate the error rate E i (i = 1, 2 … k).
Step 5: Classify the corresponding new OOB testing set L i (i = 1, 2 … k) with the corresponding decision tree D i and calculate the error rate E i (i = 1, 2 … k).
Step 6: Calculate the difference in the error rate of E i and E i (i = 1, 2 … k) to get the error rate difference E i (i = 1, 2 … k).
Step 7: Add the k error rate difference results E i (i = 1, 2 … k), and the average value of the results is the importance score of the feature X j .
In Step 3, feature permutation is difficult to understand and is the key to the RF-based feature selection, so further interpretation of feature permutation is added here.
The commonly applied feature importance measure in RF is permutation importance, which is based on the changes of classification error rate between the intact OOB samples and those with particular feature permutation. In order to measure the importance of a specific feature X j , the values of X j in the OOB samples are randomly changed. In other words, the features of X j are permutated. An example of feature permutation is shown in Fig. 9 . Samples 1 to 5 and sample 6 are, respectively, PD signals from defects type 1 to type 5 and an interference signal. The original values of feature X j of sample 1 to sample 6 are a 1 , a 2 …a 6 respectively. After the feature permutation, the values of X j of sample 1 to sample 6 are turned into a 5 , a 4 …a 3 respectively. The more the classification error rate decreases after feature permutation and the higher the score of feature importance of X j , the more important the feature.
RF has three key parameters, the number of features in the feature subset (m try ), the criterion to split the nodes and number of trees (T k ). In this paper, the reference values of m try are obtained based on the calculation formula of m try in [25] , [26] , and the optimal value of m try is gained by traversals. The two most commonly applied criteria for splitting nodes are information gain and Gini index. In-depth theoretical analysis of these two criteria is carried out in [27] , which indicates that these two criteria only show disagreement in 2% of all these cases. Based on these theoretical results, the classification effects of these two criteria are evaluated using laboratory data and the optimal splitting criterion is determined. It is observed that 500 trees are sufficient to meet the classification requirement [16] and an excessive number of trees would waste computing resources. Here, the value of T k is determined according to the OOB error rate.
B. Flowchart of RF-Based Optimal PD Feature Selection
The flowchart of the RF-based optimal PD feature selection, shown in Fig. 10 , is divided into three stages: (a) experimental data acquisition and feature extraction, (b) RF-based optimal PD feature selection and (c) evaluation of results of optimal PD feature selection.
The first stage is experimental data acquisition and feature extraction. As outlined above, five types of artificial defect were made in 11 kV EPR cable and tested. An IEC measurement system and an HFCT were used to obtain the raw PD data, from which, 3500 typical interference pulses and 3500 transient PD pulses were extracted. The number of PD samples for each class is 700. Additional information on this experiment was published in [22] . As discussed, typical PD feature extraction and twodimensional and three-dimensional feature construction were applied to the PD and interference pulses. 34 PD features were extracted, 119 two-dimensional and 1082 three-dimensional features were generated, respectively: each pulse has, in total, 1235 features.
The second stage is RF-based optimal PD feature selection, which is an RF process and a feature importance measure process. The details of the steps are shown in section A of part I. 
IV. RESULTS OF RF-BASED OPTIMAL FEATURE SELECTION FOR PD SIGNALS AND INTERFERENCE SIGNALS
The set of 3500 PD pulses and of 3500 interference pulses, each of which has 1235 features associated with it, is to be investigated. The reference values of m try are 11 and 36 respectively, [25] , [26] and the adjacent values of the reference values are crossed for further optimization. The results show that the optimal value of m try is 33. Following the theoretical analysis method in [27] , the influence of information gain and Gini index on classification accuracy of the PD data were analyzed and compared. The results show that the Gini index criterion has better classification accuracy. Based on the method in [16] , the variation of OOB error rate with the number of trees T k is obtained by traversals. The results show that both the training efficiency of the RF algorithm and the classification accuracy are the highest when the value of T k is optimal, i.e., at 350.
A. The Importance Ranking Results for Features of Both PD and Interference Signals
The results of optimal feature selection for PD signals and interference signals, using the RF-based method, are shown in Table VII .
The results show that the effective features for recognizing PD signals and interference signals are mainly those features which characterize the signal width and those which are related to wavelet features of PD pulses. The features characterizing the signal width mainly relate to features like T, W, rise time and fall time. Effective wavelet combination features of PD pulses include Ea4/Ed1, EA5/ED1/ED2 and so on.
B. Validation With Pattern Recognition Based on Features Importance Ranking Results
SVM-and BPNN-based pattern recognition methods were applied to evaluate the validity of RF-based optimal feature selection according to pattern recognition accuracy. SVM has three key parameters: kernel function, penalty factor C and kernel function parameter γ [28] . For the validation study in this work, Radial Basis Function (RBF) is chosen as the kernel function, based on the quantitative relationship of input data and features; the Grid-Search and Cross-Validation method are applied to the optimization of C and γ [28] . A widely used three-layered BPNN is adopted in this paper. Although the number of nodes in the hidden layer is the most important parameter of a BPNN, as it affects the accuracy and efficiency of BPNN-based pattern recognition [29] , there is no available theory on how the number of nodes in the hidden layer should be chosen. To compensate for this, several variations in number of nodes were compared to achieve the best signal classification accuracy [29] .
The top 600 ranked features were selected and divided into 6 groups: each group containing 100 features. The six groups of features were applied to the pattern recognition algorithm respectively. The recognition results, in which the ranking results of RF-based feature importance are used as abscissa, are shown in Fig. 11 . From Fig. 11 , the recognition accuracy of SVM and BPNN increases with the level of ranking of feature importance. The recognition accuracy of the first feature group (1-100) under SVM and BPNN is 52.13% and 58.72% higher than that of the sixth group (501-600) respectively, from which it is clear that the RF-based feature selection method is an effective way to select appropriate features for analysis of PD signals and interference signals from HV cables.
C. Visualization Analysis Based on Features Importance Ranking Results
Correlation analysis of the top features was carried out and specific features with high importance scores and low correlation were selected for visual evaluation, as shown in Fig. 12 .
To assist with an effective comparison analysis, normalization of all the features was carried out, i.e., adjusting the range of the parameters to -1 to 1. Because of the strong correlation between the second feature and the third feature, the first feature "EA4/ED1" and the third feature "Fall time/W/signal width" were selected for visualization in Fig. 12(a) . The result of a typical T-W mapping method is shown in Fig. 12(d) . Several low-ranking features, such as skewness, kurtosis, ED3 and Ea3, were also selected for comparison, as shown in Fig. 12(e)-(h) . The ranking and importance scores of these features are shown in Table VII .
The conclusions that can be drawn from the data presented are as follows:
1) The accumulation degree of interference signals in Fig. 12(a) and Fig. 12(b) are better than that under T and Table VIII indicates that "test voltage" achieves a high ranking among all features, which is consistent with the result obtained. This analysis strongly supports the validity of the RF-based method for optimal feature selection.
The "phase angle * polarity" feature is an effective feature for PD signal identification and is widely implemented in the analysis of PRPD. In Table VIII , "Phase angle * polarity" is seen among the high importance score rankings, which is in line with established research results and so strongly supports the RFbased method for feature selection.
B. Validation of Pattern Recognition Based on Features Importance Ranking Results
Consistent with the method in section B of part IV, SVMand BPNN-based pattern recognition methods were applied to evaluate the validity of RF-based feature importance ranking results for PD signals from 5 defect types. The accuracy of pattern recognition results are shown in Fig. 13 .
From Fig. 13 , it can be observed that the change of the recognition accuracy coincides with the level of feature importance ranking results. With increasing importance of the level of ranking of features, there is an upward trend to the recognition accuracy of SVM and BPNN. The recognition accuracy of the sixth feature group under SVM and BPNN is 28.82% and 24.37% lower than that of the first group.
C. Analysis of Input Features Dimension for Pattern Recognition Based on Features Importance Ranking Results
SVM-and BPNN-based pattern recognition accuracy were calculated by changing the dimension of input features, as shown in Fig. 14 .
In general, there is a consistent trend in change in recognition accuracy of both the BPNN-based method and the SVM-based method. The recognition accuracy increases rapidly as the number of input features increases from zero, then almost plateaus in a stable state. At very high numbers of input features, the recognition accuracy fluctuates slightly but, overall, shows a slight downward trend. Therefore, to ensure optimum operation of the pattern recognition methods, the optimal feature dimension for pattern recognition should be determined. This improves efficiency of the determination by removing redundant features, saving on system resources, reducing time and cost of data processing, as well as ensuring high recognition accuracy. Fig. 14 suggests that, based on the set of 3500 PD samples, the optimal value of feature dimensions for differentiating PD signals from 5 defect types is around 100.
VI. CONCLUSION
This paper proposes a novel RF-based method for determining the optimal features for PD pattern recognition from faults in HV cables. The results are tested using experimental PD data r As the number of features applied to the recognition algorithm increases the recognition accuracy first increases rapidly then levels off, but tending to decrease slightly. The number of features at which stability is attained is around 100. Therefore, based on the data presented in this paper, the proposed dimension for pattern recognition of PD signals from 5 defect types is 100.
r Based on the presented RF-based feature selection and feature visualization analysis, the feature combination of "EA4/ED1" and "Fall time/W/signal width" shows better performance than the traditional T-W mapping method. This conclusion needs to be further evaluated using a wider range of PD and interference samples. The PD signals and interference signals used in the paper were collected from laboratory samples and under laboratory conditions. In order to extend the set of key features to include those encountered in the field through on-line cable monitoring systems, future work will include further studies on optimal feature selection based on typical interference and PD data obtained in industrial applications.
