Using a combinatorial approach described in a recent paper of Manolescu, Ozsváth, and Sarkar we compute the Heegaard-Floer knot homology of all knots with at most 11 crossings (special attention is paid to the Kinoshita-Terasaka Knot KT 2,1 and its Conway mutant). We review the basic construction of [2], giving two examples that can be worked out by hand, and explain some ideas we used to simplify the computation.
Introduction
In [5] , Ozsváth and Szabó introduced a topological invariant of closed, orientable three-manifolds in the form of a collection of abelian groups. To such a threemanifold Y , we associate the groups HF (Y, s), indexed by Spin c structures on Y . In [6] , they discovered that a null-homologous knot K in a three-manifold Y induces a filtration on the chain complex used to compute the Heegaard Floer homology groups of Y . 1 Moreover, the filtered chain homotopy type of this complex is an invariant of the knot K ⊂ Y . The homology of the associated graded object is denoted HF K(Y, K, s) in each Spin c structure and, until very recently, there was no algorithmic way to compute these knot Floer homology groups -computing boundary maps in the chain complex involves counting pseudo-holomorphic disks satisfying certain boundary conditions in Sym g (Σ g ).
In their remarkable paper [2] , Ozsváth, Manolescu, and Sarkar describe an algorithm for computing HF K(S 3 , K) for any knot K ⊂ S 3 (for a knot K ⊂ S 3 we will denote the corresponding knot Floer homology group simply by HF K(K)). The combinatorial description of knot Floer homology in [2] begins with the observation that an arc presentation of a knot K naturally gives rise to a genus one multipointed Heegaard diagram D for the knot in S 3 for which the generators, gradings, and boundary maps in the associated complex C(D) are completely combinatorial. The number n of arcs in this arc presentation will be equal to the number of α and β curves in the Heegaard diagram mentioned above.(hence n can be made equal to the arc-index α(K) of K). The homology of C(D) is equal to HF K(K) ⊗ S ⊗(n−1) , where S is the bigraded Z 2 vector space with S i,j = Z 2 (i, j) = (0, 0) or (−1, −1) 0 otherwise from which we can, of course, recover HF K(K).
An arc presentation D consists of an n × n grid with white and black dots placed inside squares of the grid in such a way that each row and each column of the grid contains exactly one white dot and one black dot (there is at most one dot in a square). This corresponds to an oriented knot (or link) K as follows: in each column, connect the black and white dots by a vertical line oriented from the black dot to the white dot; and in each row, connect the black and white dots by a horizontal line from the white dot to the black dot (always passing the horizontal strands under the vertical strands). Then C(D) is the free Z 2 -module on permutations of {1, . . . , n}. We can identify a permutation σ with its graph Γ(σ) on the grid (indexing squares by their lower left corners; view the grid as being on a torus T so the top and bottom lines are identified and the left and right sides are identified). Label the circles on the torus determined by the vertical lines of the grid α 1 , . . . , α n and the circles determined by the horizontal lines β 1 , . . . , β n . Then the generators of C(D) correspond to the points of
Assign a so-called Alexander grading to each permutation in the following way. For a point p on the grid, let w(p) denote the winding number of K around p. To compute the winding number of a nice curve C around a point p in the plane, draw any ray L from p to ∞ and take the signed sum of intersection points C ∩ L (with the sign convention chosen so that a counterclockwise circle has winding number 1 around a point in the bounded region defined by the circle). Each black or white dot is in a square whose four corners are four points on the grid, giving us a total of 8n distinguised grid points p 1 , . . . , p 8n (there may be repeats). Let
and declare the Alexander grading of a permutation σ to be
Every permutation is also assigned a Maslov grading. To begin with, if p is a point on the grid or in the interior of one of its squares, and S is a square of the grid, let S.p be 1 if p ∈ S and 0 otherwise. Let σ 0 denote the permutation whose graph consists of the lower left corners of the squares on the grid containing a white dot. To compute the Maslov grading of a permutation σ, find the smallest i 1 ∈ {1, . . . , n} for which σ(i 1 ) = σ 0 (i 1 ); there must be some i 2 so that σ 0 (i 2 ) = σ(i 1 ) so draw a horizontal line (always draw lines on the grid, forgetting that it is on a torus) from (i 1 , σ(i 1 )) to (i 2 , σ 0 (i 2 )) and then a vertical line from this point to (i 2 , σ(i 2 )); then there must be some i 3 so that σ 0 (i 3 ) = σ(i 2 ) so draw the horizontal line from (i 2 , σ(i 2 )) to (i 3 , σ 0 (i 3 )), and so on, continuing in this manner until a closed, oriented curve is produced. If there is still some i with σ(i) = σ 0 (i) for which (i, σ(i)) not on this closed curve, take the smallest such i and repeat the above process. This eventually yields a collection of oriented closed curves γ σσ 0 on the grid, none of which wraps around the torus. Thus γ σσ 0 is the oriented boundary of a formal sum i a i S i of squares of the grid, and we declare the Maslov grading of σ to be
Note that the mod 2 Maslov grading only depends on the sign of the permutation σ. The Maslov and Alexander gradings induce a decomposition
is defined as follows. If σ and σ ′ differ at more than two places then neither appears as a boundary of the other. If σ and σ ′ differ exactly on i < j, say with σ(i) < σ ′ (i) then the circles α i , α j , β σ(i) , β σ(j) divide the torus into four rectangular connected components R 1 , R 2 , R 3 , R 4 as in Figure 1 . Then σ ′ ∈ dσ iff exactly one of R 1 , R 2 contains no white dot, black dot, or point in
Figure 1: Four rectangles used to compute boundaries the graph of σ in its interior and σ ∈ dσ ′ iff exactly one of R 3 , R 4 contains no white dot, black dot, or point in the graph of σ in its interior. It is fairly straight-forward to check that d preserves Alexander grading and reduces Maslov grading by 1 and that d 2 = 0 (to show that the coefficient of σ ′ is 0 in d 2 σ, reduce to checking this when σ and σ ′ differ in four places (where it is easy) or in three places, where this is simply the observation that an L-shaped region can be divided into two rectangles in two ways). We implemented the combinatorial description of C(D) roughly as described above. Then we used a fairly well-known algorithm (see Figure 2 ) for computing the homology of a complex over Z 2 . View the complex as a directed graph whose vertices are the generators and where there is an edge from x to y exactly when y ∈ dx. Then whenever there is an edge from x to y, we can throw away the generators x and y and get a smaller complex with the same homology by the following method. For every z = x where y ∈ dz, and every w ∈ dx, if there is an edge from z to w, delete it; if not, add one. Now delete x and y and all edges into or out of them. Keep doing this until there are no edges left and read off the homology. This is very fast when there are relatively few boundaries, as occurs in the situation above where there are n! generators but at most n 2 boundaries for each generator. In practice, when n = 10 each generator appears to have an average of approximately 7 boundaries, so there are suprisingly few edges in the graph. Because of the symmetry [6] HF
it is enough to compute in non-negative Alexander grading; again this cuts the computation down immensely since, of the n! generators, only a small fraction have non-negative Alexander grading. We do not compute Maslov grading until the graph is reduced as this computation is quite time consuming. 
Results
Using a Mathematica package written by Dror Bar-Natan 2 , we obtained arc presentations of all the non-alternating knots with at most 11 crossings 3 , though unfortunately these arc presentations were generally too large to use directly. We wrote a program to aid in the reduction of arc presentations, though a lot of human labor was still required. Eventually, we managed to reduce all the diagrams to at most arc-index 13, though we believe they can be reduced to arc-index 11 (perhaps with a handful of exceptions). Finally, we manipulated these diagrams using a program to reduce the number of generators with non-negative Alexander grading before passing them on to our main program. Our results are reproduced in the table below. The knots 11n 42 and 11n 34 are often discussed in the literature. These are the Kinoshita-Terasaka knot KT 2,1 and its Conway mutant C 2,1 , respectively. A minimal 4 arc presentation for KT 2,1 appears in Figure 4 from which we computed its knot Floer homology polynomial: (q −2 + q −1 )t −2 + 4(q −1 + 1)t −1 + 7 + 6q + 4(q + q 2 )t + (q 2 + q 3 )t 2 . Likewise, the knot Floer homology polynomial of C 2,1 is: (q −3 + q −2 )t −3 +3(q −2 +q −1 )t −2 +3(q −1 +1)t −1 +3+2q+3(q+q 2 )t+3(q 2 +q 3 )t 2 +(q 3 +q 4 )t 3 . Recall that these knots are of special interest because their Alexander polynomials are trivial. They can be distinguished by their Seifert genera, however: KT 2,1 has genus 2, whereas C 2,1 has genus 3 (c.f. [4] , Theorem 1.2). The homology in extremal Alexander gradings was computed for these knots in [8] , Theorem 1.1. There are a surprisingly large number of knots with arc-index at most 12. Non-alternating knots tend to have lower arc-index than alternating ones (e.g. α(10 124 ) = 8 but Cromwell [1] showed that all alternating knots K have α(K) = c(K) + 2), which is fortunate since HF K is determined by more easily computed invariants (Alexander polynomial and signature) in the case of alternating knots [3] .
In [7] , Ozsváth and Szabó introduced a concordance invariant τ for knots in S 3 which is defined as follows. Let CF (S 3 ) denote the chain complex which computes the Heegaard Floer homology of S 3 , and let F (K, m) ⊂ CF (S 3 ) be the subcomplex generated by chains with Alexander grading less than or equal to m. This inclusion of complexes induces a map on homologies: It turns out that |τ (K)| ≤ g * (K), where g * (K) is the smooth four-ball genus of K.
As a result of the recent combinatorial formulation of knot Floer homology, τ can in principle be computed algorithmically. We did not implement this, but for many of the knots in our list, τ (K) can be read off directly from the Poincare polynomial for HF K(K). In particular, whenever there is exactly one Alexander grading i for which HF K 0 (K, i) is non-trivial, τ (K) is simply equal to i. For instance, we see immediately that τ (11n 185 ) = 2. Our computer program is available in C++ at the address:
http://www.math.columbia.edu/∼wgillam/hfk 4 Ian Nutt listed all knots with arc-index at most 10 in his PhD thesis. KT2,1 is not among them. We wish to thank Peter Ozsváth, from whom we learned about Heegaard Floer homology, for his encouragement.
