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Abstract
Educators are seeking out mechanisms for reporting diagnostic information about the
strengths and weaknesses of each student. Cognitive diagnostic assessment (CDA) is a form of
assessment that could facilitate the educators in discovering their students’ strengths and weak-
nesses. In CDA, the examinees are classified according to the specific attributes (ability, skills,
and knowledge) that the examinees possess. There are numerous models for cognitive diagnostic
assessment. A higher-order latent trait model was used in the study. This model takes into account
the local dependencies of the attributes by using a higher-order latent trait to model the mastery
of the attributes. Another benefit for using a higher-order latent trait model is that it allows for
concurrent estimation of the examinees’ higher-order latent trait as well as his or her mastery of the
attributes. Equipping educators with reports on individual examinee’s general ability together with
his or her mastery states with respect to the attributes could lead to better tailored remediation.
For example, more scaffolding might need to be provided to examinees with lower general ability,
whereas those with higher general ability might require a different pedagogical approach.
Computerized adaptive testing (CAT) is a mode of testing that has gained popularity in
recent years, due to its advantages. It tailors the test according to the examinees’ ability, that
is, each examinee will receive items that are neither too easy nor too difficult. Consequently,
CAT is a more efficient test mode compared to paper-and-pencil testing. With the advancement
of technology, CAT became a viable option for test administration. The advantages that CAT
have over paper-and-pencil testing make it an attractive option of administering CDA. The key to
adaptive testing is the item selection rules. The item selection rules should be able to pick the item
that closely matches the examinee’s ability. Most CATs are based on item response theory (IRT)
models. These IRT-based CAT and CDA adopt different evaluation framework for the examinees,
which implies that IRT-based CAT methods cannot be directly applied for administration of CDA.
Thus, new methods must be developed for a cognitive diagnostic computerized adaptive testing
(CD-CAT).
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The efficiency of adaptive testing is known to be highly dependent on the ability of the
item selection rules to pick the most appropriate item for the examinee at every stage of the
testing. However, problems might arise if the most appropriate items are selected at every stage,
without consideration for non-statistical constraints like item exposure rate and content-balancing.
In practical situations, tests usually cover several content areas and have balanced content coverage.
Thus content-balancing constraints are important for test construction. In addition, items that are
known to many examinees could lose their powers for distinguishing examinees in terms of their
abilities. Examinees with low ability might be able to answer these over-exposed items correctly
because they could prepare the answers to these items beforehand. In short, for an item selection
rule to have practical applications, it should be able to handle non-statistical constraints as well.
Thus, the focus of this study is on item selection rules with mechanism for managing non-statistical
constraints.
This study examines the efficiency of two new item selection rules. A higher-order latent
trait model was used for the study. Besides, being able to account for the local dependencies between
the attributes, the model also allows for simultaneous estimations of the examinee’s mastery state
with respect to specific attributes and his or her higher-order latent trait. Providing educators
with reports on individual examinee’s general ability (a higher-order latent trait) together with
his or her mastery states with respect to the attributes could lead to better tailored remediations.
For example, more scaffolding might need to be provided to examinees with lower general ability,
whereas those with higher general ability might require a different pedagogical approach.
Two new item selection rules (VAS and SHAS) which are based on attribute-specific item
discrimination index are proposed in chapter 2. The study suggests that the adapted Hybrid
Kullback-Leibler index and the adapted versions of the new indices (A VAS and A SHAS) are
be better suited for providing diagnostic feedback if a short test is used. These three adapted
indices were able to recover the individual attributes with high degrees of accuracy. After 24
items had been administered, the three indices had correctly classified (examinees’ classification
matching their latent classes) about 73% of the examinees; while about 87% of examinees were
classified correctly or “almost” correctly (examinees with at least seven out of eight attributes
correctly classified). In terms of the accuracy in the general ability estimation, the three indices
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had produced a high level of bias and mean square errors. A longer test would be needed to obtain
more accurate estimation of the general ability.
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Chapter 1
Introduction
In a recent nation-wide survey, Huff & Goodman (2007) found that there was a great
demand for reporting mechanisms that provide diagnostic information about the strengths and
weaknesses of each student. Educators are interested in obtaining information about their students’
strengths and weaknesses with respect to specific knowledge, skills, and abilities. Diagnostic reports
on the individual student’s strengths and weaknesses could facilitate educators in addressing the
specific instructional needs of each student. Interests in providing diagnostic feedbacks could also
have been triggered by the No Child Left Behind Act of 2001, which mandated that useful diagnostic
reports be provided to students, teachers and parents.
Conventional test only provide a summative score or several summative subscale scores for
each examinee. These summative scores serve as indicators of the examinee’s overall performance
for the entire test; likewise, the overall performance in each of the subtests are captured in the
respective summative subscale scores. Unlike conventional tests, a cognitive diagnostic test can
provide information concerning individual student’s mastery level for specific concepts and skills.
Cognitive diagnostic assessment (CDA) attempts to account for the underlying cognitive processes
affecting the examinee’s performance. Thus, CDA can potentially address the need for diagnostic
information about individual student’s strengths and weaknesses.
Computerized adaptive testing (CAT) is an innovative form of assessment that has gained
popularity in recent years. It is a computer-based mode of testing in which the test is tailored
to the examinee’s ability level. As a result, CAT is a more efficient mode of testing compared to
paper-and-pencil mode. CAT has many advantages over paper-and-pencil testing.
The many advantages that CAT has over paper-and-pencil testing have make it an attractive
mode for conducting CDA. A requirement that must be met before CAT can be used for CDA is that
both CAT and the diagnostic test must adopt a common framework for evaluating the examinees
and for distinguishing the items. However, CDA and CAT utilize different models for evaluating
the examinees and also for distinguishing the items. In a CDA, examinees are classified in terms
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of their mastery of attributes (a general term for concepts and skills) and the items are essentially
differentiated according to the attributes being tested by the respective items; while CAT only
provides one ability estimate for each examinee and it distinguishes the items in terms of their
difficulty levels. Due to differences in the way the examinees are evaluated and how the items
are distinguished in CDA and CAT, new procedures for selecting items in terms of attributes are
needed.
Several methods for implementing cognitive diagnostic computerized adaptive testing (CD-
CAT) have been proposed (e.g., Xu et al., 2003; McGlohen & Chang, 2008; Cheng, 2009; Gierl
& Zhou, 2008). The ability to select items that closely match the examinees’ ability is the key
factor in adaptive testing. Thus, item selection rules play an important role in CAT and CD-CAT.
The choice of a selection rule has a strong influence on the efficiency of CAT (Linden & Pashley,
2002). The objective of the study is to investigate the efficiency of two new item selection rules for
CD-CAT.
The thesis is organized into four chapters. Chapter 2 provides a review of the literature on
CDA, CAT, and CD-CAT. Two indices for item selection are also introduced in Chapter 2. Chapter
3 describes the methodology for a simulation study and presents the results of the simulation study.
The final chapter concludes the study with a discussion, limitations and suggestion for future
research direction.
2
Chapter 2
Literature Review
The focus of this thesis is on the item selection rules for CD-CAT. Thus, the objective of
this chapter is to introduce the concepts in CD-CAT. As CD-CAT is build on the foundations of
CDA and CAT, a natural way to introduce CD-CAT is to start with an introduction to CDA and
CAT. The first section provides reviews on CDA and cognitive diagnostic models. Introductions to
two cognitive diagnostic models, the deterministic-input, noisy-and-gate (DINA) and the higher-
order DINA (HO-DINA) models are also included in the first section. The HO-DINA is chosen for
the study as it is a promising candidate for CD-CAT. Since the HO-DINA model is an extension
of the DINA model, it follows that the DINA model should be introduced before the HO-DINA
model. The second section presents an overview of CAT. The third section introduces the item
selection rules for CD-CAT and concludes with the introduction of two new indices for selecting
items in CD-CAT.
2.1 Cognitive Diagnostic Assessment
According to Leighton & Gierl (2007), the goal of CDA is to ‘measure specific knowledge
structures and processing skills in students.’ In the literature, these specific knowledge structures
and skills have been given many different labels, such as latent characteristics, latent traits, elements
of processes, skills and attributes. In this thesis, the term attributes will be used.
The attribute mastery profiles are commonly known as latent states and latent classes, since
the examinees’ actual attribute mastery profiles are unobservable. In CDA, each examinee will be
assigned the latent state that supposedly corresponds to his or her state of mastery with respect
to each of the attributes. The state of mastery with respect to an attribute can be represented
by a latent attribute variable that can be coded either dichotomously (0 and 1) or polytomously
(e.g., 0, 1 and 2) to reflect the degree of mastery (Rupp et al., 2010). Non-mastery of an attribute
is usually coded as 0. For an assessment on K attributes, the latent state for each examinee can
be represented by a latent vector α˜ = (α1, α2, . . . , αk, . . . , αK), where αk = 1 indicates that the
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examinee has mastered the kth attribute, and αk = 0 otherwise. If an examinee’s latent class is
represented by the vector α˜ = (1, 1, 0), then the examinee is deemed to have mastered (or gained
some mastery of) the first two attributes, but not the third attribute. In the research literature,
methods that utilize binary mastery classification have received the most attention (Huebner, 2010).
Cognitive diagnostic models. For CDA, a psychometric model for explaining the exam-
inee’s performance in terms of the attributes, is required. (Norris, Macnab, & Phillips, 2007). These
psychometric models are collectively known as cognitive diagnostic models (CDMs). The CDMs
that have been proposed include the rule space model (Tatsuoka, 1983), the binary skills model
(Haertel, 1989), noisy-input, deterministic-and-gate (NIDA) model (Maris, 1999), the deterministic-
inputs, noisy-and-gate (DINA) model (Macready & Dayton, 1977; Junker & Sijtsma, 2001; Haertel,
1989), the higher-order DINA (HO-DINA) model (Torre & Douglas, 2004), and the fusion model
(Hartz, Roussos, & Stout, 2002). To date, at least eighteen CDMs have been proposed (Rupp,
Templin, & Henson, 2010, p.97). The HO-DINA model will be introduced as it will be used for the
study. To lay the foundation for the HO-DINA model, the DINA model will also be introduced.
CDMs can be classified according to the following three characteristics: (i) the scale type
of response variables (whether the responses are coded dichotomously or polytomously), (ii) the
scale type of the latent attribute variables (whether the latent attribute are coded dichotomously or
polytomously), and (iii) compensatory or noncompensatory (Rupp et al., 2010). In compensatory
models, high value on an attribute can mitigate the effect of a low value on another attribute;
whereas in noncompensatory models, a high value on an attribute cannot counteract the effect
of a low value on another attribute. In terms of their characteristics, both the DINA and HO-
DINA models can be described as noncompensatory CDMs with dichotomously (0 or 1) coded
response and latent attribute variables. The DINA model is a popular model due to its simplicity
of interpretation.
A critical component in most CDMs is the Q-matrix, which was first introduced by Tatsuoka
(1983). The Q-matrix captures the relationship between the items and the attributes. For this
reason, it is sometimes known as pattern-matrix. The Q-matrix is developed by subject matter
experts and psychometricians. Each row in the Q-matrix corresponds to a specific item, and
likewise, each column in the Q-matrix corresponds to a specific attribute. Suppose there are N
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items and K attributes, then the entry in the ith row and kth column of the Q-matrix (qik) is
defined as follows:
qik =
 1 if providing correct response to item i requires mastery of attribute k,0 otherwise
An example of a Q-matrix for an assessment of three attributes with four items is provided
below. 
1 0 0
0 1 1
1 0 1
1 1 1

In this example, item 1 measures attribute 1 whereas item 2 measures attribute 2 and
attribute 3. There are some CDMs in which the Q-matrices indicates the degree to which an item
measures an attribute. The Q-matrices for these CDMs will contain polytomous entries such as 0,
1, or 2 or continuous entries (e.g., Karelitz, 2004; von Davier, 2008).
In addition to developing the Q-matrix, the subject matter experts also need to decide if a
compensatory or noncompensatory model is more suitable for the diagnostic test.
DINA model. The deterministic-input, noisy-and-gate (DINA) model (Macready & Day-
ton, 1977; Junker & Sijtsma, 2001; Haertel, 1989) is simple and intuitive. First, the DINA model
separates examinees into two mastery classes for each item: those who have all the required at-
tributes and those who do not. For each item, examinees who lack some of the measured attributes
are grouped with those who lack all the measured attributes. This is the deterministic-input com-
ponent of the model. For each item, the examinees are assigned to one of the two mastery classes
based his or her latent class. For item i, the group membership for all examinees in latent class c
are captured by the latent variable ξic. For item i and all examinees in latent class c,
ξic =
 1 if examinees in latent class c have mastered all the attributes measured by item i,0 otherwise
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The latent variable ξic relates to the attribute mastery of examinees in latent class c and
the attributes measured by item i via the following equation:
ξic =
K∏
k=1
αqikck (2.1)
where αck is the mastery level for attribute k for all examinees in latent class c, and qik indicates
whether item i measures attribute k. In the DINA model, αck and qik are coded dichomotously (0
or 1). If item i does not measure attribute k, then qik = 0 and consequently, α
qik
ck = α
0
ck = 1, which
means that the mastery level of attribute k is not taken into account. On the other hand, if item
i measures attribute k, then qik = 1 and α
qik
ck = α
1
ck = αck, which implies that the mastery level of
attribute k does matter in this case. Thus αqikck = 0 indicates that item i measures attribute k but
the examinees in latent class c lack attribute k, and αqikck = 1 in all other cases. As ξic is defined as
the product of the terms αqikck over all the attributes, ξic = 0 only if the examinees in latent class c
did not master at least one of the attributes measured by item i.
The DINA model recognizes the possibility that examinees, who have mastered all the
measured attributes for an item, could “slip” and provide an incorrect answer for the item as well
as the possibility that examinees, who lack at least one of the measured attributes for an item,
“guess” and correctly answers the item. Under the DINA model, each item is associated with a
“slipping” and a “guessing” parameter. The “slipping” parameter si is the probability of “slipping”
and incorrectly answering item i when the examinee has mastered all the attributes measured by
it. The “guessing” parameter gi is the probability of correctly “guessing” the answer for item i
when the examinee has not mastered all the required attributes for that item. Mathematically, the
“slipping” and “guessing” parameters are expressed as follows:
si = P (Xic = 0|ξic = 1) (2.2)
gi = P (Xic = 1|ξic = 0) (2.3)
where Xic is the response for the examinees in latent class c for item i.
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The item response function for the DINA model is defined as:
P (Xic = 1|ξic, si, gi) = (1− si)ξic g1−ξici (2.4)
When ξic = 1, P (Xic = 1|ξic, si, gi) = (1− si), which is the probability of not “slipping”
when the examinees in latent c has mastered all the attributed measured by item i. And when
ξic = 0, P (Xic = 1|ξic, si, gi) = gi, which is the probability of correctly “guessing” the answer for
item i when the examinees in latent class c.
According to Rupp et al. (2010), the “slipping” and “guessing” parameters in the DINA
model are subjected to an inequality constraint. For each item, an examinee who has mastered all
the measured attributed should have a higher chance of correctly answering the item compared to
an examinee who has not mastered all the measured attributes. Consequently, for each item i, the
following inequality must hold: 1− si > gi.
Assuming the jth examinee is in latent class αc˜ , then the likelihood of the responses is given
by
L(Xj |αc˜ ) =
N∏
i=1
P (Xji|αc˜ )
=
N∏
i=1
[
(1− si)xji s1−xjii
]ξji [
g
xji
i (1− gi)1−xji
]1−ξji
(2.5)
Assuming conditional independence and independence among all the examinees, the joint
likelihood function of the DINA model is:
L(s˜, g˜|α˜) =
J∏
j=1
N∏
i=1
[
(1− si)xji s1−xjii
]ξji [
g
xji
i (1− gi)1−xji
]1−ξji
(2.6)
The DINA model only requires two item parameters (si and gi). Moreover, both item
parameters and examinees’ latent class can be obtained using maximum likelihood estimation. This
means that the DINA model is a computationally efficient model and therefore it is a potential
candidate for a real-time CAT.
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Higher-order DINA model. The higher-order DINA (HO-DINA) model was proposed
by Torre & Douglas (2004). The HO-DINA model attempts to tackle two potential issues which
could affect the estimation of attribute mastery. First, the attributes in the same domain might
be related to each other. Second, the acquisitions of the attributes could be influenced by the
examinee’s general ability.
Essentially, the HO-DINA model incorporates a higher-order latent variable θ into the
DINA model. The higher-order latent variable θ is a general ability for acquiring attributes in the
domain that is tested.
Under the HO-DINA model, the responses are assumed to be independent given the latent
attribute vector α˜ = (α1, α2, . . . , αK), and the latent attribute variables are also assumed to be
related to the higher-order latent variable θ in such a way that they are independent given θ.
Torre & Douglas (2004) used the following logistic regression model to link the higher order latent
variable θ and the latent attribute variables:
P (αk = 1|θ) = exp(λ0k + λkθ)
1 + exp(λ0k + λkθ)
for k = 1, 2, . . . ,K (2.7)
The probability model for α conditional on θ is
P (α˜ |θ) =
K∏
k=1
P (αk|θ) (2.8)
The HO-DINA is a hierarchical model. The first level is the DINA model and the second
level is the logistic regression model. In addition to modeling the relationship between the latent
attributes, the HO-DINA model also allows for concurrent estimation of a general ability θ and the
latent class α˜ . Thus an assessment using the HO-DINA model will yield more information about
the examinee.
2.2 Computerized Adaptive Testing
The idea of adaptive testing has been around for many years. The Binet-Simon intelligence
test developed in the early 1900s is thought to be the first adaptive test (Weiss, 1982). The test
was conducted in stages. At each stage, a subset of items was administered and the examiner
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then evaluate the examinee’s ability. The subset of items for the subsequent stages were selected
to match the latest estimate of the examinee’s ability from the previous stage. The testing ended
when a predetermined criterion was satisfied. In this way, the test tailors to the examinee’s ability
level.
With the rapid advancement of technology, large-scale adaptive testing became a viable
mode of testing. The computer’s capability for performing complex tasks (e.g., scoring and match-
ing item difficulties to examinee’s ability level) and storing of information (e.g., test items, item
parameters and examinees’ responses) have made it a suitable tool for realizing the full potential
of adaptive testing (Chang & Ying, 2009). Examples of large-scale CAT applications include the
Armed Services Vocational Aptitude Battery (ASVAB), Graduate Management Admission Test
(GMAT) and Graduate Record Examination (GRE).
As introduced in chapter 1, computerized adaptive testing (CAT) selects items to match the
examinee’s ability level (θ). In CAT, the test is assembled interactively as the examinee answers
the item. During CAT, an examinee’s performance on all the earlier items in the test is used to
obtain the latest estimate of his or her ability level (θˆ) via maximum likelihood estimation (MLE)
or Bayesian estimations such as expected a prior (EAP) and modal a priori (MAP). Among the
pool of available items, the item with the optimal properties, based on the latest ability estimate,
will be selected as the next item. The process is repeated until a termination criterion is satisfied.
In this way, each examinee is tested with items that closely match his or her ability (θ). Thus in
CAT, examinees will not get too many easy items nor too many difficult items. This results in a
more efficient measurement of the ability (θ) with fewer items than the paper-and-pencil version
of the test (Weiss, 1982). The advantages of CAT over paper-and-pencil testing include but are
not limited to: (i) shorter test, (ii) increased measurement precision, (iii) minimized measurement
error due to test frustration, (iv) enhanced test security, and (v) wider choice of item format such
as video and audio clips (Wainer, 2000).
Elements in CAT program. Some elements in a CAT program are:
1. Starting rule, which dictates how the the first item is to be selected. For example, the first
item can be a fixed item or an item randomly selected for the entire item pool or from a
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restricted set of items.
2. Item selection rule. There are a variety of ways to select the item, such as maximum infor-
mation criterion and the weighted deviation modeling method.
3. Ability estimation method, such as MLE, EAP and MAP.
4. Termination criterion, which can be fixed-length or variable-length. Using a fix-length termi-
nation criterion means that the testing is terminated after a pre-determined number of items
has been administered. For a variable-length termination criterion, the testing ends when a
certain level of measurement precision is reached. The testing can also be terminated if a
certain level of measurement precision is reached or after a fixed number of items have been
administered, depending on which condition is met first.
5. The item pool structure. The item pool needs to have sufficient coverage in terms of the
content as well as the target difficulty range. For test security reasons, the item pool has to
be sufficiently large. As a rule of thumb, the item pool should contain at least 12 times as
many items as the test length.
Item response theory (IRT) models are commonly used in CAT algorithms (Chang & Ying,
2009). In this thesis, the items are assumed to be calibrated using the three-parameter logistic
(3PL) IRT model. The probability for an examinee with ability θ to provide the correct response
on item i is given by
Pi(θ) = ci + (1− ci) exp [Dai(θ − bi)]
1 + exp [Dai(θ − bi)] (2.9)
where ai, bi and ci are, respectively, the discrimination, the difficulty and the pseudo-guessing
parameters for item i, and Pi(.) is the probability of answering item i correctly. The constant
D is known as the scaling factor, which was introduced to make the logistic function as close to
the normal ogive function as possible. The IRT model was originally developed with the normal
ogive function, but using the logistic function greatly simplifies the computations (Hambleton,
Swaminathan, & Rogers, 1991). Setting D = 1.702 will scale the logistic function to approximately
a normal ogive function.
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Fisher information. Every item in the test contributes some information about the ability
estimate. The individual item contribution is known as Fisher information or item information.
For the 3PL model, the fisher information of item i for ability θ is given by
Ii(θ) =
[
∂Pi(θ)
∂θ
]2/
Pi(θ)Qi(θ)
=
(1− ci)D2a2i exp [−Dai(θ − bi)]
{1 + exp [−Dai(θ − bi)]}2{1− ci + ci(1 + exp [−Dai(θ − bi)])} (2.10)
As seen in equation (2.10), the Fisher information function is proportional to the square of
the discrimination (a) parameter. Thus, items with higher discrimination power will have higher
Fisher information.
Test information. The test which is formed by the items will also provide information
about the ability estimate. Given the local independence assumption in IRT, the test information
is the sum of the items that makes up the test:
I(θ) =
N∑
i=1
Ii(θ) (2.11)
These concepts are needed for the following discussions.
Item selection rules for CAT. The most crucial component of CAT is the item selection
rule (Chang & Ying, 2009). There are several item selection procedures in the literature. For this
study, five item selection procedures will be introduced: the maximum information criterion (Lord,
1980), the maximum Kullback-Leibler criterion (Chang & Ying, 1996), the maximum priority
index method (Cheng & Chang, 2009), the a-stratified method (Chang & Ying, 1999), and the
constraint-weighted a-stratification method (Cheng, Chang, Douglas, & Guo, 2009). Of these five
item selection procedures, only the last third and the fifth item selection procedures are able to
handle non-statistical constraints, such as content balancing and item exposure control.
Maximum information criterion. According to the maximum information criterion
(MIC), the item with the largest Fisher information should be selected. Since true ability value θ
is not known, the current estimate for the ability θˆ will be substituted into equation (2.10).
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A well-known result about the MLE of θ and the Fisher information is: σ(θˆn)→
(
1/
√
Iθˆn
)
as n→∞ (Hambleton et al., 1991), where θˆn is the MLE of θ after n items have been administered.
This result may not hold if n is small number and when θˆn is not close to the true ability θ0. Thus,
the Fisher information at θˆn may not reflect the true information of the item. For this reason, the
use of MIC in the early stages of CAT may not be appropriate, as θˆn is not likely to be near θ0 for
small n (Chang & Ying, 1996).
Another known fact about MIC is that it favors items with high discrimination (a) power.
This is because Fisher information function assigns higher value to items with higher discrimination
(a) parameter.
Kullback-Leibler information criterion. Chang & Ying (1996) proposed using the
Kullback-Leibler (KL) information function for item selection in CAT. Like the Fisher information
function, the KL information function is also a function of θ. The KL information function for the
ith item is defined as
Ki(θ‖θ0) = Pi(θ0) log
[
Pi(θ0)
Pi(θ)
]
+ [1− Pi(θ0)] log
[
1− Pi(θ0)
1− Pi(θ)
]
, (2.12)
where θ0 is the true ability level, and Pi(.) is the probability of answering item i correctly. The KL
information reveals how well an item discriminates between the current ability estimate θˆ and the
true ability value θ0. A larger KL information indicates that the item is better at discriminating
between the current ability estimate θˆ and the true ability θ0. The KL information is also known as
KL distance, as it measures the “distance” between a target distribution and another distribution.
The KL distance is zero only if the two distributions are the same. In addition, the KL function is
non-negative and it is not symmetric, i.e., Ki(θ‖θ0) 6= Ki(θ0‖θ).
To handle the fact that the true ability is θ0 is unknown,Chang & Ying (1996) proposed
using an average KL information index:
Ki(θˆn) =
∫ θˆn+δn
θˆn−δn
Ki(θ‖θˆn)dθ (2.13)
where θˆn denotes the ability estimate after the examinee had responded to n items, and δn is the
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size of the interval over which the average is computed. The size of the interval is defined as
δn =
c√
n
, (2.14)
where c is a pre-determined constant.
Based on the KL information criterion, the next item to be administered is the one with
the largest KL information. In contrast to the Fisher information, the KL information function
does not require θˆ to be close to θ0. Thus, the KL information can be considered as providing
global information whereas the Fisher information is considered as providing local information, as
it is informative only if θˆ is sufficiently close to θ0.
The maximum priority index method. The maximum priority index method (Cheng
& Chang, 2009) integrates non-statistical constraints into the item selection process through the
use of priority indices. The item with the highest priority index will be selected.
Let C be the constraint relevancy matrix and M be the number of content areas. Suppose
there are N items in the item pool and each content area has a content-balancing constraint. Then
the ith row and mth column entry of matrix C is defined as
cim =
 1 if constraint m is relevant to item i,0 otherwise
Let µm be the number of items to be selected from content area m. Then the constraints
for content balancing can be represented by the following two (in)equalities:
lm ≤ µm ≤ um
and
M∑
m=1
µm = L
where lm and um are the lower bound and upper bound respectively for each of the M constraints
and L is the test length.
This method comprises two phases. The first phase will focus on selection of items to meet
the lower bounds for all the M constraints; and the second phase will focus on selection of the
13
remaining items. An index fm for content area m is defined as
fm =
lm − xm
lm
, (2.15)
where xm is the number of items selected from content area m. The index fm will take a value 0
when the lower bound for content area m is met and no item will be selected from content area m,
until all the lower bounds for all the M constraints have been satisfied.
In the second phase, the index fm for content area m is redefined as
fm =
um − xm
um
(2.16)
Similar to the first phase, the index fm will take a value 0 when the upper bound for content area
m is met.
The key component in managing the non-statistical constraints is the following expression:
M∏
m=1
(fm)
cim (2.17)
If constraint m is relevant to item i, then cim = 1 and (fm)
cim = fm; otherwise (fm)
cim = 1. In
particular, if constraint m is relevant to item i and constraint m has been satisfied, then (fm)
cim =
(0)1 = 0. In other words, (fm)
cim = 0 only when constraint m is relevant to item i and constraint
m has been satisfied. It follows that if (fm)
cim = 0, then item i is not available for selection as that
would imply a violation of constraint m. Thus, expression (2.17) takes the value of 1 only if item i
is still available for selection after taking into account all the non-statistical constraints; otherwise
it takes the value of 0.
Item exposure rates can be controlled by defining a similar index. For each item i, the
index for controlling the item exposure rates is defined as follows
fi =
(r − (ni/N))
r
where r is the maximum exposure rate and ni/N is the provisional exposure rate of item i.
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The priority index for item i is defined as
PIi = Ii(θˆ)
M∏
m=1
(fm)
cim , (2.18)
where Ii(θˆ) is the Fisher information of item i at θˆ. This implies that if the selection of item i will
violate any of the constraints, then the priority index of item i, PIi = 0, and item i will not be
selected. In both phases, the item with the maximum priority index is selected as the next item
for administration.
The a-stratification method. The a-stratification method first divides the item pool
into several strata, in which the distribution of difficulty parameters is roughly the same in each
strata. This is accomplished through the following steps. First, sort the items according to their
difficulty parameters. Second, group adjacent M (number of strata) items together. Third, within
each group, sort the items in terms of their discrimination parameters. Lastly, put all the item
with the lowest a parameter from each group into the first bin, all the item with the second lowest
a parameter from each group into the second bin, and so on. The items will be selected from low-a
strata to high-a strata. This will create the strata with the required properties.
The item selection involves ascending through the M strata as the test proceeds. Within
the current stratum, item whose difficulty parameter b is closest to θˆ is selected as the next item for
administration. The underlying principle for a-stratification is that items with high discrimination
power are useful only when (θˆ) is close to the true ability (θ0), a condition which is more likely at
the later stage of the test (Chang & Ying, 1999).
The constraint-weighted a-stratification method. The constraint-weighted a-stratification
method (Cheng et al., 2009) extends the a-stratification method by allowing for non-statistical con-
straints to be incorporated into the item selection procedure. The first step is to stratify the item
pool using the method described under the a-stratified method. The maximum priority index is
adapted to suit the a-stratification design. In this method, the Fisher information function is re-
placed with 1/ |bj − θˆ| as the selection of item in a-stratified design is based on the gap between
the difficulty parameter b and θˆ. Within the current stratum, the item with the highest priority
index will be selected.
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For the two-phase method, the priority index is defined as
pi =
1
|bi − θˆ|
M∏
m=1
(fm)
cim ,
The variables fm and cim are as defined in the maximum priority index method (refer to equations
(2.15) and (2.16)).
One-phase item selection. For this method, Cheng et al. (2009) also introduced a single
phase method. For the single phase method, the priority index is defined as
pi =
1
|bi − θˆ|
M∏
m=1
(f1mf2m)
cim ,
where
f1m =
um − xm − 1
um
,
and
f2m =
(L− um)− (t− xm)
L− um
The priority index for the single phase method tries to keep the number of items selected from
content area m between the lower and upper bounds.
2.3 Item Selection Rules for CD-CAT
The goal of CD-CAT is to tailor test to match the examinee’s attribute mastery profile. As
in the traditional CAT, the item selection rules play an important role in CD-CAT too. In fact, it
is an issue in CD-CAT that has received much attention (Huebner, 2010).
In adaptive testing, items are often selected base on the amount of information that it
can reveal about the current estimate. The Fisher information cannot be used in the selection
of items in CD-CAT. This is because the Fisher information requires the parameter space to be
continuous, but the attribute α˜ is a discrete parameter. Researchers have turned to KL information
as the alternative to Fisher information for CD-CAT, as the KL information does not require the
parameter to be continuous (e.g., Henson & Douglas, 2005; Xu et al., 2003).
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In the CDA context, the interest is locating the item that provides the most information
for distinguishing the current estimate of examinee j’s latent class αˆ˜ and a possible latent class
αˆc˜ . Let Xi denote an examinee’s response to item i. For item i, the KL distance between the
conditional distribution of Xi given the current estimate of the examinee’s latent class αˆ˜ and the
conditional distribution of Xi given the another latent class αc˜ is computed as follows:
KLi(αˆ˜) =
1∑
x=0
log
 P (Xi = x|αˆ˜)
P (Xi = x|αc˜ )
P (Xi = x|αˆ˜) (2.19)
Global discrimination index. There are a total of 2K latent classes for an assessment
with K attributes. To obtain a global discrimination power, (Xu, Chang, & Douglas, 2003) pro-
posed summing the KLi (equation (2.19)) over all the latent classes. The global discrimination
index (GDI) for item i for an examinee with current estimated latent state αˆ˜ is defined as
GDIi(αˆ˜) =
2K∑
c=1
 1∑
x=0
log
 P (Xi = x|αˆ˜)
P (Xi = x|αc˜ )
P (Xi = x|αˆ˜)
 (2.20)
The discriminating power of the test is defined as the sum of the KLi over all the items in the test.
Posterior-weighted Kullback-Leibler index. This is a weighted version of the KL
index proposed by Cheng (2009). In this method, a posterior distribution, that is updated at each
stage, is used as weights for the KL indices. The posterior distribution of the latent states at each
stage is obtained from the prior information on the latent states.
The posterior of the latent states is
g(αc˜ ) = P (αˆ˜ = αc˜ |Xj) =
p0c · f
(
Xj |αc˜
)
∑2K
c=1 p0c · f
(
Xj |αc˜
) (2.21)
where Xj is the response vector of the examinee and p0c is the prior probability of an examinee
being placed in latent class c.
The posterior-weighted Kullback-Leibler (PWKL) index for item i for an examinee with
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estimated latent state αˆ˜ is defined as
PWKLi(αˆ˜) =
2K∑
c=1

 1∑
x=0
log
 P (Xi = x|αˆ˜)
P (Xi = x|αc˜ )
P (Xi = x|αˆ˜)
 g(αc˜ )
 (2.22)
Hybrid Kullback-Leibler index. Cheng (2009) also introduced the hybrid Kullback-
Leibler (HKL) index. It is essentially the PWKL index weighted by the inverse of the distance
between latent states. By using the inverse of the distances between latent states as weights, items
with latent states that are similar to the current estimate are more likely to be selected than others.
The motivation doing so is that when an item discriminates well between similar attributes, it will
also do a good job at discriminating very dissimilar attributes (Cheng, 2009).
The HKL index for item i for an examinee with estimated latent state αˆ˜ is defined as
HKLi(αˆ˜) =
2K∑
c=1

 1∑
x=0
log
 P (Xi = x|αˆ˜)
P (Xi = x|αc˜ )
P (Xi = x|αˆ˜)
 g(αc˜ )
d(αc˜ , αˆ˜)
 (2.23)
where g(αc˜ ) is as defined in equation (2.21) and d(αc˜ , αc′˜ ) =
√√√√ K∑
k=1
(αck − αc′k)2 for c 6= c′. For
αc′˜ = αˆ˜ , d(αc˜ , αc′˜ ) = 0.01
In Cheng’s 2009 study, both the PWKL and HLK indices were found to be superior to the
GDI.
New indices for item selection in CD-CAT. As noted earlier, the KL distance (equa-
tion (2.19)) can be used for discriminating any two latent classes. For each item, there are a total
of 2K(2K−1) possible comparisons, since the KL distance is not symmetric. A matrix, Di, is used
for storing the KL distances of all the possible comparisons for item i. More specifically, the uth
row and vth column of Di is defined as
Diuv =
1∑
x=0
log
P (Xi = 1|αu˜ )
P (Xi = 1|αv˜ )
P (Xi = x|αu˜ ) (2.24)
Of the 2K(2K−1) possible comparisons for each item, only comparisons between attributes
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that differ on the kth attribute (that is, the attribute mastery states for the other K− 1 attributes
are the same) are need to extract information on the item’s discrimination power with respect to
the kth attribute. For each mastery state of the kth attribute, there are 2K−1 comparisons. As
the kth attribute has two mastery states, the total number of comparisons is 2K . The attribute-
specific item discrimination index for the kth attribute of item i is taken as the average of these
2K comparisons. Specifically, the attribute-specific item discrimination index for the kth attribute
of item i is defined as (Rupp et al., 2010, p. 304):
dik =
1
2K
∑
u,v∈Ωk
Diuv (2.25)
where Ωk is the set containing all pairs of latent classes that differ only on the kth attribute.
Posterior information about the latent states can be used for selecting items in adaptive
testing, as seen in the PWKL and HKL indices. Another possible way for selecting the next item
is to consider the items in terms of those attributes in which the mastery states are deemed to be
“uncertain.” For example, suppose the chance of examinee j mastering attribute 1 and attribute
2 are 10% and 50% respectively, after i items have been administered. Then the (i + 1)th item
could be the item with the highest discrimination power for attribute 2, that is, the (i + 1)th
item is chosen in the hope that it will provide more information about examinee j’s mastery state
with respect to attribute 2. Items that are more discriminating in terms of attribute 1 might not
provide much information about examinee j’s mastery of attribute 1 nor attribute 2. Thus, it seems
reasonable to use an item selection index which takes into account both the attribute-specific item
discrimination indices and measures of uncertainty about the examinee’s mastery states for each
attribute.
A conceptual framework for creating indices that take into account both the measures of
uncertainty and attribute-specific discrimination for each attribute measured by item i can be
defined as:
UASi(αˆ˜) =
K∑
k=1
u(αˆk)dik (2.26)
where u(αˆk) is an uncertainty measure of mastery with respect to attribute k. Two measures
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uncertainty for random variables are the variance and the Shannon entropy. In our context, both
measures are well-defined.
According to Rupp et al. (2010, p. 242-243), the variance of the mastery state with respect
to attribute k is P (αˆk)[1− P (αˆk)], where P (αˆk) is the probability of mastering attribute k. Thus,
an item selection index based on the combination of variances of the mastery state of the attributes
and the attribute-specific item discrimination indices is defined as follows:
VASi(αˆ˜) =
K∑
k=1
{P (αˆk)[1− P (αˆk)]} dik (2.27)
For a discrete random variable X with N outcomes (x1, x2, x3, . . . , xN ) the Shannon entropy
is defined as (Xu et al., 2003):
H(X) = −
N∑
i=1
P (xi) log(P (xi)) (2.28)
In our context, the Shannon entropy measure for attribute k is defined as
H(αk) = −P (αk) log(P (αk))− (1− P (αk)) log(1− P (αk)) (2.29)
The new index that utilizes the Shannon entropy measure is
SHASi(αˆ˜) =
K∑
k=1
[−P (αˆk) log(P (αˆk))− (1− P (αˆk)) log(1− P (αˆk))] dik (2.30)
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Chapter 3
Simulation Study
The purpose of this study is to examine the performance of the proposed item selection
index in CD-CAT, while managing the non-statistical test constraints, specifically the item exposure
rates and content-balancing constraints. To be more precise, the focus is in comparing the accuracy
of the item selection index in recovering the attribute mastery classification as well as the general
ability of each examinee while subjected to non-statistical constraints. This chapter comprises two
sections. The first section provides the details for the simulation study, while the second section
presents the results of the simulation study.
3.1 Data and Simulation Design
The details of the simulation are as follows:
1. Cognitive diagnostic model. The HO-DINA model with eight attributes was chosen for this
study. Thus, the other aspects of the simulation design were aligned according to the require-
ments of the HO-DINA model.
2. Examinees. First, the parameters were generated for 3000 potential examinees. Each poten-
tial examinee required two sets of parameters: the general ability (θ) and the latent states
(α˜). The general ability (θ) of each potential examinee was randomly drawn from a N(0, 1)
distribution. The logistic regression model with the following sets of parameters was used in
generating the probability for each potential examinee:
λ0k = [0.05 − 1.05 − 1.53 − 0.28 0.03 − 1.45 − 0.98 − 0.89]
and
λ1k = [4.94 1.82 0.96 1.96 2.08 1.78 3.12 1.60]
These two sets of parameter for the logistic regression were obtained by Torre & Douglas
(2004) in their study. Each attribute was assumed to be moderately difficult to master.
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Therefore, potential examinee j’s mastery state for attribute k was defined as
αjk =
 1 if P (examinee j mastering attribute k|θ) > 0.50 otherwise
For the actual simulation, 200 examinees were randomly selected from the 3000 potential
examinees.
3. Item pool. The item pool used in the study was obtained from Liu et al. (2009), who
conducted a large scale CD-CAT study in China. The a-stratification method was used to
divide the 352 items equally into four strata. The item parameters and the Q-matrix were
also obtained from the same study by Liu et al. (2009).
4. Non-statistical constraints. The studied item selection indices were modified to handle the
non-statistical constraints. For test security reasons, an item should not be exposed to more
than 20% of the examinees, thus the maximum item exposure rate was set at 0.2. This study
assumed that the items were drawn from four content areas. Items were randomly assigned
to each of the four content areas. For each content area, the lower bounds were drawn from
a U(4, 6) distribution and the upper bounds were drawn from U(4, 10). To ensure that it
was possible to construct tests that satisfy the content-balancing constraints, two conditions
were imposed on the upper bounds: first, the upper bound cannot be smaller than the
corresponding lower bound for each content area; and the sum of the four upper bounds must
not be smaller than the test length, which is 24.
5. Starting rule. An item was randomly selected from the first strata, subjected to the item
exposure rate constraint. If the item cannot be used due to the item exposure rate constraint,
then another item was drawn from the first strata. This process was repeated until an item
which will not violate the item exposure rate constraint when administered, was drawn.
6. Estimation. After each response, the estimate for the general ability θˆ was updated first.
The examinee’s mastery with respect to each of the eight attributes were estimated using the
latest estimate of the general ability θˆ.
22
The estimated general ability (θˆ) was updated using the EAP method with a N(0, 1) dis-
tribution as prior. For the attribute mastery, the expected a posterior (EAP) method was
used to obtain αˆ˜ . If the EAP estimation (P (αk = 1|θ)) exceeds 0.5 for attribute k, then
the examinee is deemed to have mastered attribute k, that is, αk = 1 if P (αk = 1|θ) > 0.5;
otherwise αk = 0.
7. Item selection rule. This study adopted the a-stratification method to divide the items equally
among four strata - there were 88 items in each strata. For each adaptive testing, six items
were selected from each strata. Some of the indices used in this study were adapted to suit
the a-stratification design. In addition, a two-phase method was used for managing the non-
statistical constraints. As introduced in the maximum priority index method under section
2.2, the expression (2.17) can be used for managing non-statistical constraints. Thus, the
item selection indices used in this study will have the expression (2.17) multiplied to it, if
this expression was not part of the original index.
Cheng et al. (2009) noted that the performances of the PWKL and HKL indices in item
selection for CD-CAT were very similar. Therefore, it was not necessary to include both
indices in the study. For this study, the HKL index was arbitrary chosen. The HKL, the VAS
and the SHAS indices were adapted to the a-stratification design. In addition, component
for controlling non-statistical constraints were multiplied to each of these indices. For item
i, the adapted indices were defined for as follows:
A HKLi(αˆ˜) = HKLi(αˆ˜)
[
1
|bi − θˆ|
ΠMm=1 (fm)
cim
]
(3.1)
A VASi(αˆ˜) = VASi(αˆ˜)
[
1
|bi − θˆ|
ΠMm=1 (fm)
cim
]
(3.2)
A SHASi(αˆ˜) = SHASi(αˆ˜)
[
1
|bi − θˆ|
ΠMm=1 (fm)
cim
]
(3.3)
To the study the effects of adaptive item selection and of imposing the non-statistical con-
straints, the fully randomized item selection and constraint-weighted a-stratification method
were included for comparisons. Only the randomized (Random) item selection method was
not subjected to the non-statistical constraints. In summary, five item selection rules were
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being studied: adapted HKL (A HKL), adapted VAS (A VAS), adapted SHAS (A SHAS),
constraint-weighted a-stratification (CWAS) and Random selection.
8. Termination criterion. A fix-length termination rule was adopted – the test was terminated
after 24 items had been administered.
In this study, 25 replications were carried out. In each replication, every examinee was
“tested” five times using items from the same item pool – however, each of the five tests were
assembled using a different item selection rule.
3.2 Results
The accuracy of the various methods in terms of recovery of the general ability and the
latent states were assessed through numerous criteria, which are elaborated in the relevant sections.
The results from the 25 trials were averaged. The three adapted versions of the item selection
indices (A HKL, A VAS and A SHAS) performed similarly in all the evaluation criteria. These
three indices were clearly more superior than CWAS and Random selection. The CWAS index
performed marginally better than the Random item selection method, despite being subjected to
the non-statistical constraints.
None of the constraints were violated by the four indices which contained the expression
(2.17), that is, only the Random selection method violated the constraints. A conclusion that
can drawn is that the expression (2.17) was indeed an effective mechanism for ensuring that the
constraints were satisfied.
Accuracy of Estimation for General Ability θ. The accuracy in estimating the true
ability θ was measured using three criteria: (1) the mean bias (Bias), (2) the mean-square error of
estimation (MSE), and (3) the correlation between the true ability (θ) and the estimated ability
(θˆ). The formulas for bias and MSE are given as follows:
Bias =
1
M
M∑
j=1
(
θˆj − θj
)
(3.4)
MSE =
1
M
M∑
j=1
(
θˆj − θj
)2
(3.5)
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Smaller absolute values of Bias and MSE indicate a better overall accuracy in estimation of the true
ability θ; on the other hand, a larger correlation between the true ability θ and the final estimated
ability θˆ indicates a better recovery of the actual rankings of the examinees in terms of their true
ability.
Table 3.1: Accuracy of Ability Estimation
Index Bias MSE Correlation between θ and θˆ
Random -0.63 0.90 0.72
CWAS -0.56 0.80 0.74
A HKL -0.49 0.61 0.81
A VAS -0.48 0.61 0.80
A SHAS -0.49 0.62 0.80
Table 3.1 shows the accuracy of the estimation of the true ability θ. In terms of all three
criteria (Bias, MSE and correlations between θ and θˆ), the Random item selection performed the
worse, followed by CWAS. The other three indices (A HKL, A VAS and A SHAS) are equally
accurate in estimating the true ability, and they are clearly more accurate than Random item
selection and CWAS.
Classification Accuracy. Classification accuracy are evaluated through two criteria: the
marginal recovery rates for each attribute, and the recovery rates of the examinee’s latent states.
The marginal recovery rates for each attribute are presented in Table 3.2. For all indices, the
recovery rates for the attributes are at least 0.78, with the A HKL, A VAS and A SHAS having
much higher recovery rates for each of the attributes (the recovery rates are all above 0.90) than
those for CWAS and Random item selection. Moreover, CWAS has slightly higher recovery rates
for the attributes than those for the Random item selection method.
Table 3.3 shows the recovery rates of examinees’ latent states. The recovery rates of the
examinees’ latent states evaluates the number of attributes correctly classified for each examinee.
The last column in the table shows the proportion of examinees who are correctly classified for
all eight attributes. Without a doubt, Table 3.3 indicates that A HKL, A VAS and A SHAS
outperform the other two indices in the recovery rates of the examinees’ latent states, in terms of
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Table 3.2: Marginal Recovery Rates of Attributes
Index
Attribute
1 2 3 4 5 6 7 8
Random 0.78 0.87 0.96 0.83 0.79 0.87 0.83 0.85
CWAS 0.80 0.91 0.96 0.85 0.80 0.89 0.85 0.89
A HKL 0.92 0.96 0.98 0.94 0.91 0.93 0.92 0.94
A VAS 0.91 0.96 0.99 0.94 0.91 0.94 0.91 0.94
A SHAS 0.91 0.95 0.99 0.93 0.91 0.94 0.91 0.94
Table 3.3: Recovery Rates of the Examinees’ Latent States
Index
Number of Attributes Correctly Classified
0 1 2 3 4 5 6 7 8
Random 0.00 0.03 0.03 0.02 0.06 0.08 0.10 0.09 0.60
CWAS 0.00 0.02 0.02 0.02 0.05 0.07 0.09 0.11 0.62
A HKL 0.00 0.00 0.00 0.00 0.01 0.03 0.07 0.15 0.73
A VAS 0.00 0.00 0.00 0.00 0.01 0.03 0.07 0.13 0.74
A SHAS 0.00 0.00 0.00 0.01 0.02 0.04 0.07 0.13 0.73
totally correct classification (the last column in Table 3.3). However, the percentages of examinees
who were classified correctly for all the attributes is around 73% for item selection rules based on
the A HKL, A VAS and A SHAS indices; and about 87% of examinees were classified correctly or
“almost” correctly (examinees with at least seven out of eight attributes correctly classified).
In terms of the three criteria for evaluating the accuracy of the classifications, the A HKL,
A VAS and A SHAS are clearly much more accurate than CWAS and the Random item selection
method, while CWAS was marginally more accurate then the Random item selection. A possible
explanation on why CWAS performed better than the Random item selection method is that the
CWAS index indirectly accounts for the attribute mastery, when it attempts to match the item
difficulty to the ability estimate θˆ during the item selection process. Another difference between
CWAS and the Random item selection method is that CWAS is able to manage the non-statistical
constraints.
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Chapter 4
Conclusions
4.1 Discussion
The efficiency of adaptive testing is known to be highly dependent on the ability of the
item selection rules to pick the most appropriate item for the examinee at every stage of the
testing. However, problems might arise if the most appropriate items are selected at every stage,
without consideration for non-statistical constraints like item exposure rate and content-balancing.
In practical situations, tests usually cover several content areas and have balanced content coverage.
Thus content-balancing constraints are important for test construction. In addition, items that are
known to many examinees could lose their powers for distinguishing examinees in terms of their
abilities. Examinees with low ability might be able to answer these over-exposed items correctly
because they could prepare the answers to these items beforehand. In short, for an item selection
rule to have practical applications, it should be able to handle non-statistical constraints as well.
Thus, the focus of this study is on item selection rules with mechanism for managing non-statistical
constraints. More specifically, the item selection rules are modifications of weighted a-stratification.
There are numerous models for cognitive diagnostic assessment. A higher-order latent trait
(HO-DINA) model was used in the study. This model takes into account the local dependencies
of the attributes by using a higher-order latent trait to model the mastery of the attributes. In
addition, HO-DINA model also allows for estimation of the examinees’ higher-order latent trait as
well as his or her mastery of the attributes in a single administration of a diagnostic assessment.
Thus the HO-DINA model yield more information about the individual examinee’s capability.
Providing educators with reports on individual examinee’s general ability together with his or her
mastery states with respect to the attributes could lead to better tailored remediation. For example,
more scaffoldings might need to be provided to examinees with lower general ability, whereas those
with higher general ability might require a different pedagogical approach.
The simulation study suggests that a longer test (test length greater than 24) would be
needed to obtain more accurate estimation of the general ability. In terms of the accuracy in the
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general ability estimation, the three indices had produced a high level of bias and MSE after 24
items had been administered. The A HKL, A VAS and A SHAS indices performed equally well in
recovering the examinees’ general ability and latent classes; and they are better suited for providing
diagnostic feedback if a short test is used. These three adapted indices were also able to recover the
individual attributes with high degrees of accuracy in a short test. After administering 24 items,
these three indices had correctly classified (examinees’ classification matching their latent classes)
about 73% of the examinees; while about 87% of examinees were classified correctly or “almost”
correctly (examinees with at least seven out of eight attributes correctly classified).
4.2 Limitation of the Study
The item parameters were obtained using data from real-life examinees (Liu et al., 2009).
Therefore, the true relationships between the real-life examinees’ general ability and the attributes
could have an influence on the item parameters. However, these relationships are unknown. Hence,
a limitation of the study is that parameters which may not accurately reflect the true relationships
between the general ability and the attributes were used. This limitation could potentially have
some impacts on the accuracies of the estimations obtained
4.3 Direction for Future Research
All the item selection rules in this study had produced high levels of bias and MSE for the
estimates of the general ability for a short test. A possible line of research could focus on methods
that yield higher efficiency in the estimation of the higher-order latent trait.
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