Not so Coy Dark Matter explains DAMA (and the Galactic Center excess) by Arina, Chiara et al.
Dark matter with pseudo-scalar-mediated interactions explains
the DAMA signal and the Galactic Center excess
Chiara Arina,1, 2 Eugenio Del Nobile,3 and Paolo Panci2
1GRAPPA Institute, University of Amsterdam, Science Park 904, 1090 GL Amsterdam (Netherlands)
2Institut d’Astrophysique de Paris, 98bis boulevard Arago, 75014 Paris (France)
3Department of Physics and Astronomy, UCLA, 475 Portola Plaza, Los Angeles, CA 90095 (USA)
We study a Dirac Dark Matter particle interacting with ordinary matter via the exchange of a
light pseudo-scalar, and analyze its impact on both direct and indirect detection experiments. We
show that this candidate can accommodate the long-standing DAMA modulated signal and yet
be compatible with all exclusion limits at 99S% CL. This result holds for natural choices of the
pseudo-scalar-quark couplings (e.g. flavor-universal), which give rise to a significant enhancement of
the Dark Matter-proton coupling with respect to the coupling to neutrons. We also find that this
candidate can accommodate the observed 1 – 3 GeV gamma-ray excess at the Galactic Center and
at the same time have the correct relic density today. The model could be tested with measurements
of rare meson decays, flavor changing processes, and searches for axion-like particles with mass in
the MeV range.
INTRODUCTION
Direct Dark Matter (DM) search experiments have
underwent astonishing developments in recent years,
achieving unprecedented sensitivity to Weakly Interact-
ing Massive Particles (WIMPs) in the mass range from
few GeV to tens of TeV. The most stringent limits on the
DM parameter space are set by LUX [1], XENON100 [2],
and SuperCDMS [3] for spin-independent interactions,
with PICASSO [4], SIMPLE [5], COUPP [6], and KIMS
[7] setting relevant bounds for spin-dependent interac-
tions and DM-proton couplings. While these and other
searches did not find evidences for DM, four experiments
have signals that can be interpreted as due to WIMP
scatterings [8–11]. The significance of the excesses is mild
(from 2σ to 4σ), except for DAMA’s result [12], where the
observation of an annually modulated rate as expected
from the simplest model of DM halo, reaches the very
high significance of 9.3σ. This achievement however has
received a long-standing series of criticisms, given that
the interpretation of the DAMA data in the light of many
models of WIMP interactions is incompatible with all ex-
clusion bounds.
Another claim of possible evidence of WIMP interac-
tions comes from a 1 – 3 GeV γ-ray excess observed in
the Galactic Center (GC) [13] by the Fermi satellite. Al-
though milli-second pulsars may be responsible for ex-
plaining the excess [14], the possibility of DM annihila-
tion has attracted a lot of attention by the community. In
fact, the excess can be fitted with models of annihilating
DM which roughly provide the correct thermal relic den-
sity. In [15] for instance it was shown that a Dirac WIMP
interacting with Standard Model (SM) fermions through
a pseudo-scalar mediator can achieve the desired annihi-
lation cross section, avoiding at the same time constraints
from DM collider searches, cosmic antiprotons and solar
neutrino fluxes, and the cosmic microwave background.
In fact, the point of Ref. [15] is that the DM might be
‘Coy’, meaning that it can have a single detectable sig-
nature (in this case the annihilation into γ-rays) while
escaping all other searches.
In this letter we show that Coy DM with a light pseudo-
scalar mediator can fit at the same time the GC γ-ray
excess and the DAMA data, while being compatible with
all null direct detection experiments.
THE DARK MATTER MODEL
The DM is a Dirac fermion χ with mass mDM, which
interacts, with a coupling gDM, with a (real) pseudo-
scalar a with mass ma coupled to the SM fermions:
Lint = −igDM√
2
aχ¯γ5χ− ig
∑
f
gf√
2
af¯γ5f . (1)
In the following we will consider two types of fermion
couplings gf : flavor-universal couplings gf = 1 inde-
pendent of the fermion type, and Higgs-like couplings
proportional to the fermion masses gf = mf/174 GeV.
Furthermore, for the direct detection analysis we will
consider also the case of DM coupled equally to protons
and neutrons (isoscalar interaction,1 also called “isospin-
conserving”), as assumed e.g. by [16, 17]. In all cases
we denote with g a multiplicative factor common to all
couplings of a with SM fermions.
DIRECT DETECTION
When computing scattering cross sections at direct de-
tection experiments, it is necessary to bear in mind that
1 Notice that our use of the term ‘isoscalar’ refers to the isospin
symmetry between proton and neutron. As it will become clear
later on this does not imply, nor is implied by, isospin symmetry
at the quark level.
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2the scattering occurs with the whole nucleus due to the
small WIMP speed. Therefore, starting with an interac-
tion Lagrangian with quarks as in (1), one needs first to
determine the DM-nucleon effective Lagrangian and then
to properly take into account the composite structure of
the nucleus which results in the appearance of nuclear
form factors in the cross section.
The first step is accomplished in our case by taking the
following effective DM-nucleon interaction Lagrangian,
valid in the regime of contact-interaction:
Leff =
1
2Λ2a
∑
N=p,n
gN χ¯γ
5χ N¯γ5N , (2)
where Λa ≡ ma/√gDMg. The proton and neutron cou-
pling constants are given by
gN =
∑
q=u,d,s
mN
mq
[
gq −
∑
q′=u,...,t
gq′
m¯
mq′
]
∆(N)q , (3)
where m¯ ≡ (1/mu + 1/md + 1/ms)−1 and we use
∆(p)u = ∆
(n)
d = +0.84 ,
∆
(p)
d = ∆
(n)
u = −0.44 ,
∆(p)s = ∆
(n)
s = −0.03
(4)
for the quark spin content of the nucleon [18].
It is important to notice here that gp is naturally larger
(in modulus) than gn in both the flavor-universal and
Higgs-like coupling scenarios. This will have important
phenomenological consequences. In fact, since the in-
teraction (2) measures a certain component of the spin
content of the nucleus carried by nucleons [19], a large
gp/gn will favor those nuclides (like
23Na, 127I and 19F)
with a large spin due to their unpaired proton rather than
129,131Xe nuclei with an unpaired neutron. Given that
the most stringent bounds for most DM-nucleus inter-
actions are given at present by experiments using xenon
(LUX, XENON100)2 while DAMA employs sodium and
iodine, a large value of gp/gn would go in the direc-
tion of reconciling them. From the values in (4) we get
gp/gn = −16.4 for flavor-universal and −4.1 for Higgs-
like interactions. The relative size of the two couplings
depends on the actual values of the ∆
(N)
q ’s, which are
uncertain (see e.g. Table 4 in [20] for a comparison of the
different values found in the literature); the values in (4)
are conservative in the sense that they minimize the ratio
gp/gn, respect to what obtained with other choices of the
∆
(N)
q ’s (a second set of values from [18], which brackets
from above the possible values of gp/gn, yields a coupling
2 We do not consider germanium detectors as their sensitivity to
spin-dependent interaction via unpaired protons is smaller than
e.g. COUPP in the mass range relevant for Coy DM.
ratio which is 2.7 and 1.3 times larger than the one given
by (4), for flavor-universal and Higgs-like couplings re-
spectively). Notice that, as long as gu = gd = gs, the
contribution of the light quarks cancels in (3), and one
may therefore set gu = gd = gs = 0 as in hadronic axion
models [21]. Finally we will also use isoscalar interac-
tions, i.e. by setting g = gp = gn without using Eq. (3),
as assumed in [16, 17].
Once the DM-nucleon Lagrangian is established, one
needs to determine the DM interaction cross section
with the nucleus. This is customarily done by coher-
ently adding the amplitudes of interaction with the dif-
ferent nucleons in the nucleus, and multiplying by an
appropriate nuclear form factor that parametrizes the
loss of coherence in the scattering with increasing ex-
changed momentum. While form factors for the stan-
dard spin-independent and spin-dependent interactions
have been extensively studied, little is known of form fac-
tors for other interactions. Notice that the Lagrangian
(2) corresponds in the non-relativistic limit to a DM-
nucleon interaction (~Sχ · ~q)(~SN · ~q), with ~Sχ, ~SN and ~q
the DM spin, nucleon spin and exchanged momentum re-
spectively, while the standard spin-dependent interaction
corresponds to ~Sχ · ~SN . At the nuclear level, the differ-
ence stands in the fact that the former interaction only
measures the component of the nucleon spin in the nu-
cleus that is longitudinal to ~q, while the latter couples to
both longitudinal and transverse components. Therefore
it is not justified to use the standard spin-dependent form
factor for the interaction in (2) as done e.g. in [15, 22],
although in some cases it could be used as a proxy [16].
The form factor to be used in this case has been com-
puted in [19] using standard shell model techniques.
The DM interaction cross section with a target nucleus
with mass mT is
dσT
dER
=
1
128pi
q4
Λ4a
mT
m2DMm
2
N
1
v2
∑
N,N ′=p,n
gNgN ′F
(N,N ′)
Σ′′ (q
2) ,
(5)
with v the DM speed in Earth’s frame, ER = q
2/2mT
the nuclear recoil energy and F
(N,N ′)
Σ′′ the (squared) form
factors. The large suppression factor q4/m4a for large me-
diator mass is the reason why the interaction in (2) has
often been neglected. Given this suppression in the non-
relativistic limit, one should check that radiative correc-
tions do not produce unsuppressed interactions that are
therefore comparable to the Born cross section at low
velocities; however the Lagrangian (2) is known to not
produce such interactions [23]. It should also be checked
that higher order QCD corrections do not spoil the en-
hancement of the WIMP-proton coupling respect to the
WIMP-neutron one, as from Eq. (3) which is valid at
lowest order [24, 25]. However, since pseudo-scalar cur-
rents can only be coupled to an odd number of mesons as
opposed e.g. to scalar currents, we only expect potential
10% corrections [26].
3101 102
mDM [GeV]
10-1
100
Λ
a
[G
eV
]
Flavor-UniversalDAMA
XENON100
LUX
COUPP
Picasso
SIMPLE
KIMS
101 102
mDM [GeV]
10-2
10-1
Λ
a
[G
eV
]
Higgs-likeDAMA
XENON100
LUX
COUPP
Picasso
SIMPLE
KIMS
101 102
mDM [GeV]
10-1
100
Λ
a
[G
eV
]
IsoscalarDAMA
XENON100
LUX
COUPP
Picasso
SIMPLE
KIMS
FIG. 1. 2-dimensional credible regions for DAMA (shaded/black solid, 90% and 99% CL) and exclusion limits (99S% CL) in
the (mDM,Λa) plane, for flavor-universal (left), Higgs-like (center) and isoscalar (right) couplings.
The scattering rate is
dRT
dER
=
ξT
mT
ρ
mDM
∫
v>vmin
d3v v f(~v)
dσT
dER
, (6)
with ξT the target’s mass fraction in the detector, ρ the
local DM density, and f(~v) the DM velocity distribution
in Earth’s frame, corresponding to a truncated Maxwell-
Boltzmann with characteristic speed v0 and escape veloc-
ity vesc in the galactic frame. Considering elastic scatter-
ing and denoting with µT the DM-nucleus reduced mass,
vmin =
√
mTER/2µ2T is the minimum speed a WIMP
needs in order to impart the target nucleus with a recoil
energy ER. In order to compare with the experimental
results, the rate in (6) must be convolved with the de-
tector resolution function and the experimental efficiency
(see e.g. [20, 27]).
We analyze data by LUX, XENON100, PICASSO,
SIMPLE, COUPP, KIMS and DAMA. We use Bayesian
statistics to infer the 99S% credible interval for the ex-
clusion limits and both the 90% and 99% credible regions
for DAMA from the posterior probability density func-
tion, as detailed in [28, 29] where it was demonstrated
that the procedure is robust against the choice of prior
and matches well a profile likelihood analysis. We con-
sider log priors for both our relevant parameters: the DM
mass mDM, from 1 GeV to 1 TeV, and the scale Λa, from
0.01 GeV to 100 GeV, not to favor a particular mass scale
range. For each experiment we marginalize over the nui-
sance parameters, given by the uncertain astrophysical
parameters ρ, v0, vesc (the central values for the Gaus-
sian priors are ρ¯ = 0.3 GeV/cm3, v¯0 = 230 km/s and
v¯esc = 544 km/s), as well as the experimental uncertain-
ties as described in [28, 29]. The details on the likelihood
functions for the LUX and COUPP experiments are pro-
vided in the appendix.
Fig. 1 shows the results of our analysis for our three
choices of couplings: flavor-universal, Higgs-like and
isoscalar. The two DAMA regions correspond respec-
tively to scattering off Na (peaked around mDM ∼ 8
GeV) and I (peaked around mDM ∼ 40 GeV). Part of the
regions is compatible with all null experiments for flavor-
universal couplings at 99S% CL. Notice how the large
enhancement of the WIMP-proton coupling with respect
to the WIMP-neutron coupling suppresses the LUX and
XENON100 bounds but not COUPP, PICASSO, SIM-
PLE and KIMS. For Higgs-like couplings the LUX and
XENON100 bounds are less suppressed due to the re-
duced gp/gn enhancement, and the exclusion limits disfa-
vor both sodium and iodine regions. In the isoscalar case
instead there is no enhancement and DAMA is largely
disfavored at 99S% CL by both XENON100 and LUX.
It is intriguing that the allowed DAMA iodine region
lies in the ballpark of DM masses that can account for the
γ-ray GC excess. In the following we investigate whether
the two signals can be both accommodated within the
Coy DM scenario.
THE GC EXCESS
Various authors reported evidence for an excess of
1 – 3 GeV γ-rays from the GC. Taking as a reference
Fig. 15 of [13], DM particles with a mass mDM ∼ 20 – 40
GeV annihilating mostly into quarks with a cross section
〈σv〉 ∼ 1 – 2 × 10−26 cm3/s are shown to fit the spec-
trum of the observed excess. In particular, the results
of the fit are shown for models with flavor-universal and
Higgs-like couplings (right panel), and can be then di-
rectly compared with our results.3
In this section we show that the Coy DM interpreta-
tion of the DAMA data is compatible with a DM expla-
3 Notice that Ref. [13] assumes, in the definition of the γ-ray flux,
that the DM is self-conjugated. This implies that, in order to
predict the same signal in the GC, our cross section needs to be
a factor of 2 larger than the one found in Ref. [13].
4mbestDM 〈σv〉best
Universal (democratic) 22 GeV 1.1× 10−26 cm3/s
Universal (heavy-flavors) 31 GeV 1.4× 10−26 cm3/s
Higgs-like 33 GeV 1.6× 10−26 cm3/s
TABLE I. Approximate best fit values of the DM mass and
the thermally averaged annihilation cross section extracted
from Fig. 15 of Ref. [13], for different choices of the pseudo-
scalar coupling to SM fermions. The values for the Universal
(heavy-flavors) case have been determined by taking the av-
erage of the best fit values for the bb¯ and cc¯ channels.
nation of the GC excess. In fact, χ can annihilate to SM
fermions through s-channel pseudo-scalar exchange, thus
generating a secondary photon flux. The requirement of
fitting the γ-ray excess can then be used to disentangle
the pseudo-scalar mass ma from the product gDMg in
Λa, that is the parameter constrained by DAMA. As we
will see, there is room in the parameter space favored by
DAMA (and allowed by the other experiments) to explain
the GC excess, for pseudo-scalar masses ma  mDM.
This opens up the possibility to also break the degener-
acy between gDM and g by demanding that the correct
relic density is achieved in the early universe via χ¯χ→ f¯f
and χ¯χ → aa annihilations (the latter process being p-
wave suppressed today), since the two cross sections have
different dependence on gDM and g.
In summary, from the three observables: (i ) DAMA
signal in direct searches, (ii ) γ-ray excess in the GC,
and (iii ) correct relic density obtained by solving the
Boltzmann equation, we can fully determine the free pa-
rameters of the Coy DM Lagrangian for our choices of
pseudo-scalar coupling to SM fermions, flavor-universal
and Higgs-like. Formulas for the annihilation cross sec-
tions are provided in the appendix. For (ii ), unlike di-
rect DM searches, indirect detection signals are different
if the DM particles couple democratically with all quarks
or just with the heavy ones, and we study these two cases
separately. We dub these two scenarios ‘Universal (demo-
cratic)’ and ‘Universal (heavy-flavors)’, respectively. We
neglect annihilation to leptons as the produced γ-ray flux
is smaller than the one due to annihilation into quarks, at
equal couplings; the reduction factor can vary between 2
and 17 depending on the choice of the couplings. Notice
that coupling to leptons is unessential for the purposes
of fitting the GC excess and of studying direct detec-
tion experiments, unless much larger than the coupling to
quarks. However, leptonic couplings are tightly bound by
precision measurements of the electron and muon anoma-
lous magnetic moments. For a pseudo-scalar that only
couples to heavy quarks, our model is compatible with
these measurements as shown in the appendix.
Table I reports the approximate best fit values of the
DM mass and the thermally averaged annihilation cross
section, as extracted from Fig. 15 of Ref. [13], for our
different choices of gf . Adopting these values, from con-
ditions (i ), (ii ) and (iii ) we obtain the following sets of
values of the couplings gDM and g, together with the cor-
responding value of ma from the DAMA iodine best fit
point:
• Universal (democratic): ggf ' 7.7 × 10−3, gDM '
0.64, and ma ' 35 MeV. This scenario is favored
by direct detection (see Fig. 1, left), however the
DM mass required for the GC excess is outside of
the 99% CL of DAMA iodine region (see Table I).
• Universal (heavy-flavors): ggf ' 1.8× 10−2 for the
heavy flavors and 0 otherwise, gDM ' 0.72, and
ma ' 56 MeV. This is the best-case scenario, as
the DM mass required to fit the γ-ray excess is
fully compatible with the DAMA iodine signal.
• Higgs-like: ggf ' 1.15mf/174 GeV, gDM ' 0.69,
and ma ' 52 MeV. Here the GC signal is compati-
ble with the DAMA iodine allowed region, which
is however excluded at 99S% CL by LUX and
XENON100 as shown in Fig. 1 (center).
For direct detection, the favored values of the pseudo-
scalar mass are of the same order as the typical momen-
tum transfer. Therefore we expect small changes in our
fit to DAMA data due to the onset of the long-range
regime, however this will not modify our conclusions.
Such a light mediator might be problematic in what it
could be stable or have a long lifetime (on cosmologi-
cal time-scales), thus constituting a sizable component of
the DM or otherwise injecting unwanted energy after the
time of big bang nucleosynthesis. However, the pseudo-
scalar state always decays before the time of big bang
nucleosynthesis, either at tree level or at one loop. Inter-
esting constraints on this model may come from studies of
rare meson decays, flavor observables, and from searches
for axion-like particles with mass in the MeV range. We
notice however that these small values of ma are below
the sensitivity of BABAR [30], which is the most con-
straining collider experiment for light pseudo-scalars. It
is intriguing that light mediators, with mass around 1 –
100 MeV, are advocated by models of self-interacting DM
to solve the small scale structures problem of the colli-
sionless DM paradigm [31], although a careful study of
the self-interaction potential from the Lagrangian (1) is
in order to ensure that Coy DM can accommodate the
structure anomalies.
CONCLUSIONS
We have shown that a Dirac DM particle interacting
with ordinary matter via the exchange of a light pseudo-
scalar can accommodate the DAMA data while being
compatible with all null direct DM searches. Moreover,
it can provide a DM explanation of the GC excess in γ-
rays and achieve the correct relic density. The best fit of
5both the direct and indirect detection signals is obtained
when the pseudo-scalar mediator is much lighter than the
DM mass and has universal coupling with heavy quarks,
as in hadronic axion models. The leptonic couplings are
strongly constrained by precision measurements of the
magnetic moment of electron and muon, but they do not
enter the analysis and can be safely taken to be zero.
The 99S% CL compatibility of DAMA with the null
searches is determined by the significant enhancement
of the coupling to protons with respect to the coupling
to neutrons, occurring for natural choices of the pseudo-
scalar coupling to quarks. It is intriguing to notice that
our results could also be extended to the case of massless
mediator since the typical momentum transfer in direct
detection is of the order of ma.
Since the phenomenological success of this model relies
on the enhancement of the DM-proton coupling respect
to the DM-neutron one, as well as on the adopted nuclear
form factor, a careful assessment of uncertainties and cor-
rections to these quantities is in order. The model could
be tested with measurements of rare meson decays, flavor
changing processes, and searches for axion-like particles
with mass in the MeV range.
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6Details on LUX and COUPP likelihood functions
Here we provide a detailed description of the likeli-
hood functions and the nuisance parameters proper to
the LUX and COUPP experiments. Before that, let us
notice that details on the treatment of the other exper-
iments included in this letter can be found in [28, 29],
with the following exceptions. We disregard scattering off
carbon and chlorine in PICASSO, SIMPLE and COUPP
due to the lack of nuclear form factors; however, the most
relevant WIMP interaction for these experiments occurs
with fluorine, that we consider. For KIMS, WIMP scat-
terings off cesium and iodine are expected to occur in
equal number due to the similar nuclear properties (mass,
proton and neutron spin content) of these two elements,
see e.g. [32]. Due to the lack of a form factor for Cs, we
substitute it therefore with the I form factor.
LUX The Large Underground Xenon (LUX) experi-
ment consists of a dual-phase xenon detector located at
the Sanford Underground Research Facility in the USA.
The detector has a fiducial volume of 118 kg and the first
science run took place from April to August 2013 for a
total of 85.3 live days [1].
Signals of DM scatterings on nuclei are searched by
combining the scintillation light signal (S1) with the sec-
ondary ionization signal (S2). In the S1 channel, the de-
tector threshold is set to 2 photoelectrons, which roughly
correspond to 3 keVnr (nuclear recoil keV), by using the
indicative Leff function in [33]. The signal is conserva-
tively set to zero below 3 keVnr, hence the Poisson fluctu-
ations below threshold do not contribute to the estimated
signal. The analysis pipeline of LUX is different from the
one of XENON100: instead of keeping separated the S1
and S2 signals and use Leff , these two quantities are re-
lated and modeled with the NEST software [34]. However
we will not use this procedure but a simplified approach
to specify a likelihood function for LUX.
After cuts, 160 events were observed by the collabo-
ration in a non-blind analysis. Only one event is placed
(slightly) below the mean nuclear recoil line extracted
from calibration events (see Fig. 4 of [1]), where a back-
ground of B¯ ± σB = 0.64± 0.16 events is expected. The
likelihood of observing N = 1 event at fixed signal S and
background B is given by the Poisson distribution as
lnLLUX(N |S +B) = −S + 1
2
σ2B+
ln
(
e−z
2 σB√
2pi
+
1
2
(
S − σ2B
)
(1 + erf(z))
)
, (7)
where we have marginalized analytically over the back-
ground (as described in [28]) with z = (B¯−σB)/2σB and
erf the error function. In computing the signal rate we
have considered the acceptance as given in the bottom
panel of Fig. 1 of [1] and an additional factor of 1/2 to
account for the 50% nuclear recoil acceptance. With this
approximation for the likelihood function there are no
nuisance parameters proper to the LUX experiment.
COUPP The Chicagoland Observatory for Under-
ground Particle Physics (COUPP) has been operated at
the SNOLAB underground laboratory in the USA be-
tween September 2010 and August 2011 [6]. It consisted
of a 4 kg CF3I bubble chamber, with fluorine and io-
dine being sensitive to spin-dependent interactions with
protons.
If the energy density injected in the bubble cham-
ber exceeds a certain critical value, a recoiling nucleus
traversing the liquid might generate a phase transition
i.e. a bubble. The detector then operates as a thresh-
old device, controlled by setting the temperature T . The
relation between the energy threshold Eth(T ) and the
temperature is obtained at a fixed pressure during the
calibration process. The observed rate per day per kg of
target material is
S =
∫ ∞
Eth(T )
dER P (ER, Eth(T ))
dR
dER
, (8)
where P (ER, Eth(T )) is a temperature-dependent nucle-
ation efficiency. This is P (ER, Eth(T )) = Θ(ER−Eth(T ))
for iodine, while for fluorine it can be parametrized either
by
P (ER, Eth(T )) = 1− exp
[
a
(
1− ER
Eth(T )
)]
(9)
or by a step function
P (ER, Eth(T )) = ηΘ(ER − Eth(T )) . (10)
We explore both possibilities. The parameter a defines
the steepness of the energy threshold, while η has the
role of a nucleation efficiency. The values of a and η
are uncertain and therefore we treat them as nuisance
parameters with Gaussian priors centered at a¯ = 0.15 ±
0.02 and η¯ = 0.49± 0.02.
The total exposure after cuts is 553 kg-days, sub-
divided into three run periods, which have a different
threshold for the bubble nucleation. The first period is
characterized by N1 = 2 events with an expected back-
ground B¯1 = 0.8 events and has a total exposure of 55.8
kg-days. The second run has N2 = 3 events, B¯2 = 0.7
events for 70 kg-days, while the third one has N3 = 8
events, B¯3 = 3 events for 311.7 kg-days. The background
comes mainly from neutrons and alpha particles. The ex-
posures take into account the efficiency for single bubble
production.
The likelihood is therefore given by the Poisson prob-
ability of observing N events in each of the three runs
lnLCOUPP(N |S) =
3∑
j=1
lnP (Nj |S + B¯j) . (11)
7By considering the uncertainties on the nucleation pa-
rameter (either a or η) and on the energy thresholds of
the three runs, we have four nuisance parameters. For
the energy thresholds, we use Gaussian priors with mean
values and standard deviations provided in [6]: E¯th1 = 7.8
keVnr, σE1 = 1.1 keVnr , E¯
th
2 = 11.0 keVnr, σE2 = 1.6
KeVnr, E¯th3 = 15.5 keV and σE3 = 2.3 keVnr.
Finally the likelihood for fluorine in COUPP is given
by
lnLCOUPP = lnLCOUPP(N |S +B)
− (a− a¯)
2
2σ2a
−
3∑
i=1
(Ethi − E¯thi )2
2σ2Ei
(12)
for the nucleation efficiency in Eq. (9), and analogous
expression for the one in Eq. (10) with the substitution
a→ η.
We have computed the bounds with both nucleation
efficiencies (9) and (10). In the region of interest no sig-
nificant deviation between the two is found since scatter-
ings occur dominantly off iodine, hence we only show the
result corresponding to the choice (9).
Details on the DM annihilation cross-section
The s-channel DM annihilation cross section into SM
fermions is
σ(χ¯χ→ f¯f) = Nc
g2g2fg
2
DM
64pi
s
(s−m2a)2
√
s− 4m2f
s− 4m2DM
,
(13)
where Nc is the number of colors for the final fermions,
and we neglected the pole resonance in the propagator
because the mediator is always off-shell for the values of
ma and mDM needed to explain the DAMA regions.
The DM annihilation cross section into two pseudo-
scalars is
σ(χ¯χ→ aa) = g
4
DM
256pi
h(t0)− h(t1)
s(s− 4m2DM)
, (14)
with
t 0
1
= −1
4
(√
s− 4m2DM ∓
√
s− 4m2a
)2
(15)
the integration extrema, and the undefined integral
h(t) ≡ 4 (m2DM − t)+ m4a(u− t)(m2DM − t) (m2DM − u)
− 2m
4
a +
(
s− 2m2a
)2
s− 2m2a
log
(
−m
2
DM − t
m2DM − u
)
, (16)
with u = 2m2DM + 2m
2
a − s− t.
We compute the thermally averaged annihilation cross
section for a non-relativistic DM gas by expanding the
cross section in powers of the DM relative velocity v, s '
m2DM
(
4− v2), weighting with the appropriate Maxwell-
Boltzmann distribution, and then summing over all pos-
sible annihilation channels. We obtain
〈σv〉(x) =
∑
f
Af + 3
2
B
x
+O(x−2) , (17)
where x ≡ mDM/T with T the temperature of the gas.
The first coefficient,
Af = Nc
8pi
g2g2fg
2
DMm
2
DM
(4m2DM −m2a)2
√
1− m
2
f
m2DM
, (18)
is the contribution of the s-wave annihilation into SM
fermion pairs, while the second coefficient,
B = g
4
DM
96pi
m2DM(m
2
DM −m2a)2
(2m2DM −m2a)4
√
1− m
2
a
m2DM
, (19)
is given by the annihilation into pseudo-scalar pairs,
which occurs in p-wave. The p-wave contribution of the
χ¯χ → f¯f process is much smaller than the χ¯χ → aa
cross section and therefore we neglect it.
To obtain the value of the thermally averaged cross
section at present time, which accounts for the GC γ-ray
excess, we use:
2〈σv〉best = 〈σv〉(x0) '
∑
f
Af , (20)
with x0  1 the present value of x, and 〈σv〉best and the
adopted value of the DM mass mbestDM taken from Fig. 15
of Ref. [13], as explained in the letter. The factor of 2
in front of 〈σv〉best takes into account the fact that χ is
here not self-conjugated, unlike in Ref. [13].
Bounds from electron and muon’s anomalous
magnetic moment
The presence of a pseudo-scalar mediator coupled to
SM fermions may produce detectable effects in various
precision measurements, e.g. in the electroweak sector.
These observables however usually probe new physics
coupled to the electroweak gauge bosons, while the
pseudo-scalar state only couples to the SM fermions at
tree level and therefore contributes only through two-
loop or higher order processes. This, plus the smallness
of the couplings favored by DAMA data and the GC ex-
cess, makes it easy to exclude any sizable contribution to
these observables.
An observable that is able to directly probe new
physics coupled to the SM fermions is the anomalous
magnetic moment (AMM) of charged leptons. The
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FIG. 2. Upper bound on the pseudo-scalar coupling to
SM fermions g (left), and lower bound on Λa = ma/
√
gDMg
(right) from electron and muon’s AMM. Blue (purple) lines
denote bounds from the electron’s (muon’s) AMM. The
dashed lines indicate the two-loop limit in the Universal
(democratic) case, i.e. when the pseudo-scalar couples uni-
versally to all SM fermions. The bounds represented by solid
lines apply in the leptophobic limit, i.e. when the pseudo-
scalar couples universally to quarks but does not couple to
charged leptons at tree level and therefore the leptons’ AMM
is generated at three loops. The black dot denotes the best-
fitting point to the GC excess for Universal (democratic) cou-
plings, as explained in the main text.
AMMs of electron and muon are in fact known to a high
precision. The experimental values are
aexpe = (11596521807.6± 2.7)× 10−13 , (21)
aexpµ = (11659209.1± 6.3)× 10−10 , (22)
(as per CODATA recommendations [35], also endorsed by
the Particle Data Group [21]), while the value predicted
by the SM is [36, 37]
aSMe = (11596521817.8± 7.7)× 10−13 , (23)
aSMµ = (11659180.2± 4.9)× 10−10 . (24)
The difference between experimental and theoretical val-
ues, ∆a ≡ aexp − aSM, is
∆ae = (−10.2± 8.2)× 10−13 , (25)
∆aµ = (+28.9± 8.0)× 10−10 . (26)
Notice from this last result that there is a 3.6σ tension
between the measured and theoretical value of the muon’s
AMM, while for the electron the two are in very good
agreement.
The pseudo-scalar contribution to the AMM of charged
leptons has been computed up to two loops. Its phe-
nomenological consequences have been already studied
e.g. in [38], and in [39] in the framework of Coy DM, for
pseudo-scalar masses above 1 GeV. However we are here
interested in masses of the order of tens of MeV. In this
regime, the result is dominated by the one-loop contri-
bution which is always negative. Therefore, it is sound
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FIG. 3. Same as in Fig. 2 but for Universal (heavy-flavors)
couplings, i.e. when the pseudo-scalar couples universally only
to the heavier SM fermions. Dashed lines are for the two-loop
limit, while solid lines apply in the leptophobic limit where
the first non-zero contribution to the leptons’ AMM arises
at three loops. The black dot denotes the Universal (heavy-
flavors) best-fit in parameter space, as explained in the main
text.
to compare the pseudo-scalar contribution to the elec-
tron’s AMM, ae, with ∆ae, and requiring that ae 6 ∆ae.
However, the same can not be done with aµ, since this
has opposite sign respect to ∆aµ and therefore the pres-
ence of the new particle will only make the deviation
of the theoretical result from the experimental measure
worse (unless higher loop orders change the sign of aµ).
Therefore we derive a bound from the muon’s AMM im-
posing aµ 6 δ∆aµ, where δ∆aµ = 8.0 × 10−10 is the
error on ∆aµ in Eq. (26). By means of the formulas in
[38], these bounds can be converted into upper limits on
the pseudo-scalar coupling to SM fermions g and lower
limits on Λa = ma/
√
gDMg (the parameter of interest
for direct DM detection searches), for any given value of
the pseudo-scalar mass ma. These limits are shown as
dashed curves in Figs. 2 and 3 (blue for electron, pur-
ple for muon), for Universal (democratic) and Universal
(heavy-flavors) couplings respectively. The best-fitting
points to the GC excess, denoted with black dots, as well
as the fit to DAMA data, are excluded in both cases.
Notice that, as said above, these bounds are domi-
nated by the one-loop contribution which only depends
on the pseudo-scalar couplings to leptons, but not to
quarks. Therefore, the dashed lines in Figs. 2 and 3 can
be intended as bounds on the lepton coupling alone. To
avoid these bounds we can assume that the pseudo-scalar
state has leptophobic couplings, i.e. it doesn’t couple to
charged leptons. As noted in the main text, the lepton
couplings are free parameters that play very little role
in fitting the GC excess, and no role whatsoever in di-
rect detection of WIMPs. By setting the couplings of
the pseudo-scalar to charged leptons to zero, the one-
and two-loop contribution to electron and muon’s AMM
vanishes, and the first non-zero contribution is expected
9to arise at three loops. To assess the bound coming from
the three-loop-generated AMM, we assume that the most
important contribution at this perturbative order is ob-
tained by adding an internal photon line to the two-loop
diagrams. Accordingly, we estimate the three-loop a`
(` = e, µ) to be α/pi times the two-loop result (when
all leptons have been removed from the internal loops),
with α ' 1/137 the electromagnetic fine structure con-
stant. Since we do not know the sign of a`, we make
the conservative assumption that it has opposite sign re-
spect to ∆a` for both electron and muon; therefore, we
produce bounds on the model parameters by requiring
that a` 6 δ∆a`. The new limits for the leptophobic case
are shown as solid lines in Figs. 2 and 3. The best-fitting
points to the GC excess (as well as the DAMA regions)
are now perfectly compatible with the bounds.
