This paper presents a quadratic-penalty type method for solving linearly-constrained composite nonconvex-concave min-max problems. The method consists of solving a sequence of penalty subproblems which, due to the min-max structure of the problem, are potentially nonsmooth but can be approximated by smooth composite nonconvex minimization problems. Each of these penalty subproblems is then solved by applying an accelerated inexact proximal point method to its corresponding smooth composite nonconvex approximation. Iteration complexity bounds for obtaining approximate stationary points of the linearly-constrained composite nonconvex-concave min-max problem are also established.
Introduction
The first goal of this paper is to present and study the complexity of accelerated inexact proximal point smoothing (AIPP-S) methods for approximately solving the (potentially nonsmooth) minmax composite nonconvex optimization (CNO) problem 
where h is a "simple" proper lower-semicontinuous convex function and Φ is a function that satisfies the following assumptions: (i) for every x ∈ dom h, the function −Φ(x, ·) is proper lowersemicontinuous convex and dom[−Φ(x, ·)] = Y for some compact set Y ; and (ii) for every y ∈ Y , the function Φ(·, y) is nonconvex differentiable on dom h, its gradient is uniformly (with respect to y) Lipschitz continuous on dom h, and Φ(·, y) has a uniform (with respect to y) lower curvature on dom h (see (42)). The function p is then the sum of a simple (potentially nonsmooth) convex function h and the pointwise supremum of differentiable nonconvex functions which is generally a (complicated) nonsmooth nonconvex function. When Y is a singleton, the max term in (1) becomes smooth and (1) reduces to a smooth CNO problem for which many algorithms have been developed in the literature. In particular, accelerated inexact proximal points (AIPP) methods, i.e. methods which use an accelerated composite gradient variant to approximately solve the generated sequence of prox subproblems, have been developed for it (see, for example, [2, 5] ). When Y is not a singleton, (1) can no longer be directly solved by an AIPP method due to the nonsmoothness of the max term. The AIPP-S methods developed in this paper are based instead on a perturbed variant of (1) in which the max term in (1) is replaced by a smooth approximation and the resulting smooth CNO problem is solved by an AIPP method.
We first develop an AIPP-S variant that computes an approximate solution involving the directional derivative of p. More specifically, given a tolerance δ > 0, it is shown that this variant computes a point x ∈ dom h such that there exists another pointx ∈ dom h satisfying
in at most O(δ −3 ) gradient and proximal subproblem evaluations. Next, we develop an AIPP-S variant that computes an approximate solution involving a saddle-point formulation of (1) . More specifically, given a tolerance pair (ρ x , ρ y ) ∈ R 2 ++ , it is shown that this variant computes a quadruple (ū,v,x,ȳ) satisfying
in at most O(ρ −2 x ρ −1/2 y ) gradient and proximal subproblem evaluations. The second goal of this paper is to develop a quadratic-penalty AIPP-S (QP-AIPP-S) method to approximately solve a linearly constrained variant of (1), namely min x {p(x) : Ax = b} (4) where p is as in (1) 
for an increasing sequence of positive penalty parameters c. Similar to the approach used for the first goal of this paper, the method considers a perturbed variant of (5) in which the objective function is replaced by a smooth approximation and the resulting problem is solved by the quadratic-penalty AIPP (QP-AIPP) method proposed in [5] . For a given tolerance triple (ρ x , ρ y , η) ∈ R 3 ++ , it is shown that the method computes a quintuple (ū,v,x,ȳ,r) satisfying
in at most O(ρ −2 x ρ −1/2 y + ρ −2 x η −1 ) gradient and proximal subproblem evaluations. It is worth mentioning that all of the above complexities are obtained under the mild assumption that the optimal value in each of the respective optimization problems, namely (1) and (4) , is bounded below. Moreover, it is neither assumed that dom h is bounded nor that (1) or (4) has an optimal solution.
Related Works. Since the case when Φ(·, ·) in (1) is convex-concave has been well-studied in the literature (see, for example, [1, 3, 4, 6, 7, 8, 11] ), we will make no more mention of it here. Instead, we will focus on papers that consider (1) where Φ(·, y) is differentiable nonconvex for every y ∈ Y and there are mild conditions on Φ(x, ·) for every x ∈ dom h. The method in [10] considers (1) under the assumption that Φ is differentiable everywhere and the gradients ∇ x Φ(·, y) and ∇ y Φ(x, ·) are Lipschitz everywhere for every (x, y). The method in [9] considers a perturbed variant of (1) and a smoothing scheme similar to our proposed AIPP-S methods. However, their method does not solve the perturbed problem using an accelerated method unlike the approach taken in this paper. Each of the methods in [9, 10] consider notions of approximate solutions that are different from (2) and (3), making a comparison between these methods and the one presented in this paper not straightforward. We instead defer this discussion to Section 5 where it is shown that the AIPP-S method is more efficient when a common termination criterion is used.
Organization of the paper. Subsection 1.1 presents notation and some basic definitions that are used in this paper. Section 2 is divided into two subsections. The first one reviews an AIPP method studied in [5] , its key iteration complexities, for solving a class of smooth CNO problems. The second one presents a QP-AIPP method, and its iteration complexity, for solving a class of linear-constrained smooth CNO problems. Section 3 is also divided into two subsections. The first one precisely states the problem of interest, its assumptions, and the various definitions of approximate solutions to this problem. The second one presents the AIPP-S framework for solving the problem of interest and the complexity analysis for two methods that implement this framework. Section 4 presents a method for solving a linearly-constrained variant of the problem of interest. Section 5 presents concluding remarks. Finally, several appendices at the end of this paper contain proofs of technical results needed in our presentation.
Notation and basic definitions
This subsection provides some basic notation and definitions.
The set of real numbers is denoted by R. The set of non-negative real numbers and the set of positive real numbers is denoted by R + and R ++ respectively. The function log + 1 (t) := max{1, log(t)}. The following notation and definitions are for a complete inner product space Z. Let ψ : Z → (−∞, ∞] be given. The effective domain of ψ is denoted as dom ψ := {z ∈ Z : ψ(z) < ∞} and ψ is said to be proper if dom ψ = ∅. For ε ≥ 0, the ε-subdifferential of ψ at z ∈ dom ψ is denoted by
and we denote ∂ψ ≡ ∂ 0 ψ. The set of proper, lower semi-continuous, convex functions ψ :
It is well-known that if ψ is differentiable at z ∈ dom ψ then for a given direction d ∈ Z we have
AIPP methods for nonconvex optimization
This section contains two sections. The first subsection reviews an AIPP method for solving a class of smooth CNO problems studied in [5] . The second subsection proposes a variant of a quadratic penalty AIPP method, also studied in [5] , for solving a class of linearly-constrained CNO problems.
AIPP method
This subsection describes the AIPP method studied in [5] , and its corresponding iteration complexity result, for solving a class of smooth CNO problems. We first describe the problem that the AIPP method is intended to solve. Let X be a finitedimensional inner product and consider the smooth CNO problem
where h : X → (−∞, ∞] and real-valued function f satisfy the following assumptions:
(P1) h ∈ Conv(Z) and f is differentiable on dom h;
for any x, x ′ ∈ dom h;
It is well-known that a necessary condition for x * ∈ dom h to be a local minimum of (8) is that x * is a stationary point of φ, i.e. 0 ∈ ∇f (x * ) + ∂h(x * ). For the purpose of discussing the results of this subsection, we consider the following two notions of approximate solutions of (8): (i) given a toleranceρ > 0, a pair (x,ū) ∈ dom h × X is said to be aρ-approximate solution of φ (or (8) 
and (ii) given a tolerance pair (ρ,ε) ∈ R 2 ++ , a quintuple (λ,
The next result, whose proof can be found in [5, Proposition 2] , shows how (12) is related to (11) . 
x := argmin
We then haveū
It follows from the above result that if (λ, x − , x, u, ε) is a (ρ,ε)-prox-approximate solution of φ and (ρ,ε) satisfies 2 ρ + 2M λε ≤ρ,
then the pair (x,ū) generated as in (14)- (15) is aρ-approximate solution of φ. Hence, to obtain a solution as in (11) it suffices to use a method that obtains a solution as in (12). We now describe a method, namely the AIPP method of [5] , that is able to generate a solution as in (12). Its step 1 invokes a specific variant of an accelerated composite gradient (ACG) method whose description is given in Appendix A.
AIPP Method
(0) Let x 0 ∈ dom h, σ ∈ (0, 1), a pair (m, M ) satisfying (9), a scalar 0 < λ ≤ 1/(2m), and a tolerance pair (ρ,ε) ∈ R 2 ++ be given, and set k = 1;
(1) perform at least 6 √ 2λM + 1 iterations of the ACG method in Appendix A starting from x k−1 , and with
to obtain a triple (
(2) if
then go to (3); otherwise set (x k ,ũ k ,ε k ) = (x, u, ε), k ← k + 1 and go to (1); (3) restart the previous call to the ACG method in step 1 to find an iterate (x,ũ,ε) satisfying (19) with (x, u, ε) replaced by (x,ũ,ε) and the extra conditioñ
Note that (10) implies that the gradient of the function ψ s defined in step 1 of the AIPP method is (λM + 1/2)-Lipschitz continuous. As a consequence, Lemma 9 with L = λM + 1/2 implies that the triple (x, u, ε) in step 1 of any iteration of the AIPP method can be obtained in O( √ λM + 1) ACG iterations.
The iteration complexity of the AIPP method in terms of the overall number of ACG iterations is given in the following result whose proof can be found in [5, Theorem 13] . 
ACG iterations where
We now make two remarks about the above proposition. First, it is easy to see that the quantity R(φ; λ) in (22) admits the following upper bound:
where
Second, in view of the discussion following Proposition 1, the AIPP readily admits a specialization for obtaining aρ-approximate solution of φ as in (11) . Indeed, if the tolerance pair (ρ,ε) is chosen asρ
then Proposition 1 and (17) imply that the pair (x,ū) obtained according to (14)- (15), where (λ, x − , x, u, ε) is the quintuple output by the AIPP method, is aρ-approximate solution of φ. Moreover, using Proposition 2, it is straightforward to see that this can be done in at most
ACG iterations.
Quadratic penalty AIPP method
This subsection describes a variant of the QP-AIPP method studied in [5] , and its corresponding iteration complexity, for solving linearly-constrained smooth CNO problems. Since there is only a minor difference between the QP-AIPP variant described here and the QP-AIPP method in [5] (see the first remark following the description of the algorithm in this subsection) we continue to use the name QP-AIPP for this variant. We begin by describing the problem that the QP-AIPP variant intends to solve. Let X and U be finite-dimensional inner product spaces and consider the linearly-constrained smooth CNO problemφ * := inf
where h : X → (−∞, ∞] and a real-valued function f satisfy assumptions (P1)-(P3), the operator A : X → U is linear, b ∈ U, and the following additional assumptions hold:
(Q1) A ≡ 0 and F := {x ∈ dom h : Ax = b} = ∅;
(Q2) there existsĉ ≥ 0 such thatφĉ > −∞ wherê
Similar to problem (8), it is well-known that a necessary condition for x * ∈ dom h to be a local minimum of (27) is that x * satisfies 0 ∈ ∇f (x * ) + ∂h(x * ) + A * r * for some r * ∈ U. Our interest in this subsection is in finding an approximate solution of (27) in the following sense: given a tolerance pair (ρ,η) ∈ R 2 ++ , a triple (ū,x,r) ∈ X × F × U is said to be a (ρ,η)-approximate solution of φ (or (27)) if
The QP-AIPP variant below provides one way of obtaining an approximate solution of (27) as in (29) using similar arguments as in Subsection 2.1. Its main idea is to invoke the AIPP method to solve subproblems of the form
for increasing values of c, and then to use the procedure described in Proposition 1 to yield the necessary output at a large enough value of c.
Quadratic penalty AIPP (QP-AIPP) method
(0) Let σ ∈ (0, 1),ĉ satisfying assumption (Q2), a scalar 0 < λ ≤ 1/(2m), an initial point x 0 ∈ dom h, and a tolerance pair (ρ,η) ∈ R 2 ++ be given, and set c = c
(1) define the quantities We now give four remarks about the above method. First, the above QP-AIPP variant only differs from the QP-AIPP method of [5] in that this variant chooses 0 ≤ λ ≤ 1/(2m) while the method in [5] chooses 0 ≤ λ ≤ 1/(2M ). Second, it straightforward to see that QP-AIPP variant terminates due to the results in [5, Section 4] . Third, there is no need to consider a specialization of this variant for solving (27) as this is already done in step 1 of the method. Fourth, in view of the second remark following Proposition 2 with (φ, M ) = (φ c , M c ), it is easy to see that the number of ACG iterations executed in step 1 at any iteration of the method is
and that the pair (x,ū) computed in step 2 satisfies the inclusion and the first inequality in (29).
We now focus on establishing the iteration complexity of the QP-AIPP variant. Before proceeding, we first define the useful quantity
for every c ≥ĉ, where φ c is as defined in (28). The quantity in (33) plays an analogous role as (23) in (26) and, due to [5, Lemma 16] , it also admits the following useful upper bound
whereφ * is as defined in (27) and
x * is an optimal solution of (27)} .
We now establish the iteration complexity of the QP-AIPP variant below.
Proposition 3. Let a constantĉ as in assumption (Q2)
, scalars σ ∈ (0, 1) and 0 < λ ≤ 1/(2m), and a tolerance pair (ρ,η) ∈ R 2 + be given. Moreover, let
Then, the QP-AIPP variant outputs a triple (ū,x,r) satisfying (29) in at most
Proof. Termination of the QP-AIPP variant with an output satisfying (29) follows from an argument similar to that of [5, Lemma 17 and Theorem 18]. Moreover, a modification of the argument given in [5, Theorem 18] can also be used to obtain the complexity in (36). However, for the sake of completeness, we provide the detailed proof of the complexity below. Let c k denote the value of c at the k th iteration of the QP-AIPP variant and letk be the smallest index such that ck ≥ Tη(λ). Using the fourth remark following the definition of the QP-AIPP, the number of ACG iterations in the k th iteration of the QP-AIPP variant is given in (32) and hence the total number of ACG iterations taken in the QP-AIPP variant is the sum of this quantity over k = 1, . . . ,k. We now establish some bounds on some quantities involving M c k to simplify the expression in (32). Using the fact that c k ≤ Tη, we first observe that for any 1 ≤ k <k we have
Next, using the fact that M ≤ M +ĉ A 2 = c 1 A 2 , observe that
and hencek
Since 2k −1 c 1 ≤ 2Tη in view of the definition ofk, and thus
The complexity in (36) now follows by combining (32), (37), (38), the conclusion of Lemma ??, and the fact that R(φ c k ; λ) ≤ Rĉ(φ; λ), which follows from [5, Lemma 16].
AIPP smoothing framework
The main goal of this section is to precisely describe the problem of interest in this paper and to describe ways of finding approximate solutions of this problem. It contains two subsections. The first subsection describes the problem of interest as well as several notions of approximate solutions for it. The second subsection details two ways of finding these approximate solutions.
The problem of interest
Let X and Y be finite dimensional inner product spaces and let X ⊆ X and Y ⊆ Y be nonempty convex sets. Moreover, define
Given a real-valued functionΦ : Z → R , our problem of interest in this section is the min-max problem
It is assumed thatΦ is endowed with a nonconvex composite structure on the space X which consists of the existence of a real valued function Φ whose domain contains Z and a function h ∈ Conv(X ) satisfying dom h = X,
and the following three additional conditions:
for every x, x ′ ∈ X and y, y ′ ∈ Y .
It is also assumed that (40) satisfies:
We now make three remarks about the above assumptions. First, the composite structure (41) implies that (40) is equivalent to the (possibly nonsmooth) CNO problem
where g is given by g(x) := max
and hence p = max y∈YΦ (x, y). Second, it is well-known that (43) implies that
Third, equation (42) implies that, for any y ∈ Y , the function Φ(·, y) + m · 2 /2 is convex, and hence p + m · 2 /2 is as well. Note that while g is generally nonconvex and nonsmooth, it also has the nice property that g + m · 2 /2 is convex. Even though we are only interested in the case where m > 0, it is worth discussing the case in which m = 0, and hence p is convex. First, finding an optimal solution of (40) is equivalent to finding a point x * ∈ X such that inf
Second, it is well-known that (40) is related to the saddle-point problem which consists of finding a pair (x * , y * ) ∈ Z such that
More specifically, (x * , y * ) satisfies (48) if and only if x * is an optimal solution of (40), y * is an optimal solution of the dual of (40), and there is no duality gap between the two problems. Using the composite structure described above forΦ, it follows that (x * , y * ) satisfies (48) if and only if
We will now discuss the case in which m > 0 in light of the remarks made in the previous paragraph. First, (47) is only a necessary condition for x * ∈ X to be an optimal solution of (40). Second, (49) is also only a necessary condition for (48) to hold. Finally, the problem of solving either a relaxed version of (48) or the problem of finding a near optimal solution of (40) is difficult in general. Hence, in this paper we will only examine the problems of computing approximate solutions to (47) and (49). More specifically, we consider the following two notions of approximate stationary points. First, given a tolerance δ > 0, a pointx ∈ X is said to be a δ-directional-stationary point of (40) ifx satisfies the first inequality in (2), which corresponds to an approximate solution of (47). Second, for a given tolerance pair (ρ x , ρ y ) ∈ R 2 ++ , a quadruple (ū,v,x,ȳ) ∈ X × Y × X × Y is said to be a (ρ x , ρ y )-saddle-stationary point of (40) if it satisfies (3), which corresponds to an approximate solution of (49).
Observe that (2) is generally hard to verify for a given pointx ∈ X. This is primarily because the definition requires us to check an infinite number of directional derivatives for a (potentially) nonsmooth function at pointsx nearx. In contrast, the definition of an approximate saddlestationary point is generally easier to verify because the quantities ū and v can be measured directly and the inclusions in (3) are easy to verify when h and Φ(x, ·), for every x ∈ X, are simple enough.
We are now ready to briefly discuss some approaches for finding approximate stationary points of (44). One approach is to apply a proximal descent type method directly to problem (44), but this would lead to subproblems with nonsmooth convex composite functions. A second approach is based on first applying a smoothing scheme to (44) and then using a prox-convexifying descent method such as the one in [5] to solve the perturbed smooth problem. An advantage of the second approach, which is the one pursued in this paper, is that it generates subproblems with smooth convex composite objective functions. The details of the latter approach are described in the next subsection.
AIPP smoothing approach
This subsection describes two ways of finding approximate stationary points of (44). More specifically, the first one described in Proposition 6 considers approximate solutions as in (2) and the second one described in Proposition 7 considers approximate solutions as in (3) . Both ways consider a smooth approximation of (44) obtained by using a smoothing scheme similar to that used in [8] , and then invoke the AIPP method described in Section 2.1 to solve the perturbed smooth problem.
We start this subsection by describing the aforementioned smoothing scheme. The main idea is to apply the AIPP method described in Section 2 to the minimization problem
where ξ > 0 and g ξ is defined as
for some y 0 ∈ Y . The difference between (50) and (44) is that the function g in (45) is replaced by the function g ξ : X → R which approximates g. In order for this approach to be valid, we need to establish that (50) is a problem that can be solved by the AIPP method. As h ∈ Conv(X ), it is sufficient to show that g ξ satisfies assumption (P2) in Subsection 2.1. This is done in the following results which also give additional properties about the functions g ξ and p ξ as in (51) and (50), respectively, and the optimal solution of (51) as a function of x.
Proposition 4. Let ξ > 0 be given and assume that Φ is a real-valued function satisfying conditions (A1)-(A3) and whose domain contains Z. Let g ξ and Φ ξ be as defined in (51) and define
Then, the following properties hold:
(a) y ξ is Q ξ -Lipschitz on X where
(b) g ξ is continuously differentiable on X and ∇g ξ (x) = ∇ x Φ(x, y ξ (x)) for every x ∈ X;
(d) for every x, x ′ ∈ X, we have
(e) (p ξ ) * defined in (50) is finite and, for every λ ≥ 0, we have
where R(·; ·) is as in (23).
Proof. The inequality in (54) follows from (a), the fact that m ≤ L x , and the bound
The other conclusions of (a)-(c) follow from Proposition 10 and Proposition 11 in Appendix B with Ψ = Φ ξ . We now show that the conclusion of (d) is true. Indeed, if we consider (42) at (y, x ′ ) = (y ξ (x ′ ), x ′ ), the definition of Φ ξ , and use the definition of ∇g ξ in (b), then
where the last inequality follows from the optimality of y.
Lemma 5. For every ξ > 0 and λ ≥ 0 we have
as well as
Proof. (a) We first observe that for every y 0 ∈ Y we have
Hence, taking the supremum of the above quantities over y ∈ Y , using the definitions of p, p ξ , Φ ξ , g ξ , and assumption (A5) gives
which is the first set of inequalities. It now follows that
Multiplying the above expression by (1 − σ)λ and adding the quantity x 0 − x 2 /2 yields the inequality
Taking the infimum of the above expression, and using the definition of R(·; ·) in (23) yields the conclusion of the lemma.
We now make two remarks about Proposition 4. First, the Lipschitz constant of g ξ depends on the value of ξ while the lower curvature constant m in (55) does not. Second, in view of the fact that the AIPP method is applied to the smoothed problem (50) and the complexity bound (22) with φ = p ξ , the quantity R(p ξ ; λ) naturally appears in the complexity bound for the framework. The bound (56) can then be used to express the final bound in terms of R(p; λ), and hence in terms of the data of our problem of interest in this subsection (see the proofs of Proposition 6 and 7).
For the remainder of this section, we assume that subproblems of the form in (51) and (92) with ψ n = h are easily solvable for any (x 0 , y 0 ) ∈ X × Y and (λ, ξ) ∈ R 2 ++ . Note that (92) is needed as an oracle in the AIPP method while (51) is needed to compute g ξ at various points in X.
We are now ready to state a smoothing approximation framework for finding approximate stationary points of (40). It is stated in a incomplete manner in the sense that it does not specify how the approximation parameter ξ and the tolerance pair (ρ,ε) used in its step 2 are chosen. Two specific instances of this framework with different choices of ξ and (ρ,ε) will be considered afterwards in Propositions 6 and 7 which describe the iteration-complexities for finding approximate solutions of (44) in the sense of (2) and (3), respectively.
AIPP smoothing (AIPP-S) framework
(0) Let scalars σ ∈ (0, 1), ξ > 0, and 0 < λ ≤ 1/(2m), an initial point (x 0 , y 0 ) ∈ Z, and a tolerance pair (ρ,ε) ∈ R 2 ++ be given;
(1) set L ξ as in (54) and define g ξ as in (51) Some remarks about the above framework are in order. First, the AIPP method invoked in step 2 terminates due to [5, Theorem 13] . Second, since the AIPP-S framework is a one-pass algorithm (as opposed to an iterative algorithm), the complexity of the AIPP-S framework is essentially that of the AIPP method. Third, similar to the smoothing scheme of [8] which assumes m = 0, the AIPP-S framework is also a smoothing scheme for the case in which m > 0. On the other hand, in contrast to the algorithm of [8] which uses an ACG variant, AIPP-S invokes the AIPP method to solve (50) due to its nonconvexity.
It is not clear how the quintuple output by the AIPP-S framework is related to the definitions of approximate stationary points described in either (2) or (3). For the remainder of this subsection, our goal will be to show that a careful selection of the parameter ξ and the tolerance pair (ρ,ε) will allow the AIPP-S framework to generate approximate stationary points in the sense of (2) and (3).
We start by presenting a result showing how the AIPP-S framework is able to generate a point that is near a δ-directional-stationary point, i.e. one satisfying (2).
Proposition 6. Let a tolerance δ > 0 be given and consider the AIPP-S framework with input parameter ξ satisfying
and tolerance pair (ρ,ε) given byρ
Then, the following statements hold: (a) the AIPP-S framework performs
gradient and subproblem evaluations where R(·; ·) is as defined in (23), and Proof. (a) Let us first observe from (54) that
The complexity in (63) now follows from using (22) with M = L ξ , Lemma 5 (in particular (58)), and the inequality in (65).
(b) Let (λ, x − , x, u, ε) be the (ρ,ε)-prox-approximate solution of p ξ generated by the AIPP-S framework (see step 2) with the inputs given in (61) and (62). Define the quantities
and observe that Lemma 5 (in particular (57)), implies that
Using the above bound with the fact that u ∈ ∂ ε q ξ (x) we conclude that
or equivalently u ∈ ∂ ε+ω q(x), which implies that (λ, x − , x, u, ε) is a (ρ,ε + ω)-prox-approximate solution of p. Invoking Lemma 12 with φ = p,ε =ε + τ , and µ = m now implies the existence of a pointx ∈ X satisfying
The conclusion follows by observing the value of ω in (66) with the choice of ξ in (61), the choice of the pair (ρ,ε) in (62), and combining this with (68).
We now give four remarks about the above result. First, recall that R(p; λ) in the complexity (63) can be majorized by the rightmost quantity in (24). Second, Proposition 6(b) states that, while x not a stationary point itself, it is near a δ-directional-stationary pointx. Third, under the assumption that λ = 1/(2m) and (61) is satisfied as equality, the complexity of the AIPP-S framework reduces to
under the reasonable assumption that the O(δ −2 + δ −3 ) term in (63) dominates the other O(δ −1 ) terms. Fourth, when Y is a singleton, it is easy to see that (44) becomes a special instance of (8), the AIPP-S framework becomes equivalent to the AIPP method of Subsection 2.1, and the complexity in (69) reduces to
In view of the last remark, the O(δ −3 ) term in (69) is attributed to the (possible) nonsmoothness in (44).
Next, we present a result showing that the AIPP-S framework, together with the procedure outlined in Proposition 1, is able to generate a (ρ x , ρ y )-saddle-stationary point, i.e. one satisfying (3).
Proposition 7. For a given tolerance pair
(ρ x , ρ y ) ∈ R 2 ++ , let (λ, x − , x,
u, ε) be the quintuple output by the AIPP-S framework with input parameter ξ satisfying
and the tolerance pair (ρ,ε) ∈ R 2 ++ given bŷ
where L ξ is as in (54). Moreover, use the pair (λ, x) to generate (x,ū) according to (14)-(15) with f = g ξ , and defineȳ
where y ξ is as in (52). Then, the following statements hold:
(a) the AIPP-S framework performs 
and hence the top block in (3) holds. Moreover, the inequality in (16) with M λ = L ξ + λ −1 together with (72) give
and hence the upper bound on ū holds. Next, the optimality condition ofȳ = y ξ (x) as a solution to (51) gives
from the definition ofv in (73). Rearranging, we havē
and hence the bottom block in (3) holds. Since the definition of ξ implies
then combining (75) and (76) implies that and the upper bound on v holds.
We now make three remarks about Proposition 7. First, recall that R(p; λ) in the complexity (74) can be majorized by the rightmost quantity in (24). Second, under the assumption that λ = 1/(2m) and (71) is satisfied as equality, the complexity of AIPP-S framework reduces to
under the reasonable assumption that the O(ρ −2
) term in (74) dominates the other terms. Third, recall from the last remark following the previous proposition that when Y is a singleton, (44) becomes a special instance of (8) and the AIPP-S framework becomes equivalent to the AIPP method of Subsection 2.1. It similarly follows that the complexity in (77) reduces to
and, in view of this remark, the O(ρ −2 x ρ −1/2 y ) term in (77) is attributed to the (possible) nonsmoothness in (44).
Quadratic penalty AIPP-S method
This section studies a linearly constrained variant of problem 44, namely problem (4). More specifically, it discusses a notion of an approximate solution of (4) as well as an algorithm, named the QP-AIPP-S method, that can obtain such a solution.
Let U be a finite inner product space and let X , Y and X, Y, Z be as defined in Subsection 3.1. Our problem of interest in this section is problem (4) where it is assumedΦ has the nonconvex composite structure given in (41) and problem (4) satisfies assumptions (A1)-(A5) of Subsection 3.2. Moreover, it is assumed that conditions (Q1)-(Q2) of Subsection 2.2 hold with φ = g + h where g is given in (45).
We start by noting that (4) is the primal problem for the saddle function Ψ :
It is easy to see that a necessary condition for a triple (x,ȳ,r) ∈ X × Y × U to be a saddle point of (79) is that (6) holds with ρ x = ρ y = η = 0. Clearly (6) is a relaxation of the latter necessary condition and a quintuple (ū,v,x,ȳ,r) ∈ X × Y × X × Y × U satisfying it is referred to as a (ρ x , ρ y , η)-saddle-stationary point of (4) . In this section, we will describe and study the complexity of an algorithm that obtains a saddle-stationary point of (4), which is based on the QP-AIPP method of Subsection 2.2.
We will now briefly outline aforementioned algorithm. First, we consider the smooth approximation of (4) which arises by replacing its objective function by p ξ defined in (50), namely
We now observe that the definition of p ξ implies that (80) 
for increasing values of c using the AIPP method of Subsection 2.1. Note that in order to solve the above subproblems, the AIPP method requires that subproblems of the form (51) and (92) are easily solvable.
We are now ready to state the method for finding an approximate saddle-stationary point of (4).
Quadratic penalty AIPP smoothing (QP-AIPP-S) method
(0) Let σ ∈ (0, 1),ĉ satisfying assumption (B2), scalars ξ ≥ D y /ρ y and 0 < λ ≤ 1/(2m), an initial point (x 0 , y 0 ) ∈ Z, and a tolerance triple (ρ x , ρ y , η) ∈ R 3 ++ be given; (1) set L ξ as in (54) and define g ξ as in (51); (2) apply the QP-AIPP method of Subsection 2.2 with inputs σ, λ,ĉ, (x 0 , y 0 ) ∈ Z, function pair (f, h) = (g ξ , h), tolerance pair (ρ,η) = (ρ x , η), and M = L ξ to obtain a triple (ū,x,r) satisfyingū
(3) define (v,ȳ) as in (73) and output the quintuple (ū,v,x,ȳ,r).
We now make two brief remarks about the above algorithm. First, the QP-AIPP method invoked in step 1 terminates due to the results in Subsection 2.2. Second, since the QP-AIPP-S method is a one-pass algorithm (as opposed to an iterative algorithm), the complexity of the QP-AIPP-S method is essentially that of the QP-AIPP method.
The next result states two key facts about the QP-AIPP-S method.
Proposition 8. Let a tolerance triple (ρ x , ρ x , η) ∈ R 3 ++ be given and let (ū,v,x,ȳ,r) be the output obtained by the QP-AIPP-S method. Then the following properties hold:
(a) the QP-AIPP-S method terminates in
gradient evaluations and subproblem evaluations where
and Rĉ(·, ·) is as defined in (33);
Proof. (a) Using the same arguments as in Lemma 5, it is easy to see that
where Rĉ(·; ·) is as defined in (33). The complexity given in (83) now follows from applying Proposition 3 with (φ, f, M ) = (p, g ξ , L ξ ), using the bound in (65), and (85). (b) It follows from Proposition 4(b), the definition ofȳ in step 2 of the algorithm, and the inclusion in (82) that the quintuple (ū,v,x,ȳ,r) satisfies the inclusions in (6), using similar arguments as in Proposition 7(b). Moreover, the inequalities in (6) follow from the inequalities in (82) and similar arguments as in Proposition 7(b).
We now make three remarks about the above complexity bound. First, recall that Rĉ(p; λ) in the complexity (8) can be majorized by the rightmost quantity in (34). Second, under the assumption that ξ = D y /ρ y and λ = 1/(2m), the complexity of the QP-AIPP-S method reduces to
x ) term in (83) dominates the other terms. Third, when Y is a singleton, it is easy to see that (4) becomes a special instance of the smooth, linearly-constrained composite problem (27), the QP-AIPP-S of this subsection becomes equivalent to the QP-AIPP method of Subsection 2.2, and the complexity in (86) reduces to
In view of the last remark, the O(ρ −2 x ρ −1/2 y ) term in (86) is attributed to the (possible) nonsmoothness in (4) .
Let us now conclude this section with a remark about the formulation in (81). It is easy to see that problem (81) can be equivalently reformulated as
where g c,ξ : X → R is defined as
Moreover, problem (88) is similar to (50) in the sense that a smoothing procedure is applied to the underlying saddle function. On the other hand, observe that we cannot directly apply the smoothing scheme developed in Subsection 3.2 to (88) as the set U is generally unbounded. One approach that avoids this problem is to invoke the AIPP method of Subsection 2.1 to solve a sequence subproblems of the form (88) for increasing values of c. However, in view of the equivalence of (81) and (88), this is exactly the approach taken by the QP-AIPP-S of this section.
Concluding Remarks
This section makes some concluding remarks about the results obtained in Section 3. Section 3 contains two variants of the AIPP-S framework and analyzed their complexities with respect to two termination criteria, namely (2) and (3). We now briefly deal with another termination criterion considered in [9] , namely:
where δ > 0. Assuming that (A1)-(A5) of Section 3 hold, the function h in (1) is identically 0, and Φ(x, ·) is differentiable and its gradient is uniformly (with respect to x) Lipschitz continuous for every x ∈ X , the algorithm in [9] finds a pointx ∈ X satisfying (90) in O(δ −3 ) gradient and proximal subproblem evaluations. We now show that a specific instance of the AIPP-S framework, together with the procedure in Proposition 1 generates a pointx satisfying (90) in O(δ −2.5 ) gradient and proximal subproblem evaluations. Indeed, consider the instance of the AIPP-S framework with inputs λ, ξ, and (ρ,ε) given by
and observe that a similar argument as in Proposition 6(a) shows that it performs O(δ −2.5 ) gradient and proximal subproblem evaluations. Moreover, Lemma 13 with (φ, M ) = (p ξ , L ξ ) describes how the output of this instance yields a computable pointx satisfying (90). It is worth emphasizing that, in contrast to [9] , the AIPP-S framework requires neither that h be identically 0 nor that Φ(x, ·) be differentiable and its gradient be uniformly (with respect to x) Lipschitz continuous.
• ψ n ∈ Conv(Z) is µ-strongly convex for some µ ≥ 0;
• ψ s is a convex differentiable function on dom ψ n whose gradient is L-Lipschitz continuous for some L > 0.
ACG Method
(0) Let a pair of functions (ψ s , ψ n ) as above and an initial point x 0 ∈ dom ψ n be given, and set y 0 = x 0 , A 0 = 0, Γ 0 ≡ 0 and j = 0;
(1) compute A j+1 = A j + µA j + 1 + (µA j + 1) 2 + 4L(µA j + 1)A j 2L , We observe that a single iteration of the ACG method requires the evaluation of two distinct oracles, namely: (i) the evaluation of the functions ψ n , ψ s , ∇ψ s at any point in dom ψ n ; and (ii) the computation of the exact solution of subproblems of the form
for any a ∈ X . The following result, whose proof is given in [5, Lemma 9] , can be used to establish the iteration complexity of obtaining the triple (x, u, ε) in step 1 of the AIPP method of Subsection 2.1. Since ∇ x Ψ(·, ·) is assumed to be continuous and y(·) is continuous from part (a), we have that
Combining (101) and (102) now gives the conclusion of (b). (a) y is Q µ -Lipschitz on X where
Proof. (a) Let x,x ∈ X be given and denote (y,ỹ) = (y(x), y(x)). Let α be as defined in (98) and observe that (99) still holds. Using (99), (42), (43), (46), and the Cauchy-Schwarz inequality, we conclude that
Considering the above as a quadratic inequality in ỹ − y yields the bound
which is the conclusion of (a).
(b) Let x,x ∈ X be given and denote (y,ỹ) = (y(x), y(x)). Using part (a) and (43) we have that ∇g(x) − ∇g(x) = ∇ x Φ(x, y) − ∇ x Φ(x,ỹ)
which is the conclusion of (b). Observe that the conclusions of Lemmas 12 and 13 are similar in that the quantities being bounded are the same. However, they differ in that the former does not assume that φ has a smooth composite structure while the latter does and, as a consequence, shows thatx can be obtained by a single evaluation of the resolvent of h.
