Summary. We show that a deterministic single-tape Turing machine, operating in polynomial space with respect to the input length, can be efficiently simulated (both in terms of time and space) by a semi-uniform family of P systems with active membranes and three polarizations, using only communication rules. Then, basing upon this simulation, we prove that a result similar to the space hierarchy theorem can be obtained for P systems with active membranes: the larger the amount of space we can use during the computations, the harder the problems we are able to solve.
Introduction
Membrane systems (also known as P systems) have been introduced in [11] as a parallel, nondeterministic, synchronous and distributed model of computation inspired by the structure and functioning of living cells. The basic model consists of a hierarchical structure composed by several membranes, embedded into a main membrane called the skin. Membranes divide the Euclidean space into regions, that contain multisets of objects (represented by symbols of an alphabet) and evolution rules. Using these rules, the objects may evolve and/or move from a region to a neighboring one. Usually, the rules are applied in a nondeterministic and maximally parallel way. A computation starts from an initial configuration of the system and terminates when no evolution rule can be applied. The result of a computation is the multiset of objects contained into an output membrane, or emitted from the skin of the system. An interesting subclass of membrane systems is constituted by recognizer P systems, in which: (1) all computations halt, (2) only two possible outputs exist (usually named yes and no), and (3) the result produced by the system only depends upon its input, and is not influenced by the particular sequence of computation steps taken to produce it. For a systematic introduction to P systems we refer the reader to [13] , whereas the latest information can be found in [22] .
Since the introduction of membrane systems, many investigations have been performed on their computational properties: in particular, many variants have been proposed in order to study the contribution of various ingredients (associated with the membranes and/or with the rules of the system) to the achievement of the computational power of these systems. In this respect, it is known [14, 20, 6] that the class of all decision problems which can be solved in polynomial time by a family of recognizer P systems that use only basic rules, that is, evolution, communication and membrane dissolution, coincides with the complexity class P. Hence, in order to efficiently solve computationally difficult (for example, NP-complete) problems by means of P systems it seems necessary to be able to exponentially increase (in polynomial time) the number of membranes, that can be regarded as the size of the workspace. In particular, two features have proven to be of paramount importance in establishing whether a membrane system is able to solve computationally difficult decision problems in polynomial time: membrane dissolution and division. Dissolution rules simply dissolve the surrounding membrane when a specified symbol occurs. Division rules are inspired from the biological process called mitosis: they allow to duplicate a given membrane that contains a specified symbol, possibly rewriting this symbol in a different way in each of the membranes produced by the process. All the other symbols, as well as the rules, which are contained in the original membrane are copied unaltered into each of the resulting regions. As for the membranes possibly contained in the original region (if any), we can consider the following situations. If no membrane occurs, then we say that the division is elementary; if one or more membranes occur, then we have to specify how they are affected by the division operation. If all the membranes are copied to each of the resulting regions, then we have a weak (non-elementary) division; if, instead, we can choose what membranes are copied into each of the resulting regions, then we have a strong (non-elementary) division.
Recognizer P systems with active membranes (using division rules and, possibly, polarizations associated to membranes) have been successfully used to efficiently solve NP-complete problems. The first solutions were given in the so called semi-uniform setting [12, 20, 9, 10] , which means that we assume the existence of a deterministic Turing machine that, for every instance of the problem, produces in polynomial time a description of the P system that solves such an instance. The solution is computed in a confluent manner, meaning that the instance given in input is positive (resp., negative) if and only if every computation of the P system associated with it is an accepting (resp., rejecting) computation. Another way to solve NP-complete problems by means of P systems is by considering the uniform setting, in which any instance of the problem of a given length can be fed as input -encoded in an appropriate way -to a specific P system and then solved by it. Sometimes, a uniform solution to a decision problem Q is provided by defining a family {Π Q (n)} n∈N of P systems such that for every n ∈ N the system Π Q (n) reads in input an encoding of any possible instance of size n, and solves it. P sys-tems with active membranes have thus been successfully used to design uniform polynomial-time solutions to some well-known NP-complete problems, such as sat [15] .
All the papers mentioned above deal with P systems having three polarizations, that use only division rules for elementary membranes (in [19] also division for nonelementary membranes is permitted, and in this way a semi-uniform solution to the PSPACE-complete problem qsat is provided), and working in the maximally parallel way. As shown in [2] , the number of polarizations can be decreased to two without loss of efficiency. On the other hand, in [5] the computational power of recognizer P systems with active membranes but without electrical charges and dissolution rules was investigated, establishing that they characterize the complexity class P. Finally, in [21] it was shown that polarizationless P systems with active membranes that use strong division for non-elementary membranes and dissolution rules, working in the maximally parallel way, are able to solve in polynomial time the NP-complete problem 3-sat. This result establishes that neither evolution nor communication rules, and no electrical charges are needed to solve NP-complete problems, provided that we can use strong division rules for non-elementary membranes (as well as dissolution rules, otherwise we would fall in the case considered in [5] ).
By looking at the literature one can see that, until now, the research on the complexity theoretic aspects of P systems with active membranes has mainly focused on the time resource. In particular, we can find several results that compare time complexity classes obtained by using various ingredients (such as, e.g., polarizations, dissolution, uniformity, etc.). Other works make a comparison between these classes and the usual complexity classes defined in terms of Turing machines, either from the point of view of time complexity [14, 4, 20] , or space complexity [19, 1, 17] . A first definition of space complexity for P systems was given in [7] , where the measure of space is given by the maximum number of objects occurring during the computation. The definition was then generalized to P systems with mutable membrane structure [16] , in particular P systems with active membranes, thus formalizing the usual notion of exponential workspace generated through membrane division.
In this paper, basing upon the formal definitions given in [16] , we present some results concerning the relations among space complexity classes defined in terms of P systems, under some specified constraints. In particular, we first show how to simulate a deterministic single-tape Turing machine by a semi-uniform family of P systems with active membranes and three polarizations.
Then, by focusing our attention on computations occurring in polynomial space, we define a pseudo-hierarchy of space complexity classes. Such classes are inspired by the space hierarchy theorem, that we restate and prove (albeit in a slightly different form) for P systems with active membranes. Let us note that a different hierarchy for catalytic P systems with a fixed membrane structure has been introduced in [7] .
The paper is organized as follows. In section 2 we recall the definition of recogniser P systems with active membranes, thus establishing our model of computation, and we recall some basic notions that will be used in the rest of the paper. In section 3 we show how to simulate a deterministic single-tape Turing machine by means of a semi-uniform family of P systems with active membranes. In section 4 we recall the space hierarchy theorem and, inspired by it, we define a pseudohierarchy of space complexity classes determined by P systems with active membranes. Finally, section 5 contains the conclusions and some directions for further research.
Definitions
We begin by recalling the definition of P systems with active membranes. where:
• Γ is a finite alphabet of symbols, also called objects;
• Λ is a finite set of labels for the membranes;
• µ is a membrane structure (i.e., a rooted unordered tree) consisting of m membranes enumerated by 1, . . . , m; furthermore, each membrane is labeled by an element of Λ, not necessarily in a one-to-one way; • w 1 , . . . , w m are strings over Γ , describing the multisets of objects placed in the m initial regions of µ; • R is a finite set of rules.
Each membrane possesses a further attribute, named polarization or electrical charge, which is either neutral (represented by 0), positive (+) or negative (−) and it is assumed to be initially neutral.
The rules are of the following kinds:
• Object evolution rules, of the form
They can be applied inside a membrane labeled by h, having polarization α and containing an occurrence of the object a; the object a is rewritten into the multiset w (i.e., a is removed from the multiset in h and replaced by every object in w).
They can be applied to a membrane labeled by h, having polarization α and such that the external region contains an occurrence of the object a; the object a is sent into h becoming b and, simultaneously, the polarization of h is changed to β.
• Communication rules, of the form
They can be applied to a membrane labeled by h, having polarization α and containing an occurrence of the object a; the object a is sent out from h to the outside region becoming b and, simultaneously, the polarization of h is changed to β.
• Dissolution rules, of the form [a] α h → b They can be applied to a membrane labeled by h, having polarization α and containing an occurrence of the object a; the membrane h is dissolved and its contents are left in the surrounding region unaltered, except that an occurrence of a becomes b.
• Elementary division rules, of the form
They can be applied to a membrane labeled by h, having polarization α, containing an occurrence of the object a but having no other membrane inside; the membrane is divided into two membranes having label h and polarizations β and γ; the object a is replaced, respectively, by b and c while the other objects in the initial multiset are copied to both membranes.
• Non-elementary division rules, of the form
They can be applied to a membrane labeled by h, having polarization α, containing the positively charged membranes h 1 , . . . , h k , the negatively charged membranes h k+1 , . . . , h n , and possibly some neutral membranes. The membrane h is divided into two copies having polarization β and γ, respectively; the positive children are placed inside the former, their polarizations changed to δ, while the negative ones are placed inside the latter, their polarizations changed to ε. Any neutral membrane inside h is duplicated and placed inside both copies.
A configuration in a P system with active membranes is described by its current membrane structure, together with its polarizations and the multisets of objects contained in its regions. The initial configuration is given by µ, all membranes having polarization 0 and the initial contents of the membranes being w 1 , . . . , w m . A computation step changes the current configuration according to the following principles:
• Each object and membrane can be subject to only one rule during a computation step.
• The rules are applied in a maximally parallel way: each object which appears on the left-hand side of applicable evolution, communication, dissolution or elementary division rules must be subject to exactly one of them; the same holds for each membrane which can be involved in a communication, dissolution or division rule. The only objects and membranes which remain unchanged are those associated with no rule, or with unapplicable rules.
• When more than one rule can be applied to an object or membrane, the actual rule to be applied is chosen nondeterministically; hence, in general, multiple configurations can be reached from the current one.
• When dissolution or division rules are applied to a membrane, the multiset of objects to be released outside or copied is the one resulting after all evolution rules have been applied. • The skin membrane cannot be divided, nor it can be dissolved. Furthermore, every object which is sent out from the skin membrane cannot be brought in again.
A (halting) computation C of a P system Π is a sequence of configurations (C 0 , . . . , C k ), where C 0 is the initial configuration of Π, every C i+1 can be reached from C i according to the principles just described, and no further configuration can be reached from C k (i.e., no rule can be applied).
We can use families of P systems with active membranes as language recognisers, thus allowing us to solve decision problems.
Definition 2. A recogniser P system with active membranes Π has an alphabet containing two distinguished objects yes and no, used to signal acceptance and rejection respectively; every computation of Π is halting and exactly one object among yes, no is sent out from the skin membrane during each computation.
If all computations starting from the initial configuration agree on the result, then Π is said to be confluent; if this is not necessarily the case, then it is said to be non-confluent (and the global result is acceptance iff an accepting computation exists).
Definition 3. Let L ⊆ Σ be a language and let Π = {Π x : x ∈ Σ } be a family of recogniser P systems. We say that
Usually, a condition of uniformity, inspired by those of families of Boolean circuits, is imposed on families of P systems.
Definition 4. A family of P systems Π = {Π x : x ∈ Σ } is said to be semiuniform when the mapping x → Π x can be computed in polynomial time by a deterministic Turing machine.
Time complexity classes for P systems are defined as usual, by restricting the amount of time available for deciding a language. By MC D (f (n)) we denote the class of languages which can be decided by a semi-uniform class of confluent P systems Π of class D (e.g., AM denotes the class of P systems with active membranes) where each computation of Π x ∈ Π halts within f (|x|) steps. The class of languages decidable in polynomial time is denoted by PMC D .
Recently, a space complexity measure for P systems has been introduced [16] . We recall here the relevant definitions.
Definition 5. Let C be a configuration of a P system Π. The size |C| of C is defined as the sum of the number of membranes in µ and the total number of objects they
The space required by Π itself is then |Π| = max{|C| : C is a halting computation of Π}.
Finally, let Π = {Π x : x ∈ Σ } be a family of recogniser P systems; also let f : N → N. We say that Π operates within space bound f iff |Π x | ≤ f (|x|) for each x ∈ Σ .
Next, we formally define the variant of Turing machine we use in the following sections.
Definition 6. A single-tape deterministic Turing machine is a tuple
where:
• Q is a finite and nonempty set of states;
• Σ is the finite input alphabet;
• Γ is the tape alphabet, a finite superset of Σ;
• the partial function δ : Γ × Q → Γ × Q × {←, −, →} is the transition function;
we assume that δ is undefined on both accepting and rejecting states; • q 0 ∈ Q is the initial state;
• A ⊆ Q is the set of accepting states;
• R ⊆ Q is the set of rejecting states, disjoint from A.
Finally, we recall the definition of constructible function (for further information on this topic see, for instance, [8, 3, 18] ).
Definition 7. A function f : N → N is said to be time-constructible iff the mapping 1 n → 1 f (n) , i.e., from the unary representation of n to the unary representation of f (n), can be computed by a deterministic Turing machine in O(f (n)) time.
The function f is space-constructible iff the mapping 1 n → 1 f (n) can be computed by a deterministic Turing machine in O(f (n)) space. 1 An alternative definition, where the size of a configuration is given by the sum of the number of membranes and the number of bits required to store the objects they contain, has been considered in [16] . However, the choice between the two definitions is irrelevant as far as the results of this paper are concerned.
Simulating Turing machines
In this section we show that a single-tape Turing machine M having Σ = {0, 1} as input alphabet and operating in polynomial space f (n) and time g(n) can be simulated efficiently (i.e., by using O(f (n)) space and O(g(n)) time) by a semiuniform family Π M = {Π M,x : x ∈ {0, 1} } of P systems with active membranes and three polarizations, where each Π M,x simulates the computation of M on input x. We also stress the fact that these P systems can be defined in such a way that communication is the only required kind of rule. Turing machines operate by reading and writing symbols on a tape divided into cells: the main idea of our simulation is representing each cell by a membrane. In a Turing machine the tape cells are linearly ordered (we assume they are numbered by nonnegative integers); one way to organise the membranes without losing this information is in a nested way, i.e., one inside the other. Either the innermost or the outermost membrane can be put into correspondence with the leftmost tape cell; without loss of generality, we choose the outermost one.
Each cell of the Turing machine contains a symbol taken from the tape alphabet, which we assume to be Γ = {0, 1, }, where denotes the blank symbol. In the P system, the symbol written in a cell is stored in the polarization of the corresponding membrane. The default neutral polarization represents a blank cell, while the negative and positive polarizations represent 0 and 1, respectively.
A single object in the P system represents the state of the Turing machine (an element q of the finite set Q), and its location inside the membrane structure represents the position of the tape head: the object is located immediately inside the i-th membrane iff the tape head of the simulated machine is located on the i-th leftmost tape cell. The object is changed (via communication rules) both in form and location in order to reflect the change of state and position of the tape head of the Turing machine.
Finally, the transition function δ : Γ × Q → Γ × Q × {←, −, →} of the Turing machine is implemented by using a set of communication rules. The object representing the head position and state of the Turing machine is moved to the new position, while simultaneously changing the polarization of the current membrane in order to update the contents of the tape; it is also rewritten into a (possibly different) symbol, representing the new state of the machine. In order to execute these operations, the P system requires a constant number of steps for each computation step of the simulated Turing machine.
Let M be a single-tape deterministic Turing machine operating in space f (n). Let x = x 1 x 2 · · · x n ∈ {0, 1} be an input for M . The membrane structure µ M,x is made of f (n) membranes labelled by h and placed one inside the other; this structure is surrounded by a further membrane h 0 , which also contains a membrane labelled by w. The initial configuration of µ M,x is as follows:
Each of the outermost n membranes labelled by h contains an object x i ∈ {0, 1}, representing the i-th input symbol of M ; these objects are used to set up the initial contents of the tape (recall that, by definition, all membranes are initially required to be neutral). The following communication rules serve the purpose of changing the polarization of a membrane h according to the symbol contained in the corresponding tape cell:
[1]
where # is a "junk" object, i.e., an object which does not appear on the left-hand side of any rule. While the initial configuration of the simulated machine M is being set up (only one step is required to do so) the head/state objectq 0 , where q 0 is the initial state of M , is sent out from w by means of the following rule:
After that,q 0 enters the membrane corresponding to the leftmost tape cell, while simultaneously losing the "hat", by using one of the following communication rules:
Objectq 0 is initially located inside w so that it requires two steps in order to reach the membrane corresponding to the initial cell of M , thus avoiding conflicts with the rules setting up the initial tape contents. Now the real simulation begins. To each quintuple (a, q 1 , b, q 2 , d) describing a transition of M (i.e., denoting the fact that δ(a, q 1 ) = (b, q 2 , d)) corresponds a constant number of communication rules. If δ(a, q 1 ) = (b, q 2 , ←) then there is a single rule
where α and β are − or + when a and b are 0 or 1 respectively. The rule moves the head/state object outwards (which corresponds to moving the tape head of M one position to the left) while changing it as the state of M does. If the tape head does not move, as in δ(a, q 1 ) = (b, q 2 , −), then two rules are needed:
The first rule changes the symbol in the current cell, while the second one moves the (updated) head/state symbol back to that cell. When the tape head moves right, i.e., δ(a, q 1 ) = (b, q 2 , →), five rules are needed:
The three rules in (10) are used to move the head/state symbol one membrane deeper, thus completing the simulated movement of the tape head to the right. Finally, the result of the computation of M is sent out of the membrane structure. If M enters an accepting state q, the head/state symbol is changed to yes and expelled:
[yes]
An analogous situation occurs when q is a rejecting state:
[no]
Definition 8. With a slight abuse of notation, we denote by µ M,x the whole P system "module" consisting of both the membrane structure described above and the set of rules (1)- (16) . We also denote by Π M the family of P systems with active membranes {Π M,x : x ∈ {0, 1} }, where Π M,x consists of the module µ M,x only. Theorem 1. Let M be a single-tape deterministic Turing machine halting on every input and operating in space f (n), where f (n) = Ω(n), f (n) = O(n k ) for some fixed k and f (n) is time-constructible. Also assume that M operates in time g(n). Then Π M is semi-uniform and decides the same language as M in O(f (n)) space and O(g(n)) time; furthermore, Π M can be constructed in O(f (n)) time.
Proof. Each P system Π M,x consists of f (n) + 2 membranes and contains n + 1 objects, where n = |x|; hence Π M clearly uses O(f (n)) space.
Each transition of M on input x is simulated by Π M,x in at most three steps; another step is required to set up the initial contents of the tape. When the result object yes/no is produced, it is expelled from the system after a number of steps which equals the number of the tape cell where M enters the final state, plus a further step to exit the outermost membrane h 0 . Hence, the total time is O(g(n)).
The mapping x → Π M,x can be computed in time O(f (n)), as
• the membrane structure consists of f (|x|) identical membranes (and two further membranes w and h 0 ) and can be constructed in O(f (n)) time steps, as f is time-constructible by hypothesis; • the initial configuration of the P system can be constructed in linear time from
x, as exactly n symbols are to be placed inside the outermost membranes; • the set of communication rules only depends on M , and not on x.
Since f (n) is bounded by a polynomial, the construction of Π M is semi-uniform.
A space pseudo-hierarchy
The space hierarchy theorem, a fundamental result in complexity theory, states that Turing machines are able to solve harder problems when given a larger amount of space to exploit. The proof [18] is constructive, as for every space bound f (n) an explicit language is described which cannot be decided by using less space. Definition 9. Let f : N → N. We denote by L(f ) the language of strings x ∈ {0, 1} of the form M 10 , where M is the binary description of a single-tape deterministic Turing machine that rejects x without using more than f (|x|) space.
Theorem 2 (Space hierarchy theorem). Let f be a space-constructible func-
Proof (Proof sketch). The language L(f ) can be decided by a deterministic Turing machine D which simulates M on x within a f (|x|) space limit, flipping the result whenever the simulation completes successfully and rejecting if the non-blank portion of the tape of M becomes longer than the space limit. Such a simulation can be carried out in space O(f (n)).
If L(f ) could be decided in space g(n) = o(f (n)) by some deterministic Turing machine M , then D on input M 10 k (for large enough values of k) could complete the simulation within the space limit and give a different result from M , thus contradicting the hypothesis that
The trailing k zeros in the description of L(f ) are a technical requirement: since g(n) may be larger than f (n) for small n even when g(n) = o(f (n)), for some inputs the simulation might not complete successfully; but D certainly answers the opposite of M on all strings M 10 k for large enough values of k, thus ensuring they decide different languages.
A related result can be proved in the setting of P systems with active membranes. The main idea is to modify the Turing machine D of the above proof, in such a way that, instead of directly simulating the machine M it receives as input, it constructs a P system Π M,x,f which carries out this task. Π M,x,f is a variant of the P system Π M,x described in the previous section; notice that Π M,x is not suitable for the present task, as it is designed to simulate only halting Turing machines operating in polynomial space. The Turing machine D, instead, receives arbitrary machines M as input, which on some input x could try to use more space than we took into account when constructing Π M,x ; alternatively, they could also run forever, whereas we need to always give an answer.
We begin by modifying the P system module µ M,x such that, when M exceeds the allocated space (i.e., when the tape head moves to the right of the rightmost cell), the simulation ends by rejecting. Furthermore, when the simulation is completed correctly, we return the opposite result of M .
The P system module µ M,x,f , simulating M on x with a f (|x|) space bound, has the following membrane structure and initial configuration:
that is, the same structure of µ M,x except for an additional membrane h 1 in the innermost position. Such a membrane is used to detect a space "overflow" and halt the simulation if this event occurs, according to the following rules:
for all states q of M
Furthermore, the same rules (1)- (16) of definition 8 are used, except that rules (13) and (16), involving the outermost membrane, are changed in order to flip the result:
Definition 10. The P system consisting only of module µ M,x,f is denoted by Π M,x,f ; we also define the family
for some fixed k, be time-constructible; let M be a single-tape Turing machine which halts on every input. Then the family of P systems Π M,f is semi-uniform, in particular constructible in O(f (n)) time, and
Proof. The family Π M,f is obviously constructible in O(f (n)) time (hence semiuniform) as in the proof of theorem 1, since there is only one extra membrane and the new rules (17)-(18) do not depend on x.
The language decided by Π M,f is, by construction, the complement of that of M , except that strings x generating computations which require more that f (|x|) cells are rejected.
Another stumbling block we need to overcome is the fact that some Turing machines might operate within the space bound we fixed, but without halting. Fortunately, we know that a single-tape Turing machine, having tape alphabet {0, 1, } and operating in f (n) space, either halts within f (n) · |Q| · 3 f (n) steps (Q being its set of states), or does not halt at all. We can solve the problem by counting the number of simulated steps, and halting the simulation when such time bound is exceeded. The usual solution, i.e., having an object which is successively rewritten into all values of the counter, does not work, as the counter may assume exponentially large values (with respect to n). Hence, a more sophisticated solution is needed. Definition 11. We define a P system module κ n , having the following (n + 1)-degree membrane structure and initial configuration:
The device is, essentially, an (n + 1)-bit binary counter. Each membrane corresponds to one bit, c 0 and c n being the least significant and most significant bits respectively. Neutral and positive polarizations represent 0 and 1, respectively. Thus, in the initial configuration, κ n stores the value 0. By using communication rules, such value is incremented up to 2 n . Since all membranes c 1 , . . . , c n−1 have identical behaviour, they can all be given the same label, thus simplifying the structure (and reducing the time required to construct it) as follows:
Recall that incrementing a binary integer is performed by flipping its bits, one by one and starting from the least significant one, until a 0 is flipped into 1. The object d moves inside the membrane structure in order to perform this task. The following rules (which are identical for membranes labeled by c 0 and c) move d outwards, and change it into d when the current increment operation has finished:
[d]
The next rules take d back to the starting position; when d re-enters the innermost membrane c 0 it is rewritten into d, and the next increment operation may begin:
Finally, when d crosses the outermost membrane c n it is left outside (i.e., there is no rule bringing it back inside), as a signal that the counter has reached the value 2 n :
Lemma 2. The P system module κ n can be constructed in linear time, given the unary representation of n; it sends out the object d after at least 2 n steps.
Proof. The membrane structure is of linear size, and there is a constant number of communication rules, hence the construction can be performed in O(n) time.
Since incrementing the binary counter requires at least two applications of communication rules (and 2n in the worst case), the object d is not set out before 2 n time steps have passed.
When the object d is sent out from κ n , we can use it to stop the simulation of the Turing machine, as we know that if it has not halted yet, then it will never do (assuming we have chosen a suitable value for n). The obvious solution is to use d to dissolve the whole membrane structure µ M,x,f ; however, besides requiring the introduction of dissolution rules (recall that we have only used communication rules so far), there might exist computations during which d is not able to enter a membrane in µ M,x,f because it is blocked by the head/state object which continuously enters and exits from that membrane (e.g., if the head of the Turing machine is stuck on a single tape cell). Both problems can be solved by slightly changing the definition of module µ M,x,f .
We define a P system module µ M,x,f with the following membrane structure and initial configuration:
that is, each membrane labelled by h is surrounded by a further membrane labelled by j. The communication rules used to move the head/state object are changed so that, when it crosses a membrane h (in either direction), it also crosses the membrane j immediately outside whenever it is neutrally charged, without any further change. However, when the head/state object crosses a membrane labelled by j that is positively charged, it is changed into the object yes, so that it can be sent outside as if machine M has accepted.
The module µ M,x,f still simulates M on input x with space bound f ; the double membrane structure, besides slowing down the simulation by a multiplicative constant, does not alter the simulated computation of M . However, we can combine this module with κ (n) (where (n) is a value large enough to ensure that object d is not sent out prematurely) in such a way that when the object d is sent out, it traverses the membrane structure µ M,x,f and changes the polarization of all membranes labelled by j to positive, thus stopping the simulation if it has not already ended. Since the head/state object must always cross at least two membranes in order to simulate a transition of M , the situation in which it continuously crosses the same membrane forward and backward, thus blocking the object d, does never happen.
Definition 12. The P system Π M,x,f is defined as follows:
that is, a skin membrane containing the P system modules µ M,x,f and κ (n) , with the initial configuration and rules given by those of the two modules together. A further pair of rules is used to send out the result from the skin membrane s:
As noticed above, the value of (n) must be large enough to ensure that object d is not sent out from κ (n) before the result of a possibly halting computation of M is expelled from µ M,x,f . Since each transition of M can be simulated by at most six steps of µ M,x,f , and since M may accept when its head is on the rightmost position (the f (n)-th position) of the tape, thus requiring us to wait until the result object has travelled through the whole membrane structure, an appropriate value is
The system is augmented with a set of communication rules which cause the object d, once it has been sent out from κ (n) , to traverse the nested membrane structure of µ M,x,f while changing the polarization of all membranes labelled by j to positive (without changing any other polarization), thus aborting any non-halting simulated computation. We denote by Π M,f the family of P systems {Π M,f,x : x ∈ {0, 1} }.
From this definition, and lemmata 1 and 2, we can prove the following result.
Lemma 3. Let f : N → N, with f (n) = Ω(n) and f (n) = O(n k ) for some fixed k, be time-constructible; let M be a single-tape Turing machine (which does not necessarily halt on every input). Then the family of P systems Π M,f is semiuniform, in particular constructible in O(f (n)) time, and
We are now finally able to prove that L(f ) can be recognised by a family of P systems in O(f (n)) space.
Theorem 3. Let f : N → N, with f (n) = Ω(n) and f (n) = O(n k ) for some fixed k, be time-constructible. Then L(f ) can be decided by a semi-uniform family of P systems Π L(f ) using only communication rules, operating in space O(f (n)) and constructible in time O(f (n)).
Proof. We only need to prove that the mapping M , x → Π M,x,f (i.e., we are given both M and its input, and not only x) can be computed in O(f (n)) time. The only feature of Π M,x,f which depends on M (in contrast with other features depending on x) is the set of communication rules. The number of rules is linear with respect to the length of the encoding of M (due to the rules in (5)- (10) and (17)). Assuming a "reasonable" encoding of M , all the communication rules can be constructed in linear time, hence O(f (n)) time.
The family Π L(f ) of P systems is then constructed in O(f (n)) time by the following Turing machine (here described informally):
If the input x is not of the form M 10 , then construct a P system which rejects immediately. Otherwise, construct Π M,x,f . The P systems constructed by this Turing machine work in O(f (n)) space, and the thesis follows.
In [17] a simulation algorithm for P systems with active membranes is described. Although the precise space requirements are not detailed (only an asymptotic upper bound is given), by looking at the description of the algorithm one can observe that, essentially, in order to simulate a P system Π we need to store its current configuration, step by step (some auxiliary space is needed; however, it does not exceed the space required by the configuration). Notice that a Turing machine storing the configuration of Π does not have the same space requirements as Π itself: indeed, a membrane structure of degree n may require up to n log n space, since the labels of the membranes (which do not contribute to the space required by Π) need to be stored in order to correctly apply the rules (especially non-elementary division rules); all the labels may be different in the worst case. Keeping in mind this detail, we can prove the following result.
Theorem 4. Let f : N → N, with f (n) = Ω(n) and f (n) = O(n k ) for some fixed k, be time-constructible. Then no family Π of P systems with active membranes, constructible in o(f (n)) time and operating in o(f (n)/ log f (n)) space, decides L(f ).
Proof. Suppose otherwise. Let M be the Turing machine constructing Π and consider a Turing machine M implementing the following algorithm:
On input x, simulate M on x thus obtaining a description of a P system Π x deciding whether x ∈ L(f ). Then simulate Π x and return the same result.
Then L(M ) = L(Π) = L(f ), and M has the following space requirements:
This means that M decides L(f ) in o(f (n)) space, thus contradicting the space hierarchy theorem.
Notice that there is no restriction on the kind of rules the family Π can use. By combining theorems 3 and 4 we obtain: Theorem 5. Let f : N → N, with f (n) = Ω(n) and f (n) = O(n k ) for some fixed k, be time-constructible. Then there exists a language L which can be decided by a semi-uniform family of P systems with active membranes (and using only communication rules) that can be built in O(f (n)) time and works in O(f (n)) space. On the other hand, L cannot be decided by any family of P systems constructible in o(f (n)) time and working in o(f (n)/ log f (n)) space.
Conclusions
In this paper we showed that a deterministic single-tape Turing machine, which operates in polynomial space with respect to the input length, can be efficiently simulated (both in terms of time and space) by a semi-uniform family of P systems with active membranes and three polarizations. The proposed simulation contains, in our opinion, a very interesting construction which has never been considered before (to the best of our knowledge), and which is exploited to obtain the result: the contents of the cells of the simulated Turing machine are stored in the polarization of the membranes. This allowed us to use only communication rules to compute the result.
Basing upon the above simulation, we proved that a result similar to the space hierarchy theorem can be obtained for P systems with active membranes: the larger the amount of space we can use during the computations, the harder the problems we are able to solve.
Several open problems and research directions still remain to be investigated. First of all, the result related to the space (pseudo)-hierarchy for P systems contains a logarithmic factor, which arises from the simulation we proposed. Can we avoid such a factor, thus obtaining a theorem which exactly corresponds to the space hierarchy theorem related to Turing machines?
Following this direction, we could also consider different classes of P systems with active membranes (e.g., using different parallel semantics), and check whether the space (pseudo)-hierarchy theorem still holds for such classes.
As for the simulation of the single-tape deterministic Turing machine we presented in section 3, we conjecture that it can be extended to consider nondeterministic Turing machines, as well as multi-tape Turing machines, to obtain efficient simulations both in terms of time and space also in these cases. It would also be interesting to consider if such an efficient simulation can be performed for other different computational models.
