A detailed theoretical description is provided of the narrow low-energy peak in the ARPES response of superconducting optimally doped and weakly underdoped BSCCO near the van Hove point. The pseudogap is taken to be due to electronparamagnon scattering. The narrow peak is antiadiabatic: it consists of electrons which are so slow that the scattering is not effective in suppressing their spectral strength. We find two temperature regimes for the pseudogap. The low-temperature one is relevant for experiment in BSCCO, where the paramagnon band-edge is much higher than the temperature. The hightemperature regime occurs when the band-edge is lower than the temperature. It is characterized by hot spots when the band-edge is finite, and develops a macroscopic antiferromagnetic potential when it vanishes. We argue that it is relevant for the electron-doped high-T c compounds. Our work gives a connection between the simultaneous appearance of a magnetic resonance and a narrow low-energy feature in ARPES at the superconducting transition in BSCCO. In the model, both can be obtained by switching the paramagnon damping from supercritical to subcritical, without even including the superconducting correlations explicitly. The leading edge scale of the narrow peak is controlled by the chemical potential and is incidental to the pseudogap mechanism, whose physical scale is given by the high-energy 'hump.'
INTRODUCTION
The rich phenomenology of high-T c materials is only matched by the variety of theoretical attempts to explain it. A dominant and unifying point of view, capable of ordering the phenomena with respect to importance or simplicity, is still lacking. Once experiment moves away from the macroscopic thermodynamic manifestations, which are generically not sensitive to the microscopic mechanism, one is faced with the fact that doped copper oxide perovskites are far more complex than metals. Careful comparative studies, with an end to establish what is typical across a broad class of these materials, and what is more immediately connected with the superconducting ones, have yet to run their course.
The present work is based on two theoretical premises. First, it is possible to order the relevant physical scales in a wellresolved hierarchy, in which each level is primarily responsible for one aspect of the observations. Second, it is desirable at low temperature to separate the effects of superconductivity proper from those inherited from the 'strange metal' in which it occurs. We concentrate on the vicinity of optimal doping, and do not feel constrained to account simultaneously for the particular mechanism of the metal-insulator transition at half-filling. Instead we incorporate the correlations responsible for it within a slave boson framework, starting from the metallic limit.
Within the above broad theoretical framework, we focus our attention on a particular long-standing issue. The ARPES signal in the Bi 2 Sr 2 CaCu 2 O 8 class of compounds (BSCCO) near the van Hove point is represented by one of the most extensive body of data of any high-T c material or technique. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Its most prominent feature at optimal doping is the 'peak-dip-hump' profile, with a narrow low-energy peak superimposed on a broad maximum at higher energy. The peak disappears with underdoping, revealing the well-known pseudogap form, due to the surviving high-energy structure.
The gist of our proposed interpretation is as follows. The highest energy scale, large on-site Coulomb repulsion, is responsible for a renormalization of the band parameters. A physical foundation for this renormalization is laid by explicitly including the oxygen degree of freedom in our approach. Once the stage is set, the next scale is that of dispersive paramagnons, giving rise to the pseudogap structure characterized by the high-energy hump. However, the pseudogap is not equally efficient in suppressing all electrons. Near the vH point some are so slow that they do not scatter off the paramagnons, and survive as a narrow 'antiadiabatic' peak in the middle of the pseudogap. The binding energy of this peak, a few hundred Kelvin, is alredy competitive with the superconducting scale, but in fact has no dynamical scale of its own. Instead it is primarily determined by the chemical potential.
Our work relates the simultaneous appearance of a magnetic resonance 11, 12 and narrow ARPES peak when BSCCO becomes superconducting. In the model, both are achieved by switching the paramagnon damping from supercritical (above T c ) to subcritical (below T c ). Thus we are able to account for the superconducting ARPES profile without explicit treatmet of superconducting correlations. However, the superconducting (pseudo)gap is not included in the present analysis.
An unexpected side benefit of the above systematic approach is that it provides an insight into the strong 'hot-spot' suppression of the ARPES signal in electron-doped materials, such as Nd 1.85 Ce 0.15 CuO 4 (NCCO), which was never observed in the hole-doped ones. Namely, we find two regimes in our calculation, according to whether the temperature is higher or lower than the paramagnon band-edge. In BSCCO, the latter is the case, and the resulting 'low-temperature' or 'quantum' pseudogap has no hot-spot effect. In NCCO, on the other hand, superconductivity coexists with AF correlations of a characteristic energy lower than superconductivity. 13, 14 In our model, such a 'high-temperature' or 'semiclassical' pseudogap is strongly affected by the hot-spot effect.
In the literature, a number of different scenarios have been put forward to account for the peak-dip-hump structure. Bilayer splitting 6, 15, 16 is completely different from our proposal; in it the high-energy hump is ascribed to another band. Phonons [17] [18] [19] [20] with a strong (π, π) response cannot be excluded in principle by our calculation, since the boson in question is modelled quite generically and from the side of unbroken symmetry. However, we find it more natural to think in terms of the observed paramagnons.
21 Stripes 22 could be added to our calculation in the form of a weakly dispersive lowenergy 'central peak' in the magnon response. They could play a role in the shape of the final ARPES profile, however we establish the main scales and dispersions in substantial agreement with experiment already without them. In contrast to the calculation of Eschrig and Norman, 23 which fits the Fermi surface precisely already at the level of an effective band dispersion, with several non-nearest neighbor hoppings, we fit the main FS features with a three-band nearest-neighbor dispersion renormalized by strong Coulomb effects, and correct the shape near the vH points by much weaker magnetic effects. Also, instead of considering superconductivity and magnetism simultaneously in the symmetry-broken state, 23 we proceed from the side of unbroken symmetry, and take superconductivity into account only indirectly, through the observed low-temperature paramagnon response, as outlined above. Conversely, Vilk 24 has used a calculation similar to ours to account for shadow bands. We also find a regime in which the narrow peak follows a shadow-band dispersion, but it does not give the systematics of the peak-dip-hump feature described here.
THEORETICAL FRAMEWORK

Strong Coulomb repulsion
The strong on-site repulsion of holes sharing a common copper d-orbital provides the highest scale in the problem, usually estimated at more than 5 eV. As in other metal oxides, it is generally agreed to be responsible for the insulating state at half-filling, 25 however the evolution of this state with doping through the so-called pseudogap regime towards the optimally doped state has been the subject of varying interpretations. The differentiating question is whether a model for the optimally doped state should at the same time be capable of describing the metal-insulator transition at low doping. An affirmative answer is reflected in the use of one-band models of t-J type in the whole doping range, 26 typically with more than one hopping integral when one wishes to account for the phenomenology near optimal doping.
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Conversely, one may feel free to describe the optimally doped state as essentially metallic, with the local repulsion reflected in a strong renormalization of the band parameters relative to the prediction of chemical calculations. The slave boson approach has become characteristic of this attitude, 27 which is in the background of our calculation as well.
A systematic slave boson study 28 of the three-band Emery model 29 has established a range of effective parameters which do reflect a significant renormalization of the bare ones, due to strong on-site repulsion on the coppers. The salient point is that when the direct oxygen-oxygen hopping is taken into account, the calculation allows a renormalized regime in which the effective copper-oxygen overlap is much less than the oxygen-oxygen one, despite the initial (bare) overlaps having been in the opposite limit. This zeroth-order effect on the band parameters is all that remains of the on-site repulsion in our approach. The effective open band in the model is
where
Here all parameters refer to the final renormalized values: copper-oxygen splitting ∆ pf = 3.6 eV, copper-oxygen overlap t = 0.3 eV, and oxygen-oxygen overlap t = −1 eV. In contrast to one-band models, they enter non-linearly into the expression for the band dispersion. This is reminiscent of the situation in LDA calculations, where the projection of a multiband model onto an effective single band similarly gives rise to non-linear dependence on the initial parameters. 30 We emphasize that while the quoted numerical values have been chosen to fit experiment, they do fall into the range characteristic of strong renormalization, as found by the slave boson studies. 28 In particular, the ratio ∆ pf ≈ −4t turns out to be characteristic of the strong-coupling limit.
In the present work, the connection between the above strong-coupling framework and the magnetic perturbations is phenomenological. In a fully consistent slave boson picture, the magnetic part comes from fast fluctuations in the spin channel, as opposed to the slow fluctuations in the charge channel, which give rise to the effective band renormalizations, described above. Such a complete theory is currently under development.
Weak magnetic perturbation
Magnetic phenomena have been extensively studied in the high-T c superconductors, which after all are oxides, sooner expected to be antiferromagnetic than superconducting. 11, 12, [31] [32] [33] [34] [35] [36] [37] [38] [39] In superconducting BSCCO, there is a distinct magnetic resonance of uncertain microscopic origin, 12, 34, 36 appearing at 41 meV simultaneously with superconductivity, and corresponding to a correlation length of 2-3 lattice spacings. Morr 40 has shown in a simple model calculation that its connection with superconductivity need not be any deeper than through a sudden reduction in paramagnon damping, which we may associate plausibly enough with the opening of the superconducting gap. We describe the resonance by the same (simplest possible) model, with dispersive branches out of a commensurate minimum:
where Q = (π, π) is the AF wave vector, ω is the paramagnon band-edge, and c their velocity. The paramagnon propagator is similarly taken as simple as possible,
where γ is the damping, and ω 0 some cutoff frequency, corresponding to the extension ξ 0 = c/ω 0 of the paramagnon anomaly around Q. The relationships of the various parameters are shown in Fig. 1 .
The band-edge ω determines the physical regime both with respect to the damping and to the temperature, as discussed below. We do not take into account possible slow, low energy correlations such as incommensurate stripes. That would require an explicit modelling of a central peak in the magnon response Im χ. While it cannot be excluded at present that stripes have some role in shaping the observed ARPES profile, it is one result of the present work that as far as the principal physical scales and dispersions near the vH point are concerned, one can do without them.
Perturbative regimes
The paramagnon perturbation is taken into account by the basic one-loop contribution of Fig. 2 . We neglect vertex corrections. It has been noticed that in the absence of Migdal's theorem, vertex corrections tend to cancel with those from self-consistency, 41, 42 so it seems more reliable to use the free (non-self-consistent) fermion propagator at the same time. The usual expression for the retarded self-energy 43 may be profitably rewritten as where g k,q is the effective interaction vertex in Fig. 2 . The free electron propagator is just
with ε(k) from Eq. (1), and A k the spectral density of the resonant band. We shall eventually absorb it into a coupling constant, F ≡ g 2 k,q A k . This limits our calculation to a qualitative one away from the vH point, since we expect a significant variation in A k along the Fermi surface, based on the above slave boson considerations. The two terms contributing to Σ have a transparent physical interpretation: the first is the paramagnon propagator convoluted with the electron response, the second, vice versa.
There are three physical guidelines to our calculation, and two can be discerned already in Eq. (4). First, if the paramagnon response is peaked around Q = (π, π), the main contribution to Σ at k ≈ (π, 0), the vH point, comes from electrons at k − Q ≈ (0, −π), the other vH point, where they are slow. Hence the antiadiabatic electrons form, as it were, a subsystem of their own, and avoid the pseudogap suppression of the spectral strength, affecting the fast electrons as they scatter adiabatically off the slow magnons.
Second, the two terms have very different contributions to the self-energy depending on whether the temperature is higher or lower than the paramagnon band-edge. When kT ω, the second (boson-response) term dominates, simply because there are many bosons, n(ω ) → kT /ω D (Q + q) ≈ kT / ω 1, which is the classical limit. The bosons are near condensation, and about to build up a macroscopic AF potential, leading to the halving of the zone. In this high-temperature limit, the pseudogap evolves towards the true gap as ω/kT → 0.
In the low-temperature limit, kT ω, there are only quantum zero-point fluctuations of the paramagnons, and the two terms are competitive. Their dynamics is somewhat different than in the high-temperature case, where the semiclassical limit of the boson number effectively induces an additional dispersive term ω D (Q + q) in the denominator. In this lowtemperature limit, the pseudogap becomes practically independent of temperature, as long as the band-edge is kept fixed. Figure 2 . One-loop contribution to the self-energy. The fermion propagator is free, and there are no vertex corrections. The third point relevant to establish a physical regime is less immediately obvious. The antiadiabatic central peak in the electron response is sensitive to the paramagnon damping γ. It appears only in the underdamped limit, γ < ω. In the opposite limit, only a diffusive pseudogap survives in principle, although a wide and low remnant of the central peak can also be seen if the damping is not too large. It is noteworthy that the damping of the antiadiabatic peak is directly related to the paramagnon damping. The consequence is that even in the underdamped regime, Im Σ can be different from zero even though the peak is at the Fermi energy, Re Σ = 0. This very simple device to violate the Fermi liquid paradigm only depends on the fact that the boson damping has a fixed constant value.
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PARAMETRIZATION AND TEMPERATURE REGIME
In Fig. 3 The central peak does not straddle the Fermi energy. Generically, its position is determined by the chemical potential. In addition, it has its own dispersion, albeit quite flat in the vicinity of the vH point. It is of course well known that the narrow feature in BSCCO does not appear at the Fermi energy, however since it is correlated with superconductivity, it is easy to ascribe the discrepancy to the superconducting gap. In fact, part of the observed binding energy of the narrow peak may be an intrinsic pseudogap property, as obvious from the figure.
In Fig. 4 , we show how the correction to the effective band Fermi surface, due to the paramagnon interactions, selects the correct temperature regime for the calculation. When the peak does not cross the Fermi energy, an accepted alternative definition 7 of the Fermi surface is the locus of maxima in the momentum distribution curves (MDC), which is just the spectral strength at ω = µ, A(k, ω = µ).
The initial Fermi surface of the band (1) is shown as a thin line. It is too steep relative to experiment near the vH point. Including the paramagnon self-energy effects leads to qualitatively different outcomes according to the temperature regime. At left is the prediction of the high-temperature regime, kT ω. There is a clear tendency of the Fermi surface to bend towards the new zone boundary, where the gap opens when ω/kT → 0. At right, the low-temperature prediction is just the opposite, the Fermi surface bends away from the diagonal, even curving slightly upwards in our calculation. Since the observed BSCCO Fermi surface is of the latter type, we choose the low-temperature regime as the one relevant for experiment in our model. The theoretical insight is that hot-spot effects 46 are to be expected only in the high-temperature regime. In fact they have never been observed in ARPES on BSCCO, a puzzle solved in the model by choosing the opposite regime. The difference between the spectral strengths A(k, ω = µ) is shown in the lower row of Fig. 4 , calculated with a somewhat lower band-edge, to exaggerate the effect visually. The hot-spot is visible as a saddle on the left (high-temperature) plot. The low-temperature plot at right also has a saddle, but it is away from the diagonal. The symmetry-based prediction of the intensity dip on the skew-diagonal (π, 0)-(0, π) (hot-spot effect) is only borne out for the boson-response term, which dominates in the classical limit. This is visible from the structure of Eq. (4), in which the second term alone is responsible for the eventual classical AF potential, which halves the zone.
COMPARISON WITH EXPERIMENT
The case of BSCCO
In Fig. 5 , we show a detailed comparison with another experiment for the parametrization given in the previous section. Since that was fixed at the (π, 0) point alone, Fig. 5 is a parameterless prediction of the model for the evolution of the ARPES signal in the Brillouin zone along the (π, 0)-(π, π) line and parallel to it. All the qualitative experimental features are correctly obtained: both the major and minor energy scales, and the downturn (in energy) of the antiadiabatic peak as one moves further away from the Fermi crossing. Such an approaching-then-receding of the narrow peak with respect to the Fermi level has been noticed in experiment, 7 and becomes more pronounced with underdoping.
In the right two panels of Fig. 5 , we show what happens as one moves towards the Γ point in cuts parallel to the X-M line. We note a significant redistribution of spectral strength, such that the side peak is much stronger at k y = 0, the Γ-X line itself, but quickly loses strength as one moves perpendicularly away from it in the k y direction, parallel to the X-M line. Finally at k y = 0.35π/a, only the antiadiabatic peak survives. Experimentally, much the same behavior has been observed, with the proviso that it seems to evolve more slowly in the Γ direction, so the qualitative picture we obtain around k x = 0.9π in the calculation is observed around k x = 0.64π in experiment.
7 Again, the wide peak has its own approaching-then-receding sequence, similar to the one observed both in optimally doped 7 and underdoped samples.
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The fact that the calculated qualitative features continue to match closely the experimental situation as one moves away from the X-M line into the zone interior, while the quantitative evolution proceeds at a different pace, is possibly due to neglecting the k-dependence of the product g 2 k,q A k in the calculation. Figure 5 gives an independent indication that the low-temperature regime is observed in BSCCO. It is not difficult to get similar scales in the high-temperature regime. However, the evolution of the strength distribution between the narrow and wide peaks is qualitatively different. In the high-temperature calculation, the narrow peak disappears sooner as one moves away perpendicularly from the (0, 0)-(π, 0) line. As visible in the figure, the opposite happens in experiment, and only the narrow peak survives. This is also found in the low-temperature calculation, so both the Fermi surface correction and the spectral strength redistribution indicate that the pseudogap in BSCCO is due to quantum zero-point fluctuations. Figure 6 shows an intensity plot of the same calculation as in the left panels of Fig. 5 , compared with the same experiment. 7 The narrow 'tongue' of the low-energy feature can be clearly discerned. It has a much flatter dispersion than the original renormalized band (1) . There are two ways in which it can revert to it: reducing the coupling constant, and increasing the paramagnon band-edge. The first sounds trivial, but if the band-edge is simultaneously low, the system behaves all the time as if it were in a strong-coupling limit: the narrow peak persistently follows a shadow-band dispersion, no matter how small the coupling constant is. (A similar regime was studied by Vilk.
24 ) The weak-coupling limit is finally recovered through the reduction of the pseudogap splitting, the side wings finally closing in on the antiadiabatic peak. Increasing the band-edge, on the other hand, gives rise to the predictable outcome: the side wings lose strength, and the central peak takes on the characteristics of a weakly affected quasiparticle, following the original band dispersion.
The case of NCCO
Electron-doped cuprates should a priori be in a completely different physical regime than the hole-doped ones. In particular, one would expect 28 that the slave boson mean-field renormalization of ∆ pf due to large on-site repulsion is not strong even at zero doping. In a model calculation which contained no oxygen-oxygen hopping, this was found to be the case. 48 It suggests the 'bare' copper-oxygen splitting ∆ pd ≈ ∆ pf , hence ∆ pf t, |t | in the notation of Eq. (1). The other natural assumption t > |t | is difficult to reconcile with the ARPES data [49] [50] [51] [52] [53] [54] in Nd 1.85 Ce 0.15 CuO 4 , whose Fermi surface is both of nearly circular shape and crosses the skew-diagonal of the zone. Such a shape is qualitatively different than expected in the above case; whenever the band is dominated by the Cu-O hopping t, the Fermi surface in the vicinity of the skew-diagonal tends to be parallel with it, especially near the point (π/2, π/2).
Interestingly enough, we can easily reproduce the shape of the Fermi surface in NCCO in a regime very similar to the one used for BSCCO, namely ∆ pf > −t t, the main difference being that ∆ pf is now significantly smaller than 4|t |: ∆ pf = 1.6 eV, t = −1.2 eV and t = 0.3 eV. We emphasize that these values are found simply as 'best-fit' parameters for the Fermi surface. Nevertheless, it is noteworthy that the zeroth-order band prediction indicates that the effect of the oxygen hopping channel is as large in the electron-doped cuprates as in the hole-doped ones. From the slave boson studies cited above, we recognize this parameter regime as one which does not reflect a significant renormalization of ∆ pf at the slave boson mean-field level.
The ARPES spectra of NCCO show a strong hot-spot effect. In Fig. 7 we use a schematic choice of parameters to test our previous understanding, that this is a mark of the high-temperature regime. In the left panel, the temperature is kT = 0.1 eV. For numerical reasons, the paramagnon band-edge is taken not too low, ω = 0.01 eV, and the damping is raised to γ = 0.02 eV, so we are in the overdamped regime. The other parameters are as in the BSCCO fit, except that F = 0.13 eV. For the low-temperature regime, we put kT = 0.005, half the band-edge. In order to make a fair comparison, one has to increase the coupling constant, since in the high-temperature case it benefited from an effective factor kT / ω, the (diverging) boson occupation. We put F = 0.77 eV, in order that the pseudogap splitting of the ARPES profile at the hot-spot position be the same as in the low-temperature case. This forces the appearance of a hot-spot effect in the low-temperature case as well, providing the most stringent test of the regime choice.
There is a clear difference between the two regimes in Fig. 7 . In the high-temperature case (left), the hot-spot is strongly dipped relative to the maximum on the diagonal. At low temperature (right), there is also a minimum at the hot spot, but it has been bought at the price of a considerable attenuation of the whole ridge parallel to the skew-diagonal, so the relative attenuation is much smaller. In addition, the 'horns' in the momentum distribution surface near the edge of the zone have merged into a continuous high ridge.
The comparison with experiment in Fig. 8 gives grounds to choose the high-temperature regime. The measured relative suppression at the hot-spot seems rather strong, and the minimum fairly well defined, although we cannot say how much, because the published figure contains no color scale. In addition, near the edge of the zone there are several distinct maxima, just as in our high-temperature plot. We can even obtain two maxima in the ridge on the diagonal, simply by increasing the damping to γ = 0.03 eV, but at the cost of a loss of intensity at the edge of the zone. A more detailed study of these and other effects is under way.
While the above schematic calculation cannot be regarded as definitive, it establishes two qualitative points: the relevance of the oxygen hopping for NCCO, and that whatever magnetic mode is responsible for the hot spots in ARPES should be at lower energy than the superconductivity. Since measurements are made below T c ≈ 20 K, the implication is that there are magnetic correlations with energy near zero. This is in accord with the broad phase diagram of the electron-doped cuprates, where the SC and AF phases lie next to each other, unlike the hole-doped situation where they are separated by the pseudogap phase. The overdamped limit also fits in with the absence of a strong narrow feature in the ARPES profiles of NCCO. 
CONCLUSIONS
The main physical result of this work is that the pseudogap in optimally doped BSCCO is in fact fully developed, and of the order of 1000 K. The narrow low-energy feature which makes it appear otherwise is an antiadiabatic peak in the middle of the pseudogap, which is part of the same dynamical picture. In particular, its binding energy is essentially determined by the chemical potential, not by any separate phenomenon.
In our model, the pseudogap in BSCCO is due to zero-point motion of the magnons, whose characteristic energy is of the order of 400 K, much higher than the superconducting transition. Such a 'low-temperature' pseudogap does not require any additional ground-state phenomena (except superconductivity), simply because it is already effectively at zero temperature. One would of course like to understand why the magnetic correlations undergo an essential change at T c . We believe that within our theoretical framework, such questions can be treated by a complete slave boson study, in which the slow fluctuations in the charge channel and fast fluctuations in the spin channel compete on an equal footing.
The same general features as in the left panel of Fig. 6 are found in YBCO. 55 There is a narrow dispersionless peak at lowest binding energy, and a broader 'hump' at about 0.1 eV dispersing towards it. This is encouraging for our interpretation, since the antiadiabatic mechanism is quite generic, and one naturally expects all high-T c superconductors to be in a broadly similar physical regime.
We have begun testing the same ideas in the electron-doped cuprates, and the first results reported here indicate one important difference from the hole-doped ones: the magnetic perturbation is lower in energy than the superconducting transition, so that 20 K is high temperature in NCCO, while 90 K is low in BSCCO. This fits well with the observed 13, 14 coexistence of antiferromagnetic correlations with superconductivity in NCCO, with a characteristic scale of the former at 10 K, roughly half of T c . At the same time, an interesting similarity has emerged, namely the oxygen degree of freedom seems to play an equally important role in both electron and hole compounds. These are both qualitative points and are not expected to be modified by further refinement. The first accounts for hot spot effects observed in NCCO, the second for the shape of the Fermi surface, which cuts the skew-diagonal of the zone where the Fermi surface dominated by copper-oxygen hopping would be expected to run parallel to it. Superconductivity has not been explicitly included in our calculation. We have nevertheless accounted for all the main features of the ARPES data in BSCCO near the vH point, by a phenomenological treatment of the observed magnetic response below T c . The superconducting scale of ∼100 K thus appears well isolated from the phenomena responsible for the ARPES profile, so we believe that taking it eventually into account will not invalidate our present results.
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