Generalized eigenvalue problems play a significant role in many applications. In this paper, continuous methods are presented to compute generalized eigenvalues and their corresponding eigenvectors for two real symmetric matrices. Our study only requires that the right-hand-side matrix is positive semi-definite. The main idea of our continuous methods is to convert the generalized eigenvalue problem into an optimization problem. Then a continuous method which includes both a merit function and an ordinary differential equation (ODE) is introduced for the resulting optimization problem. The strong convergence of the ODE solution is proved for any starting point. Both the generalized eigenvalues and their corresponding eigenvectors can be easily obtained under some mild conditions. Some numerical results are also presented.
Introduction
The generalized eigenvalue problem (A, B) is to find a scalar λ and a nonzero vector x such that
where A and B are n × n real symmetric matrices, and B is positive semi-definite. We will assume these conditions throughout the rest of this paper. This nonzero x is said to be an eigenvector of (1) and the corresponding value of λ is called an eigenvalue. For simplicity, (λ, x) is called an eigenpair of (1) . Obviously, problem (1) includes the standard eigenvalue problem when B = I n . In [20] , it has been shown that if αA + βB is positive definite for some α and β, then there always exists a solution to (1) and the eigenpairs are all in the real space. But here we only assume that B is positive semi-definite. In this case, system (1) may not have any solution.
The generalized eigenvalue problem is often encountered in engineering applications such as automatic control, structure engineering, dynamic analysis of structure, signal processing, image restoration, maximum entropy spectral estimation (see [13, 19] and the references therein), and is also a classical and complicated but very important problem (see [9, 23] ). In the literature, almost all the research for the generalized eigenvalue problem require at least one of A and B being positive definite (see [1, 11, 16, 18, 22, 24] ). Even though [25] only requires that B is positive semi-definite, it assumes that the solution of (1) is known. The focus of [25] is to analyze the stability issue of system (1) . Besides the conventional methods in numerical analysis for the generalized eigenvalue problem (see [1, 6, 10, 16, 18, [22] [23] [24] [25] and the references therein), some continuous models have been discussed in [2, 3, 4, 7, 14] for some eigenvalue related problems. In [2, 3] , various ODE systems are introduced for many numerical analysis problems. By adopting a penalty function method, Jiang and Chen [14] proposed a dynamical system for (1) with complex matrices A and B. However, there is not any analysis for their formulation.
Recently, Golub and Liao [7] proposed some continuous methods for both extreme and interior eigenvalue problems. The idea in [7] is to convert the underlying problems into some constrained optimization problems. Then, a continuous method is developed for each optimization problem. Strong theoretical results as well as attractive numerical results have been obtained for the continuous method. The mechanism behind the continuous method in this paper shares the same structure as in [7] .
In this paper, we first investigate the existence of the solution for problem (1) and show that the generalized eigenvalue problem can be reduced to a lower dimension standard eigenvalue problem under some conditions (Section 2). Then, we focus our attention on computing the extreme generalized eigenvalue problem. Our discussions include (a) an equivalent optimization problem; (b) a continuous method for the equivalent optimization problem; and (c) convergence analysis of the ODE solution in our continuous method. In Section 3, we will extend the similar discussions in Section 2 to compute other generalized eigenvalues and their corresponding eigenvectors. Some promising numerical results are reported in Section 4. Finally, some concluding remarks are drawn in Section 5.
In our following discussion, we let · denote the Euclidean norm, I n denote the identity matrix of order n, diag (a 1 , a 2 , . . . , a n ) denote the n × n diagonal matrix, e i (1 i n) be the ith column of I n . Vectors u 1 , u 2 , . . . , u k ∈ R n are said to be orthogonal with respect to an n × n matrix D if,
The projection operator P on a closed convex set ⊆ R n is defined by
A basic property of the projection mapping on a closed convex set is [12, 15] [u − P (u)]
Extreme generalized eigenvalue
In this section, we will discuss our continuous method for the extreme generalized eigenvalue problem. First, we need the existence result for the solution of system (1), which lays the theoretical foundation for us to design the continuous method.
Equivalence to the standard eigenvalue problem
The following definition is useful for our later discussion: Definition 2.1. An eigenpair (λ, x) of (1) is said to be trivial if Ax = Bx = 0; otherwise, the eigenpair (λ, x) of (1) is said to be non-trivial.
In the rest of this paper, we only consider non-trivial eigenpair of (1), and will make the following assumptions: Assumption 2.1 (i) There exists a constant c such that cB − A is positive semi-definite.
(ii) The minimum eigenvalue of (A, B) is finite. Theorem 2.1. For system (1) , all its eigenvalues are real. Furthermore, under Assumption 2.1, system (1) has r real eigenpairs, where r = rank(B).
Proof. Let (λ, x) be any eigenpair of (1) . If x H Bx = 0, then from the positive semi-definiteness of B, we know Bx = 0. Therefore Ax = 0 from (1) . From our definition, we know that (λ, x) must be a trivial eigenpair of (1) which contradicts with our assumption. Thus x H Bx / = 0. Then from (1), we have
This indicates that λ is a real number. Since B is symmetric and positive semi-definite, we know (see, e.g., p. 148 in [8] ) that there exists a permutation matrix P and an n × r lower triangular matrix L 1 such that
then L is nonsingular, and
where I r is the identity matrix of order r.
problem (1) is equivalent to the following problem: to find a nonzero y such that Ay = λP y.
This and the minimum eigenvalue of (A, B) is finite imply that the minimum eigenvalue of ( A, P ) is finite. Since there exists a constant c such that cB − A is positive semi-definite, cP − A is also positive semi-definite from
Letâ ii , i = 1, . . . , n, be the diagonal elements of A, then it is easy to verify thatâ ii = 0 for i = r + 1, . . . , n from the positive semi-definiteness of cP − A and the finiteness of the minimum eigenvalue of ( A, P ). Thus according to Theorem 4.2.6 in [8] , we know that matrix A can be written as
where A 1 ∈ R r×r . Since A 1 is also real symmetric, there exists an orthogonal matrix U 1 ∈ R r×r such that
where 1 = diag(λ 1 , . . . , λ r ) with λ 1 λ 2 · · · λ r . Let I n−r be the identity matrix of order n − r,
then U ∈ R n×n is also an orthogonal matrix, and A = U U T from (7)- (9) . Thus Au i = P u i = 0 for i = r + 1, . . . , n, Au i = λ i u i and P u i = u i for i = 1, 2, . . . , r. Therefore, system (1) has r finite eigenpairs. This completes the proof.
Theorem 2.1 illustrates the existence of the nontrivial eigenpair of problem (1) under some mild conditions. From the proof of Theorem 2.1, we have following important observations. Remark 2.1 (i) There exists an n × n nonsingular matrix X (for example, X = L −T U , L is defined in (3) and U is defined in (9)) such that X T AX = diag(λ 1 , . . . , λ r , 0, . . . , 0), and X T BX = P , where r = rank(B), λ 1 λ 2 · · · λ r , and P is defined in (5). (ii) If (λ, z) is a nontrivial eigenpair of system
(where A 1 ∈ R r×r is defined in (7)), then (λ, (z T , 0 T n−r ) T ) (0 n−r ∈ R n−r is a zero vector) is a nontrivial eigenpair of system (6) , and (λ, L −T (z T , 0 T n−r ) T ) is a nontrivial eigenpair of system (1).
Obviously, problem (1) is reduced to a lower dimension problem (10) when r < n from Remark 2.1(ii), and Assumption 2.1 is always satisfied when B is symmetric and positive definite.
An equivalent optimization problem
Since the minimum generalized eigenvalue of (−A, B) is just the maximum generalized eigenvalue of (A, B), we only focus on finding the minimum generalized eigenvalue of (A, B) and its corresponding eigenvector in this section. To formulate the extreme generalized eigenvalue problem into an optimization problem, from Remark 2.1(ii) and the idea in [7] , we consider
Then we have the following result which describes the relationship between system (1) and problem (11).
Lemma 2.1. The following are true:
x is a local minimizer of problem (11) ⇐⇒ x is a global minimizer of (11) .
(ii) x is a global minimizer of (11) ⇐⇒ x is an eigenvector of (1) corresponding to the minimum generalized eigenvalue of (A, B).
Proof. From Remark 2.1 and similar to the proof of Lemma 2.1 in [7] , our results can be established.
Problem (11) is to minimize a quadratic function with a quadratic constraint. The difficulty for problem (11) is its constraint where the feasible region is not a convex set. Now we further convert problem (11) into the following optimization problem which is much easier to solve.
where c is chosen so that cB − A is positive semi-definite. Since
where L and P are defined in (3) and (5), then a sufficient condition for the choice of c is
Since A is symmetric, from Corollary 2.3.2 in [8] , we know
then we can choose c = L −1 AL −T 1 + , where > 0. However, since the convergence of our method (see Theorem 3.3 in Section 3.3) requires the condition that λ i + c 1 for i = 1, 2, . . . , r (λ i is an eigenvalue of (1)), thus we always choose c = L −1 AL −T 1 + 1, and will adopt this formula for c as the default value in our numerical computation.
Problem (12) differs from problem (11) in that the objective function is quadratic and concave but its feasible region is a closed convex set. Therefore, it is much easier to solve (12) than (11) . The lemma below reveals some properties for problem (12 Proof. From Remark 2.1 and following the similar arguments as the proof of Lemma 2.1 in [7] , our results can be obtained.
A continuous method
Now, we focus on problem (12) . From the proof of Theorem 2.1, we know
where y = L T x, A and P are defined in (5) . Then problem (12) is equivalent to the following problem:
Generally speaking, a continuous method consists of two components: a merit function and a dynamical system. In addition, the merit function must be monotonically nonincreasing along the solution of the dynamical system. Following [7, 17] , we can construct our continuous method for problem (15) as Merit function
where = {y ∈ R n |y T Py 1}. Obviously, y ∈ ⇐⇒ Py 1, and
Converting the above model into the x space, we can obtain our continuous method for problem (12) as Merit function
Dynamical system
where = {x ∈ R n |x T Bx 1} (since {x ∈ R n |x T Bx 1} = {y = L T x ∈ R n |y T Py 1}) and P (·) is the projection onto . It should be noted that from the definition of L in (3), L −1 can be computed easily.
Because of the equivalence of problem (12) and problem (15), (19) , (16), (20) and (17), in the following, we only need to study the dynamical properties of (17) . To simplify the following discussion, we define
Similar to the proof of Lemma 3.1 in [7] , we have the following important properties for e(y). (21) , then the following are true:
Lemma 2.3. Let e(y) be defined in
(i) y is an eigenvector of ( A, P ) with Py = 1 ⇐⇒ e(y) = 0.
(ii) If f (y) / = 0 and e(y) = 0, then y is an eigenvector of ( A, P ) with Py = 1.
Lemma 2.4.
The following are equivalent:
Py is an eigenvector of ( A, P ) with Py = 1. (iii) Py is an eigenvector of A with Py = 1.
from the choice of c. This and Lemma 2.3 imply (i) ⇐⇒ (ii).
From the definition of an eigenvalue and P 2 = P , we can easily verify (ii) ⇐⇒ (iii).
When B is positive definite, from Lemma 2.4, we have the following result. Now we are ready to analyze the convergence properties for the solution of (17) . These results will be summarized in the following theorems: Theorem 2.2. For any y 0 ∈ R n , there exists a unique solution y(t) of the dynamical system (17) (21) is Lipschitz continuous in R n . From the Picard-Lindelöf theorem, y(t) of the dynamical system (17) with y(t 0 ) = y 0 exists and is unique in [t 0 , +∞). Now, we consider the function
Proof. It is easy to see that e(y) in
Obviously, E(y) is the square of the generalized distance of y to set . From the definition of P (y) in (18), we have y ∈ ⇐⇒ E(y) = 0, and
Thus
Therefore according to [5] , (21), (17) and (22), we have
But
by taking u = Py and v = Py − e(y) ∈ in (2). This and (23) 
So y(t) ∈ for all t t 0 whenever y 0 ∈ . This completes the proof.
The result of Theorem 2.2 indicates that our dynamical system (17) is well defined. In the proof of Theorem 2.2, we can see that the solution y(t) will eventually move into the feasible region and stay in from then on when y 0 / ∈ . Now we prove the following important convergence result for the solution of (17).
Theorem 2.3. For any y 0 ∈ , let y(t) be the solution of (17) with y(t
Proof. (i) This is a special case of Theorem 3.2(i) in Section 3. Please refer to the proof of Theorem 3.2(i) with k = 1.
(ii) Since y 0 ∈ , Theorem 2.2 ensures that y(t) ∈ for all t t 0 . Thus P y(t) 1 for all t t 0 .
Taking u = Py − ∇f (y), v = Py in (2), and using (16), (17) , and (21), we have
This implies that the function f (y(t)) is monotone nonincreasing on [0, +∞) and
From P 2 = P , (7), (21) and (16), we have f (Py) = f (y) and e(P y) = e(y).
since {P y(t)|t 0 t < +∞} is bounded. This implies lim t→+∞ e(P y(t)) = 0. This completes the proof.
Theorem 2.4.
For any y 0 ∈ , let y(t) be the solution of (17) with y(t 0 ) = y 0 , and For any starting point y 0 with Py 0 / = 0 and the corresponding solution y(t) (y(t 0 ) = y 0 ) of (17), even though Theorem 2.4 indicates that y(t) would converge to an eigenvector of ( A, P ), this eigenvector will not correspond to the minimum generalized eigenvalue if the condition of Corollary 2.2 is not satisfied. In other words, we cannot guarantee that for any starting point y 0 , the limit of y(t) of (17) is the eigenvector corresponding to the minimum generalized eigenvalue, and it would be quite difficult to move away from y 0 if y 0 is an eigenvector of ( A, P ) corresponding to some i with λ i > λ 1 . In this case, one remedy is to move away from y 0 along a direction d / = 0 satisfying P d / = 0 and y T 0 P d = 0. Then, we can re-solve dynamical system (17) with this new starting point. Once the minimum generalized eigenvector y of system (6) is found, we can obtain the minimum generalized eigenvector x of system (1) from x = L −T y.
Other generalized eigenvalues
Since the minimum generalized eigenvalue λ 1 of (A, B) and its corresponding eigenvectors can be obtained by the continuous method described in Section 2, a natural extension is to seek other generalized eigenpairs of (A, B), which are often encountered in many engineering and communication applications, such as signal processing, image restoration and so on. Thus we shall focus on finding other eigenvalues of (A, B) and their corresponding eigenvectors in this section. Similar to our discussions in the previous section, we will divide this section into two subsections.
An equivalent optimization problem
From the analysis in Section 2, we can assume that the eigenpairs (λ 1 , x 1 ), (λ 2 , x 2 ) , . . . , (λ k−1 , x k−1 ) of (A, B) have been determined, where k r = rank(B), λ 1 λ 2 · · · λ k−1 and x 1 , x 2 , . . . , x k−1 are orthogonal with respect to matrix B. To compute the kth generalized eigenvalue λ k and its corresponding eigenvector x k of (A, B), we consider the following problem:
where 1 k r and c is defined in (13) . Obviously, the last term in the above objective function disappears when k = 1.
Even though problem (24) is to minimize a quadratic function with a quadratic constraint, the difficulty for problem (24) is its constraint where the feasible region is not a convex set. Thus we further consider the following optimization problem:
where 1 k r and c is defined in (13) . Problem (25) differs from problem (24) in that the objective function is quadratic but the constraint is a simple elliptic constraint. Obviously, the feasible region for (25) is a closed convex set. Therefore, it is much easier to solve (25) than (24) .
The following lemma describes the relationship between system (1) and problem (25) . (i) Every local minimizer of (25) is also a global minimizer of (25) .
(ii) x is a global minimizer of (25) ⇐⇒ x is an eigenvector corresponding to the generalized eigenvalue λ k of (A, B).
Proof. 
Then for any x ∈ R n , we know that there exist α i , i = 1, 2, . . . , n, such that
Thus problem (25) becomes
From the choice of c, we know that
Thus (i) and (ii) can be easily established.
From Lemma 3.1, we can see that (i) the minimum value of (25) is λ k − c; (ii) any optimal solution is an eigenvector corresponding to λ k ; and (iii) at any optimal solution of (25), r i=1 α 2 i = x T Bx = 1, i.e., any optimal solution must be on the boundary of the constraint set.
A continuous method
From our discussion in Sections 2 and 3, we can define then u 1 , u 2 , . . . , u k−1 ∈ R n are orthogonal with respect to matrix P , and problem (25) is equivalent to the following problem:
where 1 k r. Thus the corresponding continuous method becomes Merit function
where = {y ∈ R n |y T Py 1} and P (y) is defined in (18) . Converting the above model into the x space, we can obtain our continuous method for problem (25) as Merit function
where = {x ∈ R n |x T Bx 1} and P (·) is the projection operator onto . Obviously, when k = 1, function f k (x) in (30) and system (31) are just f (x) in (19) and system (20) , respectively. To simplify the following discussion, we let
To study the dynamical property of (29), we need to reveal the following important properties for e k (y).
Lemma 3.2. Let e k (y) be defined in (32), then the following are true:
(i) e k (y) = 0 with f 1 (y) / = 0 ⇐⇒ y is an eigenvector corresponding to an eigenvalue λ of ( A, P ) with λ λ k , Py = 1, and y T P u i = 0 for i = 1, 2, . . . , k − 1.
(ii) If y is an eigenvector corresponding to eigenvalue λ j of ( A, P ) with j ∈ {k, k + 1, . . . , r}, Py = 1 and y T P u i = 0 for all i = 1, 2, . . . , k − 1, then e k (y) = 0.
Proof. (i) e k (y) = 0 implies
This implies Py ∈ and y ∈ since P 2 = P . If
Multiplying u T j from left to (34), we have (λ j + c)u 
Therefore Ay = (c − γ )Py from (35). This and f 1 (y) / = 0 indicate that y is an eigenvector corresponding to the eigenvalue c − γ of ( A, P ) and c − γ λ k from (36). From (33), it is easy to see that Py = 1.
(ii) From the assumptions of (ii), we know that Ay = λ j Py, and
Thus P [y − ∇f k (y)] > 1 from Py = 1 and (13). Therefore (ii) is immediately obtained by (32) and (33).
From Lemma 3.2, similar to the proof of Lemma 2.4, we can easily verify the following results:
Lemma 3.3. Let e k (y) be defined in (32), then the following are true:
(i) e k (P y) = 0 with Py / = 0 ⇐⇒ Py is an eigenvector corresponding to an eigenvalue λ of ( A, P ) with Py = 1, λ λ k , and y T P u i = 0 for i = 1, 2, . . . , k − 1.
(ii) If Py is an eigenvector corresponding to eigenvalue λ j of ( A, P ) with j ∈ {k, k + 1, . . . , r}, Py = 1 and y T P u i = 0 for all i = 1, 2, . . . , k − 1, then e k (P y) = 0. Proof. Since the right-hand-side of (29) is continuous in R n , the Cauchy-Peano theorem ensures that there exists a solution y(t) for the dynamical system (29) with y(t 0 ) = y 0 .
Since is a closed convex set, from the nonexpansive property of the projection operator, we have
This implies that e k (y) in (32) is Lipschitz continuous in R n . From the Picard-Lindelöf theorem, y(t) of dynamical system (29) with y(t 0 ) = y 0 exists and is unique in [t 0 , +∞). The rest of the proof is the same as the proof of Theorem 2.2.
The result of Theorem 3.1 indicates that our dynamical system (29) is well defined. Now we are ready to analyze the convergence properties for the solution of (29). From (26) and
where x(t) and y(t) are the solutions of (31) and (29), respectively, 
It follows from (28) that
Therefore, it is straightforward to see that (29) is equivalent to
where = {α ∈ R n |α T P α 1}.
Theorem 3.2. For any y 0 ∈ , let y(t) be the solution of (29) with y(t
0 ) = y 0 . Then (i) if e k (y 0 ) = 0, then y(t) ≡ y 0 for all t t 0 ; (ii) if e k (y 0 ) / = 0, then lim t→+∞ e k (P y(t)) = 0.
Proof. (i) From Theorem 3.1, we know y(t) ∈ for all t's. Then α(t) ∈ for all t's.
From (38) to (39), we have
where γ = P α(t) − ∇g k (α(t)) . Thus for all t t 0 , we have
and
If e k (y 0 ) = 0 and Py 0 = 0, then α i (t 0 ) = 0 for i = 1, 2, . . . , r. Thus Lemma 3.3 in [7] and (41) imply that α i (t) = 0 for all t t 0 and i = 1, 2, . . . , r. This result and (42) imply that y(t) = y 0 for all t t 0 .
If e k (y 0 ) = 0 and Py 0 / = 0, then f 1 (y 0 ) / = 0. Thus from Lemma 3.2(i), y 0 is an eigenvector corresponding to the eigenvalue λ of ( A, P ) with λ λ k and Py 0 = 1. Similar to the proof of Theorem 3.4 in [7] , the result can be obtained from (41) and (42).
(ii) See the proof of Theorem 2.3(ii). Proof. From Theorem 3.1, we know y(t) ∈ for all t's. Then α(t) ∈ for all t's, and (40) and (42) hold. If e k (y 0 ) = 0, then y(t) ≡ y(t 0 ) for all t t 0 by Theorem 3.2(i). Therefore y(t) is convergent. From the proof of Theorem 3.2(i), the results of (i) and (ii) are true. So, we assume e k (y 0 ) / = 0 in the rest of the proof.
For all t t 0 and i = 1, 2, . . . , k − 1, it follows from (13) and (40) that
This implies
. . , r. Similar to the proof of Theorem 3.2(i), we know that α i (t) ≡ 0 for all t t 0 and i = k, k + 1, . . . , r. This result, (42) and (44) imply
From the choice of U in (9), we know
i.e., y(t) = U α(t) is convergent. Let y * be the limit, then it is trivial to see that Py * = 0 from the above equation. This completes the proof of (i).
(ii) Now we assume K k (y 0 ) / = ∅. Without loss of generality, we can assume l < r. From the definition of l and the proof of Theorem 3.2 (i), we know that
From the assumption y T 0 P u i = 0 for i = 1, 2, . . . , k − 1, we know that α i (t 0 ) = 0 for i = 1, 2, . . . , k − 1. Thus from (43), we have
(45) and (46) imply that
Therefore, it follows from (40), (47) and (13) that ∀t t 0 ,
(48) is very important. Basically, it tells that when t > t 0
• if α l (t 0 ) > 0, α l (t) will be monotonically nondecreasing in t but always stays in interval
will be monotonically nonincreasing in t but always stays in interval
This and α l (t 0 ) / = 0 imply that α l (t) / = 0 for all t t 0 , and there exists an α * l / = 0 such that
For all t t 0 and i = l + 1, . . . , r, let z i (t) = α i (t)/α l (t), then by (40), we have
This (47) and λ l λ i , i = l + 1, . . . , r imply that
From this and (49), we have
Let
Then lim t→+∞ α(t) = α * / = 0 from (42), (45) and (46) and (50). Thus lim t→+∞ y(t) = y * = Uα * , and lim t→+∞ e k (P y(t)) = e k (P y * ) = 0 from Theorem 3.2 (ii). From the choice of vectors u 1 , u 2 , . . . , u n and α * l / = 0, we know that Ay * = λ l i∈I 2 α * i P u i = λ l Py * and Py * 2 = i∈I 2 (α * i ) 2 / = 0. This result, e k (P y * ) = 0, and Lemma 3.3 (i) imply that Py * = 1. Therefore y * is an eigenvector corresponding to eigenvalue λ l of ( A, P ) with Py * = 1 from Ay * = λ l Py * . This completes the proof.
From Theorem 3.3, we have the following result. For any starting point y 0 , even though Theorem 3.3 indicates that the solution y(t) of (29) with y(t 0 ) = y 0 would converge to an eigenvector of ( A, P ) when K k (y 0 ) / = ∅ and y T 0 P u i = 0 for i = 1, 2, . . . , k − 1, this eigenvector will not correspond to eigenvalue λ k if the condition of Corollary 3.2 is not satisfied. In other words, we can't say that for any starting point y 0 , the limit of y(t) of (29) is the eigenvector corresponding to eigenvalue λ k , and it would be quite difficult to move away from y 0 if y 0 is an eigenvector of ( A, P ) corresponding to some i with λ i < λ k . In this case, one remedy is to choose a new initial point along a direction d / = 0 satisfying P d / = 0, d T Py 0 = 0 and d T P u i = 0 for i = 1, 2, . . . , k − 1. Then, we can re-solve the dynamical system (29) with this new starting point.
In summary, we can obtain the following algorithm to compute the first k (k r) eigenvalues and their corresponding eigenvectors of ( A, P ).
Algorithm 3.1
Step 1. Take any y 1 0 ∈ R n with u T l Py 1 0 / = 0 for some l ∈ {i| Au i = λ 1 u i , i = 1, 2, . . . , r} and j = 1.
Step 2. Solve (29) and obtain y j (t) with y j (t 0 ) = y j 0 . Let u j = lim t→+∞ y j (t).
Step 3. If j = k (k r), then stop. Proof. Obviously, if k = 1, then by Lemma 3.3 and Theorem 3.3, we know that the solution y 1 (t) of (29) with y 1 (t 0 ) = y 1 0 chosen in Step 1 converges to an eigenvector u 1 corresponding to the eigenvalue λ 1 of A with P u 1 = 1.
Suppose that for j = 1, 2, . . . , k − 1, the solution y j (t) of (29) with y j (t 0 ) = y j 0 chosen in Step 4 have converged to eigenvector u j corresponding to the eigenvalue λ j of ( A, P ) with P u j = 1, and vectors u 1 , u 2 , . . . u k−1 are orthogonal with respect to matrix P . Then k = min{i ∈ K k (y k 0 )} by Step 4. From Theorem 3.3, we know that the solution y k (t) of (29) with y k (t 0 ) = y k 0 will converge to an eigenvector u k corresponding to the eigenvalue λ k of ( A, P ) with P u k = 1, and u T k P u i = 0 for i = 1, 2, . . . , k − 1. Therefore our result can be obtained by the induction. 
Numerical results
In this section, we test our continuous method on three examples. Our simulation will stop whenever the following condition is satisfied:
where δ is a preset value. We use δ = 10 −6 in all our tests. All of our tests were run in Matlab platform on a PC with 3.0GHz processor. The ODE solver used is ODE45 which is a non-stiff medium order method. We set RelTol = 10 −6 and AbsTol = 10 −9 in all our runs.
Example 1 [25] . The stiffness and mass matrices are given as follows: The generalized eigenvalues of (A, B) are 0, 0, 0, and 2, respectively. It is easy to verify that matrix B is positive definite. Then Assumption 2.1 holds. From the analysis in Section 3, we fix c = 3.366 (default value) and use model (31) to solve this problem. Our simulation results for different initial points are shown in Table 4 .1. Orthogonalization scheme
Take any nonzero z ∈ R n , and define
The CPU times are not reported in Table 4 .1 since they are all very tiny.
Example 2. Consider the following generalized eigenvalue problem (1), where
It is easy to verify that matrices B and B − A are positive semi-definite. We fix c as defined in Section 2.2 (default value) and use model (31) to solve this problem. For n = 100, our simulation results for the six generalized eigenvalues (k = 6) are shown in Table 4 .2, where x 1 0 = (3n, 1, . . . , 1) T ∈ R 3n , x j 0 for j = 2, 3, 4, 5, 6 are produced by the orthogonalization scheme described in Example 1, and c = 1.008.
Obviously, the six generalized eigenvalues reported in Table 4 .2 are not the smallest six (including the multiplicity) since there are many multiples for the generalized eigenvalue −5.7729 × 10 −3 . This phenomenon can be explained from Corollary 3.2.
It should be noted that for (A, B) in Example 1, we can verify that inf{|x T (A + iB)x| : x = 1} > 0. Thus there exists a nonsingular n × n matrix X such that X T AX and X T BX are both diagonal (see [25] , Corollary 2.3 in [21] ). In this case, system (A, B) is definite and its eigenvalues are well defined (including infinity). On the other hand, for Example 2, for n = 1 and x j 0 = e j , j = 1, 2, 3, our continuous method (30) and (31) generates the following nonsingular matrix: Table 4 . It is easy to see that inf{|x T (A + iB)x| : x = 1} = 0 in this case. Therefore, our method can be also used to solve some problems where matrices A and B are both singular.
Example 3 [25] . The stiffness and mass matrices are given as follows: It is easy to see that matrix B is positive definite and A is positive semi-definite. Then Assumption 2.1 holds. From the analysis in Section 3, we fix c = 21.816 (default value) and use model (31) to solve this problem. Our simulation results for the six generalized eigenvalues (k = 6) are shown in Table 4 .3, where x 1 0 = (1, 1, . . . , 1) T ∈ R 3n , x j 0 for j = 2, 3, 4, 5, 6 are produced by the orthogonalization scheme described in Example 1, and the CPU times are not reported in Table  3 since they are all very tiny.
The results in Table 4 .3 coincide with the first six generalized eigenvalues obtained from the Matlab function eig(A, B). 
Concluding remarks
In this paper, new continuous methods are proposed for symmetric generalized eigenvalue problems. Our approach is different from the existing ones in that a continuous path (or change) of the generalized eigenvalue is achieved. This is represented by a dynamical system (or ODE). Strong convergence results of our continuous methods are obtained under mild conditions. Both the generalized eigenvalues and their corresponding eigenvectors can be easily obtained under a very mild condition. Our limited simulation results clearly confirm the obtained theoretical results and indicate that our new method is effective.
