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If G denotes a graph of order n, then the adjacency matf;ix of an orientation G of G can be 
thought of as the adjacency matrix of a bipartite graph B(G) of order 2n, where the rows and 
columns correspond to the bipartition of B(G). For agraph H, let k(H) denote the number of 
connected components of H. Set m(G) = min{k(B(G)): 6 an orientation of G} and M(G) = 
max{k(B(G):G an orientation of G}. R.A. Brualdi et al. [l] introduced these ideas and, 
among other results, proved that for a connected graph G of order n, m(G) = M(G) = n + 1 if 
and only if G is a tree. We prove an intermediate value theorem for k(B(G)) and investigate 
the mjnimum and maximum number of edges possible in a graph G of order n for fixed 
k@(G)). In particular, we treat the case when G is complete, so that G is a tournament. 
1. 
If G is a graph, then 6 will denote a digraph obtained by orienting the edges of 
G and will be called an orientation of G. For example, if G is K,, the complete 
graph with n vertices, then 6 is an n-tournament. OG will denote the set of all 
orientations of G, V(G) and E(G) will denote the vertex set and edge set, 
respectively, of G, and k(G) will denote the number of connected components of 
G. If 6 E OG, V(G) = V(d) = {ZQ, . . . , u,}, and A is the adjacency matrix of 6 
(i.e. aii= I, if ui+uj in 6, and aij =O, otherwise), then B(6) denotes the 
bipartite graph with bipartition V = {v,, . . . , u,} and W = { wl, . . . , w,} where + 
vi is adjacent to Wj if aij = 1, 1 s i, j c n (i.e. ui+ ui in G). This paper concerns 
values of k(B(G)) f or various orientations G of a graph G and is motivated by 
questions raised by Brualdi et al. [l] in their treatment of these ideas. 
Let m(G) = min{k(B(G)) : 6 E O,} and M(G) = max{k(B(G)): G E O,}. 
Brualdi et al. [l] proved that if G is a connected graph with n vertices, then 
M(G) < IZ + 1 with equality iff G is bipartite, and G is a tree iff m(G) = M(G) = 
n + 1. And, they raised the following problems: 
(1) For a given graph G and integer t with m(G) s t < M(G), does there exist 
an orientation G E OG so that k(B(G)) = t? 
(2) What are the minimum and maximum number of edges in a graph with n 
vertices and given values of m and M? 
We given an affirmative answer to the first problem and lay some ground-work 
for the second problem, namely for fixed n and k, 1 s k 6 2n, we establish the 
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maximum number of edges possible in a graph H with n vertices so that 
k(B(&) = k for some fi E OH and the minimum number of edges possible in a 
graph G with n vertices so that k(B(G)) = k for some e E 0,. 
It is easy to see that a bipartite graph H with bipartition { ul, . . . , v,} and 
{w1,. . . 7 w,} can be expressed as B(e) for some graph G if and only if H 
contains no edge viw, (1 si s n) and contains at most one of the edges in 
{ViWj, VjWi} for all lsci<js?Z. 
First, some additional notation and terminology will be described. If xy E 
E(G), then G -xy denotes the graph with vertex set V(G) and edge set 
E(G) - {xy}. If x fy belongs to V(G) and x is not adjacent to y, then G + xy 
will denote the graph with vertex set V(G) and edge set E(G) U {xy}. If 
x E V(G), then G --x denotes the graph with vertex set V(G) - {x} and edge set 
E(G) - {xy :y is adjacent to x}. Similar notations are used with 6 in place of G. 
It is well known that every tournament T can be canonically decomposed into 
(non-empty) strong components A,, . . . , A,, for some m 3 1, so that V(A,) U 
. - - U V(A,) is a partition of V(T), and if m > 1, then each vertex in Ai 
dominates each vertex in Aj iff 1 c i <j sm. If m = 1, T is said to be strongly 
connected (or strong). If m > 1, we call AI the initial component and A, the 
terminal component. The corresponding vertex sets in B(T) are denoted 
B1, . . . , B,,,andC,,..., C,. A cycle using every vertex of a strong component is 
called a spanning cycle of that component. If G is used to denote an oriented 
graph, then H will always denote its underlying (undirected) graph. An arc from 
x to y will be denoted x-ty or xy, and we will say that x dominates y or that y is 
dominated by x. 
2. 
An affirmative answer is given to problem 1 in the following result. The proof is 
due to Thomassen [2]. 
Theorem 1. Let G be a graph and suppose that t is un integer satisfying 
m(G) < t s M(G). Then there exists e E Oo so that k(B(e)) = t. 
Proof. The result is clear if IE(G)I = 0. So assume that IE(G)I > 0. First, note 
that if 6 eOG, if ul+ u2 is an arc in 6, and if G* denotes (e - (u,-+ 
uz)) + (u2+ ul) (i.e. C?* is the result of reversing the orientation of ul+ uz), then 
Ik(B(6”)) - k(B(e))I =z 1. T o see this, note that B(C?*) = (B(e) - v1w2) + v2w1 
(notation as in the introduction). Now, if vlw, is a cut-edge of B(6) and v2 and 
w1 are in the same component of B(g), then k(B(e*)) = k(B(C?)) + 1. If v,w2 is 
not a cut-edge of B(6) and u2 and w1 are in different components of B(6), then 
k(B(C?*)) = k(B(@) - 1. Otherwise, k(B(C?*)) = k(B(G)); so, (k(B(G*)) - 
k(B(&))( s 1. 
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Let 6’ (respectively, Gfr) denote the orientation of G such that m(G) = 
k(B(G”)) (respectively, M(G) = k(B(G”))). G” can be obtained from 6’ by 
successively reversing the orientation of single arcs, and the number of com- 
ponents in the successive resulting bipartite graphs starts with m(G) and ends 
with M(G). By the first remark, these numbers either increase by 1, decrease by 
1, or remain the same; that is, each number between m(G) and M(G) is 
assumed, so for some G E OG, k(B(G)) = t. 0 
3. 
Now, we turn to the issues concerning problem 2. First, we study k(B(T)) for a 
tournament T. The results are stronger than necessary, but the next two lemmas 
are included for their own interest. As an immediate consequence we obtain the 
values of m(K,) and M(K,J. The proof of Lemma 2 is straightforward and so is 
omitted. 
Lemma 2. Suppose that T is a nonstrong n-tournament, n 2 3, with initial strong 
component Al and terminal strong component Ak, for some k 2 2. Then 
1, if(A,Is3and IAkl>3, 
k(B(T)) = 2, if ([A,[ = 1 and JAkJ 2 3) or (IA31 23 and (Ak( = l), 
3, if (A,1 = (Akl = 1. 
Remark. It is easy to see that if T is the cyclic triple, then k(B(T)) = 3. 
For strong n-tournaments, n 2 4, we obtain the following result. Recall that if x 
is a vertex in a digraph D, then d;(x) (respectively, d,(x)) denotes the number 
of vertices in D dominated by x (respectively, dominating x). The subscript D will 
be deleted if the context is clear. 
Lemma 3. Let T be a strong n-tournament, n 2 4, then 
k(B(T)) = 
1 
2, if there exists arc yx in T such that d+(x) = d-(y) = n - 2 
1, otherwise. 
Proof. First, suppose T contains an arc yx in T such that d+(x) = d-(y) = n - 2. 
Suppose that a spanning cycle in T is given by uluz * . * u,ul. Without loss of 
generality we may assume that x = u1 and y = u,. In B(T), u1 is adjacent to wi, 
2 <i < 12 - 1; each ui, 2 C i G n - 1, is adjacent to w,,; and ui is adjacent to y, i, 
2~ i sn - 1. That is, ul, . . . , u,-~, w2, . . . , w,, are in one component of B(T). 
And, edge u,wl is the second component of B(T). Note that the strong 
4-tournament is such a T. 
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Now let T be an n-tournament, n 3 5, containing no arc yx such that 
d+(x) = d-(y) =II -2. We employ induction to prove that k(B(T)) = 1. For 
at = 5, there are six strong n-tournaments, only four of which contain no arc yx as 
above (see [3, p. 921); it is straightforward to check that k(B(T)) = 1 in these four 
instances (e.g. B(T) is a lo-cycle if T is the regular 5-tournament). So, suppose 
that n > 6 and assume that the result holds for such strong tournaments of orders 
4 through IZ - 1. It is well known (e.g. see [3, p. 61) that T contains a strong 
(n - 1)-tournament, say denoted W. Let a spanning cycle in W be given by 
u2u3. * * u,u2. Let ui denote the vertex of T not in W. If k(B(W)) = 1, then 
clearly k(B( T)) = 1 since d+(y,) > 0 and d-(u,) > 0. If k(B( W)) # 1, then by our 
induction hypothesis, W must contain an arc yx such that d&,(x) = d&(y) = n - 3. 
Without loss of generality we may assume that x = u2 and y = u,, and moreover, 
by the remarks above, we see that the edge 21, w2 (of B(W)) is a single component 
of B(W) and vz, . . . , v,_~, w,, . . . , w, are the vertices of the second component 
of B(W). Now, not both u2u, and ulu, are arcs of T, as otherwise arc u,z+ 
contradicts our assumption about T. The three remaining possibilities are treated 
in turn: (i) uZul and u,ui are arcs of T, (ii) ulu2 and u*u,~ are arcs of T, (iii) u,u2 
and u,ul are arcs of T. In case (i), since v2w1 and v,wl are edges in B(T) which 
connect the two components of B(W) and v1 is adjacent to some wi, 2 <j < IZ - 1 
(since d+(ul) > 0), we see that B(T) has one component. Case (ii) is similar to 
case (i) and utilizes the fact that d-(u,) > 0. In case (iii), if u3u1 (respectively, 
utu3) is an arc of T, then v3~1vn~2v1 (respectively, w3v,w2v,w1) is a 4-path in 
B(T) which connects the two components of B(W) with vertices ul, w,. That is, 
in case (iii), B(T) h as one component. In any case, k(B(T)) = 1, and by 
induction the result follows. Cl 
Theorem 4. 
1, ifn35, 
m(K,) = 2, if n = 1, 4, 
3, ifn=2,3, 
and 
2, ifn=l, 
M(KJ= (3, ifn 32. 
4. 
We now turn our attention to the following problem mentioned in Section 1 
after problem (2). Fix II > 1. For each k, m(K,) Q k c 2n, what is the least 
possible number f (n, k) of edges in a graph G with n vertices so that for some 
orientation G of G, k(B(C?)) = k? We write m(K,) because m(K,) c k(B(c)) for 
all orientations of all graphs with n vertices; however, as we showed above 
m(K,) = 1 for n 3 5. It is easily seen that f (n, k) = 2n - k for 1s n s 4. 
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Theorem 5. For n 2 1 and m(K,) 6 k s 2n, f(n, k) = 2n - k. 
Proof. If G is a graph with n vertices and k(B(6)) = k for some 6 E OG, then 
(E(G)! = (E(B(G))( = c {(E(C)! : C a component of B(G)) 
2 C {(IV(C)1 - 1: C a component of B(G)} 
= 2n - k. So, f(n, k) 3 2n -k. 
To see that equality is possible a suitable graph is constructed. Suppose, first, that 
n is even, say n = 2m, for some m 2 3. For 0 <i < 4m - 1 let Gj be the oriented 
graph with vertex set ui, u2, . . . , u2,,, and exactly the first j arcs in the sequence 
UlU2, u3”2s U3U4l usu4, . . . > Uzm-3U2m-2, U2m--1U2*-2, UZm-lU2”, UlU3, 
U3U5r . . . , UZm--3UZm-1, u2,,-l”l~ u2”4, u4u6, . . . t U2,,-2U2,,,, U2&2 (the first 
2m - 1 terms describe an ‘antidirected’ spanning path, the next m terms describe 
a (directed) m-cycle, and the last m terms describe a (directed) m-cycle vertex 
disjoint from the previous one). Then it is easy to see that B(G4,,-J consists of a 
tree (actually a caterpillar) with 4m - k + 1 vertices together with k - 1 isolates. 
Thus, if Gj denotes the underlying graph of Gj> 16j s 4m - 1, then G4m_-k has 
n = 2m vertices, 2n -k = 4m -k edges, and k(B(G4,_J) = k. The case when n 
is odd is treated similarly. 0 
5. 
A maximum version of the previous problem is the following problem: Fix 
n 2 1. For each k, m(K,) 6 k =s 2n, what is the largest possible number F(n, k) of 
edges in a graph G with n vertices so that for some orientation G of G, 
k(B(6)) = k? It is straightforward to check that F(n, k) =f(n, k) for 1 c n < 3, 
m(K,) s k 4 2n, and that 
f (4, k), if5ska8 
F(4’ k)=jf(4, k)+l, if2skk4. 
Moreover, for n 2.5, F(n, 1) = F(n, 2) = F(n, 3) = (;), by Theorems 1 and 4. A 
lower bound for F(n, k) is given next. For a real number r, we use {r} 
(respectively, [r]) to denote the least integer greater than or equal to r 
(respectively, the greatest integer less than or equal to r). 
Lemma 6. Let n 2 5 and 4 c k 4 2n. Then 
F(n, k) 3 
[ I;!-({?I)-([?I). if4cksn, 
1 (n-(y})(n-[!I$]), 
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Proof. For n and k, n 2 5 and 4 =S k s 2n, we define three vertex disjoint, 
oriented graphs A, B, C in order to construct an oriented graph G with n vertices 
such that k(B(e)) = k. If 4 s k s n, let A be {(k - 1)/2} independent vertices, let 
B be a transitive (n - k + 1)-tournament, and let C be [(k - 1)/2] independent 
vertices. For 4 s k s n, G, is constructed as follows: each vertex of A dominates 
each vertex in B and in C and each vertex of B dominates each vertex in C. Then 
G1 has 
arcs, and B(GI) consists of one big component (with {(k - 1)/2} + 2(n - k + 1) + 
[(k - 1)/2] = 2n - k + 1 vertices) and k - 1 isolated vertices, i.e. k(B(e,)) = k. 
Now if n + 1 s k s 2n, let A, B, and C be pairwise disjoint sets with IAl = 
n -[(k - 1)/2], (B( = k -n - 1, and (C( =n -{(k - 1)/2}, and form G, with 
vertex set A U B U C as follows: each vertex of A dominates each vertex in C. 
Then G, has (n - {(k - 1)/2})(n -[(k - 1)/2]) arcs, and B(G2) consists of one 
big component (with JAJ + ICJ = 2n - k + 1 vertices) and JA I+ 2 IBJ + ICI = k - 1 
isolated vertices, i.e. k(B(G’,)) = k. 0 
In the remainder of this paper we show that equality actually holds in Lemma 
6. To do this we show (in Lemma 8) that if G is a graph with n vertices such that 
for some GE O,, B(e) has k components, fewer than k - 1 of which ‘are 
isolates, then there is a graph H with V(G) = V(H) and ]E(G)] s IE(H)I so that 
for some fi E OH, B(fi) has k components and more isolates than does B(6). 
This implies that there is a graph G with n vertices, F(n, k) edges, and 
k(B(6)) = k for some G E OG, such that B(6) has k - 1 isolates (and exactly one 
non-trivial component if k # 2n). Then equality in Lemma 6 will follow from the 
next result. 
Lemma 7. Let n 2 5 and 4 s k d 2n. Let e(n, k) be the largest possible number of 
edges in a graph G with n vertices so that for some e E Oo, B(6) has k 
components, k - 1 of which are isolates. Then 
e(n, k) = * 
ifn+lcks2n. 
Proof. Clearly, if k = 2n, then e(n, k) = 0, so assume that k < 2n. Suppose that 
G is a graph with V(G) = {u,, us, . . . , u,}. Recall that for an orientation G of 
G, our convention is to let those vertices of B(6) in V = {vl, vz, . . . , v,} 
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(respectively, W = {wr , w2, . . . , wn}) correspond to the rows (respectively, 
columns) of the adjacency matrix of 6. Suppose that G is a graph so that B(G) 
has k components, k - 1 of which are isolates, for some orientation G of G and 
that IE(B(G))I = e(n, k). Since we assume that k < 2n, exactly one component C 
of B(G) is not an isolate. Let X and Y denote the sets of isolated vertices 
contained in V and in W, respectively. And, for vertex w in B(G), let N(w) 
denote the sets of vertices adjacent to w in B(G). 
Suppose that 4 - C= k < n. Since the number of isolates is k - 1 <n, C contains 
vertices u, and w, for some t, 1 <t 4 II. If for some i, 1 c i c n, vi E X and w, E Y, 
then B(G) - {WJJ : Y E N(w,)} + { w,v : Z.J E N(w,), u = vi} has k components, k - 1 
of which are isolates, and more edges than B(G), a contradiction. Hence we may 
assume that for all i, 16 i G n, if 2ri E X, then wi $ Y; and that if w, E Y, then 
ui $X, Thus, (X( + (YI = k - 1, and 
e(n, k) = (E(B(@)( s (I) - (‘:I) - (‘:I) 6 (I) 
To see that equality is possible, see the construction of G, in the proof of Lemma 
6. 
Suppose that n + 1 c k<2n. Since n + 1 <k, there exists t, 16 t sn, with 
u, E X and w, E Y. If, for some i, 1 s i c n, both Ui and w, are vertices in C, then 
B(~)- {WjV:V E N(Wi)} + {W,V:V E N(Wi)} 
has at least IE(B(G))J dg e es and k components, k - 1 of which are isolates. 
Hence, we may assume that if 2ri E V(C), then wi $ V(C), and that if wi E V(C), 
then vi $ V(C). Let Z = {i: vi E X, We E Y}. Since ([Xl - IZl) + JZJ + (IYI - lZ() = 
12 and (XI+(YJ=k-1, IZJ=k-1-n. So, ([Xl-lZl)+(IYl-lZ()=2n-k+ 
1. Hence, 
e(n, k) = JE(B(@)( G (1X1- IZl)(lYI - IZl) s ( 2n -F ’ ‘)[ 2n -r “1. 
To see that equality is possible, see the construction of G2 in the proof of Lemma 
6. 
The result follows. 0 
The reduction procedure referred to prior to Lemma 9 is established next. 
Lemma 8. Suppose that n and k are integers, 4 G k 4 2n. If G is a graph with n 
vertices such that for some e E O,, B(G) has k components, fewer than k - 1 of 
which are isolated, then there exists a graph H with n vertices such that for some 
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I? E OH, B(g) also has k components, more isolates than B(6), and at least as 
many edges as B(6). 
Proof. Let V(G) = {ZQ, u2, . . . , u,}, let C be a nonisolate of B(e), let & be its 
characteristic function, and for 0 < a, p c 1 define Nap = {j: 16j s n, 6,(vi) = 
a, 6,(wi) = p}. Of course, JN~oUNllJ 3 1 and lNo1 UN,,~S 1, as C is a non- 
isolate. 
First suppose that N,, # 0, say s E N,,. If { 2ri :i E N,,} U { Wj : j E Ni,,} consists 
entirely of lNOII + INlO/ isolates, then all other non-isolate components of B(6) 
have vertex sets entirely in {vi : i E N,} U { wj : j E N,}. In such a case suppose 
that Vi is a vertex of another non-isolate component D #C, where i E NW. 
Suppose vi is adjacent to exactly Wj,, . . . , Wj, for some r > 0 and j,, . . . , jr E 
No0 - {i}. For each j E Ni, UN,,, none of ZJ,,, . . . , Vi, is adjacent to wj. Delete the 
r edges tJiWj,y . . . , viWj, in B(6) and add the INi, U N,,I * r edges {Vjvi,: j E N,, U 
Nil, 1 s 16 r} to the resulting bipartite grap to obtain a suitable B(H) as in the 
statement of the lemma (vi is an isolate in B(G), V(C) U V(D) - {vi} are the 
vertices of one component in B(fi), and otherwise components of B(6) are as in 
B(e)). SO, let US assume that {vi : i E N,,} U { Wj : j E N,,} does not consist entirely 
of isolates, say, without loss of generality, that wj is in some non-isolate 
component D #C, where j E N,,,. Say Wj is adjacent in B(6) to p vertices in 
{vi:i E NW}, say nil, viz,. . . , I.J;~, and q vertices in {tJj:jENol}, say 
Vj,P vj*9 . * . J Ujq. Recalling that s E N1i, n, may be adjacent in B(6) to some of 
wjl, . . * 7 Wj~. If q >O, choose notation so that for suitable q, 2 0 and q,zO with 
q = q1 + q2, v, is adjacent to each vertex in { wj : j E {j,, j2, . . . , j,,}} and v,~ is not 
adjacent to each vertex in {wj:jE {jq,+i,. . . , j4,+yz=jq}}. In B(e) delete edges 
vi,Wj, . . . J Vui,Wj, add edges v,,w,~, . . . , v~,,w,, for each j E {jq,+,, . . , j,} add 
edge v,wJ~:,, delete edges vj, Wj, . . . , Vj~ Wj and add edges ujwj,, . . . , ujwj,, and for 
each j E {ji, . . . , j4,} delete edge Z.J~W~ and add edge vjw,, to obtain B(g). Then 
Wj is an isolate of B(6), V(C) U V(D) - {Wj} of B(G) is the vertex set of a 
component, and all other components are as in B(e). Thus, B(G) is a suitable 
bipartite graph. Note that this construction is valid if either p = 0 or q = 0 
(however, p + q > 0). This completes the case in which Ni, # 0. 
If any component C of B(e) satisfies N,, # 0, then proceed as above. So, 
suppose that for every component C of B(e), N,, = 0. Let C be a non-isolate 
component of B(G). If {vi:i EN,,} U {Wj: j EN,,} consists entirely of INoil + INi01 
isolates, then any other non-isolate component of B(6) has vertex set entirely in 
{vi: i E N,} U {Wj: J’ E iv,}. In such a case, suppose that nil, is a vertex of another 
non-isolate component D # C, where vi, E NW. Suppose that in B(e), vi,, is 
adjacent to exactly w,,, . . . , Wj,, for some r > 0 and j,, . . . , jr E NM, - {i”}. Note 
that Ui, Ujl, . . . , Uj, are independent in G and C? since i E N,, and j,, . . . , jr E N,, 
and Wi is an isolate in B(G). In B(G) delete edges v~~wJ~, . . . , uiowj,, and for each 
i e ylO, add the r edges ViWj], . . . , ViWj,, to obtain B(H). Then vi,, is an isolate in 
B(H), V(C) U V(D) - {v,,} is the vertex set of a non-isolate component in B(fi), 
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and otherwise components of B(fi) are as in B(G). That is, B(fi) is a suitable 
bipartite graph. So, let us assume that {vi : i E NOI} U { wj : j E N,,} does not consist 
entirely of isolates, say, without loss of generality, that Wj is in some non-isolate 
component D # C, where j E A&. Say Wj is adjacent in B(G) to p vertices in 
{Vi :i E NW}, say Vi,, . . . , “ipj and q vertices in {uj : j E No,}, say uj,, . . . , Ujq* 
Now, by the assumption made about components in B(G) at the outset of this 
paragraph, none of Vi,, . . . , Vj~ is adjacent to any of w,,, . . . , w;,. Moreover, Vj is 
not adjacent to any of Wj,) . . . , Wjq (since wj is adjacent to uj,, . . . , vi,). But Vi is 
in C, so there exists j. in N,, SO that Vj is to Wjo Wjo is C) and 
. . jq. And . . , Ujq, are independent G and since 
vjl, . . P are in and Wj,, in C. q > 0, then in B(G) delete the p edges 
Vi, Wj, . . . ) Vi,Wjj add the p edges W;,Wj,, . . . , vipWjl) delete the q edges 
Vj,Wj, . . . ) Vj,Wj and add the q edges VjWjl, . . . , VjW,,, and add the q edges 
vj,wjo, * . . j vjqwjo, to obtain B(G). Now, for q >O, in B(H) wj is an isolate, 
V(C) U V(D) - {Wj} is the vertex set of a component, and otherwise components 
are as in B(G). Thus, B(k) is as desired, provided q > 0. Now, suppose that 
q = 0, so that p > 0 (as Wj is in a non-isolate component D). Recall that 
V(C) U V(D) contains none of Wi,J . . . , wip (by our assumption concerning 
Nr, = 0). In B(G) delete the p edges 21i,Wj, . . . Y vipwj, and for each 1 E 
{ii, . . . , i,} proceed as follows: if either vjo is not adjacent to w, or v,,,w, is an 
edge whose removal doesn’t disconnect vi0 from w,, then add edge u,w,~ (and 
delete edge VjoWa if present); if VjOWa is an edge whose removal does disconnect ujU 
from w,, then delete Vj”W~ and add edges v,Wj” and VjWa. In the latter case that 
part of the component of B(G) which contains w, when vj,)wU is deleted is 
incorporated with C into a new component by addition of edge vjwu. This 
construction yields a B(fi) for a suitable H as desired. 
In any case, a suitable H is obtained from G. 0 
Combining Lemma 6, 7 and 8, we obtain our last result. 
Theorem 9. Let n 3 5 and 4 G k s 2n. Then 
F(n, k) = 
Proof. Let G be a graph with F(n, k) edges and orientation G so that B(G) has k 
components. If fewer than k - 1 components of B(G) are isolates, then by use of 
Lemma 8, repeatedly if necessary, we may suppose that we can find a graph H 
with some orientation & so that B(G) has k components, k - 1 of which are 
isolates, and IE(G)I s IE(H)I. By Lemma 8, IE(H)) G e(n, k). Combining this 
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with Lemma 6 we have 
e(n, k) s F(n, k) = [E(G)1 c IE(H)I s e(n, k), i.e. 
F(n, k) = e(n, k). 0 
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