Perceptual processes are often modeled as linear filters followed by a decisional rule. This simple model is central to the understanding of visual processing in humans. Its scope may be extended to capture a wider range of behaviors by the addition of nonlinear operators or kernels, but there is no evidence in human sensory processing that these operators are able to enhance the linear description. We focused on a simple process in human vision, the perception of brightness in a center-surround annular stimulus. We used psychophysical reverse correlation to fully characterize this process up to its second-order nonlinearity. The resulting characterization was then used to reconstruct/predict individual responses by the human observers, a process that was significantly enhanced by the addition of the nonlinear kernels. These results provide direct evidence that behavioral second-order kernels can be successfully derived using reverse correlation, and furthermore that they can be effectively exploited to simulate human vision. We show that the former result does not imply the latter by performing a second series of experiments involving orientation-defined textures, for which no measurable benefit was gained from the addition of second-order kernels. Keywords: computational modeling, detection/discrimination, lightness/brightness perception, spatial vision, texture, receptive fields Citation: Neri, P. (2009) . Nonlinear characterization of a simple process in human vision. Journal of Vision, 9(12):1, 1-29, http://journalofvision.org/9/12/1/, doi:10.1167/9.12.1.
Introduction
The most common description for the response of a human observer performing a behavioral task is r = g[h 1 & i] where the linear filter h 1 is applied to the input stimulus i by template-matching & (dot product), and the output of the filter is converted into a psychophysical decision r (e.g. 0 for correct and 1 for incorrect) by a nonlinear transducer g (boldface refers to a vector, e.g. h 1 , i; capital letters refer to matrices (introduced below), e.g. H 2 ). The expression for r above is known as a linear-nonlinear (LN) cascade model and has played a foundational role in thinking about early vision (Jung & Spillman, 1970; Neri & Levi, 2006) . h 1 can be recovered via reverse correlation (Marmarelis & Marmarelis, 1978) , a well-known result which has been exploited in various domains of sensory neuroscience (Victor, 2005; Wu, David, & Gallant, 2006) . More specifically in relation to the present study, h 1 can be recovered for human observers using a psychophysical variant of reverse correlation known as noise image classification (Ahumada, 2002; Ahumada & Lovell, 1971) . The most general expression for r above contains convolution Ã rather than template-matching & (Bracewell, 1965; Schetzen, 1980) , however this distinction is immaterial when the output is a scalar (the reader may consult the relevant section in Appendix A for clarifications on this issue, but may also skip/postpone it without loss of continuity).
Because in the current study we used a 2 alternative forced choice (2AFC) paradigm, there are two stimuli on every trial: the target stimulus i [1] and the non-target stimulus i [0] . Each stimulus is filtered by h 1 and the final response is based on the difference between the outputs of the filter to the two stimuli, [0] ) (we are assuming no internal noise for the purpose of introducing these concepts; the role of internal noise is addressed later in the article). In the expression r = g (h 1 & i) this means that i = i [1] j i [0] and g(x) is the Heaviside unit step function: this rule responds 0 (incorrect response) if the non-target stimulus elicited a larger response than the target stimulus and 1 (correct response) if the target stimulus elicited a larger response than the non-target stimulus (randomly otherwise). Although this description is not technically linear due to the presence of the static nonlinearity g, it is the closest linear approximation to a human observer performing a 2AFC task (see also Abbey & Eckstein, 2002) .
Linear sensory filters describe how different epochs of the stimulus are individually weighted by the observer: h 1 is the weighting function applied to every time value of the input i. However they do not specify how modulations at two different times may interact with each other (second-order interactions) to drive the observer's response. To include this class of nonstatic nonlinearities, the LN description can be extended by Volterra expansion (Korenberg & Hunter, 1996; Marmarelis, 2004; Marmarelis & Marmarelis, 1978; Volterra, 1930; Westwick & Kearney, 2003) :
where the matrix H 2 is the second-order Volterra kernel applied to the outer product matrix I = i i by templatematching along two dimensions (Frobenius inner product).
Similarly to the earlier expression, the template-matching formulation above is equivalent to the convolutionbased Volterra formulation in the present context (see Appendix A). Second-order kernels can be thought of as covariance matrices: they indicate whether two modulations at different times co-varied positively or negatively when the observer was likely to report the corresponding stimulus as target. Like the first-order kernel h 1 , the secondorder kernel H 2 can be derived via reverse correlation techniques (Marmarelis & Marmarelis, 1978; Neri, 2004; Schetzen, 1980) and has been explicitly recovered for a number of applications in sensory neuroscience (e.g. Emerson, Bergen, & Adelson, 1992; Naka, Sakai, & Ishii, 1988; Nemoto, Momose, Kiyosawa, Mori, & Mochizuki, 2004; Sakai, Wang, & Naka, 1995; Stark, 1969; Victor, Shapley, & Knight, 1977; Yeshurun, Wollberg, & Dyn, 1987) . However its properties have not been investigated nearly as extensively as the first-order kernel, and notably there is no relevant comprehensive work on its applicability in the context of human sensory behavior. This study reports data from two series of experiments involving luminance-defined and texture-defined stimuli. In both cases the stimulus configuration was optimized to elicit perceptual responses that are expected from previous literature to involve highly nonlinear phenomena. We derive first-order and second-order kernels and demonstrate that their overall structure is conserved across different observers. We then show that the system can be synthesized by incorporating the derived kernels into Equation 1. More specifically, Equation 1 is able to replicate human responses on individual trials with high accuracy, and the contribution provided by the second-order kernels in this sense is sizeable. For luminance-defined stimuli we found that Equation 1 captured all accountable variance in human response. There is a substantial amount of supplementary material appended to this article, mainly due to the large size of the data set and the inclusion of several topics from nonlinear systems analysis. Although a full understanding of this article requires the entirety of the material presented here, the main results and logic can be followed without reference to the Supplementary material.
Materials and methods

Visual stimuli and task
Luminance experiments
The stimulus was divided into center and surround ( Figure 1A ). All pixels within the center region (0.5 deg diameter) had equal luminance. Pixels in the surround had equal luminance within a diameter of 1.5 deg. Outside the 1.5 deg diameter luminance varied smoothly to equal background luminance (37 cd/m 2 ) following a Gaussian profile of standard deviation (SD) 0.4 deg (see magenta profile in Figure 1A ). The luminance of both center and surround was manipulated independently every 20 ms, for a total duration of 260 ms (13 stimulus frames). Surround luminance was randomly modulated according to a Gaussian distribution with mean background luminance and SD 3.3 cd/m 2 . We refer to this modulation as n sur (blue trace in Figure 1B ). The center was modulated in the same way according to n ctr (black trace in Figure 1B ). On each trial, two independent stimuli like the one just described were presented on opposite sides of fixation at 5 deg eccentricity (distance between stimulus center and fixation point). One of the two stimuli contained a target signal s which was added to the center modulation, so that center luminance was i ctr = n ctr + s where s consisted of a 13.2 cd/m 2 (S1-S2) or 9.9 cd/m 2 (S3-S6) peak in the middle frame and 0 everywhere else (gray trace in Figure 1B ). Observers were asked to indicate which side (left versus right) showed the stimulus containing a bright flash in the center by pressing a button, which triggered the next presentation after a random delay uniformly distributed between 150 and 350 ms. Before data collection they were shown noiseless versions of the stimulus as well as versions with small amounts of noise, to provide them with a clear visual rendition of the target to be detected. They were explicitly instructed to base their judgment on the appearance of the center alone and not on the surround. They received feedback (correct/incorrect) at the end of each trial. All observers found the task easy to learn and understand. We tested 6 observers, all naive except S3 (author PN). Block length was 100 trials. At the end of each block observers were informed about the % of correct responses across all blocks as well as the last block. Number of trials (including half of double-pass): 6150 (S1), 6100 (S2), 6000 (S3), 6000 (S4), 6000 (S5), 6000 (S6). Percent correct: 0.78 (S1), 0.7 (S2), 0.73 (S3), 0.72 (S4), 0.68 (S5), 0.7 (S6). We chose a discrete-trial technique (similar to Neri & Heeger, 2002; Neri & Levi, 2008a) rather than a RT-based (reaction time) technique with continuous presentation (similar to Ringach, 1998) because previous studies suggest that the former method is able to resolve relevant aspects of kernel temporal dynamics that are not resolved by the latter. More specifically, Tadin, Lappin, and Blake (2006) and Neri and Levi (2008a) used a discrete-trial technique which exposed an oscillatory pattern for human directional kernels on the scale of È100 ms. This pattern was not resolved by similar experiments using a RT-based technique (Busse, Katzner, Tillmann, & Treue, 2008) . Similarly, the ability to resolve temporal dynamics in Ringach (1998) appeared relatively poor.
Texture experiments
The visual stimulus was conceptually similar to the luminance stimulus (compare Figure 1D with 1B) except the modulation consisted of a texture variation rather than luminance variation. If z is texture modulation (plotted on the y axis in Figure 1D ) ranging from j1 to 1,
is the associated texture image. E 1 (z) = :z and E 2 (z) = :(2 j z) for z 9 0, E 1 (z) = :(1/2 j z) and E 2 (z) = :(5/2 + z) for z G 0 (E = : for horizontal), A is a noise image consisting of a random uniformly distributed luminance modulation for each pixel (range T33 cd/m 2 around background luminance) and G is a two-dimensional Gabor (cosine) filter of orientation E (SD's of Gaussian envelope 0.1 deg and 1 deg (orthogonal and parallel to E), carrier frequency 3.3 cycles/deg). Center (2.5 deg diameter) and surround were modulated independently. The spatial luminance profile for the texture surround was modulated by an envelope which was constant within 6 deg of diameter, and decreased according to a Gaussian profile of 1.8 deg SD outside the 6 deg diameter (light-magenta profile in Figure 1C ). On each trial, two independent stimuli were presented on opposite sides of fixation at 8 deg eccentricity (distance between stimulus center and fixation point). Observers were asked to indicate which side showed the stimulus containing a horizontally oriented texture flash in the center. Piloting showed that this task was significantly more difficult than the luminance task, thus forcing us to change the parameters slightly in order to bring performance within a comfortably measurable range. Frame duration had to be increased to 40 ms, resulting in 7 frames total in order to maintain a similar stimulus duration (280 ms). The SD of the Gaussian noise modulation was the same for center and surround (shown by red trace in Figure 1D ) but differed slightly across observers; this adjustment was necessary to allow different signal-to-noise ratios (SNR) for the different observers figure) surrounded by a region of uniform luminance out to the dashed circle (dark in the figure), progressively approaching background luminance outside the dashed circle following a Gaussian profile (see magenta cross-section at bottom). (B) The luminance of both center and surround (black and blue traces respectively) was modulated by a random Gaussian process of equal mean and SD for the two regions (red profile to the right). When the target signal was present, this consisted of an additive modulation to the central frame in the sequence (gray trace). (C) The texture stimulus was similar to the luminance stimulus in that it was subdivided into center and surround regions, but the (locally averaged) luminance profile was constant across the stimulus (see magenta cross-section at bottom; lightmagenta profile shows the contrast envelope). Instead, the orientation of the texture was manipulated smoothly between vertical and horizontal (see texture bar next to the y axis in D) so that positive modulations corresponded to more horizontally oriented textures, and negative modulations to more vertically oriented textures. Aside of these differences, the texture stimuli contained very similar modulation patterns to those used for the luminance stimuli (compare panels B and D). See Materials and methods for more details.
while ensuring that texture modulation would not exceed the maximum value afforded by the stimulus. Noise SD (A N ) and signal amplitude were 0.15/0.55 (S1, S4 and S6), 0.125/0.625 (S2), 0.2/0.4 (S3 and S5). Number of trials (including half of double-pass): 3500 (S1), 3300 (S2), 2150 (S3), 1000 (S4), 6200 (S5), 4200 (S6). Percent correct: 0.66 (S1), 0.68 (S2), 0.66 (S3), 0.7 (S4), 0.6 (S5), 0.69 (S6).
Derivation of sensory kernels
Each trial is fully described by n [s,r] p where p refers to either center (p = ctr) or surround (p = sur), s refers to the noise modulation within the target-absent (s = 0) or targetpresent (s = 1) stimulus, and r indicates whether the observer responded correctly (r = 1) or incorrectly (r = 0). Estimated first-order kernels were
(s, r)bn [s,r] p À where b À is average across trials of the indexed type and $(s, r) = 1 for s = r, $(s, r) = j1 for s m r (Abbey & Eckstein, 2002; Ahumada, 2002) . Similarly, estimated second-order kernels were Ĥ 2 p = s ;r $(s, r)cov{n [s,r] p , n [s,r] p } where cov{ } is the covariance matrix across trials of the indexed type (Neri, 2004) . When kernels were derived from target-present images only, the same equations were applied but for s = 1 only (rather than both 0 and 1); when derived from targetabsent images only s = 0. The center-surround secondorder kernel Ĥ 2 ctr-sur was derived by computing covariance as cov{n [s,r] ctr , n [s,r] sur }. ĥ 1 ò h 1 for LN systems (Ahumada, 2002) in line with Bussgang's result (Bussgang, 1952) but this relationship is only approximately valid if H 2 m 0 (Neri, 2004 ; see also Extra Figure 2 ). Ĥ 2 is featureless for the LN model provided the decisional transducer g is symmetrical and unbiased (Neri, 2004) . Both conditions are satisfied by the 2AFC paradigm used here (see also Extra Figure 1 for related simulations and Appendix B). This result differs from that obtained for standard applications of the Volterra-Wiener approach for which it is known that the LN model generates a second-order kernel of structure h 1 h 1 (Chen, Ishii, & Suzumura, 1986; Hung & Stark, 1991; James, 1992; Marmarelis, 2004; Westwick & Kearney, 2003) . The closest equivalent in the present context is offered by kernels derived from noise image sub-classes (target-present and target-absent) where this modulation is observed (see Extra Figures 1F and 1J ).
Computation of combined kernels (Figure 4)
Each observer was characterized using 2 estimated firstorder kernels ĥ 1 ctr and ĥ 1 sur and 3 estimated second-order kernels Ĥ 2 ctr , Ĥ 2 sur and Ĥ 2 ctr-sur (see James, 1992 for an analogous characterization of large monopolar cells (LMC) in the fly and Benardete & Kaplan, 1997 for primate P retinal ganglion cells). For some analyses we combined these into 1 first-order kernel ĥ 1 comb = ĥ 1 ctr j ĥ 1 sur and 1 second-order kernel Ĥ 2 comb = diag(Ĥ 2 ctr ) + diag(Ĥ 2 sur ) j diag(Ĥ 2 ctr-sur ) where diag() takes the diagonal of the covariance matrix (the variance in the case of Ĥ 2 ctr and Ĥ 2 sur ). These combination rules are empirical, i.e. based on the observed symmetry of the kernels; they are not theoretically motivated and are not meant to reflect any specific theoretical notion.
Scalar metrics for assessing early/late kernel bias ( Figure 5) Given a 1-dimensional kernel ĥ (i.e. either ĥ 1 or diag(Ĥ 2 )), the centroid (center of mass) was computed as btjĥj/bjĥjÀÀ where b À is average across time t (Bracewell, 1965) . The peak was computed as the time point corresponding to max(ĥ). For luminance kernels, the early/late ratio was computed as bĥ tG130ms 2 À/bĥ t9130ms 2 À, i.e. by taking the modulation ratio between points within the time window indicated by the top blue line in Figure 4A and points within the time window indicated by the top yellow line in Figure 4A . The edges/center ratio was computed as bĥ tG70ms¦t9190ms 2 À/bĥ 50msGtG210ms 2 À, i.e. by taking the modulation ratio between points within the time windows indicated by the bottom blue lines in Figure 4A and points within the time window indicated by the bottom yellow line in Figure 4A . For texture kernels, the two ratios were bĥ 
Bandpass index
This was simply 2 P /A P where 2 P and A P are mean and SD of the power distribution across temporal frequency obtained by computing (via discrete Fourier transform) and normalizing (to sum 1) the power spectrum of the original time function f. If f conforms to a Gabor wavelet, the corresponding (Gaussian) spectrum returns a bandpass index of 1.3236 for low-pass f (Barr & Sherrill, 1999) indicated by dashed lines in Figures 7B and 7D . The x axis in Figure 7D plots 2 P .
Nonlinear second-order models
By expanding Equation 1, the scalar output r is 2   6  6  6  6  6  6  6  4 where i p and I p are defined and indexed using the conventions detailed earlier. The system kernels h 1 and H 2 are replaced by estimates (ĥ 1 and Ĥ 2 ) because Equation 2 is implemented as an approximation to the observer (while Equation 1 defines an abstract model) and, in the absence of further assumptions, the only available specification for the kernels consists of their empirical estimates. k (the relative contribution of the nonlinear kernels) is not a free parameter because, provided Ĥ 2 is appropriately scaled with respect to ĥ 1 (i.e. by 1/(2A N 2 )), it is theoretically expected to equal 1 (Marmarelis & Marmarelis, 1978; Neri, 2004; Schetzen, 1980) . However kernel estimation is subject to several sources of error, some of which affect the gain ratio between ĥ 1 and Ĥ 2 (Marmarelis & Marmarelis, 1978) . These issues are relevant in the present context due to the addition of a target signal, the presence of internal noise and the decisional nonlinearity (see for example equation immediately after 16 (page 89) in Neri, 2004) . We demonstrate the dependence of the Ĥ 2 to ĥ 1 gain ratio on the shape of ĥ 1 and Ĥ 2 as well as internal noise and signal intensity in Extra Figure 7 . To demonstrate that the poor performance of the nonlinear second-order model in the texture experiments was not simply due to these factors, in a subsequent step of the analysis ( Figures 9C-9E ) we optimized k individually for each subject to maximize trial-by-trial model-human consistency c mh defined as the % of trials on which the model response matches the human response. We computed consistency for k ranging from 10 j2 to 10 2 , including k = 0 and k = V (the latter was achieved by eliminating the first-order kernel from the equation; Figures 9C and 9D show examples of consistency (y axis) versus k (x axis) functions).
Uncertainty models
Using the same notation adopted for the nonlinear second-order model:
where w is a fixed weighting function and f is a cosinegamma function (Chen, Wang, & Qian, 2001 ). We used f ctr = jf sur for all uncertainty models except the version in which the two f's corresponded to the empirically derived first-order kernels from target-present noise fields, and w = constant or w = 1 j t/C (linearly decreasing) where C = 500 ms for luminance and 520 ms for texture experiments. For each observer separately, we computed c mh for the 4 f parameters (exhaustive search) within the following ranges: ! = 0 to 4.5 (step size 0.5); C = 20 to 260 (step size 20); 3 = 100 to 460 (step size 40); È = j1 to 1 (step size 0.2). We then selected the 4 values corresponding to the largest consistency as optimal values for that observer. The ranges spanned by our search allowed for great variability in the shape of possible f's (gray traces in Figure 9F ). It is known that uncertainty models generate modulations within first-order kernels (Tjan & Nandy, 2006) ; it is shown in Appendix B here that they generate modulations within second-order kernels. The uncertainty model also represents the most obvious adaptation of a temporal probability summation model to a 2AFC design. In the probability summation model (Watson, 1979 ) the stimulus i is a potential target whenever its time-varying output o = f ctr Ã i ctr + f sur Ã i sur or equivalently max(o) exceeds a threshold value. In the 2AFC context this criterion is replaced by the (N) decisional transducer thus equating the two models.
Retinal model
The time-varying output response o to stimulus i was determined by the differential equation
where q = h 1 RGC Ã i ctr j h 1 RGC Ã i sur , h 1 RGC is the normalized (to peak value = 1) temporal impulse response of primate M retinal ganglion cells estimated by Benardete and Kaplan (1999) (magenta trace in Figure 7C 
Estimation of maximum achievable model-human consistency
Model-human consistency c mh (% of trials on which the model response matches the human response) for the best possible model must lie in the interval c hh G c mh G (1 + ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2c hh j1 p )/2 for a 2AFC task, where c hh is human-human consistency (Neri & Levi, 2006) . The latter is estimated by performing a double-pass experiment in which the same set of stimuli is presented twice and the % of same responses to the two sets is computed (Burgess & Colborne, 1988) . We performed a series of double-pass experiments consisting of 100-trial blocks (like in the main experiment). Observers were not aware of any difference with respect to blocks for the main experiment. In double-pass blocks, the second half of 50 trials showed the same stimuli presented during the first half of 50 trials, but in randomly permuted order. We collected the following number of double-pass trials for luminance experiments: 300 (S1), 1400 (S2), 1000 (S3), 600 (S4), 600 (S5), 600 (S6). Number of double-pass trials for texture experiments: 1000 (S1), 600 (S2), 300 (S3), 200 (S4), 400 (S5), 200 (S6). Half of these (the first 50 trials of each block) were extracted and combined with trials from the main experiment for the purpose of computing kernels.
Cross-validation and final prediction error (FPE) metrics for model estimation
We adopted a 'leave-one-out' n-fold cross-validation technique (Allen, 1974; Hong et al., 2008; Kohavi, 1995; Stone, 1974) . If n is the total number of trials, we predict the psychophysical response on trial number j by computing kernels from the remaining n j 1 trials (i.e. from 1 to j j 1, and from j + 1 to n) and by applying Equation 2 to the stimulus presented on trial j. This is repeated for j from 1 to n, and model-human crossconsistency is computed across all trials similarly to modelhuman consistency. A related approach is to use final prediction error (FPE) to factor out bias in c mh due to model parameterization, where FPE = (1 j c mh )(n + m/n j m) and m is the number of regressors/parameters (Akaike, 1970; Claeskens & Hjort, 2008; Hong et al., 2008) . This metric is closely related to both leave-one-out crossvalidation and information criteria (Hong et al., 2008) .
Results
General structure of luminance kernels
We delivered a noisy process to the observer by randomly modulating the luminance of a simple visual stimulus ( Figure 1A ) during a 260 ms pulse ( Figure 1B) . The stimulus was subdivided into a center (shown by the bright dot in Figure 1A ) and a surround (indicated by the dashed magenta line in Figure 1A ). The luminance of the center was modulated independently from the luminance of the surround, so that the two modulations (indicated by black and blue traces for center and surround respectively in Figure 1B ) were uncorrelated. Observers saw two such stimuli on each trial, one to the left and one to the right of fixation. For one of the two stimuli, the luminance of the center was briefly increased during a 20 ms epoch by adding a target signal (indicated by the gray trace in Figure 1B ). Observers were required to indicate the stimulus containing this brief increase in luminance. We specifically designed the luminance stimuli to generate a strong simultaneous contrast illusion (which we verified informally by setting the center to background luminance and the surround to bright and dark on opposite sides of fixation). Our motivation for focusing on this phenomenon is that we expected it to involve highly nonlinear processes, and therefore maximize our chances of measuring robust second-order kernels.
We derived the underlying sensory filters using reverse correlation (Ahumada, 2002 ; see Materials and methods). The black and blue traces in Figure 2A show linear sensory filters for center and surround respectively (aggregate across observers). As expected from previous work (Ahumada & Lovell, 1971; Nagai, Bennett, & Sekuler, 2007; Neri & Heeger, 2002; Thomas & Knoblauch, 2005) they peak at target occurrence (indicated by the grayshaded region). The linear filter for the surround (blue) is approximately equal to that for the center, except it takes the opposite sign (correlation between center and surround kernels was (mean T SD across observers) j0.75 T 0.06). This pattern is consistent with a Mexican-hat spatial profile (a positive center modulation surrounded by negative flanking modulations), dovetailing classical accounts of the simultaneous contrast illusion based on retinal centersurround receptive fields (Spillmann, 1971) .
As mentioned in the Introduction, linear sensory filters do not specify how modulations at two different times may interact with each other. If present, these interactions can be estimated by deriving second-order kernels via a reverse correlation analysis similar to that used for deriving the linear (first-order) kernels (Neri, 2004; see Materials and methods) . Examples of second-order kernels for our experiment are shown in Figures 2B-2D for all three types of second-order interactions: center modulations interacting with center modulations (Figure 2B ), surround modulations interacting with surround modulations ( Figure 2C ), and center modulations interacting with surround modulations ( Figure 2D ; green for positive and blue for negative). It is clear that there are many significant modulations in all three kernels (see Z-score legends to the right), indicating that the underlying process cannot be modeled using a L(N) model (Neri, 2004 ; see Materials and methods, Appendix B and Extra Figure 1 ). For visualization purposes we focus on the diagonal (variance) modulations, shown by the red, yellow and magenta traces in Figure 2A alongside the first-order kernels described previously. We consider off-diagonal modulations later in the Results section.
First-order and second-order kernels display different temporal dynamics. The first-order kernels (black and blue), as mentioned previously, peak at target occurrence around 130 ms and show similar modulations both before and after the target epoch. Second-order kernels (red, yellow and magenta) peak before target occurrence and progressively decline as the stimulus unfolds. This asynchrony between the kernels has previously been reported in the context of a luminance detection task using bar stimuli (Neri & Heeger, 2002) . As previously reported and as we document below, peak asynchrony is in the range 70-100 ms ( Figure 5B ). Interestingly, James (1992) observed an analogous asynchrony for fly LMC neurons, although the first-order kernel lagged behind the second-order kernel by a much smaller amount (5-10 ms) than we report for human vision. Similar result and timescale were measured by French and Kuster (1985) for locust photoreceptors (see also Pece, French, Korenberg, & Kuster, 1990) .
It has been recognized by previous authors that sensory filters derived using psychophysical reverse correlation often differ with respect to the noise fields that are used to compute them (e.g. Abbey & Eckstein, 2002; Ahumada, Marken, & Sandusky, 1975; Neri & Heeger, 2002; Solomon, 2002; Thomas & Knoblauch, 2005) . More specifically, large differences may be observed when the filters are derived from target-present images as opposed to target-absent images (Ahumada et al., 1975; Barth, Beard, & Ahumada, 1999; Solomon, 2002; Thomas & Knoblauch, 2005) as predicted by theoretical considerations (Neri, 2004 ; see Extra Figure 2 ). The kernels we discussed above, shown in Figures There are several differences, the most evident being that the first-order kernels from target-absent images do not show the pronounced peak at target occurrence that is Filter amplitude for first-order kernels is in units of external noise SD (A N ) and plotted to the black numeric labels on the y axis; for second-order kernel diagonals the amplitude is in units of external noise variance and plotted to the red numerical labels. Secondorder kernels are plotted as Z score maps (colored for jZj 9 2, green for positive and blue for negative). White traces show marginal averages along the main diagonal. Target occurrence is indicated by gray vertical bar in A, E and I. Shaded regions in A, E and I show T1 SEM. (2009) 9(12):1, 1-29 Neriobserved for the other two image classes (compare black/ blue traces in Figure 2I with those in Figures 2A and 2E ). Notwithstanding these differences, we show later that the asynchrony is present in all three classes and that they share the same overall characteristics ( Figure 5 ).
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General structure of texture kernels
We wished to establish whether these characteristics are common to other visual attributes besides luminance. We therefore designed and performed a second series of experiments using stimuli that probed texture processing rather than luminance processing. The texture stimuli were designed to target orientation-selective neurons with antagonistic surrounds (Jones, Wang, & Sillito, 2002; Zenger-Landolt & Koch, 2001 ). Extra-classical receptive fields show well-characterized nonlinear properties (Allman, Miezin, & McGuinness, 1985) . In the case of orientationselective neurons, the extra-classical surround may be unresponsive to an oriented stimulus presented only within the surround itself, but the response to an oriented center stimulus is nevertheless modulated by the stimulus presented in the surround (Blakemore & Tobin, 1972 and the vast literature that followed). This highly nonlinear behavior may underlie well-known orientation-contrast illusions such as repulsion of adjacent differently oriented patterns (Gibson, 1937) , as well as the effects of oriented flanks on contrast discrimination (e.g. Solomon & Morgan, 2006; Yu & Levi, 2000) . Similarly to the luminance experiments, we reasoned that by designing our stimuli to target these well-known nonlinearities in the physiological and psychophysical literature we may increase our chances of observing highly significant modulations in the second-order kernels. The task in this case involved detection of an orientation-defined signal ( Figure 1C ), but the conceptual structure of the stimulus was essentially identical to the luminance stimulus (compare Figure 1D with 1B). This similarity allowed us to study the associated input-output characteristics using the same tools that we applied to the luminance experiment, and thus compare the two directly.
The most conspicuous difference between luminance and texture kernels, shown in Figures 2 and 3 respectively, is that texture second-order kernels peak at (rather than before) target occurrence. This is clearly visible for the center-center second-order kernel (diagonal shown by red traces in Figures 3A, 3E , and 3I), which peaks at target occurrence (gray-shaded region) regardless of which image class it is derived from. In order to capture Figures 2 and 3 using a small number of descriptors in Figure 4 , we combined both first-order kernels into one trace (black) and all three second-order kernels into another trace (red), separately for luminance (top row) and texture experiments (bottom row) and for kernels derived from all three noise image classes (three different columns; see Materials and methods for details). It is clear from Figure 4 that the asynchrony between first-order linear and second-order nonlinear kernels is less pronounced (if at all present) for the texture kernels.
Because we found some variability across observers, it is difficult to draw conclusions from simply inspecting individual perceptual filters (Extra Figures 3 and 4) . We therefore performed additional analyses that captured some relevant aspects of both first-order and second-order kernels, and quantified each aspect using a single value for each perceptual filter (scalar metrics, see Materials and methods). This made it then possible to perform simple population statistics in the form of t-tests, and confirm or reject specific hypotheses about the overall shape of the perceptual filters. Our conclusions are therefore based on individual observer data, not on the aggregate observer.
This distinction is important because there is no generally accepted procedure for generating an average perceptual filter from individual images for different observers (see Neri & Levi, 2008b for a detailed discussion of this issue).
Assessment of kernel structure using scalar metrics
There are numerous aspects that may be quantified with regard to the general shape of the kernels. Our focus here is on the asynchrony between first-order and second-order kernels. For this reason we adopted 4 metrics that reflect whether a given trace operates mostly within the early as opposed to the late epoch of the stimulus (see Materials and methods): 1) centroid of the kernel across time; 2) time of occurrence of largest peak; 3) ratio between modulations in the early epoch and late epoch; 4) ratio between modulations within early + late epochs and the central epoch (around target occurrence). For the luminance experiments, it is reasonable to focus on the results obtained from the combined traces ( Figure 4 ) because first-order kernels share the same overall shape and so do second-order kernels ( Figure 2 ). By combining them into two traces (one for Figure 4 . Combined kernels for both luminance and texture experiments (aggregate observer). Top row shows combined kernels for the luminance experiments obtained from all noise images (A), target-present images only (B) and target-absent images only (C). First-order combined kernels (black) were computed by subtracting the surround first-order kernel from the center first-order kernel. Second-order combined kernels (red) were computed by summing the diagonal second-order kernels for center and surround, and by subtracting that for center-surround (see Materials and methods). (D-F) show combined kernels for the texture experiments. Yellow and blue lines in A show regions used to compute modulation ratios (see Materials and methods and Figure 5) . Yellow trace in C shows best-fitting exponential to the red trace (thin yellow lines show 95% confidence intervals for the fit). Shaded regions show T1 SEM. (2009) 9(12):1, 1-29 Nerifirst-order and one for second-order) we are gaining resolving power from averaging more data without distorting the interpretation of their overall structure.
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Results from the combined luminance traces are indicated by red symbols in Figure 5 . Regardless of which image class (different rows) the kernels are computed from, all combined traces show that the centroid is displaced to earlier times for second-order compared with first-order kernels (red points lie below unity line in Figures 5A, 5E , and 5I), the peak for second-order kernels occurs 70-90 ms before that for first-order kernels (red points lie below unity line in Figures 5B, 5F , and 5J; mean peak asynchrony (TSD across observers) is indicated in each panel), the early/late modulation ratio is greater than unity for second-order but not for first-order kernels (red points lie above horizontal dotted line but on vertical dotted line in Figures 5C, 5G , and 5K), the edges/center modulation ratio is smaller than unity for first-order but not for second-order kernels (red points lie to the left of vertical dotted line but on horizontal dotted line in Figures 5D, 5H , and 5L). All these effects were statistically significant (red asterisks in the different panels). Figure 5 . Assessment of luminance kernel structure using scalar metrics. First column (A, E and I) shows centroid for second-order diagonal (y axis) versus first-order kernel (x axis); black symbols for center, blue symbols for surround and red symbols for the combined kernels. Gray shading shows temporal ranges spanned by the target signal. Asterisks (color-coded like the data) indicate whether data points fall significantly away from unity line. Second column (B, F and J) is plotted to similar conventions but reports times of peak occurrence (the plotted values are averages of bootstrap estimates (Efron, 1979) in order to avoid excessive overlap of data points due to peak times being discrete; however all statistical comparisons in the text were carried out on actual peak times). Digits show average time difference (in ms) between first-order and second-order peaks (T1 SD across observers) for combined kernels. Third column (C, G and K) plots early/late modulation ratios (see Materials and methods) using similar conventions, but asterisks next to the horizontal dashed line indicate whether data points fall significantly away (above or below) from the horizontal dashed line, while asterisks next to the vertical dashed line indicate whether data points fall significantly away (left or right) from the vertical dashed line. Fourth column (D, H and L) is plotted to the same conventions as the third column, but plots edges/center modulation ratios (see Materials and methods). Inset to A plots centroid values for center versus surround. Error bars (smaller than symbol when not visible) show T1 SEM. Different symbol shapes refer to different observers: S1 &, S2 h, S3 0, S4 b, S5 R, S6 r. (2009) 9(12)
This remarkable degree of consistency across metrics and noise image classes can be summarized by the following statement: luminance first-order kernels peak around target occurrence and are approximately symmetric before and after this time, while second-order kernels peak È0.1 sec before target occurrence and modulate mostly in the early epoch. These conclusions match the qualitative observations made earlier (Figure 2 ). It is unlikely that the value of the measured asynchrony is simply a consequence of the chosen number of pre-target noise frames, because a similar estimate was obtained from target-absent noise fields ( Figure 5J ). The underlying mechanisms are likely to be hard-wired because the second-order modulation indicates that observers used a suboptimal strategy to perform the task (the early part of the stimulus does not provide useful information for detecting the target). In contrast to previous work (Neri & Heeger, 2002) here we delivered trial-by-trial feedback to the observers, excluding the possibility that their perceptual mechanisms may have been able to readjust and optimize themselves for the task at hand (Droll, Abbey, & Eckstein, 2009) .
When the metric analysis is performed on the texture kernels, the results indicate that first-order and secondorder kernels are more similar in structure than we observed for luminance kernels. In general, both firstorder and second-order kernels peaked at the same time and modulated mostly within the same epoch (Extra Figure 5 ). It is of interest that, although there was no detectable difference in peak occurrence between secondorder and first-order kernels for the center texture (solid black symbols in Extra Figure 5B ), second-order (but not first-order) kernels showed a significant early versus late modulation bias (solid black symbols in Extra Figure 5C ) in line with a reverse correlation study of orientation processing that bears some relation to the texture experiments presented here (Nagai et al., 2007) . Although their study differed from ours in several important respects, Nagai et al. (2007) found that variance kernels modulated mostly before the target and displayed an asynchrony of È0.1 sec with respect to the first-order linear kernels (see their Discussion, page 12) while at the same time they were unable to identify a reliable difference in peak occurrence between variance and first-order kernels, similarly to what we found here.
Assessment of kernel structure for NL(N) and LNL(N) modulations
The addition of one or two simple stages to the L(N) model does predict second-order modulations. In particular, two other standard parametric models are commonly considered in the literature (Marmarelis, 2004; Naka et al., 1988; Westwick & Kearney, 2003) : the Hammerstein NL (N) model ( Figure 6A ) and the Korenberg LNL(N) model ( Figure 6E ). The former predicts that the main-diagonal (variance) modulation in the second-order kernel is a scaled first-order kernel, while the latter predicts that the marginal average across either columns or rows of the second-order kernel is a scaled first-order kernel (see Appendix A). We estimated the extent to which these predictions apply despite the presence of a target signal, internal noise and the decisional transducer (see Extra Figure 6 ).
Figures 6B and 6C test the NL(N) prediction for both luminance (B) and texture (C) kernels by plotting the second-order diagonal (y axis) versus the first-order kernel (x axis) for all subjects. For both center (black) and surround (blue) kernels, there seems to be little correlation in the luminance case (red and yellow ovals in Figure 6B are often circular) but significant correlations in the texture case (ovals are elongated in 6C). This difference is apparent when the corresponding correlation coefficients are plotted for luminance (x axis) versus texture (y axis) in Figure 6D : luminance correlations are not different from 0 (they fall on the vertical dashed line) for both center (black, p = 0.8) and surround (blue, p = 0.47) kernels. In contrast, texture center kernels show positive correlations (black points fall above the horizontal dashed line, p G 10 j3 ) and surround kernels show negative correlations (blue points fall below the horizontal dashed line, p G 0.03).
The shaded regions show expected ranges for the correlation values as estimated from simulation (see Extra Figure 6 ). They represent values that we may reasonably expect for our sample of observers, and show that center kernels are expected to fall within mid-to-high positive correlation values (shaded black region) while surround kernels are expected to show either no correlation or positive correlation values (shaded blue region). Neither the luminance nor the texture data fall within the expected ranges: as detailed above the luminance center kernels do not show significant positive correlations, while the texture surround kernels show significant negative correlations. The sign of the simulated ranges can be inverted by choosing a different function for the early nonlinearity (Marmarelis, 2004) , but as long as it is the same for center and surround it will predict same sign for both and will therefore fail to explain the texture data.
Figures 6F and 6G test the LNL(N) prediction by plotting the second-order marginal average versus the first-order kernel, and Figure 6H shows the corresponding correlation coefficients. Similarly to Figure 6D , correlation values for luminance kernels are not significantly different from 0 for either center (p = 0.35) or surround (p = 0.65), while texture kernels show positive correlations for the center (black points lie above the horizontal dashed line, p G 10 j3 ) and negative correlations for the surround (blue points lie below the horizontal dashed line, p G 0.01). The correlation values for both center and surround texture kernels fall within the ranges expected from simulation (shaded regions), indicating that the LNL(N) model may provide an adequate description of the mechanism underlying texture (but not luminance) processing in our experiments; this result is in line with existing models of human texture processing which are mostly of the LNL type also termed filter-rectify-filter (FRF) models (see Supplementary Text "Relation of texture kernels to filter-rectify-filter modeling schemes"). It is also relevant in this context that the uncertainty model can be approximated by a LNL cascade with a highly expansive N (see Appendix B).
Intuitively, the reason why the above-detailed parametric models fail to capture the structure of the luminance kernels is that they all predict that secondorder kernels should indirectly reflect the structure of firstorder kernels, relayed via static nonlinearities. However, as demonstrated by the results obtained using scalar metrics, even a coarse assessment of kernel structure shows that first-order and second-order luminance kernels exhibit different temporal dynamics (Figure 5 ), making it unlikely that the latter reflect the former in a straightforward fashion. In this sense the two analyses detailed above (assessment of kernel structure using coarse metrics of temporal dynamics in the previous section and parametric models in this section) offer two views of the same underlying result, i.e. that while first-and second-order kernels look similar for the texture experiments, their structure differs for the luminance experiments. This consideration applies not only to the comparison between the first-order kernel and the diagonal of the second-order kernel, as afforded by the preceding analysis, but also to modulations outside the diagonal region (off-diagonal modulations): both first-and second-order kernels are lowpass in the texture experiments (Figure 3) , while the Figure 6 . Applicability of Hammerstein (A) and Korenberg (E) cascade models to the experimental data (see Appendix A and Extra Figure 6 for detailed description of the implementation used here). Amplitude of first-order kernel at each time point is plotted on x axis against either amplitude of second-order diagonal at each corresponding time point (B-C) or amplitude of second-order marginal (F-G) separately for each subject, for both luminance (B and F) and texture kernels (C and G) and for both center (black) and surround (blue), in units of their SD. Red and yellow ovals reflect the linear fit characteristics for center and surround respectively (the oval is tilted to align with best-fit line, positioned at center of mass, with parallel-to-line and orthogonal-to-line widths equal to standard deviations of the data across the two axes). The correlation values for the linear fits from B-C are plotted in D (for texture on the y axis versus luminance on the x axis), and from F-G in H. The shaded regions show ranges expected from simulations of both cascade models with varying degrees of internal noise and external SNR, constrained by output performance of the human observers (see Extra Figure 6 ). Projected ranges are only plotted with reference to the texture axis because luminance correlations were not significantly different from 0 in either D or H (see text), and are shown separately for center (gray) and surround (light blue). Error bars (smaller than symbol when not visible) show T1 SEM.
first-order is lowpass and the second-order is bandpass in the luminance experiments (Figure 2 ). These characteristics are analyzed in detail in the following two sections.
Off-diagonal modulations
The analyses presented so far have focused primarily on the diagonal region of second-order kernels. The results presented in Figures 6F-6H were computed from the whole kernel, but marginals are dominated by the diagonals in our experiments (hence the similarity between Figures 6D  and 6H ). It is clear that there are modulations of interest in off-diagonal regions. More specifically, it appears that luminance second-order kernels contain antagonistic flanks (negative modulations running along the sides of the main diagonal for center-center and surround-surround second-order kernels in Figures 2B and 2C , and positive modulations for center-surround kernels in Figure 2D ). This feature is absent from texture second-order kernels (see Figure 3) .
Because most second-order modulations appear aligned with the diagonal, we can capture off-diagonal modulations by averaging across the diagonal axis. The resulting marginal averages are shown by tilted white traces in Figures 2 and 3 and confirm the presence of a Mexicanhat profile for luminance second-order kernels, but not for texture kernels. This difference in shape is reflected in the Fourier power: luminance traces (black) generate a bandpass spectrum while texture traces (red) generate a lowpass spectrum ( Figure 7A) .
To assess the significance of these differences across observers we computed a simple bandpass index (see Materials and methods). Figure 7B shows that this index is larger for luminance second-order kernels of all types (p G 0.02) as data points fall below the unity line (the only exception being center-surround kernels, p = 0.49). Furthermore, texture kernels generate values that are not statistically different (p 9 0.05) from the bandpass index expected for a lowpass Gabor filter (i.e. Gaussian) indicated by the dashed line (see distribution bars next to y axis), whereas luminance indices (except for centersurround p = 0.06) fall significantly above (p G 10 j3 ) this value (see distribution bars next to x axis). We conclude from this analysis that our earlier qualitative observations on off-diagonal modulations are quantitatively correct and conserved across observers.
Estimation of front-end filtering
The bandpass nature of luminance second-order kernels is of particular interest because previous literature has exposed first-order operators of biphasic structure (i.e. relatively bandpass) in retinal cells (e.g. Baccus, Ö lveczky, Manu, & Meister, 2008; Benardete & Kaplan, 1999; Marmarelis & Naka, 1972; Victor, 1987) and similar temporal impulse responses in human vision (Stromeyer & Martini, 2003; Watson, 1982) . No such structure is visible in the luminance first-order kernels (black traces in Figures 4A-4C ; notice that first-order kernels do not necessarily correspond to the system impulse response (Korenberg & Hunter, 1996) ). However it is known that for the large class of models of the LNL(N) type, which are directly relevant to retinal processing (Field & Rieke, 2002; Spekreijse, 1969; Spekreijse & Oosting, 1970; Victor, 1988) , the first row (or first column) of secondorder kernels (termed on-axis modulation here) reflects the shape of the front-end linear stage (Korenberg & Hunter, 1996; Marmarelis, 2004 ; see Materials and methods). Although we showed in Figure 6H that our luminance results are unlikely to be explained by an LNL(N) model, they may be captured at least in part by this class of models raising the possibility that the on-axis modulations of second-order luminance kernels may preserve some trace of the front-end filtering stage.
This speculation is supported by the similarity between on-axis second-order modulations, shown by the black (center) and blue (surround) traces in Figure 7C , and the impulse response of primate parasol (M-projecting) retinal ganglion cells (magenta trace). We quantified this similarity by comparing their bandpass characteristics across observers. Figure 7D shows that on-axis modulations, like the diagonal marginal averages, are bandpass in nature (solid points fall above horizontal dashed line at p G 10 j3 ; see also solid distribution bars next to y axis), and the average frequency from their power distribution is very close to the value for retinal ganglion cells (solid distribution bars next to x axis fall near vertical magenta line, p = 0.26). Texture kernels are less bandpass (open distribution bars next to y axis fall near horizontal dashed line although they differ from it at p = 0.04) and slower than retinal ganglion cells (open distribution bars next to x axis fall to the left of magenta line, p G 10 j7 ). We conclude from this analysis that, notwithstanding the lack of biphasic structure in the luminance first-order kernels, visual processing in the conditions of our luminance experiments likely involved biphasic front-end filters with characteristics similar to those reported for retinal ganglion cells.
Gain-control model of retinal processing
The analysis in Figures 7C and 7D prompted us to develop a retinal model of luminance processing that would capture the main characteristics of the observed kernels ( Figure 8A ). In this model the visual stimulus is linearly filtered by the temporal biphasic response function of M retinal ganglion cells (magenta trace in Figure 7C ) via convolution. The output of this linear stage is half-wave rectified (Niu & Yuan, 2008) and incorporated into a differential equation to determine the time-varying response of the system. This is integrated across time to generate the final decision variable for selecting either 'left' or 'right' stimulus (see Materials and methods). These few modules can replicate several features of firstorder kernels, but they fail to account for the structure of second-order kernels. We therefore equipped the model with an additional component, which played a critical role in replicating the nonlinear kernels. This component consisted of a gain-control feedback loop (red in Figure 8A ). The choice of a servo-mechanism was mainly prompted by the damped profile of the second-order main diagonal (red trace in Figure 4C ) which is common in nonlinear feedback systems (Marmarelis, 1991; Wiener, 1948) . Gain control is also a well-characterized phenomenon in both vertebrate (Sakai et al., 1995; Shapley & Enroth-Cugell, 1984) and invertebrate (van Hateren & Snippe, 2001) retinae.
As shown in Figure 8 , the simple model outlined above is able to capture all the essential features of the empirical results (compare Figures 8B-8J with Figure 2 ). The decreasing profile of the second-order diagonal (red trace) Figure 7 . Structure of second-order off-diagonal regions. Black trace in A corresponds to white trace (marginal average along main diagonal) in Figure 2B for luminance center-center second-order kernel, red trace to white trace in Figure 3B for texture kernel. Right traces show corresponding Fourier power spectra, from which we computed a bandpass index (see Materials and methods) for both texture (plotted on y axis in B) and luminance kernels (x axis) shown separately for center-center (black), surround-surround (blue), center-surround (gray) and combined (across all previous three) kernels (red) . Dashed lines show values expected for a Gaussian filter (see Materials and methods). Bars next to axes show distributions pooled across all data points. Black and blue traces in C show on-axis modulations within center-center and surround-surround kernels respectively. Inset shows center-center kernel from Figure 2B , whose onaxis modulation profile is indicated by the red rectangle. Magenta trace shows first-order kernel of M (parasol) retinal ganglion cell estimated by Benardete and Kaplan (1999) . Thin black line shows the uncertainty filter from parameter average (see Figure 9F ). All traces in C have been rescaled (across y axis) and time-shifted (along x axis) so that their peaks equal 1 and are aligned at time 0. Bandpass index for on-axis profiles is plotted on the y axis in D versus mean frequency of power spectrum distribution on the x axis for each subject (different symbols), for both luminance (solid) and texture (open) kernels and for both center (black) and surround (blue). Bars next to axes show corresponding distributions. Dashed horizontal line as in B, vertical magenta line indicates expected value for magenta trace in C. Shaded regions (A and C) and error bars (B and D) show T1 SEM. is well-fitted by an exponential decay function with C = 202 T 9 ms (yellow trace in Figure 8H ), which overlaps with 185 T 28 ms for the best-fitting exponential from the aggregate experimental kernel (yellow trace in Figure 4C ). Most importantly, the model replicates the different temporal evolution of first-order and second-order kernels from target-absent noise images ( Figure 8H ), a result which required the introduction of a temporal delay of 60 ms within the gain-control loop (C in Figure 8A ). This figure is in excellent agreement with relevant physiological and psychophysical estimates (see Supplementary Text "Potential relation of luminance kernels to underlying physiology"). Although only indirectly related, our earlier work on the temporal dynamics of directional processing in humans (Neri & Levi, 2008a) required the introduction of a comparable delay (90 ms) in the divisive feedback loop of the motion detector model.
Simulation of trial-by-trial human responses by nonlinear second-order models
As noted earlier significant modulations within secondorder kernels (Figures 2 and 3) demonstrate that human behavior cannot be described by linear filters alone (Neri, 2004 ; see also Extra Figure 1 and Appendix B), but do not imply that second-order kernels would allow better prediction of human responses on individual trials. The latter possibility can be tested directly by computing trialby-trial responses from a simulated observer that uses only the first-order kernels as well as one that uses both first-order and second-order kernels, and measure how well the two models match the corresponding human responses to the same set of stimuli. We use the term 'consistency' to refer to the percentage of trials on which two processes, for example model and human, gave the Figure 7C ). Output from this stage is half-wave rectified and fed onto an accumulator (inverted triangular symbol; implemented by differential equation, see Materials and methods), then integrated across time (~t) to yield scalar decision variable further converted into psychophysical decision. Timevarying signal from accumulator stage is carried back into circuit with temporal delay C = 60 ms to control gain of linear stage via divisive inhibition. Gain control loop is highlighted in red. The model was used to simulate a psychophysical experiment adopting same parameters selected for human observers. Associated kernels are plotted in B-J (because center-center and surround-surround kernels are intrinsically symmetric it was sufficient to plot only half of each). Plotting conventions are similar to Figure 2 , except shaded regions in B, E and H show T1 SD across repeated simulations and second-order kernels are plotted as Z m score maps where Z m is in units of SD rather than SEM (colored for jZ m j 9 2). Yellow trace in H shows best-fitting exponential to red trace (thin yellow lines show 95% confidence intervals) similarly to Figure 4C . Second-order traces for surround-surround kernels (yellow) overlap with center-center kernels (red) so are not visible separately in B, E and H. (2009) 9(12):1, 1-29 Nerisame answer (Neri & Levi, 2006) , a metric directly related to Hamming distance (Hamming, 1950 For panel E they were computed using Hessian-based delta method (Seber & Wild, 2003) . (2009) 9(12):1, 1-29 Nerimodel only for the luminance experiments (red symbols in Figure 9A fall significantly above the unity line (p G 0.02 paired t-test) and red distribution bars at bottom left fall to the left of the main diagonal line), not for the texture experiments ( Figure 9B , p = 0.88). Both first-order and second-order models have no free parameters. The relative contribution of all nonlinear kernels compared with linear kernels (which we term k here) is theoretically expected to equal 1 provided kernels are appropriately scaled (Marmarelis & Marmarelis, 1978; Neri, 2004) , however k may depend on a number of factors and therefore differ from 1 in practice (see Materials and methods) . This may explain the poor performance of the nonlinear second-order model in the texture experiments if the true k is significantly different from the theoretical expectation of unity for the texture experiments and not for the luminance experiments. To demonstrate that this is not the reason for the discrepancy, we computed consistency for a large range of k values, and then selected the best value for each subject separately. The resulting consistency values for the nonlinear second-order model were nevertheless statistically no different from the first-order model for the texture experiments (p 9 0.05). Furthermore, the curve describing how consistency varies with k was unimodal and remarkably similar across subjects only for the luminance experiments ( Figure 9C , k = 1.25 T 0.44 SD across observers), not for the texture experiments ( Figure 9D , k = 15.6 T 25.2), and k was close to the expected value of 1 only for luminance kernels (horizontal red bar in Figure 9E spans a tight region overlapping with the vertical dashed line). Finally, the average increase in consistency from adding second-order kernels was 3% in the luminance experiments (È0% in the texture experiments). Given that the effective dynamic range for consistency is between 50% (chance) and 100%, this figure corresponds to a larger % improvement over the linear model. When consistency is converted into dV(sensitivity index for how well the model replicates the human observer) which maps chance to 0 (see black numeric labels in Figures 9A and 9B) , the improvement can be more correctly estimated at È14%.
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The ability to capture individual observer differences is relevant in this context as demonstrated by testing the nonlinear second-order model using the aggregate kernels for all observers (rather than individually derived kernels). This procedure leads to a significant drop (È2%) in modelhuman consistency for the second-order model (p G 0.01) to the extent that it no longer outperforms the linear model that uses the individually derived first-order kernels (p = 0.22) and the associated k values are È5 Â smaller (significant difference at p G 10 j3 ). However this model still outperforms the corresponding linear model that uses the aggregate first-order kernel (p G 0.01) because a larger drop in performance (È3%) is observed for the linear model when it is not tailored to individual observer variations (p G 0.01).
We were also interested in whether the contribution of the second-order kernels in the luminance experiments was entirely attributable to the diagonal of the kernels, or whether the off-diagonal modulations also played a role (Hung & Stark, 1979) . We therefore computed consistency when the regions outside the diagonal were set to 0 (light-red symbols), and when the region within the diagonal was set to 0 (open red symbols). We found that both versions still significantly outperformed the linear model (p G 0.03 and p G 0.01 respectively), but both were also worse than the original full second-order model (p G 0.01 and p G 0.04 respectively) and did not differ between them (p = 0.52). We conclude that regions outside the main diagonal in secondorder kernels do play a role, possibly as significant as the role played by the diagonal region. This result is consistent with the analysis in Figure 7 demonstrating that off-diagonal regions are highly structured in the luminance kernels.
Consistency-based comparisons between Volterra models of different order do not allow meaningful statements about their relative 'goodness' or power/complexity tradeoff, because they involve large and very different number of estimated parameters (Figure 2 in Watanabe & Stark, 1975 ; see also Korenberg & Hunter, 1996) ; this can lead to significant overfitting for limited data sets. Comparisons based on methods that account for the number of model parameters (Akaike, 1974; Miller, 1990 ) place a nearly insurmountable penalty on the full second-order model, particularly when the dimensionality of the system output is much smaller than the dimensionality of the input and the system internal noise is high (Marmarelis & Naka, 1972 ; see also Marmarelis, 1993 for parameter reduction using Laguerre expansions and Korenberg & Hunter, 1996 for potentially associated pitfalls (Korenberg, Bruder, & McIlroy, 1988) ). However partial second-order models incorporating only main diagonals or off-diagonals (detailed above) have significantly less parameters. These reduced models outperformed the linear model (p G 0.05) after accounting for parameterization via final prediction error (FPE) analysis (Akaike, 1970; Hong et al., 2008; see Materials and methods) . As shown by the texture experiments ( Figure 9B ) this result is not in general trivially obtained (see for example early studies on compensatory motor tracking in humans (Hung & Stark, 1977 , 1991 where the contribution of nonlinear processing to human behavior cannot be resolved due to excessive system noise).
Simulation of trial-by-trial human responses by uncertainty models
For direct comparison with the nonlinear second-order model, we implemented four different versions of the most common nonlinear model in visual psychophysics: the uncertainty model (Pelli, 1985) . In a 2AFC experiment this class of models also approximates probability summation models (Watson, 1979; see Materials and methods) . In the first version of the uncertainty model, the visual stimulus is convolved with front-end filter f and the largest value in the convolution is selected as output. The filter f is a wavelet defined by 4 parameters which we optimized individually for each subject (see Materials and methods). The top row in Figure 9F shows the optimal filters for all subjects in both luminance (left) and texture (right) experiments. The second version of the uncertainty model is similar except the output from the convolution is weighted by a linearly decreasing function before selecting the largest value (red trace in bottom row of Figure 9F ). In this version the simulated observer relies more on the early portion of the stimulus. We found that this weighting function provided better results so we adopted it for the remaining two versions of the model. The third version is identical to the second except f was the same for all observers and was derived from the average of the optimal parameters defined for the second version (blue in Figure 9F ). In the fourth version f corresponded to the empirically determined first-order kernels from targetpresent noise images. We tested this version because previous authors have suggested that sensory kernels derived from target-present noise images expose the underlying filter in the face of uncertainty (Tjan & Nandy, 2006) , and because this result was indirectly implied by our earlier theoretical work (Neri, 2004) .
Compared with the linear first-order model, the uncertainty model was at best equally good but most often worse (blue and light-blue symbols in Figures 9A and 9B) . It never performed as well as the nonlinear second-order model (blue symbols fall below red symbols and blue distribution bars at top right fall to the right of the main diagonal line): the best uncertainty model (version number 2 indicated by solid blue symbols) was significantly worse than the full second-order model (solid red symbols) in both luminance (p G 0.01) and texture (p G 0.03) experiments. The associated kernels were sometimes similar to those derived empirically (Extra Figure 8) , although they struggled to replicate the asynchrony for kernels derived from target-absent noise images (see Extra Figure 8C and Extra Figure 9 ) except for the uncertainty model where f is derived from the optimal parameters averaged across subjects (Extra Figure 10I ; the modelhuman consistency associated with this model was worse than the linear model (p G 0.02) and (in dV units) 32% poorer than the nonlinear second-order model). The main weakness of all uncertainty models was that, regardless of f, the decreasing temporal envelope was critical for simulating second-order temporal dynamics and this model component is entirely arbitrary: if the envelope is viewed as an intrinsic property of the detection mechanism (e.g. fast adaptation) the model itself does not provide a mechanistic explanation for its origin (it is simply imposed by the modeler); if on the other hand it is viewed as a top-down cognitive operator (e.g. observers pay more attention to the beginning of the stimulus presentation) then the question arises as to the temporal resolution at which observers may be able to access the temporally varying output of a given channel. Channel output may be accessed dynamically over several seconds (Anderson, Murphy, & Jones, 2007) but less likely on a timescale G1/4 second roughly equivalent to attentional dwell time (Duncan, Ward, & Shapiro, 1994) . Whichever interpretation is adopted (whether low-level or higherlevel) this aspect of the uncertainty models appears unsatisfactory.
The second relevant component of the uncertainty model is the linear receptive field f that supports the convolution. The luminance function obtained by averaging the optimized parameters across observers (thin black trace in Figure 7C ) differs significantly from previous estimates of temporal impulse responses for contrast processing: it is more sluggish by a factor of 2 and is triphasic, inconsistent with the fast biphasic impulse response commonly observed in retinal ganglion cells (magenta trace in Figure 7C ) and human vision (Stromeyer & Martini, 2003; Watson, 1982) . Finally, the kernels generated by uncertainty models failed to simulate the differential effects of replicability on correct and incorrect trials observed experimentally and the correlation of kernel outputs (Extra Figure 11 ).
Model-human consistency against maximum accountable consistency
Figures 9A and 9B show that the nonlinear secondorder model was able to replicate human responses more efficiently than all other models we tested, but we wished to establish whether the performance of this model could still be improved or whether it reached maximum achievable performance. It is known that human responses cannot be replicated with 100% accuracy due to observer internal noise (Burgess & Colborne, 1988; Green, 1964; Green & Swets, 1966) , thus establishing an upper limit on model-human consistency dictated by the statistics of internal noise. It is possible to determine a range of consistency for the best possible model without making any assumption about the distribution of internal noise (Neri & Levi, 2006) . If a given model lies within this range, the model is very close to the best possible model. The range varies as a function of an indirect measure of internal noise statistics, the consistency between two different sets of responses given by the same human observer to the same set of stimuli (double-pass technique, see Materials and methods). Figure 10A plots human-human consistency obtained in this way on the x axis, versus model-human consistency for the nonlinear second-order model. The gray-shaded region shows the range spanned by the best possible model (see Materials and methods). For the luminance experiments (solid symbols) the second-order model performs well in that all observers except possibly one fall within the gray region. The result is not as good for the texture experiments (open symbols): half the observers fall below the gray region and only one is clearly within it.
We conclude that, at least in the case of the luminance experiments, the ability to replicate human response achieved by the nonlinear second-order model is not only satisfactory in relative terms with respect to other models ( Figure 9A ) but also in absolute terms with respect to the best possible model ( Figure 10A ).
From Figure 10A it appears that observers were affected by larger amounts of internal noise in the texture experiments compared with the luminance experiments (open symbols are shifted to the left of solid symbols, almost significant at p = 0.054). This conclusion cannot be reached on the basis of human-human consistency alone because this metric depends on both internal noise and signal discriminability (Green & Swets, 1966) . These can be estimated from human-human consistency and human % correct responses provided certain assumptions about the underlying statistics and a signal detection model of observer choice (see Burgess & Colborne, 1988 for details). Figure 10B plots both signal discriminability and internal noise estimated using this model (on x and y axes respectively) for both luminance and texture experiments (solid and open symbols respectively). Internal noise was similar between the two sets of experiments, possibly indicating that it was mainly late decisional noise rather than stimulus-specific, and its values were within the range (horizontal shaded region) expected from previous research (Burgess & Colborne, 1988) . Although it did not differ significantly between the two conditions (p = 0.24) internal noise was slightly larger in the texture experiments (1.02 T 0.42 SD across observers) as opposed to the luminance experiments (0.81 T 0.23; vertical thin bar to the right of y axis is above vertical thick bar). Similarly, signal discriminability was slightly worse in the texture experiments (0.91 T 0.31) compared with the luminance experiments (1.07 T 0.18) although the difference was not statistically significant (p = 0.32). It should be emphasized that Figure 10B plots the estimated signal discriminability in the absence of internal noise, which differs from the combined output discriminability normally denoted by d V . Output discriminability (indicated by gray horizontal bars in Figure 10B ) was significantly higher for the luminance experiments (p G 0.05). We did not find any significant correlations between metrics and between experiments.
Measured versus predicted absolute efficiency
The applicability of kernel estimation to the problem of replicating human performance can also be assessed using a separate method developed by Murray, Bennett, and Sekuler (2005) . This approach is limited to the first-order kernel with associated L(N) model and only relies on the coarse behavioral metric of absolute efficiency (which does not capture trial-by-trial response patterns). However it presents the significant advantage of being able to account for human internal noise without explicitly measuring it. Figure 10C shows predicted versus measured absolute efficiency for both luminance (solid) and texture (open) experiments. Interestingly, the L(N) model (with internal noise matched to human) underestimates human efficiency for the luminance experiments (solid symbols fall below unity line at p G 0.01), but overestimates it for the texture experiments (open symbols fall above unity line at p G 0.02). It therefore fails to account Figure 10 . Accounting for internal noise. (A) Model-human consistency for full nonlinear second-order models is plotted on y axis against human-human consistency on x axis (estimated from double-pass experiments, see Materials and methods). Gray area shows region spanned by best possible model (see Neri & Levi, 2006 and Materials and methods) . (B) plots signal discriminability (d V adjusted for internal noise) on x axis versus internal noise (units of external noise SD) on y axis. Dashed vertical line marks unity. Shaded horizontal region shows range estimated by Burgess and Colborne (1988) . Black bars next to axes show mean T SD for the data points, thick for solid and thin for open. Gray bars next to x axis show output (unadjusted) discriminability (see text). C plots experimentally measured absolute efficiency on x axis versus efficiency predicted by L(N) linear amplifier model (Murray et al., 2005) . Inset plots measured efficiency for luminance versus texture. Except for inset, solid symbols refer to luminance data and open symbols to texture data across entire figure. Error bars (smaller than symbol when not visible) show T1 SEM.
for both sets of experiments, but it appears that the reasons for its failure differ in the two cases.
For the luminance experiments, our earlier analysis indicates that the failure of the L(N) model derives from its inability to capture relevant second-order nonlinearities: the analysis used to generate Figure 10C assumes an L(N) model with additive internal noise, so its failure in this case may result from the presence of second-order nonlinearities. For the texture experiments we concluded that a LNL(N) model is appropriate (Figure 6H ), but an L(N) model yielded similar model-human consistency ( Figure 9B ) so the latter should also provide a reasonable approximation for the purpose of computing absolute efficiency. However the internal noise process associated with the texture experiments, and possibly with the luminance experiments too, may not have been additive as assumed by the analysis in Figure 10C . In particular, nonlinear processing may be treated as a form of consistent internal noise (Li, Klein, & Levi, 2006) by the L(N) model and therefore conflated with inconsistent internal noise. Finally in relation to absolute efficiency, its measured value was significantly higher for the luminance condition (data points fall below the unity line in the inset to Figure 10C , p G 0.02). Based on Figure 10B , this difference in efficiency should be interpreted as a consequence of both lower signal discriminability and higher internal noise for texture processing.
Differential effects of replicability conditional upon correct/incorrect human responses
Model-human consistency conflates trials on which both human and model responded correctly with trials on which both responded incorrectly (classed as modelhuman match), and similarly it conflates trials on which one responded correctly and the other one incorrectly (classed as model-human mismatch). Below we consider model-human consistency conditional upon whether the human observer was correct or incorrect on a given trial. We focus on the output of the nonlinear second-order kernel alone (rather than the full second-order model) so that first-order and second-order components can be assessed more transparently. Figure 11A plots first-order (x axis) versus second-order (y axis) consistency for both luminance (solid) and texture (open) experiments. When consistency is computed from all trials (as in Figure 9 ) the output from first-order kernels captures human responses better than second-order kernels in the luminance experiments (solid black symbols fall below unity line p G 0.01), but equally well in the texture experiments (open black symbols fall on unity line p = 0.54). At first this may appear inconsistent with the previous analysis, where we showed that second-order kernels augmented first-order kernels only for the luminance experiments and not for the texture experiments. However this depends on whether first-order and secondorder kernels successfully replicate human responses on the same subset of trials or on different subsets of trials.
We can gain some preliminary insight into this issue by computing consistency separately for trials on which the human observer was correct and those on which the observer was incorrect (red and blue symbols respectively in Figure 11A ). For the texture experiments there is still a good match between first-order and second-order kernels (open symbols tend to fall on the unity line). Both kernels are far better at replicating human responses on correct compared with incorrect trials (open red symbols are shifted to the right (p G 0.001) and upward (p G 0.001) with respect to open blue symbols), and both are worse than chance on incorrect trials (open blue symbols fall below (p G 10 j3 ) horizontal dashed line and to the left (p G 10 j5 ) of vertical dashed line). A related behavior is expected for a model that responds correctly on every trial or nearly so, like the ideal observer: this model would show 100% consistency on correct trials, and 0% consistency on incorrect trials. As shown by the green symbols in Figure 9B , the model-human consistency associated with this model is as high as the linear or any other model (p 9 0.05) for the texture experiments.
A different trend is observed for the luminance experiments (solid symbols). Similarly to the texture experiments, the first-order kernel is better at replicating human responses on correct trials (solid red symbols are shifted rightward with respect to solid blue symbols, p G 10 j4 ). However the second-order kernel is equally good on both correct and incorrect trials (solid red and blue symbols fall on the same horizontal line (p = 0.63) and are both greater than chance at p G 0.01 and p G 0.03 respectively), and far better than the first-order kernel on incorrect trials (solid blue symbols fall above unity line, p G 0.003). In addition, a model that responds correctly on every trial falls well below (p G 0.02) the linear model (green symbols in Figure 9A ). These results indicate that the improvement in model-human consistency delivered by second-order kernels in the luminance experiments (red symbols in Figure 9A ) may be explained by the ability of secondorder kernels to rectify the output from first-order kernels on trials on which first-order kernels were poor. Similarly, the poor improvement in the texture experiments (red symbols in Figure 9B ) most likely resulted from the fact that second-order kernels, though as good as first-order kernels in replicating human responses ( Figure 11A ), were good in the same way on the same trials and therefore did not add much useful information for replicating human behavior.
We confirmed these results by computing predictive power, here termed cross-consistency, using a leave-oneout cross-validation technique (Hong et al., 2008; Stone, 1974) . This procedure penalizes second-order more than first-order kernels ( Figure 11B ) thus taking into account differences in parameterization and overfitting between the two models. Cross-consistency is indicated by the light-colored symbols in Figure 11A . As expected the overall pattern is very similar to that observed for modelhuman consistency. In particular, second-order kernels outperform first-order kernels on incorrect trials (solid light-blue symbols fall above unity line, p G 0.01) but not on correct trials (solid light-red symbols fall below unity line, p G 0.01). We also applied FPE analysis (as discussed in relation to Figure 9 ) and second-order kernels still outperformed first-order kernels on incorrect trials (blue symbols fall below unity line in inset to Figure 11A , p G 0.003).
To determine whether the correct/incorrect differential effect described above was attributable to both center and surround information, to only one of them or to the interaction between them, we computed cross-consistency separately for center kernels ( Figure 11C ), surround kernels ( Figure 11D ) and center-surround kernels ( Figure 11E ). human responses and second-order kernels (sum of all three) is plotted on y axis against consistency between human responses and first-order kernels (sum of both) on x axis, for all trials (black) and for trials on which observers responded incorrectly (blue) or correctly (red). Solid for luminance and open for texture. Dashed lines mark chance (50%). Bars next to axis show mean T SD for corresponding full-color data points. Cross-consistency was computed using a leave-one-out cross-validation technique (see Materials and methods). Inset shows final prediction error (FPE) values for luminance kernel outputs (see Materials and methods and Results). (B) output from both first-order (black) and second-order (red) luminance kernels is plotted for every trial (one point per trial) on x axis against output on the same trial from corresponding leave-one-out kernels (computed from all trials except the one for which output is being plotted) on y axis, for a representative observer (S1). Spread is more pronounced for second-order as opposed to first-order kernels (correlations between x and y for the former are larger than the latter across observers at p G 10 j3 ). Inset magnifies region around the origin directly relevant for predicting human responses. High-contrast data points take opposite signs for x and y coordinates, indicating trials classified one way by full kernels and the opposite way by leave-one-out kernels. There are many more trials on which second-order kernels give opposite responses (high-contrast red dots) than trials on which first-order kernels give opposite responses (high-contrast black dots) demonstrating that (as expected) the cross-validation procedure impacts second-order kernels more than first-order kernels. (C-D) Cross-consistency for center and surround kernels separately. (E) Cross-consistency for first-order center + surround on x axis (same x values as light symbols in A) versus second-order center-surround kernel on y axis. Error bars (smaller than symbol when not visible) show T1 SEM.
This analysis identified the center-surround second-order kernels as the operator carrying the relevant information: on incorrect trials, only this kernel subclass generated cross-consistency values that were both above chance (blue points in Figure 11E fall above the horizontal dashed line at p G 0.001) and higher than the corresponding linear output (blue points in Figure 11E fall above unity line at p G 0.002).
Trial-by-trial correlation between first-order and second-order outputs
We can test the above-mentioned hypothesis about kernel redundancy more directly by studying the correlation between the output from first-order kernels (plotted on the x axis in Figures 12A and 12B ) and from secondorder kernels (plotted on the y axis) for both luminance (panel A) and texture (panel B) experiments in one representative observer. For the luminance kernels ( Figure 12A ) it appears that there is little or no correlation on both correct (red) and incorrect (blue) trials (yellow and black oval shapes are nearly circular), while a positive correlation appears to be present for the texture kernels as indicated by the tilted oval shapes of the response clouds in Figure 12B . Figure 12C plots correlation coefficients for all observers in both luminance (x axis) and texture (y axis) experiments (solid symbols). Overall it is clear that the magnitude of the correlations is larger for texture kernels (solid points fall above the solid diagonal lines, p G 10 j8 ). Moreover texture kernels show exclusively positive correlations for all trial types (solid points fall above the horizontal dotted line). The output from luminance kernels is somewhat correlated across all trials (solid black symbols fall to the right of the vertical dotted line, p G 10 j4 ), but not significantly correlated for correct and incorrect trials separately (solid red and blue symbols are not statistically different from 0, p 9 0.05).
The positive correlations observed for texture kernels are mainly driven by the target signal, as demonstrated by the open symbols in Figure 12C computed after removing the signal from the stimulus images. The pattern of results changes very little for the luminance kernels, but drastically for the texture kernels: correlations are not significantly different from zero for all trials (open black symbols fall on horizontal dotted line p = 0.31) and for correct trials (open red symbols fall on horizontal dotted line p = 0.74), although they do differ from 0 for incorrect trials (open blue symbols fall below horizontal dotted line p G 0.01) and (perhaps surprisingly) they are negative. The different impact of signal removal on luminance and texture results is unlikely to depend on SNR alone, because the average (across observers) signal amplitude in units of noise SD was identical (3.33) between the two sets of experiments.
Discussion
Block-structure models like the retinal circuit in Figure 8A typically involve a sizeable number of free parameters and assumptions, as well as trial-and-error exploratory strategies combined with modeler's intuition. The value of these models depends on the application they Figure 12 . Correlation (or lack thereof) between first-order and second-order outputs. (A) Output from first-order kernels (sum of both) is plotted on x axis against output from second-order kernels (sum of all three) on y axis for a representative observer (S1). Each point refers to an individual trial, red if the observer responded correctly and blue if incorrectly. Traces next to x and y axes plot marginal distributions. Linear-fit ovals (see caption to Figure 6 for explanation) are yellow for red data points and black for blue. B same as A but for texture kernels. (C) Correlation between first-order and second-order outputs is plotted for texture kernels on y axis versus luminance kernels on x axis, when computed from all trials (black) and from trials on which observers responded correctly (red) or incorrectly (blue). Open symbols show results obtained after removing the target signal from the stimuli. Dashed lines mark 0 correlation. Solid lines mark unity lines (y = jxj). Error bars in C show T1 SEM (smaller than symbol when not visible).
are intended for: if the application is to provide a potential link to the underlying physiological mechanisms then their value is clear. If on the other hand the application is to simulate human behavioral decisions, we favor the more general and specified approach demonstrated by the nonlinear second-order kernel expansion (Equation 1). First, we have shown that second-order kernels can be derived with high statistical reliability. This is demonstrated not only by the associated Z scores (Figures 2 and 3) , but also by the remarkable consistency we observed for the scalar metrics used to assess the overall shape of these operators across observers ( Figure 5 ). Second, we have shown that when luminance kernels are incorporated into a Volterra scheme (Equation 2) and used to simulate human response on a trial-by-trial basis, they outperformed every other model we tested ( Figure 9A ). Finally, we have shown that the ability to simulate human responses afforded by this approach is within the maximum achievable range ( Figure 10A ).
Perhaps the most significant result in relation to the replication/prediction of human responses is provided by the differential analysis of correct and incorrect trials ( Figure 11A ). Figure 11A shows that while second-order kernels are poorer than first-order kernels at predicting human responses for luminance trials on which the observer responds correctly, they are far better for trials on which the observer responds incorrectly. The implication of this result is that the utility of second-order kernels depends critically on the pay-off matrix used to evaluate the model. If, for example, a specific application requires that the model is able to predict when the observer will strike a hit (or equivalently a correct rejection) but does not require accurate prediction of false alarms (or equivalently misses), then a first-order model may be preferable. If on the other hand what is at premium is the prediction of human false alarms, and potential failure to predict hits is not critical, then a second-order model (with little or no contribution from the first-order kernel) may be the better choice.
The power of Volterra's formulation for capturing the behavior of nonlinear systems lies mainly in its general applicability. Provided the system satisfies a few reasonable assumptions (Sandberg, 1983; Volterra, 1930 ) its behavior is accurately described by Volterra kernels regardless of the specific nature, whether it is a physical device (Salgado & O'Reilly, 1996) or a neural structure (although it is relevant to certain neural applications that Volterra representations do not in general apply to hysteretic systems (Korenberg & Hunter, 1996) ). To provide a few examples of its versatility, this approach has been exploited to describe the response properties of individual neurons (Emerson et al., 1992; Victor et al., 1977) , the pupillary reflex in the classic work of Stark and collaborators (Sandberg & Stark, 1968; Stark, 1969) and memory constraints on human information processing (Heath, 2000) . To our knowledge the current results represent the first example in the human literature on sensory processing.
In order to establish whether the general applicability of this approach translates into a valuable asset, a critical question at this stage is how far it can be extended (Simoncelli, 2003) : will it apply to other forms of perceptual processing? Our texture experiments have taken a first step in the direction of answering this question. The estimated second-order kernels did not increase model-human consistency ( Figure 9B ) but their structure provided important insights into the possible architecture of the underlying circuitry (Figures 6E-6H ; see also Supplementary Text "Relation of texture kernels to filter-rectify-filter modeling schemes"). Despite their different characteristics, the mechanisms probed by luminance and texture stimuli are both relatively lowlevel: further work is necessary to establish the applicability of this approach to visual processing in general, particularly to the percept of more complex (higher-level) visual phenomena. A further issue relating to applicability is the range of stimulus regimes across which the kernel characterization may transfer when derived from the more restricted range afforded in the laboratory. This question, like the one stated before it, cannot be answered satisfactorily at present.
above formulation into one where we define x 2 as the target stimulus, x 1 the non-target, and r as either 'correct' (1) or 'incorrect' (0), which is the formulation used throughout this article.
The adoption of this framework implies that all models contain a final nonlinear stage and that the preceding layers must return a single scalar quantity. Our primary interest is in characterizing the previous layers, not the final nonlinear decisional stage, because the former are believed to reflect general and physiologically relevant properties of how visual processing operates, while the latter is dependent upon the specific question that is asked of observers and the form in which the response is acquired. We denote this fact by bracketing the end nonlinearity, e.g. L(N) indicates a standard Wiener system where (N) is the 2AFC decisional transducer. It is relevant in this context that any static monotonically increasing nonlinearity immediately preceding (N) (e.g. neuronal spike threshold (Priebe & Ferster, 2008) ) does not affect the final response and therefore neither the computation of ĥ 1 and H 2 (we are assuming a noiseless model or one in which internal noise is added before the nonlinearity), a notion sometimes referred to as Birdsall's theorem (Lasley & Cohn, 1981; Tanner, 1961) . Because any plausible static nonlinearity preceding (N) would have the above characteristics we are effectively using L(N) as short-hand for LN(N).
A further consequence of the j(N) SDT framework is that Volterra's original formulation of a second-order nonlinear system o = h 0 + h 1 * Ã i + H 2 * Ã I where Ã is convolution (2-dimensional in the case of H 2 ) can be rewritten using Equation 1 where template-matching (&) replaces convolution. h 0 is irrelevant because it is factored out in the 2AFC comparison so we set it to 0. Because g(x) in Equation 1 takes a scalar argument, the temporally modulated output of the combined convolution in Volterra's equation must be summed across time according to some weighting function w to yield one value. It follows that
where h 1 = h 1 * j w, H 2 = H 2 * j w (the last expression is more explicitly written as H 2 (C 1 , C 2 ) =~tH 2 * (t j C 1 , t j C 2 ) w(t)), i.e. h 1 and H 2 correspond to h 1 * and H 2 * after crosscorrelation with w. Equation 1 is therefore equivalent to Volterra's convolution-based expression in the present context. Because the human observer's w is not in general known, kernel estimation is restricted to h 1 and H 2 (in the form of ĥ 1 and Ĥ 2 , see Materials and methods).
Two other well-characterized parametric models (besides the Wiener L(N) model) are the Hammerstein NL(N) model and the Korenberg LNL(N) model . Their standard formulations NL and LNL are modified here because the linear end-stage L must be followed by (N) to convert its output into a binary psychophysical decision. These parametric models are expected to generate specific kernel modulations: 1) for the NL(N) model diag(Ĥ 2 ) ò ĥ 1 ; 2) for the LNL(N) model margin (Ĥ 2 ) ò ĥ 1 where margin(A) =~C 2 A(C 1 , C 2 ) takes the marginal sum across columns (because of the intrinsic symmetry of center-center and surround-surround secondorder kernels the same result is obtained when the sum is taken across rows); 3) for the L 1 NL 2 (N) model Ĥ 2 (t, 0) ò f(t) where f is the filter associated with front-end linear stage L 1 . These relationships are well-known for a whitenoise input (Hung & Stark, 1991; Marmarelis, 2004; Victor & Shapley, 1980; Westwick & Kearney, 2003) . However in the context of a psychophysical experiment the addition of a target signal and the presence of the decisional transducer (with associated internal noise) make the kernel estimates (both first-order and secondorder) potentially depart from those commonly derived in the reverse correlation literature (see Appendix in Neri, 2004) . We therefore simulated both NL(N) and LNL(N) models for a representative set of filter shapes, internal noise values and target signal values (see Extra Figure 6 ). The simulations allowed us to obtain estimates of the correlation ranges that may be realistically expected for the proportionality relations listed above when applied to the specific context of our experiments (shaded regions in Figures 6D and 6H ).
Appendix B Second-order kernels under uncertainty
Uncertainty models generate modulations within second-order kernels. We show this for the diagonal (variance) of the second-order kernels. i.e. diag(H 2 ) m 0, and for the simplest version of an uncertainty model where the response o to stimulus i of dimensionality d is o = max(i). Each value of i is drawn from a standard normal distribution. We first consider the simplest linear case o = biÀ where b À is mean across the vector, for which both o(i [0] ) and o(i [1] ) are Gaussian distributed. We approximate a 2AFC experiment as yes-no with unbiased criterion (threshold point) k (the validity of this approximation is confirmed by simulations, see Extra Figure 12 ). This truncates the distribution of o(i [0] ) into two portions, one for correct rejections and one for false-alarms. The resulting distributions match those obtained from the truncation of o(i [1] ), hits and misses respectively, except for a shift and sign-inversion of intensity values (Green & Swets, 1966) . n [0, 1] (noise fields on correct rejections) and n [1, 1] according to a mixture of two distributions: the distribution of the maximum of d normally distributed variables, which follows a Gumbel distribution (Kotz & Nadarajah, 2000) with mean 2 M and variance A M 2 , and a softly truncated (where the truncation point t is not fixed but determined by the distribution of the maximum) normal distribution softT with mean 2 T and variance A T 2 , for which we know that A [0,1] 2 G A T 2 G 1 (because t 9 k) and 2 T G 0 (because t 9 0). We can write 2 A different approach involves approximating the uncertainty model to an L 1 NL 2 model where N is a highly expansive nonlinearity, e.g. o = bo n À for large n where the linear stage L 2 is simply averaging and L 1 is front-end filtering by the function f, i.e. o = f Ã i. If we assume that o 9 0 by adding a baseline response to L 1 , o is increasingly dominated by the largest value of o as n Y V, leading to a series of 2AFC responses that approximates that obtained from the uncertainty max rule. For the simplified max model discussed above where o = max(i), L 1 involves no more than adding the baseline response and can therefore be ignored (provided we assume i 9 0), leaving us with a NL model for which it is known that diag(Ĥ 2 ) = >ĥ 1 (see Appendix A) where in general > 9 0 for an expansive nonlinearity (Marmarelis, 2004) . In the simplified model the expression is simply diag(Ĥ 2 ) = > 9 0, confirming the result obtained above. 
