Abstract. This article devises a new numerical method for first-order transport problems by using the primal-dual weak Galerkin (PD-WG) finite element method recently developed in scientific computing. The PD-WG method is based on a variational formulation of the modeling equation for which the differential operator is applied to the test function so that low regularity for the exact solution of the original equation is sufficient for computation. The PD-WG finite element method indeed yields a symmetric system involving both the original equation for the primal variable and its dual for the dual variable (also known as Lagrangian multiplier). For the linear transport problem, it is shown that the PD-WG method offers numerical solutions that conserve mass locally on each element. Optimal order error estimates in various norms are derived for the numerical solutions arising from the PD-WG method with weak regularity assumptions on the modelling equations. A variety of numerical results are presented to demonstrate the accuracy and stability of the new method.
1. Introduction. In this paper we are concerned with the development of new numerical methods for first-order linear convection equations in divergence form. For simplicity, consider the model problem that seeks an unknown function u satisfying ∇ · (βu) + cu =f,
in Ω,
where Ω is an open bounded and connected domain in R d (d = 2, 3) with Lipschitz continuous boundary ∂Ω, Γ − is the inflow portion of the boundary defined by Γ − = {x ∈ ∂Ω : β(x) · n < 0}, where n is the unit outward normal vector to the boundary ∂Ω at a given point. Assume that the convection vector satisfies β = (
and is locally as smooth as W 1,∞ , the reaction coefficient c ∈ L ∞ (Ω), the load function f ∈ L 2 (Ω), and the inflow boundary data g ∈ L 2 (Γ − ).
First-order linear partial differential equations (PDEs) of hyperbolic-type are called transport equations or linear convection equations. Problems of hyperbolic-type arise in many areas of science and engineering, such as fluid dynamics and neutron transport. In the past several decades, there have been increasing research activities devoted to the development of accurate and efficient numerical methods for hyperbolic problems. Due to the localized phenomena, such as propagating discontinuities and sharp transition layers, it has been a challenging task to develop effective numerical methods for hyperbolic problems. Due to largely the fact that linear hyperbolic PDEs admit discontinuous solutions for non-smooth boundary data, it is difficult to develop numerical methods that provide high-order accurate approximations in regions of smooth solution as well as sharp resolution of discontinuity while avoiding spurious oscillations at discontinuities [4] . Linear hyperbolic equations also form prototype equations for general hyperbolic equations, such as systems of nonlinear conservation laws [32] or transport equations in phase space [33] . It has been shown that successful numerical methods for linear convection equations can be used as building blocks for the numerical solution of complex hyperbolic PDEs [32] . In literature, a series of numerical methods have been developed for linear transport equations, including the streamline-upwind Petrov-Galerkin method [23] , the residual distribution framework [29, 23, 1] , the least-squares finite element methods [18, 5, 26, 36, 26, 3, 36] , the stabilized finite element methods [13] , and various discontinuous Galerkin finite element methods [35, 31, 19, 21, 27, 28, 24, 15, 10, 14, 16, 17] .
Most of the existing study for the linear transport equation (1.1) typically assumes certain coercivity condition on the convection vector β and the reaction coefficient c in the form of c + 1 2 ∇ · β ≥ α 0 or alike for some fixed positive number α 0 . In practical applications, these conditions are very restrictive and often rule out many important physics such as those with compressible flow fields and exothermic reactions [13] . One such exception is the stabilized finite element method developed by Burman in [13] , in which the convection vector is assumed to satisfy β ∈ [W 2,∞ (Ω)] d and c ∈ W 1,∞ (Ω).
The objective of this paper is to develop a new numerical method for the linear convection problem (1.1) for piecewise smooth convection vector β and reaction coefficient c without assuming any coercivity conditions on the equation. Our new numerical schemes will be devised by following the primal-dual weak Galerkin (PD-WG) framework introduced and studied in [39, 40, 41, 42, 38] . The PD-WG finite element method was originally developed for the second order elliptic PDEs in non-divergence form through a constraint optimization approach of the problem in which the constraint was given by a straightforward discretization of the PDE and the optimization was imposed to minimize the "discontinuity" of the approximating functions. The resulting Euler-Lagrange formulation reveals a symmetric problem involving both the primal (original) equation and the dual (adjoint) equation integrated through various stabilizers designed to provide certain "weak continuity or smoothness". The framework of the primal-dual methods in numerical PDEs was also developed by Burman [12, 13] in other finite element contexts and was named stabilized finite element methods. The PD-WG finite element methods have shown great promises for PDE problems where no traditional variational formulations are readily available for analysis and discretization.
Let us briefly discuss the philosophy and the key ingredient in the PD-WG finite element method for the first-order hyperbolic problem (1.1). First of all, the solution of the model problem (1.1) can be characterized by seeking u ∈ L 2 (Ω) such that (1.2) (u, β · ∇σ − cσ) = g, β · nσ Γ− − (f, σ), ∀σ ∈ H Secondly, using the weak gradient operator ∇ w [43] , we may reformulate (1.2) as follows:
where {σ} = {σ| T , σ| ∂T } is understood as a weak function in the WG context. The weak function is discretized by piecewise polynomials in each element T as well as on its boundary ∂T . The weak gradient operator ∇ w is then approximated by vectorvalued polynomials, denoted as ∇ w,h . The weak formulation (1.3) can then be approximated by seeking u h ∈ M h (i.e., trial space) such that
is a test space for the weak functions with vanishing boundary value on Γ + . However, the problem (1.4) is not well-posed unless the inf-sup condition of Babuska [2] is satisfied. The primal-dual scheme overcomes this difficulty by coupling (1.4) with its dual equation which seeks
A formal coupling between (1.4) and (1.5) makes an effective numerical scheme through the use of a stabilizer, denoted by s(λ, σ). This stabilizer measures the level of "continuity" of σ ∈ W h in the sense that σ ∈ W h is of classical C 0 -conforming if and only if s(σ, σ) = 0. The resulting primal-dual weak Galerkin method for solving the hyperbolic model problem (1.1) seeks u h ∈ M h and λ h ∈ W 0,Γ+ h , such that
where s(·, ·) is known as the stabilizer or smoother which enforces a certain weak continuity for the numerical Lagrangian multiplier λ h in the weak finite element space W 0,Γ+ h .
In this paper, we show that the PD-WG finite element method (1.6) has one and only one solution if the linear convection problem (1.1) admits at most one solution. The numerical scheme (1.6) will be shown to be conservative locally on each element in the sense that there exists a numerical solutionũ h and a numerical flux F h satisfying (see Theorem 5.1)
Some optimal order error estimates will be derived for the numerical solution arising from the PD-WG scheme (1.6) under ultra-weak assumptions on the convection vector β and the reaction coefficient c.
The paper is organized as follows. In Section 2 we shall briefly review the weak gradient operator as well as its discretization. In Section 3, we give a detailed presentation on the primal-dual weak Galerkin algorithm for the linear hyperbolic problem (1.1). A discussion on the solvability (i.e., the solution existence and uniqueness) of the PD-WG scheme is given in Section 4. In Section 5 we show that the PD-WG method offers numerical solutions that conserve mass locally on each element. Next in Section 6, we shall derive an error equation for the PD-WG approximations. In Section 7, we establish some technical estimates/results useful in convergence analysis. Section 8 is devoted to the establishment of an optimal order error estimate for the PD-WG approximations in some discrete Sobolev norms. In Section 9, an error estimate in a weak L 2 topology is derived based on a local H 1 -regularity assumption for the dual problem. In Section 10, a series of numerical results are reported to demonstrate the effectiveness and accuracy of the PD-WG method developed in the previous sections. 2. Discrete Weak Gradient. The principle differential operator in the weak formulation (1.2) for the linear convection equation in divergence form (1.1) is given by the gradient operator. In this section we shall review the weak gradient operator as well as its discrete version introduced originally in [43] .
Let T be a polygonal or polyhedral domain with boundary ∂T . By a weak function on T we mean a pair
The components v 0 and v b can be understood as the value of v in the interior and on the boundary of T , respectively. Note that v b is not necessarily the trace of v 0 on ∂T , though taking v b as the trace of v 0 on ∂T is a feasible option. Denote by W(T ) the space of weak functions on T ; i.e.,
The weak gradient of v ∈ W(T ), denoted by ∇ w v, is defined as a continuous linear functional in the Sobolev space [
Denote by P r (T ) the space of polynomials on T with degree r and less. A discrete version of ∇ w v for v ∈ W(T ), denoted by ∇ w,r,T v, is defined as the unique polynomial-
which, from the usual integration by parts, gives
) into polygons in 2D or polyhedra in 3D which is shape regular described as in [43] . Denote by E h the set of all edges or flat faces in T h and E 0 h = E h \ ∂Ω the set of all interior edges or flat faces. Denote by h T the meshsize of T ∈ T h and h = max T ∈T h h T the meshsize of the partition T h .
For any integer j ≥ 0, denote by W j (T ) the local space of discrete weak functions; i.e.,
Patching W j (T ) over all the elements T ∈ T h through a common value v b on the interior interface E 0 h yields a global weak finite element space W j,h . Let W 0,Γ+ j,h be the subspace of W j,h with vanishing boundary values on Γ + ; i.e.,
For any integer k ≥ 1, let M k−1,h be the space of piecewise polynomials of degree k − 1; i.e.,
The discrete weak gradient ∇ w,r,T shall be taken in the polynomial subspace P r (T ) with r = k − 1. For simplicity of notation and without confusion, denote by ∇ w σ the discrete weak gradient ∇ w,k−1,T σ for any σ ∈ W j,h computed by (2.1) on each element T ; i.e.,
For any ρ, σ ∈ W j,h and v ∈ M k−1,h , we introduce the following bilinear forms
with τ ≥ 0 being a parameter.
The numerical scheme for the linear convection equation (1.1) in divergence form based on the variational formulation (1.2) in the framework of primal-dual approach is given as follows:
4. Solution Existence and Uniqueness. The following is the adjoint problem for the linear transport equation: For a given θ ∈ L 2 (Ω), find Ψ such that
The adjoint problem (4.1)-(4.2) is said to have the H γ -regularity with some parameter γ ∈ (0, 1] if it has a solution Ψ ∈ H γ (Ω) satisfying
with a generic constant C.
For simplicity, we now introduce several L 2 projection operators. On each element T , denote by Q 0 the L 2 projection operator onto P j (T ). For each edge or face e ⊂ ∂T , denote by Q b the L 2 projection operator onto P j (e). For any w ∈ H 1 (Ω), we use Q h w to denote the L 2 projection of w in the finite element space W j,h given by
2 projection operators Q h and Q h satisfy the following commutative property:
For the convenience of analysis, in what follows of this paper, we assume that the convection vector β and the reaction coefficient c are both piecewise constants with respect to the partition T h . However, all the analysis and results can be generalized and extended to piecewise smooth cases for the convection vector β and the reaction coefficient c. Proof. It suffices to show that the homogeneous problem of (3.5)-(3.6) has only the trivial solution. To this end, we assume f = 0 and g = 0. By letting v = u h and σ = λ h in (3.5) and (3.6), we obtain s(λ h , λ h ) = 0, which implies λ 0 = λ b and β · ∇λ 0 − cλ 0 = 0 on each ∂T . It follows that Next, substituting λ h ≡ 0 into (3.5) gives
From the usual integration by parts and (2.1) we obtain 0 =b(u h , σ) 
with n 1 and n 2 being the unit outward normal directions to ∂T 1 and ∂T 2 , respectively, and
on each e ⊂ E h \ Γ + , we may rewrite (4.6) as follows: • if j = k − 1, then the PD-WG algorithm (3.5)-(3.6) has one and only one solution for any non-negative value of the stabilizer parameter τ ≥ 0.
• if additionally the dual problem (4.1)-(4.2) has the H γ -regularity (4.3) with some 0 < γ ≤ 1, then the PD-WG algorithm (3.5)-(3.6) has a unique solution for any τ = 0 and j = k − 1, k provided that the meshsize h < h 0 holds true for a sufficiently small, but fixed h 0 > 0.
Proof. It suffices to show that the homogeneous problem of (3.5)-(3.6) has only the trivial solution. To this end, we assume f = 0 and g = 0. By letting v = u h and σ = λ h in (3.5) and (3.6) we arrive at s(λ h , λ h ) = 0, which implies λ 0 = λ b on each ∂T for any τ ≥ 0. It follows from (3.6) and (2.2) that
where we have used λ 0 = λ b on each ∂T . By taking v = β · ∇λ 0 − cQ h λ 0 we obtain
where θ = c(Q h λ 0 − λ 0 ). . In this case, we use the H γ -regularity assumption (4.3) and the error estimate for the L 2 projection operator Q h to obtain
This implies that λ 0 ≡ 0 in Ω provided that the meshsize h < h 0 holds true for a sufficiently small but fixed h 0 > 0 such that Ch γ < 1.
For both cases, from λ 0 = λ b on each ∂T , we obtain λ b ≡ 0 so that λ h ≡ 0 is verified.
The proof of u h ≡ 0 in Ω can be easily carried out by using exactly the same argument for obtaining u h ≡ 0 in Theorem 4.2. Details are thus omitted here. This completes the proof.
5. Mass Conservation. The linear convection equation (1.1) can be rewritten in a conservative form as follows:
On each element T ∈ T h , we may integrate (5.1) over T to obtain the integral form of the mass conservation:
We claim that the numerical solution arising from the primal-dual weak Galerkin scheme (3.5)-(3.6) for the linear convection problem (1.1) retains the local mass conservation property (5.3) with a numerical flux F h . To this end, for any given T ∈ T h , by choosing a test function σ = {σ 0 , σ b = 0} in (3.5) such that σ 0 = 1 on T and σ 0 = 0 elsewhere, we obtain
It follows from (2.1) and the usual integration by parts that
where n is the outward normal direction to ∂T . The equation (5.4) implies that the primal-dual weak Galerkin algorithm (3.5)-(3.6) conserves mass with a numerical solution and a numerical flux given bỹ
It remains to show that the numerical flux F h ·n is continuous across each interior edge or flat face. To this end, we choose a test function σ = {σ 0 = 0, σ b } in (3.5) such that σ b is arbitrary on one interior edge or flat face e = ∂T 1 ∩ ∂T 2 , and σ b = 0 elsewhere, to obtain 0 =h
where we have used (2.1), n T1 and n T2 are the unit outward normal directions along e = ∂T 1 ∩ ∂T 2 pointing exterior to T 1 and T 2 , respectively. This shows that
and hence the continuity of the numerical flux along the normal direction on each interior edge or flat face.
The result can be summarized as follows.
Theorem 5.1. Let (u h ; λ h ) be the numerical solution of the linear convection model problem (1.1) arising from the primal-dual weak Galerkin finite element method (3.5)-(3.6). Define a new numerical approximation and a numerical flux function as follows:ũ
Then, the flux approximation F h is continuous across each interior edge or flat face in the normal direction, and the following conservation property is satisfied:
Error Equations. Let u and (u
be the exact solution of (1.1) and the numerical solution arising from the primal-dual weak Galerkin scheme (3.5)-(3.6), respectively. Note that the exact solution of the Lagrangian multiplier is λ = 0. The error functions for the primal variable u and the dual variable λ are thus given by
be the exact solution of (1.1) and the numerical solution arising from the primal-dual weak Galerkin scheme (3.5)-(3.6), respectively. Then, the error functions e h and h satisfy the following equations:
Proof. From (3.6) we have
which gives rise to the equation (6.2).
Next, by subtracting b(Q h u, σ) from both sides of (3.5) we arrive at
where we have used (2.2), the usual integration by parts, and the facts that ∇ · (βu) + cu = f , u = g on Γ − , and σ b = 0 on Γ + . This completes the proof of the lemma.
Some Technical Estimates.
Recall that T h is a shape-regular finite element partition of the domain Ω. For any T ∈ T h and φ ∈ H 1 (T ), the following trace inequality holds true [43] :
If φ is a polynomial on the element T ∈ T h , then from the inverse inequality we have [43] ,
The following defines a semi-norm in the finite element space M k−1,h :
Lemma 7.1. Assume that the solution of the linear transport problem (1.1) is unique. Then, the seminorm ||| · ||| M h given in (7.3) defines a norm in the linear space M h .
Proof. We shall only verify the positivity property for ||| · ||| M h . To this end, we assume that
h and βv · n = 0 on each e ⊂ Γ − . Therefore, we obtain ∇ · (βv) + cv = 0 in Ω and v = 0 on Γ − , which gives v ≡ 0 in Ω from the uniqueness assumption for the solution of the linear convection problem (1.1). This completes the proof of the lemma.
We further introduce a semi-norm in the weak finite element space W j,h as follows.
with τ ≥ 0 being the parameter in the stabilizer s T (·, ·) given in (3.3). It is readily seen that
, from the definition of the weak gradient (2.1) we have
where we have used σ b = 0 on Γ + in the last line. By settingσ v = {σ 0 ;σ b } wherẽ
. Now using the triangle inequality and the trace inequality (7.2) we obtain
∂T .
(7.8)
Moreover, we have from the inverse inequality that
It follows from (7.8) and (7.9) that (7.10)
Thus, combining (7.7) and (7.10) gives the inf-sup condition (7.6). This completes the proof of the lemma.
Error
Estimates. The goal of this section is to derive some error estimates for the solution of the primal-dual weak Galerkin algorithm (3.5)-(3.6) by using the error equations (6.1)-(6.2). 
be the exact solution of the linear convection problem (1.1) and its numerical approximation arising from the primal-dual weak Galerkin scheme (3.5)-(3.6). Assume that the solution u of (1.1) is sufficiently regular such that u ∈ ⊕
is a non-overlapping partition of the domain Ω. Then, the following error estimate holds true:
Proof. By letting σ = h in (6.1) and v = e h in (6.2), we arrive at
where
From the relation (7.5) and the above two equations we have
It follows from the Cauchy-Schwarz inequality, the trace inequality (7.1), (7.4), and (8.1) with m = k that
Analogously, we have from the standard Cauchy-Schwarz inequality and the estimate (8.1) with m = k that
which asserts the estimate for h in (8.3) . Observe that the left-hand side of (8.6) is zero for j = k − 1. Thus, the estimate (8.7) holds true without the factor τ
To estimate e h , from the inf-sup condition in Lemma 7.2 we have a functioñ σ ∈ W 0,Γ+ j,h such that
It follows from the error equation (6.1), the estimates (8.7) and (8.8) that 9) which gives rise to the estimate for e h in (8.3). Combining (8.7) with (8.9) completes the proof of the theorem.
9. Error Estimate in L 2 . We shall use the usual duality argument to establish an error estimate in L 2 . To this end, consider the problem of seeking φ such that
where η ∈ L 2 (Ω). The auxiliary problem (9.1)-(9.2) is said to satisfy a local H 1 -regularity if there exists a non-overlapping partition of the domain Ω = J i=1 Ω i such that the solution φ exists, φ ∈ H 1 (Ω i ) for all values of i, and
where C is a generic constant.
Denote by X * 1 the set of all functions η ∈ L 2 (Ω) so that the dual problem (9.1)-(9.2) has the local H 1 -regularity satisfying the estimate (9.3).
Theorem 9.1. Let u h ∈ M k−1,h be the numerical solution of the linear convection problem (1.1) arising from the PD-WG algorithm (3.5)-(3.6), with λ h ∈ W 0,Γ+ j,h being the numerical Lagrangian multiplier. Assume that the exact solution u is sufficiently regular such that u ∈ ⊕
Under the local H 1 -regularity assumption (9.3) for the dual problem (9.1)-(9.2), the following error estimate holds true:
Proof. For any σ = {σ 0 ; σ b } ∈ W 0,Γ+ j,h , we use (3.5), (1.1), and the usual integra-tion by parts to obtain
where we have used u = g on Γ − and σ b = 0 on Γ + in the last two lines. The last equation can be rewritten as follows
be the solution of the dual problem (9.1)-(9.2). By letting σ = Q h φ = {Q 0 φ, Q b φ} in (9.5) we have from (9.1), (4.4), and (9.5) that
where {I j } 3 j=1 represent the corresponding terms in the two lines above them. The rest of the proof is devoted to an analysis for the three terms I 1 , I 2 , and I 3 .
For the term I 1 , we use the Cauchy-Schwarz inequality, the triangle inequality, the trace inequality (7.1), the regularity assumption (9.3), and the estimate (8.2) with n = 0, and (9.1) to obtain
As to the second term I 2 , from the Cauchy-Schwarz inequality, the trace inequality (7.1), the estimate (8.1) with m = k, the estimate (8.2) with n = 0, and the regularity assumption (9.3), we obtain
Finally for the term I 3 , we have
(9.9) Substituting (9.7)-(9.9) into (9.6) yields
which, together with (8.3), gives
This completes the proof of the Theorem.
Numerical Experiments.
In this section, we shall numerically demonstrate the accuracy and order of convergence for the primal-dual weak Galerkin finite element method (3.5)-(3.6) through a series of numerical experiments. The finite element partition T h is generated through a successive uniform refinement of a coarse triangulation of the domain by dividing each coarse triangular element into four congruent sub-triangles by connecting the mid-points of the three edges of the triangular element.
The numerical experiments are conducted on both convex and non-convex polygonal domains. The convex domain is given by the unit square Ω 1 = (0, 1)
2 . The non-convex domains include two cases: (i) the L-shaped domain Ω 2 with vertices A 1 = (0, 0), A 2 = (2, 0), A 3 = (2, 1), A 4 = (1, 1), A 5 = (1, 2), and A 6 = (0, 2); (ii) the cracked square domain Ω 3 = (−1, 1)
2 \ (0, 1) × 0 with a crack along the edge (0, 1) × 0. The inflow boundary Γ − is determined by using the condition of β · n < 0 with n being the unit outward normal direction to ∂Ω. The right-hand side function f and the inflow Dirichlet boundary data g are chosen to match the exact solution u (if the exact solution u is known for the test problem).
The primal-dual weak Galerkin scheme (3.5)-(3.6) is implemented for the lowest order k = 1 and j = k. The finite element spaces for the primal variable u h and the Lagrangian multiplier λ h are specified respectively as follows:
Denote by u h ∈ M 0,h and λ h = {λ 0 , λ b } ∈ W 1,h the numerical solution arising from the PD-WG finite element scheme (3.5)-(3.6) with j = k = 1. The approximation u h for the primal variable is compared with the exact solution u on each element at the element center -known as the nodal point interpolation I h u. Note that the numerical Lagrangian multiplier λ h approximates the exact solution λ ≡ 0. The error functions are denoted as
The following L 2 norms are used to measure the error functions in the numerical tests: show that the convergence for u h in the discrete L 2 norm on the convex domain Ω 1 is at the rate of the optimal order O(h) for both τ = 1 and τ = 0, which is consistent with the theory. Tables 10.7-10.8 indicate that the PD-WG method appears to be convergent at a rate slightly higher than O(h) on the L-shaped domain Ω 2 . Table 10 .5 Numerical rates of convergence for exact solution u = sin(x) cos(y) on an unit square domain Tables 10.9-10.12 show the numerical performance on the unit square domain Ω 1 for various values of the stabilization parameter τ = 0, 0.001, 1, 1000. The exact solution is given by u = sin(πx) sin(πy), the convection vector is β = [1, 1] and the reaction coefficient is c = −1. Tables 10.9-10.11 demonstrate that the convergence rates for e h in the discrete L 2 norm are a bit higher than the expected optimal order O(h) for the case of τ = 0, τ = 0.001, and τ = 1. Observe from Tables 10.9-10.10 that the absolute error of e h is almost the same as the case of τ = 0 and τ = 0.001 when compared with the results obtained from the same mesh. The numerical results in Table 10 .12 indicate that the convergence rate for e h in the discrete L 2 norm is much higher than the optimal order O(h) for the stabilization parameter τ = 1000, while the absolute error of e h in this case is larger than the absolute errors of e h for the case of τ = 0, 0.001, 1 compared in the same mesh. For large values of the stabilization parameter τ , the rate of convergence for the Lagrangian multiplier λ h seems to suffer. This test suggests a preference of the PD-WG method with moderate values of the parameter τ . Table 10 .9 Numerical rates of convergence for exact solution u = sin(πx) sin(πy) on an unit square domain Table 10 .10 Numerical rates of convergence for exact solution u = sin(πx) sin(πy) on an unit square domain Table 10 .11 Numerical rates of convergence for exact solution u = sin(πx) sin(πy) on an unit square domain Table 10 .12 Numerical rates of convergence for exact solution u = sin(πx) sin(πy) on an unit square domain In Tables Table 10 .16 shows that the convergence rate for e h in the discrete L 2 norm is higher than O(h) when the stabilization parameter has the value τ = 1000. Note that the absolute error of e h in Table 10 .16 with τ = 1000 is bigger than those in Tables 10.13-10.15 when compared with the result obtained using the same mesh. Table 10 .14 Numerical rates of convergence for exact solution u = sin(πx) sin(πy) on the L-shaped domain Figure 10 .1 illustrates the numerical performance of the PD-WG method for a test problem with the following configuration: the domain is the unit square Ω 1 , the exact solution is u = sin(x) cos(y), the convection vector is β = [y − 0.5, −x + 0.5], the reaction coefficient c = 1, and the stabilizer parameters τ = 0, 1, 10000. Figure 10 .1 shows that the convergence rate for e h in the discrete L 2 norm is of order O(h 0.9 ) which is a bit lower than the expected optimal order O(h) when τ = 0 (left figure) and τ = 1 (middle figure) are employed. We conjecture that the slight deterioration on the convergence rate is caused by the rotational nature of the flow. The right figure in Figure 10 .1 indicates that the convergence rate for e h is of O(h 1.3 ) when τ = 10000, which is better than the theoretical prediction. In Figure 10 .2, we present some numerical results on the cracked square domain Ω 3 . The exact solution is chosen to be u = sin(x) sin(y). The convection vector is β = [y, −x] and the reaction coefficient is c = 1. Figure  10 .3 show the convergence rate for e h in the discrete L 2 norm arrives at an optimal order of O(h), which is in good consistency with the theory. ), sin(
1/h
e h order λ 0 order λ b order 1 0.Ω 1 : β = [1, 1], c = −1, τ = 0.001.Ω 1 : β = [1, 1], c = −1, τ = 1.Ω 1 : β = [1, 1], c = −1, τ = 1000.
The stabilization parameter assumes the values of τ = 1 and τ = 0. The numerical results in Fig. 10 .5 suggest a convergence rate of order O(h 1.3 ) for e h in the discrete L 2 norm, which is better than the theoretical result of O(h). ), sin(
The rest of the numerical tests shall assume no explicit formulation on the exact solution for the linear transport problem (1.1). The plot of the numerical solution u h arising from the PD-WG scheme (3.5)-(3.6) will be shown for each numerical experiment. To produce a smooth plot, we occasionally apply a post-processing technique to generate a post-processed approximation for the plotting purpose. The post-processed approximation has values on the vertices and the midpoint of each edge for each triangular element T ∈ T h . The value of the post-processed approximation at each vertex point is calculated as the simple average of u h on all the elements sharing the same vertex. Similarly, the value of the post-processed approximation at the midpoint of each edge is computed as the simple average of u h on the elements sharing the same edge. In what follows of this section, all the plots are based on the post-processed approximations for the PD-WG solution u h . Fig. 10.8 illustrates the contour plots of the numerical solution u h on the unit square domain Ω 1 with the following configuration: the convection vector β(x, y) is piece-wisely defined such that β(x, y) = [y + 1, −x − 1] if y < 1 − x and β(x, y) = [y − 2, 2 − x] otherwise, the reaction coefficient is c = 0, and the inflow boundary data is given by g = cos(5y). The stabilization parameter is set as τ = 0. Fig. 10 .8 presents the contour plots for the post-processed numerical solution u h with the load function f = 1 and f = 0, respectively. (1) the load function is given by f = 0 and f = 10000, respectively, (2) the convection vector is β(x, y) = [1, −1] for y < 1 − x and β(x, y) = [−1, 1] elsewhere, (3) the reaction coefficient is c = 1, (4) the inflow boundary data is g = sin(x) cos(y), and (5) the stabilization parameter is τ = 0. The left one in Fig. 10.11 is the contour plot of the numerical solution corresponding to the load function f = 10000, and the right one is the contour plot of the numerical solution for the load function f = 0.
In conclusion, the numerical performance of the PD-WG method (3.5)-(3.6) for solving the linear transport problem (1.1) is consistent with or better than what the theory predicts in earlier sections of this paper. The numerical results clearly reveal a convergence of the method at the optimal order. We thus claim that the PD-WG finite element method is a stable, convergent, and practically useful numerical scheme for linear transport problems. 
