In this paper, we discuss the difficulties of building reliable machine translation (MT) systems for the English-Irish (EN-GA) language pair. In the context of limited datasets, we report on assessing the use of backtranslation as a method for creating artificial EN-GA data to increase training data for use in state-ofthe-art data-driven translation systems. We compare our results to our earlier work on EN-GA machine translation (Dowling et al. 2016; 2017; 2018) showing that while our own systems underperform with respect to traditionally reported automatic evaluation metrics, we provide a linguistic analysis to suggest that future work with domain-specific data may prove more successful.
Investigating backtranslation for the improvement of English-Irish machine translation TEANGA 26, pp. 1-25 6 early days of uptake, partly due to the lack of data available to train it (CEF Digital 2019).
Unable to rely on using official EU translation data alone to train EN-GA MT systems, other methods must be employed in order to develop the size of GA datasets. Ireland's participation in the European Language Resource Coordination (ELRC) 6 is facilitating this development. The ELRC is a European Commission-led effort to collect language resources for official EU languages, with a view to ensuring that all EU Digital Service infrastructures (such as eJustice, eProcurement etc)
will be accessible in all EU languages via the eTranslation system. The ELRC has also made the collected data available within Ireland to improve MT at a national level. The extent to which the ELRC data collection efforts impact our research is discussed in Section 5.2.
Related Work in MT
As discussed in Section 1, currently the primary focus of the application of Irish MT is within the context of a professional translation workflow (involving post-editing by human translators), and as such, progress in this area in terms of advances in state-of-the-art approaches is of interest to us. For many years, there have been extensive studies to show how the integration of MT within such a workflow (often complementary to the use of translation memory (TM) tools) improves productivity, both in industry-based and in academic-based research (e.g. Arenas 2008; Etchegoyhen et al. 2014) .
With the introduction of deep learning methods in recent years, we have witnessed a breakthrough in the field of MT. NMT is increasingly showing more positive results and has been seen to outperform SMT across a number of language pairs and domains (Bojar et al. 2016 ). This has led to the need for subsequent studies examining the differences between the impact that 
Features of the Irish language that can pose a challenge for MT
As well as being a low-resource language, there are some linguistic features of the Irish language that pose a challenge for MT. In this section we outline some of the linguistic-based challenges that we have attempted to address.
One feature of Irish that can have an effect on EN-GA MT quality is its inflected nature. Irish words 7 http://www.statmt.org/wmt16/ can inflect for number, tense, person, case, mood and gender. Some ways that Irish words inflect include lenition (the infixing of a 'h' after the first consonant), eclipsis (a type of initial mutation where a letter is added to the beginning of the word) and slenderisation (changing a 'broad'
vowel ('a', 'o' or 'u') to a 'slender' vowel ('i' or 'e')). A typical example of noun inflection can be seen in Example (1), using the feminine noun 'beach', meaning bee. 8 As discussed in Section 2, this can lead to data sparsity wherein inflected words are seen infrequently in the training data and the incorrect inflection is often produced in the MT output. Inflection (bheach), eclipsis (mbeach) and slenderisation (beiche) can all be seen in this example.
( producing an MT output in the target language. This is then compared to the target-language portion of the test data to generate a BLEU score of between 0 and 100. The higher the score, the closer the MT output is to the reference translation. A shortcoming of BLEU is that it considers inflected words as being wholly different from their uninflected counterparts, and can sometimes penalise translation output too harshly as a result (Callison-Burch et al. 2006 ). For example, if an MT system were to output 'an beach*' as the translation for 'the bee' and the reference contained 'an bheach' then BLEU would consider 'beach' as being completely incorrect. It would score it identically if the MT output contained completely unrelated words such as 'an fear' ('the man'), 'an cáca' ('the cake'), 'an guthán ' ('the phone'), etc., even though it is clear to an Irish 8 For clarity, the inflection markers (letters) in each example are displayed in bold speaker that 'an beach' is more correct and would require much less post-editing effort. In this study we take steps towards addressing data sparsity by increasing the size of our datasets through the creation of artificial data with backtranslation.
Inflection can also be seen in Irish verbs. Example (2) shows the regular verb ceannaigh, 'to buy', inflecting for person and tense (in this case, the conditional mood). In this example, 'would buy'
in English could be translated in 5 different ways in Irish, depending on the context. This is called a 'one-to-many translation' where the MT system is expected to learn many possible translations for one input. This is another example of the aspect of data sparsity in EN-GA MT, where some but not all of the Irish forms may be present in the training data, as discussed in Section 2. One possible way to minimise the effects of cases like this would be to use byte pair encoding (BPE; verb-object (SVO) structure of English, as illustrated in Figure 3 . implemented a 6-gram language model in their SMT systems. We apply the same language model in our own experiments reported here.
(3) Chuala an fear leis an bhféasóg scéal nua.
Heard the man with the beard story new.
'The man with the beard heard a new story.'
This issue of MT of languages with different word orders is exacerbated when translating more complex sentences. For example, in Irish, there are two forms of the verb 'to be', the substantive verb and the copula. A sentence with a copula construction can be seen in Example (4). When compared to Example (5) which uses the copula, the English sentence structures are very similar, whereas the Irish sentences are very different, with Example (5) using the substantive verb ('tá').
It is clear that this would be a difficult scenario for MT to consistently translate correctly.
However, while SMT has earned the reputation of outputting sometimes overly-direct translations, NMT is much better equipped to identify context-dependent patterns. This leads us to predict that NMT may be more successful than SMT at identifying the cases in which the copula, rather than the substantive verb, is the correct structure to produce. It is our hope that, by increasing parallel data through collection efforts and backtranslation, there will be sufficient EN-GA data to build NMT systems that are better equipped to identify and produce these constructions.
(4) Is scoláire í
Is scholar she
'She is a scholar.'
(5) Tá sí beo Is she alive 'She is alive.'
We note that this is not an exhaustive list of the complex Irish features that can have an impact on MT, rather the specific ones that we have taken steps to address to date.
Data
As mentioned in Section 2, both SMT and NMT rely on large amounts of bilingual data to train a system. A lack of suitable training data can lead to poor quality MT systems. In addition, many recent techniques for improving MT quality, especially those pertaining to NMT, require a large amount of data before their benefits can be seen. Therefore, a crucial step in the development of EN-GA MT is to gather and curate suitable EN-GA data resources. (2017) and (2018).
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Test data
In order to test the Tapadóir system, in previous work we held out a random sample of 1,500 sentence pairs received from DCHG from the training set to form the test set. The test set is therefore domain-specific, and representative of the type of texts the Tapadóir system is expected to translate (letters, reports, press releases, etc.). We use the same test set in our current study in order to make a clear comparison.
Back Translation Experiment Set-Up
While data collection efforts are extremely important in the context of resource-poor MT, it can and rural development in Ireland. be time-consuming and not always result in an improvement in the quality of MT output. The creation of artificial data is a quick, experimental way of increasing the amount of bilingual data available for a language pair. This section describes the methodology used for the creation of EN-GA artificial data through backtranslation.
Data
The data used for building the GA-EN SMT system is listed in Table 2 (the same as that used by Dowling et al. (2018) , which is in the public administration domain, specifically DCHG). For consistency, the same datasets were used in the creation of the baseline NMT system, with the exception of monolingual data. Monolingual data is not usually used in the training of an NMT system. However, it is required for use in backtranslation experiments. It is preferable to use as large a corpus as possible in these experiments to maximise the amount of artificial parallel data created. Figure 4 illustrates a simplified version of the backtranslation method implemented. In Step (1), authentic parallel data (bilingual text usually translated by professional translators) is used to train a GA-EN SMT system. As shown in Step (2), a large monolingual corpus is then machinetranslated using this SMT system. This creates an artificial parallel corpus: genuine Irish language text on one side and machine-translated English text on the other. Finally, in
Setup and Methodology
Step (3), this artificial corpus is used to train an EN-GA NMT system. Being the largest corpus of monolingual Irish data, the NCI corpus (see Table 2 ) was identified as a suitable starting point for the creation of artificial bilingual data. Previous experiments (Dowling et al. 2018 ) suggest that SMT outperforms NMT when dealing with this language pair. For this reason, we translate the NCI corpus using a GA-EN SMT system. We then train EN-GA NMT systems using differing ratios of artificial data to authentic data. Applying a similar method to that used by Poncelas et al. (2018) , we first begin with a 1:1 ratio of artificial versus authentic training data, and iteratively add more data until the entire monolingual corpus has been fully translated and all artificial parallel data has been added to the training data. 
Results and Preliminary Analysis
The test set described in Section 5.3 was used to obtain BLEU scores for each backtranslation experiment. The results of these experiments are shown in Figure 5 , in which we also provide the baseline NMT score with no artificial data added (0:1 ratio) as reported by Dowling et al. (2018) .
These results show that, contrary to related research, the inclusion of back-translated data does not improve the BLEU score of EN-GA NMT when using these datasets and configuration. It can be seen from both Table 3 and Figure 5 , that the higher the ratio of artificial to authentic data, the more the MT output decreases in BLEU score. As a marker of sufficient BLEU quality, Escartin et al. (2015) indicate that for the Spanish-English pair, a BLEU score of 45+ can increase translator productivity. Although these experiments have not been repeated with EN-GA, we can take this score as a rough guideline. The BLEU scores achieved using backtranslation fall below this threshold, and continue to fall as more artificial data is added. This could indicate that the MT systems trained using backtranslation data would not be suitable in the post-editing workflow of a professional translator. Dowling et al. 2016 , 2017 and 2018 In order to gain a preliminary insight into specific changes in the MT output brought about by the introduction of backtranslated data, we performed a sentence-level BLEU analysis. This means that, rather than solely generating an overall BLEU score for the test document (as is the norm), an individual BLEU score is given for each sentence. This information can then be used to identify sentences with the biggest discrepancy in BLEU scores. In Example (6), 16 we see the evolution of a machine-translated sentence as more artificial data is introduced to the NMT training phase. It can be seen that the baseline system with no artificial data (0:1) matches the reference exactly, and so achieves a perfect BLEU score. With the first introduction of artificial data (1:1) we see that the translation output changes for the worse ('i', 'in' instead of 'mar', 'because') . This leads to a more literal translation, which is interesting because in general it is reported that NMT is better equipped to produce fluent, rather than literal, translations (Castilho et al. 2017) . The next highest ratio of artificial data (2:1) shows a similar output, though slightly more grammatical ('i' is inflected to be 'in' before a vowel). backtranslation to improve some parts of the MT output. An empirical study by Shterionov et al. (2018) shows that the disconnect between BLEU and human evaluation may be as much as 50%.
Way et al. (2019, to appear) highlight the shortcomings of BLEU and conjecture that other methods of evaluation will, particularly those tuned to NMT, will be necessary in the future. With BLEU offering only a small insight into the quality of MT, it will be important in future work to experiment with other automatic metrics, for example ChrF3 (Popovic 2015) a character-based metric that penalises less harshly than BLEU for small inflection errors. As well as automatic metrics, it will be vital to use more human evaluation to gain insights into the MT output quality.
Human evaluation can be used to ensure that the MT systems designed for public administration use will be optimised to enhance the task of specific human translators, and will not merely be tuned to automatic metrics. There are a variety of methods for human evaluation, not merely in the assessment of the quality of the output, but also in terms of assessing the suitability of MT systems in a post-editing environment (through the use of eye-tracking technology, calculating edit-distance, key-strokes etc., e.g. Castilho and Guerberof 2018).
In terms of demand for EN-GA MT, it is important to note that the derogation on the production of Irish-language documents within the EU is due to lift in 2021. Both nationally and at a European level, those tasked with EN-GA translation will need to look to technology to help increase productivity. It is vital, therefore, that MT resources are well-developed, up-to-date and designed accordingly to meet this demand.
