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Résumé
We study the spetral properties of the dilute Wigner random real
symmetri n× n matries Hn,p suh that the entries Hn,p(i, j) take zero
value with probability 1−p/n. We prove that under rather general ondi-
tions on the probability distribution of Hn,p(i, j) the semiirle law is valid
for the dilute Wigner ensemble in the limit n, p→∞. In the seond part
of the paper we study the leading term of the orrelation funtion of the
resolvent Gn,p(z) = (Hn,p − zI)
−1
with large enough |Imz| in the limit
p, n→∞, p = O(nα), 3/5 < α < 1. We show that this leading term, when
onsidered in the loal spetral sale, onverges to the same limit as that
of the resolvent orrelation funtion of the Wigner ensemble of random
matries. This shows that the moderate dilution of the Wigner ensemble
does not alter its universality lass.
1 Introdution
The initial interest in the spetral theory of large random matries has been
motivated by the stohasti approah to the desriptions of the energy spe-
trum of heavy nulei (see e.g. the olletion of early papers [22℄). Later random
matries of innitely inreasing dimensions have seen numerous appliations in
various branhes of theoretial and mathematial physis suh as statistial me-
hanis of disordered spin systems, solid state physis, quantum haos theory,
two-dimensional gravity (see monographs and reviews [3, 6, 10, 11℄). In mathe-
matis, the spetral theory of random matries has revealed deep links with the
orthogonal polynomials, integrable systems, representation theory, ombinato-
ris, non-ommutative probability theory and other theories [19℄.
The rst result of the spetral theory of large random matries was obtained
by E. Wigner in the middle of 50th [25℄ on the eigenvalue distribution of the
ensemble An of n× n real symmetri matries of the form
An(i, j) =
1√
n
a(i, j), i, j = 1, . . . , n, (1.1)
1
where {a(i, j), 1 ≤ i ≤ j ≤ n} are independent random variables. E. Wigner [25℄
proved that in the ase when random variables a(i, j) have symmetri probability
distribution with the seond moment v2 and suh that all random variables
a(i, j) have all moments nite, then the eigenvalue ounting funtion
σn(λ,An) =
1
n
♯{λ(n)j ≤ λ}, (1.2)
where λ
(n)
1 ≤ . . . ≤ λ(n)n denote the eigenvalues of An, weakly onverges in
average as n→∞ to the limiting funtion σsc(λ), with the derivative σ′sc(λ) =
ρsc of the semiirle form
ρsc(λ) = σ
′
sc(λ) =
1
2πv2
{√
4v2 − λ2, if |λ| ≤ 2v;
0, otherwise.
(1.3)
This limiting distribution (1.4) is referred to as the Wigner distribution and the
onvergene
σn(λ,An)→ σsc(λ) (1.4)
is known as the semiirle (or Wigner) law. Also the ensemble of random ma-
tries {An} (1.1) with jointly independent entered random variables aij having
the variane v2 is alled the Wigner ensemble. Wigner has proved onvergene
(1.4) with the help of the averaged moments of σn(λ,An) determined in natural
way by the traes of powers of An.
Another proof of the semiirle law (1.4) an by obtained in frameworks
of the resolvent approah introdued rst in the random matrix theory by
V. Marhenko and L. Pastur [18℄. Moreover, it an be shown that the norma-
lized trae of the resolvent gn(z) =
1
n Tr (A − z)−1 onverges to the Stieltjes
transform w(z) of σsc(λ) under muh more relaxed onditions than those of the
Wigner's original proof [18, 21℄.
The further progress in the studies of the resolvent of random matries of the
Wigner ensemble is related with the asymptoti expansions of the ovariane
funtion
Cn(z1, z2) = E{gn(z1)gn(z2)} −E{gn(z1)}E{gn(z2)} (1.5)
that is sometimes referred to as the orrelation funtion of the resolvent. In
paper [13℄, it is proved that if arbitrary distributed random variables aij have
the fth moment nite, then the asymptoti expansion of Cn(z1, z2) is given by
Cn(z1, z2) =
1
n2
f(z1, z2) + o(
1
n2
), |Im zj | > 2v, (1.6)
where the leading term f(z1, z2) depends on the limiting Stieltjes transform
w(z) and on the moments Ea(i, j)2 = (1 + δij)v
2
and V4 = Ea(i, j)
4
; the form
of this term is suh that in the loal saling limit the following onvergene holds
lim
n→∞
1
n2
f(λ− r
2n
+ i0, λ+
r
2n
− i0) = − 1
r2
, |λ| < 2v. (1.7)
This expression oinides with the averaged version of the density-density ova-
riane funtion obtained by F. Dyson for the Gaussian Orthogonal Ensemble of
random matries [7℄. The right-hand side of (1.7) does not depend on the mo-
ments V2l of random variables and this result supports the universality onje-
ture for the loal spetral properties of random matries in the bulk of the
spetrum.
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During two last deades, there is a growing interest to ertain versions of the
Wigner ensemble of random matries named by the dilute random matries (for
example, see the review [14℄). The spetral properties of this kind of ensembles
have been intensively studied numerially and analytially in theoretial physis
literature (see [8, 9, 23℄ for the earlier results and [12, 24℄ for the reent advanes
and referenes). In partiular, it is shown that in the limit of large n and not
too strong dilution the semiirle law is valid for the dilute Wigner ensembles
[23℄ ; also the universal behavior of the density-density orrelation funtion is
deteted on the theoretial physis level of rigour [9℄.
The aim of the present paper is two-fold. First, we prove the analog of the
statement (1.5) for the dilute Wigner ensembles of random matries suh that
aij belong to fairly wide lasses of random variables. To do this, we develop the
umulant expansions approah proposed in [13℄ to study the resolvent of the
Wigner random matries. In the seond part of the present paper, we use the
tehnique developed and prove analogs of relation (1.6) for the dilute Wigner
random matries. We show that in ertain asymptoti regimes the analogs of
the universality relation (1.7) are true. This allows one to onlude about the
universality of the loal spetral statistis of dilute Wigner random matries.
The outline of this paper is as follows. In Setion 2, we dene the dilute
Wigner random matrix ensemble Hn,p and formulate our main results. In Se-
tion 3 we prove the semiirle law. In Setion 4 we study the orresponding
orrelation funtion Cn,p(z1, z2) of the resolvent Gn,p(z) = (Hn,p − zI)−1 we
show that the variane of the normalized trae of the resolvent Vargn,p(z) is
bounded by (np)−1 ; also we nd the leading terms of Cn,p(z1, z2). In Setion 5
we prove the auxiliary statements used in Setion 4. In Setion 6 we study the
asymptoti properties of the leading terms of Cn,p(z1, z2) and prove analogs of
relation (1.7).
2 Main results and the sheme of the proofs
2.1 Dilute Wigner ensemble of random matries
Let us onsider a family of independent Bernoulli random variables Dn,p =
{dn,p(i, j) : 1 ≤ i ≤ j ≤ n} with the law
dn,p(i, j) =
{
1 with probability p/n
0 with probability 1− p/n, 0 < p ≤ n
that is independent of the family of independent random variables An. We
assume that An and Dn are dened on the same probability spae (Ω, F,P) and
we denote by E{.} the mathematial expetation with respet to P.
We assume that the random variables aij satisfy onditions
Eaij = 0, Ea
2
ij = (1 + δij) v
2, (2.1)
where δij is the Kroneker symbol. In what follows, we require the existene of
several more absolute moments of a(i, j) that we denote by
µr = sup
1≤i≤j≤n
E{|a(i, j)|r},
where the upper bound for r is to be speied.
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We dene the dilute Wigner ensemble as the family of real symmetri n×n
random matries Hn,p of the form
Hn,p(i, j) =
1√
p
a(i, j)dn,p(i, j), 1 ≤ i ≤ j ≤ n (2.2)
and onsider the resolvent
Gn,p(z) = (Hn,p − z)−1, Im z 6= 0. (2.3)
The normalized trae of the resolvent gn,p(z) = n
−1
TrGn,p(z) represents the
Stieltjes transform of the normalized eigenvalue ounting funtion σ(λ;Hn,p)
(1.2)
gn,p(z) =
1
n
TrGn,p(z) =
∫
dσ(λ,Hn,p)
λ− z , Im z 6= 0.
We study asymptoti behavior of gn,p(z) in the limit n, p→∞, for z ∈ Λη,
Λv = {z ∈ C : |Im z| ≥ 2v + 1}. (2.4)
Our rst statement generalizes the result about the semiirle law in dilute
Wigner ensemble of random matries obtained under more restritive onditions
[14℄.
Theorem 2.1 If the family of random variables An (2.1) is suh that µ2+ρ <∞
with ρ > 0, then gn,p(z) determined by (2.2) and (2.3) onverges in probability :
P − lim
n,p→∞
gn,p(z) = w(z), z ∈ Λv, (2.5)
where the funtion w(z) veries equation
w(z) =
1
−z − v2w(z) , Im z 6= 0; (2.6)
w(z) uniquely determines the semiirle distribution (1.3) being its Stieltjes
transform and therefore (2.5) implies the weak onvergene in probability
σ(λ;Hn,p)→ σsc(λ), n, p→∞.
The proof of Theorem 2.1 is based on the following two asymptoti relations :
lim
n,p→∞
E{gn,p(z)} = w(z), z ∈ Λv (2.7)
and
Var{gn,p(z)} = o(1), z ∈ Λv, as n, p→∞. (2.8)
Indeed, onvergene (2.5) an be dedued from (2.7) and (2.8) with the help of
the standard arguments (see for example [1℄ or [16℄).
The further improvement of (2.8) is related with the asymptoti properties
of the resolvent ovariane funtion
Cn,p(z1, z2) = E{gn,p(z1)gn,p(z2)} −E{gn,p(z1)}E{gn,p(z2)}.
Let us formulate orresponding statement.
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Theorem 2.2 Let An be suh that, in addition to (2.1), the following properties
are veried :
E{a(i, j)3} = E{a(i, j)5} = 0, E{a(i, j)4} = V4(1 + δij)2, (2.9)
and µ14 <∞. Then in the limit n, p→∞ suh that
p = O(nα), 3/5 < α ≤ 1, (2.10)
equality
Cn,p(z1, z2) =
2v2
n2
S(z1, z2) +
(
2V4
np
− 6v
4
n2
)
T (z1, z2) + o(n
−2) (2.11)
holds for all zl ∈ Λv with S and T given by the formulas
S(z1, z2) =
1
(1− v2w21)(1 − v2w22)
(
w1 − w2
z1 − z2
)2
, (2.12)
and
T (z1, z2) =
w31w
3
2
(1− v2w21)(1 − v2w22)
, (2.13)
where w1 = w(z1) and w2 = w(z2) are the solutions of (2.6).
Let us disuss results of Theorem 2.2. If one onsiders the partiular ase of
(2.10) when p = n, then (2.12) turns into equality
Cn,p(z1, z2) =
2
n2
(
v2S(z1, z2) +K4T (z1, z2)
)
+ o(n−2), (2.14)
whereK4 = V4−3v4 is the fourth umulant of the random variable aij . Relation
(2.14) oinides with that derived in [13℄ for the resolvent ovariane funtion of
the Wigner ensemble that one gets fromHn,p (2.2) when taking p = n. Therefore
Theorem 2.2 generalizes the results of [13℄.
It was shown in [13℄ that in the loal saling limit in the bulk of the spetrum
z1 = λ+
r
2n
+ i0, z2 = λ− r
2n
− i0 and λ ∈ (−2v, 2v), (2.15)
the leading term of (2.14) onverges to the expression (f. (1.7))
2
n2
(
v2S(z1, z2) +K4T (z1, z2)
)→ − 1
r2
, (2.16)
where the term with K4 does not ontribute.
In Setion 6 we show that the leading term of Cn,p(Z1, z2) (2.11) exhibits
the same asymptoti behavior in the loal saling limit (2.15) as the leading
term of the resolvent ovariane funtion of the Wigner ensemble (2.16). This
shows that the dilute random matries onsidered in the limit of the moderate
dilution (2.10) belong to the universality lass of Wigner (non-diluted) random
matries. The lower band 3/5 in (2.10) is due to the tehnial restritions related
with the umulant expansions we use. We disuss this question in more details
at the end of the paper. Pushing forward this order of the one ould derease
the value of the exponent α (2.10). But this demands under more omputations
than of the present paper.
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2.2 Cumulant expansions and resolvent identities
We prove Theorem 2.1 and Theorem 2.2 by using the method proposed
in papers [13℄ and [16℄ and further developed in [1, 2, 15℄. The basi tools of
this method are given by the resolvent identities ombined with the umulant
expansions tehnique. In present setion we present these tehnial tools and
explain the sheme of the proofs of Theorems 2.1 and 2.2.
2.2.1 The umulant expansions formula
Let us onsider a family {Xt : t = 1, . . . ,m} of independent real random
variables dened on the same probability spae suh that E{|Xt|q+2} < ∞
for some q ∈ N and t = 1, . . . ,m. Then for any omplex-valued funtion
F (u1, . . . , um) of the lass C∞(Rm) and for all j, one has
E{XtF (X1, . . . , Xm)} =
q∑
r=0
K
(Xt)
r+1
r!
E
{
∂rF (X1, . . . , Xm)
(∂Xt)r
}
+ ǫq(Xt), (2.17)
where K
(Xt)
r = Cumr(Xt) is the r-th umulant of Xt and the remainder ǫq(Xt)
an be estimated by inequality
|ǫq(Xt)| ≤ Cq sup
U∈Rm
|∂
q+1F (U)
∂uq+1t
|E{|Xt|q+2}, (2.18)
where Cq is a onstant. Relations (2.17) and (2.18) an be proved by multiple
using of the Taylor's formula [1℄ or by using the harateristi funtions method
(see for example, [13℄).
Remarks.
1) The umulants K
(Xt)
r an be expressed in terms of the moments of X− t ;
in partiular,
K
(Xt)
1 = µ˘1, K
(Xt)
2 = µ˘2 − µ˘21, where µ˘r = E(Xrt ) (2.19)
Regarding the right-hand side of (2.17) with q = 1, we see that the remainder
ǫ1(Xt) is given by the following relation
ǫ1(Xt) = −K(Xt)2 E
{
Xt
∂2F (x˜
(2)
t )
∂X2t
}
− K
(Xt)
1
2
E
{
X2t
∂2F (x˜
(1)
t )
∂X2t
}
+
1
2
E
{
X3t
∂2F (x˜
(0)
t )
∂X2t
}
. (2.20)
2) In present paper we are mostly related with the ase when E(Xt) =
E(X3t ) = E(X
5
t ) = 0. Then K
(Xt)
1 = K
(Xt)
3 = K
(Xt)
5 = 0 and
K
(Xt)
2 = µ˘2, K
(Xt)
4 = µ˘4 − 3µ˘22, K(Xt)6 = µ˘6 − 15µ˘4µ˘2 + 30µ˘32. (2.21)
In this ase, the remainders ǫq(Xt) of (2.17) onsidered with q = 1, q = 3 and
q = 5 are as follows :
ǫ1(Xt) = −K(Xt)2 E
{
Xt
∂2F (x˜
(1)
t )
∂X2t
}
+
1
2
E
{
X3t
∂2F (x˜
(0)
t )
∂X2t
}
, (2.22)
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ǫ3(Xt) = −K
(Xt)
4
3!
E
{
Xt
∂4F (x˜
(2)
t )
∂X4t
}
− K
(Xt)
2
3!
E
{
X3t
∂4F (x˜
(1)
t )
∂X4t
}
+
1
4!
E
{
X5t
∂4F (x˜
(0)
t )
∂X4t
}
(2.23)
and
ǫ5(Xt) = −K
(Xt)
6
5!
E
{
Xt
∂6F (x˜
(3)
t )
∂X6t
}
− K
(Xt)
4
(3!)2
E
{
X3t
∂6F (x˜
(2)
t )
∂X6t
}
−K
(Xt)
2
5!
E
{
X5t
∂6F (x˜
(1)
t )
∂X6t
}
+
1
6!
E
{
X7t
∂6F (x˜
(0)
t )
∂X6t
}
, (2.24)
where for any given ν = 0, . . . , 3, x˜
(ν)
t is a real random variable that depends on
Xt and suh that |x˜(ν)t | ≤ |Xt|. In what follows, we omit the supersripts (Xt)
in the umulants and use the following denotation
∂rF (x˜
(ν)
t )
∂Xrt
=
[
∂rF
∂Xrt
](ν)
.
2.2.2 Resolvent identities
Given two n× n matries A and A˜ suh that A−1 and A˜−1 exist, we have
A−1 = A˜−1 − A˜−1(A− A˜)A−1 (2.25)
In the partiular ase, relation (2.25) leads to the resolvent identity
(h− zI)−1 =
(
h˜− zI
)−1
−
(
h˜− zI
)−1 (
h− h˜
)
(h− zI)−1 (2.26)
is valid. Regarding (2.26) with h˜ = 0 and denoting G = (h− zI)−1, we get
equality
G(i, j) = ξδij − ξ
n∑
s=1
G(i, s)h(s, j), ξ = −z−1, (2.27)
where h(i, j), i, j = 1, . . . , n are the entries of the matrix h, G(i, j) are the
entries of the resolvent G and δ denotes the Kroneker symbol.
Using (2.26) we derive for G = (h− zI)−1, |Im z| 6= 0 equality
∂G(s, t)
∂h(j, k)
= − 1
1 + δjk
[G(s, j)G(k, t) +G(s, k)G(j, t)] . (2.28)
We will also need two more formulas based on (2.28) ; these are expressions
for ∂2G(i, j)/∂h(j, i)2 and ∂3G(i, j)/∂3h(j, i). We present them later.
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2.2.3 The sheme of the proof of the semiirle law
Let us explain the main idea of the proof of Theorem 2.1 that follows the
lines of the paper [13℄. Here we onsider the ase when µ3 = supi,j E|aij |3 <∞.
Using (2.23) with h = Hn,p and denoting ξ = −z−1, we an write that
E{gn,p(z)} = ξ − ξ
n
n∑
i,j=1
E{Gn,p(i, j)Hn,p(j, i)}. (2.29)
To ompute E{Gn,p(i, j)Hn,p(j, i)}, we use relations (2.17) and (2.28) and
obtain the following expressions (to simplify formulas we omit here and everyw-
here below the subsripts n,p when no onfusion an arise) ;
• if j < i
E{G(i, j)H(j, i)} = K2(j, i)E
{
∂G(i, j)
∂H(j, i)
}
+ ǫ
(1)
ji
= −v
2
n
E{G(i, j)2 +G(i, i)G(j, j)} + ǫ(1)ji (2.30)
with
ǫ
(1)
ji = K2(j, i)E
{
H(j, i)
[
∂2G(i, j)
∂H(j, i)2
](1)}
+
1
2
E
{
H(j, i)3
[
∂2G(i, j)
∂H(j, i)2
](0)}
,
(2.31)
where we used the denotations of the end of subsetion 2.2.1.
In (2.30), we have used (2.28) in the form
E
{
∂Gn,p(i, j)
∂Hn,p(j, i)
}
= E
{
∂G(i, j)
∂h(j, i)
|h=Hn,p
}
.
Also we have taken into aount that
K2(j, i) = K2 (Hn,p(j, i)) =
1
p
E{a(j, i)2dn,p(j, i)2} = v
2
n
(1 + δji).
• If i < j, then using equality H(j, i) = H(i, j), we get
E{G(i, j)H(i, j)} = K2(i, j)E
{
∂G(i, j)
∂H(i, j)
}
+ ǫ
(2)
ij
= −v
2
n
E{G(i, j)2 +G(i, i)G(j, j)} + ǫ(2)ij , (2.32)
where ǫ
(2)
ij is given by (2.31) with Dji replaed by Dij .
• If j = i, then
E{G(i, i)H(i, i)} = K2 (H(i, i))E
{
∂G(i, i)
∂H(i, i)
}
+ ǫ
(3)
ii
= −2v
2
n
E{G(i, i)2}+ ǫ(3)ii , (2.33)
where ǫ
(3)
ii is given by (2.31) with Dji replaed by Dii.
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Substituting (2.30), (2.32) and (2.33) into (2.29), we obtain equality
E{g} = ξ + ξv
2
n
n∑
i,j=1
E{G(i, j)2 +G(i, i)G(j, j)} + ǫ (2.34)
with
ǫ = − ξ
n
n∑
i=1

∑
j<i
ǫ
(1)
ji +
∑
i<j
ǫ
(2)
ij + ǫ
(2)
ii

 .
It is not hard to see that the terms ǫ
(l)
ji , l = 1, 2, 3, z ∈ Λv (2.4) are bounded by
the same variable 2µ3(|Im z|3n√p)−1. We present the detailed omputations in
Setion 3. Then we an rewrite (2.34) in the form
E{gn,p(z)} = ξ + ξv2E{g2n,p(z)}+ ψn,p(z),
where ψn,p vanishes as n, p→∞ for all z ∈ Λv.
Assuming that the average E{(gn,p(z))2} fatorizes ( see (2.8)), we obtain
equality
E{gn,p(z)} = ξ + ξv2E{gn,p(z)}2 + ψ˜n,p(z),
where limn,p→∞ ψ˜n,p(z) = 0. Then one an onlude that E{gn,p(z)}) onverges
to the solution of the following equation (f. (2.6) and (2.7)) :
w(z) = ξ + ξv2w(z)2.
2.2.4 The leading terms of resolvent ovariane
In this subsetion we present the sheme of the omputation of the leading
terms of Cn,p(z1, z2) (2.11). Let us denote gl = gn,p(zl), l = 1, 2. Given a random
variable, we onsider its entered ounterpart, f0 = f −Ef . Using identity
E{f0g0} = E{f0g}, (2.35)
we rewrite C12 = Cn,p(z1, z2) as
C12 = E{g01g2} =
1
n
n∑
i=1
E{g01G2(i, i)}.
Applying the resolvent identity (2.27) to G2(i, i) = Gn,p(i, j; z2), we obtain
equality
C12 = −ξ2
n
n∑
i,j=1
E{g01G2(i, j)H(j, i)}. (2.36)
To ompute E{g01G2(i, j)H(j, i)}, we use again (2.17) and get relation
E{g01G2(i, j)H(j, i)} = K2E
{
∂
(
g01G2(i, j)
)
∂H(j, i)
}
+
K4
6
E
{
∂3
(
g01G2(i, j)
)
∂H(j, i)3
}
+ τij
where Kr is the r-th umulant of H(j, i) and τij vanishes. Using twie (2.28),
we onlude that
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∂{g01G2(i, j)}
∂H(j, i)
= g01
∂G2(i, j)
∂H(j, i)
+G2(i, j)
1
n
n∑
s=1
∂G1(s, s)
∂H(j, i)
= −g01[G2(i, j)2 +G2(i, i)G2(j, i)]−
2
n
G21(i, j)G2(i, j). (2.37)
Then we get equality
C12 = ξ2v
2
E{g01g22}+
ξ2v
2
n2
n∑
i,j=1
E{g01G2(i, j)2}+
2ξ2v
2
n3
n∑
i,j=1
E{G21(i, j)G2(i, j)}
− ξ2
6n
n∑
i,j=1
K4E
{
∂3
(
g01G2(i, j)
)
∂H(j, i)3
}
+Φn,p(z1, z2), (2.38)
where Φn,p(z1, z2), zl ∈ Λ an be shown to vanish in the limit n, p→∞.
Regarding the right-hand side of (2.38), we apply to the third term the
resolvent identity (2.25)
G1G2 =
G1 −G2
z1 − z2
as follows ;
TrG21G2 = TrG1
G1 −G2
z1 − z2 =
TrG21
z1 − z2 −
TrG1 − TrG2
(z1 − z2)2 . (2.39)
Using identity (2.35) that gives equality
E{g01g22} = 2E{g01g2}E{g2}+E{g01(g02)2} (2.40)
and taking into aount (2.39), we rewrite (2.38) in the form
C12 = 2ξ2v
2
E{g2}C12 + 2ξ2v
2
n2
[
1
n
E{TrG21}
z1 − z2 −
E{g1} −E{g2}
(z1 − z2)2
]
− ξ2
6n
n∑
i,j=1
K4E
{
∂3
(
g01G2(i, j)
)
∂H(j, i)3
}
+ Φ˜n,p(z1, z2). (2.41)
Elementary transformations of the terms in brakets based on onvergene (2.7)
and equality (2.6) allows one to reognize the terms S(z1, z2) and T (z1, z2) of
(2.12) and (2.13) that arise from the seond and the third terms of the the
right-hand side of (2.41).
3 Proof of Theorem 2.1
Let us introdue a family of independent real random variables Aˆn,p =
{aˆp(i, j) : 1 ≤ i ≤ j ≤ n} dened by
aˆp(i, j) = a(i, j)I{|a(i,j)|≤√p} =
{
a(i, j) if |a(i, j)| ≤ √p
0 if |a(i, j)| > √p, 0 < p ≤ n,
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where {a(i, j)} verify onditions of Theorem 2.1. We dene a real symmetri
n× n random matrix Hˆn,p by equality :
Hˆn,p(i, j) =
1√
p
aˆp(i, j)dn,p(i, j), 1 ≤ i ≤ j ≤ n
and onsider the resolvent Gˆn,p(z) = (Hˆn,p − z)−1, Im z 6= 0.
Regarding gˆn,p(z) = n
−1
Tr Gˆn,p(z), we prove in subsetion 3.1 that
lim
n,p→∞
E{gˆn,p(z)} = w(z) z ∈ Λv (3.1)
provided that the variane of gˆn,p vanishes ;
Var{gˆn,p(z)} = o(1), z ∈ Λv, as n, p→∞, z ∈ Λv. (3.2)
We prove (3.2) in subsetion 3.2.
At the end of this setion we show that
lim
n,p→∞
E|gˆn,p(z)− gn,p(z)| = 0, as n, p→∞, z ∈ Λv, (3.3)
where gn,p(z) is determined by (2.3). Then relations (2.7) and (2.8) follow from
(3.1) and (3.2) and Theorem 2.1 is proved.
The proofs of relations (3.1) and (3.2) represent the main subjet of this
setion. Let us start to perform this program. The last general remark is that in
what follows, we will use many times the following two elementary inequalities
|G(i, j)| ≤ ||G|| ≤ 1|Im z| , (3.4)
and
n∑
j=1
|G(i, j)|2 = ||G~ei||2 ≤ 1|Im z|2 , i = 1, . . . , n (3.5)
that hold for the resolvent of any real symmetri matrix. Here and below we
onsider ||e||22 =
∑
i |e(i)|2 and denote by ||G|| = sup||e||2=1 ||Ge||2 the orres-
ponding operator norm.
3.1 Main relation for E{gˆn,p(z)}
Regarding (2.27) with h = Hˆn,p, we an write that
E{gˆn,p(z)} = ξ − ξ
n
n∑
i,j=1
E{Gˆn,p(i, j)Hˆn,p(j, i)}. (3.6)
To ompute E{Gˆn,p(i, j)Hˆn,p(j, i)}, we use formula (2.17) with q = 1 and equa-
lity (2.28) (everywhere below, we omit the subsripts n,p when no onfusion an
arise). Then we get relation
E{Gˆ(i, j)Hˆ(j, i)} = Kˆ1(j, i)E{Gˆ(i, j)}+ Kˆ2(j, i)E
{
DjiGˆ(i, j)
}
+ ǫˆji (3.7)
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with
ǫˆji = −Kˆ2(j, i)E
{
Hˆ(j, i)
[
D2jiGˆ(i, j)
](2)}
−Kˆ1(j, i)
2
E
{
Hˆ(j, i)2
[
D2jiGˆ(i, j)
](1)}
+
1
2
E
{
Hˆ(j, i)3
[
D2jiGˆ(i, j)
](0)}
,
where we have denoted Drji = ∂
r/∂H(j, i)r and Kˆr(j, i) = Cumr
(
Hˆn,p(j, i)
)
.
Substituting (3.7) into (3.6) and taking into aount formula (2.28), we ob-
tain equality
E{gˆ} = ξ + ξv
2
n2
n∑
i,j=1
E{Gˆ(i, j)2 + Gˆ(i, i)Gˆ(j, j)}+R, (3.8)
where
R = − ξ
n
n∑
i,j=1
Kˆ1(j, i)E{Gˆ(i, j)}
+
ξ
n2
n∑
i,j=1
[Vˆ2(j, i)− v2]E{Gˆ(i, j)2 + Gˆ(i, i)Gˆ(j, j)} − ξ
n
n∑
i,j=1
ǫˆji (3.9)
with Vˆ2(j, i) = nK2(j, i)/(1 + δji).
Now we an rewrite (3.8) in the form
E{gˆ} = ξ + ξv2E{gˆ}2 +R+ φ1 + φ2, (3.10)
where
φ1 =
ξv2
n2
n∑
i,j=1
E{Gˆ(i, j)2} (3.11)
and
φ2 = ξv
2
(
E{gˆ2} −E{gˆ}2) . (3.12)
Let us show that the terms R and φl, l = 1, 2, vanish in the limit n, p→∞.
We start with R. Regarding the rst term of the right-hand side of (3.9) and
using (3.4), one obtains
| ξ
n
n∑
i,j=1
Kˆ1(j, i)E{Gˆ(i, j)}|
≤
n∑
i,j=1
√
p
ηn2
E
{
|a(j, i)|I{|a(j,i)|>√p}
|a(j, i)|1+ρ
√
p1+ρ
}
≤ µ2+ρ
η2pρ/2
. (3.13)
To estimate the seond term of the right-hand side of (3.9), we use (3.4), and
inequality
|Vˆ2(j, i)− v2| ≤ |E{aˆ(j, i)2} −E{a(j, i)2}|
≤ E
{ |a(j, i)|2+ρ
pρ/2
I{|a(j,i)|>√p}
}
≤ µ2+ρ
pρ/2
. (3.14)
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Regarding the third term of the right-hand side of (3.9) and taking into aount
equality
D2jiGˆ(i, j) =
1
(1 + δji)2
[2Gˆ(i, j)3 + 6Gˆ(i, i)Gˆ(j, j)Gˆ(i, j)], (3.15)
and estimate (3.4), we onlude that |D2jiGˆ(i, j)| ≤ 8|Im z|−3 and that
| ξ
n
n∑
i,j=1
ǫˆji| ≤ 4 |ξ|
n
n∑
i,j=1
(
sup
i,j
|D2jiGˆ(i, j)|
)
E{|Hˆ(j, i)|3} ≤ 24µ2+ρ
η4pρ/2
(3.16)
Now gathering relations given by (3.13), (3.14) and (3.16), we get the follo-
wing bound for R :
|R| = O
(
1
pρ/2
)
, as n, p→∞. (3.17)
Inequality (3.5) implies that
|φ1| ≤ v
2
η3n
, η = 2v + 1. (3.18)
To estimate φ2 (3.12), we use the elementary inequality |E{gˆ2} − E{gˆ}2| ≤
Var(gˆn,p(z)) and relation (3.2) that we prove in the next subsetion.
Relations (3.2), (3.17) and (3.18) show that
|R+ φ1 + φ2| = o(1), as n, p→∞. (3.19)
Then equality (3.10) and estimate (3.19) imply that E{gˆn,p(z)} → w(z),
z ∈ Λv, where w(z) is the solution of equation
w(z) = ξ + ξv2w(z)2,
suh that Imw(z) · Im z > 0, Im z 6= 0. This proves onvergene in average (3.6).
3.2 Estimate of Var{gˆn,p(z)}
Let us denote gˆl = n
−1
Tr Gˆn,p(zl), l = 1, 2. Then we an write relations
(.f. (2.36))
E{gˆ01 gˆ02} = E{gˆ01 gˆ2} = −
ξ2
n
n∑
i,j=1
E{gˆ01Gˆ2(i, j)Hˆ(j, i)}.
For eah pair (i, j), gˆ01Gˆ2(i, j) is a smooth funtion of Hˆ(j, i). Its derivatives
are bounded beause of equation (2.28) and (3.4). In partiular,
|D2ji{gˆ01Gˆ2(i, j)}| ≤ C
(|Im z1|−1 + |Im z2|−1)4,
where C is an absolute onstant.
Aording to the denition of Hˆ and the ondition µ2+ρ < ∞ of theorem,
the third absolute moment of Hˆ(j, i) is of order 1/(pρ/2n). Then we an apply
(2.17) with q = 1 to E{gˆ01Gˆ2(i, j)Hˆ(j, i)} and get relation
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E{gˆ01 gˆ2} = −
ξ2
n
n∑
i,j=1
Kˆ1(j, i)E{gˆ01Gˆ2(i, j)}
− ξ2
n
n∑
i,j=1
Kˆ2(j, i)E
{
D1ji
(
gˆ01Gˆ2(i, j)
)}
− ξ2
n
n∑
i,j=1
ǫˆ
′
ji, (3.20)
where Kˆr is the r-th umulant of Hˆ(i, j) and
|ǫˆ′ji| ≤ 4C
(|Im z1|−1 + |Im z2|−1)4 E|Hˆ(j, i)|3 ≤ 64Cµ2+ρ
η4npρ/2
. (3.21)
Using expression (2.37) and identity (2.40), we rewrite (3.20) in the form
E{gˆ01 gˆ2} = 2ξ2v2E{gˆ01 gˆ2}E{gˆ2}+ ξ2v2E{gˆ01(gˆ02)2}
+
ξ2
n2
n∑
i,j=1
V2(j, i)E{gˆ01Gˆ2(i, j)2}+R12,
where
R12 = −ξ2
n
n∑
i,j=1
Kˆ1(j, i)E{gˆ01Gˆ2(i, j)}+
ξ2
n2
n∑
i,j=1
[V2(j, i)−v2]E{gˆ01Gˆ2(i, i)Gˆ2(j, j)}
2ξ2
n3
n∑
i,j=1
V2(j, i)E{Gˆ21(i, j)Gˆ2(i, j)} −
ξ2
n
n∑
i,j=1
ǫˆ
(1)
ij . (3.22)
Introduing the auxiliary variable
qˆ2 =
ξ
1− 2ξv2E{gˆ2} , (3.23)
we an write the following relation
E{gˆ01 gˆ2} = qˆ2v2E{gˆ01(gˆ02)2}+
qˆ2
n2
n∑
i,j=1
V2(j, i)E{gˆ01Gˆ2(i, j)2}+
qˆ2
ξ2
R12. (3.24)
It is easy to see that
|qˆ2| ≤ 2|Imz2| z2 ∈ Λv. (3.25)
Then
|qˆ2v2E{gˆ01(gˆ02)2}+
qˆ2
n2
n∑
i,j=1
V2(j, i)E{gˆ01Gˆ2(i, j)2}|
≤ 4v
2
η2
(Var{gˆ1}Var{gˆ2})1/2 + 2µ2+ρ
nη3
(Var{gˆ1})1/2. (3.26)
To estimate R12 (3.22), we use inequality
n∑
i=1
E|Gˆb1(i, j)Gˆ2(i, j)| ≤
(
n∑
i=1
|Gˆb1(i, j)|2
)1/2( n∑
i=1
|Gˆ2(i, j)|2
)1/2
≤ 1
ηb+1
(3.27)
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with b = 2. Then omputations similar to those of subsetion 3.1 imply that
| qˆ2
ξ2
R12| ≤ C
[
1
pρ/2
+
1
n2
]
(3.28)
where C is a onstant.
Considering (3.24) with z = z1 = z¯2 and using (3.26) and (3.28), we get
inequality
Var{gˆ} ≤ 2v
2
η2
Var{gˆ}+ 4v
2
nη3
√
Var{gˆ}+ C
[
1
pρ/2
+
1
n2
]
.
Then (3.2) follows.
Let us prove (3.3). Using the resolvent identity (2.26), we an write that
gˆn,p(z)−gn,p(z) = 1
n
n∑
i,s,t=1
Gˆ(i, s)[H−Hˆ](s, t)G(t, i) = 1
n
n∑
s,t=1
(GGˆ)(s, t)[H−Hˆ ](s, t)
This relation together with (3.4) imply that
E|gˆn,p(z)− gn,p(z)| ≤ 1
η2n
√
p
n∑
s,t=1
E|a(s, t)− aˆ(s, t)|E|d(s, t)|
≤ 1
η2n
√
p
n∑
s,t=1
p
n
E
{
|a(s, t)|I{|a(s,t)|>√p} ·
|a(s, t)|1+ρ
√
p1+ρ
}
≤ µ2+ρ
η2pρ/2
.
Then relation (3.3) follows.
4 Correlation Funtion of the Resolvent
In this setion we give the omputations that represent the prinipal part of
the proof of Theorem 2.2. The auxiliary tehnial results will be proved in the
next setion.
4.1 The sheme of the proof of Theorem 2.2
Let us onsider (2.36) and apply (2.17) to E{g01G2(i, j)H(j, i)} with q = 5.
Taking into aount (2.9), we get relation
C12 = −ξ2
n
n∑
i,j=1
K2E
{
D1ji
(
g01G2(i, j)
)}− ξ2
6n
n∑
i,j=1
K4E
{
D3ji
(
g01G2(i, j)
)}
− ξ2
120n
n∑
i,j=1
K6E
{
D5ji
(
g01G2(i, j)
)}
+ τ, (4.1)
where
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τ =
ξ2
n
n∑
i,j=1
K6
5!
E
{
H(j, i)D6pi[g
0
1G2(i, j)]
(3)
}
+
ξ2
n
n∑
i,j=1
K4
(3!)2
E
{
H(j, i)3D6ji[g
0
1G2(i, j)]
(2)
}
+
ξ2
n
n∑
i,j=1
K2
5!
E
{
H(j, i)5D6ji[g
0
1G2(i, j)]
(1)
}
− ξ2
n
n∑
i,j=1
1
6!
E
{
H(j, i)7D6ji[g
0
1G2(i, j)]
(0)
}
. (4.2)
Let us note that
K2 =
v2
n
(1 + δji), K4 =
(
V4
np
− 3v
4
n2
)
(1 + δji)
2 =
∆
np
(1 + δji)
2
(4.3)
with
∆ = V4 − 3v4 p
n
and
K6 =
(
V6
np2
− 15V4v
2
n2p
+
30v6
n3
)
(1 + δji)
3 =
σ
np2
(1 + δji)
3
(4.4)
with σ = V6− 15V4v2pn−1+30v6p2n−2. In (4.2), we have denoted for eah pair
(j, i)
[g01G2(i, j)]
(ν) = {g(ν)}0ji(z1)G(ν)ji (i, j; z2), ν = 0, . . . , 3
and G
(ν)
ji (zl) = (H
(ν)
ji − zl)−1, l = 1, 2 with real symmetri
H
(ν)
ji (r, s) =
{
H(r, s) if (r, s) 6= (j, i)
H(ν)(j, i) if (r, s) = (j, i)
where |H(ν)(j, i)| ≤ |H(j, i)|, ν = 0, . . . , 3.
Regarding the rst term of the right-hand side of (4.1), we an use (2.37).
Taking into aount (4.3), we write that
−ξ2
n
n∑
i,j=1
K2E
{
D1ji
(
g01G2(i, j)
)}
= ξ2v
2
E{g01g22}+
ξ2v
2
n2
n∑
i,j=1
E{g01G2(i, j)2}
+
2ξ2v
2
n3
n∑
i,j=1
E{G21(i, j)G2(i, j)}.
Using this equality and relations (2.39), (2.40) and (4.4), and omputing the
partial derivatives with the help of (2.28), we get the following relation
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C12 = 2ξ2v
2
E{g2}C12 + 2ξ2v
2
n2
[
−E{g1} −E{g2}
(z1 − z2)2 +
1
n
E{ TrG21}
z1 − z2
]
+
2ξ2∆
n3p
n∑
i,j=1
E{G21(i, i)G1(j, j)G2(i, i)G2(j, j)} +
8∑
r=1
Yr +Υ+ τ (4.5)
with
Y1 = ξ2v
2
E{g01(g02)2},
Y2 =
ξ2v
2
n
E
{
g01
1
n
TrG22
}
,
Y3 =
ξ2∆
p
E

g01
(
1
n
n∑
i=1
G2(i, i)
2
)2
 ,
Y4 =
ξ2∆
n2p
n∑
i,j=1
(
E{g01G2(i, j)4}+ 6E{g01G2(i, j)2G2(i, i)G2(j, j)}
)
,
Y5 =
2ξ2∆
n3p
n∑
i,j=1
E{G21(i, j)G2(i, j)3 + 3G21(i, j)G2(i, j)G2(i, i)G2(j, j)},
Y6 =
2ξ2∆
n3p
n∑
i,j=1
E{G21(i, j)G1(i, j)G2(i, j)2 +G21(i, j)G1(i, j)G2(i, i)G2(j, j)}
+
2ξ2∆
n3p
n∑
i,j=1
E{G21(i, i)G1(j, j)G2(i, j)2},
Y7 =
2ξ2∆
n3p
n∑
i,j=1
E{G21(i, j)G1(i, j)2G2(i, j) +G21(i, i)G1(j, j)G1(i, j)G2(i, j)}
+
2ξ2∆
n3p
n∑
i,j=1
E{G21(i, j)G1(j, j)G1(i, i)G2(i, j)},
Y8 = −3ξ2∆
n2p
n∑
i=1
(
E{g01G2(i, i)4}+
1
n
E{G21(i, i)G2(i, i)3}
)
−3ξ2∆
n2p
n∑
i=1
(
1
n
E{G21(i, i)G1(i, i)2G2(i, i)}+
1
n
E{G21(i, i)G1(i, i)G2(i, i)2}
)
and
Υ = − ξ2
120n
n∑
i,j=1
σ(1 + δji)
3
np2
E
{
D5ji
(
g01G2(i, j)
)}
,
where τ is given by (4.2).
Let us disuss the struture of relation (4.5). We see that the rst term of
the right-hand side of (4.5) is expressed in terms of C12. This will nally give
a losed relation for C12. The seond and third terms of the right-hand side of
(4.5) give a non-zero ontribution to C12 that provides the expressions of the
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leading terms S(z1, z2) (2.12) and T (z1, z2) (2.13). We ompute this ontribution
in subsetion 4.3.
The three last terms of (4.5) ontribute as the terms of the order o(n−2)
in the limit (2.10). The following two statements give the detailed aount on
these vanishing terms.
Lemma 4.1 Under onditions of Theorem 2.2, the estimates
|Y1| = O
(
{Var(g1)}1/2[p−2 +Var(g2)]
)
, (4.6)
|Y2| = o
(
p−2n−1 + p−2{Var(g1)}1/2 + p−1{Var(g1)}1/2{Var(g2)}1/2
)
(4.7)
and
|Y3| = O
(
p−2{Var(g1)}1/2 + p−1{Var(g1)}1/2{Var(g2)}1/2
)
(4.8)
are true in the limit n, p→∞.
We postpone the proof of Lemma 4.1 to the next setion.
Lemma 4.2 Under onditions of Theorem 2.2, the estimates
max
r=4,...,8
|Yr| = O
(
n−1p−1[n−1 + {Var(g1)}1/2]
)
(4.9)
|Υ| = O
(
p−2[n−1 + {Var(g1)}1/2]
)
(4.10)
|τ | = o
(
n−1p−1[n−1 + {Var(g1)}1/2]
)
(4.11)
are true in the limit n, p→∞.
Proof of Lemma 4.2. We start with (4.9). Inequality (3.4) and (3.5) imply
that if zl ∈ Λv, then
|Y4| ≤ 7∆
η3n2p
n∑
i,j=1
E|g01G2(i, j)2| = O
(
1
np
{Var(g1)}1/2
)
.
Inequality (3.4) and (3.27) with b = 2 imply inequality |Y5| ≤ 8c∆/(η3n2p).
Using (3.4), (3.5) and (3.27) with b = 1, we obtain that the terms Y6, Y7 and
Y8 are all of the order indiated in (4.9).
Regarding (4.10), it is not hard to see that this result follows from the
estimate
E|D5ji{g01G2(i, j)}| = O
(
n−1 + {Var(g1)}1/2
)
(4.12)
in the limit n, p→∞ (2.10). Let us prove (4.12). Using (2.28) and (3.4), we get
relation
Dji{g01} =
1
n
n∑
t=1
Dji{G1(t, t)} = − 2
n
G21(i, j) = O
(
1
n
)
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for all z1 ∈ Λv. It is easy to show that
Drji{g01} = O
(
1
n
)
, r = 1, 2, . . . , z ∈ Λv. (4.13)
Then (4.12) follows from (4.13) and (3.4). Estimate (4.10) is proved.
To proeed with estimates of τ (4.2), then we use the following simple sta-
tement.
Lemma 4.3 [1℄ If zl ∈ Λη, l = 1, 2, under ondition of Theorem 2.2, the
estimates
Var([gn,p(zl)]
(ν)) = O
(
Var(gn,p(zl)) + p
−1n−2
)
, ν = 0, . . . , 3 (4.14)
and
D6ji
(
[g01G2(i, j)]
(ν)
)
= O
(
n−1|G(ν)2 (i, j)|+ |[g01 ](ν)G(ν)2 (i, j)|
)
, ν = 0, . . . , 3
(4.15)
are true in the limit n, b −→∞.
Lemma 4.3 is proved in [1℄. We do not present the details here.
Regarding the rst term of the right-hand side of (4.2) and using (4.14) and
(4.15), we obtain inequality
n∑
j=1
K6E|H(j, i)D6ji[g01G2(i, j)](3)| ≤
n∑
j=1
8σc
np2
(
µˆ1p
1/2
n2
+
µˆ
1/2
2
n1/2
(
Var([g1]
(3))
)1/2)
= o
(
1
np2
+
1
p2
(Var(g1))
1/2
)
, (4.16)
where c is a onstant. Repeating previous omputations of (4.16), we obtain
that
n∑
j=1
K4E|H(j, i)3D6ji[g01G2(i, j)](2)|+
n∑
j=1
K2E|H(j, i)5D6ji[g01G2(i, j)](1)|
= o
(
1
np2
+
1
p2
(Var(g1))
1/2
)
. (4.17)
Now, regarding the last term of (4.2) and using (4.15), we obtain inequality
1
n
n∑
i,j=1
E|H(j, i)7D6ji[g01G2(i, j)](0)|
≤ c1
n
n∑
i,j=1
(
E
|H(j, i)|7
n
+E|H(j, i)7[g01 ](0)||G(0)2 (i, j)|
)
, (4.18)
where c1 is a onstant. Regarding the last term of(4.18) and using (3.5) and
(4.14), we get
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1n
n∑
i,j=1
E|H(j, i)|7|[g01 ](0)||G(0)2 (i, j)| ≤
1
n
n∑
i,j=1
√
E|H(i, j)|14
√
E|[g0](0)|2|G(0)2 (i, j)|2
≤ µˆ
1/2
14
p3n
n∑
i=1
n∑
j=1
1√
n
√
E|[g0](0)||G(0)2 (t, s)|2 ≤
µˆ
1/2
14
p3n
n∑
i=1

 n∑
j=1
E|[g0](0)||G(0)2 (t, s)|2


1/2
≤ c2 µˆ
1/2
14
ηp3
(
Var([g1]
(0))
)1/2
≤ µˆ
1/2
14
ηp3
[(Var(g1))
1/2
+
1
p1/2n
],
where c2 is a onstant. Using this estimate and we rewrite (4.18) in the form
1
n
n∑
i,j=1
E|H(j, i)7D6ji[g01G2(i, j)](0)| ≤
c2µˆ7
np5/2
+ c1c2
µˆ
1/2
14
ηp3
(
(Var(g1))
1/2 +
1
p1/2n
)
= o
(
1
np2
+
1
p2
(Var(g1))
1/2
)
, (4.19)
where c is a onstant. Then (4.11) follows from the estimates given by relations
(4.19), (4.16) and (4.17). Lemma 4.2 is proved.
4.2 Estimate of the variane
Using the denition of q2 (3.23), we rewrite (4.5) in the form
C12 =
2v2
n2
Sn,p + 2
(
V4
np
− 3v
4
n2
)
Tn,p +
q2
ξ2
8∑
r=1
Yr +Υ+ τ, (4.20)
where
Sn,p = q2
[
−E{g1} −E{g2}
(z1 − z2)2 +
1
n
E{TrG21}
z1 − z2
]
(4.21)
and
Tn,p =
q2
n2
n∑
i,j=1
E{G21(i, i)G1(j, j)G2(i, i)G2(j, j)}. (4.22)
Using inequality (3.4) and (3.25), we obtain that∣∣∣∣2
(
V4
np
− 3v
4
n2
)
Tn,p(z1, z2)
∣∣∣∣ ≤ 4V4η6np + 12v
4
η6n2
, z1, z2 ∈ Λη. (4.23)
Lemma 4.1 and Lemma 4.2 together with (3.25) imply that∣∣∣∣∣q2ξ2
8∑
r=1
Yr +Υ+ τ
∣∣∣∣∣ ≤ c
(
1
np2
+
1
n2p
+
[
1
p2
+
1
np
]
{Var(g1)}1/2
)
+ c
(
{Var(g1)}1/2Var(g2) + 1
p
{Var(g1)}1/2{Var(g2)}1/2
)
, (4.24)
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where  is a onstant. Using this inequality and relation (2.10), (3.27) and (4.23),
we derive form (4.20) the following estimate
Var(gn,p(z)) ≤ A
p2
√
Var(gn,p(z)) +
B
np
with A and B that depend on z only. Sine Var(gn,p(z)) is bounded for all
z ∈ Λv, then we onlude that
V ar(gn,p(z)) = O
(
1
np
)
. (4.25)
Substituting this estimate into (4.24), we obtain that∣∣∣∣∣q2ζ2
8∑
r=1
Yr +Υ+ τ
∣∣∣∣∣ = O
(
1
p2
√
np
)
.
This fat together with the restrition (2.10) implies that
1
p2
√
np
≪ 1
n2
and that the estimate ∣∣∣∣∣q2ζ2
8∑
r=1
Yr +Υ+ τ
∣∣∣∣∣ = o
(
1
n2
)
(4.26)
holds. This proves (2.11).
4.3 Leading terms of orrelation funtion
To obtain the expliit expression for the leading term of Cn,p(z1, z2), it is
neessary to study in detail the variables Sn,p and Tn,p. Let us formulate the
orresponding statements.
Lemma 4.4 If zl ∈ Λv, l = 1, 2, then under onditions of Theorem 2.2, the
estimates
1
n
ETr G2l =
w2l
1− v2w2l
+O
(
1
p
)
(4.27)
and
1
n2
n∑
i,j=1
E{G21(i, i)G1(j, j)G2(i, i)G2(j, j)} =
w31w
2
2
1− v2w21
+O
(
1
p
)
(4.28)
hold in the limit n, p→∞ (2.10).
Proof of Lemma 4.4. We start with (4.27) and introdue the variable
M(z) = Mn,p(z) =
1
n
n∑
i,j=1
G(i, j)2.
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Applying identity (2.27) to G(i, j) and using formula (2.17) with q = 3, we get
relation
E{M(z)} = ξE{g(z)}+ 2ξv2E{M(z)g(z)}+ 2ξv
2
n2
n∑
i=1
G3(i, i) + γ0
with
γ0 =− ζ
6n
n∑
j,s=1
K4E
{
D3sj(G
2(j, s))
}
− ζ
n4!
n∑
j,s=1
E
{
H(s, j)5
[
D4sj(G
2(j, s))
](0)}
+
ζ
n3!
n∑
j,s=1
K2E
{
H(s, j)3
[
D4sj(G
2(j, s))
](1)}
+
ζ
n3!
n∑
j,s=1
K4E
{
H(s, j)
[
D4sj(G
2(j, s))
](2)}
, (4.29)
where Kr are the umulants of H(s, j) (4.3). Using identity (.f. (2.35))
E{fg} = E{fg0}+E{f}E{g}, (4.30)
we obtain the following relation for E{M(z)} :
E{M(z)} = ξE{g(z)}+ 2ξv2E{M(z)}E{g(z)}+ γ0 + γ1, (4.31)
where
γ1 = 2ξv
2
E{M(z)g0(z)}+ 2ξv
2
n2
n∑
i=1
G3(i, i).
Relations (3.4) and (4.25) imply the estimate
|γ1| ≤ 2v
2
η3
(
1√
np
+
1
nη
)
. (4.32)
Regarding relation (4.29) and using (2.28) and (3.4), one obtains that
max
r=3,4
(
sup
s,j
|DrsjG2(s, j)|
)
≤ c5
and that
|γ0| ≤ c5nK4
6η
+
|ζ|
n
n∑
j,s=1
sup
s,j
|D4sjG2(s, j)|E{|H(s, j)|5} ≤
c5nK4
6η
+
c5µ5
2ηp3/2
,
(4.33)
where c5 is a onstant. Relations (4.32) and (4.33) imply that
|γ0 + γ1| = O
(
1
p
)
, as n, p→∞. (4.34)
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Using this estimate and (2.7), we derive from (4.31) relation
E{M(z)} = ζw(z)[1 − 2ζv2w(z)]−1 +O
(
1
p
)
, z ∈ Λη.
Then (4.27) follows from this relation and equality (2.6).
Now we prove (4.28). Let us onsider variable
L(z1, z2) =
1
n2
n∑
i,j=1
E{G21(i, i)G1(j, j)G2(i, i)G2(j, j)}
Using (4.30), we obtain the following relation for L(z)
L(z1, z2) =
(
1
n
n∑
i=1
E{G21(i, i)G2(i, i)}
)
 1
n
n∑
j=1
E{G1(j, j)G2(j, j)}


+
1
n
n∑
i=1
E{G21(i, i)G2(i, i)B012},
where
B12 =
1
n
n∑
j=1
E{G1(j, j)G2(j, j)}. (4.35)
To proeed with the estimate of L(z1, z2), we use the following simple statement
that we prove in the next setion.
Lemma 4.5 If zl ∈ Λη, l = 1, 2, under onditions of Theorem 5.2.2, then the
estimates
Var{B12} = O
(
[p−1 + (Var{g1})1/2 + (Var{g2})1/2]2
)
, (4.36)
E{B12} = w1w2 +O
(
1
p
)
(4.37)
and
1
n
n∑
i=1
E{G21(i, i)G2(i, i)} =
w21w2
1− v2w21
+O
(
1
p
)
(4.38)
hold in the limit n, p→∞ (2.10).
Now (4.28) follows from Lemma 4.5 and the denition of L(z1, z2). Lemma
4.4 is proved. 
Proof of Theorem 5.2.2. Let us omplete the proof of Theorem 2.2. It is easy
to see that if z2 ∈ Λη, then the denition of q2 (3.23), the onvergene (2.7) and
equation (2.6) imply that
lim
n,p→∞
qn,p(z2) =
w2
1− v2w22
, z2 ∈ Λη. (4.39)
Finally, using Lemma 4.4 and relations (2.7) and (4.39), we derive from (4.20)
relations (2.11), (2.12) and (2.13). Theorem 2.2 is proved. 
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5 Proof of Auxiliary Statement
The main goal of this setion is to prove Lemmas 4.1 and 4.5.
5.1 Proof of Lemma 4.1
5.1.1 Estimate of Y1 (4.6)
Variable Y1 = ξv
2
E{g01(g02)2} (4.5) admits the obvious bound
|Y1| ≤ v
2
η
√
Var{g1}
√
E|g02 |4. (5.1)
To proeed with (5.1), we prove the following statement.
Lemma 5.1 If z ∈ Λv, then under onditions of Theorem 2.2, the estimate
E|g0n,p(z)|4 = O
(
[p−2 +Var{gn,p(z)}]2
)
(5.2)
is true in the limit n, p→∞ (2.10).
Let us note that the estimate (4.6) follows from inequality (5.1) and (5.2).
Proof of Lemma 5.1. Let us onsider the average
W = E{g01g02g03g04} =
1
n
n∑
t=1
ET 0G4(t, t)
with T = g01g
0
2g
0
3 . We apply to G4(t, t) the resolvent identity (2.26) and obtain
relation
W = −ξ4
n∑
t,s=1
E{T 0G4(t, s)H(s, t)}.
Applying (2.17) with q = 3 to E{T 0G4(t, s)H(s, t)} and taking into aount
(2.28), we get relation
W = ξ4v
2
E{T 0(g4)2}+ ξ4v2E{T
0
n2
n∑
t,s=1
G4(t, s)
2}
+
2ξ4v
2
n3
∑
(i,j,k)
E
(
g0i g
0
j
n∑
t,y,s=1
Gk(y, s)Gk(t, y)G4(t, s)
)
− ξ4
n
n∑
t,s=1
K4
6
E
{
D3st
(
T 0G4(t, s)
)}
+Ω (5.3)
with
Ω = − ξ4
n4!
n∑
t,s=1
E
{
H(s, t)5[D4si(T
0G4(t, s))]
(0)
}
+
ξ4
n
n∑
t,s=1
K2E
{
H(s, t)3[D4si(T
0G4(t, s))]
(1)
}
+
ξ4
n3!
n∑
t,s=1
K4E
{
H(s, t)[D4si(T
0G4(t, s))]
(2)
}
, (5.4)
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where Kr are the umulants of H(s, t) as in (4.3). In (5.3), we introdue the
notation ∑
(i,j,k)
F (i, j, k) = F (1, 2, 3) + F (1, 3, 2) + F (2, 3, 1).
Applying to the rst term of the RHS of (5.3) relation (2.39) and using the
denition of q4 (3.23), we obtain that
W = q4v
2
E{T 0(g04)2}+ q4v2E{
T 0
n2
n∑
t,s=1
G4(t, s)
2}
+
2q4v
2
n3
∑
(i,j,k)
E
(
g0i g
0
j
n∑
t,y,s=1
Gk(y, s)Gk(t, y)G4(t, s)
)
+ Ω˜,
where
Ω˜ = −q4
n
n∑
t,s=1
K4
6
E
{
D3st(T
0G4(t, s))
}
+
q4
ξ4
Ω. (5.5)
Regarding Gk(t, ·) and G4(t, ·) in the third term of the RHS of (??) as a vetors
in n-dimensional spae, we derive from estimate (3.5) that∣∣∣∣∣
n∑
y,s=1
Gk(y, s)Gk(t, y)G4(t, s)
∣∣∣∣∣
≤ ||Gk||
(
n∑
y=1
|Gk(t, y)|2
)1/2( n∑
s=1
|G4(t, s)|2
)1/2
≤ 1
η3
. (5.6)
Now gathering relation given by (3.4), (3.5),(3.25), (5.6) and
E|T 0(g04)2| ≤
2
η
[E|T |E|g04|+E|Tg04|]
imply the following inequality for W :
|W | ≤ 4v
2
η2
E|Tg04|+
4v2
η2
E|T |E|g04|+
4v2
η3n
E|T |+ 12v
2
η4n2
E|g0i g0j |+ |Ω˜|. (5.7)
Heneforth, for sake of larity, we onsider G = G1 = G3 = G¯4 = G¯2, then we
get T = (g0)2g¯0 and
E|T | ≤
√
E|g0|2
√
E|g0|4 =
√
Var{g}
√
Var{W}. (5.8)
Let us assume for the moment that
|Ω˜| = O
(
1
pn3
+
1
p3n2
+
√
Var(g)
pn2
+
Var(g)
np
+
√
Var(g)
√
W
p
+
√
W
p2
)
.
(5.9)
Now returning to (5.7) and gathering estimates given by relations (3.4), (5.8)
and (5.9) imply the following estimate
W ≤ A1
(
1
p
+
√
Var(g)
)2√
W +
A2
np
(
1
p
+
√
Var(g)
)2
,
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where A1, A2 are a onstants. Then we obtain (5.2).
To omplete the proof of Lemma 5.1, let us prove (5.9). To do this, we use
the following statements.
Lemma 5.2 If z ∈ Λη, then under onditions of Theorem 2.2 the estimates
D3st{T 0G¯(t, s)} = O
(
n−3 + n−2|g0|+ n−1|g0|2 + |T 0|) , (5.10)
[D4st(T
0G¯(t, s))](ν) = O
({
n−3 + n−2|[g0](ν)|+ n−1|[g0](ν)|2 + |[T 0](ν)|
}
|G(ν)(t, s)|
)
,
(5.11)
and
E|[g0](ν)|r = O
(
p−r/2n−r +E|g0|r
)
, r = 1, . . . , 4 (5.12)
are true in the limit n, b→∞ satisfying (2.10) and for all ν = 0, 1, 2.
We prove this Lemma at the end of this subsetion.
Let us return to the proof of (5.9). Regarding the rst term of the RHS of
(5.5) and using the denition of K4 (4.3), inequality (3.25) and estimate (5.10),
one gets with the help of (5.8) that
|q4
n
n∑
t,s=1
2∆
3np
E
{
D3st(T
0G¯(t, s))
} |
= O
(
1
pn3
+
√
Var(g)
pn2
+
Var(g)
np
+
√
Var(g)
√
W
p
)
. (5.13)
Now let us estimate Ω (5.4). Regarding the rst term of the RHS of (5.4) and
using (5.11), we obtain inequality
1
n
n∑
t,s=1
E|H(s, t)5[D4st(T 0G¯(s, t))](0)|
≤ c
n
n∑
t,s=1
E
( |H(s, t)|5
n3
+
|H(s, t)5[g0](0)|
n2
+
|H(s, t)5||[g0](0)|2
n
+ |H(s, t)5|E|[T ](0)|
)
+
c
n
n∑
t,s=1
E|H(s, t)5||[g0](0)|3|G(0)(t, s)|.
To estimate the last term of this inequality, we use (3.5) and (5.12), and we get
estimate
1
n
n∑
t,s=1
E|H(s, t)5||[g0](0)|3|G(0)(t, s)| ≤ 1
n
n∑
t,s=1
√
E|H(s, t)|10
√
E|[g0](0)|6|G(0)(t, s)|2
≤ µ
1/2
10
p2n
n∑
t=1
(
n∑
s=1
E|[g0](0)|6|G(0)(t, s)|2
)1/2
= O
(
1
p2
√
W (0)
)
= O
(
1
p2
[
√
W +
1
pn2
]
)
.
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Using this estimate, relation (5.12) and the same arguments in the proof of
estimate of (4.11), one obtains that
1
n
n∑
t,s=1
E|H(s, t)5[D4st(T 0G¯(s, t))](0)|
= O
(
1
p3/2n3
+
1
p3n2
+
√
Var(g)
p2n3/2
+
√
W
p2
+
√
Var(g)
√
W
p3/2
)
. (5.14)
Repeating the arguments used to prove (5.14), it is easy to show that the term
1
n
n∑
t,s=1
K4E|H(s, t)[D4st(T 0G¯(s, t))](1)|+K2E|H(s, t)3[D4st(T 0G¯(s, t))](2)|
is of the order indiated in the RHS in (5.14) and that
Ω = O
(
1
p3/2n3
+
1
p3n2
+
√
Var(g)
p2n3/2
+
√
W
p2
+
√
Var(g)
√
W
p3/2
)
. (5.15)
Then the estimate (5.9) follows from (5.13) and (5.15). Lemma 5.1 is proved.
Proof of Lemma 5.2. We start with (5.10). Remembering that T = [g0]2g¯0
and using (2.28) and (4.13), we obtain that
E|D1st{T 0}| = O(n−1|g0|2).
D2st{T 0} = O
(
n−2|g0|+ n−1|g0|2) ,
D3st{T 0} = O
(
n−3 + n−2|g0|+ n−1|g0|2)
Now it is easy to show that (5.10) is true.
Similar omputations prove the estimate (5.11).
Finally, let us prove (5.12). To simplify omputation, we denote [g](ν) = g˜.
Then the resolvent identity (2.26) implies that
g˜ =
1
n
n∑
k=1
G˜(k, k) =
1
n
n∑
k=1
G(k, k)− 1
n
n∑
k,r,i=1
G˜(k, r){H˜ −H}(r, i)G(i, k)
= g − 1
n
Tr (GG˜δH)
with
δH(r, i) = {H˜ −H}(r, i) =
{
0 if (r, i) 6= (s, j)
H˜(s, j)−H(s, j) if (r, i) = (s, j),
where 0 ≤ |H˜(s, j)| ≤ |H(s, j)|. Then
E|g˜0|r ≤ cE|g0|r + c
nr
E|Tr(GG˜δH)−E(Tr(GG˜δH))|r, r = 1, . . . , 4, (5.16)
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where c is a onstant. Using (3.4), we obtain that
E|Tr(GG˜δH)−E(Tr(GG˜δH))| ≤ 2
η2
E{|H(s, j)|+E(|H(s, j)|)}
≤ 2√
pη2
(
E
{
|a(s, j)|+E|a(s, j)| p
n
} p
n
+
[
E|a(s, j)| p
n
] (
1− p
n
))
= O
(
1√
p
)
.
(5.17)
Relation (5.12) follows from (5.16) and estimate (5.17). Lemma 5.2 is proved.

5.1.2 Estimate of Y2 (4.7)
Remembering that Y2 = ξ2v
2n−2
∑
i,sE{g01TrG22}, we onsider the average
Y˘2 =
1
n2
n∑
i,s=1
E{g01G2(i, s)2}
and apply to G2(i, s) the resolvent identity (2.26). Then
Y˘2 =
ξ2
n
C12 − ξ2
n2
n∑
i,s,t=1
E{g01G2(i, s)G2(i, t)H(t, s)}.
Applying (2.17) with q = 1 to E{g01G2(i, s)G2(i, t)H(t, s)}, we obtain that
Y˘2 = 2ξ2v
2
E{g2}Y˘2 + ξ2
n
C12 +
2ξ2v
2
n2
n∑
i,s=1
E{g01G2(i, s)2g02}+
3∑
r=1
Θr, (5.18)
where
Θ1 =
2v2ξ2
n4
n∑
s,t=1
E{G21(s, t)G22(s, t)} +
2v2ξ2
n3
n∑
s=1
E{g01G32(s, s)},
Θ2 = − ξ2
n2
n∑
t,s=1
K4
6
E
{
D3ts(g
0
1G
2
2(t, s))
}
and
Θ3 = − ξ4
n24!
n∑
t,s=1
E
{
H(t, s)5[D4ts(g
0
1G
2
2(t, s))]
(0)
}
+
ξ4
n2
n∑
t,s=1
K2E
{
H(t, s)3[D4ts(g
0
1G
2
2(t, s))]
(1)
}
+
ξ4
n23!
n∑
t,s=1
K4E
{
H(t, s)[D4ts(g
0
1G
2
2(t, s))]
(2)
}
,
where Kr are the umulants of H(t, s) as in (4.3).
The term 2ξ2v
2
E{g2}Y˘2 an be put to the left-hand side of (5.18). Using
(3.4), (3.5) and (3.27), it is easy to show that the seond and the third terms
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of the RHS of (5.18) and Θ1 are of the order indiated in the RHS of (4.7).
Using similar arguments as those of the proof of (4.6) (see (4.16)-(4.19)) and
the following estimate (.f.(4.12))
Drts(g
0
1G
2
2(t, s)) = O
(
n−1 + |g01 |
)
, r = 3, 4,
we onlude that the terms Θ2 and Θ3 are of the order indiated in the RHS of
(4.7). Relation (4.7) is proved. 
5.1.3 Estimate of Y3 (4.8)
We rewrite Y3 in the form Y3 = ζ2∆p
−1
E
{
g01 [B22]
2
}
, where (f. (4.35))
B22 =
1
n
n∑
i=1
G2(i, i)
2.
Let us note that the estimate (4.8) follows from (2.40), inequality
|E{g01(B22)2}| ≤ 2E|g01B022|E|B22|+E|g01(B022)2| ≤
4
η2
√
Var{g1}
√
Var{B22}
and estimate (4.36). This proves (4.8). Lemma 4.1 is proved.

5.2 Proof of Lemma 4.5.
5.2.1 Estimate of Var{B12} (4.36)
Let us onsider the average Π = n−1
∑
j E{B012G¯1(j, j)G¯2(j, j)} and apply
to G¯2(j, j) the resolvent identity (2.26), we obtain that
Π = ζ¯2E{B012g¯1} −
ζ¯2
n
n∑
j,s=1
E{B012G¯1(j, j)G¯2(j, s)H(s, j)}.
Now applying formulas (2.17) with q = 3 and taking into aount relation (2.28),
we obtain that
Π =ζ¯2E{B012g¯1}+ ζ¯2v2ΠE{g¯2}+ ζ¯2v2E{B012B¯12g¯02}
+
ζ¯2v
2
n2
n∑
j,s=1
E{B012[G¯1(j, j)G¯2(j, s)2 + 2G¯1(j, j)G¯1(j, s)G¯2(j, s)]}
+
2ζ¯2v
2
n3
n∑
i,j,s=1
E{G1(i, i)G2(i, s)G2(i, j)G¯1(j, j)G¯2(j, s)}
+
2ζ¯2v
2
n3
n∑
i,j,s=1
E{G1(i, s)G1(i, j)G2(i, i)G¯1(j, j)G¯2(j, s)} + U(z) (5.19)
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with
U(z) =− ζ¯2
6n
n∑
j,s=1
K4E
{
D3sj(B
0
12G¯1(j, j)G¯2(j, s))
}
− ζ¯2
n4!
n∑
j,s=1
E
{
H(s, j)5[D4sj(B
0
12G¯1(j, j)G¯2(j, s))]
(0)
}
+
ζ¯2
n3!
n∑
j,s=1
K2E
{
H(s, j)3[D4sj(B
0
12G¯1(j, j)G¯2(j, s))]
(1)
}
+
ζ¯2
n3!
n∑
j,s=1
K4E
{
H(s, j)[D4sj(B
0
12G¯1(j, j)G¯2(j, s))]
(2)
}
(5.20)
where Kr, r = 2, 4 are the umulant of H(s, j) as in (4.3). Let us assume for
the moment that
U(z) = O
(
1
p2
+
1
p
√
Var{B12}
)
. (5.21)
Now returning to (5.19) and gathering estimates given by relations (3.4), (3.5),
(5.6) and (5.21) imply the following estimate
Var{B12} ≤ A1
[√
Var{g1}+
√
Var{g2}+ 1
p
]√
Var{B12}+ A2
p2
,
where A1 and A2 are some onstants. Then (4.36) follows from this inequality.
Now, let us prove (5.21). To do this we use the following statement.
Lemma 5.3 If z ∈ Λη, then under onditions of Theorem 5.2.2, the estimates
Drsj{B012G¯1(j, j)G¯2(j, s)} = O
(
n−1 + |B012|
)
, r = 3, 4 (5.22)
and
Var{[B12](ν)} = O
(
p−1n−2 +Var{B12}
)
(5.23)
are true in the limit n, p→∞ satisfying (2.10) and for all ν = 0, 1, 2.
We prove this Lemma at the end of this subsetion.
Let us return to the proof of (5.21). Using the denition K4 (4.3) and esti-
mate (5.22), it is easy to show that the rst term of the RHS of (5.20) is of the
order indiated in the RHS of (5.21).
Regarding the rst term of the RHS of (5.20) and using (5.22) and (5.23),
we obtain inequality
1
n
n∑
j,s=1
E
∣∣∣H(s, j)5[D4sj(B012G¯1(j, j)G¯2(j, s))](0)∣∣∣
≤ c
n
n∑
j,s=1
E
{ |H(s, j)|5
n
+ |H(s, j)|5[B012](0)
}
≤ c
n
n∑
j,s=1
µ5
n2p3/2
+
c
′
µ
1/2
10
p9/2n1/2
[
1
p1/2n
+
√
Var{B12}
]
= O
(
1
p2
+
1
p
√
Var{B12}
)
, (5.24)
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where c and c
′
are some onstants. Repeating the arguments used to prove
(5.24), it is easy to show that the third and the fourth terms of the RHS of
(5.20) are of the order indiated in the RHS of (5.21). This proves (5.21).
Proof of Lemma 5.3. The estimate (5.22) follows from (2.28), (3.4), (3.5) and
(3.27).
Let us prove (5.23). To simplify omputation, we denote [Gl]
(ν) = G˜l, l =
1, 2. Then the resolvent identity (2.26) imply that
Gl(k, k) = G˜l(k, k)−
n∑
r,i=1
Gl(k, r)δH(r, i)G˜l(i, k)
= G˜l(k, k)−Gl(k, s)[H(s, j)− H˜(s, j)]G˜l(j, k)
for l = 1, 2 with
δH(r, i) = {H − H˜}(r, i) =
{
0 if (r, i) 6= (s, j);
H(s, j)− H˜(s, j) if (r, i) = (s, j),
where 0 ≤ |H˜(s, j)| ≤ |H(s, j)|. Then
B12 =
1
n
n∑
k=1
G1(k, k)G2(k, k)
= B˜12 − 1
n
n∑
k=1
G1(k, s)G2(k, s)G˜1(j, k)G˜2(j, k)δH(s, j)
2
− 1
n
n∑
k=1
G˜1(k, k)G2(k, s)G˜2(j, k)δH(s, j)
− 1
n
n∑
k=1
G˜2(k, k)G1(k, s)G˜1(j, k)δH(s, j).
It is not hard to see that the last equality together with relations (3.4) and
(3.27) implies that
Var{B˜12} ≤ 4Var{B12}+ c1
n2
(
E|H(s, j)|4 + [E|H(s, j)|2]2 + 2E|H(s, j)|2)
≤ 4Var{B12}+ c
n2
(
µ4
np
+
µ22
n2
+
2µ2
n
)
,
where where c1 and c are onstants. This proves (5.23). Lemma 5.3 is proved
and this proves of the estimate (4.36). 
5.2.2 Proof of relation (4.37)
Remembering that B12 = n
−1∑
iG1(i, i)G2(i, i). Applying relation (2.26)
to one of G2(i, i) and using formula (2.17) with q = 3, we get relation
E{B12} = ζ2E{g1}+ ζ2v2E{B12g2}+ Γ1 + Γ2
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with
Γ1 =
ζ2v
2
n2
n∑
i,s=1
E{G1(i, s)G2(i, s)G2(i, i) +G1(i, i)G2(i, s)2}
− ζ2
6n
n∑
i,s=1
K4E
{
D3si(G1(i, i)G2(i, s))
}
Γ2 =− ζ2
n
n∑
i,s=1
Γ˜is,
where
|Γ˜is| ≤ c sup
i,s
|D4si(G1(i, i)G2(i, s))|E|H(s, i)|5 ≤
cµ5
η6p3/2n
,
Kr are the umulants of H(s, i) as in (4.3) and c is a onstant.
Using identity (4.30), we obtain the following relation for E{B12} :
E{B12} = ζ2E{g1}
1− ζ2E{g2} +
1
1− ζ2E{g2}
[
ζ2v
2
E{B12g02}+ Γ1 + Γ2
]
(5.25)
Relations (3.4), (4.25) and the estimate
max
r=3,4
(
sup
s,i
|Drsi(G1(i, i)G2(i, s))|
)
≤ c1
imply that ∣∣ζ2v2E{B12g02}+ Γ1 + Γ2∣∣ = O
(
1
p
)
, (5.26)
where c1 is a onstant.
Now to proeed with the estimate of the rst term of the RHS of (5.25), we
use the following simple statement that we prove in the end of this subsetion.
Lemma 5.4 If z ∈ Λη, under onditions of Theorem 2.2, then the estimate
E{gn,p(z)} = w(z) +O
(
1
p
)
(5.27)
holds for enough n, p satisfying (2.10).
Using Lemma 5.4 and relation (5.26), we derive from (5.25) estimate (4.37).
5.2.3 Proof of relation (4.38)
We introdue the variable
U12 =
1
n
n∑
i=1
G21(i, i)G2(i, i).
Applying relation (2.26) to one of G2(i, i) and using formula (2.17) with q = 3,
we get relation
E{U12} = ζ2 1
n
E{Tr G21}+ ζ2v2E{U12g2}+Ψ1 +Ψ2
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with
Ψ1 =
2ζ2v
2
n2
n∑
i,s=1
E{G21(i, i)G1(i, s)G2(i, s) +G21(i, s)G1(i, i)G2(i, s)}
+
ζ2v
2
n2
n∑
i,s=1
E{G21(i, i)G2(i, s)2} −
ζ2
6n
n∑
i,s=1
K4E
{
D3si(G
2
1(i, i)G2(i, s))
}
Ψ2 =− ζ2
n
n∑
i,s=1
Ψ˜is,
where
|Ψ˜is| ≤ c sup
i,s
|D4si(G21(i, i)G2(i, s))|E|H(s, i)|5 ≤
cµ5
η7p3/2n
,
Kr are the umulants of H(s, i) as in (4.3) and c is a onstant.
Using identity (4.30), we obtain the following relation for E{U12} :
E{U12} =
ζ2
1
nE{Tr G21}
1− ζ2E{g2} +
1
1− ζ2E{g2}
[
ζ2v
2
E{U12g02}+Ψ1 +Ψ2
]
(5.28)
Relations (3.4), (4.25) and the estimate
max
r=3,4
(
sup
s,i
|Drsi(G21(i, i)G2(i, s))|
)
≤ c1
imply that ∣∣ζ2v2E{U12g02}+ Γ1 + Γ2∣∣ = O
(
1
p
)
, (5.29)
where c1 is a onstant.
Using relations (4.27), (5.29) and (5.27), we derive from (5.28) the estimate
(4.38). Lemma 4.5 is proved.
Proof of Lemma 5.4
Remembering that g = n−1
∑
iG(i, i). Applying relation (2.26) to one of
G(i, i) and using formula (2.17) with q = 3, we get relation
E{g} = ζ + ζv2E{g}2 +Φ1 +Φ2 (5.30)
with
Φ1 =
2ζv2
n2
n∑
i,s=1
E{G(i, s)2}+ ζv2[E{g2} −E{g}2]
− ζ
6n
n∑
i,s=1
K4E
{
D3si(G(i, s))
}
Φ2 = − ζ
n
n∑
i,s=1
Φ˜is,
where
|Φ˜is| ≤ c sup
i,s
|D4si(G(i, s))|E|H(s, i)|5 ≤
cµ5
η5p3/2n
,
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Kr are the umulants of H(s, i) as in (4.3) and c is a onstant.
Relations (3.4), (4.25) and the estimate
max
r=3,4
(
sup
s,i
|Drsi(G(i, s))|
)
≤ c1
imply that
|Φ1 +Φ2| = O
(
1
p
)
, (5.31)
where c1 is a onstant. Using relation (5.31), we derive from (5.30) the esti-
mate (5.27). Lemma 5.4 is proved. 
6 Saling Limit And Universality Conjeture
The asymptoti expression for Cn,p(z1, z2) obtained in Theorem 2.2 and
T (z1, z2) regarded in the limit z1 = λ1 + iǫ1, z2 = λ2 + iǫ2 and ǫj ↓ 0, j = 1, 2
an supply the information about the loal properties of eigenvalue distribution.
We follow the shema proposed in [13℄.
Let us reall the inversion formula of the Stieltjes transform w(z) (2.6) of
the semiirle distribution with the density ρsc = σ
′
sc :
ρsc(λ) = π
−1 lim
ǫ↓0
Imw(λ + iǫ) = Iλ{w(z)}. (6.1)
Consider the density-density orrelation funtion
̥n,p(λ1, λ2) = E{ρn,p(λ1)ρn,p(λ2)} −E{ρn,p(λ1)}E{ρn,p(λ2)}. (6.2)
It is easy to see that the Stieltjes transform of ̥n,p(λ1, λ2) is
Cn,p(z1, z2) =
∫∫
̥n,p(λ1, λ2)
(λ1 − z1)(λ2 − z2)dλ1dλ2, Im zi 6= 0.
Applying formally the inversion formula (6.1), we obtain the following relation
̥n,p(λ1, λ2) = Iλ1 ◦ Iλ2{Cn,p(z1, z2)}. (6.3)
In Theorem 2.2, we have found expliitly the leading term of Cn,p(z1, z2) in the
domain | Im z| ≥ 2v. However, sine the funtions S (2.12) and T (2.13) an be
ontinued up to the real axis with respet to the both variables z1 and z2, we an
apply to the leading term of (2.11) the operation Iλ1Iλ2 , λ1 6= λ2 to ompute
formally the leading term of the density-density orrelation funtion. This
means that we perform rst the limit n, p → ∞ and then the limits ǫ1, ǫ2 ↓ 0.
This order of limiting transitions is inverse with respet to that presribed by
the denition (6.3).
Let us denote wj = w(zj), j = 1, 2 and write the identity
w1 − w2
z1 − z2 =
w1w2
1− v2w1w2
that is an easy onsequene of the equation (2.6). This identity yields relations
ǫ|w(λ + iǫ)|2 = Imw(λ+ iǫ)(1− v2|w(λ + iǫ)|2) (6.4)
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and |w(λ + iǫ)|2 = v−2 for λ suh that Imw(λ+ i0) > 0. Combining (6.4) with
(1.3), we obtain that
v2[Rew(λ + i0)]2 =
λ2
4v2
and v2[Imw(λ+ i0)]2 = 1− λ
2
4v2
. (6.5)
Let us onsider the terms of the RHS of (2.11) given by (2.12) and (2.13). Using
(6.5), we obtain that
Iλ1 ◦ Iλ2{S(z1, z2)} = −
1
2v2π2[(λ1 − λ2)]2
4v2 − λ1λ2
(4v2 − λ21)1/2(4v2 − λ22)1/2
and
Iλ1 ◦ Iλ2{T (z1, z2)} =
1
4π2v8
(2v2 − λ21)(2v2 − λ22)
(4v2 − λ21)1/2(4v2 − λ22)1/2
.
Then for ̥n,p(λ1, λ2) (6.2) we get the following formal expression
̥n,p(λ1, λ2) = − 1
π2[n(λ1 − λ2)]2
4v2 − λ1λ2
(4v2 − λ21)1/2(4v2 − λ22)1/2
+
1
np
V4
2π2v8
(2v2 − λ21)(2v2 − λ22)
(4v2 − λ21)1/2(4v2 − λ22)1/2
− 1
n2
3v4
2π2v8
(2v2 − λ21)(2v2 − λ22)
(4v2 − λ21)1/2(4v2 − λ22)1/2
.
(6.6)
It is easy to see that in the saling limit
λ1, λ2 → λ, n(λ2 − λ1)→ s, (6.7)
one gets equality
lim
n(λ2−λ1)→s
̥n,p(λ1, λ2) = − 1
π2s2
. (6.8)
We see that the terms of the order O(1/np) that depend on the value V4 disap-
pear in the loal sale limit (6.7) and the density-density orrelation funtion
gets the universal form (6.8). This result an be regarded as an evidene of the
fat that the moderate dilution of Wigner random matries given by the limit
(2.10) does not hange the universality lass of the loal eigenvalue statistis.
Condition 3/5 < α ≤ 1 (2.10) of Theorem 2.2 is related with the tehnial
restrition of the approah we use. Indeed, we need this in the bound (4.26) to
estimate the term Υ (4.10) that orresponds to the last term of the umulant
expansion of the order 5 (see (4.5)). Pushing forward this expansion to the orders
higher than 5, one ould onsider lower values for α. However, this requires muh
more umbersome omputations than those of the present paper.
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