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Abstract
In this paper, we study geodesic generalizations of Lagrange’s theorem in the classical
theory of continued fractions. We first construct a geometric framework which generalizes
the geodesic interpretation of Lagrange’s theorem by Sarnak. Then we develop a theory of
geodesic continued fractions originally studied by Lagarias and Beukers into a form which
is applicable to our geometric framework. As a result, we establish algorithms to expand
bases of number fields with rank one unit groups, and prove their periodicity. Furthermore,
we show that their periods describe the unit groups of the number fields. Our arguments
are ade´lic so that we can also treat p-units. In this case, our algorithm is an refinement of
Mahler’s p-adic continued fractions. We also treat relative quadratic extensions of number
fields with rank one relative unit groups.
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1 Introduction
The classical continued fraction expansion of a real number α expresses α in the following form,
α = a0 +
1
a1 +
1
.. . +
1
an
= [a0, a1, . . . , an], or
α = a0 +
1
a1 +
1
a2 +
1
.. .
= [a0, a1, a2, . . . ] (a0 ∈ Z, ak ∈ N>0 for k ≥ 1).
Then,
pk
qk
= [a0, a1, . . . , ak] for relatively prime integers pk ∈ Z, qk ∈ N>0 (k ∈ N) is called the
k-th convergent of α.
Our motivation for this paper is to study generalizations of the following classical theorem.
Theorem A (Lagrange’s theorem).
(i) The continued fraction expansion of a real number α is periodic if and only if α is a real
quadratic irrational.
(ii) Let α be a real quadratic irrational and suppose its continued fraction expansion α =
[a0, a1, a2, . . . ] is purely periodic. That is, there exists l ∈ N>0 such that ak+l = ak for
all k ∈ N. Let l be the minimal among these. Let O = {x ∈ Q(α) | x(Z + Zα) ⊂ Z+ Zα},
the order associated to α. Then u = pl−2α + pl−1 is a fundamental unit of O, i.e. a
generator of O× modulo ±1, where, for k ∈ N, pk/qk is the k-th convergent of α.
Our starting point is the following geometric interpretation of Lagrange’s theorem showed by
Sarnak [16].
Theorem B (Geodesic Lagrange’s theorem [16]).
(i) A geodesic in the Poincare´ upper-half plane h connecting two real numbers α, β ∈ R = ∂h
is periodic with respect to the natural action of SL2(Z) if and only if α and β are conjugate
real quadratic irrationals. Here “periodic” means that the image of the geodesic under the
natural projection to the modular curve SL2(Z)\h defines a closed geodesic.
(ii) If this is the case, let l ∈ R>0 be the length of this closed geodesic. Let O = {x ∈
Q(α) | x(Zα + Zβ) ⊂ Zα + Zβ}, the order associated to (α, β). Then u = exp(l/2) is
a fundamental unit of O.
Our plan is as follows. First, in Section 2, we present a geometric framework in which a
generalization of Theorem B can be considered and proved. In Section 2.1, we construct a map
̟S : T
1
S → hnS
associated to a Q-basis of a number field of degree n and a certain finite set S of places of Q
containing the archimedean place∞, where T 1S is a parameter space and hnS is a generalized upper-
half space GLn(QS)/Q
×
SK. Here, QS :=
∏
v∈S Qv is the ring of S-ade`les of Q, and K is a certain
maximal compact subgroup of GLn(QS). In the simplest case where n = 2 and S = {∞}, hnS is
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the usual Poincare´ upper half plane h, and the map ̟S composed with the natural projection
π : h → SL2(Z)\h defines either a Heegner point or a closed geodesic depending on the number
field is imaginary quadratic or real quadratic, respectively. Darmon [4] uses the term Heegner
objects to indicate such Heegner points and closed geodesics simultaneously, and we call these
̟S also Heegner objects. We are interested in the periods of the map
π ◦̟S : T 1S → ΓS\hnS ,
where ΓS = SLn(Z[1/N ]), N :=
∏
p∈S:fin p, is a discrete group acting on h
n
S , and π : h
n
S → ΓS\hnS
is the natural projection. We define the “period group” Γ̟S ⊂ ΓS which captures the periods
of this map. In Sections 2.2 and 2.3, we prove the following generalization of Theorem B.
Theorem C (Proposition 2.2.2, Corollary 2.3.4, Theorem 2.3.5).
(i) The image of π ◦̟S in ΓS\hnS is compact.
(ii) The period group Γ̟S is isomorphic to the norm one unit group O
1
w,S in a natural way.
(Here, O1w,S is the group of norm one units in Ow,S, a certain Z[1/N ]-order in F associated
to w. See Definition 2.2.1.)
In Section 2.4, we extend Theorem C to the χ-components of unit groups for “quadratic
characters” χ.
Then, we restrict ourselves to the case where the “rank” of ̟S is one. In this case, we give
algorithms to calculate the period group Γ̟S , and consider generalizations of Theorem A.
Section 3 is devoted to the case where S = {∞}. In this case, hnS has a natural structure
of a Riemannian manifold and a one dimensional Heegner object ̟S is a geodesic on h
n
S . In
Sections 3.1 and 3.2, we present an algorithm (Algorithm 1) which is a slight generalization of
the geodesic continued fractions originally studied by Lagarias [12] and Beukers [1] in the area
of Diophantine approximations. The algorithm “expands” a certain class of geodesics on hnS
including all Heegner objects, and provides a sequence {(Ak, Bk, ̟k)}k∈Z, where Ak, Bk ∈ ΓS ,
and ̟k = B
−1
k ̟ for such a geodesic ̟. In Section 3.3, we prove the following generalization of
Theorem A.
Theorem D (Theorem 3.3.1). Let ̟S be a one dimensional Heegner object. Let {(Ak, Bk, ̟S,k)}k∈Z
be the sequence obtained by Algorithm 1 applied to ̟S.
(i) Then there exist k0, k1 ∈ N, k0 < k1, and ρ ∈ T 1S , ρ 6= 1, such that ̟S,k0(t) = ̟S,k1(ρt) for
all t ∈ T 1S , that is, the algorithm is “periodic”.
(ii) Moreover, Bk1B
−1
k0
∈ Γ̟S generates a finite index subgroup of Γ̟S ≃ O1w,S.
We also prove the χ-component version of Theorem D in Section 3.3.
Section 4 is devoted to the case where S = {∞, p}, n = 2 for a prime number p. In this case
a Heegner object ̟S is a p-geodesic, which we define in Definition 4.2.1. In Sections 4.1 and 4.2,
we present a p-geodesic version of Algorithm 1 (Algorithm 2) which “expands” a p-geodesic ̟
and provides a sequence {(Ak, Bk, ̟k)}k∈Z, where Ak, Bk ∈ ΓS , and ̟k = B−1k ̟. We should
remark that Algorithm 2 is essentially the same algorithm as in Mahler [14], and its periodicity
has already been studied by Mahler [14], Deanin [5] and de Weger [6]. In Section 4.3, we develop
Algorithm 2 into a more intuitive form which is similar to the classical continued fractions of real
numbers. We define {∞, p}-continued fraction expansion (Algorithm 3) which formally expands
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a number z ∈ h ∩Qp ⊂ C ≃ Qp (we fix an isomorphism C ≃ Qp of fields) in the following form.
z = δ1(a1 + p
2b10 −
p2
b11 −
1
. . . − 1
b1l1 −
1
δ2(a2 + p2b20 −
p2
b21 −
1
.. .
)δ2
)δ1
= [ δ1; a1; b10, . . . , b1l1 ; δ2; a2; b20, . . . , b2l2 ; . . . ].
We prove the following generalization of Theorem A.
Theorem E (Theorem 4.3.1, Theorem 4.4.1).
(i) If z ∈ h ∩ Qp ⊂ C = Qp is an imaginary quadratic irrational, then its {∞, p}-continued
fraction expansion is periodic.
(ii) Let F be an imaginary quadratic field Q(
√−d) ⊂ C = Qp, where d is a positive square free
integer. Suppose F ⊂ Qp. Let θ = −1 +
√−d
2
if −d ≡ 1 mod 4, and θ = √−d otherwise.
Then the {∞, p}-continued fraction expansion of θ is purely periodic and its period provides
a fundamental norm one p-unit of F . (See Section 4.4 for the details.)
As an application of Theorem E, we present a method to find solutions to the Pell-like
equations, which is an analog of the method to find solutions to the Pell equations using the
classical continued fractions.
In short, we obtain generalizations of Lagrange’s theorem in the following cases.
(a1) Real quadratic, complex cubic, and totally imaginary quartic fields and its unit groups.
(a2) Quadratic extensions over totally real fields with exactly two real places and its relative
unit groups.
(a3) Totally imaginary quadratic extensions over ATR fields, i.e. fields with exactly one complex
place, and its relative unit groups.
(b) Imaginary quadratic fields and its norm one p-unit groups for a prime number p which
splits completely.
Note that (a1)∼(a3) can be summarized as follows.
(a) Extensions of number fields with rank one relative unit groups and its relative unit groups.
In all of these cases, the period of our algorithm gives a non-torsion unit of the number field.
Moreover, in (b), the period of our algorithm gives a fundamental norm one p-unit, i.e. a
generator of the norm one p-unit group modulo torsion subgroup.
In Section 5, we present some numerical examples of Algorithms 1 and 3 and their periodicity.
Relation to preceding works We briefly remark what is new and what is not in this paper.
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Heegner objects We can find essentially the same objects as our Heegner objects in some
preceding works in slightly different directions, e.g. Hiroe, Oda [11], Oh [15] and Einsiedler,
et.al. [8]. The periodicity (i.e. the compactness) of these objects are discussed in all of these
studies. Therefore, (i) of Theorem C, more precisely, Proposition 2.2.2 and Theorem 2.3.5, are
not especially new results.
On the other hand, it seems no attempt has been made to apply these objects and its
periodicity to the theory of multidimensional continued fractions. We do this by introducing
the “period group” Γ̟S which connects the unit groups O
1
w,S to the periods of our geodesic
continued fractions. The theory on the χ-components is also new in this paper.
Geodesic continued fractions The theory of geodesic continued fractions was originally
studied by Lagarias [12] and Beukers [1] to find good Diophantine approximations. However, as
Beukers [1, p.642] remarked, no analogue of Lagrange’s theorem was known for geodesic contin-
ued fractions. In this paper, we establish a generalization of Lagrange’s theorem by choosing
geodesics, to be Heegner objects, different from those studied in [12] and [1]. In order to do this,
we extend the class of geodesics to which the algorithm is applicable by introducing the new
notion of weak convexity (Definition 3.1.2) instead of the convexity in the previous works.
{∞, p}-continued fractions As we remarked above, the Algorithm 2 and its periodicity
is studied in Mahler [14], Deanin [5], and de Weger [6]. On the other hand, as far as the author
knows, Algorithm 3, which can be seen as a refinement of Algorithm 2, and the results that
follows are new.
2 Preliminaries on Heegner objects
In this section we construct a totally geodesic submanifolds in the generalized upper half space
associated to bases of number fields. For n = 2, these are the Heegner points and closed geodesics
on the modular curve SL2(Z)\h associated to imaginary and real quadratic fields, respectively.
We call these objects Heegner objects following Darmon [4].
2.1 Definitions
For a positive integer n and a prime number p, let hn = hn∞ := GLn(R)/R
×O(n) and let
hnp := GLn(Qp)/Q
×
p GLn(Zp). See Goldfeld [9], [10], Terras [17], [18], or Borel [2] for basic
references. For S, a finite set of places of Q, let hnS be the generalized S-upper half space∏
v∈S h
n
v . Then SLn(QS) (QS :=
∏
v∈S Qv) acts on h
n
S from the left. For A = (aij) ∈ GLn(R)
(resp. GLn(Qp)), we denote by [A] or [aij ] the class of A in h
n
∞ = GLn(R)/R
×O(n) (resp.
hnp = GLn(Qp)/Q
×
p GLn(Zp)).
In the following we fix an isomorphism C ≃ R2;x+ iy 7→ (y, x) of R-vector spaces.
Let F/Q be an extension of degree n, and let S be a finite set of places of Q consisting of the
archimedean place ∞ and finite places which is unramified in F/Q. We denote by S∞ the set of
finite places in S, and by SF (resp. SF,p) the set of places of F above S (resp. p ∈ S).
Let w1 · · ·wn ∈ F be a basis of F over Q. Set w := t(w1 · · ·wn) ∈ Fn. Here, for a matrix A,
we denote by tA the transpose matrix of A.
For the archimedean part, we denote by σ1, · · · , σr1 the real ebmeddings, and by τ1 =
σr1+1, · · · , τr2 = σr, τ¯1 = σr+1, · · · , τ¯r2 = σn the complex embeddings. We simply write
α(i) := σi(α). We identify σi (1 ≤ i ≤ r) with the archimedean places of F , and denote by
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Fσi the completion of F with respect to σi, i.e. Fσi = R (resp. C) if σi is real (resp. complex).
Set ni = nσi = [Fσi : R]. Then we have the natural embedding
σ = σ1 × · · · × σr : F →֒ F∞ = Rr1 × Cr2 ≃ Rn;α 7→ (α(1), · · · , α(r)),
where the last Rr1 × Cr2 ≃ Rn is the isomorphism of R-vector spaces defined by the fixed
identification C ≃ R2.
We define the archimedean part of the Heegner object associated to the basisw = t(w1, . . . , wn)
of F over Q as
̟ = ̟∞ = ̟∞,w : (
∏
v|∞
R>0)
1 → hn; (t1, · · · , tr) 7→ [t1w(1) · · · trw(r)].
Here (
∏
v|∞R>0)
1 is the subgroup of
∏
v|∞R>0 = R
r
>0 consisting of (t1, . . . , tr) ∈ Rr>0 such that∏r
i=1 t
ni
i = 1. We regard (t1w
(1) · · · trw(r)) as an element of GLn(R) under the identification
C ≃ R2, and [t1w(1) · · · trw(r)] is the class of (t1w(1) · · · trw(r)) in hn. Note that the regularity of
the matrix holds since σ(w) = t(σ(w1), . . . , σ(wn)) is a basis of F∞ over R.
Similarly, for a finite place p ∈ S∞, let v1, · · · , vg be the places of F above p. For each
v = vi|p, we denote by Fv the completion of F with respect to v, and by Ov the ring of integers.
We fix an isomorphism Ov ≃ Znvp of free Zp-modules, where nv = [Fv : Qp], and extend it to the
isomorphism Fv ≃ Qnvp of Qp-vector spaces. Then we have the embedding
v1 × · · · × vg : F →֒ Fp :=
∏
Fvi ≃
∏
Q
nvi
p = Q
n
p ,
where the middle isomorphism of Qp-vector spaces is defined by the fixed isomorphisms.
We define the p-part of the Heegner object with an additional index e = (e1, . . . , eg) ∈ Zg as
̟p = ̟p,w,e : (
∏
v|p
pZ)1 → hnp ; (t1, · · · , tg) 7→ [pe1t−11 v1(w) · · · peg t−1g vg(w)],
where (
∏
v|p p
Z)1 is the subgroup of
∏
v|p p
Z consisting of (t1, . . . , tg) ∈
∏
v|p p
Z such that
∏
i t
nvi
i =
1, and [pe1t−11 v1(w) · · · peg t−1g vg(w)] is the class of (pe1t−11 v1(w) · · · peg t−1g vg(w)) in hnp . Here again
we used the fixed isomorphism Fv ≃ Qnvp and regard (pe1t−11 v1(w) · · · peg t−1g vg(w)) as an element
of GLn(Qp).
Definition 2.1.1. Let the notations be as above. We define the S-Heegner object associated to
the basis w = t(w1, · · · , wn) (with indices (ep)p∈S∞) as the product of local ones,
̟S :=
∏
p∈S
̟p,w,ep : T
1
S → hnS =
∏
p∈S
hnp ,
where T 1S := (
∏
v|∞R>0)
1 ×∏p∈S∞(∏v|p pZ)1.
Remark . The definition of S-Heegner object depends only on the basis w (and (ep)p), and
does not depend on the choice of order of places σi|∞, vi|p and the isomorphisms Ov ≃ Znvp ,
since a change of the order of places is canceled by the right action of O(n) and GLn(Zp), and
replacement of the isomorphism Ov ≃ Znvp is also canceled by the right action of GLn(Zp).
Proposition 2.1.2. The Heegner object ̟S : T
1
S → hnS is an injective map.
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Proof. It suffices to show ̟∞ and ̟p (for p ∈ S∞) are all injective. Set W := (w(1) · · ·w(r)) ∈
GLn(R) as in the definition of ̟∞, so that ̟(t) = ̟∞(t1, . . . , tr) = [WI(t)]. Here I(t) =
I(t1, . . . , tr) :=
 t1In1 . . .
trInr
, and Ik (k ∈ N>0) is the k × k identity matrix. Suppose
̟(t) = ̟(t′) for t, t′ ∈ (∏v|∞R>0)1. Then there exist λ ∈ R× and R ∈ O(n) such that
WI(t) =WI(t′)λR. Thus λI(t′/t) ∈ O(n), where t′/t = (t′1/t1, . . . , t′r/tr). This is only possible
if t = t′. This proves that ̟∞ is injective. The case for a finite place p ∈ S∞ is essentially the
same, replacing O(n) with GLn(Zp), and we omit the detail.
2.2 Order and unit group associated to w
We keep the notations in Section 2.1. Set N :=
∏
p∈S∞ p, and ΓS := SLn(Z[1/N ]).
Definition 2.2.1. Let w = t(w1, . . . , wn) be a basis of F over Q as above. Set,
Aw,S = Aw,N := {A ∈Mn(Z[1/N ]) | ∃λ ∈ F, Aw = λw},
Γw,S = Γw,N := {A ∈ SLn(Z[1/N ]) | ∃λ ∈ F, Aw = λw}.
Then we define ϕ = ϕw : Aw,S → F by Aw = ϕ(A)w, and set Ow,S := ϕ(Aw,S) ⊂ F . That is, ϕ
is the partial inverse map of
ιw : F →֒ EndQ(F ) ≃Mn(Q); a 7→ ma,
where ma ∈ EndQ(F ) ≃ Mn(Q) is defined by the “multiplication by a”: x 7→ ax, and the
latter isomorphism of rings is defined by taking w as a basis of F over Q. Indeed, Aw,S =
ιw(F ) ∩Mn(Z[1/N ]), and ιw ◦ ϕ(A) = A for A ∈ Aw,S .
If S = {∞}, we omit S and simply write Aw,Γw, etc. Similarly, if S = {p}, we simply write
Aw,p,Γw,p, etc.
In the following proposition we relate Aw,S and Γw,S to the number field F through ϕ.
Proposition 2.2.2. (i) The map ϕ is an injective ring homomorphism. The image Ow,S of
Aw,S under ϕ is an Z[1/N ]-order in F . Moreover, let a :=
⊕n
i=1 Z[1/N ]wi ⊂ F . Then we
have Ow,S = {x ∈ F | xa ⊂ a}.
(ii) The following diagram commutes:
F
NF/Q−→ Q
ϕ↑ ⊂
Aw,S
det−→ Z[1/N ].
(iii) We have an exact sequence,
1→ Γw,S →֒ A×w,S det→ Z[1/N ]×.
In particular, ϕ induces an isomorphism of groups Γw,S
∼→ O1w,S, where
O
1
w,S := {x ∈ O×w,S | NF/Q(x) = 1}.
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(iv)
rankZΓw,S = rankZO
×
w,S − (#S − 1) =
∑
p∈S
(gp − 1).
where, for p ∈ S, gp denotes the number of places of F above p. (If p =∞, g∞ = r.)
Proof. (i) Since ιw is a homomorphism of rings, It is clear that ϕ is an injective ring homomor-
phism from the identity ιw ◦ ϕ(A) = A for A ∈ Aw,S.
Since Aw,S is a Z[1/N ]-submodule of Mn(Z[1/N ]), it is finite over Z[1/N ] as a module. To
see that Ow,S is an order, it is enough to show that Ow,S contains a generator of F over Q.
Consider the equation for X ∈ GLn(Q),
X
 w1...
wn
 = wi
 w1...
wn
 .
Since (w1, · · · , wn) is a bisis of F over Q, this always has a solution. Then by multiplying
the common denominator di ∈ N>0 of elements of X , we obtain A = diX ∈ Aw,S such that
ϕ(A) = diwi. We get the last assertion by applying ϕ to the identity Aw,S = ιw(F )∩Mn(Z[1/N ]).
This proves (i).
(ii) This follows from the identity ιw ◦ ϕ(A) = A for A ∈ Aw,S since NF/Q(a) := det(ma).
(iii) This follows from (ii).
(iv) Since pI ∈ A×w,S (p|N , I: identity matrix) maps to pn ∈ Z[1/N ]×, the determinant map
in (iii) has a finite cokernel. Then (iv) follows from (iii) and Dirichlet’s unit theorem for orders
in number fields.
In the following we describe the arithmetic object Γw,S through the geometric periods of the
Heegner object ̟S associated to w.
2.3 Periodicity
Let ̟S be the (S-)Heegner object associated to a basis w of F over Q (with any index (ep)p∈S∞)
as in Section 2.1. We keep the notations above. Let π : hnS → ΓS\hnS be the natural projection.
In this section, we discuss the periodicity of ̟S under the action of ΓS on h
n
S . In other words, we
investigate the nature of the Heegner object composed with the projection, π◦̟S : T 1S → ΓS\hnS.
We first define the notion of periods of the Heegner object ̟S (with respect to ΓS).
Definition 2.3.1. A pair (A, ρ) of A ∈ ΓS and ρ ∈ T 1S is said to be a period of ̟S (with respect
to ΓS) if it satisfies
A̟S(t) = ̟S(ρt), ∀t ∈ T 1S .
Then, we simply say A ∈ ΓS (resp. ρ ∈ T 1S) is a period of ̟S assuming the existence of ρ ∈ T 1S
(resp. A ∈ ΓS) such that (A, ρ) is a period.
We denote by Γ̟S ⊂ ΓS (resp. Λ̟S ⊂ T 1S) the set of periods A ∈ ΓS (resp. ρ ∈ T 1S) of ̟S.
It is clear that they are both subgroups.
Then the Heegner object composed with the projection, π ◦̟S , factors through T 1S/Λ̟S , i.e.
T 1S
̟S−→ hnS
↓  ↓ π
T 1S/Λ̟S 99K ΓS\hnS .
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For A ∈ Γ̟S , Proposition 2.1.2 assures that there exists a unique ρ ∈ Λ̟S such that (A, ρ) is
a period. Thus we define a group homomorphism ψ = ψ̟S : Γ̟S → Λ̟S ⊂ T 1S so that (A,ψ(A))
is a period of ̟S .
We will show that, in fact, the period group Γ̟S coincides with the unit group Γw,S ≃ O1w,S.
Let L : F → T 1S ; ǫ 7→ (|v(ǫ)|p)v|p∈S be the homomorphism taking absolute values, and denote
also by L the composition L ◦ϕ : Γw,S
ϕ
∼→ O1w,S ⊂ F L→ T 1S . Here, if p =∞, then | |∞ is the usual
absolute value of C, and if p ∈ S∞, then | |p is the normalized p-adic absolute value: |p|p = p−1.
Proposition 2.3.2. Let A ∈ Γw,S, and set ǫ := ϕ(A) ∈ F . Then,
A̟S(t) = ̟S(L(ǫ)t), ∀t ∈ T 1S .
In other words, we have Γw,S ⊂ Γ̟S , and L ◦ ϕ = ψ on Γw,S.
Proof. (1) At ∞, we get (in hn = GLn(R)/R×O(n))
A̟∞(t1, · · · , tr) = [t1Aw(1), · · · , trAw(r)]
= [t1ǫ
(1)w(1), · · · , trǫ(r)w(r)]
= [t1|ǫ(1)|w(1), · · · , tr|ǫ(r)|w(r)]
= ̟∞(|ǫ(1)|t1, · · · , |ǫ(r)|tr).
In the third equality, we use the fact that, for λ ∈ C× and z = x + iy ∈ C identified with
(y, x) ∈ R2, there exists R ∈ O(2) such that λ(y, x) = λz = |λ|(y, x)R, i.e. complex multiplication
decomposes into scaling and rotation. In the fourth equality we use
∏
real |ǫ(i)|
∏
complex |ǫ(i)|2 =
|NF/Q(ǫ)| = | detA| = 1.
(ii) At a finite place p, we get (in hnp = GLn(Qp)/Q
×
p GLn(Zp))
A̟p(t1, · · · , tg) = [pe1t−11 v1(Aw), · · · , peg t−1g vg(Aw)]
= [pe1t−11 v1(ǫ)v1(w), · · · , peg t−1g vg(ǫ)vg(w)]
= [pe1t−11 |v1(ǫ)|−1p v1w, · · · , peg t−1g |vg(ǫ)|−1p vg(w)]
= ̟p(|v1(ǫ)|pt1, · · · , |vg(ǫ)|ptg).
In the third equality we use the fact that, for λ ∈ F×v and z ∈ Fv identified with an element in
Qnvp ≃ Fv (fixed in Section 2.1), there exists R ∈ GLnv (Zp) such that λz = |λ|−1p zR. Here we
need the assumption that F/Q is unramified at p. In the fourth equality we use
∏ |vi(ǫ)|nvip =
|NF/Q(ǫ)|p = | detA|p = 1.
Next, we prove the following converse to Proposition 2.3.2.
Proposition 2.3.3. Let ̟S : T
1
S → hnS be the S-Heegner object associated to w, (ep)p as in
Definition 2.1.1. Let V ⊂ T 1S be a subgroup satisfying the following condition: there exists
an archimedean place σl such that for any ǫ ∈ R>0, there exists (tpv)p∈S,v|p ∈ V such that
t∞σi/t∞σl < ǫ, ∀i 6= l.
If A ∈ ΓS satisfies
A̟S(t) = ̟S(ρt), ∀t ∈ V, ♦
for some ρ ∈ T 1S , then A ∈ Γw,S and ρ = L ◦ ϕ(A).
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Proof. Let ̟∞ be the archimedean part of the Heegner object ̟S . We focus only on the
archimedean part. We write ti for t∞σi as before. Set V∞ := {(t∞v) ∈ (
∏
v|∞R>0)
1 | (tpv)p∈S,v|p ∈
V }, and ρ = (ρi)i := (ρ∞σi)i ∈ (
∏
v|∞R>0)
1.
As in the proof of Proposition 2.1.2, set W := (w(1) · · ·w(r)) ∈ GLn(R), so that ̟(t) =
̟∞(t1, . . . , tr) = [WI(t)], where I(t) = I(t1, . . . , tr) :=
 t1In1 . . .
trInr
. Then, by the
archimedean part of the identity ♦, there exists a map R : V∞ → O(n) such that AWI(t) =
WI(ρt)R(t) for all t ∈ V∞. In particular, R(t) = I(ρ−1)I(t−1)W−1AWI(t) ∈ O(n). Define
Bij ∈Mninj (R) by W−1AW = (Bij)ij . Since R(t)tR(t) = In, we have i = j ⇒
∑r
k=1
t2k
ρ2i t
2
i
Bik
tBik = Ini
i 6= j ⇒ ∑rk=1 t2kρiρjtitjBiktBjk = 0.
By the condition, we can take tk/tl(k 6= l) arbitrarily small. Therefore, by setting i = l and
separating the terms k = l and k 6= l, we conclude BlltBll = ρ2l Inl and BlltBjl = 0 for all j 6= l.
In particular, Bll/ρl ∈ O(nl) and Bjl = 0 for j 6= l. Then we have Aw(l) = ρlw(l)Bll/ρl = λw(l)
for some λ ∈ F×σl . Here, if σl is a complex place, we use the fixed identification Fσl = C ≃ R2.
Therefore A ∈ Γw,S since λ ∈ σl(F ) is automatic. By Proposition 2.3.2, we see ρ = L◦ϕ(A).
The condition in Proposition 2.3.3 is always satisfied for V = T 1S by taking σ1 for σl. Thus,
Corollary 2.3.4. We have Γw,S = Γ̟S and L ◦ ϕ = ψ. In particular, Λ̟S = L(O1w,S).
The next theorem is a generalization of geodesic Lagrange’s theorem.
Theorem 2.3.5. The quotient T 1S/Λ̟S is compact with its natural topology. In particular, the
image of π ◦̟S in SLn(Z[1/N ])\hnS is compact.
Proof. Let A×F be the group of ide`les of F . Let A
1
F = {x = (xv)v ∈ A×F |
∏
v |xv|v = 1} ⊃
V = {x = (xv)v ∈ AF |
∏
v|p |xv|v = 1, ∀p ∈ S, |xv|v = 1, ∀v|p 6∈ S} be its subgroups. Here,
for a place p of Q and a place v|p of F , |xv|v := |xv|nvp , where nv = [Fv : Qp]. We claim
that V is an open subgroup of A1F . This is because, for a prime p ∈ S∞,
∏
v|p |xv|v takes
value in a discrete subgroup of R>0, hence
∏
v|p |xv|v = 1 for all p ∈ S and |xv|v = 1 for all
v|p 6∈ S is an open condition. Since A1F /F× is compact group and V is an open subgroup
of A1F , V/V ∩ F× is compact. Now, since Ow,S is an order in F (Proposition 2.2.2), O1w,S
is a subgroup of finite index of V ∩ F× = OF [1/N ]1, where OF is the ring of integers of F ,
and OF [1/N ]
1 := {x ∈ OF [1/N ]× | NF/Q(x) = 1}. On the other hand, we have a surjective
homomorphism V → T 1S ; (xv)v 7→ (|xv|p)v|p∈S , and Corollary 2.3.4 implies that the image of
O1w,S ⊂ V ∩ F× is L(O1w,S) = Λ̟S . Therefore T 1S/Λ̟S is compact.
Remark . In fact, only the inclusion Γw,S ⊂ Γ̟S (Proposition 2.3.2) is enough to prove Theorem
2.3.5.
2.4 χ-component
Here we consider the “χ-component” of Heegner objects for a quadratic character χ. This enables
us to treat the χ-component of unit groups.
Let S be a finite set of places of Q including the archimedean place ∞. Let F ′/Q be an
extension of degree d, and let F/F ′ be a quadratic extension with Galois group G = Gal(F/F ′).
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We denote by S∞ the set of finite places in S, by SF (resp. SF ′) the set of places of F (resp. F ′)
above S, and by SF,p (resp. SF ′,p) the set of places of F (resp. F
′) above p ∈ S. We denote by
Gv′ the decomposition group of v
′ ∈ SF ′ in F/F ′. We assume that F/Q is unramified at every
finite place p ∈ S∞, and at least one infinite place v′ ∈ SF ′,∞ splits in F/F ′.
Let w = t(w1, . . . , wn) ∈ Fn be a basis of F overQ, where we set n = 2d, and let̟S : T 1S → hnS
be the Heegner object associated to w (with any index (ep)p) as in Section 2.1. We keep the
notations Aw,S,Γw,S , ϕ,Ow,S,Γ̟S , etc. in Sections 2.2 and 2.3.
Let χ : G→ {±1} be the non-trivial character. Recall that, for a Z[G]-module M , we define
its χ-component as Mχ := {m ∈M | s(m) = χ(s)m}.
Definition 2.4.1.
(i) The Galois group G acts naturally on T 1S = (
∏
v∈SF,∞ R>0)
1 × ∏p∈S∞(∏v∈SF,p pZ)1 by
permuting the indices v ∈ SF . The χ-component (T 1S)χ of T 1S is defined by
(T 1S)
χ = {t = (tv)v∈SF ∈ T 1S | s(t)v(= ts−1v) = tχ(s)v , ∀s ∈ G}.
Then we define the χ-component of the Heegner object as the restriction of ̟S to (T
1
S)
χ:
̟χS := ̟S |(T 1S)χ : (T
1
S)
χ → hnS .
(ii) Let N :=
∏
p∈S,p6=∞ p as in Section 2.2. Define Γ̟S (χ) as,
Γ̟S (χ) := {A ∈ SLn(Z[1/N ]) | ∃ρ ∈ (T 1S)χ, A̟χS(t) = ̟χS(ρt), ∀t ∈ (T 1S)χ}.
The following proposition asserts that Γ̟S (χ) is actually the χ-component of O
1
w,S ≃ Γw,S
modulo torsion part. For an additive group M , we denote by Mtor the subgroup of torsion
elements, and denote by M/(tor) the quotient of M by Mtor.
Proposition 2.4.2. (i) (Γw,S)tor ⊂ Γ̟S (χ) ⊂ Γw,S.
(ii) The following diagram commutes:
Γw,S/(tor)
ϕ
∼−→ O1w,S/(tor)
⊂ ⊂
Γ̟S (χ)/(tor)
∼−→ (O1w,S/(tor))χ.
Note that O1w,S/(tor) has a natural Z[G]-module structure, since the subgroup of torsion
elements is G-stable.
Proof. (i) For A ∈ (Γw,S)tor, we have |v(ϕ(A))|p = 1 for all p ∈ S and v ∈ SF,p. Thus we get the
first inclusion by Proposition 2.3.2.
Since we have assumed that at least one infinite place of F ′ splits in F/F ′, say v′ ∈ SF ′,∞, the
condition in Proposition 2.3.3 is satisfied for V = (T 1S)
χ. Indeed, if we denote by v1, v2 ∈ SF the
two places above v′, then (T 1S)
χ contains elements of the form (tv)v∈SF such that tv1 = t, tv2 = 1/t
and tv = 1 (v 6= v1, v2) for t ∈ R>0. Thus we get the second inclusion Γ̟S (χ) ⊂ Γw,S by
Proposition 2.3.3.
(ii) Let L : O1w,S/(tor) → T 1S be the “absolute values” map defined in Section 2.3. Taking
into account that this is an injective Z[G]-homomorphism, we see (O1w,S/(tor))
χ = L−1((T 1S)
χ).
On the other hand, by Proposition 2.3.3 and the inclusion Γ̟S (χ) ⊂ Γw,S , we see that Γ̟S (χ) =
{A ∈ Γw,S | L ◦ ϕ(A) ∈ (T 1S)χ} = (L ◦ ϕ)−1((T 1S)χ). This proves (ii).
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Let Λ = Λ̟S = L(O
1
w,S) be the image of the “absolute values” map L defined in Section 2.3.
Then Λ is a Z[G]-submodule of T 1S . Let Λ
χ be the χ-component of Λ. The next theorem is the
periodicity result for ̟χS .
Theorem 2.4.3. The quotient (T 1S)
χ/Λχ is compact. In particular, the image of π ◦ ̟χS in
SLn(Z[1/N ])\hS is compact.
Proof. We first embed T 1S into
⊕
v∈SF R by T
1
S →֒
⊕
v∈SF R; (tv)v 7→ (log(tv))v. We equip⊕
v∈SF R with a natural G-action by permuting the indices v ∈ SF so that this embedding is a G-
homomorphism. Let V := {(xv)v ∈
⊕
v∈SF R |
∑
v|p nvxv = 0, ∀p ∈ S}, the G-subspace. Then,
clearly, the embedding T 1S →֒
⊕
v∈SF R factors through V . We have the following inclusions of
G-modules:
Λ →֒ T 1S →֒ V
⊂ ⊂ ⊂
Λχ →֒ (T 1S)χ →֒ V χ
Furthermore, this diagram is a pull-back, i.e. (T 1S)
χ = T 1S ∩ V χ and Λχ = Λ ∩ V χ in V . By
Proposition 2.2.2 and Theorem 2.3.5, we know that T 1S/Λ is compact, and it follows that Λ
is a lattice in V . We claim that Λχ is a lattice in V χ. The discreteness of Λ in V implies
that of Λχ in V χ. It suffices to show that Λχ generates V χ over R. To see this, consider the
map e : V → V ;x 7→ ∑s∈G χ(s−1)s(x). Then e maps V (resp. Λ) to V χ (resp. Λχ), and
e(x) = (#G)x for x ∈ V χ, where #G = 2. Therefore e(Λ) ⊂ Λχ generates e(V χ) = 2V χ = V χ.
Now, (T 1S)
χ/Λχ = T 1S/Λ ∩ V χ/Λχ in V/Λ, and both T 1S/Λ and V χ/Λχ are compact . Therefore
(T 1S)
χ/Λχ is compact.
Remark . We use the assumption that at least one infinite place of F ′ splits in F/F ′ only in
the proof of Proposition 2.4.2 to show the inclusion Γ̟S (χ) ⊂ Γw,S. Theorem 2.4.3 holds true
without this assumption.
3 Geodesic continued fractions
In this section (and the next), we develop the theory of geodesic continued fractions, which was
originally studied to find good Diophantine approximations, to determine the group of periods
Γ̟S (or Γ̟S (χ)) of Heegner objects of number fields with rank one (χ-)unit group.
First, we present a general theory of geodesic continued fractions. We introduce a new
notion of weak convexity condition instead of the convexity condition in the previous works, in
order to treat a larger class of geodesics including one dimensional ({∞}-)Heegner objects. The
most of the expositions in Sections 3.1 and 3.2, except for Theorem 3.1.4, are generalizations of
Lagarias [12] and Beukers [1]. In fact, in the case where G = G(r,n−r),(1,0) (resp. G(1,n−1),(1,0))
(see Definition 3.2.4), and the Minkowski fundamental domain (resp. the LLL-reduced set)
is chosen as a fundamental domain (see Definition 3.1.2), essentially the same algorithm as
Algorithm 1 is presented in [12] (resp. [1]). However they do not treat algebraic numbers,
and the periodicity of the algorithm is not discussed there. On the other hand, Theorem 3.1.4,
which is simple and almost trivial, is unique in this paper, and combined with the periodicity of
Heegner objects (Theorems 2.3.5 and 2.4.3), assures us the periodicity of the algorithm applied
to Heegner objects, and provides us with a non-torsion (χ-)units of number fields (Theorems
3.3.1 and 3.3.2).
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3.1 The algorithm
Let hn be the generalized upper half space GLn(R)/R
×O(n) defined in Section 2.1. Set Γ =
SLn(Z). The following theorem about the geodesics on h
n is known, though we do not use this
fact. See Terras [18, pp.12–17, Theorem 1].
Theorem 3.1.1 (Geodesics on hn). Let V be a one-parameter subgroup of the positive entry
diagonal subgroup of GLn(R). Then any (left) GLn(R)-translation of the image of V in h
n is a
geodesic with respect to the natural Riemannian metric. Conversely, every geodesic on hn is of
this form.
Example . One dimensional {∞}-Heegner objects are geodesics.
The essence of geodesic continued fraction algorithm is to observe “a scenery” along the
geodesic. In the following we explain what “a scenery” means.
We first recall the notion of a fundamental domain for the discrete action of Γ on hn with an
additional condition of “geodesic convexity”.
Definition 3.1.2 (Fundamental domain, weak G-convexity).
Let G be a family of geodesics on hn which is stable under the GLn(R) translation. We call
a geodesic in G a G-geodesic.
A weakly G-convex fundamental domain for Γ = SLn(Z) is the closed subset F ⊂ hn satisfying
the following properties.
(i) tiling property:
hn =
⋃
γ∈Γ
γF.
(ii) finiteness: there exists an open neighborhood U of F such that {γ ∈ Γ | γU ∩ U 6= ∅} is a
finite set.
(iii) weak G-convexity: for any G-geodesic ̟ : R>0 → hn, ̟−1(̟(R>0) ∩ F) is a union of a
finite number of intervals.
If the property (iii) can be replaced with the following, then F is said to be G-convex.
(iv) For any G-geodesic ̟ : R>0 → hn, ̟−1(̟(R>0) ∩ F) is an interval.
For the time being let us fix G and a weakly G-convex fundamental domain F. Let ̟ be a
G-geodesic. Then for a point ̟(t) (t ∈ R>0) on the geodesic ̟, we consider to which translation
γF of F it belongs. (“A scenery”.)
Now we present the algorithm. In the following, for I ⊂ R and x ∈ I, we denote by [I]x the
connected component of I containing x.
Algorithm 1 (Geodesic continued fraction algorithm).
Let ̟ : R>0 → hn be a G-geodesic.
Preparation: Set u0 = 1. Take B0 ∈ Γ such that ̟(1) ∈ B0F and set ̟0(t) = B0−1̟(t).
Forward loop: For ̟k (k ≥ 0) we define ̟k+1 as follows.
• Set tk := sup[̟−1k (̟k(R>0) ∩ F)]uk , sk := inf[̟−1k (̟k(R>0) ∩ F)]uk .
If tk =∞, then set sk′+1 = tk′ :=∞, Ak′ := In, Bk′ := Bk, ̟k′ := ̟k for k′ ≥ k and
stop the forward loop. Here In is the n× n identity matrix.
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• Determine Ak+1 ∈ Γ and uk+1 > tk such that ̟k([tk, uk+1]) ⊂ Ak+1F.
• Define ̟k+1 := Ak+1−1̟k, Bk+1 := BkAk+1.
Backward loop: For ̟k (k ≤ 0) we define ̟k−1 as follows.
• Set tk := sup[̟−1k (̟k(R>0) ∩ F)]uk , sk := inf[̟−1k (̟k(R>0) ∩ F)]uk .
If sk = 0, then set sk′ = tk′−1 := 0, Ak′ := In, Bk′ := Bk, ̟k′ := ̟k for k′ ≤ k and
stop the backward loop. Here In is the n× n identity matrix.
• Determine Ak ∈ Γ and uk−1 < sk such that ̟k([uk−1, sk]) ⊂ A−1k F.
• Define ̟k−1 := Ak̟k, Bk−1 := BkA−1k .
Remark . 1. We may start with another choice of u0 ∈ R>0.
2. The choice of Ak may no be unique in general.
3. The algorithm does not depend on the choice of uk, thus we may forget uk after we take
Ak+1.
Proposition 3.1.3. (i) Algorithm 1 is well defined.
(ii) limk→∞ tk =∞.
(iii) limk→−∞ sk = 0.
Proof. (i) Since the proofs are the same for forward and backward loop, we consider only forward
loop. Only the existence of such uk+1 and Ak+1 in the algorithm is non-trivial. Take an open
neighborhood U of F such that {γ ∈ Γ | γU ∩ U 6= ∅} is a finite set. Then {γ ∈ Γ | γF ∩ U 6=
∅} =: {γ1, . . . , γN} is also a finite set. Since we have U ⊂
⋃N
i=1 γiF by the tiling property,⋃N
i=1̟
−1
k (̟k(R>0)∩γiF) is a neighborhood of tk. On the other hand, by the weak G-convexity,
each ̟−1k (̟k(R>0) ∩ γiF) is a union
⋃
j Iij of a finite number of closed intervals Iij ⊂ R>0.
Therefore there exists uk+1 > tk such that [tk, uk+1] is contained in one of these closed intervals
Iij . Then, ̟k([tk, uk+1]) ⊂ γiF. This proves (i).
(ii) Since the proofs of (ii) and (iii) are the same, we prove only (ii). We keep the notations in
the proof of (i). Suppose {tk}k is bounded from above. Then tk converges to a constant t∞ ∈ R>0.
Take γ∞ ∈ Γ such that ̟(t∞) ∈ γ∞F. Since γ∞U ⊂
⋃N
i=1 γ∞γiF, there exists some i such that
γ∞γiF contains infinitely many ̟(tk). On the other hand, by the weak convexity property, we
can find an increasing sequence kl ∈ N such that Bkl are distinct and ̟(tkl) ∈ γ∞γiF. Then,
for large enough l, ̟(tkl) ∈ BklF ∩ γ∞γiF. This contradicts the finiteness property.
The next theorem interprets the periodicity of geodesics into that of the algorithm.
Theorem 3.1.4. Let ̟ : R>0 → hn be a G-geodesic. Suppose ̟ is periodic under the action of
Γ, i.e. there exist ǫ ∈ R>0, ǫ 6= 1, and a non-torsion element A ∈ Γ such that A̟(t) = ̟(ǫt) for
all t ∈ R>0.
(i) Then Algorithm 1 applied to ̟ does not stop, i.e. sk, tk ∈ R>0 for all k ∈ Z.
(ii) Let {(Ak, Bk, ̟k)}k be the sequence taken by the algorithm. Then there exist M,N ∈
N,M < N , and ρ ∈ R>1 such that ̟M (t) = ̟N (ρt).
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Proof. We can assume without loss of generality that ǫ > 1.
(i) It suffices to prove that, if ̟(u) ∈ BF (u ∈ R>0, B ∈ Γ), then there exists u′ ∈ R>0 such
that u < u′ and ̟(u′) 6∈ BF. Indeed, since A is not a torsion element, there exists N ∈ N such
that BF ∩ ANBF = ∅. Then ̟(ǫNu) = AN̟(u) 6∈ BF.
(ii) Take any u0 ∈ [s0, t0] and set uk = ǫku0. For each uk, Proposition 3.1.3 allows us to take
Nk ∈ N such that uk ∈ [sNk , tNk ] and Nk is monotonic in k.
Then we have ̟(uk) = A
k̟(u0) ∈ AkB0F ∩ BNkF. Therefore ̟(u0) ∈ B0F ∩ A−kBNkF.
Now, because of the finiteness property of F, there exist k, l ∈ N, k < l, such that A−kBNk =
A−lBNl . Then, ̟Nk(t) = BNk
−1̟(t) = BNl
−1Al−k̟(t) = ̟Nl(ǫ
l−kt). Furthermore, since A is
a non-torsion element, Nk 6= Nl. This completes the proof.
Remark . In fact, the assumption that A is a non-torsion element is superfluous. We can show
using Theorem 3.1.1 and the similar argument as in Proposition 2.1.2 that ̟ is injective. Then
the assumption ǫ 6= 1 implies that A is a non-torsion element.
3.2 Siegel sets and LLL-reducedness
Next we explicitly define some fundamental domains. First we recall the Iwasawa decomposition
for GLn(R).
Theorem 3.2.1 (Iwasawa decomposition for GLn(R)).
For any g ∈ GLn(R) there exist
X(xij) :=
 1 xij. . .
0 1
 , Y (ri) :=
 r1 0. . .
0 rn
 , and R ∈ O(n)
where xij ∈ R, ri > 0, such that g = XYR. Furthermore, this decomposition is unique.
Proof. See [9, Proposition 1.2.6].
Remark . Note that any z ∈ hn can be written uniquely in the form z = [X(xij)Y1(ri)] where
Y1(ri) = Y (ri, rn = 1).
Definition 3.2.2 (Siegel set, LLL-reduced set).
1. For a, b > 0 we define the Siegel set Σa,b by
Σa,b := {z = [X(xij)Y1(ri)] ∈ hn | |xij | ≤ b, ri/ri+1 ≥ a}.
In particular, we set S := Σ√3
2 ,
1
2
.
2. For a fixed ω ∈ [3/4, 1], we define the LLL-reduced set L = Lω by
Lω := {z = [X(xij)Y1(ri)] ∈ hn | |xij | ≤ 1
2
, ωr 2i+1 ≤ r 2i + x 2i,i+1r 2i+1}.
See, for example, [2] or [9] for detailed accounts of Siegel sets, and [1], [3] or [13] for LLL-
reduced sets.
Proposition 3.2.3. The sets S and L are fundamental domains, i.e. they satisfy (i) and (ii) in
Definition 3.1.2.
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Proof. It is known that hn =
⋃
γ∈Γ γΣa,b for a ≥
√
3/2, b ≥ 1/2, and {γ ∈ Γ | γΣa,b ∩ Σa,b} is a
finite set for any a, b > 0. See [9, Proposition 1.3.2] , [2, The´ore`me 1.4, The´ore`me 4.6]. Now
S ⊂ Σ√ω,1/2 ⊂ Lω ⊂ Σ√ω−1/4,1/2 ⊂ Σ1/2,1/2,
Σ1/2,1/2 ⊂ (Σ1/3,1)◦,
where, for a topological space X , X◦ denotes the interior of X . This proves the proposition.
Next we would like to show that S and L are “convex” fundamental domains. To do this, we
introduce certain classes of geodesics.
Definition 3.2.4. For a partition λ of n; λ = (n1, . . . , nr) ∈ Nr, n = n1 + · · · + nr, 1 ≤
n1, . . . , nr ≤ n, set
Iλ(t1, . . . , tr) =
 t1In1 . . .
trInr
 ,
where Ini is the ni × ni identity matrix. Let λ = (n1, . . . , nr) be a partition of n, and let
d = (d1, . . . , dr) ∈ Nr. We denote by Gλ,d the set of geodesics of the form,
̟ : R>0 → hn; t 7→ [gIλ(td1 , . . . , tdr)],
for g ∈ GLn(R). Then, it is clear that Gλ,d is stable under the action of GLn(R).
Theorem 3.2.5. The following hold true.
(i) L is G(n−1,1),(0,1)-convex .
(ii) L and S are weakly Gλ,d-convex for any λ and d.
We follow the argument in Beukers [1] in which Theorem 3.2.5 (i) is proved. In order to prove
this theorem, we have several things to prepare.
For simplicity, we write I1(t) for I(1,...,1)(t1, . . . , tn). Let g ∈ GLn(R) and let
Π : Rn>0 → hn; t = (t1, · · · , tn) 7→ [gI1(t)].
We consider the condition for Π(t) to be in S, L. Let
gI1(t) = X(xij(t))Y (ri(t))R(t)
be the Iwasawa decomposition. Set
Q(t) = (qij(t))ij := gI1(t)
tI1(t)
tg = gI1(t
2)tg.
Here tg denotes the transpose matrix of g. In the following we occasionally omit the parameter
t for simplicity.
Lemma 3.2.6. Define B˜ij :=

qij · · · qin
qj+1j · · · qj+1n
...
qnj · · · qnn
 for i ≤ j, and set Bij := det B˜ij .
Define C˜i as the submatrix of B˜i−1i−1 obtained by deletion of the second row and column (i.e.
those crossing at qii), and set Ci := det C˜i.
Then the following equalities hold true.
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(i) r2i = Bii/Bi+1i+1.
(ii) xij = Bij/Bjj.
(iii) r2i−1 + x
2
i−1ir
2
i = Ci/Bi+1i+1.
Here Bn+1n+1 := 1.
Proof. See [1, Theorem 3.6, Theorem 3.7].
Lemma 3.2.7. Bij and Ci can be written in the form
Bij(t) =
∑
I⊂{1,··· ,n}
#I=n−j+1
bij,It
2
I , Ci(t) =
∑
I⊂{1,··· ,n}
#I=n−i+1
ci,It
2
I
where bij,I , ci,I ∈ R and tI =
∏
k∈I tk. In other words, if we set τk = t
2
k, Bij(t) is a homogeneous
polynomial of τk of degree n− j + 1 which is at most degree one in each τk.
Proof. Since the proofs are absolutely the same for Bij and Ci, we prove only for Bij . The claim
that Bij(t) is a homogeneous of degree n− j + 1 in τk holds since qij are linear combinations of
τk.
Any B˜ij can be written in the form
A′g
 τ1 . . .
τn
 tgB′ = A
 τ1 . . .
τn
B
for some A′, A ∈ Mn−j+1,n(R) and B′, B ∈ Mn,n−j+1(R). For any k, we can find P,Q ∈
GLn−j+1(R) such that there is at most one non-zero entry 1 in the k th column (resp. row) of
PA (resp.BQ). Then τk appears in at most one place in PB˜ijQ which is at most degree one in
τk. Therefore, Bij = det B˜ij = detPB˜ijQ/(detP detQ) is at most degree one in τk. This proves
the lemma.
Proof of Theorem 3.2.5. (i) By Lemma 3.2.6 and Lemma 3.2.7, for any G(n−1,1),(0,1) geodesic ̟,
the set of τ = t2 ∈ R which satisfy ̟(t) ∈ L is defined by (n2 + n)/2− 1 linear inequalities in τ ,
and hence an interval.
(ii) Similarly, for any Gλ,d geodesic ̟, the set of τ = t
2 which satisfy ̟(t) ∈ L is defined by
(n2 + n)/2− 1 inequalities of degree at most ∑i nidi in τ , and hence a union of a finite number
of intervals.
Technical remarks
Suppose we take L = L3/4 as a fundamental domain , and let ̟ be a Gλ,d-geodesic. From the
argument in the proof of Theorem 3.2.5, we see the following.
Corollary 3.2.8. We can practically compute sk, tk in Algorithm 1 by solving (n
2 + n)/2 − 1
inequalities of degree at most
∑
i nidi appeared in the proof of Theorem 3.2.5.
Therefore, in order to execute (forward loop of) Algorithm 1, it suffices to find
(a) B0 ∈ Γ such that ̟(1) ∈ B0L,
(b) Ak+1 ∈ Γ and uk+1 > tk such that ̟k([tk, uk+1]) ⊂ Ak+1L for each k > 0.
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One method to do this is to use LLL-reduction, named after its inventors Lazlo Lovasz, Arjen
Lenstra and Hendrik Lenstra [13]. For any z ∈ hn, LLL-reduction is literally the algorithm to
find A ∈ Γ such that Az is LLL-reduced, i.e. z ∈ A−1L. Therefore, we can find B0 in (a).
Furthermore, if we compute γl ∈ Γ such that ̟k(tk + 1/l) ∈ γlL for l ∈ N>0, some tk + 1/l and
γl satisfies the condition of uk and Ak+1 in (b) by Proposition 3.1.3. See, for example, [13], [1]
or [3] for detailed explanation of LLL-reduction algorithm.
Another possibility to determine Ak+1 ∈ Γ in (b) is to compute the set J = {γ ∈ Γ | γ(Σ1/3,1)◦∩
(Σ1/3,1)
◦ 6= ∅} which is a finite set by Proposition 3.2.3, in advance. Then we can always find
Ak+1 in J .
In the numerical examples in Section 5, we choose the former method since this author cannot
compute the set J for n ≥ 3 at present.
3.3 Application to number fields
Now we present a generalization of Lagrange’s theorem by applying the geodesic continued
fraction algorithm (Algorithm 1) to Heegner objects. In this subsection we always assume S =
{∞}.
Number fields with rank one unit group
We now return to the notations in Sections 2.1 to 2.3. Let F be a number field of degree n such
that the rank of its unit group is one, i.e. F is either a real quadratic field, complex cubic field
or totally imaginary quartic field. In this case, there are exactly two archimedean embeddings
σi : F → Fσi ⊂ C (i = 1, 2) (up to complex conjugates). Here Fσi is the completion of F with
respect to σi. (We allow the choice: σ1 is complex and σ2 is real.)
Let w = t(w1 · · ·wn) be a basis of F over Q, and let
̟ : (R2>0)
1 ≃ R>0 → hn; t 7→ [w(1)t w(2)/t] = [w(1)t2 w(2)]
be the ({∞}-)Heegner object associated to w. Then by the change of variables τ = t2, we see
that ̟ is a G(n1,n2),(1,0)-geodesic. Here ni = [Fσi : R]. In the following, we always take the
LLL-reduced set L = L3/4 as a fundamental domain F which is weakly G(n1,n2),(1,0)-convex by
Theorem 3.2.5.
Theorem 3.3.1 (Rank one generalized Lagrange’s theorem).
Let {(Ak, Bk, ̟k)}k∈Z be the sequence obtained by Algorithm 1 applied to ̟.
(i) Then there exist k0, k1 ∈ N, k0 < k1, and ρ ∈ R>1 such that ̟k0(t) = ̟k1(ρt) for any
t ∈ R>0.
(ii) We have Bk1B
−1
k0
∈ Γ̟ = Γw and ǫ := ϕ(Bk1B−1k0 ) ∈ O1w is a non-torsion element satisfying
|σ1(ǫ)| = ρ. In particular, ǫ generates a finite index subgroup of O1w.
Proof. (i) This is clear from Proposition 2.3.3, Theorem 2.3.5 and Theorem 3.1.4.
(ii) Since ̟k = B
−1
k ̟, (i) implies Bk1B
−1
k0
̟(t) = ̟(ρt) ∀t ∈ R>0. Thus Bk1B−1k0 ∈ Γ̟. The
rest follows from Proposition 2.3.2 and Corollary 2.3.4.
Remark . It is unclear whether the minimal period of the algorithm always provides a fundamental
unit, i.e. a generator of O1w/(tor), because, now, the fundamental domain F is not a system of
representatives.
Remark . When we calculate ǫ in (ii), it is more convenient to consider Ak0+1 · · ·Ak1 =
B−1k0 Bk1 ∈ ΓB−1k0 ̟ = B
−1
k0
Γ̟Bk0 . We easily verify ǫ := ϕw(Bk1B
−1
k0
) = ϕB−1k0 w
(B−1k0 Bk1).
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Number fields with rank one χ-component of unit group
Next, we extend the above result to χ-component of Heegner objects. We keep the notations
in Section 2.4. Let F ′ be a number field with at most one complex archimedean place. We
denote by v′1, . . . , v
′
g the archimedean places of F
′, and suppose v′2, . . . , v
′
g are real. Let F/F
′ be
a quadratic extension such that v′1 splits in F/F
′ and v′2, . . . , v
′
g ramify in F/F
′. We denote by
v11, v12 the places of F above v
′
1, and by vi (i = 2, . . . , g) the place of F above v
′
i. Set d = [F
′ : Q]
and n = 2d = [F : Q].
Let w = t(w1 · · ·wn) be a basis of F over Q, and let
̟ : T 1 := (Rg+1>0 )
1 → hn; (t11, t12, t2, . . . , tg) 7→ [t11v11(w) t12v12(w) t2v2(w) · · · tgvg(w)]
be the ({∞}-)Heegner object associated to w. Note that this definition does not depend on the
choice of embeddings. Then, (T 1)χ = {(t, 1/t, 1, . . . , 1) ∈ T 1 | t ∈ R>0}, and
̟χ : (T 1)χ ≃ R>0 → hn; t 7→ [v11(w)t v12(w)/t v2(w) · · · vg(w)]
= [v11(w)t
2 v12(w) v2(w)t · · · vg(w)t]
is the χ-component of the Heegner object. We see ̟χ is a G(1,1,g−1),(2,0,1)-geodesic.
Theorem 3.3.2 (χ-rank one generalized Lagrange’s theorem).
Let {(Ak, Bk, ̟χk )}k∈Z be the sequence obtained by Algorithm 1 applied to ̟χ.
(i) Then there exist k0, k1 ∈ N, k0 < k1, and ρ ∈ R>1 such that ̟χk0(t) = ̟
χ
k1
(ρt) for any
t ∈ R>0.
(ii) We have Bk1B
−1
k0
∈ Γ̟(χ) ⊂ Γw and ǫ := ϕ(Bk1B−1k0 ) ∈ O1w is a non-torsion element
satisfying |v11(ǫ)| = ρ. In particular, ǫ generates a finite index subgroup of (O1w/(tor))χ.
Proof. (i) This is clear from Proposition 2.3.3, Theorem 2.4.3 and Theorem 3.1.4.
(ii) Since ̟k = B
−1
k ̟
χ, (i) implies Bk1B
−1
k0
̟χ(t) = ̟χ(ρt) ∀t ∈ R>0. Thus Bk1B−1k0 ∈
Γ̟(χ). The rest follows from Proposition 2.3.2, Corollary 2.3.4 and Proposition 2.4.2.
We present some numerical examples in Section 5.
4 {∞, p}-continued fractions
In this section, we extend the idea of geodesic continued fraction to S-ade´lic setting. We restrict
ourselves to the case where n = 2 and S = {∞, p} for a prime number p since, at present, this is
the only case in which we can give satisfactory applications to number fields. In the following,
we always assume S = {∞, p}.
Let p be a prime number and let h × h2p be the generalized {∞, p}-upper half space defined
in Section 2.1. Here h = {z ∈ C | ℑ(z) > 0} is the usual Poincare´ upper half plane identified
with h2∞ by
h ≃ h2∞; z = x+ iy 7→
[
y x
0 1
]
.
4.1 Fundamental domain for the action of SL2(Z[1/p]) on h× h2p
We recall the p-adic Iwasawa decomposition.
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Theorem 4.1.1 (Iwasawa decomposition for GL2(Qp)).
For any g ∈ GL2(Qp), there exist λ, ν ∈ Z, e ∈ Z≥0, u ∈ (Z/peZ)×, and R ∈ GL2(Zp) such
that
g = pλ
(
pν
1
)(
pe u˜
1
)
R,
where u˜ is a lift of u in Zp. Moreover, this presentation is unique up to the choice of u˜.
Proof. See [10, Proposition 4.2.1].
Remark . Note that any z ∈ h2p = GL2(Qp)/Q×p GL2(Zp) can be written uniquely in the form
z =
[(
pν
1
)(
pe u˜
1
)]
=
[
pe+ν pν u˜
1
]
, with the same notations as in Theorem 4.1.1,
up to the choice of u˜. Here [ ] denotes the class in h2p as in Section 2.1.
Lemma 4.1.2. With the notations above, the following equalities hold true in h2p.
(i)
(
1 x
1
)[
pe+ν pν u˜
1
]
=
[
pe+ν pν u˜+ x
1
]
for x ∈ Qp.
(ii)
( −1
1
)[
pe+ν pν u˜
1
]
=
[(
p−ν
1
)(
pe −u˜−1
1
)]
.
(iii)
(
pi
p−i
)[
pe+ν pν u˜
1
]
=
[(
pν+2i
1
)(
pe u˜
1
)]
for i ∈ Z.
Proof. (i) and (iii) are clear. We prove (ii). Let us fix a lift u˜−1 ∈ Zp of u−1 ∈ (Z/peZ)×. Then
we have u˜u˜−1 + ape = 1 for some a ∈ Zp. Therefore,( −1
1
)(
pe+ν pν u˜
1
)
=
( −1
pe+ν pν u˜
)
≡
( −1
pe+ν pν u˜
)(
u˜ a
−pe u˜−1
)
=
(
pe −u˜−1
0 pν(u˜u˜−1 + ape)
)
≡
(
p−ν
1
)(
pe −u˜−1
1
)
(modulo Q×p GL2(Zp)).
Proposition 4.1.3. Let D = D0 := {z ∈ h | |z| > 1,−1/2 ≤ ℜz < 1/2}∪{eiθ | θ ∈ [π/2, 2π/3]},
which is a fundamental domain for the action of SL2(Z) on h. Set
D1 :=
(
1/p
1
)
D0, F0 := D0 ×
{[
1
1
]}
, and F1 := D1 ×
{[
1/p
1
]}
.
Then F := F0 ⊔F1 gives a fundamental domain for the action of SL2(Z[1/p]) on h× h2p, that is,
F satisfies the following:
(i) tiling property:
h× h2p =
⋃
γ∈SL2(Z[1/p])
γF.
(ii) finiteness: the set {γ ∈ SL2(Z[1/p]) | γF ∩ F 6= ∅} is a finite set.
Proof. By Theorem 4.1.1 and Lemma 4.1.2, for z = (z∞, zp) ∈ h × h2p there exists γp ∈
SL2(Z[1/p]) such that
γpzp ∈
{[
1
1
]
,
[
1/p
1
]}
.
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First, suppose γpzp =
[
1
1
]
. Then there exists γ∞ ∈ SL2(Z) such that γ∞γpz∞ ∈ D0.
Since the stabilizer of
[
1
1
]
in SL2(Z[1/p]) is SL2(Z), we get γ∞γpz ∈ F0.
Next, suppose γpzp =
[
1/p
1
]
. Then, taking into account that the stabilizer of
[
1/p
1
]
is
(
1/p
1
)
SL2(Z)
(
p
1
)
and D1 is a fundamental domain of this group, there exists
γ∞ ∈
(
1/p
1
)
SL2(Z)
(
p
1
)
such that γ∞γpz∞ ∈ D1, and we get γ∞γpz ∈ F1.
Furthermore,
{γ ∈ SL2(Z[1/p]) | γF ∩ F 6= ∅} =
{γ ∈ SL2(Z) | γD0 ∩D0 6= ∅} ∪
{
γ ∈
(
1/p
1
)
SL2(Z)
(
p
1
) ∣∣∣ γD1 ∩D1 6= ∅}
is a finite set.
4.2 {∞, p}-geodesic continued fractions
Definition 4.2.1. We define a p-geodesic on h× h2p to be a map of the following form
̟ : pZ → h× h2p ; pν 7→
(
z,
[
a p2νb
c p2νd
])
for z ∈ h and
(
a b
c d
)
∈ GL2(Qp).
As in Section 3 we consider the following algorithm. Set Γ := SL2(Z[1/p]).
Algorithm 2 ({∞, p}-geodesic continued fraction algorithm).
Let ̟ : pZ → h× h2p be a p-geodesic.
Preparation: Set u0 = 1. Take B0 ∈ Γ such that ̟(1) ∈ B0F and set ̟0 = B0−1̟.
Forward loop: For ̟k (k ≥ 0) we define ̟k+1 as follows.
• Determine Ak+1 ∈ Γ such that ̟k(pk+1) ⊂ Ak+1F.
• Define ̟k+1 := Ak+1−1̟k, Bk+1 := BkAk+1.
Backward loop: For ̟k (k ≤ 0) we define ̟k−1 as follows.
• Determine Ak ∈ Γ such that ̟k(pk−1) ⊂ A−1k F.
• Define ̟k−1 := Ak̟k, Bk−1 := BkA−1k .
In the following, we refer to this algorithm simply as the geodesic algorithm.
The following theorem is a p-geodesic version of Theorem 3.1.4.
Theorem 4.2.2. Let ̟ : pZ → h2∞ × h2p be a p-geodesic. Let ν0 ∈ Z. Suppose ̟ is periodic for
ν ≥ ν0 under the action of SL2(Z[1/p]), i.e. there exist µ0 ∈ N>0 and A ∈ SL2(Z[1/p]) such
that A̟(pν) = ̟(pν+µ0) for all ν ≥ ν0.
Let {(Ak, Bk, ̟k)}k be the sequence taken by Algorithm 2. Then there exist M,N ∈ N,M <
N , and µ ∈ N>0 such that ̟M (pν) = ̟N (pν+µµ0) for all ν ≥ ν0.
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Proof. For k ∈ N, we have B−1µ0k+ν0̟(pµ0k+ν0) = B−1µ0k+ν0Ak̟(pν0) ∈ F, and hence ̟(pν0) ∈
A−kBµ0k+ν0F∩Bν0F. On the other hand we have seen in Proposition 4.1.3 that {γ ∈ SL2(Z[1/p]) |
γF ∩ F 6= ∅} is a finite set. Therefore there exist k, l ∈ N, k < l, such that A−kBµ0k+ν0 =
A−lBµ0l+ν0 . We get ̟µ0k+ν0 (p
ν) = B−1µ0k+ν0̟(p
ν) = B−1µ0l+ν0A
l−k̟(pν) = ̟µ0l+ν0(p
µ0(l−k)+ν)
for ν ≥ ν0.
4.3 {∞, p}-continued fractions
Next we give an explicit procedure of the above algorithm which is simple and similar to the
classical continued fraction algorithm for real numbers.
We fix an isomorphism C ≃ Qp of fields. Let h be the Poincare´ upper half plane as before,
and let D be the fundamental domain for SL2(Z); D = D0 := {z ∈ h | |z| > 1,−1/2 ≤ ℜz <
1/2} ∪ {eiθ | θ ∈ [π/2, 2π/3]}. In the following, for z ∈ C = Qp, we denote by z¯ the complex
conjugate of z.
Algorithm 3 ({∞, p}-continued fraction algorithm).
For z ∈ h ∩Qp ⊂ C = Qp, we define its {∞, p}-continued fraction expansion as follows.
Set x1 := z. For xk, k ≥ 1, do the following.
initialization: If xk ∈ Zp, set zk = xk, δk = +1, otherwise, set zk = −1/xk ∈ Zp, δk = −1.
p-adic reduction: Determine ak ∈ {0, . . . , p2 − 1} such that zk − ak ≡ 0 mod p2, and set
zk0 := (zk − ak)/p2.
∞-adic reduction: For j ≥ 0, if zkj ∈ D, then set xk+1 = zkj and go to the initialization step.
If not, determine bkj ∈ Z so that −1/2 ≤ ℜ(zkj−bkj) < 1/2 and set zkj+1 = −1/(zkj−bkj).
Then ∞-adic reduction ends within a finite number of steps (See [7, Lemma 2.3.1]), and the
algorithm is well defined. We formally express this expansion as
z = δ1(a1 + p
2b10 −
p2
b11 −
1
. . . − 1
b1l1 −
1
δ2(a2 + p2b20 −
p2
b21 −
1
.. .
)δ2
)δ1
= [ δ1; a1; b10, . . . , b1l1 ; δ2; a2; b20, . . . , b2l2 ; . . . ].
Furthermore, we associate each step of the algorithm with an element in SL2(Z[1/p]) which
corresponds to the linear fractional transformation of the step. For k ≥ 1, we define notations
as follows.
initialization: Set Dk =
(
1
1
)
if δk = 1, Dk =
( −1
1
)
if δk = −1.
p-adic reduction: Set Pk =
(
1/p
p
)(
1 −ak
1
)
.
∞-adic reduction: Set Qk =
(
0 −1
1 −bklk
)
· · ·
(
0 −1
1 −bk0
)
.
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Moreover, we set A−1k = QkPkDk, Bk = A1 · · ·Ak. Then we have zk = Dkxk, zk0 = Pkzk, xk+1 =
Qkzk0, and xk+1 = A
−1
k xk = B
−1
k x1, where the action is a linear fractional transformation.
We claim the following theorem which is an analogue of Lagrange’s theorem.
Theorem 4.3.1. If z ∈ h∩Qp ⊂ C = Qp is an imaginary quadratic irrational, then its {∞, p}-
continued fraction expansion becomes periodic. That is, there exist k, l ∈ N, k < l, such that
xk = xl.
We prove this theorem using the geodesic algorithm (Algorithm 2) and the periodicity of
Heegner objects (Theorem 2.3.5). First we relate Algorithm 3 to Algorithm 2.
Let z ∈ h ∩ Qp ⊂ C = Qp and z = [ δ1; a1; b10, . . . , b1l1 ; δ2; a2; b20, . . . , b2l2 ; . . . ] be its
{∞, p}-continued fraction expansion. We consider the following p-geodesic:
̟ : pZ → h× h2p ; pν 7→
(
z,
[
p2ν z
0 1
])
.
We claim the following.
Proposition 4.3.2. Let z ∈ h ∩ Zp ⊂ C = Qp, and let the notations be as above.
(i) B−1k ̟(p
k) ∈ F0 = D×
{[
1
1
]}
, for k ≥ 1.
(ii) Dk+1B
−1
k ̟(p
ν) =
(
zk+1,
[
p2ν−2k zk+1
0 1
])
, for ν ≥ k.
We need the following lemma.
Lemma 4.3.3. Let z ∈ Zp,
(
a b
c d
)
∈ SL2(Z) such that az + b
cz + d
∈ Zp. Then(
a b
c d
)[
pν z
0 1
]
=
 pν az + bcz + d
0 1
 for ν ≥ 0.
Proof. By the assumption: z,
az + b
cz + d
∈ Zp, we have 1
cz + d
= a − caz + b
cz + d
∈ Zp. In particular,
cz + d ∈ Z×p . Then, keeping in mind that all the equalities are modulo Q×p GL2(Zp),
LHS =
[
apν az + b
cpν cz + d
]
=
 acz + dpν az + bcz + dc
cz + d
pν 1

=
 acz + dpν − az + bcz + d ccz + dpν az + bcz + d
0 1

=
 pν(cz + d)2 az + bcz + d
0 1
 = RHS .
Proof of Proposition 4.3.2. We prove (i) and (ii) simultaneously by induction on k ≥ 1. Note
that D1 = I (identity matrix) and z = x1 = z1 since we have assumed z ∈ Zp.
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k = 1: It is easy to see that,
P1
[
p2 x1
1
]
=
[
1
1
]
, and Q1
[
1
1
]
=
[
1
1
]
,
in h2p. On the other hand, we have A
−1
1 x1 = x2 ∈ D. This shows (i).
Now z10 = (z1 − a1)/p2 ∈ Zp, D2Q1 ∈ SL2(Z) and z2 = D2Q1z10 ∈ Zp. Therefore, by
Lemma 4.3.3, we have
D2Q1P1D1̟(p
ν) = D2Q1
(
z10,
[
p2ν−2 z10
0 1
])
=
(
z2,
[
p2ν−2 z2
0 1
])
(ν ≥ 1).
Here we use Lemma 4.1.2 in the first equality. This shows (ii).
k ≥ 2: By the identity (ii) of the induction hypothesis for k − 1, we prove this case by
applying the argument in the case k = 1 to z′ = zk and ̟′(pν) = DkBk−1̟(pν−k+1). This
completes the proof.
The following proposition relates Algorithm 3 to Algorithm 2.
Proposition 4.3.4. Let z ∈ h ∩ Zp ⊂ C = Qp, and let the notations be as above. Let B0 ∈
Γ = SL2(Z[1/p]) such that ̟(1) ∈ B0F, and let A′k = B−1k−1Bk ∈ Γ (k ≥ 1), i.e. A′1 = B−10 B1,
A′k = Ak (k ≥ 2). Then we can take B0 as a preparation step and {(A′k, Bk, ̟k)}k≥1 as a
forward loop of Algorithm 2 for ̟, where ̟k = B
−1
k ̟.
Proof. This follows from Proposition 4.3.2 (i) since Algorithm 2 is completely determined by Bk,
and Bk is characterized by the condition ̟(p
k) ∈ BkF.
Now, we prove Theorem 4.3.1. Let z ∈ h ∩ Qp ⊂ C = Qp be an imaginary quadratic
irrational. Then F = Q(z) is an imaginary quadratic field and p splits completely in F/Q. Let
z = [ δ1; a1; b10, . . . , b1l1 ; δ2; a2; b20, . . . , b2l2 ; . . . ] be the {∞, p}-continued fraction expansion
of z, and let xk, zk, Dk, Pk, etc. be as in Algorithm 3. Let
̟S : p
Z → h× h2p ; pν 7→
(
z,
[
z p2ν−e0z
1 p2ν−e0
])
, where e0 := vp(z − z),
be the S(= {∞, p})-Heegner object associated to the basis w = t(z, 1) of F over Q with index
ep = (0,−e0). Let ̟ be the p-geodesic as before:
̟ : pZ → h× h2p ; pν 7→
(
z,
[
p2ν z
0 1
])
.
Lemma 4.3.5. Let w1, w2 ∈ Qp →֒ Qp = C. Suppose w1/w2 ∈ h, so that w1w2−w1w2 6= 0. Let
α = vp(w2), β = vp(w2) be the additive p-adic valuations. The following hold true in h
2
p.
(i)
[
w1 p
νw1
w2 p
νw2
]
=
[
w1/w2 p
ν−α+βw1/w2
1 pν−α+β
]
for ν ∈ Z.
(ii) If ν − α+ β ≥ 0, then[
w1 p
νw1
w2 p
νw2
]
=
[
pν−α+β+γ w1/w2
0 1
]
, where γ = vp(w1/w2 − w1/w2).
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Proof. (i) Dividing the whole matrix on the left hand side by w2 yields the right hand side.
(ii) Subtracting the pν−α+β multiple of the first column from the second column on the right
hand side matrix in (i), and switching the two columns yield the right hand side of (ii).
Corollary 4.3.6. We have ̟(pν) = ̟S(p
ν) for all 2ν ≥ e0.
Proof. This is clear by Lemma 4.3.5 (ii).
Proof of Theorem 4.3.1. Let z ∈ h ∩ Qp ⊂ C = Qp be an imaginary quadratic irrational. Let
z = [ δ1; a1; b10, . . . , b1l1 ; δ2; a2; b20, . . . , b2l2 ; . . . ], ̟S , and ̟ be as above. We may assume
without loss of generality that z ∈ Zp since the {∞, p}-continued fraction expansions of z and
−1/z differ only in δ1.
Then, by Corollary 4.3.6 and Theorem 2.3.5, the auxiliary p-geodesic̟ is periodic for 2ν ≥ e0,
i.e. ̟ satisfies the condition in Theorem 4.2.2. Therefore, by Theorem 4.2.2 and Proposition
4.3.4, there exist k, l ∈ N, k < l, and µ ∈ N>0 such that B−1k ̟(pν) = B−1l ̟(pν+µ) for 2ν ≥ e0.
The archimedean part of this identity yields xk+1 = xl+1. This proves the theorem.
Next we consider the period group Γ̟S .
Proposition 4.3.7. Let z ∈ h ∩ Zp ⊂ C = Qp be an imaginary quadratic irrational. We keep
the notations above. Let A ∈ Γ̟S , that is, there exists N ∈ Z, N 6= 0, such that A̟S(pν) =
̟S(p
ν+N ) for all ν ∈ Z. Suppose N > 0. Then xk+1 = xk+N+1 for 2k ≥ e0, k ≥ 1. Further-
more, B−1k+NABk ∈ (ΓB−1k ̟S )tor.
Proof. For 2k ≥ e0 and k ≥ 1, we have ̟(pk) = ̟S(pk) by Corollary 4.3.6, and
B−1k ̟(p
k), B−1k+N̟(p
k+N ) ∈ D×
{[
1
1
]}
by Proposition 4.3.2. On the other hand, B−1k+N̟S(p
k+N ) = B−1k+NABkB
−1
k ̟S(p
k). Hence C =
B−1k+NABk ∈ SL2(Z), and both xk+1 and xk+N+1 = Cxk+1 belong to D. Therefore, xk+1 and
xk+N+1 must be the same, and C is a torsion element. Moreover, we see C ∈ ΓB−1k w,S = ΓB−1k ̟S ,
by Corollary 2.3.4 applied to the Heegner object B−1k ̟S associated to the basis B
−1
k w of F over
Q, where w = t(z, 1). This completes the proof.
Corollary 4.3.8. If z ∈ h ∩ Qp ⊂ C = Qp is an imaginary quadratic irrational such that
z = x1 ∈ D and z1 − z1 ∈ Z×p , then its {∞, p}-continued fraction is purely periodic. That is,
there exists N ∈ N>0 such that z = x1 = xN+1. Here z1 is the element taken in the initialization
step in the first loop of Algorithm 3.
Proof. Let z′ = p2z1. Then (k+1)-th loop of {∞, p}-continued fraction expansion of z′ coincides
with k-th loop of {∞, p}-continued fraction expansion of z. Proposition 4.3.7 applied to z′ finishes
the proof.
4.4 p-units, the Pell-like equations and ideal classes
In this section, we discuss p-units, the Pell-like equations and ideal classes of imaginary quadratic
fields in terms of the {∞, p}-continued fractions and its periods.
Let F ⊂ C be an imaginary quadratic field and p a prime number which splits completely in
F/Q. We fix an isomorphism C ≃ Qp of fields. Let v be a place of F which corresponds to the
embedding F ⊂ C = Qp and v¯ its conjugate over Q. We denote by OF the ring of integers of
F and by p (resp. p¯) the prime ideal above p which corresponds to the place v (resp. v¯). We
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have (p) = pp¯. More precisely, let d > 0 be a square free integer such that F = Q(
√−d). Let
θ =
−1 +√−d
2
if −d ≡ 1 mod 4, and θ = √−d otherwise, so that OF = Z[θ]. We see θ ∈ Zp
by the assumption that p splits completely in F/Q.
Combining the previous results, we get the following.
Theorem 4.4.1. Consider the {∞, p}-continued fraction expansion
θ = [δ1; a1; b10, . . . , b1l1 ; δ2; a2; b20, . . . , b2l2 ; . . . ].
We also take xk, zk, Ak, Bk, etc. as in Algorithm 3. The following hold true.
(i) The {∞, p}-continued fraction expansion of θ is purely periodic.
(ii) Let N be the smallest positive integer such that θ = x1 = xN+1. Set
(
qN rN
sN tN
)
:=
B−1N ∈ SL2(Z[1/p]). Then ǫ = sNθ + tN ∈ F is a fundamental norm one p-unit of F,
i.e. a generator of the rank one free abelian group OF [1/p]
1/(tor), where OF [1/p]
1 = {x ∈
OF [1/p]
× | NF/Q(x) = 1}.
(iii) In (ii), s := pNsN , t := p
N tN are relatively prime integers. Set u := p
N ǫ = sθ + t ∈ OF .
Then uOF = p
2N as ideals. Furthermore, if there exists x in OF such that u/x
2 is a root
of unity, then ord[p] = N , and otherwise ord[p] = 2N . Here ord[p] is the order of the ideal
class [p] in the ideal class group of OF .
Proof. (i) It is obvious that θ ∈ D. Since p is unramified in F , p ∤ d if −d ≡ 1 mod 4 and p ∤ 2d
otherwise, we have θ − θ ∈ Z×p . Therefore the conditions in Corollary 4.3.8 are satisfied.
(ii) Let w be the basis t(θ, 1) of F over Q. Let ̟S be the {∞, p}-Heegner object associated
to w with index e = (0, 0). First, since (θ, 1) is a basis of OF over Z, by Proposition 2.2.2 (i),
we see Ow,S = OF [1/p]. Now B
−1
N x1 = x1+N = x1. Hence, by Corollary 2.3.4, B
−1
N ∈ Γw,S =
Γ̟S
ϕ≃ OF [1/p]1. Moreover, we easily see ϕ(B−1N ) = sNθ + tN = ǫ.
It suffices to show B−1N gives a generator of Γ̟S/(tor). Take A ∈ Γ̟S which gives a generator
of Γ̟S/(tor). Let N
′ ∈ Z, N ′ 6= 0, such that A̟S(pν) = ̟S(pν+N ′) for all ν ∈ Z. Suppose
N ′ > 0. Then, by Proposition 4.3.7, we get x2 = xN ′+2, and B−1N ′+1AB1 ∈ (ΓB−11 ̟S )tor.
On the other hand, since we have proved that the {∞, p}-continued fraction expansion of θ
is purely periodic, we have xi = xi+N ′ for all i ≥ 1. Indeed, since x2 = xN ′+2, we have
xi = xi+N ′ for all i ≥ 2, and since x1 = xN+1, we have xi = xi+N for all i ≥ 1. Thus we get
xi = xi+N = xi+N+N ′ = xi+N ′ for all i ≥ 1. In particular, xN ′+1 = x1, and AN ′+1 = A1 = B1.
Therefore, BN ′+1 = BN ′AN ′+1 = BN ′B1, and C := B
−1
N ′A ∈ (B1ΓB−11 ̟SB
−1
1 )tor = (Γ̟S )tor.
Hence, BN ′ also gives a generator of Γ̟S/(tor).
Now, by the minimality of N , we have N |N ′ and BN ′ = BrN for some r ∈ N>0. Since BN ′
gives a generator of Γ̟S/(tor), we get r = 1, and BN = BN ′ . This proves (ii).
(iii) It is clear from the construction that pNqN , p
NrN , p
NsN , p
N tN ∈ Z.
Claim . vp(ǫ) = N .
Proof of Claim. Recall the notations ψ and L : Γ̟S → T 1S ≃ pZ;A′ 7→ |ϕ(A′)|p in Section 2.3.
By the proof of (ii), B−1N A ∈ Γ̟S is a torsion element. Therefore, |ǫ|p = L(B−1N ) = L(A−1). On
the other hand, by Proposition 2.3.2, L(A−1) = ψ(A−1) = p−N . Thus vp(ǫ) = N .
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Therefore, vp(sθ+t) = p
2N . On the other hand, we have (sθ+t)(sθ + t) = NF/Q(sθ+t) = p
2N
since NF/Q(ǫ) = 1. Thus, we see vp(sθ + t) = 0 and s, t are relatively prime. It also follows that
uOF = p
2N .
For the latter half of the statement, let l = ord[p] and xOF = p
l for x ∈ OF . Then x2/pl
is a norm one p-unit. Since we already know in (ii) that ǫ = u/pN is a fundamental norm one
p-unit, there exist n ∈ Z and a root of unity ζ ∈ F such that x2/pl = (u/pN)n× ζ. In particular,
we have l = vp(x
2/pl) = vp((u/p
N)n) = nN . Now, since uOF = p
2N , we have l|2N , and since
N, l > 0, we have n > 0. Therefore, there are only two cases: n = 1 or n = 2. If n = 1, then
ord[p] = N , and if n = 2, then ord[p] = 2N . This proves the theorem.
Corollary 4.4.2. We keep the notations in Theorem 4.4.1.
(i) If −d 6≡ 1 mod 4, then the solutions (x, y, ν) to the Pell-like equation x2+dy2 = p2ν , where
x and y are relatively prime integers, and ν ∈ N, are exactly of the form
x+
√
−dy = ζ(t±
√
−ds)r, ν = rN,
where ζ is a root of unity in F and r ∈ N.
(ii) If −d ≡ 1 mod 4, then then the solutions (x, y, ν) to the Pell-like equation 4x2 − 4xy +
(1+ d)y2 = 4p2ν, where x and y are relatively prime integers, and ν ∈ N, are exactly of the
form
x+
−1 +√−d
2
y = ζ(t+
−1±√−d
2
s)r, ν = rN,
where ζ is a root of unity in F and r ∈ N.
Proof. Let θ be as above, so that OF = Z+ Zθ. For relatively prime integers x, y and ν ∈ N,
NF/Q(x + yθ) = p
2ν ⇔ (x+ yθ) = p2ν or p¯2ν ⇔
(
x+ yθ
pν
)
= pν p¯−ν or p−ν p¯ν
⇔ N |ν and
(
x+ yθ
pν
)
=
(
u
pN
)ν/N
where, for α ∈ OF , (α) denotes the integral ideal generated by α. This shows the corollary.
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5 Examples
In this section we present some numerical examples.
5.1 Geodesic continued fractions
Here we treat the case where S = {∞}. We use Mathematica for calculation.
Real quadratic field
Let d > 1 be a positive square free integer. Let F be the real quadratic field Q(
√
d). We
consider the Heegner object associated to w = t(
√
d, 1), that is,
̟ : R>0 → h ; t 7→
[ −√d √dt
1 t
]
.
In the following, we give some examples of the sequence {Ak, Bk, [B−1k w]}k and {sk, tk}k obtained
by Algorithm 1 (forward loop) applied to ̟(t). Here [v] = v1/v2 for v =
t(v1, v2) ∈ R2. Note
that by Corollary 2.3.4, ̟k(t) = ̟l(ρt) holds for some ρ ∈ R>0 if and only if [B−1k w] = [B−1l w].
We write approximate values for sk, tk.
d = 2{
preparation;
(
1 0
0 1
)
,
√
2
}
: period start
{0.69108, 1.44701}{(
1 1
0 1
)
,
(
1 1
0 1
)
,−1 +√2
}
{1.44701, 2.96306}{(
0 −1
1 0
)
,
(
1 −1
1 0
)
,−1−√2
}
{1.96703, 4.02791}{(
1 −1
0 1
)
,
(
1 −2
1 −1
)
,−√2
}
{4.02791, 8.43379}{(
1 −1
0 1
)
,
(
1 −3
1 −2
)
, 1−√2
}
{8.43379, 17.27}{(
0 −1
1 0
)
,
( −3 −1
−2 −1
)
, 1 +
√
2
}
{11.4647, 23.4764}{(
1 1
0 1
)
,
( −3 −4
−2 −3
)
,
√
2
}
: period start
{23.4764, 49.1557}{(
1 1
0 1
)
,
( −3 −7
−2 −5
)
,−1 +√2
}
{49.1557, 100.657}{(
0 −1
1 0
)
,
( −7 3
−5 2
)
,−1−√2
}
{66.8211, 136.83}{(
1 −1
0 1
)
,
( −7 10
−5 7
)
,−√2
}
u = ϕ(
( −3 −4
−2 −3
)
) = −2√2 − 3 is a (fundamental)
norm one unit of Z[
√
2].
d = 3{
preparation;
(
1 0
0 1
)
,
√
3
}
: period start
{0.742955, 1.34598}{(
1 1
0 1
)
,
(
1 1
0 1
)
,−1 +√3
}
{1.34598, 3.73205}{(
1 1
0 1
)
,
(
1 2
0 1
)
,−2 +√3
}
{3.73205, 4.40807}{(
0 −1
1 1
)
,
(
2 1
1 1
)
, 1 +
√
3
}
{3.73205, 10.348}{(
1 1
0 1
)
,
(
2 3
1 2
)
,
√
3
}
: period start
{10.348, 18.747}{(
1 1
0 1
)
,
(
2 5
1 3
)
,−1 +√3
}
{18.747, 51.9808}{(
1 1
0 1
)
,
(
2 7
1 4
)
,−2 +√3
}
{51.9808, 61.3965}{(
0 −1
1 1
)
,
(
7 5
4 3
)
, 1 +
√
3
}
{51.9808, 144.129}{(
1 1
0 1
)
,
(
7 12
4 7
)
,
√
3
}
: period start
{144.129, 261.113}{(
1 1
0 1
)
,
(
7 19
4 11
)
,−1 +√3
}
u = ϕ(
(
2 3
1 2
)
) =
√
3 + 2 is a (fundamental) norm
one unit of Z[
√
3].
Here a fundamental norm one unit of O means a generator of O1/(torsion), where O1 ⊂ O× is the
subgroup of norm one units.
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Complex cubic field Q(d1/3)
Let d > 1 be a positive cubic free integer. Let F be the complex cubic field Q(d1/3). We
consider the Heegner object associated to w = t(d2/3, d1/3, 1), that is,
̟ : R>0 → h3 ; t 7→
 − 12
√
3d2/3 − d2/32 d2/3t
1
2
√
3d1/3 − d1/32 d1/3t
0 1 t
 .
In the following, we give some examples of the sequence {Ak, Bk, [B−1k w]}k and {sk, tk}k obtained
by Algorithm 1 (forward loop) applied to̟(t). Here [v] = (v1/v3, v2/v3) for v =
t(v1, v2, v3) ∈ R3.
Note that by Corollary 2.3.4, ̟k(t) = ̟l(ρt) holds for some ρ ∈ R>0 if and only if [B−1k w] =
[B−1l w]. We write approximate values for sk, tk. Set θ := d
1/3.
d = 2
preparation;


1 0 0
0 1 0
0 0 1

 , θ2, θ

 : period start
{0.410037, 1.09074}



1 0 1
0 1 0
0 0 1

 ,


1 0 1
0 1 0
0 0 1

 ,−1 + θ2, θ


{1.09074, 1.2194}



1 0 0
0 1 1
0 0 1

 ,


1 0 1
0 1 1
0 0 1

 ,−1 + θ2,−1 + θ


{1.2194, 1.83997}



1 1 0
0 1 0
0 0 1

 ,


1 1 1
0 1 1
0 0 1

 ,−θ + θ2,−1 + θ


{1.83997, 2.1304}



−1 0 0
0 0 −1
0 −1 0

 ,


−1 −1 −1
0 −1 −1
0 −1 0

 , θ, 1 + θ + θ2


{2.05068, 2.67734}



0 −1 0
−1 0 0
0 0 −1

 ,


1 1 1
1 0 1
1 0 0

 , 1 + θ + θ2, θ


{2.05068, 3.09429}



1 1 1
0 1 0
0 0 1

 ,


1 2 2
1 1 2
1 1 1

 , θ2, θ

 : period start
{3.09429, 8.23114}



1 0 1
0 1 0
0 0 1

 ,


1 2 3
1 1 3
1 1 2

 ,−1 + θ2, θ


{8.23114, 9.20206}



1 0 0
0 1 1
0 0 1

 ,


1 2 5
1 1 4
1 1 3

 ,−1 + θ2,−1 + θ


{9.20206, 13.8851}



1 1 0
0 1 0
0 0 1

 ,


1 3 5
1 2 4
1 2 3

 ,−θ + θ2,−1 + θ


{13.8851, 16.0768}



−1 0 0
0 0 −1
0 −1 0

 ,


−1 −5 −3
−1 −4 −2
−1 −3 −2

 , θ, 1 + θ + θ2


{15.4751, 20.2042}



0 −1 0
−1 0 0
0 0 −1

 ,


5 1 3
4 1 2
3 1 2

 , 1 + θ + θ2, θ


{15.4751, 23.3506}



1 1 1
0 1 0
0 0 1

 ,


5 6 8
4 5 6
3 4 5

 , θ2, θ

 : period start
{23.3506, 62.1152}



1 0 1
0 1 0
0 0 1

 ,


5 6 13
4 5 10
3 4 8

 ,−1 + θ2, θ


{62.1152, 69.4421}



1 0 0
0 1 1
0 0 1

 ,


5 6 19
4 5 15
3 4 12

 ,−1 + θ2,−1 + θ


{69.4421, 104.782}



1 1 0
0 1 0
0 0 1

 ,


5 11 19
4 9 15
3 7 12

 ,−θ + θ2,−1 + θ


u = ϕ(


1 2 2
1 1 2
1 1 1

) = 1 + θ + θ2 is a (fundamental) norm one
unit of Z[21/3].
d = 3
preparation;


1 0 1
0 1 0
0 0 1

 ,−1 + θ2, θ

 : period start
{0.987248, 1.13841}



1 0 0
0 1 1
0 0 1

 ,


1 0 1
0 1 1
0 0 1

 ,−1 + θ2,−1 + θ


{1.13841, 1.48185}



1 1 0
0 1 0
0 0 1

 ,


1 1 1
0 1 1
0 0 1

 ,−θ + θ2,−1 + θ


{1.48185, 2.43748}



1 0 1
0 1 0
0 0 1

 ,


1 1 2
0 1 1
0 0 1

 ,−1− θ + θ2,−1 + θ


{2.43748, 2.60848}



−1 0 0
0 0 −1
0 −1 0

 ,


−1 −2 −1
0 −1 −1
0 −1 0

 ,− 1
2
+ θ
2
− θ2
2
, 1
2
+ θ
2
+ θ
2
2


{2.19262, 3.40016}



1 0 −1
0 1 1
0 0 1

 ,


−1 −2 −2
0 −1 −2
0 −1 −1

 , 1
2
+ θ
2
− θ2
2
,− 1
2
+ θ
2
+ θ
2
2


{3.40016, 4.37887}



0 −1 0
−1 0 0
0 0 −1

 ,


2 1 2
1 0 2
1 0 1

 ,− 1
2
+ θ
2
+ θ
2
2
, 1
2
+ θ
2
− θ2
2


{3.40016, 6.48864}



1 −1 1
0 1 0
0 0 1

 ,


2 −1 4
1 −1 3
1 −1 2

 ,−1 + θ, 1
2
+ θ
2
− θ2
2


{6.48864, 8.05221}



−1 0 0
0 0 −1
0 −1 0

 ,


−2 −4 1
−1 −3 1
−1 −2 1

 , 1 + θ, 2 + θ + θ2


{6.48864, 10.0621}



1 0 0
0 1 1
0 0 1

 ,


−2 −4 −3
−1 −3 −2
−1 −2 −1

 , 1 + θ, 1 + θ + θ2


{10.0621, 13.178}



0 −1 0
−1 0 0
0 0 −1

 ,


4 2 3
3 1 2
2 1 1

 , 1 + θ + θ2, 1 + θ


{10.0621, 14.8884}



1 0 0
0 1 1
0 0 1

 ,


4 2 5
3 1 3
2 1 2

 , 1 + θ + θ2, θ


{14.8884, 19.3801}



1 1 0
0 1 0
0 0 1

 ,


4 6 5
3 4 3
2 3 2

 , 1 + θ2, θ


{19.3801, 20.1874}



1 0 1
0 1 0
0 0 1

 ,


4 6 9
3 4 6
2 3 4

 , θ2, θ


{20.1874, 43.5621}



1 0 1
0 1 0
0 0 1

 ,


4 6 13
3 4 9
2 3 6

 ,−1 + θ2, θ

 : period start
u = ϕ(


4 6 13
3 4 9
2 3 6




1 0 1
0 1 0
0 0 1


−1
) = 4 + 3θ + 2θ2 is a
(fundamental) norm one unit of Z[31/3].
29
Totally imaginary quartic field Q((−d)1/4)
Let d be a positive quartic free integer. Let F be the totally imaginary quartic fieldQ((−d)1/4).
We consider the Heegner object associated to w = t((−d)3/4, (−d)1/2, (−d)1/4, 1), that is,
̟ : R>0 → h3 ; t 7→

− d3/4√
2
d3/4√
2
d3/4t√
2
− d3/4t√
2√
d 0
√
dt 0
− d1/4√
2
− d1/4√
2
d1/4t√
2
d1/4t√
2
0 1 0 t
 .
In the following, we give some examples of the sequence {Ak, Bk, [B−1k w]}k and {sk, tk}k ob-
tained by Algorithm 1 (forward loop) applied to ̟(t). Here [v] = (v1/v4, v2/v4, v3/v4) for
v = t(v1, v2, v3, v4) ∈ R4. Note that by Corollary 2.3.4, ̟k(t) = ̟l(ρt) holds for some ρ ∈ R>0
if and only if [B−1k w] = [B
−1
l w]. We write approximate values for sk, tk. Set θ := (−d)1/4.
d = 2

preparation;


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , θ3, θ2, θ


: period start
{0.638754, 1.56555}



1 0 0 −1
0 1 0 0
0 0 1 0
0 0 0 1

 ,


1 0 0 −1
0 1 0 0
0 0 1 0
0 0 0 1

 , 1 + θ3, θ2, θ


{1.56555, 1.76879}



1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1

 ,


1 0 0 −1
0 1 1 0
0 0 1 0
0 0 0 1

 , 1 + θ3,−θ + θ2, θ


{1.76879, 1.98329}



1 1 1 0
0 1 0 −1
0 0 1 1
0 0 0 1

 ,


1 1 1 −1
0 1 1 0
0 0 1 1
0 0 0 1

 , 1 − θ2 + θ3, 1− θ + θ2,−1 + θ


{1.98329, 5.09586}



0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 ,


−1 1 1 1
−1 0 0 1
−1 −1 0 0
0 −1 0 0

 ,− 13 − 2θ3 − θ
2
3
+ θ
3
3
,− 1
3
+ θ
3
+ 2θ
2
3
+ θ
3
3
,− 1
3
+ θ
3
− θ2
3
+ θ
3
3


{2.90629, 5.39623}



0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 ,


−1 −1 −1 1
0 −1 −1 0
1 −1 0 0
1 0 0 0

 ,−1 + θ2 + θ3, 1 + θ + θ2, 1 + θ


{2.27056, 5.83395}



1 1 −1 0
0 1 0 1
0 0 1 1
0 0 0 1

 ,


−1 −2 0 −1
0 −1 −1 −2
1 0 −1 −1
1 1 −1 0

 ,−1 + θ3, θ + θ2, θ


{5.83395, 6.54145}



1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1

 ,


−1 −2 −2 −1
0 −1 −2 −2
1 0 −1 −1
1 1 0 0

 ,−1 + θ3, θ2, θ


{6.54145, 7.39065}



1 0 0 −1
0 1 0 0
0 0 1 0
0 0 0 1

 ,


−1 −2 −2 0
0 −1 −2 −2
1 0 −1 −2
1 1 0 −1

 , θ3, θ2, θ


: period start
{7.39065, 18.1141}



1 0 0 −1
0 1 0 0
0 0 1 0
0 0 0 1

 ,


−1 −2 −2 1
0 −1 −2 −2
1 0 −1 −3
1 1 0 −2

 , 1 + θ3, θ2, θ


{18.1141, 20.4656}



1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1

 ,


−1 −2 −4 1
0 −1 −3 −2
1 0 −1 −3
1 1 1 −2

 , 1 + θ3,−θ + θ2, θ


{20.4656, 22.9475}



1 1 1 0
0 1 0 −1
0 0 1 1
0 0 0 1

 ,


−1 −3 −5 −1
0 −1 −3 −4
1 1 0 −4
1 2 2 −2

 , 1 − θ2 + θ3, 1− θ + θ2,−1 + θ


From the period we get a (fundamental) norm one unit u = −1 + θ2 + θ3.
30
χ-component of Q(d1/4)/Q(
√
d)
Let d > 1 be a positive quartic free integer. Let F = Q(d1/4) and let F ′ = Q(
√
d). We
consider the χ-Heegner object for the nontrivial character χ of Gal(F/F ′) associated to w =
t(d3/4, d1/2, d1/4, 1), that is,
̟ : R>0 → h3 ; t 7→

−d3/4t 0 −d3/4 d3/4t2
0 −√dt √d √dt2
d1/4t 0 −d1/4 d1/4t2
0 t 1 t2
 .
In the following, we give some examples of the sequence {Ak, Bk, [B−1k w]}k and {sk, tk}k ob-
tained by Algorithm 1 (forward loop) applied to ̟(t). Here [v] = (v1/v4, v2/v4, v3/v4) for
v = t(v1, v2, v3, v4) ∈ R4. Note that by Corollary 2.3.4 and Proposition 2.4.2, ̟k(t) = ̟l(ρt)
holds for some ρ ∈ R>0 if and only if [B−1k w] = [B−1l w] and NF/F ′(ϕ(BlB−1k )) = 1. We write
approximate values for sk, tk. Set θ := d
1/4
d = 2

preparation;


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , θ3, θ2, θ


: period start
{0.858498, 1.16483}



1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1

 ,


1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1

 , θ3,−1 + θ2, θ


{1.16483, 1.25962}



1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 ,


1 0 0 1
0 1 0 1
0 0 1 0
0 0 0 1

 ,−1 + θ3,−1 + θ2, θ


{1.25962, 1.40348}



1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1

 ,


1 0 0 1
0 1 0 1
0 0 1 1
0 0 0 1

 ,−1 + θ3,−1 + θ2,−1 + θ


{1.40348, 1.64805}



1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1

 ,


1 0 0 1
0 1 1 1
0 0 1 1
0 0 0 1

 ,−1 + θ3,−θ + θ2,−1 + θ


{1.64805, 1.89353}



1 1 1 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,


1 1 1 1
0 1 1 1
0 0 1 1
0 0 0 1

 ,−θ2 + θ3,−θ + θ2,−1 + θ


{1.89353, 1.953}



1 0 0 0
0 −1 0 0
0 0 0 −1
0 0 −1 0

 ,


1 −1 −1 −1
0 −1 −1 −1
0 0 −1 −1
0 0 −1 0

 ,−θ2, θ, 1 + θ + θ2 + θ3


{1.89353, 2.21428}



1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 ,


1 −1 −1 0
0 −1 −1 −1
0 0 −1 −1
0 0 −1 0

 ,−1 − θ2, θ, 1 + θ + θ2 + θ3


{2.21428, 2.28296}



1 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 −1

 ,


1 1 1 0
0 1 1 1
0 1 0 1
0 1 0 0

 , 1 + θ2, 1 + θ + θ2 + θ3, θ


{2.21428, 2.43997}



0 −1 0 0
1 0 0 0
0 0 −1 0
0 0 0 −1

 ,


1 −1 −1 0
1 0 −1 −1
1 0 0 −1
1 0 0 0

 ,−1 − θ − θ2 − θ3, 1 + θ2, θ


{2.21428, 2.51163}



1 −1 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,


1 −2 −1 0
1 −1 −1 −1
1 −1 0 −1
1 −1 0 0

 ,−θ − θ3, 1 + θ2, θ


{2.51163, 4.60674}



1 −1 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,


1 −3 −1 0
1 −2 −1 −1
1 −2 0 −1
1 −2 0 0

 , 1 − θ + θ2 − θ3, 1 + θ2, θ


{4.60674, 5.22538}



1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1

 ,


1 −3 −1 −3
1 −2 −1 −3
1 −2 0 −3
1 −2 0 −2

 , 1 − θ + θ2 − θ3, θ2, θ


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{5.22538, 6.03036}



1 0 0 0
0 1 1 −1
0 0 1 0
0 0 0 1

 ,


1 −3 −4 0
1 −2 −3 −1
1 −2 −2 −1
1 −2 −2 0

 , 1 − θ + θ2 − θ3, 1 − θ + θ2, θ


{6.03036, 6.18809}



0 1 0 0
−1 0 0 0
0 0 −1 0
0 0 0 −1

 ,


3 1 4 0
2 1 3 1
2 1 2 1
2 1 2 0

 , 1 − θ + θ2,−1 + θ − θ2 + θ3, θ


{6.03036, 6.87183}



1 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 −1

 ,


3 −4 −1 0
2 −3 −1 −1
2 −2 −1 −1
2 −2 −1 0

 ,−1 + θ − θ2, θ,−1 + θ − θ2 + θ3


{6.1105, 7.40949}



1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1

 ,


3 −4 −1 −4
2 −3 −1 −4
2 −2 −1 −3
2 −2 −1 −2

 ,−1 + θ − θ2,−1 + θ,−1 + θ − θ2 + θ3


{7.40949, 7.9813}



1 0 0 0
0 −1 0 0
0 0 0 −1
0 0 −1 0

 ,


3 4 4 1
2 3 4 1
2 2 3 1
2 2 2 1

 , 1 + θ3,−1 + θ2, 1 + θ


{7.02068, 8.24409}



1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1

 ,


3 4 4 5
2 3 4 5
2 2 3 4
2 2 2 3

 , 1 + θ3,−1 + θ2, θ


{8.24409, 9.18562}



1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 ,


3 4 4 8
2 3 4 7
2 2 3 6
2 2 2 5

 , θ3,−1 + θ2, θ


{9.18562, 9.93319}



1 0 0 0
0 1 0 −1
0 0 1 0
0 0 0 1

 ,


3 4 4 4
2 3 4 4
2 2 3 4
2 2 2 3

 , θ3, θ2, θ


: period start
{9.93319, 13.4775}



1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1

 ,


3 4 4 8
2 3 4 7
2 2 3 6
2 2 2 5

 , θ3,−1 + θ2, θ


{13.4775, 14.5744}



1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 ,


3 4 4 11
2 3 4 9
2 2 3 8
2 2 2 7

 ,−1 + θ3,−1 + θ2, θ


From the period we get a norm one χ-unit u = 3 + 2θ + 2θ2 + 2θ3.
5.2 {∞, p}-continued fractions
Let d be a positive square free integer. Let F = Q(
√−d) ⊂ C ≃ Qp and p a prime number
which splits completely in F/Q. Here we fix an isomorphism of fields C ≃ Qp. We use the same
notations as in Section 4.4.
d = 1, p = 5
Suppose
√−1 ≡ 2 mod 5 under the fixed isomorphism. Then the {∞, p}-continued fraction
expansion of
√−1 is as follows.
√−1 = [+1; 7; 0, 4, 1; ]
= 7− 25
4− 1
1− 1
7− 25
4− 1
. . .
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where [−;∼; ] := [−;∼;∼; · · · ], and we simplify the continued fraction form by deleting the zero-
terms as − 1
0− 1
a
= a. Then, B−11 =
(
4/5 −3/5
3/5 4/5
)
gives a fundamental norm one p-unit
ǫ = (3
√−1 + 4)/5, and (x, y, k) = (4, 3, 1) gives the solution to x2 + y2 = 52k. Furthermore, the
identity (3
√−1 + 4)/(−√−1 + 2)2 = √−1 implies ord[(2−√−1)] = 1. See Theorem 4.4.1.
d = 5, p = 3
Suppose
√−5 ≡ 1 mod 3 under the fixed isomorphism. Then the {∞, p}-continued fraction
expansion of
√−1 is as follows.
√−5 = [+1; 7;−1,−2, 0; ]
= −2− 9
−1− 1
−4− 9
−1− 1
−4− 9
. . . .
Here we simplify the continued fraction form by deleting the zero-terms as − 1
0− 1
a
= a. Then,
B−11 =
( −2/3 5/3
−1/3 −2/3
)
gives a fundamental norm one p-unit ǫ = (−√−5−2)/3, and (x, y, k) =
(−2,−1, 1) gives the solution to x2 + 5y2 = 32k. Furthermore, ord[(3, 1 − √−5)] = 2 since ǫ is
square free in Z[
√−5]. See Theorem 4.4.1.
d = 14, p = 3
Suppose
√−14 ≡ 2 mod 3 under the fixed isomorphism. Then the {∞, p}-continued fraction
expansion of
√−1 is as follows.
√−14 = [+1; 2; 0, 1, 0;+1; 1; 0, 2, 0; ]
= 2− 9
2− 9
4− 9
2− 9
4− 9
. . . .
Here we simplify the continued fraction form by deleting the zero-terms as − 1
0− 1
a
= a. Then,
B−12 =
( −5/9 28/9
−2/9 −5/9
)
gives a fundamental norm one p-unit ǫ = (−2√−14 − 5)/9, and
(x, y, k) = (−5,−2, 2) gives the solution to x2+14y2 = 32k. Furthermore, ord[(3, 2−√−14)] = 4
since ǫ is square free in Z[
√−14]. See Theorem 4.4.1.
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