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NORM-CONTROLLED INVERSION IN WEIGHTED CONVOLUTION
ALGEBRAS
EBRAHIM SAMEI AND VARVARA SHEPELSKA
Abstract. Let G be a discrete group, let p ≥ 1, and let ω be a weight on G. Using the
approach from [9], we provide sufficient conditions on a weight ω for ℓp(G,ω) to be a Banach
algebra admitting a norm-controlled inversion in the reduced C∗-algebra of G, namely C∗r (G).
We show that our results can be applied to various cases including locally finite groups as well
as finitely generated groups of polynomial or intermediate growth and a natural class of weights
on them. These weights are of the form of polynomial or certain subexponential functions.
We also consider the non-discrete case and study the existence of norm-controlled inversion in
B(L2(G)) for some related convolution algebras.
1. Introduction
The study of the phenomenon of norm-controlled inversion was initiated by Nikolski in [16].
Suppose that A is a commutative unital Banach algebra continuously embedded into the space
C(X) of continuous functions on a Hausdorff topological space X. For 0 < δ ≤ 1 he defines the
majorant c1(δ,A,X) by
c1(δ,A,X) = sup{‖f
−1‖A : f ∈ A, δ ≤ |f(x)| ≤ ‖f‖A ≤ 1, x ∈ X},
where ‖f−1‖A is assumed to be ∞ if f is not invertible in A. Nikolski says that δ allows the
norm control of the inverse in A (with respect to X) if c1(δ,A,X) < ∞. He further defines a
critical constant δ1(A,X) by
δ1(A,X) = inf{0 < δ ≤ 1 : c1(δ,A,X) <∞}.
Then the equality δ1(A,X) = 0 is, obviously, equivalent to the existence of a norm-controlled
inversion in A for every δ. One of the main results in [16] provides the estimates for δ1(A,X)
and c1(δ,A,X) in case when A is ℓ
1(G) for a discrete abelian group G or is the unitization
L1(G) +C · e of the group algebra of a locally compact abelian non-discrete group G, and X is
the dual group Gˆ. In particular, it is shown that in these cases δ1(A, Gˆ) ≥ 1/2 if G is infinite
implying the lack of universal, i.e. independent of δ, norm-controlled inversion. On the other
hand, as was shown in [5], there will be a universal norm-controlled inversion for certain weighted
group algebras ℓp(Z, ω).
In [9], Gro¨chenig and Klotz considered a phenomenon of norm-controlled inversion in more
general settings. Let A ⊆ B be two Banach algebras with a common unit. Recall that A is said
to be inverse-closed in B if for every a ∈ A the existence of a−1 in B implies that a−1 ∈ A. In this
case, we say thatA admits norm-controlled inversion in B if there is a function h : R+×R+ → R+
such that
‖a−1‖A ≤ h(‖a‖A, ‖a−1‖B).
1Date: September 13, 2018.
2010 Mathematics Subject Classification. 43A10, 43A15, 47A60.
Key words and phrases. Norm-controlled inversion, locally compact groups, convolution algebras, weights,
groups of polynomial growth.
The first named author was partially supported by NSERC Grant no. 409364-2015. The second named author
was partially supported by a PIMS Postdoctoral Fellowship at the University of Saskatchewan.
1
2 EBRAHIM SAMEI AND VARVARA SHEPELSKA
Because of the nature of the algebra C(X), for f ∈ C(X) the relation |f(x)| ≥ δ is equivalent
to ‖f−1‖C(X) ≤ 1/δ. Hence, we can rewrite the definition of Nikolski’s majorant c1(δ,A,X) as
c1(δ,A,X) = sup{‖f
−1‖A : f ∈ A, ‖f‖A ≤ 1, ‖f−1‖C(X) ≤ 1/δ}.
It is then easy to see that A admits norm-controlled inversion in C(X) in the sense of Gro¨chenig
and Klotz if and only if δ1(A,X) = 0, i.e. A admits universal norm-controlled inversion in the
sense of Nikolski. It is proved in [9] that if B is a C∗-algebra and A is a differential *-subalgebra
of B, then A admits norm-controlled inversion in B.
The study of a general norm-controlled inversion was inspired by results in applied mathe-
matics and non-commutative geometry where inversion preserves the smoothness of elements
in certain Banach algebras and the desire to control the smoothness norm of the inverses. For
example, it is known that if an infinite matrix possesses certain off-diagonal decay and is in-
vertible as an operator on ℓ2, then the inverse matrix has the same kind of off-diagonal decay
(see [1], [11], [13]). Refining the Jaffard’s theorem from [13], Gro¨chenig and Klotz prove in [10]
that the subalgebra of B(ℓ2) of infinite matrices with off-diagonal decay of order r > 1 admits
norm-controlled inversion in B(ℓ2).
In this paper, we use the approach from [9] to continue the exploration of Nikolski and study
the phenomenon of norm-controlled inversion for non-commutative weighted group algebras.
The paper is organized as follows. In Section 2, we present the proof of the existence of
norm-controlled inversion in a subalgebra with a modified differential norm inside a C∗-algebra.
Section 3 is devoted to building a technical base for proving that the algebras of interest are
modified differential subalgebras in the corresponding C∗-algebras. In Section 4 we focus on
the discrete case. Here we provide sufficient conditions on a weight ω for ℓp(G,ω) to admit
a norm-controlled inversion in C∗r (G) and apply these results to finitely generated groups of
polynomial growth or intermediate growth and a natural class of weights on them, including
polynomial and certain subexponential weights. In Section 5, we show that in the non-discrete
case the same conditions are sufficient for the unitization of an algebra Lp(G,ω) ∩ L2(G) to
admit a norm-controlled inversion in B(L2(G)). Finally, in the Appendix we present the proof
of a technical result from Section 2 providing an asymptotic form of a norm-controlling function.
2. Norm-controlled inversion for subalgebras with a modified differential
norm in C∗-algebras
As was already mentioned in Section 1, one of the main results in [9] asserts the existence of
norm-controlled inversion in a differential *-subalgebra of a C∗-algebra.
Theorem 2.1 ([9, Theorem 1.1(i)]). Let B be a C∗-algebra and A ⊂ B be a Banach *-algebra
with the same unit. Assume that A is a differential *-subalgebra of B, i.e. there is C > 0 such
that
‖ab‖A ≤ C(‖a‖A‖b‖B + ‖b‖A‖a‖B), a, b ∈ A.(2.1)
Then A admits norm-controlled inversion in B.
The precise formula for the controlling function h is given in [9, Theorem 3.3]. It was also
mentioned in [9, Section 5] that the method presented can be adopted to prove an analogue of
Theorem 2.1 for subalgebras with a modified differential norm satisfying
‖a2‖A ≤ C‖a‖
1+θ
A ‖a‖
1−θ
B , a ∈ A,(2.2)
where constant C > 0 and exponent 0 < θ < 1 are fixed. In fact, the authors noted that their
proof is a modification of the one of [20, Theorem 1.1], where a specific case of B = B(ℓ2(Zd))
and its subalgebra Qp,α of matrices with polynomial off-diagonal decay that had a modified
differential norm with respect to B(ℓ2(Zd)) was considered.
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For the sake of completeness and for the purpose of further modification in Section 5, we
present a proof of the analogue of [9, Theorem 3.3] for modified differential norm which is an
adaptation of the corresponding proof from [9].
Proposition 2.2. Let B be a C∗-algebra and A ⊂ B be a Banach ∗-algebra with the same unit
satisfying (2.2) for some C > 0 and 0 < θ < 1. Then A is inverse-closed in B and whenever
a ∈ A is invertible, we have
(2.3) ‖a−1‖A ≤
‖a‖A
‖a‖2B
∞∏
k=0
(
1 +
(
2
‖a‖2A
‖a‖2B
)(1+θ)k
C
(1+θ)k−1
θ
(
1−
1
‖a‖2B‖a−1‖
2
B
)2k−(1+θ)k)
.
Proof. Let c ∈ A and n ∈ N. Substituting a = cn into (2.2) we obtain
‖c2n‖A ≤ C‖cn‖1+θA ‖c
n‖1−θB .
Taking the n-th root and limn→∞ of both sides, we get the following inequality of the spectral
radii ρA(c) and ρB(c)
(ρA(c))2 ≤ (ρA(c))1+θ(ρB(c))1−θ ,
which implies that ρA(c) ≤ ρB(c). Since the reverse inequality follows from the inclusion A ⊂ B,
we have that ρA(c) = ρB(c) for every c ∈ A. It follows from [6, Lemma 3.1] that A is inverse-
closed in B.
We now prove the norm estimate (2.3). Applying (2.2) to a = c2
k−1
, c ∈ A, k ∈ N, we get
‖c2
k
‖A ≤ C‖c2
k−1
‖1+θA ‖c
2k−1‖1−θB ≤ C‖c
2k−1‖1+θA
(
‖c‖2
k−1
B
)1−θ
.(2.4)
If we let βn =
‖cn‖A
‖c‖n
B
, n ∈ N, then (2.4) implies that
β2k ≤ Cβ
1+θ
2k−1
, k ∈ N.
Using induction in k, we obtain
β2k ≤ C
(1+θ)k−1
θ β
(1+θ)k
1 ,
and, going back to c, we get
(2.5) ‖c2
k
‖A ≤
(
‖c‖A
‖c‖B
)(1+θ)k
C
(1+θ)k−1
θ ‖c‖2
k
B , k ∈ N.
Now take n ∈ N ∪ {0} and consider its dyadic expansion n =
∞∑
k=0
ǫk2
k. Then
‖cn‖A =
∥∥∥∥∥
∞∏
k=0
(c2
k
)ǫk
∥∥∥∥∥
A
≤
∞∏
k=0
‖c2
k
‖ǫkA ≤
∞∏
k=0
((
‖c‖A
‖c‖B
)(1+θ)k
C
(1+θ)k−1
θ ‖c‖2
k
B
)ǫk
.
Hence, if F denotes the set of all sequences ǫ = {ǫk} ∈ {0, 1}
N that contain finitely many 1-s,
then
∞∑
n=0
‖cn‖A ≤
∑
ǫ∈F
∞∏
k=0
(( ‖c‖A
‖c‖B
)(1+θ)k
C
(1+θ)k−1
θ ‖c‖2
k
B
)ǫk
(2.6)
=
∞∏
k=0
(
1 +
(‖c‖A
‖c‖B
)(1+θ)k
C
(1+θ)k−1
θ ‖c‖2
k
B
)
.
The last infinite product is convergent if and only if
∞∑
k=0
(
‖c‖A
‖c‖B
)(1+θ)k
C
(1+θ)k−1
θ ‖c‖2
k
B <∞,
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and since θ < 1, it is easy to see that this happens exactly when ‖c‖B < 1.
Now assume that a ∈ A is invertible in B and set b = a∗a/‖a∗a‖B. Then b is hermitian,
invertible, ‖b‖B = 1, and the spectrum σB(b) is contained in (0, 1]. Hence, for the spectrum of
an element c = e − b we have σB(c) ⊆ [0, 1 − ǫ] ⊆ [0, 1), and, in particular, ‖c‖B = 1 − ǫ < 1.
This implies that
b−1 =
∞∑
n=0
(e− b)n =
∞∑
n=0
cn,
with convergence in B. Then since
a−1 =
b−1a∗
‖a∗a‖B
,
we can use the above representation of b−1 together with (2.6) to obtain the following.
‖a−1‖A ≤
‖a∗‖A
‖a∗a‖B
( ∞∑
n=0
‖cn‖A
)
(2.7)
≤
‖a∗‖A
‖a∗a‖B
∞∏
k=0
(
1 +
(
‖c‖A
‖c‖B
)(1+θ)k
(2C)
(1+θ)k−1
θ ‖c‖2
k
B
)
.
Finally, we estimate the norms of c = e − a∗a/‖a∗a‖B in A and B directly by the norms of a
and a−1. First,
‖c‖A ≤ 1 +
‖a∗a‖A
‖a∗a‖B
≤ 2
‖a‖2A
‖a‖2B
.(2.8)
On the other hand, since B is a C∗-algebra and a∗a is positive, we have
‖(a∗a)−1‖−1B = min{λ : λ ∈ σ(a
∗a)} = λmin,
and so
‖c‖B = 1−
λmin
‖a∗a‖B
= 1−
1
‖(a∗a)−1‖B‖a∗a‖B
= 1−
1
‖a−1‖2B‖a‖
2
B
.(2.9)
Combining (2.8) and (2.9) with (2.7), we precisely obtain (2.3). 
As in [9], we can further work with (2.3) to obtain a simpler norm-controlling function and
study its asymptotic behavior.
Proposition 2.3. Let B be a C∗-algebra and A ⊂ B be a Banach ∗-algebra with the same unit
satisfying (2.2) for some C > 0 and 0 < θ < 1. For every invertible a ∈ A, denote
ν(a) = ‖a‖A‖a−1‖B,
and let γ = log2 (1 + θ). Then there exist constants C1 and C2 (depending on θ) such that
whenever ν(a) ≥ 2, we have that
‖a−1‖A ≤ C1‖a‖A‖a−1‖2B e
C2ν(a)
2γ
1−γ (ln ν(a))
2−γ
1−γ
.
Because the proof is rather technical and is far from the main subject of the present paper,
we present it in the Appendix.
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3. Modified differential norm for a certain subspace of Lp(G,ω) in C∗r (G)
Let G be a locally compact group. A measurable function ω : G → [0,∞) is called a weight
on G, if ω(e) = 1, ω(x) = ω(x−1) for all x ∈ G, and ω is submultiplicative, i.e.
ω(xy) ≤ ω(x)ω(y), x, y ∈ G.
Let 1 ≤ p <∞. As usual, the weighted Banach space Lp(G,ω) is defined by
Lp(G,ω) = {f : fω ∈ Lp(G) and ‖f‖p,ω = ‖fω‖p} .
It is known that Lp(G,ω) becomes a Banach algebra with respect to the convolution under
certain assumptions on the weight ω, see [14] and [17]. We are going to use the following
weighted modification of a particular case of [17, Theorem 3.3].
Theorem 3.1. Let G be a locally compact group, let 1 ≤ p < ∞, and let ω be a weight on G.
Furthermore, let 1 < q ≤ ∞ be the index conjugate to p, i.e. 1/p + 1/q = 1, and suppose that
there exists a function u ∈ Lq(G) such that
ω(xy)
ω(x)ω(y)
≤ u(x) + u(y), x, y ∈ G.
Then Lp(G,ω) is a Banach algebra with respect to the convolution product. Moreover, if we let
σ = ωu, then Lp(G,ω) ⊆ L1(G,σ) and
‖f ∗ g‖p,ω ≤ ‖f‖1,σ‖g‖p,ω + ‖f‖p,ω‖g‖1,σ , f, g ∈ L
p(G,ω).(3.1)
In the case when the conditions of Theorem 3.1 are satisfied and σ is bounded away from
zero, we will have the following inclusions
Lp(G,ω) ⊆ L1(G,σ) ⊆ L1(G) ⊂ C∗r (G),
where C∗r (G) stands for the reduced C∗-algebra of G. This enables us to raise the question
about the existence of norm-controlled inversion of Lp(G,ω) in C∗r (G). Keeping in mind the
result of Proposition 2.2, we seek to find conditions under which a modified differential norm
relation (2.2) holds for A = Lp(G,ω) and B = C∗r (G). The following theorem provides us with
such conditions and in Section 4 we will demonstrate how it can be applied to various cases to
obtain norm-controlled inversion of ℓp(G,ω) in C∗r (G).
Theorem 3.2. Let G be a locally compact group, let ω be a weight on G, and let 1 ≤ p <∞ and
q the index conjugate to p. Suppose that there exists a bounded measurable function u : G→ R+,
s < q, and r > 0 such that σ = ωu is bounded away from zero,
ω(xy)
ω(x)ω(y)
≤ u(x) + u(y), x, y ∈ G, and(3.2)
∫
G
u(x)sω(x)rdx <∞.(3.3)
Then there exist 0 < θ < 1 and C > 0 such that for every f ∈ Lp(G,ω) ∩ L2(G)
‖f ∗ f‖p,ω ≤ C‖f‖
1+θ
p,ω ‖f‖
1−θ
2 .(3.4)
Proof. From (3.1) it follows that
‖f ∗ f‖p,ω ≤ 2‖f‖p,ω‖f‖1,σ, f ∈ L
p(G,ω).(3.5)
Hence it suffices to show that there exist 0 < θ < 1 and C > 0 such that
‖f‖1,σ ≤ C‖f‖
1−θ
2 ‖f‖
θ
p,ω, f ∈ L
p(G,ω) ∩ L2(G).(3.6)
6 EBRAHIM SAMEI AND VARVARA SHEPELSKA
For a fixed f ∈ Lp(G,ω) ∩ L2(G) and 0 < θ < 1 we have
‖f‖1,σ =
∫
G
f(x)σ(x) dx =
∫
G
f(x)ω(x)u(x) dx =
∫
G
f(x)1−θ
(
f(x)ω(x)
)θ(
ω(x)1−θu(x)
)
dx.
We now want to apply the generalized Ho¨lder’s inequality with exponents 21−θ ,
p
θ , and α > 1,
determined from the relation
1− θ
2
+
θ
p
+
1
α
= 1,
to the functions f(x)1−θ,
(
f(x)ω(x)
)θ
, and ω(x)1−θu(x). Simple calculations show that
α =
2p
p+ pθ − 2θ
→
p
p− 1
= q as θ → 1,
and we obtain
‖f‖1,σ ≤
∫
G
f(x)2 dx

1−θ
2
∫
G
(
f(x)ω(x)
)p
dx

θ
p
∫
G
(
ω(x)1−θu(x)
)α
dx

1
α
.
Hence, to prove (3.6), it would be enough to choose θ so that∫
G
(
ω(x)1−θu(x)
)α
dx

1
α
=
∫
G
u(x)αω(x)(1−θ)α dx

1
α
= C <∞.
Since α → q as θ → 1 and s < q, we can choose θ so that s < α and (1 − θ)α < r. Then the
convergence of the above integral will follow directly from (3.3) since ω ≥ 1 and u is bounded. 
In the rest of this section, we will discuss several situations when Theorem 3.2 can be applied.
The first one is when the weight ω is weakly subadditive, i.e. there exists D > 0 such that
ω(xy) ≤ D(ω(x) + ω(y)), x, y ∈ G.
In this case,
ω(xy)
ω(x)ω(y)
≤
D
ω(x)
+
D
ω(y)
, x, y ∈ G,
and so we can take u = D/ω. Condition (3.3) then becomes∫
G
Ds
ω(x)s−r
dx <∞
for some s < q and r > 0, which is equivalent to ω−1 ∈ Ls˜(G) for some s˜ < q. Hence we
obtain the following corollary of Theorem 3.2. Note that for the case when p = 1, the result was
obtained in [19, Lemmas 1 and 2] but the method used there is different from ours.
Corollary 3.3. Let G be a locally compact group, let ω be a weakly subadditive weight on G,
and let 1 ≤ p < ∞ and q the index conjugate to p. Suppose that ω−1 ∈ Ls(G) for some s < q.
Then there are 0 < θ < 1 and C > 0 such that for every f ∈ Lp(G,ω)∩L2(G), the relation (3.4)
holds.
Example 3.4. Let G be a locally compact group for which there is an increasing sequence {Gi}i∈N
of compact subgroups ofG such that G := ∪i∈NGi. Take an increasing sequence {ni}i∈N ∈ [1,∞).
Define ω : G→ [1,∞) by
ω = 1 +
∑
i=1
ni1Gi+1\Gi(3.7)
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It is easy to see that
ω(st) = max{ω(s), ω(t)}, s, t ∈ G.
This, in particular, implies that ω is a weakly subadditive weight on G. Moreover, for any s > 0,
we can pick {ni} in such a way that ω
−1 ∈ Ls(G). Thus Corollary 3.3 can be applied to these
classes of weights.
Now we turn to the case of a compactly generated group G. Let U be a compact symmetric
generating neighborhood of the identity in G. We define the length function τU : G→ [0,∞) by
τU (x) = inf{n ∈ N : x ∈ U
n} for x 6= e, τU (e) = 0.
When there is no fear of ambiguity, we write τ instead of τU . This function can be used to
construct many classes of weights on G. In fact, if ρ : N ∪ {0} → R+ is an increasing concave
function with ρ(0) = 0 and ρ(n)→∞ as n→∞, then
ω(x) = eρ(τ(x)), x ∈ G,(3.8)
is a weight on G. For instance, for every 0 < α < 1, β > 0, γ > 0, and C > 0, we can define the
polynomial weight ωβ on G of order β by
ωβ(x) = (1 + τ(x))
β , x ∈ G,(3.9)
and the subexponential weights σα,C and νβ,C on G by
σα,C(x) = e
Cτ(x)α , x ∈ G,(3.10)
νγ,C(x) = e
Cτ(x)
(ln(1+τ(x)))γ , x ∈ G.(3.11)
We are particularly interested in compactly generated groups of polynomial or intermediate
(subexponential) growths. Recall that G has polynomial growth if there exist C > 0 and d ∈ N
such that for every n ∈ N
λ(Un) ≤ Cnd, n ∈ N,
where λ is the Haar measure on G and
Un = {u1 · · · un : ui ∈ U, i = 1, . . . , n}.
The smallest such d is called the order of growth of G and is denoted by d(G). It can be shown
that the order of growth of G does not depend on the choice of symmetric generating set U , i.e.
it is a universal constant for G. It can happen that a group does not have polynomial growth
but λ(Un) grows slower than any exponential function of n. In this case, we say that G has an
intermediate growth. We refer the interested reader to [2], [3], [15], [8], and [6] for more details
on these classes of groups.
In the following theorem, we present assumptions on the function ρ under which all conditions
of Theorem 3.2 will hold for the weight ω defined in (3.8).
Theorem 3.5. Let G be a compactly generated group, let τ be a length function on G, and let
ω be a weight of the form ω(x) = eρ(τ(x)), where ρ : N ∪ {0} → R+ is an increasing concave
function with ρ(0) = 0 and ρ(n)→∞ as n→∞. Furthermore, let u : G→ R+ be defined by
u(x) = e[ρ(2τ(x))−2ρ(τ(x))], x ∈ G.(3.12)
Suppose that
lim sup
n→∞
{
ρ(2n)
ρ(n)
}
< 2 and u ∈ Ls(G)(3.13)
for some 0 < s < q. Then there are 0 < θ < 1 and C > 0 such that for every f ∈ Lp(G,ω) ∩
L2(G), the relation (3.4) holds.
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Proof. Since ρ is concave and ρ(0) = 0, we have that ρ(2n) ≤ 2ρ(n), n ∈ N ∪ {0}, and hence
u(x) = e[ρ(2τ(x)−2ρ(τ(x)))] ≤ 1 for every x ∈ G. Also, because ρ is increasing, we have that
σ(x) = ω(x)u(x) = eρ(τ(x))e[ρ(2τ(x)−2ρ(τ(x)))] = e[ρ(2τ(x)−ρ(τ(x))] ≥ 1, x ∈ G.
Moreover, the very same proof given in [18, Theorem 2.2] shows that u satisfied (3.2). Hence it
is only left to verify that (3.3) holds. Since u ∈ Ls(G), it suffices to show that there exist s˜ < q,
r > 0, and N ∈ N such that
u(x)s˜ω(x)r ≤ u(x)s, x ∈ G \ UN .
Rewriting the above inequality in terms of ρ (using (3.12)) and taking natural logarithm of both
sides, we get
s˜(ρ(2τ(x)) − 2ρ(τ(x))) + rρ(τ(x)) ≤ s(ρ(2τ(x)) − 2ρ(τ(x))), x ∈ G \ UN .
Replacing τ(x) with n for simplicity and rearranging the terms we obtain
(s˜− s)ρ(2n) ≤ (2s˜ − 2s− r)ρ(n), n ∈ N, n > N.
Since s < q, we can pick s < s˜ < q, in which case it would be enough to show the existence of
r > 0 and N ∈ N such that
ρ(2n)
ρ(n)
≤
2s˜− 2s − r
s˜− s
= 2−
r
s˜− s
, n ∈ N, n > N.
But this follows directly from the assumption (3.13) so that the lemma is proved. 
Remark 3.6. (i) As it was already mentioned in the proof of Theorem 3.5, since ρ is concave
and ρ(0) = 0, we always have that
ρ(2n)
ρ(n)
≤ 2, n ∈ N. However we need a stronger assumption
to obtain the differential norm relation.
(ii) It follows from [17, Corollary 5.2] and [18, Theorem 2.3] that the conditions (3.13) hold for
polynomial weights (3.9) with β > d/q and all subexponential weights (3.10) so that Theorem 3.5
can be applied to these classes of weights. However it does not work for subexponential weights
(3.11) since they do not satisfy the condition (3.13) regarding the growth of ρ.
(iii) The condition (3.13) is not only sufficient to use the approach of Theorem 3.2 but in
most natural cases it is also necessary for the inequality
‖f ∗ f‖p,ω ≤ C‖f‖
1+θ
p,ω ‖f‖
1−θ
2 , f ∈ ℓ
p(G,ω),
to be satisfied. For example, if we take G = Z, τ(n) = |n|, and substitute f = δn, n ∈ N, in the
preceding inequality, then we get
ω(2n) ≤ C
(
ω(n)
)1+θ
, n ∈ N.
In terms of ρ, the last inequality is equivalent to
ρ(2n)
ρ(n)
≤ 1 + θ +
lnC
ρ(n)
, n ∈ N,
which implies (3.13) since θ < 1 and ρ(n)→∞ as n→∞.
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4. Norm-controlled inversion of ℓp(G,ω) in C∗r (G)
We are now ready to present our main results on discrete groups.
Theorem 4.1. Let G be a discrete group, let ω be a weight on G, and let 1 ≤ p < ∞ and q be
the index conjugate to p. Suppose that there exists a bounded function u : G → R+, s < q, and
r > 0 such that σ = ωu is bounded away from zero,
ω(xy)
ω(x)ω(y)
≤ u(x) + u(y), x, y ∈ G, and
∑
x∈G
u(x)sω(x)rdx <∞.
Then ℓp(G,ω) is a Banach ∗-algebra with respect to the convolution product which is inverse
closed in C∗r (G) and ℓp(G,ω) admits a norm-controlled inversion in C∗r (G). This, in particular,
holds if ω is weakly subadditive and ω−1 ∈ ℓs(G) for some 0 < s < q.
Proof. We first note that our hypotheses together with Theorem 3.1 imply that ℓp(G,ω) is a
Banach algebra with respect to convolution and ℓp(G,ω) ⊆ C∗r (G). Moreover, by Theorem 3.2,
there exist 0 < θ < 1 and C > 0 such that
‖f ∗ f‖p,ω ≤ C‖f‖
1+θ
p,ω ‖f‖
1−θ
2 , f ∈ ℓ
p(G,ω).(4.1)
Finally, since G is discrete, we have that C∗r (G) ⊂ ℓ2(G) so that
‖f‖2 ≤ ‖f‖C∗r , f ∈ C
∗
r (G).(4.2)
Hence, if we combine inequalities (4.1) and (4.2), the result will follow from Proposition 2.2. 
In the following corollary, we summarize various cases that our methods can be applied to
obtain the norm-control inversion for weighted ℓp spaces.
Corollary 4.2. Let G be a discrete group, let ω be a weight on G, and let 1 ≤ p <∞ and q be
the index conjugate to p. Then ℓp(G,ω) admits a norm-controlled inversion in C∗r (G) in either
of the following cases:
(i) G is locally finite and ω is the weight (3.7) with ω−1 ∈ ℓs(G) for some 0 < s < q;
(ii) G is a finitely generated group of polynomial growth and ω := ωβ is the weight (3.9) with
β > d(G)/q;
(iii) G is a finitely generated group of polynomial growth and ω := ωα,C is the weight (3.10);
(iv) G is a finitely generated group of intermediate growth whose growth is bounded by en
α0 and
ω := ωα,C is the weight (3.10) with 0 < α0 < α < 1.
Proof. As was mentioned in Example 3.4, the weight (3.7) is weakly subadditive and hence
(i) follows from Theorem 3.5. Statements (ii) and (iii) also follow from Theorem 3.5 and Re-
mark 3.6(ii). So we just need to prove (iv). Again, according to Theorem 3.5, it suffices to verify
that
u(x) = e[C(2τ(x))
α−2Cτ(x)α] = e−C(2−2
α)τ(x)α ∈ ℓs(G)
for some 0 < s < q. However this is true for any s > 0. Indeed,∑
x∈G
u(x)s = 1 +
∞∑
n=1
|Un \ Un−1| · e−sC(2−2
α)nα ≤ 1 +
∞∑
n=1
en
α0−sC(2−2α)nα <∞,
since 0 < α0 < α < 1, and the corollary is proved. 
We would like to point out that intermediate groups satisfying conditions of Corollary 4.2(iv)
are shown to exist, see for example [2] and [3].
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5. Some generalizations for algebras on a non-discrete group G
The main difference between the cases when the group G is discrete and when it is not
discrete is in the existence of the unit in the algebra Lp(G,ω). There are two approaches that
allow us to consider inverse closedness or norm controlled inversion for an algebra without unit:
switching to quasi-inverses or adjoining the unit to our algebra. We first consider the quasi-
inverse closedness of the algebra Lp(G,ω) ∩ L2(G) in B(L2(G)). Let us start by reminding the
corresponding definitions which can be found, for example, in [4].
Definition 5.1. Let A be a Banach algebra and a, b ∈ A. The quasi-product a ◦ b of a and b in
A is then defined by
a ◦ b = a+ b− ab.(5.1)
The operation of quasi-product is associative and satisfies
a ◦ 0 = 0 ◦ a = a, a ∈ A,
which means that the zero element plays a role of quasi-unit in A. If A is a ∗-algebra, then we
also naturally have that
(a ◦ b)∗ = b∗ ◦ a∗, a, b ∈ A.
However, the distributive and constant multiple rules for quasi-products are different from the
usual ones. But since we are not going to use them, we do not state the precise formulations
here.
Definition 5.2. Let A be a Banach algebra and a ∈ A. An element a0 ∈ A is called a
quasi-inverse for a if
a ◦ a0 = a0 ◦ a = 0.
If an element a ∈ A has a quasi-inverse, then it is called quasi-invertible or quasi-regular and
otherwise it is called quasi-singular. The sets of all quasi-invertible and quasi-singular elements
of A are denoted by q− Inv(A) and q− Sing(A) respectively.
The motivation for defining quasi-products and quasi-inverses comes from the desire to define
the spectrum of an element of a non-unital algebra A, and the definition (5.1) follows from the
relation
e− a ◦ b = (e− a)(e− b), a, b ∈ A,(5.2)
that holds in the case when A has a unit element e. In particular, we see that a ∈ A is quasi-
invertible if and only if e−a is invertible and a0 = e− (e−a)−1. The relation (5.2) also justifies
the following definition of the spectrum in a non-unital Banach algebra.
Definition 5.3. Let A be a Banach algebra without a unit and a ∈ A. We define the spectrum
SpA(a) of a in A by
σA(a) = {0} ∪
{
λ ∈ C \ {0} :
1
λ
a ∈ q− Sing(A)
}
.
The notion of spectrum is closely related to (quasi-)inverse closedness. More precisely, if
an algebra A is contained in an algebra B then A is (quasi-)inverse closed in B if and only if
σA(a) = σB(a), a ∈ A. (Of course, here we mean that A is quasi-inverse closed in B if for
every a ∈ A the existence of a0 ∈ B implies that a0 ∈ A.) Thanks to the generalization of a
result of Hulanicki ([12, Proposition 2.5]) given in [6, Lemma 3.1], when A and B have common
involution and B is symmetric, the equality of the spectra σA(a) = σB(a) is equivalent to the
equality of the spectral radii ρA(a) = ρB(a), a ∈ A. This allows us to prove the quasi-inverse
closedness of the algebra A = Lp(G,ω) ∩ L2(G) in B(L2(G)) under similar assumptions as in
Theorem 4.1 for a non-necessary discrete group G.
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Proposition 5.4. Let G be a locally compact group, let ω ≥ 1 be a weight on G, and let
1 ≤ p < ∞ and q the index conjugate to p. Suppose that there exists a bounded function
u : G→ R+, s < q, and r > 0 such that σ(x) = ω(x)u(x), x ∈ G, is bounded away from zero,
ω(xy)
ω(x)ω(y)
≤ u(x) + u(y), x, y ∈ G, and
∫
G
u(x)sω(x)rdx <∞.
Then A = Lp(G,ω) ∩ L2(G) with the norm
‖f‖A = max{‖f‖p,ω , ‖f‖2}, f ∈ A,
is a Banach ∗-algebra under convolution and it is quasi-inverse closed in B(L2(G)).
Proof. We first show that A is a Banach algebra under convolution. Since by Theorem 3.1 under
our assumptions Lp(G,ω) is a Banach algebra, we have that for some C1 > 0
‖f ∗ g‖p,ω ≤ C1‖f‖p,ω‖g‖p,ω, f, g ∈ L
p(G,ω).
Our assumptions also imply that Lp(G,ω) ⊂ L1(G) so that it follows that for some C2 > 0 we
have
‖f ∗ g‖2 ≤ ‖f‖1‖g‖2 ≤ C2‖f‖p,ω‖g‖2, f ∈ L
p(G,ω), g ∈ L2(G).(5.3)
Therefore, for f, g ∈ A = Lp(G,ω) ∩ L2(G) we have that
‖f ∗ g‖A = max{‖f ∗ g‖p,ω , ‖f ∗ g‖2} ≤ max{C1, C2}‖f‖p,ωmax{‖g‖p,ω , ‖g‖2}
≤ max{C1, C2}‖f‖A‖g‖A,
which means that A is indeed a Banach algebra under convolution. It also follows from (5.3)
that A continuously embeds in B(L2(G)).
As was discussed above, to prove that A is quasi-inverse closed in B(L2(G)) it is enough to
show that ρA(f) = ρB(L2(G))(f), f ∈ A. By (3.4), there is C > 0 and 0 < θ < 1 such that
‖f ∗ f‖p,ω ≤ C‖f‖
1+θ
p,ω ‖f‖
1−θ
2 , f ∈ A.
Since for any f ∈ A we have that ‖f‖A ≥ ‖f‖2, ‖f‖A ≥ ‖f‖p,ω and θ > 0, we can combine the
above inequality with (5.3) for g = f to obtain
‖f ∗ f‖A = max{‖f ∗ f‖p,ω , ‖f ∗ f‖2} ≤ max{C‖f‖1+θp,ω ‖f‖
1−θ
2 , C2(‖f‖p,ω‖f‖
θ
2)‖f‖
1−θ
2 }
≤ max{C,C2}‖f‖
1+θ
A ‖f‖
1−θ
2 , f ∈ A.(5.4)
For n ∈ N, we denote the n-th convolution power of a function g by g(n). We then apply (5.4)
to f = g(n), g ∈ A, n ∈ N, to get
‖g(2n)‖A ≤ max{C,C2}‖g(n)‖1+θA ‖g
(n)‖1−θ2 ≤ max{C,C2}‖g
(n)‖1+θA ‖g
(n−1)‖1−θ
B(L2(G))
‖g‖1−θ2 .
As in the proof of Proposition 2.2, we can now take the n-th root and limn→∞ of both sides
of the above inequality to obtain that (ρA(g))2 ≤ (ρA(g))1+θ(ρB(L2(G))(g))1−θ , which implies
that ρA(g) ≤ ρB(L2(G))(g), g ∈ A. Because the reverse inequality follows immediately from the
embedding A ⊆ B(L2(G)), we get the desired equality of spectral radii ρA(g) = ρB(L2(G))(g),
g ∈ A, and the theorem is proved. 
We now turn to the second approach of unitization of a non-unital Banach algebra which
will allow us not only to talk about inverse closedness but also consider the norm controlled
inversion.
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Definition 5.5. LetA be a Banach algebra without unit. The unitization A˜ of A is the set A×C
with the following operations of addition, scalar multiplication, and product (a, b ∈ A, t, s ∈ C):
(a, t) + (b, s) = (a+ b, t+ s),
s(a, t) = (sa, st),
(a, t)(b, s) = (ab+ sa+ tb, ts),
and with the norm
‖(a, t)‖ = ‖a‖ + |t|.
In the case when A is a ∗-algebra, the involution can be extended from A to A˜ by
(a, t)∗ = (a∗, t).
It is easy to see that A˜ is a Banach algebra with the unit (0, 1) and that the mapping a 7→ (a, 0)
establishes an isometric (∗-)isomorphism of A into A˜. Moreover, by [4, Lemma 5.2], the following
relation between the spectra in A and A˜ holds.
Proposition 5.6. Let A be a non-unital Banach algebra, and let A˜ be its unitization. Then
σA(a) = σA˜
(
(a, 0)
)
, a ∈ A.(5.5)
From this we can obtain the following corollary of Theorem 5.4.
Corollary 5.7. Let G be a non-discrete locally compact group, let ω be a weight on G, and let
1 ≤ p < ∞ satisfy the conditions of Proposition 5.4. Let A = Lp(G,ω) ∩ L2(G) and A˜ be its
unitization with the convolution product extended as in Definition 5.5. Then A˜ is continuously
embedded into B(L2(G)) and it is inverse closed in B(L2(G)).
Proof. We map A˜ into B(L2(G)) in a natural way by letting
(f, t)(g) = f ∗ g + tg, f ∈ A˜, g ∈ L2(G),
which comes from the multiplication of (f, t) and (g, 0) in A˜. It is clear that since G is non-
discrete, this map is injective. Also the continuity of this embedding follows immediately from
the continuity of the embedding of A into B(L2(G)) and the definition of norm on A˜:
‖(f, t)(g)‖2 = ‖f ∗ g + tg‖2 ≤ ‖f ∗ g‖2 + |t|‖g‖2 ≤ ‖f‖A‖g‖2 + |t|‖g‖2 = ‖(f, t)‖A˜‖g‖2.
In order to prove the inverse closedness, it is enough to show that σA˜
(
f˜
)
= σB(L2(G))
(
f˜
)
, f˜ ∈ A˜.
Let f˜ = (f, t) = (f, 0) + t(0, 1) for some f ∈ A, t ∈ C. Then since we already know from
the proof of Theorem 5.4 that σA(f) = σB(L2(G))(f) and (0, 1) is the unit in A˜, we can apply
Proposition 5.6 to obtain the desired equality of the spectra:
σA˜
(
f˜
)
= t+ σA˜
(
(f, 0)
)
= t+ σA(f) = t+ σB(L2(G))(f) = σB(L2(G))
(
f˜
)
.(5.6)

To deal with the norm controlled inversion we will need the following technical generalization
of the inequality (5.4).
Lemma 5.8. Let G, ω, p, A, and A˜ be as in Corollary 5.7. Then there is a constant D > 0
and 0 < θ < 1 such that ∥∥f˜ ∗ f˜∥∥A˜ ≤ D∥∥f˜∥∥1+θA˜ ∥∥f˜∥∥1−θ2 , f˜ ∈ A˜,(5.7)
where
∥∥f˜∥∥
2
= ‖(f, t)‖2 =
√
‖f‖22 + |t|
2, f ∈ A, t ∈ C.
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Proof. Let f˜ = (f, t), f ∈ A, t ∈ C. Using (5.4) and denoting C˜ = max{C,C2, 1}, we have∥∥f˜ ∗ f˜∥∥A˜ = ∥∥(f, t) ∗ (f, t)∥∥A˜ = ‖f ∗ f + 2tf‖A + |t|2 ≤ ‖f ∗ f‖A + 2|t|‖f‖A + |t|2
≤ C˜(‖f‖1+θA ‖f‖
1−θ
2 + 2|t|‖f‖A + |t|
2).
Then since ‖(f, t)‖2 ≥
1√
2
(‖f‖2 + |t|), to prove (5.7) it is enough to show that for some D˜ > 0
‖f‖1+θA ‖f‖
1−θ
2 + 2|t|‖f‖A + |t|
2 ≤ D˜(‖f‖A + |t|)1+θ(‖f‖2 + |t|)1−θ, f ∈ A, t ∈ C.
If we let α = ‖f‖A, β = ‖f‖2, and x = |t|, then it is enough to show that
Fα,β(x) = D˜(α+ x)
1+θ(β + x)1−θ − (α1+θβ1−θ + 2xα + x2) ≥ 0, α, β, x ≥ 0.(5.8)
We now fix α, β ≥ 0. The above inequality will be satisfied for x = 0 provided D˜ ≥ 1. Hence,
(5.8) will be proved if we could show that there is D˜ ≥ 1 such that F ′α,β(x) ≥ 0, x > 0, for all
α, β ≥ 0.
F ′α,β(x) = D˜
(
(1 + θ)(α+ x)θ(β + x)1−θ + (1− θ)(α+ x)1+θ(β + x)−θ
)
− 2α− 2x
= (α+ x)
(
D˜
(
(1 + θ)
(
β + x
α+ x
)1−θ
+ (1− θ)
(
α+ x
β + x
)θ)
− 2
)
= (α+ x)
(
D˜((1 + θ)γ1−θ + (1− θ)γ−θ)− 2
)
, where γ =
β + x
α+ x
.
Since α + x > 0 and infγ>0
(
(1 + θ)γ1−θ + (1− θ)γ−θ
)
> 0, we can choose D˜ large enough so
that F ′α,β(x) ≥ 0, for all x > 0, α, β ≥ 0. This completes the proof. 
We will also need the following estimate on the norm of convolution powers of elements of A˜.
Lemma 5.9. Let G be a non-discrete locally compact group. Then for every n ∈ N we have
‖f˜ (n)‖2 ≤ n‖f˜‖
n−1
B(L2(G))
‖f˜‖2, f˜ ∈ A˜, A = L
p(G,ω) ∩ L2(G).(5.9)
Proof. We first show that if f˜ = (f, t), then ‖f˜‖B(L2(G)) ≥ |t|. Suppose that
{
gU =
χU
λ(U)
}
is
the standard bounded approximate identity in L1(G) (λ is the Haar measure of G). Then, as
U → {e}, ‖f ∗ gU‖2 ≤ ‖f‖2‖gU‖1 → ‖f‖2 and ‖gU‖2 → ∞ since G is not discrete. It follows
that
‖f˜‖B(L2(G)) ≥ sup
U
‖f ∗ gU + tgU‖2
‖gU‖2
≥ lim
N→∞
N |t| − 2‖f‖2
N
= |t|,
and our claim is verified.
We now fix f˜ = (f, t) ∈ A˜ and prove (5.9) by induction on n. The base for n = 1 is obvious.
Now let the inequality hold for n = m. We show that then it also holds for n = m+ 1.
‖f˜ (m+1)‖2 = ‖f˜
(m) ∗ (f, 0) + tf˜ (m)‖2 ≤ ‖f˜
(m)‖B(L2(G))‖f‖2 +m|t|‖f˜‖
m−1
B(L2(G))
‖f˜‖2
≤ ‖f˜‖mB(L2(G))‖f˜‖2 +m‖f˜‖B(L2(G)) · ‖f˜‖
m−1
B(L2(G))
‖f˜‖2 = (m+ 1)‖f˜‖
m
B(L2(G))‖f˜‖2.

We are now ready to prove the main result of this section.
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Theorem 5.10. Let G be a non-discrete locally compact group, ω ≥ 1 be a weight on G,
1 ≤ p < ∞, and q be the index conjugate to p. Suppose that there exists a bounded function
u : G→ R+, s < q, and r > 0 such that σ(x) = ω(x)u(x), x ∈ G, is bounded away from zero,
ω(xy)
ω(x)ω(y)
≤ u(x) + u(y), x, y ∈ G, and
∫
G
u(x)sω(x)rdx <∞.
Further, let A = Lp(G,ω)∩L2(G) and A˜ be its unitization. Then A˜ is inverse closed in B(L2(G))
and A˜ admits a norm-controlled inversion in B(L2(G)).
Proof. We already know that A˜ is inverse closed in B(L2(G)) as a result of Corollary 5.7, so it
only remains to prove the existence of a norm control in the inversion. We are going to do that
by following the lines of the proof of Proposition 2.2 and making technical adjustments where
it is necessary. Let g˜ ∈ A˜ and k ∈ N. Combining Lemma 5.8 for f˜ = g˜(2
k−1) with Lemma 5.9
for n = 2k−1, we obtain∥∥g˜(2k)∥∥A˜ ≤ 2(k−1)(1−θ)D∥∥g˜(2k−1)∥∥1+θA˜ ∥∥g˜∥∥(2k−1−1)(1−θ)B(L2(G)) ‖g˜‖1−θ2 .(5.10)
We now use (5.10) instead of (2.4) to proceed. Let βn =
‖g˜(n)‖
A˜
‖g˜‖n
B(L2(G))
. Then (5.10) implies that
β2k ≤
D‖g˜‖1−θ2
‖g˜‖1−θ
B(L2(G))
2(k−1)(1−θ)β1+θ
2k−1
, k ∈ N.
Using induction in k, it can be easily shown that
β2k ≤
(
D‖g˜‖1−θ2
‖g˜‖1−θ
B(L2(G))
) (1+θ)k−1
θ
2(1−θ)Sk(1+θ)β(1+θ)
k
1 , k ∈ N,(5.11)
where
Sm(x) = m− 1 + xSm−1(x), m ∈ N, and S1(x) = 0.
It follows that Sk(x) =
∑k−2
j=0(k − 1− j)x
j , and a standard computation yields that
Sk(x) =
xk − kx+ (k − 1)
(x− 1)2
, k ∈ N.
Hence, (5.11) becomes
β2k ≤
(
D‖g˜‖1−θ2
‖g˜‖1−θ
B(L2(G))
) (1+θ)k−1
θ
2
(1−θ)((1+θ)k−kθ−1)
θ2 β
(1+θ)k
1 , k ∈ N.
Using the definition of βn and the fact that ‖g˜‖2 ≤ ‖g˜‖A˜, we obtain
‖g˜(2
k)‖A˜ ≤ ‖g˜‖
2k
B(L2(G))
(
D‖g˜‖1−θ2
‖g˜‖1−θ
B(L2(G))
) (1+θ)k−1
θ
2
(1−θ)((1+θ)k−kθ−1)
θ2
(
‖g˜‖A˜
‖g˜‖B(L2(G))
)(1+θ)k
(5.12)
≤ D
(1+θ)k−1
θ 2
(1−θ)((1+θ)k−kθ−1)
θ2 ‖g˜‖
(1+θ)k−(1−θ)
θ
A˜ ‖g˜‖
2k− (1+θ)k−(1−θ)
θ
B(L2(G))
, k ∈ N.
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Repeating the argument with the dyadic expansion of n given in the proof of Proposition 2.2,
we will have that
∞∑
n=0
‖g˜(n)‖A˜ ≤
∞∏
k=0
(
1 +D
(1+θ)k−1
θ 2
(1−θ)((1+θ)k−kθ−1)
θ2 ‖g˜‖
(1+θ)k−(1−θ)
θ
A˜ ‖g˜‖
2k− (1+θ)k−(1−θ)
θ
B(L2(G))
)
.
This infinite product is convergent if and only if
∞∑
k=0
D
(1+θ)k−1
θ 2
(1−θ)((1+θ)k−kθ−1)
θ2 ‖g˜‖
(1+θ)k−(1−θ)
θ
A˜ ‖g˜‖
2k− (1+θ)k−(1−θ)
θ
B(L2(G))
<∞,
and since θ < 1, this happens exactly when ‖g˜‖B(L2(G)) < 1.
Now the rest of the proof including the calculation of the norm controlling function follows
from the corresponding part of the proof of Proposition 2.2 since B(L2(G)) is a C∗-algebra. 
We finish this section with the following corollary which provides many cases when norm-
controlled inversion happens for non-discrete groups. We omit the proof as it is very similar to
the one presented in Corollary 4.2.
Corollary 5.11. Let G be a non-discrete locally compact group, ω ≥ 1 be a weight on G,
1 ≤ p < ∞, and q be the index conjugate to p. Let A = Lp(G,ω) ∩ L2(G) and A˜ be its
unitization. Then A˜ admits a norm-controlled inversion in B(L2(G)) in either of the following
cases:
(i) G and ω are as in Example 3.4 with ω−1 ∈ Ls(G) for some 0 < s < q;
(ii) G is a compactly generated group of polynomial growth and ω := ωβ is the weight (3.9) with
β > d(G)/q;
(iii) G is a compactly generated group of polynomial growth and ω := ωα,C is the weight (3.10);
(iv) G is a compactly generated group of intermediate growth whose growth is bounded by en
α0
and ω := ωα,C is the weight (3.10) with 0 < α0 < α < 1.
6. Appendix
Here we present the proof of Proposition 2.3. As it was shown in Proposition 2.2,
‖a−1‖A ≤
‖a‖A
‖a‖2B
∞∏
k=0
(
1 +
(
2
‖a‖2A
‖a‖2B
)(1+θ)k
C
(1+θ)k−1
θ
(
1−
1
‖a‖2B‖a−1‖
2
B
)2k−(1+θ)k)
.
As in [9], we note that because A ⊂ B and B is a C∗-algebra, we have that ‖a‖B ≤ ‖a‖A
and ‖a‖−1B ≤ ‖a
−1‖B. Therefore, ‖a‖B‖a−1‖B ≤ ‖a‖A‖a−1‖B = ν(a) and ‖a‖A/‖a‖B ≤ ν(a),
implying that
‖a−1‖A ≤
‖a‖A
‖a‖2B
∞∏
k=0
(
1 +
(
2ν2(a)
)(1+θ)k
C
(1+θ)k−1
θ
(
1−
1
ν2(a)
)2k−(1+θ)k)
.(6.1)
The infinite product on the right can be rewritten as
∞∏
k=0
(
1 +C−1/θu(1+θ)
k
v2
k
)
(6.2)
where v = 1− 1ν2(a) , u = 2C
1/θv−1(1− v)−1, and our goal will be to estimate it. Since ν(a) ≥ 1
and C ≥ 1, we have that 0 < v < 1 and u ≥ 2v(1−v) ≥ 8 > 1. Let
f(k) = ln
(
u(1+θ)
k
v2
k
)
= (1 + θ)k lnu+ 2k ln v, k ∈ R+.
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Using differentiation, we find that f attains its maximum at km = log2/(1+θ)
(
ln (1+θ)·lnu
ln 2·ln(v−1)
)
.
Hence, any term in the infinite product (6.2) does not exceed
1 + C−1/θu(1+θ)
km
v2
km
= 1 + C−1/θu
(
ln (1+θ)·lnu
ln 2·ln(v−1)
)log2/(1+θ)(1+θ)
v
(
ln (1+θ)·lnu
ln 2·ln(v−1)
)log2/(1+θ) 2
.(6.3)
Let
γ =
ln(1 + θ)
ln 2
= log2(1 + θ).
Then since 0 < θ < 1, we have that 0 < γ < 1. It is also easy to see that log2/(1+θ) 2 =
1
1−γ and
log2/(1+θ)(1 + θ) =
γ
1−γ . This allows us to rewrite the expression in (6.3) as follows:
1 + C−1/θe
lnu·
(
γ lnu
ln(v−1)
) γ
1−γ −ln (v−1)·
(
γ lnu
ln(v−1)
) 1
1−γ
= 1 + C−1/θe(1−γ)γ
γ
1−γ (lnu)
1
1−γ (ln (v−1))
−γ
1−γ
= 1 + C−1/θeC˜(lnu)
1
1−γ (ln (v−1))
−γ
1−γ
.(6.4)
To estimate the infinite product in (6.2), we split it into two parts: a finite part from 0 to
some N and an infinite part from N + 1 to infinity. To choose N , we first find k0 ∈ R
+ such
that u(1+θ)
k0 v2
k0 = 1, i.e. such that f(k0) = 0:
k0 = log2/(1+θ)
(
lnu
ln(v−1)
)
,
and then take N = ⌊k0⌋, where ⌊·⌋ is a floor function. We now estimate the infinite part of (6.2).
Since C ≥ 1, we have that
∞∏
k=N+1
(
1 + C−1/θu(1+θ)
k
v2
k
)
≤
∞∏
k=N+1
(
1 + u(1+θ)
k
v2
k
)
≤ e
∑
∞
k=N+1 u
(1+θ)kv2
k
.(6.5)
Let ak = u
(1+θ)kv2
k
and αk =
ak+1
ak
= uθ(1+θ)
k
v2
k
. Then by the choice of k0 and N we have
that ak < 1, k ≥ N + 1. Also, since u > 1 and 0 < θ < 1,
αk+1
αk
= uθ
2(1+θ)kv2
k
< u(1+θ)
k
v2
k
= ak < 1, k ≥ N + 1,
which implies that aN+1+m ≤ α
m
N+1, m ∈ N ∪ {0}. It follows that
∞∑
k=N+1
u(1+θ)
k
v2
k
=
∞∑
m=0
aN+1+m ≤
1
1− αN+1
.(6.6)
By the choice of k0 and N and using that u ≥ 8, we obtain
αN+1 ≤ αk0 = u
θ(1+θ)k0v2
k0
= u−(1−θ)(1+θ)
k0
≤ u−(1−θ) ≤ 8−(1−θ).
Combining the last estimate with (6.5) and (6.6), we see that the infinite part of (6.2) doesn’t
exceed a constant e
1
1−8−(1−θ) .
For the finite part of (6.2) we have an obvious estimate that follows from (6.3) and (6.4):
N∏
k=0
(
1 + C−1/θu(1+θ)
k
v2
k
)
≤
(
1 + C−1/θeC˜(lnu)
1
1−γ (ln (v−1))
−γ
1−γ
)N+1
.
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Since u ≥ 8, u = 2C1/θv−1(1− v)−1 ≥ v−1, and N ≤ k0, there exists a constant C1 such that
∞∏
k=0
(
1 + C−1/θu(1+θ)
k
v2
k
)
≤ C1e
C˜(lnu)
1
1−γ (ln (v−1))
−γ
1−γ ·
(
log2/(1+θ)
(
lnu
ln(v−1)
)
+1
)
= C1e
C˜
(
lnu
ln(v−1)
) 1
1−γ ·(ln (v−1))·
(
log2/(1+θ)
(
lnu
ln(v−1)
)
+1
)
.(6.7)
Recalling that v = 1− 1
ν2(a)
, we obtain
ln(v−1) = ln
(
1 +
1
ν2(a)− 1
)
≤
1
ν2(a)− 1
≤
4
3ν2(a)
, if ν(a) ≥ 2.
We also have that
lnu
ln(v−1)
=
ln(2C1/θv−1(1− v)−1)
ln(v−1)
= 1 +
ln(2C1/θν2(a))
ln
(
1 + 1
ν2(a)−1
) ≤ Cˆ ln(ν(a))ν2(a), if ν(a) ≥ 2,
for some constant Cˆ > 0. Combining the above estimates with (6.7), we see that there exists a
constant C2 > 0 such that
∞∏
k=0
(
1 + C−1/θu(1+θ)
k
v2
k
)
≤ C1e
C2(ν(a))
2γ
1−γ ·(ln (ν(a)))
2−γ
1−γ
, if ν(a) ≥ 2.
Finally, we combine this with (6.1), and the proof of Proposition 2.3 is complete.
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