We study accelerated failure time (AFT) models in which the survivor function of the additive error term is log-concave. The log-concavity assumption covers large families of commonly-used distributions and also represents the aging or wear-out phenomenon of the baseline duration. For right-censored failure time data, we construct semi-parametric maximum likelihood estimates of the finite dimensional parameter and establish the large sample properties. The shape restriction is incorporated via a nonparametric maximum likelihood estimator (NPMLE) of the hazard function. Our approach guarantees the uniqueness of a global solution for the estimating equations and delivers semiparametric efficient estimates. Simulation studies and empirical applications demonstrate the usefulness of our method.
INTRODUCTION
The accelerated failure time (AFT) model provides an attractive alternative to the popular proportional hazards model (Cox, 1972) for analyzing censored duration/failure time data. Let Y denote the logarithm of the duration T , C be the corresponding (logtransformed) censoring time, ∆ = 1(Y ≤ C), and V = min(Y, C). The model of interest is Y i = X i β 0 + ε i , i = 1, · · · , n,
(1.1)
where X i stands for d-dimensional covariates and the independent error term ε i has some unknown distribution F . We denote exponential transform of ε by T 0 , which represents the baseline duration variable in the absence of the covariate effect. The AFT model directly examines the effect of covariates on the length of survival, in contrast to the proportional hazards model which focuses on the hazard rate. In many applications, it is easier to visualize the concept that a treatment intervention or exposure to certain environment increases or decreases the length of survival itself by some amount, as compared to the notion that the hazard rate is changed. 1 In the presence of censoring and unknown error distribution, weighted log-rank estimators (Prentice, 1978) have been proposed to estimate the unknown regression coefficient β 0 . The large sample properties of parameter estimates are established by Tsiatis (1990) , Ritov (1990) , , and Ying (1993) . Semi-parametric efficient estimators are first discussed in and subsequently studied by Zeng and Lin (2007) and Ding and Nan (2011) based on kernel and sieve methods, respectively. Despite the aforementioned theoretical advance, the practical applications of these estimators of the AFT model remain limited. A fundamental issue is whether the estimating equation has a global unique solution at the true parameter value, as commented by Kalbfleisch and Prentice (2002) [p.219] "when viewed as a function of β 0 , these test statistics are step functions, and furthermore they are, in general, not monotone in β 0 . This gives rise to the possibility of multiple solutions to estimating equations." For some special and inefficient weighting schemes such as the Gehan's weight (Fygenson and Ritov, 1994) , the resulting estimating equation is monotone and thus delivers the global uniqueness and consistency properties. Jin et al. (2003) develop a feasible iterative algorithm that uses the rank estimator based on Gehan's weights as the pilot estimate. Instead of narrowing down the weighting scheme, Ying (1993) explore another path that utilizes shape restrictions on the error term to show the global properties of weighted rank estimators.
We study the AFT model under the restriction that the survivor function of the error term ε is log-concave. Throughout this paper, a function g(x) is said to be log-concave if the function log(g(x)) is strictly concave. It is well-known that the log-concavity of the survival function is equivalent to the increasingness of the corresponding hazard function 2 . The main advantage of such a shape restriction is that the increasing hazard function guarantees the uniqueness of global solution to the population-level estimating equations for various weighted rank estimators (Ying, 1993) . To the best of our knowledge, this key insight has not yet been converted to an efficient estimation method that formally takes into account of the log-concave restriction. For that purpose, we propose semi-parametric maximum likelihood estimation methods that incoporate such a restriction for the AFT model. Specifically, for any given β, we estimate the hazard rate of (Y − X β) using nonparametric maximum likelihood estimator (NPMLE) and enforce the monotonicity restriction as in Huang and Wellner (1995) . Note that the general NPM-LE for the hazard function does not exist without such shape restrictions; see Zeng and Lin (2007) . Thereafter, we obtain the estimate of β that solves the efficient score function (see Theorem 4.3 in Ding and Nan, 2011) by plugging in the NPMLE of the hazard rate and the kernel smoothed estimate for the derivative of the hazard rate. We establish the asymptotic distribution theory of the resulting estimators for the finite dimensional parameter β 0 and show that our estimators achieve the semi-parametric efficiency bound . Note that the efficiency bound under our log-concave restriction remains unchanged as the one under the standard smoothness assumption. We establish this result by showing the tangent set under the shape restriction can be well approximated by the one under the smoothness restriction and vice versa. A formal proof can be found in Section S1.3 of the online supplement. In sum, the main appealing property of our approach is that it achieves the same semiparametric efficiency as the kernel or sieve based estimators Ding and Nan, 2011) and at the same time guarantees the uniqueness of a global solution for the estimation equations (and the resulting computational convenience), which previously was only shown for the inefficient Gehan's weighting scheme. In principle, a shape-constrained sieve MLE can serve as an alterna-tive for incorporating the log-concave restriction. However, it usually requires imposing additional inequality restrictions on the coefficients of basis functions, which may further complicate the numerical optimization procedure; see Section 2.3.5 of Chen (2007) . In contrast, our NPMLE-based approach is made possible by the underlying log-concave restriction and automatically satisfies it. In this sense, the shape restriction is a blessing instead of a burden for our estimation approach.
The framework of log-concave errors comprises numerous parametric duration models where the failure time T (conditional on covariates) can follow exponential, Weibull, Gamma, Log-normal, Log-logistic, and many other distributions . It is worth clarifying the relationship between the logconcavity restriction on ε and the shape of the baseline hazard function of T 0 = exp(ε). On one hand, if one believes that baseline duration T 0 exhibits some aging or wear-out phenomenon, as encoded by an increasing baseline hazard function, then its logarithm transform ε will also have an increasing hazard rate. This feature often arises from a non-stationary job search model where the increasing exit rate of unemployment status is caused by a declining reservation wage and/or an increasing search intensity (Burdett and Vishwanath, 1988; Van den Berg, 1990) . On the other hand, the increasing hazard of ε itself does not necessarily restrict the shape of the hazard of T 0 . Our Example 2.1 provides an encompassing parametric family in which the hazard shape of T 0 can be increasing, decreasing, or non-monotonic, under the log-concavity restriction on ε.
In establishing the large sample properties of our estimators, our main technical contribution is a formal analysis of the asymptotics of the NPMLE of the hazard rate and its kernel smoothed derivative, adapting the recent development from , Westling and Carone (2019) . This is not a standard problem, as the NPMLE of the hazard rate is a piece-wise constant function with random jump locations determined by the data, and the kernel smoothed estimate of NPMLE is not a linear functional of the empirical measure . Compared with the binary choice model in , the characterization of NPMLE is more complicated in our setting, because its min-max representation in equation (3.15) involves random denominators, whereas the one in does not; see Westling and Carone (2019) for more discussions. Our proofs that combine empirical process theory and the characterization of the (smoothed) NPMLE for the monotone hazard are also of independent interest. The shape restricted estimation and inference constitute a rich and evolving literature in econometrics and statistics, as reviewed by and Chetverikov et al. (2018) . The rest of the paper is organized as follows: Section 2 discusses the log-concavity restriction. Section 3 proposes efficient semiparametric maximum likelihood estimation (SMLE) methods subject to the log-concave restriction on the error term. Section 4 derives the asymptotic properties of the parameter estimates, proving the consistency, asymptotic normality, and semi-parametric efficiency. Section 5 conducts simulation studies and applies the proposed methods to a real data set. The final section concludes. Main results are proved in Appendix. Other proofs, technical lemmas, and an additional real data example are relegated to the online supplement.
LOG-CONCAVITY OF ERROR TERMS IN AFT MODELS
We begin with a clarification about the log-concavity restriction used in this paper. Proposition 2.1 collects some important properties related to the log-concavity restric-tion and states the relationship between the hazard functions of ε and T 0 . Let f (u) be the (absolutely continuous) density function of the error term ε in (1.1), F (u) be the cumulative distribution function,F (u) = 1 − F (u) be the survivor function and λ(u) = f (u)/F (u) be the hazard function. Let h(u) be the hazard function of the baseline duration T 0 = exp(ε). The log-concave restriction in this paper refers to the survivor functionF (u) being log-concave.
As shown in part (i) of Proposition 2.1, the log-concavity restriction onF can be derived from the log-concave restriction on the density function f . For parametric models, it is often easier to directly verify the log-concavity of the density function. Example 2.1 below shows that a large family of commonly-used parametric duration models falls into our modeling framework. From the perspective of semiparametric estimation for the AFT model, the log-concave restriction yields nice properties for weighted rank estimation. Specifically, Lemma 4.1 shows that an increasing hazard λ is sufficient for the population level estimating equation to have a unique global solution.
Example 2.1. (Generalized F -distribution). Various frequently used continuous parametric failure time models are special cases of the model (1.1) in which the error term ε is distributed as the logarithm of the F -variate with the degrees of freedom equal to (2m 1 , 2m 2 ) on [p.38] of Kalbfleisch and Prentice (2002) . The density function of ε writes:
where B(m 1 , m 2 ) is Beta function. The density function (2.2) reduces to the logistic density when (m 1 , m 2 ) = (1, 1); it reduces to the extreme value density (that leads to the Weibull model) when (m 1 , m 2 ) = (1, ∞); it generates the Gamma model when m 2 = ∞; it approaches to the standard normal density as (m 1 , m 2 ) → (∞, ∞). It is easy to show that the second order derivative of the logarithm of f (u) is
for any m 1 , m 2 > 0. Hence, the density function (2.2) is log-concave and the model is nested by our setup.
Note that the converse of part (iii) of Proposition 2.1 is not true. In other words, our log-concave restriction on ε does not restrict the hazard function of T 0 to be monotone. One can easily see this by inspecting the following expression:
Therefore, our shape restriction can still be plausible in the cases where empirical evidence rejects a monotonic hazard function of T 0 ; see Christofides and McKenna (1996) for such an example 3 . Figure 1 plots hazard functions of the error term ε and the baseline duration T 0 for parametric models encompassed by Example 2.1. Despite an increasing hazard rate for ε, the hazard rate of its exponential transform T 0 can be increasing, decreasing or non-monotonic. We observe the following: (i). The log-normal failure time model, in which ε has a standard normal distribution, yields a increasing hazard function for ε, but an inverse U-shaped hazard function for T 0 . (ii). The Weibull model, in which the baseline hazard function takes the form h(t) = γt γ−1 , has increasing hazard functions for both ε and T 0 when the shape parameter γ > 1; it implies a increasing hazard for ε and a decreasing hazard for T 0 when 0 < γ < 1. (iii). The Log-logsitic model, in which ε has a logistic density e u/σ /σ(1 + e u/σ ) 2 , produces a increasing hazard function for ε and an inverse U-shaped function for T 0 , when 0 < σ < 1 (σ = 0.7 in the figure). (iv). The Gamma model, in which T 0 has a density t k−1 e −t /Γ(k), yields increasing hazard functions for both ε and T 0 when the shape parameter k > 1 (k = 3 in the figure). Inspired by Abbring (2012) which studies durations defined by threshold-crossing rules, we provide a model that yields an increasing hazard function for T 0 . Conditional on X = x, the duration T is defined as the survival time after a random number of shocks and the arrival of shocks is governed by a Poisson process N x (t), so that
5)
where λ x ≡ exp(−x β) is the failure rate of N x (t) and P k is the probability of surviving after k shocks. The following two examples are from and spell out the interpretative content of the underlying failure mechanism based on different specifications of the sequence P k .
Example 2.2. (Cumulative Shock Models) The failure is caused by cumulative shocks U 1 , U 1 + U 2 , · · · reaching some positive random threshold Z, as in Section 5 of , with the following specification onP k for k ≥ 1:
where G Z is the cumulative distribution function of Z, and F (k) U stands for the k-th fold convolution of the function F U , which is the distribution function of i.i.d. shocks U k for k ≥ 1.
Example 2.3. (Maximum Shock Models) The failure is caused by the maximum of independent shocks U 1 , U 2 , · · · reaching a fixed threshold z, as in Section 6 of , with the following specification onP k for k ≥ 1:
We show in the following proposition that the construction via equation (2.5) generates an AFT model with some baseline duration T 0 that has an increasing hazard function under reasonable assumptions on P k for both Examples 2.2 and 2.3. Therefore, the corresponding additive error term ε also has an increasing hazard rate, according to part (iii) of Proposition 2.1.
Proposition 2.2. The duration T defined by equation (2.5) generates an AFT model with a log-concave baseline duration T 0 if the following conditions hold: (i) For the cumulative shock models, both the shock U and threshold Z have log-concave densities; (ii) For the maximum shock models, F U k (u) is decreasing in k for any u (so that subsequent shocks are stronger).
SEMI-PARAMETRIC EFFICIENT ESTIMATION WITH SHAPE RESTRICTIONS
The data consists of i
The error term ε i in (1.1) is assumed to be independent of X i and the right-censoring time C i . Let the marginal distribution function of covariates X be H(x) for x in the support X . Following Ying (1993) , we denote the conditional distribution and density functions of the censoring variable C as G x (·) and g x (·), respectively. For a given β, define β = V − X β and 0 = V − X β 0 . We use the standard empirical process notations as follows. For a function f of a random vector Z = (V, X, ∆) that follows distribution P ,
Function f can be replaced by a random function z →f n (z; Z 1 , · · · , Z n ) , so we also write Pf n , P nfn , or G nfn . Furthermore, define
(3.9)
The probability limit ofη n (t, β) for any given β is
(3.10)
In addition, we define
The likelihood function (omitting terms irrelevant for our parameters of interest) is
also see Zeng and Lin (2007) and Ding and Nan (2011) . The unknown parameters consist of β ∈ B and λ(t) ∈ A, where B is a compact set in R d and A is the space for increasing and non-negative functions. We first deriveλ n (·, β) that maximizes (3.12) for any fixed β. It is an estimator of the increasing function λ 0 (t, β) = (dN (t, β)/dt) /D (0) (t, β) and can be obtained by applying NPMLE for the monotone hazard function (Huang and Wellner, 1995) . Recall that i,β = V i − X i β, and the corresponding indicator is ∆ i,β for i = 1, · · · , n. Let (1),β ≤ · · · ≤ (n),β be the order statistics, and ∆ (i),β be the indicator associated with the i-th order statistic (i),β . Define the weights
Assuming that the function λ 0 (t, β) ≤ M λ for some constant M λ and for all β ∈ B, 4 the NPMLEλ n (·, β) can be characterized as the left derivative of the greatest convex minorant of the following "cumulative sum diagram" with points P 0 = (0, 0), and P i =
By the min-max characterization , the NPMLE is a step-wise constant function uniquely determined at i,β for i = 1, · · · , n − 1 aŝ
(3.15) andλ n ( (n),β , β) = M λ . In practice, it is enough to computeλ n ( (i),β , β) at the first n − 1 points as in (3.15) and thus there is no need to specify M λ . The established pooladjacent-violators algorithm (PAVA) can be used to compute NPMLE in a very efficient way; see . The probability limit ofλ n (·, β) is λ 0 (t, β).
We also denote λ 0 (t) ≡ λ 0 (t, β 0 ). It is worthwhile emphasizing that for any given β, the likelihood function cannot be meaningfully maximized without the shape restriction on λ (Zeng and Lin, 2007) .
Referring to the semi-parametric efficient estimator presented below, smoothing is inevitable, because the efficient score function involves the derivative of the hazard function. Thus, we adopt the smoothed maximum likelihood estimator in and obtainλ
for a kernel density function K(·) and K h (·) ≡ K(·/h)/h, with the bandwidth equal to h. It is straightforward to find that the probability limit of the kernel smoothed estimate isλ
To estimate β 0 , we consider the following random map
where β ∈ B is the d-dimensional Euclidean parameter of interest with an unknown true value of β 0 , η and ρ are functions that can be viewed as infinite dimensional nuisance parameters. Intuitively speaking, η provides the correct centering term for the regressor X under the censoring, whereas the weight ρ influences the efficiency. In this paper, we consider Ψ n (β,η n ,ρ n ) which approximates the efficient score function and belongs to the general weighted rank estimating equation as in Tsiatis (1990) , with an efficient weighting scheme. Specifically, these nuisance components are estimated bŷ
Following Tsiatis (1990) (see also Ding and Nan, 2011) , the trimming constant τ U is introduced to avoid the instability of D (0) n andλ n near the right tail. The corresponding probability limit ofρ n (t, β) is denoted by ρ 0 (t, β).
Our estimatorβ n is the root of the estimating function Ψ n (β,η n (·, β),ρ n (·, β)), which is discontinuous in β. Therefore, Ψ n (β,η n (·, β),ρ n (·, β)) = 0 may not hold exactly. Following , we defineβ n as a zero-crossing point such that each coordinate value of Ψ n (β,η n (·, β),ρ n (·, β)) changes sign in the left and right neighborhoods ofβ n .
Definition 3.1. (Zero-crossing) We say that β * is a zero-crossing of a function C : B → R if each open neighborhood of β * contains points β 1 , β 2 ∈ B such that C(β 1 )C(β 2 ) ≤ 0. Moreover, we say that a functionC : B → R d crosses zero at point β * if β * is zero-crossing in each componentC j for j = 1, · · · , d.
We propose another estimation procedure which uses a smoothed version ofλ n (t, β). It is well documented in the literature ) that smoothed NPMLE often performs better in finite samples. For the kernel density function K(·), we define
(3.20)
Therefore, the alternative estimating equation is
The corresponding solution is denoted byβ n . Figure 2 illustrates typical shapes of estimating functions Ψ n andΨ n for a single parameter β using the unsmoothed and smoothed estimates of λ 0 (t, β). The sample size is 500 and is generated from a N (2, 0.5 2 ) covariate, a standard normal error term, and a uniform censoring variable on [0, 4] . The true parameter is β 0 = 1. The bandwidths are 5 × n −1/5 forλ n (t, β) and 5 × n −1/7 forλ n (t, β), respectively. Both methods deliver unique zero-crossing points, whereasΨ n exhibits smoother variation. Remark 3.1. are among the first who propose to use the kernel smoothing methods to estimate the underlying hazard and its derivative functions in the efficient score function. Their specific construction consists of (i) dividing the sample into two disjoint subsets and evaluating a preliminary consistent estimateb j of β from the jth subsample (j = 1, 2), (ii) finding from the uncensored residuals in the jth subsample a smooth consistent estimateλ j of the hazard function, (iii) smoothing the estimated hazard to obtain a smooth consistent estimateρ j ofλ/λ, and (iv) usingρ 1 (respectivelŷ ρ 2 ) as the weight function for the linear rank statistic of the second (respectively first) sample of residuals Y i − X i b. The sum S(b) of these two linear rank statistics is used to define the rank estimator as the minimizer of S(b) . However, there are practical difficulties in carrying out this procedure, as reviewed by Kim and Lai (2000) . First, this efficient rank estimator is difficult to compute when the regressor X is multidimensional.
Second, the kernel smoothing approach employed does not give good results unless the sample size is very large.
Remark 3.2. Besides the guarantee of the unique solution, another advantage of our efficient weighted rank estimator over the sieve MLE in Ding and Nan (2011) stems from its computational convenience. In the former, only the regression parameter β needs to be solved from the estimating equations, whereas both β and the spline coefficients (the number of such coefficients also diverges with the sample size to eliminate the approximation bias) need to be solved in the latter. For example, the sieve approach using cubic splines and two internal knots has to solve six more parameters from the optimization procedure than our approach. Meanwhile, the pool-adjacent-violators algorithm (PAVA) used to compute the NPMLE of the hazard rate is faster than the iterative Newton-Raphson method for the sieve MLE estimate.
ASYMPTOTIC PROPERTIES
The following regularity conditions, adapted from Tsiatis (1990) , , and Ying (1993) , are imposed throughout. We let T to be the support of ε trimmed from the right tail at some given τ U (Tsiatis, 1990) .
Assumption 4.2. The error term ε is independent of (X, C) and has a finite mean. The density f and its derivativeḟ are bounded. Moreover,
Assumption 4.3. The conditional density g x (t) of the censoring time C is uniformly bounded; that is, sup t∈C,x∈X |g x (t)| ≤ M c for some finite constant M c , where X is the support of covariates X and C is the support of censoring variable C.
Assumption 4.4. The hazard rate λ 0 of error term ε is increasing and is continuously third-order differentiable. Moreover, λ 0 (t, β) is uniformly bounded away from zero for any β in the parameter space and t ∈ T . Its derivativeλ 0 (t, β) is also uniformly bounded away from 0 and ∞.
Assumption 4.5. For the finite positive constant τ U , there exists a value of ξ such that
Assumption 4.6. (i) The kernel function K(u) is a kernel density function with compact support such that K(u)du = 1, uK(u)du = 0, and u 2 K(u)du < ∞. Moreover, its derivative k(u) is uniformly continuous over the support. The kernel function and its derivative can be written in the form of ϕ (p (x)), with some function ϕ (·) being of bounded variation and p (x) a real polynomial on R. (ii) The bandwidths satisfy h n −1/7 andh n −1/5 . Assumptions 4.1 to 4.3 are from Ying (1993) . The monotonicity restriction in Assumption 4.4 results from our log-concave restriction on the survival function of ε through Proposition 2.1 (ii). The class of hazard rate functions that are bounded away from zero when t approaches to the left boundary is discussed extensively in Ridder and Woutersen (2003) . With log-concave errors, the moment bound in Condition 4 of Ying (1993) is automatically satisfied. When the error term ε has a finite mean and an increasing hazard rate, it has a sub-exponential tail, cf. Theorem 4.1 in Barlow and Marshall (1964) , which gives rise to finite moments of all orders. In accordance with Assumption 4.5, we trim the right tail at some large constant τ U ; see equation (3.1) of Tsiatis (1990) . This is a standard practice in analyzing censored regression models Ritov, 1990; Ding and Nan, 2011) . In fact, the calculation of the semiparametric information bound takes this trimming parameter τ U as a fixed constant; see Example 4 on [p.284] of . It is possible to allow τ U to be infinity through more technical proofs (see Lemma 2 of Ying, 1993) , but it will not be attempted here. In Assumption 4.6, we collect the standard requirements on kernel smoothing methods, as in . Under the restriction, we have the following two VC-type functional classes due to :
which are needed to establish the convergence rates forλ n andλ n . The population level estimating equations can be written as
To show the existence of a solution of estimating equations (3.18) and (3.21) with probability tending to one and its consistency, we verify that the population level estimating function Ψ(β, η 0 (·, β), ρ 0 (·, β)) has a unique root under the shape restriction given by Assumption 4.4. This result essentially follows from the discussion in Section 5 of Ying (1993) and we restate it as Lemma 4.1 for completeness.
Lemma 4.1. If the hazard function λ of the error term ε is increasing, as assumed in Assumption 4.4, then β 0 ∈ B is the unique solution to the population level estimating functions Ψ(β, η 0 (·, β), ρ 0 (·, β)).
In particular, Ying (1993) shows that the population criterion function has a unique zero-crossing point globally when the error term has an increasing hazard function and the weights do not have alternating signs (either all positive or all negative). In our case, the weighting functionρ n (·) defined in (3.19) is automatically non-negative, so is its probability limit. In sharp contrast, standard kernel or sieve type estimators forρ n (·) without such shape constraint fail to deliver a unique global solution; see Kim and Lai (2000) . Based on Lemma 4.1, the consistency of our estimators can be obtained from the uniform convergence of Ψ n (β,η n (·, β),ρ n (·, β)) and the Glivenko-Cantelli theorem.
Theorem 4.1. (Consistency) Suppose that Assumptions 4.1 to 4.6 hold. Then, for all large n, a zero-crossingβ n for Ψ n β n ,η n (·,β n ),ρ n (·,β n ) exists with probability tending to one and is a consistent estimator of β 0 . The same conclusion holds forβ n , which is a zero-crossing point forΨ n β n ,η n (·,β n ),ρ n (·,β n ) .
Because our estimation procedure belongs to the general Z-estimation with bundled parameter and nonparametric nuisance components, we prove the root-n rate and asymptotic normality ofβ n following the route in . Note that under our assumptions, ρ 0 ( β , β) and η 0 ( β , β) are both continuously differentiable with derivatives denoted byρ 0β andρ 0β , respectively. As shown in Theorem 3.3 in Nan et al. (2009) , this implies that Ψ(β, η 0 (·, β), ρ 0 (·, β)) is differentiable in β with the bounded deriva-tiveΨ β (β, η 0 (·, β), ρ 0 (·, β)) in B. Given the explicit form of Ψ(β, η(·, β), ρ(·, β)), the path derivatives (Ichimura and Lee, 2010) with respect to both η and ρ exist, and we denote them byΨ η (β, η(·, β), ρ(·, β)) andΨ ρ (β, η(·, β), ρ(·, β)), respectively. 
where M (t) is the martingale:
(4.24)
Therefore, we obtain
in distribution. The information matrix I(β 0 ) is the semi-parametric efficient information matrix given by Lemma S1 in the online supplement. The same conclusion holds forβ n .
The calculation of semi-parametric information bound embedding shape restrictions is not trivial; see Tripathi (2000) , and . We formally verify in the online supplement that for the increasing hazard rate, the information bound remains unchanged as in . In order to determine the bound, the tangent set and the projection of the (parametric) score function to the tangent set need to be calculated. The score function is not affected by the shape restriction. The crux in our proof is to show the tangent set remains unchanged by showing that scores for smooth sub-models lie in the set and by exhibiting a family of smooth sub-models with scores that can approximate any element of the set arbitrarily well are dense in the set.
Remark 4.1. The standard errors ofβ n can be obtained based on the following result:
(4.25)
In the proofs of Theorem 4.1 and Theorem 4.2, we have Ψ n β n ,η n (·,β n ),ρ n (·,β n ) =
The experssion of l * β0 is given by Lemma S1 in the online supplement. An adaption to the result in equation (4.25) by the Glivenko-Cantelli property is straightforward; see Theorem 4.3 in Ding and Nan (2011) .
Remark 4.2. Our asymptotic analysis also produces a uniform consistent estimator for the hazard function λ 0 with a cubic-root rate (modulo some logarithm term):
(4.26)
Given the natural bound via the triangular inequality:
(4.26) follows from Lemma S8 in the online supplement and the root-n consistency of β n .
Remark 4.3. The foundation to incorporate the time-dependent covariates in AFT models is laid down by Robins and Tsiatis (1992) and further developed by Lin and Ying (1995) and Zeng and Lin (2007) . In this setup, it is more convenient to work with the duration T without making the logarithmic transformation. Recall in the setting with time independent covariates X, the essence of the AFT model is that there exists some independent baseline duration T 0 such that T 0 = T e −X β0 . With time-dependent covariates X(t), the following specification generalizes the AFT model:
where T 0,i is independent of the covariates. Lin and Ying (1995) have derived the efficient estimating function extending equation (3.18), whereas Zeng and Lin (2007) formally develop a semiparametric efficient estimator for the AFT model with time-dependent covariates. It is interesting to extend our methodology to this scenario in future work.
NUMERICAL RESULTS

Monte Carlo Simulations
We conduct Monte Carlo simulations to evaluate the finite sample performances of our estimators. The logarithm of the duration Y = log T is generated from the model: Y = 2 + β 1 X 1 + β 2 X 2 + ε, where β 1 = β 2 = 1. The covariate X 1 is Bernoulli with a success probability 0.5, and the covariate X 2 is normal with mean zero and standard deviation 0.5. X 1 and X 2 are independent. We consider two types of log-concave errors: (I). The error term ε is the logarithm of a Weibull-distributed variable. The density of ε is f (u) = γe γu exp (−e γu ), where γ = 1.2. In this case, the duration T conditional on (X 1 , X 2 ) has a Weibull distribution and its hazard function is increasing. (II). The error term ε is the logarithm of a Gamma-distributed variable. The density of ε is f (u) = exp (ku − e u ) /Γ(k), where k = 0.7. In this case, the duration T conditional on (X 1 , X 2 ) has a Gamma distribution and its hazard function is decreasing. Recall that V = min(Y, C) and ∆ = 1{Y ≤ C}. The censoring time C is drawn from a uniform distribution supported on [0, τ ], where τ is chosen to produce a 25% censoring rate. The data in each replication is an i.i.d. sample of {V i , ∆ i , X 1i , X 2i } n i=1 for n = 500 and 1000. We obtain semi-parametric maximum likelihood estimates of (β 1 , β 2 ) using an unsmoothed hazard rate (SMLE-u) and a smoothed hazard rate (SMLE-s), by repetitively solving the estimating equations (3.18) and (3.21). We use the quartic kernel function K(u) = 15 16 1 − u 2 2 1{|u| ≤ 1}, which satisfies Assumption 4.6. The bandwidths for smoothing the estimated hazard rate and its derivative are set to h c ×n −1/7 or h c ×n −1/7 , respectively. The constant h c = 2 and 5. Regarding the right-tail trimming factor τ U in Assumption 4.5, we trim at the 98% quantile of Y − β 1 X 1 − β 2 X 2 for each (β 1 , β 2 ). As comparison, we also include the Gehan-weight estimator (Jin et al., 2003) , which is inefficient, and the sieve ML estimator (Ding and Nan, 2011, using cubic splines and two interior knots). In our simulations, SMLE methods are computationally much faster than the sieve estimator. On a 3.0 GHz Intel Core i5 processor and with 10 GB of RAM, SMLE methods on average take about 25 seconds (elapsed time) while the sieve estimator takes about 300 seconds for each replication with sample size equal to 500. This is mainly because SMLE methods solve two-dimensional parameter β from the estimating equations, whereas the sieve estimator has to solve both β and additional six spline coefficients. Table 1 presents the bias, empirical standard error (SE) and square root of the mean squared error (RMSE) for SMLE-u, SMLE-s, Genhan and sieve estimators. Results are based on 1000 simulated samples. We make the following observations when comparing these estimators. First, the performances of the proposed SMLE methods are stable across two sets of bandwidths. SMLE-s using the smoothed hazard rate yields smaller empirical standard errors than its unsmoothed version SMLE-u in all scenarios. Second, SMLE methods, especially SMLE-s, turn out to be more efficient (having smaller empirical standard error) than Gehan-weighted estimator in all scenarios. This substantiates the efficiency gain of SMLE methods over the rank estimator using inefficient weights. Third, the standard errors of SMLE-s are similar to those of the efficient sieve estimator in all scenarios. Fourth, the SMLE methods and the Gehan-weighted estimator yield smaller bias for β 1 than the sieve estimator. Bias performances are comparable for β 2 . In sum, our SMLE methods achieve the same accuracy as the sieve ML estimator and enjoy two advantages: the guarantee of a unique global solution and faster computation.
Real Data Example
We re-visit the 4-month panel of the Current Population Survey (CPS) from September to December 1993, previously studied by Romeo (1999) . We analyze the unemployment duration using the AFT model and focus on the sample with a positive employment duration of less than a year. The sample size is 399 and the censoring rate is 42%. We regress the natural logarithm of the unemployment duration (in weeks) on three covariates: race, gender, and a re-entrant indicator that indicates whether the individual is a labor force re-entrant. Table 2 reports coefficient estimates and standard errors. All methods suggest that on average, white, female, and re-entrants to the labor market have shorter unemployment durations. The negative sign of the coefficient on the re-entrant indicator suggests that people not in the labor force are more likely to return when they predict that there is a good chance of finding a job (Romeo, 1999) . The magnitudes of estimates do not vary much across different methods. The proposed SMLE methods give smaller standard errors than other methods. Figure 3 plots the estimated hazard of error term ε and the baseline hazard for the unemployment duration T 0 . The left panel displays an increasing hazard function of ε, as a result of our log-concavity restriction. The right panel shows that the estimated baseline unemployment hazard function roughly takes a U-shape. The initial negative duration dependence can be a result of employers perceiving unemployment duration as a signal about the potential productivity of the worker, because the unemployed may lose valuable skills. On the other hand, the later positive duration dependence can be explained by falling reservation wage and/or increasing search intensity (Burdett and Vishwanath, 1988; Van den Berg, 1990) . Such U-shaped duration dependence was also documented in empirical literature (Christofides and McKenna, 1996; McCall, 1996; Addison and Portugal, 2003) . Note: SMLE-u and SMLE-s use the unsmoothed and smoothed hazard rates, respectively. Scenario (I): The error term is the logarithm of a Weibull-distributed variate; Scenario (II): The error term is the logarithm of a Gamma-distributed variate. The bandwidths for smoothing the hazard rate are hc × n −1/5 (only used for SMLE-s) and hc × n −1/7 for its derivative (used for SMLE-u and SMLE-s). Note: The bandwidths for smoothing the estimated hazard rate is 1 × n −1/5 and for smoothing its derivative is 1 × n −1/7 .
CONCLUSION
In this paper, we study the AFT model under the constraint that the error term has a log-concave survivor function. Exploiting this shape restriction, we proposed two semi- parametric MLE estimators for the model coefficients. SMLE-u directly uses the NPMLE of the hazard function, which is piece-wise constant, and SMLE-s delivers smoothed estimates by resorting to the kernel smoothed version of the NPMLE. Both estimators obtain the semiparametric efficiency bound asymptotically. Simulation exercises show that SMLE-s has better finite sample performances than SMLE-u, even though the former introduces an additional bandwidth. Therefore, we recommend the SMLE-s to applied researchers. Our work makes the AFT model a more viable tool for analyzing duration data. Reid, N. (1994) . A conversation with Sir David Cox. Statistical Science 9, 439-455. Ridder, G. and T. M. Woutersen (2003) . The singularity of the information matrix of the mixed proportional hazard model. Econometrica 71 (5), 1579-1589. Ritov, Y. (1990) . Estimating in a linear regression model with censored data. The Annals of Statistics 18, 303-328. Robertson, T., F. T. Wright, and R. L. Dykstra (1988) . Order restricted statistical inference. John Wiley & Sons. Robins, J. and A. A. Tsiatis (1992) . Semiparametric estimation of an accelerated failure time model with time-dependent covariates. Biometrika 79, 311-319. Romeo, C. (1999) . Conducting inference in semiparametric duration models under inequality restrictions on the shape of the hazard implied by job search theory. Journal of Applied Econometrics 14, 587-605. Tripathi, G. (2000) . Local semiparametric efficiency bounds under shape restrictions.
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APPENDIX: PROOFS OF MAIN RESULTS
The Appendix proves the asymptotic results in Section 4. The cited technical lemmas are collected in the online supplement. We first introduce some notations. Let |β| denote the Euclidean norm for a vector β. For functional nuisance parameters ρ and η, we consider the semi-norm: ρ ≡ sup β∈B ρ(t, β) 2 and η ≡ sup β∈B η(t, β) 2 with · 2 denoting the L 2 norm for the underlying function. Let A be the class of monotone functions with values in [0, M ] and C be the class of functions of bounded variation with values in [0, M ]. We further define functional classes F 0 and F 1 as follows:
The corresponding convex hull of F 0 and F 1 are denoted as convF 0 and convF 1 .
Proof of Theorem 4.1: We first show the following uniform convergence result
Note that for any β, the NPMLE estimatorλ n (u, β) is monotonically increasing and λ n (u, β) is of bounded variation (see the proof of Lemma S6). Moreover, we prove in Lemma S6 the following functional class
is Glivenko-Cantelli, given thatη n ∈F ≡ convF 1 /convF 0 ,λ n ∈ A, andλ n ∈ C. Therefore, the first term on the right hand side of (A.2) converges to zero in outer probability. By Lemmas S8 and S12, we have ρ n ( β , β) − ρ 0 ( β , β) → p 0. Hence the second term on the right hand side of (A.2) is bounded by
Lemma S7 implies that η n ( β , β) − η 0 ( β , β) → p 0. Then the third term on the right hand side of (A.2) is bounded by
We now prove the consistency ofβ n . By Lemma 4.1, β 0 is the unique solution of Ψ(β, η 0 , ρ 0 ) = 0. This implies that for any ε > 0, there is a δ > 0 such that
Observe that Ψ n β n , η 0 (·,β n ), ρ 0 (·,β n ) ≤ Ψ n β n ,η n (·,β n ),ρ n (·,β n ) + Ψ n β n , η 0 (·,β n ), ρ 0 (·,β n ) − Ψ n β n ,η n (·,β n ),ρ n (·,β n ) = o p (1), where the last equality follows from the definition ofβ n and (A.1). Henceβ n → p β 0 . The proof ofβ n → p β 0 is almost the same, with the only deviation of verifying ρ n ( β , β) − ρ 0 ( β , β) → p 0, whereρ n ( β , β) is defined in (3.22) . This immediately follows from Lemma S12. The proof ofβ n 's existence follows closely from Theorem 4.1 in and is provided in S1.2 of the online supplement.
Proof of Theorem 4.2:
We present a detailed proof forβ n and highlight the necessary changes forβ n . First define Ψ n (β n ,η n (·,β n ),ρ n (·,β n )) = 0 following the proof of Theorem 4.1 in : this can be done by taking convex combinations of Ψ n evaluated at the left and right limit ofβ n , given the zero-crossing nature ofβ n . We then verify that the functional estimatesη andρ converge fast enough as
by using Lemmas S7 and S12. Note that both rates are faster than the critical rate n −1/4 in . By Lemma S6, the following stochastic equicontinuity result holds:
Since Ψ(β 0 , η 0 (·, β 0 ), ρ 0 (·, β 0 )) = 0, we get n 1/2 Ψ(β n ,η n (·,β n ),ρ n (·,β n ) − Ψ(β 0 , η 0 (·, β 0 ), ρ 0 (·, β 0 )) = n 1/2 (Ψ − Ψ n )(β n ,η n (·,β n ),ρ n (·,β n )) + o p (1)
where we make use of (A.4) in the second equality. Then we take the second-order Taylor expansion of the left hand side of the first equality, which leads to
The second order terms are negligible due to (A.3). The first order effect of estimation for ρ 0 is canceled:Ψ
To prove this assertion, note that for any function g( 0 , β 0 ),
because the conditional expectation of the term inside the brackets is zero by first conditioning on 1{V − X β 0 ≥ t}. Moreover, the following local martingale has a zero mean:
where M (t) is the martingale associated with the counting process:
Therefore, the functional derivative with respect to ρ is equal to zero by summing up (A.7) and (A.8) and letting g(·, β 0 ) = [(ρ n − ρ 0 )(·, β 0 )]:
Further simplifying (A.5) leads to
along the same line of Nan et al. (2009) . The asymptotic covariance matrix of G n ρ 0 (t, β 0 ){X− η 0 (t, β 0 )}dM (t) coincides with the efficient information matrix given by Lemma S1. Regarding the asymptotic analysis ofβ n , the only change occurs to the convergence rate of the smoothed hazard function as λ n (t, β) − λ 0 (t, β) = O p (n −2/5 log 2 n).
(A.10)
Nevertheless, this does not alter the rate ofρ n as the convergence rate ofλ n remains the slower and determining one.
We first introduce some notations. Let |β| denote the Euclidean norm for a vector β.
For the functional nuisance parameters ρ and η, we consider the following semi-norm: ρ ≡ sup β∈B ρ(t, β) 2 and η ≡ sup β∈B η(t, β) 2 with · 2 denoting the L 2 norm for the underlying function. We denote a large positive constant by M whose value might change line by line. We add subscripts for M if there is potential confusion. For two sequences a n , b n , a n b n , if a n ≤ b n for some large M independent of n. Moreover, we denote a n b n if a n b n and b n a n simultaneously. For any set E, linE denotes the linear subspace generated by E and E stands for the L 2 closure of E.
S1.1. Log-concavity
Proof of Proposition 2.1: (i). See Theorems 1 and 3 of . (ii). See Corollary 2 of . (iii). Let f T0 (t) andF T0 (t) be the density and the survival function of the baseline duration T 0 , respectively. Since ε = log(T 0 ), one immediately obtains
which is increasing in u as both h(·) and exp(u) are increasing functions.
Proof of Proposition 2.2: It is straightforward to observe that the duration defined by the shock process can also be written as T = T 0 exp(X β 0 ), where the baseline duration T 0 is defined as the survival time after a random number of shocks and the arrival of shocks is governed by a homogeneous Poisson process N (t):
The conditional distribution of T is
The covariate effect exp(x β) enters the model by changing the arrival rate of the null Poisson process N (t). This feature is in accordance with the influence of covariates on the conditional hazard function of the duration T in AFT models, as its role is to accelerate or decelerate the time to failure. According to Theorem 3.1 in , T 0 has an increasing hazard function if P k /P k−1 is decreasing in k.
The requirement stated in the proposition imply such restriction on the sequenceP k for Examples 2.2 and 2.3; see Theorem 5.5 and Theorem 6.1 in .
S1.2. Global Unique Solution
Proof of Lemma 4.1: For notation simplicity, we use Ψ(β 0 , η 0 , ρ 0 ) to denote Ψ(β, η 0 (·, β), ρ 0 (·, β)) whenever no confusion is caused. It suffices to show that Ψ(β 0 , η 0 , ρ 0 ) = 0 and (β
where G C|X is the CDF of C conditional on X, and let H(·) be the CDF of X. Using equation (5.4) of Ying (1993) , Ψ(β, η 0 , ρ 0 ) can be written as
Obviously q 0 (t, β 0 ) = 0. Hence Ψ(β 0 , η 0 , ρ 0 ) = 0. Then following equation (5.5) of Ying (1993) , we obtain
For any β = β 0 , we re-write q(t, β) usingx β,1 = (β − β 0 ) x and x = (R ) −1x β .
q(t, β) = x β,1 q 1 (t,x β,1 )dH(x β,1 ) − x β,1 q 2 (t,x β,1 )dH(x β,1 ),
Because the log-concavity of F (·) implies an increasing hazard function f (·)/F (·), the ratio of two density functions (with respect to dH(x β,1 )) q 1 (t,x β,1 )/q 2 (t,x β,1 ) is increasing inx β,1 . Since the monotone likelihood ratio implies first order stochastic dominance (see Chapter 2 of , it follows that q(t, β) > 0 for all β = β 0 . Again by the log-concavity of F (·),λ(t, β) > 0. Hence we conclude that
Proof of the existence of zero-crossing points in Theorem 4.1 The uniform convergence in (A.1) of the Appendix leads to
where K is standard kernel density function supported on [−1, 1] and β = (β 1 , · · · , β d ) .
Note that lim h→0rn,h (β) = r n (β). We reparameterize by defining γ =Ψ β0 β and γ 0 = Ψ β0 β 0 . This gives Ψ n,h (β,η n (β),ρ n (β)) = γ − γ 0 +r n,h (Ψ −1 β0 γ).
(S.4)
Given the result in (S.1), the mapping γ → γ 0 −r n (Ψ −1 β0 γ) maps, for each δ > 0, the ball B δ (γ 0 ) = {γ : |γ − γ 0 | ≤ δ} into B δ/2 (γ 0 ) = {γ : |γ − γ 0 | ≤ δ/2} with probability approaching to 1. Therefore by Brouwer's fixed point theorem ), the mapping γ → γ 0 −r n,h (Ψ −1 β0 γ) has a fixed point which we denote by γ n,h . Let β n,h ≡Ψ −1 β0 γ n,h , then we have Ψ n,h (β n,h ,η n (β n,h ),ρ n (β n,h )) = 0 (S.5) By compactness of B, the sequence (β n,1/k ) ∞ k=1 must have a subsequence (β n,1/k l ) with a limit pointβ n as l → ∞. Finally, we prove as in that Ψ n (β,η n (β),ρ n (β)) has a crossing of zero atβ n by contradiction.
Suppose that the j-th component Ψ j n of Ψ n does not have a crossing of zero atβ n . Then there must be an open ball B δ (β n ) = {β : |β −β n | < δ} ofβ n such that Ψ j n has a constant sign in B δ (β n ), say Ψ j n (β,η n (β),ρ n (β)) ≥ c > 0 for all β ∈ B δ (β n ) and some constant c > 0. Arguing as , the j-th component of Ψ j n,h of Ψ n,h satisfies Ψ j n,h (β,η n (β),ρ n (β)) ≥ c 2 , (S.6) for sufficiently small h and all β ∈ B δ (β n ), which contradicting (S.5), since β n,h for h = 1/k l belongs to B δ (β n ) for large k l .
S1.3. Semi-parametric Efficiency
The calculation of semi-parametric information bound embedding shape restrictions is not a trivial task. Adapting the argument in , we formally verify that for the increasing hazard rate as assumed in our paper, the information bound remains unchanged as in . In order to determine the bound, the tangent set and the projection of the (parametric) score function to the tangent set need to be calculated. The score function is not affected by the shape restriction. The crux in our proof is to show the tangent set remains unchanged by showing that scores for smooth submodels lie in the set and by exhibiting a family of smooth submodels with scores that can approximate any element of the set arbitrarily well are dense in the set. Note that the calculation of the semiparametric information bound takes this trimming parameter τ U as fixed; see Example 4 on page 284 of . Thus, the range of the (stochastic) integral l * β0 in Lemma S1 is taken to be T throughout. We suppress T without confusion for notational simplicity.
Lemma S1. (Semiparametric efficiency bound) In model (??) with right censorship, the efficient score function for estimating β 0 is
where
and Λ 0 (·) is the cumulative hazard function of the error term ε.
Proof of Lemma S1: The complication in our setting is that the true hazard rate λ 0 (t) is increasing. Recall that we assume λ 0 ≥ c > 0 over its support and its derivative is bounded and strictly positive, sayλ 0 ≥ c > 0. We consider the following parametric sub-family that contains the true model:
where h 1 and h 2 are both scalars converging to zero and α is a d−dimensional vector as in . The local perturbation function θ(t) is a univariate function that is uniformly bounded and has uniformly bounded first-order derivativeθ(t). These requirements are made to guarantee the monotonicity of λ h2 (t) for small enough h 2 . Therefore, the score functions are
where M (t) is the natural martingale in our Theorem 3.2. The efficient score function is l * β0 = l β0 − l λ0 [θ * ] for which l β0 − l λ0 [θ * ] is orthogonal to the nuisance tangent space denoted by Λ S :
: λ h2 (t) is increasing for small enough h 2 and θ ∈ L 2 (P )} (S.12)
Obviously the L 2 closure of the linear span of l λ0 [θ] where the function θ has bounded first-order derivative is a subset of Λ S . As shown in Section 4 of , we get lin{l λ0 [θ] : θ has a bounded first-order derivative} = lin{l λ0 [θ] : θ ∈ L 2 (P )}, (S.13) leading to the conclusion that Λ S is also equal to lin{l λ0 [θ] : θ ∈ L 2 (P )}. The linear span generated by those nuisance functional components agree with each other and the monotonicity of the nonparametric component does not change the efficient score calculation; also see Tripathi (2000) for a similar setting of where the functional nuisance parameter is an increasing function in the partial linear model. Now the efficient score function is the one obtained by Ritov and Wellner (1988) : (S.14) and the resulting information I(β 0 ) immediately follows from Lemma S1:
S1.4. Empirical Processes
We first restate some necessary definitions and Theorem 2.4.1 in Van Der Vaart and Wellner (1996) that will be used repeatedly in the sequel. Let F be the class of functions and L 2 (Q) be the L 2 -norm defined by a probability measure Q . For any probability measure Q, let N (ε, F, L 2 (Q)) be the minimal number of balls of radius ε needed to cover the class F. The entropy integral J(δ, F) is defined as
An envelope function of a functional class F is a function F such that |f (x)| ≤ F (x) for all x and f ∈ F. In our context, the following two VC classes play important roles in analyzingη n :
We denote the corresponding convex hull of two classes as convF 0 and convF 1 , respectively. Note that D (k) n (s, β) (k = 0, 1) are in convF 0 and convF 1 , see .
The next lemma provides the entropy bound for an important functional class in our remaining proofs; see also Lemma 10.1 in .
Lemma S5. Consider the following function class:
where the function λ(·) belongs to the class of monotone functions, then the following entropy bound holds:
for some finite constant M .
Proof of Lemma S5: For any small β , the compact neighborhood of β 0 can be covered by N β neighborhoods with diameters no larger than β , where N β ≤ M −q β . Thus, for any β, we can find i ∈ {1, · · · , N β } such that |β − β i | ≤ . For the monotone function λ, we can find brackets [λ L j , λ U j ] with size covering the class of monotone functions with range restricted to [−K 1 , K 1 ]. Moreover, the number of brackets N λ is bounded by exp(K 1 −1 ) up to some finite constant.
Consider any function
given that the covariates X have compact support. Therefore, we can cover the element in F 2
] is less than up to some finite constant with a proper choice of β . We start with the following decomposition:
Apparently, the first and third terms are bounded up by by the construction of [λ L j , λ U j ]. Considering the second term, one get
by the change of variable. Now given the monotonicity of λ and the fact that it is bounded in absolute value by K, we have
. Thus, the overall bracketing entropy number is bounded by:
Now we obtain the entropy bounds for the key functional class in our context and prove the asymptotic characterizations for terms in showing consistency and asymptotic normality. Note that the uniform convergence result in Lemma S8 implies that the estimated hazard rate function is uniformly bounded away from zero, given that the true hazard rate function is uniformly bounded away from zero. Therefore, we can restrict our attention to bounded monotone functions for the classes involving 1/λ(·, β).
Lemma S6. The functional class G defined by
Liu and Yu has bounded entropy integral, whereF ≡ convF 1 /convF 0 and H ≡ C/A. Therefore, we have the following Glivenko-Cantelli result
and the stochastic equicontinuity as
Proof of Lemma S6: We first verify that the uniform entropy integral J(1, G) is bounded. We consider the following three subclasses:
Because the NPMLE estimatorλ n (t, β) is an increasing function for any given β, G 1 is the class involving monotonically decreasing functions. Hence, the uniform entropy integral J(1, G 1 ) is bounded. A similar argument applies to G 2 because the kernel estimator of its
for a continuous kernel function K and a function of bounded variationλ n (since it is increasing). Therefore,λ n (t, β) is of bounded variation by Theorem I.5.c in Widder (1941) . The composition ofλ n orλ n with the linear index y − x β still has the bounded entropy integral as shown in our Lemma S5. Moreover, D (k) n (t, β) and D (k) (t, β) are in the convex hull of certain VC classes for k = 0, 1. Thus, the resulting uniform entropy integral is bounded. Thus, the conclusion for the whole functional class G = G 1 · G 2 · G 3 follows from Example 2.10.8 Van Der Vaart and Wellner (1996) . Thereafter, we show
as |β − β 0 | → 0, η − η 0 → 0, and ρ − ρ 0 → 0. Hence, by (S.17) we get the desired stochastic equicontinuity as in (??) of Appendix A in the paper.
We then present the linear expansion ofη n in Lemma S7, which has been established by . We refer readers to [page 1172] of their paper for the proof.
Lemma S7. Suppose that Assumptions 4.1 to 4.6 hold. Then we have the following expansion n 1/2 [η n (t, β) − η 0 (t, β)] = D (0) (t, β) −1 G n [1( β ≥ t){X − η 0 (t, β)}] + o p (1).
(S.32) Therefore, η n − η 0 = O p (n −1/2 ).
Online supplement S9 S1.5. Convergence Rate of Estimators of the Hazard Function and Its Derivative
This section is targeted to show the rate of convergence ofρ n as ρ n − ρ 0 = O p (log 2 n × n −2/7 ). Given the ratio form ofρ n , the crux is to determine the rate ofλ n . We introduce additional notations. Letλ n be the NPMLE and {τ 1 , ..., τ m } with m ≤ n be its jump points. Denote intervals J
if ∀t ∈ J i : λ 0 (t, β) <λ n (τ i , β).
We first state three lemmas regarding the NPMLE of the monotone hazard function. Their proofs are in analog with the ones in and are hence omitted. Lemma S8 concerning the properties of the NPMLE for the increasing hazard rate λ 0 (t, β). The proof is in analog with Equations (2.1), (A.20), and (A.21) in . with k h (·) ≡ K (·/h)/h 2 and
is the joint density function of (V, X, ∆).
Consider the piece-wise constant version of φ h,t which is constant on the same intervals where the NPMLEλ n (·, β) remains constant. For u ∈ J i , definē φ h,t (u) = φ h,t (Â n (u, β)) andψh ,t (u) = ψh ,t (Â n (u, β)). The second term is denoted by R n term and we prove that it is of smaller order in Lemma S13. Finally, we utilize Lemma A.7 in to conclude: The proof of (S.44) is very similar with some notation-wise difference. When we takẽ h n −1/5 , those smaller order terms as R n , J
2n and J
2n can be shown of order o p (log 2 n × n −2/5 ). Meanwhile, the leading term as in J 1n is of order O p (log 2 n × n −2/5 ), following Lemma A.7 in , mutatis mutandis.
Compared with the point-wise result in , The result of Lemma S12 contains extra log 2 n terms in the rate because we also need the uniform convergence over t ∈ T for the argument of the kernel functions. Nevertheless, the obtained rates are fast enough, i.e., of o p (n −1/4 ). The following two lemmas characterize a few smaller order terms in the proof of Lemma S12.
Lemma S13. Suppose that Assumptions 4.1 to 4.6 hold. Then we have the following characterization R n ≡ φ h,t λ n (y − x β, β) − λ 0 (y − x β, β) d(P n − P ) = o p (log 2 n × n −2/7 ), uniformly over β ∈ B and t in the support T .
Proof of Lemma S13: We first introduce some notations adapted from Groeneboom positive correlation between the maximum daily methadone and the retention time is highly significant for all methods. Note: The bandwidths for smoothing the estimated hazard rate is 1 × n −1/5 and for smoothing its derivative is 1 × n −1/7 . Figure S1 displays the smoothed estimates of the hazard function of the error term ε and the hazard of T 0 in the retention of addicts data. By the log-concavity assumption on the error term, its estimated hazard function is increasing, as the left panel shows. The right panel exhibits that the overall trend of the estimated hazard function is increasing in the addicts' retention data. This suggest that the risk of patients dropping out of the methadone treatment keeps increasing over time, given the prison record status and maximum daily dose. Figure S1 . Estimated hazard functions of the error term ε (left) and the baseline duration T 0 (right).
