Model-free reinforcement learning and nonlinear model predictive control are two different approaches for controlling a dynamic system in an optimal way according to a prescribed cost function. Reinforcement learning acquires a control policy through exploratory interaction with the system, while nonlinear model predictive control exploits an explicitly given mathematical model of the system. In this article, we provide a comprehensive comparison of the performance of reinforcement learning and nonlinear model predictive control for an ideal system as well as for a system with parametric and structural uncertainties. The comparison is based on two different criteria, namely the similarity of trajectories and the resulting rewards. The evaluation of both methods is performed on a standard benchmark problem: a cart-pendulum swing-up and balance task. We first find suitable mathematical formulations and discuss the effect of the differences in the problem formulations. Then, we investigate the robustness of reinforcement learning and nonlinear model predictive control against uncertainties. The results demonstrate that nonlinear model predictive control has advantages over reinforcement learning if uncertainties can be eliminated through identification of the system parameters. Otherwise, there exists a break-even point after which model-free reinforcement learning performs better than nonlinear model predictive control with an inaccurate model. These findings suggest that benefits can be obtained by combining these methods for real systems being subject to such uncertainties. In the future, we plan to develop a hybrid controller and evaluate its performance on a real seven-degree-of-freedom walking robot.
Introduction
In robotics, one cannot expect to work with ideal models of the systems under control, or of their environments. Rather, we have to face unforeseen situations and unknown conditions, and aim for reactions that are feasible and, ideally, optimal with respect to given task performance criteria. A typical task is bipedal locomotion, where a robot needs to maintain stability and pace on an uneven floor with uncertain roughness and slope [1] .
Two common approaches to control dynamic systems are Nonlinear Model Predictive Control (NMPC) and Reinforcement Learning (RL). Both approaches can cope with uncertainties in the form of model-plant mismatch. Reinforcement learning has been proven suitable as a real-time closed-loop control concept in robotics [2] , and NMPC in industry [3] . However, the use of NMPC in robotic applications, especially humanoid robotics and bipedal walking, is still an open research field [4, 5, 6] . $ The first two authors contributed equally to this work. * Corresponding author
In this article, we use a swing-up and balancing problem for a cart-pendulum system [7, 8] to quantitatively assess both control approaches. Our choice of this benchmark problem is motivated by the fact that main features of passive dynamic walking can be modeled by an inverted pendulum [9] . The same equivalence holds for the upper body of a more detailed model of a bipedal walker. The study presented in this article highlights the differences in performance of NMPC and RL under structural and parametric uncertainties for this benchmark problem.
Nonlinear model predictive control. Nonlinear model predictive control is a closed-loop control strategy in which the control action at the current sampling instant is computed by solving an open-loop optimal control problem over a finite prediction horizon. NMPC, as a model-based optimal control method, relies on a given mathematical model of the real-world system to be controlled. In this context, advanced direct methods of optimal control, see the survey [10] , are the methods of choice for computing NMPC feedback control actions in real-time.
For NMPC, full state and parameter information of the model is required to compute the control action. Whenever the full state is not measurable or model parameters are not exactly known, methods of on-line state and parameter estimation have to be applied. For this purpose, extended Kalman filters [11] or Moving Horizon Estimation (MHE) techniques [12, 13] have been successfully applied. In this article, MHE is used to estimate uncertain parameters in the model. Reinforcement learning. Reinforcement learning is an active research area in the field of artificial intelligence and machine learning, with applications in control. The most important feature of RL is its ability to learn without prior knowledge about the system. The goal of the learning task is supplied externally in the form of a reward function. RL is a trial-and-error method, which generally takes many iterations before it finds an optimal solution. To reduce the number of interactions with the system, model-learning methods such as Dyna [14] , learning from demonstration [15, 16] , or optimized control policy parameterizations [17] can be applied. Because RL does not require an explicitly given model, it can naturally adapt to uncertainties of the real system. In this sense, RL can be viewed as a model-free adaptive optimal control approach [18] .
Related work of comparison and combination of RL and NMPC. In this article, we provide a comprehensive comparison of the performance of RL and NMPC both for an ideal system as well as in the presence of parametric and structural uncertainties. To our knowledge, this is the first time this is done in a systematic and quantitative way for uncertain systems. Based on the presented comparison results, we identify the strong and weak points of both algorithms, which suggests a presence of mutual benefits for their combination.
A related comparative study for ideal systems can be found in [19] . The authors highlight similarities of NMPC and RL, including optimality of methods, truncation of a time horizon, and continuous vs. discrete actions. They show that, for an electrical power oscillations damping problem, NMPC slightly outperforms RL, yet both policies were essentially similar. Furthermore, the authors propose the idea of combining RL and NMPC. In an on-line (local) mode, NMPC could start optimization from the initial guess of the optimal trajectory precomputed by RL in an off-line (globally optimal) mode. Our conclusions go beyond the validation of similarity of solutions or computational benefits for ideal models. We provide numerical evidence that under uncertainties, situations may arise in which one or the other method can be favorable for performance.
A distinction of both methods was observed and successfully realized in a hybrid approach, a variant of the Guided Policy Search algorithm [20] . The approach was able to learn obstacle avoidance policies for a quadrotor [21] . It adopted a collection of MPC roll-outs obtained under full state observation and trained a deep control policy that required only the on-board sensors of the vehicle.
A study of the influence of the RL reward function on steadystate error was performed in [22] . It was shown that direct translation of a quadratic objective function used in standard linear quadratic regulators (LQR) resulted in a consistent, though not acceptable steady-state error. In contrast, using the absolutevalue reward function yielded a response with negligible error. Step I corresponds to a verification of state and control trajectories when problem formulations are equivalent. In steps II and III uncertainties of a varied magnitude are introduced. In the former case "NMPC", "iNMPC" and "RL" are not equipped with an adaptation mechanism while in the latter case they are. In "NMPC-adapt" and "iNMPC-adapt" adaptation is accomplished by means of MHE, and for "RL-adapt" we allow 5 % of additional interaction with the real system.
Computational study. The study conducted in this article is set up as follows, see Figure 1 . In the first step (I), we establish optimal control ("OC") solutions for the ideal benchmark problem. Then we consider the NMPC formulation and derive the corresponding RL formulation from it. We highlight the changes introduced in both formulations and discuss their effects.
Subsequently, we address the strengths and weaknesses of NMPC and RL in terms of their ability to adapt to structural and parametric uncertainties. In the second step (II), we investigate NMPC and RL methods that are explicitly unable to adapt to uncertainties. We introduce the term frozen to refer to this inability. In the third step (III), the effect of uncertainties and the ability to adapt to them is analyzed for NMPC methods that have explicitly been equipped with the knowledge about the uncertainties and for RL that is allowed to interact with the real system for an additional 5 % of the learning time. We introduce the term adaptive to distinguish these from the frozen methods.
In the remainder of the article, we use a single RL method denoted as "RL", and two NMPC versions denoted as "iNMPC" and "NMPC". "iNMPC" is an ideal NMPC controller that neglects computational time and returns an optimal control signal immediately. In turn, "NMPC" represents an actual NMPC implementation tuned for real-time feasible control.
2.
Model-based and model-free optimal control methods
Optimal control
The optimal solutions used as baseline for the comparison are the solutions of the open-loop optimal control problem given by min
where we strive to find a control trajectory u : [0, T ] → R n u such that an objective function composed of a Lagrange term L : R n x ×R n u → R and a Mayer term M :
The state trajectory x : T → R n x is characterized by the dynamic system defined by a set of ordinary differential equations with right hand side f : R n x × R n u × R n p → R n x , which depends in particular on the model parameters p ∈ R n p of the system. In addition, mixed state-control path constraints g : R n x × R n u → R n g are imposed on the system. We follow a direct and all-at-once approach to optimal control and discretize the control trajectory u(·) on a time grid 0 = t 0 < t 1 < · · · < t K < t K+1 = T by means of basis functions parametrized by piecewise constant control parameters. A direct multiple shooting approach to optimal control [23] then further parametrizes the state trajectory x(·) by introducing K + 1 variables χ i ∈ R n x and by solving initial value problems separately on the time grid. From this discretization and parametrization, a large but structured nonlinear programming problem is obtained that can be solved efficiently with tailored structure-exploiting sequential quadratic programming methods. The evaluation of sensitivities requires L, M, f, g, h in the OC problem (1) to be at least twice continuously differentiable with respect to the optimization variables x and u.
Nonlinear model predictive control
NMPC is a closed-loop control strategy in which the control action is computed from the current system state by solving an open-loop optimal control problem on a finite prediction horizon T N MPC ⊆ T on-line, therefore NMPC is also denoted as receding horizon control. In contrast to objective function (1a) of the OC problem, the tracking NMPC minimizes a nonlinear least-squares function composed of
which minimizes the distance to given reference trajectories x : T N MPC → R n x by means of a weighted L 2 -norm x W = √ x T W x with a positive definite weighting matrix W. At the current time instant t = 0, the full statex 0 ∈ R n x and parameter vectorp ∈ R n p of the system are embedded into the open-loop optimal control problem by additional constraints replacing (1c) of the OC problem
In contrast to the OC problem, the parameters p ∈ R n p are part of the optimization variables for the NMPC problem and we denote an estimate of the respective quantity byˆ. State-of-the-art NMPC methods based on nonlinear programming rely on the real-time iteration scheme due to [24, 25] to compute feedback in real-time. This is achieved by careful initialization of the sequential quadratic programming method by separating each iteration into three phases, i.e. 1) preparation (setup of quadratic program), 2) feedback (solution of quadratic program) as soon as the current system information x 0 ,p is estimated and 3) transition (perform step and shifting). In this way, computationally expensive parts can be separated from time-critical ones and the computational delay of the feedback is reduced to the time required to solve a single quadratic program. Advanced methods further these ideas by dividing the real-time iteration into sub steps that can provide feedback even faster by evaluating only parts of the required Jacobian information, c.f. [26, 27] , or applying specialized iterative linear algebra, as in [28] .
Moving horizon state and parameter estimation. For the state and parameter estimates, i.e.x 0 ,p in (3), we apply moving horizon estimation (MHE), c.f. [13] . After the estimates forx 0 and p have been obtained, they are embedded in the NMPC problem via the constraints (3) and are considered in the computation of the next feedback control action. In this way, model-plant mismatch and uncertainties can be tackled by including parameters in the NMPC formulation and computing an estimate in every pass of the control loop. Approaches similar to those used to achieve real-time feedback control for NMPC can be used to solve the MHE problem on-line.
In contrast to NMPC, the MHE horizon T MHE refers to the passed time and the objective function minimizes the squared error between the model response h and measurements η = h(x(p * ), p * ) + from the real system defined by the true but unknown parameters p * , subject to an additive measurement error ∼ N(0, Ξ) with zero-mean and covariance matrix Ξ = diag(ξ 0 , . . . , ξ n h ) given by
Here, the parameters p are part of the optimization variables and the control actions u are fixed to the ones applied to the system in the past.
Reinforcement learning
A common approach in RL is to model the task as a Markov decision process. The process is defined as a quadruple X, U, P, R , where X ⊂ R n x is a set of possible states, U ⊂ R n u is a set of possible control actions, P : X × U × X → [0, 1] is a transition function that defines the probability of ending up in state x k+1 ∈ X after executing action u k ∈ U in state x k ∈ X. The reward function R : X × U × X → R gives a real-valued reward r k+1 = R(x k , u k , x k+1 ) for the particular transition between states. A Markov decision process satisfies the Markov property, which assumes that the next state x k+1 depends only on the current state x k and action u k , but not on previous states or actions. A deterministic control policy π : X → U defines an action u k taken in a state x k . The goal of the learning process is to find an optimal control policy π * that maximizes the discounted return
where immediate rewards r are exponentially decayed by the discount rate γ ∈ [0, 1] the further they lie in the future. The task that we consider in this article is a continuing task, for which the final time step is infinite, K → ∞. This requires the use of γ < 1 to avoid infinite returns.
The value function V π (x) denotes the expected return assuming that the system starts in the state x and then follows a prescribed control policy π. The optimal control policy π * maximizes the value for each state. Therefore, an optimization of the control policy is tightly coupled with the maximization of the value function in RL.
For real-world systems, continuous control is preferred. This requires a parametrization of the policy π(x), e.g. using a set of basis functions and their associated weights. The weights are usually optimized by gradient-descent methods [29, 30] , or by global gradient-free methods [31, 32] . In this article we use a standard gradient-descent method because the latter methods require a substantial number of interactions with the robot which can be especially damaging in case of walking tasks. Since the estimation of policy gradients often results in a high variance, the policy update is often coupled with an explicit estimation of a parametrized value function V π (x). This combination is known as the actor-critic method, where the policy is referred to as the actor, and the value function is referred to as the critic.
The method we use is the standard model-free temporaldifference-based method described in [29] . Since RL is a trialand-error learning method, the quality of the policy as well as the learning speed depend on the exploration method. Exploration is commonly achieved either by perturbation of the so far optimal action, or by optimistic initialization, or by both. Optimistic initialization is a method of initializing the value function with a value equal to or greater than the maximum possible value of a state. This causes the visited states to become less attractive than the states that have not been visited yet [33] . Optimistic initialization can speed up the learning in the absence of negative rewards. For the parametrization of the policy and value-function we use a linear in parameters tile coding approximator [34] .
Benchmark system
The two-dimensional benchmark example studied in this article is a pendulum attached to a cart [7, 8] , which is shown in Figure 2 . The system consists of a cart with mass m M and a pendulum that is attached to the cart's center of mass C M . The pendulum is a point mass m m attached at the end of a massless rod of length l. The system has two degrees of freedom, namely the linear motion of the cart along the x-axis, described here by the coordinate s ∈ R, and the rotary motion of the pendulum with respect to the cart, described by the angle φ ∈ R. The only actuation is realized by a horizontal force F s ∈ R acting on the cart body.
The system's state is given as
Here, s,ṡ denote the cart position and velocity, and φ,φ denote the pendulum's angle and angular velocity, respectively. The control u = F s is the force acting on the cart body.
In an ideal scenario, both the cart and the pendulum can move without friction along their respective degrees of freedom. For our second and third experiment, we employ uncertainty in the form of viscous friction at the rotary joint, i.e. in the pendulum joint bearing. This produces an internal torque τ φ = −κµφ applied to the pendulum, where κ is a coefficient that depends on the configuration of the rotary joint, and µ is a viscous friction coefficient. Depending on whether or not this friction is included in the model, uncertainty in friction can be considered as a parametric or as a structural uncertainty.
More details of the benchmark implementation are given in Appendix A.
Problem formulation
In this section, we provide formulations of the objective function used in the OC, NMPC and RL problems.
We investigate control scenarios for swing-up motions of the cart-pendulum system from the given initial state
which implies the system starts from rest, with the cart in the origin of the coordinate system and the pendulum pointing downwards. The goal of the task is to swing the pendulum up and to drive the cart back to the origin, i.e. to reach the final state
This is realized for both the OC and the NMPC problem by the Lagrange term in the objective function
as defined in (2), where the weights W = diag(1, 0.5, 2, 0.2) and V = diag(0.0005) were chosen to scale the state elements to approximately the same range. Set-pointx ≡ [0, 0, 0, 0] T is set according to the definition of the task. The benchmark constraints defined in Appendix A can be directly formulated as path constraints (1d) on both states and controls, while the prediction horizon of the NMPC controller is a subinterval of the problem horizon. The discount rate γ, which is inevitable for solving a continuing task in RL, affects the obtained RL solution. Therefore, to make the NMPC and RL results comparable, we include the same discount rate value into the objective function of OC and NMPC. The effect of the discount on the NMPC formulation is that it increases the focus on the beginning of the horizon by providing a weighting over time, i.e. the further the event lies in the future of the horizon, the less it will be considered for the computation of the optimal behavior.
To allow solving the control problem in real-time using NMPC alone and together with MHE, the problem formulation has to be adapted for the current algorithmic setup in the optimal control software package MUSCOD-II [35, 36] . Due to the nonlinear behavior of the cart-pendulum system, at least a control rate of 40Hz has to be chosen to generate sufficient contraction in the real-time iteration scheme and to enable the standard structure exploitation for the sequential quadratic programming method. However, this increases the number of shooting nodes and the computational time. Therefore, the horizon was set to 3 s.
In RL, we construct the reward from the same Lagrange term (4), but we additionally add a negative reward and a shaping function S (x k , x k+1 ):
where X a is a set of absorbing states that lie outside of the cart's position constraints defined in Appendix A. The shaping function denoted by S (x k , x k+1 ) leaves the target objective unchanged but allows to reduce steady-state error. Due to the quadratic terms in the definition of L(x k+1 , u k ), rewards become small for balancing states where all elements of the state are close to zero, except possibly the cart position s k . This effect has previously been described in [22] , where authors noticed that the quadratic reward, the L 2 -norm, penalized large velocities much more than small steady-state errors. They solved the issue by showing that the absolute value reward, the L 1 -norm, yielded a response with negligible errors. This solution is not directly applicable here, because our aim is to obtain results as similar to OC as possible, which uses a quadratic cost function. Instead, inspired by [22] , we introduce a potential-based shaping function [37] encoded as S (x k , x k+1 ) = γΨ(x k+1 ) − Ψ(x k ), where Ψ(x k ) = ψ W x k 1 is the sum of absolute values of weighted state elements multiplied by a shaping weight ψ. The purpose of this shaping function is to provide a stronger guidance towards x = [0, 0, 0, 0] T in the region of the state space where the quadratic reward function fails to do so. Influence of the shaping function is analyzed in Appendix B.
It is possible to include hard constraints directly into the OC formulation by (1d). However, in the RL formulation, they have to be reformulated as soft constraints, which is done by including them directly in the reward function in the form of a negative reward as in (5) . This essentially changes the original optimization problem by introducing a trade-off between receiving positive rewards and avoiding negative ones. For example, once a very large negative reward is received, it will force the system to never violate this constraint again, even at a price of obtaining lower positive rewards. On the contrary, a small negative reward will allow infrequent violation of the constraint, which will slow down learning and may even damage a real-world system. In this benchmark example, the trade-off has a mild effect, because the cart position constraints are rather loose. While constraints are violated a few times in the process of learning, the final result is free of constraint violations.
For the cart-pendulum benchmark, the optimal combination of parameters can be found in Table 1 . For NMPC, the tolerances were chosen according to best practices, the horizon length as well as the sampling period were chosen such that "iNMPC" uses the same formulation as "OC" and that "NMPC" computes feedback in less than 5 ms. The discount rate γ was chosen according to the RL formulation. For RL, we found the parameters using the exhaustive grid search. It generated tuples of candidate parameters by selecting them from a set of predefined parameter values commonly used in the actorcritic literature, c.f. [29] .
For the RL policy and value function approximation, we used tile coding with 16 tilings, each of size [2.5, 0.1π, 2.5, 0.5π] T . However, pendulum states close to the state x = [0, 0, 0, 0] T ∈ R n x require a finer resolution of the function approximator. Therefore, before projecting a state on the tiles, we rescale each state element to the interval [−1, 1], and then apply a squashing function with the parameter ρ = 5:
where x j denotes a scaled element. This effectively controls resolution by a multiplier that varies continuously, from (1 + ρ) −1 in the downward position of the pendulum, to 1 + ρ in the balancing state x = [0, 0, 0, 0] T .
Evaluation protocol

Notations and methodology
As summarized in Figure 1 , we use the "OC" notation to denote the optimal solution obtained by off-line optimal control. The cost of this solution serves as a baseline for all subsequent methods. As structural uncertainties, we consider uncertainties that originate from the lack of knowledge about the true physics of the underlying dynamic system. Examples in walking robots might include model-plant mismatch due to uneven floor, friction in joints, softness of the ground, etc. Being unaware of possible uncertainties in a system, the following three frozen methods are not explicitly equipped with an ability to adapt to the system: Critic learning rate α c 0.10 Actor learning rate α a 0.01
• "iNMPC" denotes an ideal NMPC controller that neglects computational time constraints and returns an optimal control signal immediately.
• "NMPC" denotes an NMPC controller tuned to real-time performance for the specific task.
• "RL" denotes an RL controller that plays the optimal policy π * after having learned on an ideal system.
Neither "iNMPC" nor "NMPC" apply MHE for state and parameter estimation.
As parametric uncertainties, we consider parameters which are included in the dynamic model of the system and whose values are not known a priori, but can be inferred from interactions with the real system, i.e. the parameters are observable. Accordingly, by the term adaptive we denote methods that have (in the case of NMPC) been explicitly equipped with knowledge about the uncertainties and an algorithm to adapt to them, or that are (in the case of RL) given additional time to interact with the system:
• "iNMPC-adapt" denotes a controller of a combination of both MHE and NMPC. The controller is able to estimate a specified unknown parameter of a model and adjust its control signal accordingly.
• "NMPC-adapt" denotes a combination of both MHE and NMPC tuned to real-time performance for the specific task.
• "RL-adapt" denotes the RL controller that is initialized using the optimal policy π * learned by "RL" on the ideal system. To cope with uncertainties in the system, we allow "RL-adapt" to learn for an additional small number of episodes, c.f. Table 1 .
Note that the NMPC approach requires explicit specification of the parameters to be estimated in the model, while RL can cope with them without explicit consideration.
Description of experiment and measures
For the benchmark problem, we provide a comprehensive comparison of the described methods for an ideal system, and for a system with structural and parametric uncertainties.
First, we investigate whether the three frozen methods produce similar trajectories on our benchmark system. For that we employ the coefficient of determination, R 2 , as a similarity measure of trajectories. The measure quantifies the deviation of the trajectories obtained by "RL", "iNMPC", and "NMPC" from an optimal trajectory. Denoting a trajectory ζ as a sequence of states and controls, ζ = {ζ k }, 0 ≤ k ≤ K and ζ k = (x T k , u T k ) T , we measure similarity between corresponding components by means of R 2 . Formally, the R 2 measure is defined as
where ‡ is a wildcard for one of {"RL", "RL-adapt", "iNMPC", "iNMPC-adapt", "NMPC", "NMPC-adapt"}. For the "RL" method, which exhibits variability in trajectories, we compute both the R 2 measure of the mean trajectory, and the mean of R 2 values obtained across individual trajectories.
Second, after the similarity of the methods is verified, we employ regret as a measure to evaluate the performance of the methods against uncertainty ∆Θ. This measure is commonly used in evaluation of online machine learning and optimization methods [38, 39] . Regret quantifies the amount of additional cost which is incurred due to suboptimal actions taken by a controller with respect to the optimal control actions. Lower values of regret indicate a controller, whose behavior is closer to the optimal one. Since the optimal controller has zero regret, it becomes convenient to plot regrets of the methods instead of the direct costs.
We compute the regret R ‡ (ζ; ∆Θ), defined as the difference between C ‡ (ζ), the total cost of the method denoted by the wildcard ‡, and the baseline C OC (ζ; ∆Θ), i.e.
where we use the NMPC cost (2) for all methods directly,
By means of ∆t i , we take into account the different sampling periods of the methods. Note that all of the tested methods are unaware of the true extent of the uncertainty introduced.
In this article, we pursue a generic comparison across methods and benchmarks. Therefore, we do not include specific stability measures, such as Lyapunov stability, orbital stability, or gait sensitivity norm, but rather stick to a general notion of the cost of trajectories. Due to the stochastic nature of RL, we plot a mean value of the regret averaged over 50 runs. If a run for a given uncertainty ∆Θ is prematurely terminated due to the violation of constraints, then the corresponding value is not drawn.
Results on the cart-pendulum
In order to assess the similarity of the frozen methods, we analyze their performance for the cart-pendulum system without uncertainties. The resulting trajectories and the R 2 measure results are shown in Figure 3 and Table 2 , respectively. All three methods show a qualitatively similar behavior and are successful in swinging the pendulum up and balancing it there. An overall similarity between "RL" and "iNMPC" of more than 90.3 % was achieved in terms of the R 2 -measure. Comparing the R 2 values of a mean trajectory with the mean of R 2 values of the individual trajectories of "RL", we observe that the mean trajectory is closer to "iNMPC", while the individual trajectories exhibit some variability around their mean. The control trajectories F s of "iNMPC" and "RL" differ in a small time delay and are otherwise comparable. However, after approximately 1.0 s, we find that "RL" demonstrates variability between control trajectories compared to "iNMPC". Due to differences in control actions, the state trajectories start to differ slightly after approximately 0.5 s and recover from that after approximately 2.0 s; only the "RL" cart position s remains to show small steady-state errors. "NMPC" results deviate more from "iNMPC", and an overall similarity of approximately 48.2 % was achieved in terms of the R 2 -measure.
Next, we show the behavior of both frozen and adaptive methods under the effect of uncertainties. Simulation results against variations of the friction parameter µ are shown in Figure 4 . To indicate the scale of the plot, we employ three filled markers at µ = 0 N s m −2 that correspond to the trajectories in Figure 3 . A further reference for interpretation of the scale: If the cart stood still and the pendulum hung down, then the regret of the solution would be equal to 11.73. In the absence of friction, "iNMPC" does not reach zero regret due to numerical approximations. All of "RL", "iNMPC" and "NMPC" show a similar asymptotic behavior in reaction to the variation of the friction coefficient. "iNMPC" shows the lowest regret for low values of viscosity and "NMPC" regret is the largest. Larger values increase the regret, and for the value of µ = 0.09 N s m −2 , "RL" yields a lower regret than "iNMPC". All three frozen methods violate the position constraints of the cart. For "RL", this happens at µ = 0.12 N s m −2 and for "iNMPC" and "NMPC" at µ = 0.18 N s m −2 and µ = 0.19 N s m −2 , respectively.
The adaptive methods, "RL-adapt", "iNMPC-adapt", and "NMPC-adapt", show a different reaction to the variation of the friction coefficient. Both "iNMPC-adapt" and "NMPC-adapt" show a constant performance under the effect of the variation "RL" "iNMPC"/"OC" "NMPC" of friction. Note the logarithmic scale; the variances in performance of "iNMPC-adapt" and "NMPC-adapt" are similar, but appear differently due to the logarithmic scale. "RL-adapt" performs better than "NMPC-adapt" for smaller uncertainties of up to 0.07 N s m −2 and is then outperformed by NMPC. "RL-adapt" regret is an order of magnitude higher than the regret of "iNMPC-adapt", and the RL performance deteriorates with higher friction. For friction coefficients larger than 0.09 N s m −2 , "RL-adapt" shows a much higher variance in regret than for lower friction.
Comparing "RL-adapt" with the frozen method "iNMPC", the graphs show that "iNMPC" cannot compete with RL after the break-even point at 0.04 N s m −2 . This viscous friction coefficient value corresponds to 6.1 % of the difference in energy consumed by the ideal (0.00 N s m −2 ) and disturbed (0.04 N s m −2 ) system. Compared to all three frozen methods, "RL-adapt" performs much better after the breakeven point, and the gap grows with larger uncertainties.
A summary of the main results of comparison is presented in "iNMPC"-"OC" (%) 100.0 100.0 100.0 100.0 100.0 Table 3 .
Discussion
Our results demonstrate that, with a proper formulation of the optimal control task, it is possible to obtain similar results for the three frozen methods on an ideal system. For the cart-pendulum benchmark example, a good similarity between "RL", "OC" and "iNMPC" was achieved. However, for "NMPC", the expected deviation from the optimal solution due to the tuning towards a real-time feasible controller is observed in Figure 4 . We have to stress that this is a problem of the implementation and not of the approach. A speed-up of the implementation by using a multi-level real-time iteration scheme [26, 40] , by using a state-of-the-art sequential quadratic programming method tailored for multiple-shooting [41] and replacing the quadratic program solver [42] could address the current time limitations. With a speed-up of the computations, a theoretical coverage of the area between the curves of "iNMPC" and "NMPC" is therefore possible. This will however not influence the already found break-even points, because the asymptotic behavior of the frozen NMPC methods is determined through "iNMPC" as the best possible outcome. Considering this, only an improvement for smaller variations of the friction coefficient is to be expected.
The adaptive methods successfully avoid constraint violations and substantially reduce regret compared to their frozen counterparts over the whole range of viscous friction coefficients. Interestingly, when the coefficient is not present in the system or has low values, "iNMPC-adapt" results in a higher regret than "iNMPC", and the same holds for the fast versions of NMPC. The reason for this is that the combination of NMPC and MHE in the form of "iNMPC-adapt" and "NMPC-adapt" starts with an initial guess of the parameter that is adapted during the actual run of the system. Any mismatch between measurements and values predicted by the model will lead to adaption of the parameters in MHE. This is a crucial difference to RL, which adapts to the uncertainty through multiple trials prior to an assessment run, while NMPC is unaware of the mismatch at first. The cart-pendulum task is very sensitive to changes during movement initiation. Therefore, a wrongly identified parameter in the beginning can already cause substantial differences in terms of regret, which is seen in Figure 4 . "RL" "RL-adapt" "NMPC" "NMPC-adapt" "iNMPC" "iNMPC-adapt" Figure 4 : The graph of regrets for the cart-pendulum system that shows the optimal performance of the described methods. The means with the upper and lower 95% confidence limits are shown for controllers with a stochastic component (50 samples per viscous friction coefficient were used). This effect is amplified for "NMPC-adapt" through the mentioned performance loss due to the real-time feasibility tuning. A speed-up of the computations would lead to a theoretical coverage of the area between the curves of "iNMPC-adapt" and "NMPC-adapt", boosting performance.
In the absence of uncertainties, "iNMPC-adapt" performs superior to both "RL" and "RL-adapt". This does not come as a surprise, as NMPC methods were running off-line, they were using the model of the correct system and, moreover, the uncertain parameter was defined explicitly. However, "iNMPC" outperforms RL methods only for small values of uncertainties. In case of medium and large uncertainties, there exist break-even points after which "RL" and "RL-adapt" obtain lower regret. We remark that the estimation of the difference between ideal and uncertain systems in terms of energy is ad hoc, and more generic measures for model uncertainties should be used in the future.
In the non-ideal setting, performance of NMPC becomes comparable to RL. Nonetheless, one cannot directly report similarity of "NMPC-adapt" and "RL-adapt"; while regret of "NMPC-adapt" is almost constant for the whole range of uncertainties, the regret of "RL-adapt" significantly increases. The explanation for this effect is twofold. First, for any value of uncertainty, "RL-adapt" was learning for a fixed additional 5 % of time. The larger the value of uncertainty, the more time "RL-adapt" requires to adapt to a new parameter value. This can be supported by the fact of an increasing variance of RL regret, which indicates that the actor-critic algorithm simply did not have enough time to converge in areas of high uncertainties. Second, for large uncertainties, it might be necessary to significantly change the control strategy, i.e. to learn a new policy rather than adapt an ideal one. This will probably require more learning efforts, to first unlearn the initial policy, and then to learn a realistic one.
Several issues were encountered while formulating the benchmark problem with the aim of obtaining identical results. These issues are known to OC and RL communities, but, to the best of our knowledge, they were never explained in the same context before.
OC-related issues:
1. In contrast to RL, the derivative-based methods of optimization used to solve the discretized OC problem require a continuously differentiable formulation of the problem. 2. The performance of the ideal NMPC-MHE combination ("iNMPC-adapt"), for which computational time was neglected, is the order of magnitude better in terms of regret than the corresponding real-time version, mainly caused by a shortened prediction horizon used in the latter.
RL-related issues:
1. In this paper, we use a model-free RL method, which means that transition model of a system is unknown a priori. 2. Learning a solution with a quality comparable to OC takes many episodes. 3. Constraints in the original OC problem are included into the RL formulation by means of negative rewards received for violating the constraints. 4. For the benchmark example, the OC objective function has been modified. Formulating a reward function by simply negating the OC objective results in a) a very slow learning in cases when no negative reward is used, b) an inability to learn or even a divergence of the value function if γ = 1. 5. For symmetrical problems, RL can use state space reduction techniques. For example, for the cart-pendulum example it is possible to wrap the pendulum angle to the [−π, π) interval, which results in two equally possible optimal trajectories under our objective function. OC generally does not allow implementation of such techniques if they violate the smoothness assumptions. 6. When learning with a quadratic objective function, which is often used in OC, it is useful to implement learning techniques that are able to reduce steady-state error while leaving the objective function unchanged, for example reward shaping.
The presented quantitative comparison is particularly important for our future plans of combining RL and NMPC to control a more complex system with a high number of degrees of freedom. One possible combination could be that RL learns a real model for NMPC, while NMPC provides a backup of an RL exploratory policy. Another scheme could be that RL receives a control signal from NMPC as a suggestion. Initially RL passes this suggestion to the actuators, but at a later stage it takes over in state space areas where it is confident. Independently of the chosen combination strategy, for value function-based RL it is important to retain the Markov property, which may impose restrictions on the NMPC controller as well. For example, such RL methods usually avoid time as a state, hence, the trajectory-tracking NMPC should not be used in the suggestionbased scheme.
Conclusion
In this article, we provided an extensive comparison of model-free RL and model-based NMPC methods. We began with finding a proper formulation of NMPC and RL problems tackling the same task of a swing-up and balancing motion of a cart-pendulum system. The benchmark is standard and wellknown in literature. To facilitate follow-up research, we provide the freely available source code of the benchmark online [43] .
We showed that both methods were capable of solving the benchmark problem and that the resulting trajectories for states and controls were similar in terms of the coefficient of determination and regret.
In our experiments considering uncertainties, we showed that ideal NMPC with MHE is superior to RL for the whole range of uncertainties, but the realistic NMPC with MHE is comparable to RL. The major achievement is a quantification of a breakeven point after which learning in a model-free setting becomes more beneficial than nonlinear model predictive control with an inaccurate model.
We expect that a proper combination of these methods will open the door to novel control strategies. In particular, we plan to develop a hybrid NMPC-RL controller and test it on a real seven-degree-of-freedom walking robot, specifically designed for the purpose of learning with RL. 
Category Findings
Achieved similarity of "iNMPC" and "RL" methods on the ideal system more than 90.3 % Break-even point: the difference in energy consumed by ideal and noisy systems after which "RL-adapt" performance becomes better then "iNMPC" 6.1 % Best performing algorithm under parametric uncertainties "iNMPC-adapt"
Best performing algorithm under structural uncertainties "iNMPC" before the break-even point and "RL-adapt" after the break-even point
A. Cart-pendulum benchmark details
By summarizing the positions, velocities and accelerations in q = [s, φ] T ,q = [ṡ,φ] T andq = [s,φ] T , the forward dynamics are given byq = (H(q)) −1 (F − C(q,q)), where H ∈ R 2×2 is the system's mass matrix and C contain Coriolis, centrifugal, and gravitational terms and F = F s , τ φ T ∈ R 2 denotes the actual actuation consisting of the one for the cart and for the pendulum.
We use the Rigid Body Dynamics Library [44, 45] for the efficient evaluation of the system's forward dynamics using the Articulated Body Algorithm from [46] . The respective dynamic system in the form of an ordinary differential equation (1b) and initial values (3a) is then retrieved from the forward dynamics.
For simulations, we use the following parameters: In the experiment with unknown viscous friction coefficient, the internal torque in the rotary joint of the pendulum is τ φ = −κµφ. We choose κ = 1 m 3 , and vary µ in the range 0.0 N s m −2 ≤ µ ≤ 0.2 N s m −2 .
B. Effect of shaping in RL
The results of the effect of the shaping weight ψ on the cost are presented in Figure 5 . According to the graph, for a shaping weight of up to 20, the total cost reduces, and then starts increasing again. Note that the total cost is calculated using (6), which does not include the shaping weight ψ. The error in position is more volatile, but one may notice that it gets smaller for higher shaping weights. We selected ψ = 20, because our primary goal was to reduce the total cost and accept a moderate steady-state error. 
