The Alekseev-Gröbner formula is a well known tool in numerical analysis for describing the effect that a perturbation of an ordinary differential equation (ODE) has on its solution. In this article we provide an extension of the Alekseev-Gröbner formula for Banach space valued ODEs under, loosely speaking, mild conditions on the perturbation of the considered ODEs.
Introduction
The Alekseev-Gröbner formula (see, e.g., Alekseev [1] , Gröbner [6] , and Hairer et al. [7, Theorem 14.5 in Chapter I]) is a well known tool in deterministic numerical analysis for describing the effect that a perturbation of an ordinary differential equation (ODE) has on its solution. Considering numerical methods for ODEs as appropriate perturbations of the underlying equations makes the Alekseev-Gröbner formula applicable for estimating errors of numerical methods (see, e.g., Hairer et al. [7, Theorem 7.9 in Chapter II], Iserles [8, Theorem 3.7] , Iserles [9, Theorem 1] , and Niesen [11, Theorem 1] ). It is the main contribution of this work to provide an extension of the Alekseev-Gröbner formula for Banach space valued ODEs under, loosely speaking, mild conditions on the perturbation of the considered ODEs (see Corollary 5.2 in Section 5 and Theorem 1.1 below). As a consequence, our main result is well suited for the analysis of pathwise approximation errors between exact solutions of stochastic partial differential equations (SPDEs) of evolutionary type and their numerical approximations. In particular, it can be used as a key ingredient for establishing strong convergence rates for numerical approximations of SPDEs with a non-globally Lipschitz continuous, non-globally monotone nonlinearity, and additive trace-class noise. The precise result will be the subject of a future research article. In this introductory section we now present our main result. Theorem 1.1 is proven as Corollary 5.2 in Section 5 below. 
V be a continuous function, assume for all t ∈ [0, T ] that V ∋ x → f (t, x) ∈ V is Fréchet differentiable, assume that [0, T ] × V ∋ (t, x) → (
The rest of this article is structured as follows. In Section 2 we recall some elementary and well known properties for Banach space valued functions (see Lemmas 2.1-2.6, Corollary 2.7, and Lemma 2.8). Thereafter we combine these elementary results to prove an abstract version of the Alekseev-Gröbner formula for Banach space valued ODEs under, roughly speaking, restrictive conditions on the solution as well as on the perturbation of the considered ODE; see Proposition 2.9 in Section 2 below for details. Sections 3 and 4 are devoted to presenting in detail some partially well known results on continuous differentiability of solutions to a class of Banach space valued ODEs with respect to initial value, initial time, and current time (see Lemma 4.8 in Section 4 below). Finally, we combine Proposition 2.9, Lemma 3.7 (the flow property of solutions to ODEs), and Lemma 4.8 to establish in Corollary 5.2 in Section 5 below the main result of this article.
Extended chain rule property for Banach space valued functions
In this section we prove an abstract version of the Alekseev-Gröbner formula for Banach space valued ODEs under, loosely speaking, restrictive conditions in Proposition 2.9. This will be used in Section 5 to prove in Corollary 5.2 an extension of the Alekseev-Gröbner formula (cf., e.g., Hairer et al. [7, Theorem 14.5 Lemma 2.1. Let (X, X ) be a separable topological space, let (Y, Y) be a topological space, and let f ∈ C(X, Y ). Then f is strongly measurable.
Proof of Lemma 2.1. Throughout this proof let A ⊆ X be a countable dense subset of X. Note that the assumption that f is continuous ensures that for all V ∈ Y with f (X) ∩ V = ∅ it holds that ∅ = {x ∈ X : f (x) ∈ V } ∈ X .
This and the fact that A ⊆ X is dense imply that for every V ∈ Y with f (X) ∩ V = ∅ there exists a ∈ A such that f (a) ∈ V . The fact that A ⊆ X is countable therefore implies that f (A) ⊆ f (X) is a countable dense subset of f (X). This and the fact that f is measurable complete the proof of Lemma 2.1. 
Lemma 2.2. Let (V,
·
Then it holds for every
Proof of Lemma 2.2. Throughout this proof let (c n ) n∈AE ⊆ im(f ) be a dense subset of im(f ).
Note that the fundamental theorem of calculus assures that for all t ∈ [a, b], n ∈ AE it holds that lim sup
This implies for all t ∈ [a, b], n ∈ AE that lim sup
The fact that (c n ) n∈AE ⊆ im(f ) is dense hence ensures for all t ∈ [a, b] that lim sup
Therefore, we obtain for every t ∈ [a, b] that lim sup
This completes the proof of Lemma 2.2.
Proof of Lemma 2.3 .
Combining this with Lemma 2.2 (
The proof of Lemma 2.3 is thus completed.
Proof of Lemma 2.4 .
This and the fact that F 
The proof of Lemma 2.4 is thus completed.
W ). Then it holds that the function
is continuous.
Proof of Lemma 2.5 . Throughout this proof let ε ∈ (0, ∞). Observe that the assumption that
Moreover, note that the fact that [a, b] is compact ensures that for every x 0 ∈ V there exist
This and (13) demonstrate that for all
As ε ∈ (0, ∞) was arbitrary, the proof of Lemma 2.5 is completed. 
Proof of Lemma 2.6 .
Observe that the fact that f is strongly measurable, the fact that the function [ 
is continuous and the assumption that f is strongly measurable and integrable hence establish items (i) and (ii). Next observe that Lemma 2.3 (with V = V , a = a,
for n ∈ AE in the notation of Lemma 2.4) and the chain rule for Fréchet derivatives therefore prove that for all n ∈ AE, t ∈ [a, b] it holds that
Moreover, note that for all n ∈ AE, t ∈ [a, b] it holds that
This assures that
The fact that φ ∈ C 1 (V, W ) hence shows that for every t ∈ [a, b] it holds that
and
Next observe that for all n ∈ AE,
Lemma 2.5 (
) in the notation of Lemma 2.5) and (18) prove that for every ε ∈ (0, ∞)
In particular, this and the fact that
Combining (21)- (23) and the fact that lim sup n→∞
Moreover, observe that (19) shows that for all t ∈ [a, b] it holds that
This, (16), and (24) establish item (iii). The proof of Lemma 2.6 is thus completed. 
Proof of Corollary 2.7. Throughout this proof let Φ ∈ C 1 (Ê × V, W ) be a function which sat-
in the notation of Lemma 2.6) establishes items (i)-(iii). The proof of Corollary 2.7 is thus completed. 
, and
Observe that Lemma 2.4 (
The assumption that ((
The dominated convergence theorem therefore proves that for every t ∈ [a, b] it holds that lim sup
This and (29) imply that for all t ∈ [a, b] it holds that
Equation (28) hence assures for all t ∈ [a, b] that
The fact that g ∈ C([a, b], V ), (28), and Lemma 2.3 (
. The proof of Lemma 2.8 is thus completed.
, and assume for all
Proof of Proposition 2.9. Throughout this proof let
be a function which satisfies for all
Next observe that the assumption that (
Moreover, note that the assumption that for all x ∈ V it holds that {(u, r)
Combining the fact that for all ε ∈ (0, ( 
Combining this with items (A)-(C) completes the proof of Proposition 2.9.
Continuity of solutions to initial value problems
In this section we prove in Corollary 3.8 joint continuity of the solution to a Banach space valued ODE with respect to initial value, initial time, and current time. More precisely, we first apply Lemma 3.1 to prove a local existence and uniqueness result for initial value problems in Lemma 3.2. Then we combine Lemma 3.2, Lemma 3.3, Corollary 3.4, and Lemmas 3.5-3.7 to establish Corollary 3.8.
This implies that for all
Hence, we obtain that for all
This shows that for all
Therefore, we obtain for all u
Moreover, observe that the fact that X and Y are continuous ensures that X α = Y α and X β = Y β . Combining this with (48) demonstrates that α = a and β = b. The proof of Lemma 3.1 is thus completed.
Proof of Lemma 3.2. Throughout this proof let A be the set given by
Note that for all
This ensures that there exist functions B s,
Next observe that (50) and (54) 
This shows that for all s
Banach's fixed point theorem hence proves that there exist continuous functions X
Combining this and Lemma 3.1 ( 
Proof of Lemma 3.3 . Note that (61) and the hypothesis that f :
The proof of Lemma 3.3 is thus completed.
s,t , and
Proof of Corollary 3.4. Throughout this proof let F ∈ C(Ê × V, V ) be the function which satisfies for all t ∈ Ê, x ∈ V that
let L ∈ [0, ∞) be the real number given by
let M ∈ [0, ∞] be the extended real number given by
and let δ ∈ [0, ∞) be the real number given by 
is uniformly continuous.
Proof of Lemma 3.5 . Throughout this proof let ε, L ∈ Ê be real numbers which satisfy that
and let M ∈ [0, ∞] be the extended real number given by
Note that Lemma 3.
Moreover, note that for all s, t, u ∈ [max{s 0 − δ, 0}, min{s 0 + δ, T }], x, y ∈ {v ∈ V :
Combining this with (72) proves that for all s, t, u
The fact that M < ∞ and Gronwall's lemma therefore imply that for all s, t, u ∈ [max{s 0 − δ, 0}, min{s 0 + δ, T }], x, y ∈ {v ∈ V :
In addition, note that (72) shows that for all s, t, τ ∈ [max{s 0 − δ, 0}, min{s
Combining this with (75) assures that for all s, t, u, τ ∈ [max{s 0 − δ, 0}, min{s 0 + δ, T }], x, y ∈ {v ∈ V :
The fact that M < ∞ establishes (69). The proof of Lemma 3.5 is thus completed.
Proof of Lemma 3.6 . Throughout this proof let f 0,1 :
Moreover, observe that the fact that [0, T ] is compact ensures that there exist n ∈ AE, t 1 , . . . , t n ∈ [0, T ] such that
This and (79) demonstrate that there exist n ∈ AE,
Hence, we obtain that for all t
The proof of Lemma 3.6 is thus completed.
Proof of Lemma 3.7. Throughout this proof let
This, the assumption that
Gronwall's lemma hence shows for all 3 . The proof of Lemma 3.7 is thus completed.
Proof of Corollary 3.8. Throughout this proof we denote by ∠ T ⊆ [0, T ]
2 the set given by
and let ε ∈ (0, ∞). Note that Lemma 3.6 (with V = V , T = T , x 0 = x, f = f for x ∈ V in the notation of Lemma 3.6) shows that there exists a function r : V → (0, ∞) such that for every x ∈ V it holds that
Lemma 3.5 (with
s,t for (s, t) ∈ ∠ T , x ∈ V in the notation of Lemma 3.5) hence ensures that there exists a function δ :
is a uniformly continuous function. Furthermore, note that the fact that
This implies that there exist non-empty intervals 
This demonstrates that there exist real numbers
Moreover, note that (87) (with t = s n , τ = τ n ) ensures that X
Combining this with (86) (with
Furthermore, observe that (87) (with
In addition, note that (86) (with s = s 0 , x = x 0 ) shows that there exists ε 0 ∈ (0, min{1,
Combining this with (90) and (91) implies that for all s ∈ [0, τ 1 ], t ∈ [s, T ], x ∈ V with max{ x 0 − x V , |s 0 − s|} < ε 0 and |t 0 − t| < min{ε n , |t 0 − τ n |} it holds that
Hence, we obtain that there exists δ ∈ (0, ∞) such that for all (s, t, x) ∈ ∠ T × V with max{|s
The proof of Corollary 3.8 is thus completed.
Continuous differentiability of solutions to initial value problems
In this section we prove in Lemma 4. 
Proof of Lemma 4.1. Throughout this proof let X : ∠ T → W be the function which satisfies for all (s, t)
(95) Hence, we obtain that for all s ∈ [0, T ], t, u ∈ [s, T ] it holds that
In addition, note that for all s, u, t ∈ [0, T ] with s, u ∈ [0, t] it holds that
This implies that for all s, u, t
Combining (95) and (98) assures that for all s, t, u, v ∈ [0, T ] with s ≤ t, u ≤ v, and u ≤ t it holds that
The dominated convergence theorem hence completes the proof of Lemma 4.1.
(100)
Proof of Lemma 4.2. Throughout this proof let
Moreover, observe that
The fact that [0, T ] × C is a compact set therefore implies that there exist n ∈ AE,
This and (101) show that there exist n ∈ AE,
The proof of Lemma 4.2 is thus completed.
Proof of Lemma 4.3 . Note that for all y, h ∈ C(∠ T , V ), (s, τ ) ∈ ∠ T it holds that
This ensures that for all y, h ∈ C(∠ T , V ), (s, t) ∈ ∠ T it holds that
Hence, we obtain for all y, h ∈ C(∠ T , V ) that
Moreover, observe that Lemma 4.
Combining this with (108) implies that for all y ∈ C(∠ T , V ) it holds that lim sup
, y = y, h = h in the notation of Lemma 4.1) therefore proves that F is Fréchet differentiable and that for all y, h ∈ C(∠ T , V ), (s, t) ∈ ∠ T it holds that
This ensures that for all y, g, h ∈ C(∠ T , V ) it holds that
Combining this with (109) shows that for all y ∈ C(∠ T , V ) it holds that
The proof of Lemma 4.3 is thus completed.
Proof of Lemma 4.4 . Throughout this proof let o 1 , o 2 : X × X → Z be the functions which satisfy for all x, h ∈ X that
Observe that (114) and (115) imply for all x, h ∈ X that
Moreover, note that the fact that f is continuous and the assumption that g is differentiable assure that for every x ∈ X there exists a function w : X → [0, ∞) such that for every h ∈ X it holds that lim sup X∋u→0 w(u) = 0 and
This shows that for every x ∈ X there exists δ ∈ (0, ∞) such that for all h ∈ X with h X < δ it holds that
Equation (116) hence proves that for every x ∈ X there exists δ ∈ (0, ∞) such that for all h ∈ X with h X < δ it holds that
Therefore, we establish that for every x ∈ X there exists δ ∈ (0, ∞) such that for all h ∈ X with h X < δ it holds that
Furthermore, note that the fact that
ensures that for every x ∈ X there exists δ ∈ (0, ∞) such that for all h ∈ X with 0 < h X < δ it holds that
Equation (120) hence proves that for every x ∈ X there exists δ ∈ (0, ∞) such that for all h ∈ X with 0 < h X < δ it holds that
This shows that for every x ∈ X there exists δ ∈ (0, ∞) such that for all h ∈ {y ∈ X : f (x+y) = f (x)} with 0 < h X < δ it holds that
Combining this with (117) implies that for every x ∈ X it holds that lim sup
Equation (116) therefore establishes that for every x ∈ X there exists δ ∈ (0, ∞) such that for all h ∈ X with 0 < h X < δ it holds that
This, (121), and (125) demonstrate that f is differentiable and that item (ii) holds. The fact that 
(127)
Proof of Lemma 4.5. Throughout this proof let
, n ∈ AE, be the functions which satisfy for all n ∈ AE,
the notation of Lemma 4.1)) and (f n+1 (x))(s, t) = (f n (f 1 (x)))(s, t), and let N ⊆ AE satisfy that
Note that for all x, y ∈ C(∠ T , V ), (s, t) ∈ ∠ T it holds that
This implies that 1 ∈ N and that f 1 is continuous. Moreover, observe that for all n ∈ N ,
The fact that 1 ∈ N hence shows that N = AE. This proves that for all n ∈ AE, x, y ∈ C(∠ T , V ),
In particular, for all m, n ∈ AE,
Therefore, we establish that for all m, n ∈ AE, x, y ∈ C(∠ T , V ) it holds that
This ensures that for every
is a Banach space hence shows that for every
Moreover, note that for all
Combining this with (134) and the fact that f 1 :
In addition, note that (131) implies that for all N ∈ AE, x, y ∈ C(∠ T , V ) with f 1 (x) = x,
This and (136) show that there exists a unique z ∈ C(∠ T , V ) such that f 1 (z) = z. The proof of Lemma 4.5 is thus completed.
Proof of Lemma 4.6 . Note that for all (s, t) ∈ ∠ T it holds that
Gronwall's lemma hence shows that for all (s, t) ∈ ∠ T it holds that
The proof of Lemma 4.6 is thus completed. 
Proof of Lemma 4.7 . Throughout this proof let F :
Therefore, we obtain that for all v ∈ V , h ∈ C(∠ T , V ), (s, t) ∈ ∠ T it holds that h(s, t) = (F ′ (G(v))h)(s, t) + ∋ (s, τ ) → f 0,1 (τ, G(v)(s, τ ) ) ∈ L(V ) , y = h for h ∈ C(∠ T , V ), v ∈ V in the notation of Lemma 4.6) ensures that for every v ∈ V it holds that
Moreover, observe that for all v ∈ V , (s, t) ∈ ∠ T it holds that (F (G(v)))(s, t) = (G(v))(s, t) − 
Next we intend to prove that G ∈ C(V, C(∠ T , V )).
For this note that 
The fact that for all v 0 ∈ V , ε ∈ (0, ∞) it holds that This ensures that (147) holds. Furthermore, note that H is continuously differentiable and that for all v, w ∈ V it holds that
Equation (146) hence shows that F • G is continuously differentiable. This, (145), (147), the facts that for every v ∈ V it holds that F is continuously differentiable and 
Next observe that for all t ∈ Ê, x ∈ V it holds that Ê ∋ s → Φ(s, x) ∈ W is differentiable and that Φ 1,0 (t, x) = ( 
