Abstract-In everyday life we are using Internet such as Broadband, mobile data etc. for communication. Pocket Switch Networks (PSN) uses phones as the medium to connect with others without a fixed cellular network or Internet. Since no fixed route to destination is available, problems arise when a node wants to send any message to a destination node. Packets are forwarded by flooding. Flooding causes increase in network congestion, resource consumption, delay and drop of packets. This approach can be applied to smaller networks but is inefficient in large scale. To deliver messages in a larger network with high throughput and low latency we propose an infrastructure for PSN called ZoneCluster. Firstly, we use a probabilistic approach to create clusters in the network. Secondly, we propose a routing algorithm for the clusters in the network. Lastly, we emphasize its application for larger networks such as an AD-Hoc WAN by comparing its performance with other protocols.
INTRODUCTION
Pocket switched networks (PSN) [1] is a type of delay tolerant network (DTN) where the data is transferred from one node to another by use of radio technology like Wi-Fi or Bluetooth. The messages need to be forwarded in a network where the nodes are intermittently connected. As a result, the intermediate nodes need to apply a store and forward approach. This can cause the messages to be delivered with huge latency. To forward messages continuously between two nodes, the nodes themselves must store route information. Otherwise, the nodes will search the network every time when sending a message leading to increased overhead in communication. However, due to the mobility of hosts and a rapidly changing network topology, any saved route can soon become broken. Nodes then need to react to these changes by finding a new path for the packet instead of dropping it entirely. As mentioned in some works like [2] , an attempt is made to salvage the packet. DTN (Delay Tolerant Network) is one of those fields which is centered on intermittently connected networks. Communication in such networks would be reliant on the number of users willing to participate in the network. Otherwise, the network may become disjointed sets of users having no way of communicating with one another. This would leave messages unable to reach their destination. PSN (Pocket Switch Network), a subfield of DTN is primarily for networks where communication between mobile devices takes place when fixed infrastructure is not available, like after natural disasters, in rural areas, military use on battlefields, vehicular networks etc.
In our algorithm, we have tried to address these issues. First, we have taken the clustering approach as mentioned in [7] to classify the nodes in our network into three distinct roles; the clusterhead, gateway and ordinary. Secondly, we have used Dynamic Source Routing [2] which allows nodes to discover a path to the node it wishes to communicate with. This process is designed to minimize the flooding done in the network. Furthermore, we provide a mechanism for route maintenance necessary for nodes to forward messages when the network topology changes. Doing so results in more reactivity of the network to topology changes and effectively reduces the latency and the number of route request messages being propagated in the network.
Before building our infrastructure we studied numerous algorithms to know their forwarding approach. For example, in [3] [4] [5] [6] . The main objective of such algorithms is to limit the number of times a message is copied by nodes while forwarding, to limit the number of hops traversed by a message and as such reduce the latency, to increase the delivery probability and to drop fewer messages. The following contains an overview of some of the algorithms.
1) ZRP
It is a mixture of proactive and reactive routing [7] . The message forwarding approach first check the destination is in the zone or not. If it's in the zone then it sends directly to the destination but if the destination is outside the zone it forwards the message in two phases. One is route request phase and other one is route reply phase.
2) Cluster based routing protocol A group of nodes is defined as a cluster [8] . Every cluster has a cluster head, gateway and some other cluster members. Cluster head is selected by their lowest ID in an election. When a message needs to be send only the cluster head and gateway can send messages. The members forwards the message to the cluster head.
3) Epidemic Epidemic algorithm uses broadcast approach [4] . This routing protocol forwards messages whenever it comes in
978-1-5386-5163-6/18/$31.00 ©2018 IEEE contact with other node and that node does not carry the same message. The rest of this paper is organized as follows. Section II describes a typical scenario of our infrastructure, the steps of our implementation and our proposed algorithm. Section III discusses results and comparison of our algorithm with others. Finally we conclude in Section IV by giving a summary of our work and provide scope for future work.
II.
ZONECLUSTER ARCHITECTURE AND ROUTING PROTOCOL From Fig. 1 we can see the distribution of nodes in a particular area. This is a typical scenario of an AD-Hoc network. The black circles and dashes represent the nodes i.e, the mobile devices carried by people. The nodes elect their roles (cluserhead, gateway or ordinary) in whichever area they are in by constantly communicating with their neighbor nodes. Once their roles are defined they are ready to participate in the network. Here we show two nodes who wish to communicate with one another and must forward the message through an optimal path. The lines connecting the dots is an example of such a path. As we can see from the path, the message is being forwarded from one node to another in a regular pattern. We will explain this process in the next section but for now it is suffice to know that every clusterhead is forwarding the message to a gateway which then in turn forwards to another clusterhead. This process continues until a clusterhead can directly deliver the message to the destination. Now let us explain the behavior of the nodes in our infrastructure by introducing our algorithm. It involves a twostep process. Firstly, we will assign roles to the nodes in our network; the clusterheads, gateways and ordinary nodes through an election process. After the roles of the nodes in the infrastructure are decided, we can then apply our routing protocol to the network.
A.
Election process The first phase involves the selection of clusterheads.
1) Clusterhead election
Clusterheads are like the default gateways in wired networks. They control the routing of packets to nodes outside as well as inside the local network. Every node scans their transmission range to find the number of neighboring nodes present. Nodes initially believe themselves to be clusterheads. Then they start comparing their node counts with their neighbor nodes. The node(s) with the highest count remain the clusterhead whereas the other nodes become oridinary. The equation (1) below is used to get the number of nodes present in the range of a particular node i. Here, C(i,j) denotes a connection between node i and its neighbors j.
In cases where two or more nodes have the same node count, the tie can be broken using lowest-ID approach [9] . After clusterheads are elected we enter the second phase which is the determination of gateways.
2) Gateway election
Every ordinary node can now scan their transmission range to find others nodes that are either ordinary or clusterhead. Using the equation (2), it keeps a count of the number of clusterheads it encountered, if this count is greater than 1 then it becomes a gateway node or it remains ordinary. Here, cH denotes the clusterheads in range of node i. This concludes the election process.
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Algorithm 1: Operation of election process 3) Re-election The entire clustering process will need to happen again under two conditions. i) If an ordinary or gateway node does not have a clusterhead in transmission range. The equation (3) below is used in determining if there is no clusterhead in the range.
ii) If two clusterheads come into transmission range of one another. The equation (4) is used to find if more than one clusterhead comes into contact. Here, C(i,j) denotes the connection between node i and its neighbor j.
Ordinary and gateway nodes only need to keep count of the number of clusterheads they are in contact with. If an ordinary node now has more than one clusterhead, it becomes a gateway and a gateway becomes an ordinary node if it has only one clusterhead in range. If neither of these nodes detect any clusterhead in range, they start the election process again and may end up becoming clusterheads themselves. This completes the election phase of our algorithm.
B.
Packet Forwarding Now that we have established an infrastructure with each node assigned a role, we can now begin packet forwarding. Every node has a table where it stores route information. We keep in mind that unlike Destination-sequence Distance Vector (DSDV) routing protocol [10] , we do not keep a route to every reachable destination but rather to destinations we have communicated with recently. Only routes that have been discovered using the Dynamic Source Routing (DSR) protocol [2] are saved by each host. After creating a message, a host checks its route table to see whether it contains a path to the destination. Initially no node in the network has any routes saved. Therefore, to send a message to any destination clustering approach is used. The mechanism of the clustering approach will now be described.
1) Clustering process
In this message propagation technique, we use a probabilistic approach by forwarding the messages depending on the popularity of each node. Popularity of a node is defined by the number of particular nodes that are present in its transmission range. Every ordinary node that creates a message will forward it to their clusterhead. The clusterhead then checks the nodes in its transmission range to find the destination node and if found, forwards to that node. If the destination node does not reside in transmission range, the clusterhead must forward the message to one of its gateways. As we have seen during the election process, each gateway maintains a count of the number of clusterheads in its transmission range as per equation (2) . The clusterhead can use this count to select the most popular gateway. If a tie exists, the clusterhead can select any one to them to forward to. The gateways then forward the message to
The clusterhead with the highest ordinary node count and gateway count has a greater probability of delivering the message to the destination. So the gateway forwards the message to this clusterhead. The following equation (5) is used to find the clusterhead with highest node and gateway count.
In this manner a sequence of clusterheads and gateways are used to propagate the message throughout the network in search of the destination.
2) Forwarding with saved route Let us consider an example here node A successfully sent a message to node B through clustering process. After node B receives this message, it extracts the sequence of nodes traversed by the message and saves the path in its routing table. Node B can now use this path to send messages to A. When node A receives a message from B, it also saves the path in its routing table in the same way as B. In this way after sending only two messages between A and B, they have established a route between them for further communication. However, the likelihood of being able to use this route for a long period of time in an Ad-Hoc network is not realistic. We propose a way of correcting any breakages in the path using an algorithm we designed called "local correction." The details of this is discussed later. In case path was broken, i.e. the next node to forward to has moved away and local correction successfully repaired the break in the path by finding other suitable node to forward to, the message will arrive at its destination traversing a different sequence of nodes. The receiving node can then update its routing table entry with the new route from the latest message. This ensures that nodes communicating consistently for a prolonged period of time can maintain a fresh route and send messages to one another with little delay and reduces the need to constantly find routes to one another.
Intermediate nodes that forward a message carrying route information from source to destination can also save this information in their own route tables. This saves these nodes from having to find the route themselves if they wish to communicate with the destination. These hosts are also capable of attaching their saved route to messages going through the clustering process which allows them to be forwarded in a determined way rather than a probabilistic way. As a result of such methods of message transfer, after a time many hosts will contain routes to many other hosts. However, after a node has not communicated with another node for which it has an entry in its routing table, it is likely that the route has gone stale and is no longer valid, i.e. broken. To update these old routes which are no longer connected, we introduce our local correction algorithm. 
3) Local Correction
The main idea behind this operation is simple. Let us try to visualize it with an example. Say a node A has a route for node F saved from a previous exchange of messages. Let the path be the sequence of nodes A-B-C-D-E-F. Node A sends a message to F using this route. The message while traversing the path has detected a breakage at C meaning that D is no longer in transmission range of C, then we attempt to repair the route. We assume the break is only a local one i.e. an intermediate node cannot find the next hop specified in the route, but that does not mean the rest of the path is broken as well. So, we assume that the rest of the path, E-F is still valid and are optimistic that forwarding the message to E can ensure its delivery to the destination F. E may or may not be in transmission range of C, we need to verify this. If found then the message is forwarded to E, if not then we need to find a route to E. A local correction packet is created which finds the route from C to E by undergoing the clustering approach. Once it reaches E, E generates a local response that returns to C. C now has a path to E. While this process of route correction is taking place, the message sits in the buffer of the host. The host starts a timer while it remains waiting for a correction to come. If the timer expires and the host has not received a local response, then C clears the route of the message and message is forwarded by the clustering approach. Otherwise, if the local response reaches C successfully, it then adds this path to the message in place of D (the node that went missing) and continues forwarding the packet with this new corrected route. Upon the delivery of the message to F, F can update the entry for A in its route table with this new path. Once F sends a message back to A, A also can update its old path with the new one.
This concludes the workings of our algorithm. So to summarize, each node has a defined role and has different responsibilities in handling the forwarding of messages. Whenever any node receives a message with a saved path, it will forward the message accordingly. If the message cannot be forwarded to the next hop on the path, the node will call the local correction method to fix the broken path and forward the message following new path. If no route is available for the message, the node will forward it using the clustering approach.
III. PERFORMANCE EVALUATION
In our simulations, we have used The Opportunistic Network Environment (ONE) simulator. The simulator was made with the intention of evaluating different routing protocols specifically made for Delay Tolerant Networks (DTN). The protocols that we have used to compare the performance of our own protocol are Epidemic, First Contact, Direct Delivery, MaxProp [11] and Prophet.
The simulation was done on a map of the city of Helsinki, Finland. Under such parameters we were unable to obtain simulations for MaxProp and Prophet. These protocols were simulated with 128 hosts keeping all other factors constant where they showed impressive delivery probability of ~1. However, they did not scale with the increase in the number of hosts and simulations could not complete with the parameters that we required. Consequently, we have excluded these two protocols from our discussion henceforth. In Table I , we present the different parameters that were used in our simulations. A. Effect on Latency Latency is the time between the creation of a message and its delivery. It is desirable to have a low latency to ensure fast exchange of messages that are required for certain applications.
Epidemic wins in this category as it floods the network and essentially every copy is on a race against time to reach the destination first. The latency decreases with an increase in network size so it is favorable for larger networks in this regard. Direct Delivery and First Contact show a trend of increase in latency with size. In both cases, this is a matter of the mobility of the nodes. Hence these protocols cannot provide consistency in real world scenarios. Finally, our ZoneCluster fares better as it sends messages with routes but it slowed down by the invocation of the local correction method during times when the route breaks. While the path is being corrected, the message waits in the buffer which adds to the latency. 
B. Effect on Delivery Probability
Delivery probability is the most crucial factor when evaluating any routing protocol as it is an indication of the reliability of a routing protocol. It is measured as a ratio of the number of delivered messages to the total number of messages created.
ZoneCluster is the best in this category. Forwarding messages to clusterheads that control routing for a large number of nodes means that other nodes do not need to take any routing decisions. As we have a well-structured network where each node's role is defined, a hierarchy is imposed on the network that ensures every operation runs smoothly; from finding the routes, to maintaining and repairing them while forwarding messages. It shows that selecting the most popular clusterheads and gateways to forward messages ensures a high probability of messages reaching their destination. Direct delivery is also good with about 10% less messages delivered than ZoneCluster across the different combination of hosts. Changing the size of network does not affect the delivery a great deal as it mainly depends on the relative movement of source and destination nodes. First Contact suffers from a drop in delivery as nodes forward the messages randomly and more often. The increase in network size increases this random effect making it less likely to be delivered. Finally, Epidemic suffers from the lowest delivery rate of them all. Flooding says that it will ensure the eventual delivery of the message but with limitations of buffer space, many messages are dropped as simply there are too many messages in the network for the nodes to carry. The term overhead ratio is defined as the number of messages relayed to the number of messages delivered. A low overhead ratio means less hop count of the message hence reducing latency and resource consumption.
Epidemic creates unlimited copies of messages and really does not scale well at all with network size. The rate of increase in overheard increase in hosts is too large. First Contact does better in this regard as it is a single copy. However, it also increases slowly with network size. Direct Delivery has no overhead as it only delivers to the destination. Our ZoneCluster fairs very well because it uses metrics discussed previously which determine the best node to forward to relay messages effectively. When the network size increases our overhead ratio sees negligible change.
D. Summary of Simulation Results
Direct Delivery has shown to have moderately good delivery probability. However, with the latency being high and the message only being forwarded with a hop count of 1, it is not suitable for long distance communication. For Epidemic routing, the latency is the lowest out of all the protocols. However, it is not scalable as with increase in network size the delivery probability suffers thus not being suitable for large networks such as a WAN. In the case of First Contact, for both categories it performs very poorly. Delivery probability is low coupled with the highest latency of all the protocols makes it a poor choice for our purpose.
The comparison between the different protocols are given below in the table. In this paper, we present an AD-Hoc routing infrastructure and propose a novel routing algorithm, ZoneCluster. The ZoneCluster algorithm is designed to work in such an infastructure. By conducting our simulations in a realworld scenario our proposed ZoneCluster has shown impressive results when compared with other routing algorithms. It has managed to route messages in the network with a high delivery ratio as well as maintaining a low latency. It has done so without relying on flooding to distribute messages by taking a probabilistic approach based on popularity of nodes. In a large scale network that we have proposed, this will be very crucial as it reduces the overall communication overhead thus requiring less resource consumption of the nodes in the network.
For future purpose we want to focus on increasing the delivery ratio and decreasing latency. We want to explore further ways of refining the election process to work better in sparsely connected networks which better models real life scenarios. We want to expand on our popularity concept of forwarding messages by including more factors that better select the suitable nodes for message transfer. We also have plans to develop an app for the smart devices which will allow users to use our proposed infrastructure for messaging.
