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1. INTRODUCTION 
The classical Hill’s equation is the second order linear scalar differential 
equation 
r”(t) + @P(t) - 4YW = 0 (1) 
where p is continuous and periodic of least period w > 0 with J’r p(s) ds = 0, 
and m and k are constants. 
R. A. Moore [7] considered the set RI of pairs (m, k) in Ra for which there 
exists a nontrivial nonoscillatory solution of (1) and showed that RI is closed, 
convex and except for the origin is entirely contained within the positive k 
half-plane. 
In [2], we studied a nonlinea,r analogue 
r”(t) + (~PW - 4 I YW wy(t) = 0 (L> 
where OL > 0, cx # 1, and showed that if k = 0, m # 0, then all continuable 
solutions of (I.) are oscillatory. It follows from a result of Waltman [8] that the 
same result holds when k < 0. Obviously if k is such that m?(t) - k < 0 for 
all t, then all continuable solutions of (la) are nonoscillatory. 
This leaves the case that q(t) = mp(t) - k is oscillatory with st q(s) ds < 0. 
In [2] we constructed a nonoscillatory solution asymptotically zero for this 
case when 01 > 1. 
In [3] we considered the existence of periodic solutions when 01 > 1 and q(t) 
is oscillatory and were able to show that if q satisfied certain additional condi- 
tions (to guarantee extendability of solutions across t-intervals on which q(t) > 0) 
then there will exist infinitely many periodic oscillating solutions. 
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We summarize these results for the superlinear case 
THEOREM 1. Let (Y. > 1 and q(t) G mp(t) - k have isolated zeros and be 
suficiently smooth to guarantee continuability of solutions across intervals I on which 
q(t) > 0. Then 
(i) all continuable solutions of (la) oscillate 12 (m, k) belongs to the non- 
positive k half-plane, excluding the origin; 
(ii) all continuable solutions of (13 are nonoscillatory $? k 3 m max p(t) 
andm~Ooork>mminp(t)andm<O; 
(iii) for all other values of m and k (i.e. those for which q oscillates and 
sow4 < 0) there exist both oscillatory (periodic) solutions, and nonoscillatory 
solutions tending asymptotically to zero as t -+ CO. 
Remarks. 1. In this theorem as throughout this paper a solution of (1) 
will always refer to one which is not identically zero on any half-line; an oscilla- 
tory solution is one with infinitely many zeros. 
2. By continuable solutions, we mean solutions that extend to a half-line 
[a, cc). If q takes negative values there will be noncontinuable solutions [I]; 
however the results of [3] show that there will also exist continuable solutions. 
3. The theorem holds if for example, p(t) is Cl and piecewise monotone 
near its zeros (see also [5]). 
Recently, we have obtained some analogous results for the existence of 
periodic solutions when 0 < 01 < 1, and q oscillates. Again we required an 
additional smoothness condition on Q, this time to ensure local uniqueness of 
the zero solution on intervals where q(t) >, 0; with this condition, there are 
infinitely many periodic oscillatory solutions [4]. 
Thus we obtain the following sublinear analogue of Theorem 1: 
THEOREM 2. Let 0 < 01 < 1 and q(t) = mp(t) - k have isolated zeros and be 
sujiciently smooth to ensure local uniqueness of the zero solution on intervals I 
on which q(t) > 0. Then 
(i) all solutions of (la) are oscillatory ;sf (m, k) belongs to the nonpositive 
k half-plane excluding the origin. 
(ii) all solutions of (1J are nonoscillatory i f f  k > m maxp(t) and m > 0 
ork>mminp(t)andm<O. 
(iii) for all other values of m and k, there exist both oscillatory solutions and 
unbounded nonoscillatory solutions. 
Remarks. 1. For the sublinear equation, all solutions are extendable to the 
real line. 
2. The theorem holds if p(t) is Cl and piecewise monotone near its zeros 
(see [6] and [4]). 
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The gap that remains in the proof of Theorem 2 is to exhibit the nonoscilla- 
tory solutions in (iii). This will be done in this note. We shall also consider the 
types of nonoscillatory solutions that may or may not occur for (1,). 
2. EXISTENCE OF UNBOUNDED NONOSCILLATORY SOLUTIONS 
IN THE SUBLINEAR CASE 
We now prove the nonoscillatory part of statement (iii) of Theorem 2. 
We assume therefore, that K > 0 and without loss of generality, m > 0. 
Let P(t) = sip(s) d s and define M = max max,,[,,wl(m 1 p(t)1 , m 1 f’(t)l). One 
may verify by direct substitution that the equation 
y” - (k + M) 1 y Ia sgny = 0 (2) 
has a solution y(t) = cP where fl = 2/(1 - cu), c = [(k + M)//3(/? - l)]1/1-a. 
Denote this solution by Y(t). Let n, be a positive integer and let Z(t) be a solu- 
tion of (1J satisfying 
0 < a(?zow)~ < .2+2&J) < c(now)fi 
0 < b(n()w)B-1 < Z’(n,w) < cp(now)~-’ 
where 0 < a < c, 0 < b < c/3, and a and b are to be determined. It will be 
shown that if n, is sufficiently large and a, b are chosen sufficiently small, then 
Z(t) satisfies 
0 < a(nw)” < Z(nw) < c(nw)B (3) 
0 < b(nw)++l < zynw) < cj?(nw)fl-1 (4) 
w> > 0, Z’(t) > 0 for t E [fzw, (n + 1) w], (5) 
(3), (4) and (5) holding for n = n, , n, + I,.... 
It will follow that Z(t) is an unbounded solution of (la). 
Assume that n, , a, b can be chosen so that the following inequalities are 
satisfied 
(b) (1 + -l--),-l < 1 + 5 < 2 
(c) (1 ++ 1 +$y 
(4 
4Mcp 
-<a<c 
wkn, 
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At the end of the proof we shall show that this choice is possible. Now (3) and 
(4) hold for n = 1z,, by the definition of 2. Since Y”(t) = (k + M) 1 Y(t)l” and 
Z?) < (k + w I -qtp, a simple comparison shows that Y(t) > Z(t), Y’(t) > 
Z’(t) for all t >, now, and so the right hand sides of (3) and (4) hold for all rz >, n, . 
Assume that the left hand sides of (3) and (4) hold for all n with n, < n < N 
and (5) holds for all n with n, < n < N - 1, for some N 3 q, . Choose a 
maximal subinterval [NW, TN] of [NW, (N + 1) w] on which Z’(t) 2 0. Then 
we have Z(t) > 0 on [NW, TN]. Integrating (la), we have for any t E [NW, TN], 
Z’(t) = Z’(Nw) + JiW (k - q(s)) Za(s) ds 
= Z’(Nw) + j-iw kZa(s) ds - h q(s) Za(s) ds 
= Z’(Nw) + liti kZ=(s) ds - ml’(t) Za(t) + s:y ml’(s) (Za(s))’ ds 
> b(Nw)“-1 - Mzqt) - M(Zqt) - ZqNw)) > b(Nw)e-1 - 2MZm(t) 
2 by--l - 2MY=(t) = by-1 - 2Mcv@ 
3 b(Nw)“-1 - 2MP((N + 1) fLJ)B--2, 
on noting that 
q9=/3-2. (6) 
It follows from (a) and (b) that 
b(NoJ)“-1 3 4MP((A7 + 1) 0J)B-2, 
and so 
Z’(t) 2 gQvw)~-1, t E [NW, TN]. (7) 
Thus TN = (N + 1)~ and Z’(t) >, #(NcLJ)~-~ on [NW, (N + 1) w]. Hence 
Z(t) > am on [NW, (N + 1) 4’ (8) 
In particular, (5) holds for n = iV. Since 0 < 01 < 1 and Z is increasing on 
[NW, (N + 1) W] with Z’(t) < Y’(t), we have 
J 
(N+l)w 
Z-l(s) Z’(s) ds 
NW 
< .P-‘(NW) (Y(N + 1) w) - Y(M.0)) 
< uyiklJ)~(~-l) c[((N + 1) w>s - (ALJ)a] 
z ,y&J)B-2 [ (1 + +r - I] < 2cPaW-r$rU)B-z by (6) and (c). 
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Hence 
Z’((N + 1) w) > Z’(Nw) + h /;r” P(s) ds - M J;“l’w az-ys) Z’(s) ds 
= (Jjrw)S-l [b + !g - “F@g’] 
by (4 
b (N~p--l b(l + BIN), bY (e) 
2 b((N + 1) @Jy--l, bY (b)* 
Thus the right hand side of (4) holds for n = N + 1. 
Using (7), we have (since TN = (N + 1) w), 
Z((N + 1) w> 3 Z(Nw) + 9 (Nw)fl-1 
3 u(NoJ)fJ + q (Nw)~-1 = u(Nw)” (1 + &-) 
bY (f) 
by (4. 
Thus the right hand side of (3) holds for n = N + 1. (3), (4), (5) now follow 
by induction. 
To obtain an appropriate choice of t1s , a, b, choose a = b/4/3 to satisfy (f). 
Then choose b to be min(c& [k/2j?(4/3y]1/1-n), so that (e) and the right hand 
inequalities in (a) and (d) are satisfied. Finally, choose n, so large that (b), (c) 
and the left hand inequalities in (a) and (d) are satisfied. 
3. TYPES OF NONOSCILLATORY SOLUTIONS 
THEOREM 3. Under the hypotheses of Theorem 1 and 2, (1J has no nonoscil- 
Zutory solution that is 
I unbounded usymptoticully zero if I 
409/63/l-4 
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Proof. Let lj = [aj , bj], j = fl, &2 ,... be the maximal subintervals of the 
real line on which n(t) >, 0, with 
*.* < a-* < b_, < a-, < b-, < a, < b, < a2 < 6, < ..’ . 
Suppose that 01 > 1. It is a consequence of the Sturm separation theorem that 
there are constants Ki such that any solution y of (1,) with y2(uj) + ~‘~(a~) > Kj2 
or y2(bj) + y’2(bj) 3 Kj2, has at least one zero in (a$ , bj) (see, for example, [3]). 
Since solutions of (1,) extend across li and are unique (and therefore continuously 
dependent) with respect to initial data, there exist Mj such that for any solution y 
with y2(aj) + yfz(uj) < Kj2 or yz(b,) + y’2(bj) < K,2, we have / y(t)1 < Mj for 
all t E [uj, bj]. Since q is periodic with isolated zeros, we have min Kj = K, 
maxiMj=MwithO<K,M< 00. 
Assume that 7(t) is a nonoscillatory solution of (1,) which is unbounded. Then 
there exist t, + CO with 1 I\ > n. Let 12 be so large that n > M. If t, ~1~ 
for some j, then by definition of M, we must have am + 7’“(t) > Kj2, either 
for t = aj or for t = bj and hence 71 has a zero in Ii . If t, lies between two 
intervals Ij and 1,+r , it is easily seen from the sign of q(t) between these two 
intervals, that either / T(bj)I 3 / T(t,)j or 1 ~(uj+r)i > / r](t,)l , so that 7 has a 
zero either on Ij and Ij+l . It follows that 7 oscillates, which is a contradiction. 
Thus 7 must be bounded. 
Now suppose 0 < 01 < 1. In this case, the Sturm separation theorem shows 
that there exist Rj > 0 such that any solution y of (13 with y2(uj) + y’*(aj) < kj2 
has at least one zero on ITj . It follows that there are no nonoscillatory solutions 
of (1,) which are asymptotically zero. That (1,) may have nonoscillatory solutions 
bounded both away from zero and from infinity is seen from the equation 
y’ + (sin Q/(2 + sin t)” / y lo: sgny = 0, which has the solution y = 2 + sin t. 
In [4], we gave an example of a sublinear equation which has both oscillating 
and nonoscillating solutions, all of the latter type being unbounded. We do not 
know if for the superlinear equation examples can be found which have both 
oscillating and nonoscillating solutions, with the latter all asymptotically zero. 
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