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Nous e´tudions la dynamique des home´omorphismes de surfaces autour des points fixes
isole´s dont l’indice de Poincare´-Lefschetz est diffe´rent de 1. Nous de´finissons un invariant de
conjugaison, mot cyclique sur l’alphabet {↑,→, ↓,←}, qui affine l’indice de Poincare´-Lefschetz.
Grossie`rement, il s’agit de de´composer canoniquement la dynamique en un nombre fini de
secteurs hyperboliques, elliptiques ou indiffe´rents, chaque type de secteur contribuant a` l’indice
de Poincare´-Lefschetz par un terme valant respectivement −1/2, +1/2 ou 0. Le mot cyclique
permet de lire l’existence de structures dynamiques canoniques.
Abstract
We study the dynamics of surface homeomorphisms around isolated fixed points whose
Poincare´-Lefschetz index is not equal to 1. We construct a new conjugacy invariant, which is
a cyclic word on the alphabet {↑,→, ↓,←}. This invariant is a refinement of the P.-L. index.
It can be seen as a canonical decomposition of the dynamics into a finite number of sectors
of hyperbolic, elliptic or indifferent type. The contribution of each type of sector to the P.-L.
index is respectively −1/2, +1/2 and 0. The construction of the invariant implies the existence
of some canonical dynamical structures.
Mots-cle´s Home´omorphisme, surface, point fixe, Brouwer, indice, composantes de Reeb.
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Nous nous proposons de construire un invariant pour un certain type de points fixes des syste`mes
dynamiques topologiques en dimension 2. Plus pre´cise´ment, nous conside´rons les donne´es suivantes :
– une surface orientable S, pas ne´cessairement compacte ;
– un point x0 sur la surface S ;
– un home´omorphisme h de la surface S dans elle-meˆme, qui pre´serve l’orientation, et qui fixe
le point x0.
Nous faisons deux hypothe`ses importantes :
– le point x0 est isole´ parmi les points fixes de h ;
– l’indice de Poincare´-Lefschetz de ce point fixe est diffe´rent de 1.
Le principal re´sultat du texte aura la forme suivante.
The´ore`me. Il existe un invariant de conjugaison qui associe a` ces donne´es :
– un entier d ≥ 2 (appele´ le module de h en x0) ;
– un mot cyclique M(h) sur l’alphabet {←,→, ↑, ↓}.
Le mot M(h) est compose´ de 2 × d lettres, qui sont alternativement des fle`ches horizontales et
verticales.
A` vrai dire, il faut exclure de l’e´nonce´ le cas ou` S est la sphe`re et x0 l’unique point fixe de h (ce
qu’on appelle un home´omorphisme de Brouwer). D’autre part, la notion de module se ge´ne´ralise
quand l’indice est e´gal a` 1, et le the´ore`me se ge´ne´ralise en indice 1 lorsque le module est supe´rieur
ou e´gal a` 4.
Rappelons la de´finition informelle de l’indice de Poincare´-Lefschetz du point fixe x0. Il s’agit
d’un invariant local, on peut se ramener au cas ou` la surface S est le plan. Puisque le point fixe
est suppose´ isole´, nous pouvons choisir un disque topologique D, contenant le point fixe dans son
inte´rieur, et suffisamment petit pour ne contenir aucun autre point fixe de h. Pour chaque point
x du disque D, trac¸ons le vecteur allant du point x a` son image h(x) : on obtient ainsi un champ
de vecteurs sur D, qui ne s’annule qu’au point x0. Nous pouvons maintenant e´valuer l’indice de ce
champ de vecteurs sur le bord de D : lorsque le point x parcourt la circonfe´rence de D, le vecteur
reliant x a` h(x) effectue un certain nombre de tours, qui donne l’indice du champ de vecteurs. On
peut montrer que cet indice ne de´pend pas du choix du disque D : on a ainsi de´fini l’indice de
Poincare´-Lefschetz du point fixe x0 pour l’home´omorphisme h. Les exemples les plus simples sont
dessine´s sur la figure 1.
b
−1 0 1 2 3
Fig. 1 – Diffe´rentes valeurs de l’indice
L’invariant de conjugaison que nous voulons de´crire sera plus fin que l’indice de Poincare´-
Lefschetz. Pour pre´ciser ceci, il faut penser au mot cyclique M(h) de la manie`re suivante. On
dessine un cercle autour du point fixe x0, et on e´crit les lettres du mot M(h) le long de ce cercle,
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comme sur la figure 2 (il faut s’imaginer a` l’exte´rieur du cercle, tourne´ vers le point fixe, e´crivant
le mot M(h) en faisant le tour du cercle dans le sens trigonome´trique, en commanc¸ant par la
fle`che du bas). On a maintenant le dessin d’un champ de vecteurs le long du cercle. L’indice de
Poincare´-Lefschetz est alors e´gal a` l’indice de ce champ de vecteurs symbolique, c’est-a`-dire au
nombre de tours effectue´s par les fle`ches-lettres du mot M(h) lorsqu’on a e´crit ce mot autour du
cercle. Ainsi, le nouvel invariant donne une manie`re canonique de de´composer le nombre de tours
e´value´ par l’indice de Poincare´-Lefschetz en une somme de quarts-de-tour dans les sens positifs ou
ne´gatifs, somme dont les termes sont cycliquement ordonne´s.
b
0
Fig. 2 – Lien avec l’indice de Poincare´-Lefschetz pour le mot M = (↑→↓→↑→↓←↓←) (pre´cise´ en
section 1.3)
1.2 Esquisse de de´finition
Esquissons la de´finition de l’invariant. Pour cela, on se place dans le cadre d’un home´omorphisme
du plan qui posse`de un unique point fixe : nous verrons qu’on peut toujours se ramener a` cette
situation ide´ale. Avant tout, rappelons que lorsque l’indice de Poincare´-Lefschetz du point fixe est
suppose´ diffe´rent de 1, la the´orie de Brouwer donne une premie`re description de la dynamique :
toutes les orbites, dans le passe´ ou le futur, tendent vers le point fixe ou vers l’infini. En particulier,
il n’y a que quatre types d’orbites (hn(x))n∈Z possibles. E´tant donne´e une courbe ferme´e γ qui
entoure le point fixe, on peut de´composer γ en un nombre fini de morceaux (connexes) libres,
c’est-a`-dire qui sont chacun disjoints de leur image par h. Lorsque le nombre de morceaux est le
plus petit possible, on dit qu’on a une de´composition minimale de γ, et on de´finit la h-longueur de
la courbe γ comme e´tant pre´cise´ment le nombre de morceaux d’une de´composition minimale. On
peut alors de´finir le module de h : c’est la plus petite h-longueur parmi toutes les courbes ferme´es
entourant le point fixe. Les courbes re´alisant ce minimum sont appele´es courbes ge´ode´siques.
Passons a` la de´finition du mot cyclique M(h). On construit d’abord les fle`ches “horizontales”
(→ et←). On conside`re une de´composition minimale d’une courbe ge´ode´sique γ, et on va associer
une fle`che a` chacun des sommets, c’est-a`-dire des extre´mite´s des morceaux de la de´composition.
Appelons γ1 et γ2 les deux morceaux situe´s de part et d’autre du sommet x1. Par minimalite´,
l’image de γ1 par h rencontre γ2, ou l’image de γ2 rencontre γ1. D’autre part, un lemme de Franks
dit que ces deux possibilite´s ne peuvent pas arriver simultane´ment lorsque l’indice de Poincare´-
Lefschetz est diffe´rent de 1. La fle`che horizontale associe´e au sommet x1 de´crit alors le sens dans
lequel s’effectue la transition. Il reste a` construire les fle`ches “verticales” (↑ et ↓), qui vont venir
s’intercaler entre deux fle`ches horizontales successives. En reprenant les notations du paragraphe
pre´ce´dent, on va associer une fle`che verticale a` chaque morceau de la de´composition ; au final, les
trois fle`ches associe´es au sommet x1 et aux deux morceaux qui lui sont adjacents contiendront
l’information sur la dynamique de x1. Pour fixer les ide´es, supposons que la transition au sommet
x1 s’effectue de γ1 vers γ2. Alors la fle`che associe´e a` γ1 de´crit le passe´ du point x1 (par convention,
elle vaut ↓ si l’orbite de x1 vient de l’unique point fixe, et ↑ s’il vient de l’infini) ; tandis que la
fle`che associe´e a` γ2 de´crit le futur de x1. Ainsi, par exemple, le mot (↓→↑) symbolise une orbite qui
vient du point fixe et retourne vers le point fixe apre`s avoir “effectue´ un demi-tour sur sa gauche”.
Prouver le the´ore`me e´nonce´ ci-dessus revient maintenant a` montrer que le mot M(h) ainsi
construit ne de´pend pas de la courbe γ utilise´e dans la construction (parmi toutes les courbes
re´alisant le module de h). Ceci sera fait via la construction de structures dynamiques canoniques
qui ge´ne´ralisent les secteurs des points hyperboliques de type selle ou des points paraboliques en
dynamique holomorphe. Par analogie au cas des feuilletages (ou des flots), ces structures sont
baptise´es composantes de Reeb. Notons que dans la section 2, le point de vue est renverse´ : nous
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de´finissons le mot M(h) a` partir de la dynamique dans les bords des composantes de Reeb canon-
iques, puis nous montrerons l’e´quivalence avec la de´finition esquisse´e ci-dessus en termes de courbes
ge´ode´siques.
1.3 Structures dynamiques, sur un exemple
L’invariant permet de lire certaines caracte´ristiques de la dynamique de h, en pre´cisant la
manie`re dont les quatre types d’orbites sont organise´es autour du point fixe. A` chaque mot cyclique
M correspond un mode`le dynamique hM, qui est en quelque sorte la dynamique la plus simple
possible parmi les home´omorphismes h tels que M(h) = M. On essaie alors de retrouver pour
l’home´omorphisme ge´ne´ral h des proprie´te´s dynamiques du mode`le hM(h). Les re´sultats pre´cis
seront e´nonce´s dans la partie IV ; nous nous contentons ici d’expliquer certaines conse´quences
dynamiques sur un exemple. On se restreint encore aux home´omorphismes du plan qui fixent
uniquement le point 0. Supposons que l’indice par quarts-de-tour de h soit
M = (↑→↓→↑→↓←↓←).
Nous commenc¸ons par dessiner la dynamique du mode`le hM correspondant (figure 3). Le module
est e´gal a` 5, il y a donc 5 secteurs S1, . . . , S5, qui correspondent respectivement aux mots partiels
(↑→↓), (↓→↑), (↑→↓), (↓←↓), (↓←↑). Les secteurs 1, 3 et 5 sont hyperboliques, le deuxie`me est
elliptique, le quatrie`me est indiffe´rent.1 Pour retrouver l’indice de Poincare´-Lefschetz, on additionne
les contributions de chacun des secteurs, et on ajoute 1. Les secteurs hyperboliques comptent pour
−1/2, les secteurs elliptiques pour +1/2, les secteurs indiffe´rents comptent pour du beurre. Par







Pour imaginer un home´omorphisme ge´ne´ral h ayant le meˆme indice par quarts-de-tour, il faut
complexifier le mode`le hM de la fac¸on suivante. On commence par e´paissir chaque se´paratrice en
un secteur de dynamique parabolique (orbites “paralle`les”). On complexifie la topologie des bords
des secteurs : par exemple, on peut obtenir des bords qui ne sont plus localement connexes. Enfin,
on peut complexifier a` l’infini la dynamique au voisinage de 0 et de l’infini (voir par exemple les
figures 10, 13 et 14 du texte [7]). L’home´omorphisme ge´ne´ral h he´rite d’un certain nombre de
proprie´te´s dynamiques du mode`le hM. Voici la plus importante (figure 4). A` chaque secteur Si du
mode`le correspond canoniquement un ouvert O(Fi, Gi) invariant par h, dont les bords Fi et Gi
forment une composante de Reeb (voir la de´finition 2.3 pour les de´tails). Les orbites de presque
tous les points d’un de ces bords ont une dynamique identique a` celle du bord correspondant pour
le mode`le : ainsi, presque tous les points de F1 vont de l’infini a` 0, et presque tous les points de G1
vont de 0 a` l’infini ; ceci ge´ne´ralise l’existence de se´paratrices stables ou instables (proposition 2.5).
Entre les ensembles Fi et Gi, la dynamique va globalement dans le meˆme sens orthoradial que la
dynamique du mode`le dans le secteur Si : par exemple, il existe une demi-droite topologique qui
joint 0 a` l’infini, situe´e entre F1 et G1, et qui est pousse´e par h vers G1 (c’est ce qu’on appelle une
droite de Brouwer). De plus, tout ouvert rencontrant F1 a ses ite´re´s positifs qui s’accumulent sur
G1.









Fig. 4 – Quelques proprie´te´s dynamiques he´rite´es du mode`le sur les secteurs S1 et S5
Voici quelques proprie´te´s supple´mentaires. Premie`rement, dans chaque composante de Reeb, il
existe un ouvert, de´fini canoniquement, dont les points ont tous le meˆme comportement dynamique,
et ce comportement se lit sur le mot M : par exemple, l’ouvert canonique entre F2 et G2 est
constitue´ de points dont les orbites vont toutes de 0 a` 0, comme dans le secteur S2 du mode`le.
On en de´duira en particulier que si h pre´serve la mesure de Lebesgue, alors le mode`le hM(h) n’a
que des secteurs hyperboliques ; le mot M(h) est alors obtenu par re´pe´tition du mot e´le´mentaire
(↑←↓→), et on retrouvera naturellement un the´ore`me de Slaminka : l’indice de Poincare´-Lefschetz
d’un home´omorphisme conservatif h est infe´rieur ou e´gal a` 1. Deuxie`mement, on peut lire sur le
mot M(h) l’existence de pe´tales. L’un d’eux, associe´ au sous-mot (→↓←) de M(h), est repre´sente´
sur la figure 4 ; il s’agit d’un pe´tale re´pulsif base´ en l’infini. Cette proprie´te´ ge´ne´ralise un e´nonce´
du texte [7] (version topologique du the´ore`me de la fleur de Leau-Fatou, p9). Enfin, chaque secteur
indiffe´rent contient au moins une orbite dont la dynamique est oppose´e a` celle des bords : ainsi,
dans le secteur correspondant a` S4, il existe une orbite qui va de l’infini a` 0.
1.4 Invariant global vs invariant local
La figure 5 montre deux home´omorphismes du plan, fixant uniquement le point 0, avec un
indice e´gal a` 0, qui ont le meˆme germe au voisinage du point fixe. Cependant, leurs indices par
quarts-de-tour diffe`rent. Ceci montre que cet invariant n’est pas un invariant de la dynamique
locale. Il est cependant possible qu’on puisse obtenir un invariant local similaire a` l’indice par
quart-de-tours ; en particulier, les re´cents travaux de F. R. Ruiz Del Portal et J. M. Salazar vont
dans ce sens (voir [11]).
Fig. 5 – Un germe donne´ peut s’e´tendre de plusieurs manie`res, donnant diffe´rents indices par
quarts-de-tour : (↑→↓←↑→↓→) et (↑→↓←)
1.5 Changement de cadre
Dans cette section, nous expliquons brie`vement un proce´de´ canonique qui produit, a` partir des
donne´es ge´ne´rales de l’introduction, un home´omorphisme du plan dont 0 est l’unique point fixe,
avec un indice diffe´rent de 1. Ce proce´de´ permet de se ramener du cadre ge´ne´ral a` ce cadre plus
simple : comme le proce´de´ est canonique, toute construction d’un invariant de conjugaison dans
le cadre simple s’e´tendra automatiquement au cadre ge´ne´ral. Nous nous contentons de donner les
e´nonce´s, la preuve e´tant identique a` la preuve du the´ore`me d’extension 2.1 du texte [7].
On se donne un home´omorphisme h0 d’une surface orientable S, et un point fixe isole´
x0 (sans condition d’indice pour le moment). Comme indique´ plus haut, on exclut le cas des
6
home´omorphismes de Brouwer, ou` S est la sphe`re et x0 l’unique point fixe de h0. On conside`re la
surface (non compacte) O obtenue en enlevant a` S les points fixes de h0. La premie`re proposition
est purement topologique, elle donne une correspondance entre le plan et la surface O.
Proposition 1.1. Il existe une unique application p : R2 → O ∪ {x0} telle que
1. p(0) = x0 ;
2. il existe un voisinage U de 0 dans le plan sur lequel la restriction de p est un home´omorphisme
de U vers un voisinage V de x0 dans la surface S ;
3. la restriction de p au plan troue´ R2 \ {0} est un reveˆtement sur O.
L’unicite´ s’entend a` isomorphisme de reveˆtement pre`s (si p1 et p2 sont deux telles applications,
alors il existe un home´omorphisme g du plan, fixant 0, pre´servant l’orientation, tel que p2 = g ◦p1).
On peut ensuite relever la dynamique.
Proposition 1.2. Il existe un unique home´omorphisme h du plan, fixant 0, qui ve´rifie
p ◦ h = h0 ◦ p.
En particulier,
1. le point 0 est l’unique point fixe de h ;
2. l’home´omorphisme h, au voisinage de 0, est localement conjugue´ a` l’home´omorphisme h0 au
voisinage de x0 ;
3. si h0 pre´serve l’orientation, alors h aussi ;
4. l’indice de Poincare´-Lefschetz de 0 pour h est e´gal a` l’indice de Poincare´-Lefschetz de x0 pour
h0.
2 De´finitions, re´sultats
Pour toute cette section, on se donne un home´omorphisme h du plan, pre´servant l’orientation,
fixant le point 0, sans autre point fixe, et tel que l’indice de Poincare´-Lefschetz du point fixe
est diffe´rent de 1. On utilisera les re´sultats fondamentaux de la the´orie de Brouwer : voir [7],
section 3.2, et les re´fe´rences qui y sont donne´es. Tous les e´nonce´s se ge´ne´ralisent en indice 1 si le
module est assez grand ; cette ge´ne´ralisation est explique´e dans l’appendice A.
2.1 Module
Comme explique´ en introduction, on peut de´finir le module de h par des conside´rations sur les
courbes qui entourent le point fixe. Nous reviendrons sur cette de´finition a` la section 2.4 ; nous
commenc¸ons par donner une de´finition en termes de domaines de translation. Un domaine de
translation est un ouvert du plan, connexe et simplement connexe, invariant par h, sur lequel la
restriction de h est conjugue´e a` une translation. Le the´ore`me des translations planes de Brouwer,
adapte´ a` notre cadre avec un point fixe, dit notamment que tout point du plan, autre que le point
fixe 0, est dans un domaine de translation (voir Slaminka [14], Guillou [4], ou encore [7], the´ore`me
3.79 p71).
De´finition 2.1. Le module de h est le nombre minimal de domaines de translation dont on a
besoin pour faire le tour du point fixe :
Module(h) := min{k | ∃O1, . . . Ok domaines de translation, O1 ∪ · · · ∪Ok se´pare 0 et ∞}.
2.2 Composantes de Reeb
De´finition des composantes On conside`re la sphe`re S2 = R2∪{∞}, compactifie´e d’Alexandroff
du plan. Pour toute partie F de R2 \ {0}, on notera Fˆ := F ∪ {0,∞}. Soient F et G deux
parties ferme´es et connexes dans R2 \ {0}, disjointes. On suppose que Fˆ et Gˆ sont encore connexes
(autrement dit, F et G rencontrent tout voisinage de 0 et tout voisinage de ∞). Il existe alors
exactement deux composantes connexes de R2 \ (F ∪G ∪ {0}) dont l’adhe´rence rencontre a` la fois
F et G. On les note O(F,G) et O(G,F ), de fac¸on a` ce que l’ordre cyclique autour de 0 soit donne´
par
F < O(F,G) < G < O(G,F ) < F.







Fig. 6 – Ordre cyclique autour du point fixe
De´finition 2.2. Soit U un ouvert du plan invariant (h(U) = U), x et y deux points du plan qui
ne sont pas dans la meˆme orbite de h. On dit que le couple (x, y) est singulier via l’ouvert U si
pour tous Vx, Vy voisinages respectifs de x et y, il existe un entier positif n tel que
hn(Vx) ∩ Vy ∩ U 6= ∅.
Notons qu’un couple (x, y) est singulier pour l’home´omorphisme h−1 si et seulement si (y, x)
est singulier pour h.
De´finition 2.3. Un couple (F,G) de parties de R2 \ {0} est une composante de Reeb pour h si
– F et G sont deux parties connexes et ferme´es dans R2 \ {0} ;
– Fˆ et Gˆ sont encore connexes ;
– F et G sont invariants par h (c’est-a`-dire h(F ) = F , h(G) = G) ;
– il existe ε = ±1 tel que tout couple (x, y) ∈ F × G est singulier via l’ouvert O(F,G) pour
l’home´omorphisme hε.
Les ensembles F et G seront appele´s bords de la composante de Reeb. On dira que la dynamique
de la composante de Reeb (F,G) va de F vers G si F ×G est singulier pour h (ε = 1), et qu’elle
va de G vers F dans le cas contraire (ε = −1).
De´finition 2.4. Une composante de Reeb (F,G) est dite minimale si F et G sont chacun minimal,
pour l’inclusion, dans la collection des parties K ferme´es dans R2 \ {0}, connexes, telles que Kˆ soit
connexe. Autrement dit, (F,G) est minimale si pour toute composante de Reeb (F ′, G′) telle que











Fig. 7 – Une composante de Reeb
The´ore`me d’existence de composantes de Reeb
The´ore`me 1. Soit h un home´omorphisme du plan, pre´servant l’orientation, fixant le point 0, tel
que l’indice de Poincare´-Lefschetz du point fixe est diffe´rent de 1. Soit d le module de h.
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Alors il existe exactement d composantes de Reeb minimales pour h, que l’on note
(F1, G1), . . . , (Fd, Gd). De plus, on peut choisir la nume´rotation de fac¸on a` avoir pour ordre cyclique
F1 < O(F1, G1) < G1 ≤ F2 < · · · < Gd ≤ F1.
Il est clair que la nume´rotation des composantes de Reeb minimales qui ve´rifie la condition sur
l’ordre cyclique est unique a` permutation circulaire pre`s.2 Pour tout entier k, les bords Gk et Fk+1
seront dit adjacents (les indices k et k + 1 sont conside´re´s modulo d ; en particulier, G0 = Gd).
Pour la fin de cette section, on adopte les hypothe`ses et notations du the´ore`me 1 (notamment pour
les e´nonce´s des propositions 2.5 et 2.7 ci-dessous).
Dynamique dans les bords des composantes de Reeb La the´orie de Brouwer de´crit le
comportement des orbites de h (voir par exemple la section 3.2 de [7], et plus particulie`rement le
corollaire 3.13 p37). Soit x un point du plan. Vue dans la sphe`re S2 = R2 ∪{∞}, la suite des ite´re´s
ne´gatifs de x (son orbite passe´e) tend vers 0 ou l’infini : on note α(x) ∈ {0,∞} le point limite.
On de´finit de meˆme le point ω(x), limite de la suite des ite´re´s positifs du point x. Soit maintenant
α, ω ∈ {0,∞} ; on notera
Wα→ω := {x ∈ R
2, α(x) = α et ω(x) = ω}.
On de´finit ainsi quatre ensembles qui forment une partition du plan.
Proposition 2.5. Soit F un bord d’une composante de Reeb (F,G) ou (G,F ) minimale pour h.
Alors :
– l’un des deux ensembles F ∩W0→∞, F ∩W∞→0 est vide ;
– l’autre est un ouvert dense de F , et il est connexe ;
– les ensembles F ∩W∞→∞ et F ∩W0→0 sont ferme´s.
De´finition 2.6. On dira que F est de type dynamique 0→∞ si il contient des points qui vont de
0 a` l’infini, et de type dynamique ∞→ 0 dans le cas contraire.
Proposition 2.7. Pour tout entier k, les deux bords adjacents Gk et Fk+1 sont du meˆme type
dynamique.
2.3 De´finition dynamique de l’indice
Soit d un entier positif. On appellera mot cyclique indexe´ de longueur ℓ une application de´finie
sur Z a` valeur dans l’alphabet {←,→, ↑, ↓}, que l’on notera M = (mi)i∈Z et telle que, pour tout i,
mi+ℓ = mi. Deux mots cycliques indexe´s qui sont e´gaux a` de´calage d’indice pre`s de´finissent un
mot cyclique : autrement dit, un mot cyclique M est une classe d’e´quivalence de mots cycliques
indexe´s modulo la relation
(mi)i∈Z ∼ (m
′
i)i∈Z ⇔ ∃i0, ∀i,mi+i0 = m
′
i.
Un repre´sentant M de la classe d’e´quivalence du mot M est une indexation de M.
De´finition 2.8. Notons d = Module(h). On appelle indice par quarts-de-tour de h le mot cyclique
M(h) sur l’alphabet {←,→, ↑, ↓}, de longueur 2d, dont une indexation M = (mi)i∈Z est de´finie de
la manie`re suivante. Pour tout entier k,
– la lettre m2k vaut
– → si la dynamique de la composante (Fk, Gk) va de Fk vers Gk,
– ← si la dynamique va de Gk vers Fk.
– la lettre m2k+1 vaut
– ↑ si Gk et Fk+1 sont de type dynamique ∞→ 0,
– ↓ si Gk et Fk+1 sont de type dynamique 0→∞.
Les re´sultats e´nonce´s dans la section 2.2 impliquent clairement le the´ore`me suivant.
The´ore`me 2. L’indice par quarts-de-tour est un invariant de conjugaison. Plus pre´cise´ment, soit
g un home´omorphisme du plan, pre´servant l’orientation, fixant 0. Soit h ve´rifiant les hypothe`ses
du the´ore`me 1. Alors les mots cycliques M(h) et M(ghg−1) co¨ıncident.
2Ici encore, la notation ≤ est pre´cise´e dans l’appendice B.
9
2.4 De´finition par les courbes ge´ode´siques
Courbes Dans ce paragraphe,X de´signe R2 ou bien R2\{0}. Une courbe deX est une application
continue de [0, 1] dansX . Une courbe γ est ferme´e si γ(1) = γ(0). On pourra voir une courbe ferme´e
comme une application continue de R dans X , obtenue en prolongeant γ par pe´riodicite´, ou bien
comme une application du cercle R/Z dans X . Une courbe est un arc si elle est injective (autrement
dit, sans point double). Une courbe ferme´e est simple si le seul point double est γ(0) = γ(1) ;
on dira aussi que c’est une courbe de Jordan. Pour tous t1 < t2 dans [0, 1], on notera [t1t2]γ (ou
[γ(t1)γ(t2)]γ) la sous-courbe de γ obtenue en restreignant γ a` l’intervalle [t1t2] (et en reparame´trant
pour obtenir une application de´finie sur [0, 1]). Si γ est une courbe ferme´e, on la voit comme une
application 1-pe´riodique de R, et ceci a encore un sens si t1 < t2 sont deux re´els quelconque.
Soit γ une courbe de Jordan dans R2 \ {0}. Il existe alors un unique entier relatif n tel que
l’application γ : S1 → R2 \ {0} est homotope a` l’application cn : θ 7→ exp(2iπnθ) (on a identifie´ R2
au plan complexe) ; l’entier n est appele´ degre´ de γ (dans R2 \ {0}).
On conside`re maintenant une courbe ferme´e γ. Rappelons qu’un ensemble E est libre pour
l’home´omorphisme h si h(E) est disjoint de E.
De´finition 2.9. Une de´composition de γ est la donne´e de re´els t1 < t2 < · · · < tl < tl+1 = t1+1 tels
que chacune des sous-courbes γi = [titi+1]γ , i = 1, . . . , l soit libre pour h. De manie`re e´quivalente,
on pourra se donner une de´composition en e´crivant γ comme la concate´nation des sous-courbes γi,
γ = γ1 ∗ · · · ∗ γl. L’entier l est appele´ longueur de la de´composition. Les points γ(ti) en sont les
sommets.
De´finition 2.10. La h-longueur de γ est le minimum des longueurs des de´compositions de γ. Une
de´composition re´alisant ce minimum est appele´e de´composition minimale.
Module et courbes La proposition suivante fournit une deuxie`me de´finition possible du mod-
ule. Contrairement a` la premie`re de´finition, celle-ci ne ne´cessite pas l’existence de domaines de
translation. Elle permettra donc de ge´ne´raliser la de´finition du module lorsque l’indice du point
fixe est e´gal a` 1 (voir section A.1 de l’appendice).
Proposition 2.11.
1. Le module de h est e´gal au minimum des h-longueurs des courbes ferme´es γ de degre´ 1.
2. Il existe une courbe de Jordan qui re´alise ce minimum.
De´finition 2.12. Une courbe γ re´alisant ce minimum est appele´e courbe ferme´e ge´ode´sique.
Indice et courbes L’indice par quarts-de-tour peut eˆtre de´fini en conside´rant une courbe ferme´e
ge´ode´sique γ, et en regardant la dynamique des sommets d’une de´composition de γ. Commenc¸ons
par quelques de´finitions combinatoires. On de´finit l’alpha et l’ome´ga d’une fle`che verticale :
α(↓) = ω(↑) = 0 et α(↑) = ω(↓) =∞
(symboliquement, on voit 0 “en haut” et l’infini “en bas”, la fle`che ↑ repre´sente une orbite allant
de l’infini a` 0). Prenons maintenant un mot (non cyclique) de trois lettres M = (m−1m0m1), tel
que m−1 et m1 soient des fle`ches verticales, et m0 soit une fle`che horizontale (il y a huit mots
possibles). On de´finit l’alpha et l’ome´ga du mot M de la fac¸on suivante :
– si m0 =→, alors
{
α(M) = α(m−1)
ω(M) = ω(m1) ;




Par exemple, α(↓→↑) = ω(↓→↑) = 0 (symboliquement, le mot ↓→↑ repre´sente une orbite qui vient
de 0 et redescend vers 0 apre`s avoir fait un demi-tour sur sa gauche). Le the´ore`me 3 caracte´rise le
mot M(h) a` partir d’une courbe de Jordan ge´ode´sique. Plus pre´cise´ment, les fle`ches horizontales
sont de´crites en fonction des transitions entre les morceaux d’une de´composition minimale ; et les























Fig. 8 – Mot et courbe ge´ode´sique
The´ore`me 3. Soit h un home´omorphisme du plan, pre´servant l’orientation, fixant le point 0, tel
que l’indice de Poincare´-Lefschetz du point fixe est diffe´rent de 1. Soit M(h) l’indice par quarts-
de-tour de h. Soit γ une courbe de Jordan ge´ode´sique munie d’une de´composition minimale
γ = γ1 ⋆ · · · ⋆ γd
et x1, . . . xd les sommets de cette de´composition (de fac¸on a` ce que γk = [xkxk+1]γ). Il existe alors
une indexation telle que, pour tout entier k :
1. la lettre m2k est caracte´rise´e par :
– m2k =→ ⇐⇒ h(γk−1) ∩ γk 6= ∅,
– m2k =← ⇐⇒ γk−1 ∩ h(γk) 6= ∅ ;
2. – α(xk) = α(m2k−1 m2k m2k+1),
– ω(xk) = ω(m2k−1 m2k m2k+1).
2.5 Lien avec l’indice de Poincare´-Lefschetz
On dira qu’un mot M sur l’alphabet {→,←, ↑, ↓}, cyclique ou non, est autorise´ si les lettres de
M sont alternativement des fle`ches horizontales et des fle`ches verticales. On de´finit l’indice partiel
symbolique des mots (non cycliques) autorise´s a` deux lettres par les formules suivantes :








Autrement dit, l’indice partiel symbolique est la variation angulaire alge´brique, en nombre de tours,
quand on passe continuˆment de la premie`re fle`che a` la seconde (en suivant le chemin le plus court,
c’est-a`-dire en tournant, en valeur absolue, d’un quart de tour et non pas de trois quarts de tour).
On e´tend la de´finition a` un mot non cyclique, autorise´, de ℓ lettres par la formule








IP(mimi+1) = IP(m1 . . .mℓm1).
Enfin, l’indice symbolique d’un mot cyclique autorise´ M a` ℓ lettres est
Indice(M) = IPc(M) + 1.
Remarquons que les mots cycliques autorise´s ont ne´cessairement un nombre pair de lettres, que
cette formule ne de´pend pas de l’indexation choisie, et que l’indice symbolique d’un mot cyclique
autorise´ est un entier. Le the´ore`me suivant montre notamment que l’invariant M(h) est plus fin
que l’indice de Poincare´-Lefschetz.
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The´ore`me 4. Soit h un home´omorphisme du plan, pre´servant l’orientation, fixant le point 0,
tel que l’indice de Poincare´-Lefschetz du point fixe est diffe´rent de 1. Alors l’indice de Poincare´-
Lefschetz du point fixe est e´gal a` l’indice symbolique du mot cyclique M(h) :
Indice(h, 0) = Indice(M(h)).
Ce re´sultat implique l’ine´galite´ suivante :
Module(h) ≥ 2|Indice(h, 0)− 1|.
Les exemples dessine´s sur la figure 1 ont donc un module minimal parmi les home´omorphismes
d’indice de Poincare´-Lefschetz donne´. Cette ine´galite´ sera un des lemmes importants dans la preuve
des re´sultats pre´ce´dents ; il est cependant instructif de voir comment elle de´coule du the´ore`me 4.
Notons ℓ le nombre de lettres du mot cyclique M(h) ; ce nombre ℓ est le double du module de h.
L’indice partiel symbolique du mot cyclique M(h) est une somme de ℓ termes qui valent chacun







L’ine´galite´ provient maintenant des de´finitions de l’indice symbolique et de la formule du
the´ore`me 4.
On a aussi un re´sultat de re´alisabilite´.
Proposition 2.13. Soit M un mot cyclique de longueur paire, constitue´ de lettres qui sont alter-
nativement des fle`ches horizontales (→ ou ←) et des fle`ches verticales (↑ ou ↓). Supposons de plus
que l’indice symbolique de ce mot soit diffe´rent de 1. Alors il existe un home´omorphisme du plan
h, pre´servant l’orientation, fixant uniquement 0, d’indice diffe´rent de 1, tel que M(h) =M.
Les home´omorphismes de la proposition fournissent donc une infinite´ d’exemples qui illustrent
ce texte. La construction est donne´e a` la section 4.4, elle est inde´pendante du reste de l’article.
2.6 Conse´quences dynamiques
De nombreuses proprie´te´s dynamiques se lisent sur l’indice par quarts-de-tour. Elles ont e´te´
rele´gue´es dans la partie IV.
2.7 Structure du texte
Le texte s’appuie de manie`re fondamentale sur les re´sultats de [8], qui contient la construction
d’un invariant du meˆme type dans le cadre plus simple des home´omorphismes du plan sans point
fixe. En particulier, une partie du texte consiste a` ve´rifier que les re´sultats obtenus dans [8] se
transposent au cadre des home´omorphismes avec un point fixe. La principale nouveaute´ concerne
la formule qui relie l’indice par quarts-de-tour a` l’indice de Poincare´-Lefschetz. Pour l’obtenir, nous
aurons besoin des techniques de construction de droites de Brouwer de P. Le Calvez et A. Sauzet
([12, 6]), utilisant les de´compositions en briques, et de la notion d’indice partiel de´veloppe´e dans le
texte [7] (sections 3.3 et 3.4 de [7]). Nous utiliserons e´galement l’existence d’un releve´ canonique,
et le the´ore`me D du texte [7] (existence de croissants et de pe´tales).
Dans la partie II, on de´montre les re´sultats annonce´s a` partir d’un certain nombre de lemmes.
Ces lemmes sont prouve´s dans la partie III. La partie IV contient les e´nonce´s et les preuves des
liens entre l’indice par quarts-de-tour et la dynamique. L’appendice A porte sur la ge´ne´ralisation
des re´sultats en indice 1.
Deuxie`me partie
Squelette de preuve
Dans cette partie, on prouve presque tous les re´sultat annonce´s a` la partie pre´ce´dente, en
admettant provisoirement un certain nombre de lemmes interme´diaires. Dans la partie suiv-
ante, on de´montrera ces lemmes interme´diaires, y compris la proposition 2.11 qui caracte´rise le
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module comme la h-longueur d’une courbe ge´ode´sique. Pour toute cette partie, on se donne un
home´omorphisme h du plan ve´rifiant les hypothe`ses de la section pre´ce´dente : h pre´serve l’orien-
tation, le point 0 est son unique point fixe, et son indice de Poincare´-Lefschetz, note´ Indice(h, 0),
est diffe´rent de 1.
3 E´nonce´s des lemmes
Dans cette section, on e´nonce les re´sultats interme´diaires, tout en de´finissant les objets
ne´cessaires. Voici les diffe´rentes e´tapes :
3.1 d’apre`s le texte [7], l’home´omorphisme h admet un releve´ canonique h˜ ;
3.2 une courbe de Jordan ge´ode´sique pour h se rele`ve alors en une droite ge´ode´sique pour h˜,
qui est essentiellement unique ;
3.3 d’apre`s le texte [8], a` une telle droite ge´ode´sique sont associe´s canoniquement une suite de
composantes de Reeb pour h˜, et un mot infini M˜ qui de´crit grossie`rement la dynamique de
ces composantes ;
3.4 ces composantes de Reeb pour h˜ se projettent sur des composantes de Reeb pour h.
3.1 Releve´ canonique
Soit π le reveˆtement universel3
R2 −→ C \ {0} ≃ R2 \ {0}
(θ, r) 7−→ exp(−r + 2iπθ).
Un releve´ de l’home´omorphisme h est un home´omorphisme h˜ du plan R2 tel que h ◦ π = π ◦ h˜. On
note τ l’automorphisme de reveˆtement (θ, r) 7→ (θ + 1, r). Comme h pre´serve l’orientation, il est
isotope a` l’identite´ parmi les home´omorphismes fixant 0 (the´ore`me de Kneser), et par conse´quent
tout releve´ de h commute avec la translation τ . D’autre part, h˜ n’a aucun point fixe. Ces remarques
permettent de de´finir l’indice de h˜ relativement a` τ : c’est l’indice de h˜ le long de n’importe quelle
courbe reliant un point a` son image par τ (voir [7], p78). C’est un entier, on le note Indiceτ (h˜).
Commenc¸ons par rappeler l’existence d’un releve´ canonique. L’e´nonce´ suivant est e´quivalent a`
la proposition 4.17 du texte [7] (p 80).
Proposition 3.1 (releve´ canonique). Il existe un unique releve´ h˜ de h par π tel que les indices
ve´rifient la relation
Indiceτ (h˜) = Indice(h, 0)− 1.
On a de plus :
1. si γ˜ est un arc libre4 pour h˜, alors γ := π(γ˜) est un arc libre pour h ;
2. si F est une de´composition en briques pour h, alors F˜ = π−1(F) est une de´composition en
briques pour h˜.
Nous rappellerons en temps utile ce qu’est une de´composition en briques. Les re´sultats du
texte [7] nous permettrons e´galement de minorer le module de h.
Proposition 3.2 (minoration du module). On a
Module(h) ≥ 2 | Indice(h, 0)− 1 | .
En particulier, si l’indice du point fixe est diffe´rent de 0, 1 ou 2, alors le module est supe´rieur ou
e´gal a` 4.
3Le signe ‘−’ devant le ‘r’ est une commodite´, introduite pour des raisons essentiellement visuelles : le point 0 se
retrouve “a` l’infini en haut” du reveˆtement. Par ailleurs, la lettre “pi” a` l’inte´rieur de la formule n’a bien suˆr rien a`
voir avec la lettre “pi” de´signant l’application de reveˆtement.
4Rappelons que “libre” signifie “disjoint de son image”.
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3.2 Ge´ode´siques locales et globales
On conside`re un home´omorphisme de Brouwer H , c’est-a`-dire un home´omorphisme du plan,
sans point fixe, pre´servant l’orientation (sans hypothe`se de commutation pour le moment). Dans
ce cadre, on a de´fini dans le texte [8] une distance dH , a` valeurs entie`res (voir [8], section 3.1 ;
cette distance compte le nombre minimal de domaines de translation, ou (de manie`re e´quivalente)
le nombre minimal d’arcs libres, ne´cessaires pour connecter deux points donne´s).
De´finition 3.3. Soit I un intervalle de Z, et d un entier positif. Une suite (xi)i∈I de points du
plan est une suite ge´ode´sique locale d’ordre d si pour tous indices i, j dans I,
|j − i| ≤ d⇒ dH(xi, xj) = |j − i|.
Rappelons qu’une suite de points du plan est une suite ge´ode´sique (“globale”) si c’est une suite
ge´ode´sique locale d’ordre d pour tout d. L’existence de composantes de Reeb, obtenue dans le
texte [8], nous permettra de montrer que les ge´ode´siques locales sont des ge´ode´siques globales.
Proposition 3.4 (ge´ode´siques locales). Soit H un home´omorphisme de Brouwer, et (xi)i∈I
une suite ge´ode´sique locale d’ordre d, avec d ≥ 3. Alors (xi)i∈I est une suite ge´ode´sique.
Une suite (xk)k∈Z est τ-e´quivariante, de pe´riode d ≥ 1, si on a xk+d = τ(xk) pour tout entier k.
Rappelons que deux suites ge´ode´siques (xk)k∈Z et (x
′
k)k∈Z de´finissent les meˆmes bouts si il existe
un entier p tel que pour tout entier k, dH(xk, x
′
k) ≤ p (voir [8], section 7.1). Cette relation est
une relation d’e´quivalence. La proposition pre´ce´dente entraˆınera l’existence d’une unique classe
d’e´quivalence de ge´ode´siques τ -e´quivariantes (rappelons que la notion de droite ge´ode´sique est
de´finie dans [8], et que la proposition 2.11 nous fournit une courbe de Jordan ge´ode´sique).
Corollaire 3.5. Soit h˜ le releve´ canonique fourni par la proposition 3.1, et d le module de h. Soit
γ une courbe de Jordan ge´ode´sique pour h. Soit Γ la droite topologique de R2 qui rele`ve γ.
1. La droite Γ est une droite ge´ode´sique pour h˜. Plus pre´cise´ment, toute de´composition mini-
male de γ se rele`ve en une de´composition minimale de Γ, et la suite des sommets de cette
de´composition est une suite ge´ode´sique pour h˜ qui est τ-e´quivariante, de pe´riode d.
2. Si deux suites ge´ode´siques pour h˜ sont τ-e´quivariantes de pe´riode d, alors elles de´finissent
les meˆmes bouts de h˜.
De´finition 3.6. On notera [τ ] l’unique classe d’e´quivalence de suites ge´ode´siques de´finie par le
corollaire.
Voici l’ide´e de la preuve du premier point du corollaire. Si l’indice du point fixe de h est diffe´rent
de 0, 1 ou 2, alors le module d est minore´ par 4 (proposition 3.2). D’apre`s la proposition 2.11, le
module est e´gal a` la h-longueur de la courbe de Jordan ge´ode´sique γ. En relevant les d som-
mets d’une de´composition minimale de γ, on obtient une suite τ -e´quivariante. Cette suite est une
ge´ode´sique locale d’ordre d. Puisque d ≥ 4, la proposition pre´ce´dente dit que cette suite est en fait
une suite ge´ode´sique “globale”.
Le cas ou` l’indice du point fixe vaut 0 ou 2 est plus de´licat. Ne´anmoins, on peut se ramener au
cas pre´ce´dent en montrant que h admet un (unique) releve´ h2, par le reveˆtement a` deux feuillets
ramifie´ au-dessus de 0, qui est d’indice −1 ou 3.
3.3 Dynamique des home´omorphismes de Brouwer e´quivariants
On va maintenant utiliser les composantes de Reeb associe´es a` une suite ge´ode´sique. Plus
pre´cise´ment, nous allons utiliser les re´sultats des sections 7 et 8 de [8] : a` chaque suite ge´ode´sique
infinie sont associe´s (canoniquement) une suite de composantes de Reeb et un mot infini, et ce
mot infini contient des informations sur la dynamique dans les bords des composantes de Reeb
et sur les orbites des points de la suite ge´ode´sique. De plus, ces objets ne de´pendent que de la
classe d’e´quivalence de la suite ge´ode´sique modulo la relation “de´finir les meˆmes bouts”. Lorsque
l’home´omorphisme est e´quivariant, on obtient ainsi un mot pe´riodique ; dans le the´ore`me 4-bis, on
reliera l’indice partiel du mot cyclique induit a` l’indice de h˜ par rapport a` la translation τ .
De´crivons maintenant tout ceci en de´tail. On note toujours h˜ le releve´ canonique, d le module.
On se donne aussi une suite (x˜k)k∈Z ge´ode´sique pour h˜ qui est τ -e´quivariante, de pe´riode d. Cette
suite est la suite des sommets d’une droite ge´ode´sique Γ, qui est invariante par τ (corollaire 3.5).
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Composantes de Reeb La de´finition des composantes de Reeb dans le cadre des
home´omorphismes de Brouwer se trouve a` la section 4.2 de [8]. On note (F˜k, G˜k)k∈Z la suite
de composantes de Reeb associe´e a` la suite (x˜k)k∈Z ([8], section 7). On a notamment
F˜k ∩ Γ ⊂ [x˜k−1x˜k]Γ et G˜k ∩ Γ ⊂ [x˜kx˜k+1]Γ.
Comme la suite (x˜k)k∈Z est e´quivariante, par unicite´ des composantes de Reeb (the´ore`me 2 de
[8]), la suite des composantes est elle-meˆme e´quivariante : on a (F˜k+d, G˜k+d) = (τ(F˜k), τ(G˜k))
pour tout k. Rappelons aussi que chacun des bords F˜k et G˜k est invariant par h˜ ([8], lemme 7.10).
Mot cyclique On note M˜([τ ]) le mot infini, sur l’alphabet {→,←, ↓, ↑}, associe´ a` [τ ] ([8],
the´ore`me 3 et de´finition 8.2). Comme h˜ commute avec la translation τ , ce mot infini est pe´riodique
de pe´riode 2d. On note M([τ ]) le mot cyclique a` 2d lettres induit par ce mot pe´riodique.
Formule d’indice On pourra alors relier l’indice du releve´ canonique a` l’indice symbolique.
The´ore`me (4-bis). L’indice de h˜ par rapport a` τ est e´gal a` l’indice partiel symbolique du mot
cyclique M([τ ]) :
Indiceτ (h˜) = IPc(M([τ ])) = IP(m1 . . .m2dm1).
3.4 Compatibilite´ des composantes de Reeb
Dans le texte [8], on construisait une compactification de chaque bord de composante de Reeb
par l’ajout de deux points a` l’infini, note´s N et S (on pense a` N comme e´tant l’infini “en haut”,
et S est l’infini “en bas”). Le the´ore`me 3 de [8] (section 8.1) dit que la lettre m2k+1 vaut ↓ si et
seulement si le bord F˜k est de type dynamique Nord-Sud, c’est-a`-dire si il existe un ouvert dense
de points de F˜k dont l’orbite va de N a` S.
On peut e´tendre continuˆment l’application de reveˆtement π en posant πˆ(N) = 0 et πˆ(S) =∞,
ou`∞ de´signe le point a` l’infini du compactifie´ d’Alexandroff de R2. La proposition suivante e´tablit
une correspondance entre les composantes de Reeb de h et celles de son releve´ canonique h˜. On
note O(F˜ , G˜) l’unique composante connexe de R2 \ (F˜ ∪ G˜) dont l’adhe´rence rencontre a` la fois F˜
et G˜ (voir l’appendice B ; rappelons que O(F,G) est de´fini de fac¸on analogue a` la section 2.2).
Proposition 3.7.
1. Si un couple (F˜ , G˜) est une composante de Reeb minimale pour le releve´ canonique h˜, associe´e
a` [τ ], alors l’application π induit un home´omorphisme de F˜ ∪O(F˜ , G˜) ∪ G˜ ∪ {N,S} sur son
image F ∪O(F,G) ∪ G ∪ {0,∞}, et le couple (F,G) = (π(F˜ ), π(G˜)) est une composante de
Reeb minimale pour h.
2. Re´ciproquement, si (F,G) est une composante de Reeb minimale pour h, alors il existe un
couple (F˜ , G˜) qui est une composante de Reeb minimale pour h˜, associe´e a` [τ ], et tel que
π(F˜ ) = F et π(G˜) = G.
Dans la situation de´crite par la proposition, on dira que (F,G) est la projete´e de la composante
(F˜ , G˜), et que (F˜ , G˜) est une composante releve´e de (F,G).
4 Preuve des the´ore`mes
A` partir des lemmes de la section pre´ce´dente, nous de´montrons tous les re´sultats e´nonce´s dans
la section 2 (mise a` part la proposition 2.11, dont la preuve fait l’objet de la section suivante).
Nous reprenons les notations de la section pre´ce´dente.
4.1 Existence et unicite´ des composantes de Reeb pour h (the´ore`me 1)
Notons Fk := π(F˜k), Gk := π(G˜k) les projete´s des bords des composantes de Reeb pour
h˜ associe´es a` [τ ]. D’apre`s la proposition 3.7, les composantes de Reeb minimales pour h sont
exactement les couples (F1, G1), . . . , (Fd, Gd). La proprie´te´ d’ordre cyclique vient de l’ordre des
composantes (F˜i, G˜i) ([8], lemme 7.10). Le the´ore`me 1 en de´coule.
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4.2 Dynamique dans les bords des composantes (proposition 2.5 et 2.7)
Soit (F,G) une composante de Reeb minimale pour h, et (F˜ , G˜) une composante releve´e. D’apre`s
la proposition 3.7, l’application πˆ : F˜ ∪ {N,S} → Fˆ = F ∪ {0,∞} est un home´omorphisme qui
envoie N sur 0 et S sur ∞. La proposition 2.5, concernant la dynamique dans le bord F , est alors
une simple traduction du re´sultat sur la dynamique dans F˜ (proposition 7.17 de [8]).
D’apre`s le the´ore`me 3 de [8], deux bords adjacents G˜k et F˜k+1 sont du meˆme type dynamique
pour h˜. On en de´duit imme´diatement la proposition 2.7 : deux bords adjacents Gk et Fk+1 sont
du meˆme type dynamique pour h.
L’indice par quarts-de-tour, de´fini a` la section 2.3 a` partir de la dynamique dans les composantes
de Reeb minimales de h, est alors clairement un invariant de conjugaison, ce qui est l’e´nonce´ du
the´ore`me 2.
4.3 Caracte´risation de l’indice en termes de courbes (the´ore`me 3)
La` encore, il s’agit principalement de transposer a` h les liens entre composantes de Reeb et
droite ge´ode´sique e´tablis pour h˜ dans le texte [8], et notamment de montrer que le mot cyclique
M([τ ]), de´fini en 3.3 a` partir du texte [8], co¨ıncide avec le mot cyclique M(h) de´fini en 2.3. On
conside`re une courbe de Jordan γ, ge´ode´sique pour h, munie d’une de´composition minimale
γ = γ1 ⋆ · · · ⋆ γd
et x1, . . . xd les sommets de cette de´composition (de fac¸on a` ce que γk = [xkxk+1]γ). Soit Γ la
droite topologique qui rele`ve γ ; la de´composition de γ se rele`ve en une de´composition
Γ = · · · ⋆ γ˜1 ⋆ · · · ⋆ γ˜d ⋆ · · ·
qui est e´quivariante pour τ : τ(γ˜k) = γ˜k+d. De meˆme, on peut relever la suite cyclique des sommets
de γ en une suite (x˜k)k∈Z de sommets de Γ, de manie`re compatible. On note encore (F˜k, G˜k) la
composante de Reeb minimale associe´e au sommet x˜k, et (Fk, Gk) sa projection par π.
Affirmation 4.1. Les six proprie´te´s suivantes sont e´quivalentes :
1. h˜(γ˜k−1) ∩ γ˜k 6= ∅ ;
2. dans le mot infini M˜([τ ]), la fle`che correspondant au sommet x˜k vaut → ;
3. la dynamique de h˜ va de F˜k vers G˜k ;
4. la dynamique de h va de Fk vers Gk ;
5. dans le mot cyclique M(h) , la fle`che correspondant au sommet xk vaut → ;
6. h(γk−1) ∩ γk 6= ∅.
Preuve de l’affirmation —
– L’e´quivalence entre les proprie´te´s 1 et 2 de´coule de la de´finition des fle`ches horizontales dans
le texte [8] (de´finition 3.11).
– Le the´ore`me 1-bis de [8] donne l’e´quivalence entre les proprie´te´s 2 et 3.
– L’e´quivalence entre les proprie´te´s 3 et 4 vient de la compatibilite´ des composantes de Reeb
de h˜ avec celles de h (proposition 3.7).
– La de´finition 2.8 des fle`ches horizontales fournit l’e´quivalence entre les proprie´te´s 4 et 5.
Il reste a` montrer l’e´quivalence entre les proprie´te´s 1 a` 5 d’une part, et la proprie´te´ 6 d’autre part.
Il est clair que 1 implique 6. Supposons maintenant que les proprie´te´s 1 a` 5 ne sont pas ve´rifie´es ;
notamment, dans le mot infini M˜([τ ]), la fle`che correspondant au sommet x˜k vaut←. Par de´finition
des fle`ches horizontales de h˜, ceci entraˆıne γ˜k−1 ∩ h˜(γ˜k) 6= ∅, et par conse´quent γk−1 ∩ h(γk) 6= ∅.
Si la proprie´te´ 6 e´tait ve´rifie´e, en e´paississant un peu les arcs γk−1 et γk, on obtiendrait une chaˆıne
pe´riodique de deux disques, et l’indice du point fixe de h serait e´gal a` 1 d’apre`s le lemme de Franks
(voir par exemple [7], lemme 3.18 p39).5 
5On peut montrer, alternativement, que le module de h est alors e´gal a` 2. En effet, puisque d’apre`s la proprie´te´ 6
h(γk−1) rencontre γk ⊂ γ, h˜(γ˜k−1) doit rencontrer Γ. Comme Γ est ge´ode´sique, la rencontre ne peut se faire que
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Nous pouvons maintenant terminer la preuve du the´ore`me 3. L’e´quivalence entre les points 5
et 6 de l’affirmation nous donne le premier point du the´ore`me. Pour obtenir le deuxie`me point,
on applique le the´ore`me 3 de [8] (section 8.1), qui e´tablit une correspondance entre le type dy-
namique des bords de la composante de Reeb (F˜k, G˜k) d’une part, et la dynamique du sommet x˜k.
L’application de reveˆtement π se restreint en un home´omorphisme entre F˜ ∪O(F˜ , G˜)∪ G˜∪{N,S}
et son image. Comme le point x˜k est dans l’ouvert O(F˜ , G˜), on a pour l’home´omorphisme h une
correspondance paralle`le entre le type dynamique des bords de la composante de Reeb (Fk, Gk) et
la dynamique du sommet xk. Ceci prouve le deuxie`me point.
Lien avec l’indice de Poincare´-Lefschetz (the´ore`me 4)
Pour montrer le the´ore`me 4, qui relie l’indice par quarts-de-tour a` l’indice de Poincare´-Lefschetz,
on applique successivement :
– la formule qui relie l’indice de Poincare´-Lefschetz de h a` l’indice du releve´ canonique h˜ par
rapport a` τ (proposition 3.1) :
Indice(h, 0) = Indiceτ (h˜) + 1;
– le the´ore`me 4-bis qui relie l’indice de h˜ a` l’indice partiel symbolique du mot M([τ ]) (qui est
e´gal a` M(h) d’apre`s le point pre´ce´dent) :
Indiceτ (h˜) = IPc(M(h));
– le lien qui existe, par de´finition, entre l’indice partiel symbolique et l’indice symbolique :
Indice(M) = IPc(M) + 1.
On en de´duit la formule attendue,
Indice(h, 0) = Indice(M(h)).
4.4 Re´alisabilite´
On explique ici comment construire une famille de´nombrable d’exemples illustrant la the´orie,
qui re´alisent tous les indices par quarts-de-tour possibles.
Preuve de la proposition 2.13 — On commence par se donner des dynamiques mode`les sur
des secteurs du plan. Plus pre´cise´ment, on conside`re l’ensemble des mots autorise´s de longueur
trois, dont les premie`re et dernie`re lettres sont des fle`ches verticales (la fle`che centrale e´tant donc
horizontale). On va associer a` chacun de ces huit mots un home´omorphisme de´fini sur un secteur
du plan issu de 0, et fixant uniquement 0. La dynamique associe´e au mot (↑→↓) est dessine´e
sur la figure 9 (a` gauche). On associe au mot (↓←↑) la dynamique inverse de la pre´ce´dente ; ces
deux mode`les sont appele´s secteurs hyperboliques. De meˆme, on associe aux deux mots (↑←↓)
et (↓→↑) les deux secteurs elliptiques correspondant au dessin de droite de la figure 9 et a` son
inverse. 6 Il nous reste a` construire les quatre mode`les de secteurs indiffe´rents, ce qui est plus
de´licat. On peut reprendre un exemple construit par M. Brown, E. Slaminka et W. Transue ([3],
[2]). On commence par de´finir une dynamique g sur la bande [−1, 1] × R, en composant deux
home´omorphismes φ et ψ (figure 10). Pour cela, on conside`re l’ensemble F constitue´ des deux
droites bordant la bande, {−1} × R et {1} × R, ainsi que des points d’abscisse 0 et d’ordonne´e
entie`re. L’home´omorphisme φ translate le point (θ, r) verticalement d’une hauteur 2 | θ | −1 (on
a donc φ(F ) = F ). L’home´omorphisme ψ translate le point (θ, r) horizontalement, vers la droite,
d’une distance e´gale a` la moitie´ de la distance euclidienne de (θ, r) a` l’ensemble F (il fixe donc
chaque point de l’ensemble F ). On peut ensuite identifier un secteur du plan a` la bande [−1, 1]×R
par les coordonne´es polaires (par exemple (θ, r) 7→ exp(−r + iπθ/4), ce qui revient a` ajouter a` la
sur γ˜k−2 ou γ˜k. Comme (par hypothe`se) la proprie´te´ 1 n’est pas ve´rifie´e, h˜(γ˜k−1) rencontre en fait γ˜k−2, et aucun
autre arc de la de´composition de Γ. Puisque h(γk−1) rencontre γk, on en de´duit que l’arc γ˜k−2 est un releve´ de
l’arc γk, qui e´tait de´ja` releve´ par γ˜k ; par suite le module vaut 2. Cette remarque, qui e´vite le recours au lemme de
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φ ψ ψ ◦ φ
Fig. 10 – Mode`le indiffe´rent
bande le point a` l’infini en haut), et transporter ainsi la dynamique g sur un secteur du plan. Ceci
nous fournit le secteur mode`le associe´ au mot (↑→↑). L’inverse donne le mot (↓←↓), et les deux
derniers mode`les s’obtiennent en conjugant ces deux-ci par une syme´trie orthogonale.
Chaque bord de secteur-mode`le est une demi-droite issue de 0, sur laquelle la dynamique est
conjugue´e a` l’homothe´tie de rapport 2 ou a` son inverse, ce qui nous permet de recoller continuˆment
les diffe´rents types de secteurs, pour peu que la dynamique sur les bords a` recoller se fasse dans le
meˆme sens.
E´tant donne´ un mot cyclique M autorise´ de longueur 2d, on e´crit la liste des d sous-mots
de longueur trois dont la premie`re lettre est une fle`che verticale, et on recolle dans l’ordre les
secteurs mode`les associe´s a` ces sous-mots, de fac¸on a` obtenir un home´omorphisme h. On peut
alors faire deux remarques. D’une part, une courbe qui relie les deux bords d’un secteur mode`le en
le traversant n’est jamais libre. D’autre part, si S est le secteur mode`le associe´ au mot (m1m2m3),
si x est un point du bord gauche de S (correspondant a` la fle`che m1) et y un point du bord
droit (correspondant a` la fle`che m3), alors le couple (x, y) est singulier pour h si m2 =→, et il est
singulier pour h−1 si m2 =←. Avec ces deux remarques, il n’est pas difficile de ve´rifier que le mot
M(h) est e´gal a` M. 
Troisie`me partie
Preuves des lemmes
Cette partie contient notamment les preuves des e´nonce´s de la partie pre´ce´dente. On commence
par caracte´riser le module de h comme le minimum des h-longueurs des courbes de Jordan qui
entourent le point fixe (proposition 2.11, section 5). Ceci permet de minorer le module en fonction
de l’indice du point fixe (proposition 3.2, section 6). On en de´duit l’existence d’une suite ge´ode´sique
e´quivariante pour le releve´ canonique h˜, qui est essentiellement unique (corollaire 3.5, section 7).
Par ailleurs, nous montrons a` la section 8 que chaque composante de Reeb contient une droite de
Franks pour h, sera exploite´e dans l’appendice A pour les points fixes d’indice 1.
6Si on veut eˆtre plus pre´cis, le mode`le hyperbolique est donne´ par la restriction Sh de l’application (x, y) 7→
(2x, y/2) au quart-de-plan ferme´ {x ≥ 0, y ≤ 0} ; le mode`le de secteur elliptique s’obtient en e´changeant les roˆles
de 0 et de ∞ : on prend la restriction Se de la meˆme application (x, y) 7→ (2x, y/2) au quart-de-plan ferme´
{x ≥ 0, y ≤ 0} \ {0} ∪ {∞}.
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Brouwer qui se´pare les deux bords ; ceci permet de de´montrer la formule d’indice pour le releve´
h˜, a` l’aide de la notion d’indice partiel (the´ore`me 4-bis, section 9). Nous terminons cette partie
avec la proposition 3.7, qui met en correspondance les composantes de Reeb de h˜ et celles de h
(section 10).
5 Module et courbes
On se donne un home´omorphisme h du plan, pre´servant l’orientation, fixant le point 0, sans
autre point fixe, et tel que l’indice de Poincare´-Lefschetz du point fixe est diffe´rent de 1.
Preuve de la proposition 2.11 —
Le module comme longueur minimale des courbes Il s’agit d’abord de montrer que le
module, de´fini en termes de domaines de translation (de´finition 2.1), est e´gal au minimum des
h-longueurs des courbes de degre´ 1. Cette e´galite´ provient des deux remarques suivantes :
– toute courbe libre est incluse dans un domaine de translation ;
– si x et y appartiennent a` un meˆme domaine de translation, alors il existe un arc libre allant
de x a` y (sauf si x et y sont dans la meˆme orbite de h).
Les de´tails sont les meˆmes que pour la preuve du corollaire 3.5 du texte [8].
Courbe de Jordan ge´ode´sique Passons maintenant a` la preuve de la seconde partie de la
proposition 2.11. Il est classique de construire une courbe de Jordan a` partir d’une courbe contenant
des points doubles en “effac¸ant les boucles” ; il faut juste faire attention a` obtenir une courbe de
degre´ 1, et surtout a` conserver le caracte`re ge´ode´sique. On part d’une courbe ge´ode´sique γ, que
l’on va modifier pour obtenir une courbe de Jordan ge´ode´sique. On voit γ comme une application
du cercle S1 = R/Z dans R2 \ {0}. Remarquons que toute courbe assez proche d’une courbe libre
est encore libre ; par conse´quent, toute courbe assez voisine de γ a une h-longueur infe´rieure ou
e´gale a` celle de γ. D’autre part, comme γ est une courbe ge´ode´sique, elle est de´ja` de h-longueur
minimale : finalement, toute courbe assez voisine de γ a une h-longueur e´gale a` celle de γ. Quitte a`
perturber γ arbitrairement peu, on peut supposer que γ n’a qu’un nombre fini de points multiples
(tout en restant une courbe ge´ode´sique d’apre`s ce qui pre´ce`de). Disons qu’un intervalle ferme´ non
trivial [tt′] du cercle est une boucle de γ (de degre´ 0) si γ(t) = γ(t′), et si la courbe [tt′]γ est une
courbe ferme´e de degre´ 0 dans R2 \ {0}. Une boucle [tt′] est maximale si il n’existe pas d’intervalle
contenant strictement [tt′] qui soit encore une boucle de γ. Puisque γ n’a qu’un nombre fini de
points multiples, elle n’a qu’un nombre fini de boucles, et toute boucle est incluse dans une boucle
maximale (non unique).
Conside´rons une famille F d’intervalles ferme´s du cercle, deux a` deux disjoints, qui sont des
boucles maximales de γ. On peut alors de´finir
– un espace S1, home´omorphe au cercle, obtenu en identifiant chaque intervalle [tit
′
i] de F a`
un point (on note p : S1 → S1 l’application quotient) ;
– une application γF : S1 → R
2 \ {0} en posant{
γF ◦ p([tit′i]) = γ(ti) = γ(t
′
i) pour chaque intervalle [tit
′
i] ∈ F ;
γF ◦ p(t) = γ(t) en dehors de ∪ {I | I ∈ F}.
Cette application est encore une courbe de degre´ 1 dans R2 \ {0}. Puisque γ n’a qu’un nombre fini
de boucles, on peut choisir une telle famille F qui est maximale, autrement dit, telle qu’il n’existe
aucun intervalle J , qui est une boucle maximale, et qui est disjoint de tous les intervalles de F .
On voit facilement que dans ce cas, γF est une courbe qui n’admet aucune boucle. On peut alors
utiliser le lemme suivant. 7
7Voici un sche´ma de preuve (les de´tails sont laisse´s au lecteur). On conside`re les boucles de degre´ p de α (avec une
de´finition e´vidente) : il s’agit de montrer qu’il n’y en a pas. Par hypothe`se α n’a pas de boucle de degre´ 0. Elle n’a
pas non plus de boucle α′ de degre´ 1, sans quoi on aurait α = α′ ∗ α′′ avec α′′ boucle de degre´ 0. Conside´rons alors
une boucle β de degre´ p > 1, qui est minimale : c’est une courbe de Jordan. On conclut avec le lemme classique :
Lemme 5.1. Il n’existe pas de courbe de Jordan β de degre´ p > 1.
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Lemme 5.2. Si α est une courbe ferme´e de degre´ 1 dans R2 \ {0}, et si elle n’a pas de boucle,
alors c’est une courbe de Jordan.
La de´finition de γF entraˆıne que pour tout intervalle [ss
′] du cercle S1, γF ◦ p([ss′]) est inclus
dans γ([ss′]). En particulier, si γ([ss′]) est libre, alors γF ◦ p([ss′]) est encore libre, ce qui signifie
que la h-longueur de γF est infe´rieure ou e´gale a` celle de γ. Comme γ e´tait de´ja` ge´ode´sique, γF
est aussi une courbe ge´ode´sique. On a ainsi obtenu une courbe de Jordan ge´ode´sique. 
6 Minoration du module
Dans cette section, on de´montre la proposition 3.2, qui permet de minorer le module de h en
fonction de l’indice du point fixe : plus l’indice est diffe´rent de 1, plus le module doit eˆtre grand.
Pour cela, nous appliquons une bonne partie des re´sultats du texte [7].
6.1 De´compositions en briques
Ge´ne´ralite´s
Nous commenc¸ons par rappeler brie`vement la de´finition des de´compositions en briques (voir
les travaux de P. Le Calvez et A. Sauzet ([12, 6]) ou [7] pour des motivations et des de´finitions
plus de´taille´es). Soit H un home´omorphisme du plan, pre´servant l’orientation, et n’ayant qu’un
nombre fini de points fixes (en pratique, dans ce texte, H aura 0 ou 1 point fixe). On pose U =
R2 \ Fixe(H), ou` Fixe(H) de´signe l’ensemble des points fixes de H . Soit F un graphe triadique
plonge´ dans U . L’adhe´rence (dans U) d’une composante connexe du comple´mentaire de F est
appele´ brique. D’un point de vue topologique, on suppose que chaque brique est compacte. D’un
point de vue dynamique, on demande que chaque brique soit libre par H , mais que la re´union de
deux briques adjacentes ne soit pas libre. Si toutes ces hypothe`ses sont ve´rifie´es, l’ensemble F est
appele´ de´composition en briques pour H .
De´composition ge´ode´sique
On suppose maintenant que h est un home´omorphisme du plan, pre´servant l’orientation, dont
0 est l’unique point fixe, avec un indice diffe´rent de 1. Soit F une de´composition en briques pour
h. Le module de F est le nombre minimal de briques dont la re´union se´pare 0 et ∞ dans la sphe`re
R2 ∪ {∞} (autrement dit, dont la re´union contient une courbe ferme´e de degre´ 1 dans R2 \ {0}).
De´finition 6.1. Une de´composition en brique F pour h est ge´ode´sique si son module est e´gal
au module de h. Elle est compatible avec une courbe ge´ode´sique ferme´e γ si l’intersection γ ∩ F
co¨ıncide avec l’ensemble des sommets d’une de´composition de γ.
Lemme 6.2. Pour toute courbe de Jordan ge´ode´sique γ, il existe une de´composition en briques,
ge´ode´sique, compatible avec γ.
Preuve du lemme 6.2 — Notons d le module de h. Commenc¸ons par remarquer que si on a
une de´composition en briques de module d′, comme chaque brique est libre, il existe une courbe de
Jordan de h-longueur e´gale a` d′. Ceci prouve que d′ ≥ d. Il reste donc a` trouver une de´composition
dont le module satisfasse l’ine´galite´ inverse. Soit maintenant γ une courbe de Jordan ge´ode´sique.
En conside´rant une de´composition de γ, et en e´paississant γ en un anneau, on trouve un graphe
triadique F tel que (voir figure 11)
– le comple´mentaire de F a exactement d+ 2 composantes connexes ;
– la premie`re contient 0, la deuxie`me est non borne´e ;
– les adhe´rences des d composantes restantes, que l’on note B1, . . . , Bd sont libres, et leur
re´union contient γ (voir figure 11).
D’apre`s le corollaire 3.63 de [7], il existe une de´composition en briques F ′ qui “e´tend” F , au sens
ou` chaque ensemble B1, . . . Bd est inclus dans une brique de F ′. Il est clair que le module d′ de F ′










Fig. 11 – E´paississement d’une courbe de Jordan ge´ode´sique
6.2 Preuve de la minoration
On conside`re une de´composition en briques F qui est ge´ode´sique pour h. Supposons d’abord
que l’indice du point fixe soit plus petit que 1, on e´crit
Indice(h, 0) = 1− p < 1.
On identifie R2 ∪ {∞} a` la sphe`re S2, en envoyant les points 0 et ∞ respectivement sur deux
points N et S de la sphe`re. On peut alors appliquer le re´sultat principal du texte [7] (the´ore`me F,
p80) : il existe 2p croissants attractifs et re´pulsifs simpliciaux, d’inte´rieurs deux a` deux disjoints.
La seule chose qui nous importe ici est que toute famille de briques de F dont la re´union se´pare 0
et ∞ doit rencontrer chaque croissant ; par conse´quent, une telle famille doit contenir au moins 2p
briques. Ceci prouve que le module de la de´composition F est supe´rieur ou e´gal a` 2p. Comme la
de´composition est ge´ode´sique, on en de´duit la meˆme minoration pour le module de h. Dans le cas
ou` l’indice est 1 + p > 1, on inverse les roˆles de 0 et ∞ (ou, ce qui revient au meˆme, on conjugue
h par l’application z 7→ − 1z ). D’apre`s le the´ore`me de Lefschetz, l’indice du point ∞ vaut alors
1− p < 1, ce qui nous rame`ne au cas pre´ce´dent.
7 Ge´ode´siques
Dans cette section, on de´montre qu’une ge´ode´sique locale est une ge´ode´sique globale (propo-
sition 3.4). On en de´duit l’existence d’une suite ge´ode´sique pour le releve´ canonique h˜, qui est
τ -e´quivariante (corollaire 3.5). Cette section utilise de manie`re essentielle les re´sultats de l’arti-
cle [8].
Remarquons que la proposition 3.4 est fausse pour d = 2 : la figure 12 repre´sente un home´o-







Fig. 12 – Une ge´ode´sique locale d’ordre 2 qui n’est pas une ge´ode´sique globale
7.1 Ge´ode´siques locales et globales
On se donne un home´omorphisme de BrouwerH . On commence par une remarque e´le´mentaire.
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Remarque 7.1. Conside´rons (xi)i∈I une suite ge´ode´sique locale d’ordre 1 (autrement dit, deux
points conse´cutifs sont a` H-distance 0 ou 1). Soit d ≥ 3. Pour que cette suite soit une suite
ge´ode´sique locale d’ordre d, il suffit qu’on ait, pour tout entier i, dH(xi, xi+d) = d (autrement
dit, il suffit que l’implication de la de´finition 3.3 soit ve´rifie´e quand |i − j| = d). Cette remarque
provient simplement de l’ine´galite´ triangulaire.
La preuve de la proposition 3.4 repose sur l’existence des composantes de Reeb (the´ore`me 2 de
[8]), et sur le lemme suivant.
Lemme 7.2 (“de´viation des ge´ode´siques”). Soit (x, y) un couple de points singulier pour H








′, y′) ≤ 2.
Preuve du lemme — L’hypothe`se dH(x
′, x) ≤ 1 signifie qu’il existe un domaine de translation
Ox contenant x et x
′. De meˆme, si dH(y, y
′) ≤ 1, il existe un domaine de translation Oy contenant
y et y′. Puisque le couple (x, y) est singulier pour H ou H−1, il existe un point z de Ox qui a un
ite´re´ Hn(z) dans Oy. Le re´sultat de´coule alors de l’ine´galite´ triangulaire et de l’invariance de dH
(lemme 3.7 de [8]) :
dH(x
′, y′) ≤ dH(x′, z) + dH(z, y′)
≤ dH(x′, z) + dH(Hn(z), y′)
≤ 1 + 1 = 2.

Avant d’entamer la de´monstration de la proposition, rappelons brie`vement le contenu du
the´ore`me 2 de [8]. On conside`re une suite ge´ode´sique (x0, . . . xd), d ≥ 3. Alors il existe d − 1
composantes de Reeb (canoniques) (F1, G1, ) . . . , (Fd−1, Gd−1) pour le couple (x0, xd). En parti-
culier, chaque produit Fi × Gi est inclus dans l’ensemble singulier de H ou de H−1. De plus,
sauf e´ventuellement pour i = 1, le bord Fi se´pare les points xj , j < i des points xj , j ≥ i, et
dH(xi−1, Fi) = dH(xi, Fi) = 1.
8 Ceci est encore vrai pour i = 1 sauf si la composante (F1, G1) est
de´ge´ne´re´e, c’est-a`-dire si x0 appartient a` F1. On a des proprie´te´s syme´triques pour les bords Gi.
Preuve de la proposition 3.4 — Il suffit de voir que pour tout d ≥ 3, une suite ge´ode´sique
locale d’ordre d est encore une suite ge´ode´sique locale d’ordre d+1. Ceci se voit sur les sous-suites
de longueur d+2 ; on conside`re donc une suite (x0, . . . , xd+1) ge´ode´sique locale d’ordre d. On veut
montrer que dH(x0, xd+1) ≥ d+ 1 (l’autre ine´galite´ est claire).
Puisque cette suite est ge´ode´sique locale d’ordre d, on a dH(x0, xd) = d. On note
(F1, G1, ) . . . , (Fd−1, Gd−1) les d − 1 composantes de Reeb pour le couple (x0, xd) fournies par
le the´ore`me 2 de [8].
Montrons, dans un premier temps, que dH(xd+1, Gd−1) > 1. Pour cela, rappelons que
dH(xd−2, Fd−1) = 1 (voir ci-dessus). Si on avait e´galement dH(xd+1, Gd−1) ≤ 1, le lemme de
“de´viation des ge´ode´siques” donnerait dH(xd−2, xd+1) ≤ 2, ce qui contredirait le fait que la suite
(xi) est une ge´ode´sique locale d’ordre d avec d ≥ 3.
Ceci montre en particulier que le point xd n’appartient pas au bord Gd−1, et par conse´quent
Gd−1 se´pare xd des points xi, i < d. Notons Oxd(Gd−1) la composante connexe de R
2 \Gd−1 qui
contient xd. Puisque dH(xd, xd+1) = 1, il existe un arc libre reliant ces deux points ; et d’apre`s ce
qui pre´ce`de, cet arc ne peut pas rencontrer l’ensemble Gd−1. Par conse´quent le point xd+1 est dans
Oxd(Gd−1).
Conside´rons enfin un arc ge´ode´sique γ allant de x0 a` xd+1 ; nous souhaitons montrer que cet
arc est de H-longueur au moins d + 1. Cet arc doit rencontrer successivement tous les bords des
composantes de Reeb : F1, G1, . . . , Fd−1, Gd−1. Conside´rons une de´composition de γ. Pour chaque
entier i = 1, . . . , d − 1, cette de´composition a un sommet entre Fi et Gi (voir par exemple [8],
lemme 4.8). S’il n’y avait aucun autre sommet, alors le dernier sous-arc de la de´composition ren-
contrerait le bord Gd−1, ce qui contredirait l’ine´galite´ dH(xd+1, Gd−1) > 1. Par conse´quent la
8On utilise la notation usuelle dH (x, E) pour le minimum de la distance entre x et un point de l’ensemble E.
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de´composition a au moins d sommets, et γ a une H-longueur au moins e´gale a` d+1. Ceci prouve,
comme attendu, que dH(x0, xd+1) ≥ d+ 1. 
7.2 Classe d’e´quivalence canonique de suites ge´ode´siques
On se place maintenant sous les hypothe`ses habituelles : h est un home´omorphisme du plan,
pre´servant l’orientation, fixant uniquement 0, dont l’indice est diffe´rent de 1. Il s’agit principalement
de construire une suite ge´ode´sique pour le releve´ canonique h˜, τ -e´quivariante. Nous commenc¸ons
par le cas simple, ou` l’indice est assez loin de 1 ; puis nous examinerons les cas d’indice 0 ou 2 ;
enfin, nous montrerons l’unicite´ de la classe d’e´quivalence des suites ge´ode´siques e´quivariantes.
Preuve du premier point du corollaire 3.5, lorsque l’indice est diffe´rent de 0 ou 2 — Soit γ une
courbe de Jordan de degre´ 1 ge´ode´sique pour h. Notons d le module de h, et (si)i∈Z/dZ les sommets
d’une de´composition de γ, indexe´s dans l’ordre cyclique correspondant a` l’orientation positive de
γ. Soit Γ : R → R2 le releve´ de γ au reveˆtement universel du comple´mentaire du point fixe. Il
existe une suite (s˜i)i∈Z qui “rele`ve” la suite finie (si)i∈Z/dZ, au sens ou`
– π(s˜i) = si mod d pour tout i ;
– les points si, i ∈ Z sont indexe´s dans l’ordre correspondant a` l’orientation de Γ (on a notam-
ment τ(s˜i) = s˜i+d pour tout i).
Il est clair que le releve´ d’une courbe qui est libre pour h est libre pour h˜. On en de´duit que, pour
tout entier i,
dh˜(s˜i, s˜i+1) = 1.
En particulier, d’apre`s l’ine´galite´ triangulaire, on a dh˜(s˜i+d, s˜i) ≤ d. D’autre part, puisque h˜ est le
releve´ canonique de h, tout arc libre pour h˜ se projette en un arc libre pour h (proposition 3.1).
On en de´duit facilement que, pour tout entier i,
dh˜(s˜i+d, s˜i) ≥ d.
Finalement, on a dh˜(s˜i+d, s˜i) = d pour tout entier i. D’apre`s la remarque 7.1, la suite (s˜i)i∈Z est
une suite ge´ode´sique locale d’ordre d pour h˜.
Lorsque l’indice du point fixe est diffe´rent de 0, 1, 2, le module d est minore´ par 4 (proposi-
tion 3.2). On peut alors appliquer la proposition 3.4, et la suite (s˜i)i∈Z est aussi une suite ge´ode´sique
“globale”. 
Preuve du corollaire 3.5, lorsque l’indice vaut 0 ou 2 — On conside`re l’anneau R2/τ2, qui est




R2/τ2 ∪{0} ≃ R2
↓ ↓
R2/τ ∪{0} ≃ R2
(dans ce diagramme, la dernie`re fle`che est un reveˆtement a` deux feuillets ramifie´ au-dessus du
point 0). L’home´omorphisme h˜ induit un home´omorphisme h2 sur l’anneau R
2/τ2, qui s’etend en
un home´omorphisme du plan R2 qui fixe uniquement le point 0, et que l’on note encore h2. Cet
home´omorphisme est, bien suˆr, l’un des deux releve´s de l’home´omorphisme h par le reveˆtement a`
deux feuillets. On suppose que l’indice du point fixe de h est diffe´rent de 1. Montrons alors que,
pour le nouvel home´omorphisme h2, le point fixe est d’indice diffe´rent de 0, 1, 2 ; plus pre´cise´ment,
on va obtenir les relations suivantes.
Affirmation 7.3.
Indice(h2, 0) = Indiceτ2(h˜) + 1 = 2× Indiceτ (h˜) + 1 = 2× (Indice(h, 0)− 1) + 1.
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La deuxie`me e´galite´ suit imme´diatement des de´finitions de l’indice de h˜ par rapport aux trans-
lations τ et τ2. La dernie`re e´galite´ caracte´rise le releve´ canonique h˜ de h (proposition 3.1). Il nous
reste a` montrer la premie`re. Commenc¸ons par faire deux remarques.
1. Un arc libre pour h˜ se projette par π en un arc libre pour h (proprie´te´ du releve´ canonique) ;
par conse´quent sa projection au reveˆtement interme´diaire est encore un arc libre pour h2.
2. Il existe une droite de Brouwer 9 pour h d’extre´mite´s 0 et ∞ : ceci suit par exemple du
the´ore`me principal de [7] (the´ore`me D, p31). Elle se rele`ve clairement en une droite de
Brouwer pour h2.
La premie`re e´galite´ ci-dessus de´coule alors du lemme suivant (dont la preuve est rele´gue´e plus
bas). Le lemme est applique´ en remplac¸ant h par h2, τ par τ
2, et donc π par l’application quotient
R → R/τ2. Les deux remarques pre´ce´dentes consistaient en fait a` en ve´rifier les hypothe`ses dans
ce cadre.
Lemme 7.4. Soit h un home´omorphisme du plan, pre´servant l’orientation, fixant uniquement le
point 0. Supposons que h admette un releve´ h˜ tel que l’image par π de tout arc libre pour h˜ est
un arc libre pour h. Supposons de plus que h admette une droite de Brouwer ∆ d’extre´mite´s 0 et
l’infini. Alors on a la relation
Indice(h, 0) = Indiceτ (h˜) + 1.
En particulier, si Indice(h, 0) est diffe´rent de 1, alors h˜ est le releve´ canonique de h.
Nous pouvons maintenant achever la preuve du corollaire 3.5. On reprend les notations de la
preuve du corollaire dans le “bon” cas d’indice diffe´rent de 0, 1, 2 : en relevant les sommets d’une
courbe de Jordan γ ge´ode´sique pour h, on a construit une suite (s˜i)i∈Z, et il s’agit de voir qu’elle
est une suite ge´ode´sique globale pour h˜. Pour fixer les ide´es, supposons que le point fixe de h soit
d’indice 2. Remarquons tout d’abord qu’il peut arriver que le module de h soit supe´rieur ou e´gal
a` 3 ; dans ce cas, la suite est ge´ode´sique locale d’ordre 3, et la proposition 3.4 s’applique comme
avant, qui nous dit que c’est aussi une suite ge´ode´sique globale. On peut donc se restreindre au
cas ou` le module de h est e´gal a` 2. D’apre`s l’affirmation 7.3, le point fixe de h2 est d’indice 3. Le
module de h2 est donc minore´ par 4. D’autre part, comme h a pour module 2, et qu’un arc libre
pour h se rele`ve clairement en un arc libre pour h2, le module de h2 est aussi majore´ par 4. On a
donc
Module(h2) = 4 = 2×Module(h).
Par conse´quent, la courbe γ se rele`ve au reveˆtement a` deux feuillets en une courbe de Jordan
γ2 ge´ode´sique pour h2. On peut maintenant appliquer le “bon” cas a` la courbe γ2 : la suite de
ses sommets se rele`ve en une suite ge´ode´sique globale pour h˜. Cette suite n’est autre que la suite
(s˜i)i∈Z releve´e de la suite des sommets de γ. Ceci termine la preuve. 
Preuve du lemme — La preuve est une variante d’un morceau de la construction du releve´
canonique de [7] (proposition 4.17). Soit ∆˜ une droite topologique qui rele`ve ∆ ; c’est une droite
de Brouwer pour h˜. On commence par montrer qu’on a l’une des deux situations
τ−1(∆˜) < h˜(∆˜) < ∆˜ ou ∆˜ < h˜(∆˜) < τ(∆˜).
En effet, dans le cas contraire, puisque h(∆) est disjointe de ∆, on aurait h˜(∆˜) < τ−1(∆˜) < ∆˜
ou ∆˜ < τ(∆˜) < h˜(∆˜). On en de´duit que la bande de´limite´e par ∆˜ et τ(∆˜) est libre par h˜, et
on trouverait ainsi un arc libre pour h˜ qui se projette en un arc qui n’est pas libre pour h. Ceci
contredit nos hypothe`ses.
Pour fixer les ide´es, on se place dans le cas ou` ∆˜ < h˜(∆˜) < τ(∆˜). Tous les ite´re´s positifs de
∆˜ sont alors inclus dans la bande de´limite´e par ∆˜ et τ(∆˜) : dans le cas contraire, le domaine de
9 Rappelons la de´finition. On appelle droite topologique une application continue injective ∆ : R→ R2 \ {0} qui
se prolonge continuˆment en une application de la droite acheve´e {−∞} ∪ R ∪ {+∞} dans la sphe`re R2 ∪ {∞} en
envoyant −∞ et +∞ sur les points 0 ou ∞. Si la droite topologique ∆ va de 0 a` ∞, et si elle est disjointe de son
image h(∆), on dit que c’est une droite de Brouwer d’extre´mite´s 0 et ∞.
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translation engendre´ par ∆˜ rencontrerait τ(∆˜), et on trouverait un arc libre pour h˜ reliant un point
x˜ sur ∆˜ au point τ(x˜) (voir l’affirmation 3.4 de [8]) ; la projection par π de cet arc ne serait pas
un arc, contrairement aux hypohe`ses.
Ce qui pre´ce`de montre que la situation est la suivante :
∆˜ < h˜(∆˜) < h˜2(∆˜) < h˜3(∆˜) < τ(∆˜).
Quitte a` conjuguer h, on peut supposer que les ensembles ∆, . . . h3(∆) sont des demi-droites eu-






× R, i = 0 . . . 3
(et aussi τ(∆˜) = {1} ×R). En notant θ˜ : R2 → R la premie`re coordonne´e, on en de´duit facilement
la proprie´te´ (⋆) :




La relation d’indice en de´coule : c’est exactement l’objet du lemme 4.41 de [7]. 
8 Droites de Brouwer
Dans cette section, nous montrons comment construire une droite de Brouwer a` l’inte´rieur de
chaque composante de Reeb. D’une part, ceci sera un outil important dans la preuve de la formule
d’indice (section 9). D’autre part, l’existence d’une certaine famille de droites de Brouwer sera
l’une des proprie´te´s dynamiques lues sur l’indice par quarts-de-tour (section 12).
Rappelons qu’une droite de Brouwer pour un home´omorphisme de Brouwer H est une droite
topologique ∆, disjointe de son image parH , et qui se´pare son imageH(∆) de son image re´ciproque
H−1(∆).
Proposition 8.1. Soit H un home´omorphisme de Brouwer, et F une de´composition en briques
pour H. On conside`re une composante de Reeb (F,G) pour H (pour un couple de points (x, y)
quelconques). On suppose que F et G sont invariants par H. Alors il existe une droite de Brouwer
pour H, incluse dans F , qui se´pare F et G.
On rappelle qu’une chaˆıne de briques est une suite (B0, . . . Bk) de briques de la de´composition
F , telle que H(B0) rencontre B1, H(B1) rencontre B2, . . ., H(Bk−1) rencontre Bk. Le lemme de
Franks pour les briques dit que les briques d’une chaˆıne de briques sont toutes distinctes (cf. [7],
lemme 3.65 p64).
Lemme 8.2. Soit (x, y) un couple de points singulier pour un home´omorphisme de Brouwer H.
Alors il n’existe pas de chaˆıne de briques (B0, . . . Bk) telle que B0 contienne y et Bk contienne x.
Preuve du lemme 8.2 — On suppose, par l’absurde, qu’il existe une chaˆıne de briques comme
dans l’e´nonce´. Dans un premier temps, pour simplifier, supposons que x et y appartiennent respec-
tivement a` l’inte´rieur des briques Bk et B0. Si le couple (x, y) est singulier, par de´finition, il existe
un ite´re´ positif de Bk qui rencontre B0. On peut alors prolonger la suite (B0, . . . Bk) en une chaˆıne
de briques de B0 a` B0, ce qui est interdit par le lemme de Franks rappele´ ci-dessus.
Traitons le cas ge´ne´ral. Remarquons qu’un point est toujours inclus dans l’inte´rieur de la re´union
des briques qui le contiennent. D’autre part le couple (H(x), H−1(y)) est aussi singulier. Il existe
donc une brique Bk+1 qui contient H(x), et une brique B−1 qui contient H
−1(y), telles qu’un ite´re´
positif de Bk+1 rencontre B−1. La suite (B−1, B0, . . . , Bk, Bk+1) est encore une chaˆıne de briques,
et on peut la prolonger en une chaˆıne de briques de B−1 a` B−1, ce qui est interdit. 
Rappelons encore quelques de´finitions du texte [7]. Un attracteur strict est un ensemble E tel
que H(E) est inclus dans l’inte´rieur de E. E´tant donne´e une brique B, l’ensemble A+(B) est le
plus petit ensemble qui contient B, qui est une re´union de briques de F , et qui est un attracteur
strict. C’est un ensemble connexe.
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Preuve de la proposition 8.1 — On se place dans le cas ou` F ×G est singulier pour H (le cas
ou` F ×G est singulier pour H−1 est bien suˆr syme´trique). On conside`re l’ensemble
A+(G) :=
⋃{
A+(B), B brique rencontrant G
}
.
On montre facilement que cet ensemble contient G dans son inte´rieur, qu’il est connexe, que c’est
un attracteur strict. D’apre`s le lemme 8.2, il est disjoint de F . Soit alors ∆ la composante connexe
de la frontie`re de A+(G) qui se´pare F et G. C’est une droite topologique, elle est incluse dans le
1-squelette de la de´composition F . Comme elle est incluse dans la frontie`re d’un attracteur strict,
elle est libre. On ve´rifie facilement que ∆ se´pare H(∆) de H−1(∆) (en utilisant que F et G sont
connexes et invariants par H , et que ∆ se´pare F et G). C’est donc une droite de Brouwer. 
9 Formule d’indice
Dans cette section, nous prouvons le the´ore`me 4-bis, qui relie l’indice du releve´ canonique a`
l’indice symbolique. La preuve utilise la construction de droites de Brouwer dans les composantes
de Reeb (section 8), et la notion d’indice partiel entre deux droites de Brouwer ([7], section 3.3).
On conside`re un home´omorphisme h du plan, ve´rifiant les hypothe`ses habituelles (h pre´serve
l’orientation, le point 0 est son unique point fixe, l’indice de Poincare´-Lefschetz est diffe´rent de 1).
On reprend les notations du paragraphe 3.3 (h˜ est le releve´ canonique, Γ une droite ge´ode´sique
releve´e d’une courbe de Jordan ge´ode´sique γ, (x˜k)k∈Z la suite des sommets, (F˜k, G˜k)k∈Z la suite de
composantes de Reeb, et M˜([τ ]) le mot pe´riodique). L’ordre des bords des composantes de Reeb
est donne´ par · · · ≤ F˜k < G˜k ≤ F˜k+1 < G˜k+1 ≤ · · · (voir l’appendice B).
Preuve du the´ore`me 4-bis — On se donne une de´composition en briques ge´ode´siques F pour
h (lemme 6.2), qui est compatible avec la courbe de Jordan ge´ode´sique γ. L’ensemble F˜ = π−1(F)
est une de´composition en briques pour h˜ (proposition 3.1). L’intersection de cette de´composition
avec la droite Γ est une suite de sommets d’une de´composition de Γ, et on pourra supposer que
F˜ ∩ Γ = {x˜k, k ∈ Z}.
On applique maintenant la proposition 8.1 : pour chaque entier k, il existe une droite de
Brouwer ∆˜k, incluse dans F˜ , qui se´pare les deux bords de la composante de Reeb (F˜k, G˜k). On
a donc ne´cessairement ∆˜k ∩ Γ = {x˜k} : notamment, l’arc Γk = [x˜kx˜k+1]Γ est un arc libre qui va
de ∆˜k a` ∆˜k+1. D’autre part, puisque la de´composition F˜ est invariante par τ , et que la famille
des composantes de Reeb est e´quivariante, on peut supposer que ∆˜k+d = τ(∆˜k). L’ordre des
composantes de Reeb et des droites de Brouwer est alors donne´ par :
· · · ≤ F˜k < ∆˜k < G˜k ≤ F˜k+1 < ∆˜k+1 < G˜k+1 ≤ · · ·
On oriente chaque droite ∆˜k du bas vers le haut (voir la figure 13), et on note Og(∆˜k) le
demi-plan topologique ouvert situe´ a` gauche de ∆˜k. La droite Γ est oriente´e par l’action de τ (de la
gauche vers la droite sur la figure) ; on note OS(Γ) le demi-plan topologique ouvert situe´ a` droite de
Γ. On conside`re l’indexation (mi)i∈Z du mot M˜([τ ]) compatible avec les notations qui pre´ce´dent,
autrement dit :
– m2k =→ si et seulement si h˜(Γk−1) ∩ Γk 6= ∅ (de´finition 3.11 de [8]) ;
– m2k+1 =↓ si et seulement si G˜k et F˜k+1 sont de type dynamique Nord-Sud (de´finition 8.1
de [8]).
Voici deux autres liens entre le mot M˜([τ ]) et la dynamique de h˜ :
1. la fle`che m2k vaut → si et seulement si h˜(∆˜k) est situe´e a` droite de ∆˜k ;
2. supposons que m2k =→ et m2k+2 =← ; alors m2k+1 =↓ si et seulement si h˜(Γk) ⊂ OS(Γ).
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Fig. 13 – Preuve de la formule d’indice pour h˜
Le deuxie`me point est l’affirmation 8.5 de [8]. Expliquons le premier point, par contrappose´e. Si
h˜(∆˜k) est a` gauche de ∆˜k, alors le demi-plan Og(∆˜k) est attractif, i. e. on a
h˜(Og(∆˜k)) ⊂ Og(∆˜k).
Dans ce cas, la composante (F˜k, G˜k)k∈Z ne peut pas eˆtre singulie`re pour h˜. Par de´finition des
composantes de Reeb, elle est donc singulie`re pour h˜−1, et la fle`che m2k vaut ← ([8], the´ore`me
1-bis, fin de la section 4).
Nous pouvons maintenant commencer a` calculer l’indice de h˜ par rapport a` la translation τ .





La premie`re e´galite´ est une conse´quence imme´diate des de´finitions de l’indice de h˜ par rapport a` τ
et de l’indice partiel. La deuxie`me vient de la relation d’additivite´ ([7], lemme 3.38, p49). D’autre









La formule de´coulera alors imme´diatement du lemme-cle´ ci-dessous. 
Lemme 9.1. Pour tout entier k,
IP(∆˜k, ∆˜k+1) = IP(m2km2k+1m2k+2).
Preuve du lemme — Il s’agit d’utiliser les liens entre le mot et la dynamique. E´tudions
d’abord le cas ou` m2k = m2k+2. Alors l’indice partiel symbolique IP(m2km2k+1m2k+2) est nul
(pratiquement par de´finition). D’autre part, d’apre`s le point 1 ci-dessus, h˜ pousse les deux droites
∆˜k et ∆˜k+1 dans le meˆme sens ; autrement dit, avec le vocabulaire du texte [7], le couple (∆˜k, ∆˜k+1)
est indiffe´rent. De plus, l’arc Γk est libre et joint les deux droites. Par conse´quent, l’indice partiel
entre les deux droites est nul (lemme 3.39 de [7], p50). La conclusion du lemme est donc ve´rifie´e
dans le cas indiffe´rent.
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Il reste a` traiter les cas attractif et re´pulsif. Pour fixer les ide´es, supposons que le mot est
(→↓←), les autres cas se traitant par un raisonnement similaire. L’indice partiel du mot symbolique
vaut alors −1/2. D’apre`s le premier point ci-dessus, le couple (∆˜k, ∆˜k+1) est attractif ; d’apre`s le
deuxie`me point, l’image de l’arc libre Γk est situe´e dans le demi-plan OS(Γ), en dessous-de Γ.
On peut encore appliquer le lemme 3.39 de [7], qui affirme que l’indice partiel vaut −1/2, comme
attendu. 
10 Compatibilite´ des composantes de Reeb
Dans cette section, on montre que le reveˆtement π e´tablit une correspondance entre les com-
posantes de Reeb pour h˜ associe´es a` la ge´ode´sique [τ ] et les composantes de Reeb minimales de
h.
10.1 Un lemme de topologie
On conside`re une courbe de Jordan γ : S1 → R2 \ {0} de degre´ 1, et son releve´ Γ : R → R2.
Rappellons quelques notations et de´finitions de [8]. La droite topologique Γ e´tant oriente´e par
son parame´trage, on note ON (Γ) et OS(Γ) les deux composantes connexes du comple´mentaire
de Γ, situe´es respectivement a` gauche et a` droite de Γ. Notons que π(ON (Γ)) et π(OS(Γ)) sont
respectivement des voisinages pointe´s des points 0 et ∞ dans la sphe`re R2 ∪ {∞}. On se donne
une partie ferme´e C˜ du plan, qui rencontre Γ selon un ensemble compact. On de´finit une com-
pactification “Nord-Sud” de C˜ en munissant l’ensemble C˜ ∪ {N,S} d’une topologie compati-
ble avec celle de C˜, telle que des bases respectives de voisinages de N et S sont donne´es par
{ON (Γ) \ K,K compact du plan} et {OS(Γ) \ K,K compact du plan}. Comme dans [8], on dira
que C˜ se´pare les deux bouts de Γ si C˜ se´pare les deux composantes connexes non borne´es de
Γ \ C˜. Dans le cas ou` C˜ est connexe, ceci revient a` dire que l’ensemble C˜ ∪ {N,S} est encore
connexe, ou encore que N et S sont dans l’adhe´rence de C˜. On e´tend le reveˆtement π en posant
πˆ(N) = 0 , πˆ(S) =∞. On de´finit les ensembles C := π(C˜) et Cˆ := C ∪ {0,∞} = πˆ(C˜ ∪ {N,S}).
Lemme 10.1 (compatibilite´ topologique). Soit C˜ un ferme´ du plan, connexe, qui se´pare les
bouts de Γ. On suppose de plus que
1. les ensembles de la famille {τq(C˜), q ∈ Z} sont deux a` deux disjoints,
2. cette famille est localement finie (aucun compact du plan ne rencontre une infinite´ d’e´le´ments
de cette famille).
On a alors :
1. L’ensemble C est ferme´ (dans R2 \ {0}) et connexe ;
2. l’application πˆ induit un home´omorphisme de C˜ ∪ {N,S} sur Cˆ.
On appliquera ce lemme aux bords des composantes de Reeb de h˜, et aussi aux composantes
“remplies”, voir plus loin.
Preuve du lemme 10.1 — La de´monstration est laisse´e au lecteur. 
10.2 Compatibilite´ des composantes de Reeb
Soit h un home´omorphisme du plan, pre´servant l’orientation, fixant uniquement 0, d’indice
diffe´rent de 1. On conside`re le releve´ h˜ fourni par la proposition 3.1.
Preuve de la proposition 3.7 — On reprend les notations de la section 3.3. Soit (F˜ , G˜) une
composante de Reeb minimale pour h˜ associe´e a` [τ ]. Quitte a` de´caler les indices, on supposera que
(F˜ , G˜) = (F˜0, G˜0). Rappellons que O(F˜ , G˜) de´signe l’unique composante connexe de R
2 \ (F˜ ∪ G˜)
dont l’adhe´rence rencontre a` la fois F˜ et G˜. On notera C˜ l’adhe´rence de O(F˜ , G˜) ; C˜ est en fait e´gal
28
a` F˜ ∪O(F˜ , G˜)∪ G˜ 10. On veut appliquer le lemme 10.1 a` l’ensemble C˜. Il est clair que C˜ est ferme´,
connexe, et se´pare les bouts de Γ. Montrons que les e´le´ments de la famille {τq(C˜), q ∈ Z} sont deux a`
deux disjoints, et que la famille est localement finie. Comme (F˜ , G˜) est la composante de Reeb min-
imale associe´e au couple (x˜−1, x˜1), par unicite´ des composantes de Reeb minimales, (τ
q(F˜ ), τq(G˜))
est la composante de Reeb minimale associe´e au couple (τq(x˜−1), τ
q(x˜+1)) = (x˜qd−1, x˜qd+1), ou` d
est le module de h. Puisque d ≥ 2, on a donc
F˜ < O(F˜ , G˜) < G˜ < τq(F˜ ) < τq(O(F˜ , G˜)) < τq(G˜).
On en de´duit que les ensembles C˜ et τq(C˜) sont disjoints. Supposons maintenant que la famille
n’est pas localement finie. Il existe alors un point z˜ dont tout voisinage V rencontre une infinite´
d’e´le´ments de la famille. Choisissons un voisinage V connexe et libre, et notons q1 et q2 deux entiers
tels que τq1 (C˜) et τq2 (C˜) rencontrent V , avec q1 < q2. Comme le module d est plus grand que 2,
il existe une composante de reeb (F˜k, G˜k) situe´e entre τ
q1(C˜) et τq2 (C˜) :
τq1(C˜) < F˜k < G˜k < τ
q2(C˜).
Puisque V est connexe et rencontre les deux ensembles extreˆmes, il doit rencontrer aussi F˜k et
G˜k. Comme V est libre, on a trouve´ un point x˜ de F˜k et un point y˜ de G˜k tels que dh˜(x˜, y˜) = 1.
Mais puisque (F˜k, G˜k) est une composante de Reeb, le couple (x˜, y˜) est singulier pour h˜ ou h˜
−1, et
on devrait avoir dh˜(x˜, y˜) = 2 ([8], lemme 4.2), ce qui est absurde. La famille est donc localement
finie, et le lemme 10.1 s’applique : on en de´duit que l’application πˆ est un home´omorphisme de
C˜ ∪ {N,S} sur son image, et que les ensembles F = π(F˜ ) et G = π(G˜) sont ferme´s dans R2 \ {0},
connexes, et Fˆ et Gˆ sont encore connexes. Ceci prouve que F et G ont la topologie requise pour
former une composante de Reeb (deux premiers points de la de´finition 2.3).
Montrons alors qu’il existe ε = ±1 tel que tout couple (x˜, y˜) ∈ F˜ × G˜ est singulier via l’ouvert
O(F˜ , G˜) pour l’home´omorphisme hε. Rappelons que les ensembles F˜ , O(F˜ , G˜) et G˜ sont invari-
ants par h˜ ([8], lemme 7.10, point 3). Par de´finition des composantes de Reeb, tout couple (x˜, y˜)
dans F˜ × G˜ est singulier pour h˜ ou h˜−1, et il s’agit de voir que (x˜, y˜) est singulier via l’ouvert
O(F˜ , G˜). Soit OG˜(F˜ ) la composante connexe du comple´mentaire de F˜ qui contient G˜. On note F
le comple´mentaire de OG˜(F˜ ). On de´finit syme´triquement l’ensemble G. Les ensembles F et G sont
ferme´s et contiennent respectivement les ensembles F˜ et G˜, ils sont invariants par h˜, et on a une
partition du plan
R
2 = F ∪O(F˜ , G˜) ∪ G.
Soient Vx˜ un voisinage de x˜ disjoint de G, et Vy˜ un voisinage de y˜ disjoint de F . Pour tout entier n,
h˜n(Vx˜)∩Vy˜ ⊂ O(F˜ , G˜). Ceci prouve que le couple singulier (x˜, y˜) est singulier via l’ouvert O(F˜ , G˜).
Les ensembles F˜ et G˜ sont invariants par h˜, par conse´quent F et G sont invariants par h.
L’ensemble π(O(F˜ , G˜)) co¨ıncide avec le domaine O(F,G) (par de´finition, voir l’appendice B). Il est
alors clair que F×G est inclus dans l’ensemble des couples singuliers pour h±1 via l’ouvertO(F,G).
Le couple (F,G) est donc une composante de Reeb. On montre facilement que la minimalite´ de la
composante de Reeb (F˜ , G˜) entraˆıne celle de (F,G).
Nous avons montre´ la premie`re implication de la proposition. Montrons la deuxie`me. Soit (F,G)
une composante de Reeb pour h. On a l’ordre cyclique
F < O(F,G) < G < O(G,F ) < F.
Par de´finition de l’ordre cyclique, on peut choisir une composante connexe F˜ de π−1(F ) et une
composante connexe G˜ de π−1(G) de fac¸on a` ce que
F˜ < O(F˜ , G˜) < G˜ < O(G˜, τ(F˜ )) < τ(F˜ ),
et on a π(O(F˜ , G˜)) = O(F,G). L’ensemble C˜ := F˜ ∪O(F˜ , G˜)∪G˜ est alors disjoint de ses images par
les applications τq. D’autre part, puisque son image par π est ferme´e, il est ferme´, et la famille de ses
10En effet, la h˜-boule B1(x˜1) est un ouvert connexe disjoint de F˜ , et son adhe´rence contient F˜ par construction
des composantes de Reeb : voir [8], section 4.3.
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ite´re´s par τ est localement finie : d’apre`s le lemme 10.1, l’application π induit un home´omorphisme
de C˜ sur son image.
D’autre part, les ensembles F et G sont invariants par h (par hypothe`se) ; comme h pre´serve
l’orientation, l’ensemble O(F,G) est aussi invariant par h. Par conse´quent, l’ensemble C˜ est in-
variant ou libre pour h˜. Montrons qu’il n’est pas libre : dans le cas contraire, on conside`re un
arc γ, dans l’ouvert connexe invariant O(F,G), reliant un point a` son image par h ; le releve´ de
γ dans O(F˜ , G˜) serait un arc libre, bien que γ ne soit pas libre, ce qui contredit la proprie´te´ du
releve´ canonique (proposition 3.1). On en de´duit que F˜ et G˜ sont invariants par h˜ ; l’application π
conjugue les restrictions respectives de h˜ et h. Notamment, le produit F˜ × G˜ est singulier pour h˜
ou pour h˜−1. On conside`re alors la suite ge´ode´sique (x˜k)k∈Z. Pour tout k assez grand, l’ensemble F˜
se´pare le point x˜−k de l’ensemble G˜∪{x˜k} ; de meˆme, l’ensemble G˜ se´pare le point x˜k de l’ensemble
F˜ ∪{x˜−k} Ceci montre que le couple (F˜ , G˜) est une composante de Reeb pour (x˜−k, x˜k). On montre
facilement que la minimalite´ de la composante de Reeb (F,G) entraˆıne celle de (F˜ , G˜). D’apre`s le
lemme 7.8 de [8], (F˜ , G˜) est bien une composante de Reeb associe´e a` la suite ge´ode´sique (x˜i)i∈Z,
ce qui termine la preuve de la deuxie`me implication de la proposition. 
Quatrie`me partie
Conse´quences dynamiques
Dans toute cette partie, on conside`re un home´omorphisme h du plan, ve´rifiant les hypothe`ses
habituelles (h pre´serve l’orientation, fixe uniquement 0, avec un indice diffe´rent de 1). Dans la
section 11, on construit des ouverts de points ayant la meˆme dynamique, indique´e par les fle`ches
du mot M(h) (the´ore`me 5). En corollaire, on pre´cise un the´ore`me de Pelikan et Slaminka ([10]) :
l’indice de Poincare´-Lefschetz d’un point fixe isole´ pour un home´omorphisme de surface qui pre´serve
une bonne mesure est infe´rieur ou e´gal a` 1, et son indice par quarts-de-tour est trivial. Dans la
section 12, on montre comment lire sur le mot M(h) l’existence de droites de Brouwer organise´es
en croissants et pe´tales, ce qui pre´cise le the´ore`me D de [7] (p31). Dans la section 13, on montre
une proprie´te´ dynamique des secteurs indiffe´rents, et on propose une conjecture sur l’existence
d’ensembles stables et instables canoniques.
11 Ouverts dynamiquement cohe´rents
Dans cette partie, on associe canoniquement a` h des ouverts, en nombre e´gal au module de h,
constitue´s de points dont le comportement dynamique est indique´ par l’indice par quarts-de-tour.
On en de´duira que l’indice par quarts-de-tour d’un home´omorphisme conservatif est trivial.
11.1 De´finition
On conside`re le releve´ canonique h˜ de h. Dans ce qui pre´ce`de, on a associe´ (canoniquement)
a` h une classe d’e´quivalence [τ ] de suites ge´ode´siques e´quivariantes. La suite de composantes de
Reeb associe´e a` [τ ] est de´signe´e par ((F˜k, G˜k))k∈Z. Pour chaque entier k, on de´finit un ensem-
ble δ˜k de la manie`re suivante. Choisissons une courbe de Jordan ge´ode´sique γ, et Γ la droite
topologique qui rele`ve γ. Donnons-nous, comme avant, une de´composition minimale de Γ qui
rele`ve une de´composition de γ ; cette de´composition admet exactement un sommet x˜k dans l’ou-
vert O(F˜k, G˜k) entre F˜k et G˜k. On de´finit δ˜k comme l’ensemble des points x˜k obtenus de cette
manie`re (pour tous les choix possibles d’une courbe ge´ode´sique γ munie d’une de´composition).
Proposition 11.1. L’ensemble δ˜k est un ouvert non vide, invariant par h˜, inclus dans l’ouvert
O(F˜k, G˜k) situe´ entre F˜k et G˜k. La suite (δ˜k)k∈Z est e´quivariante, elle est canoniquement associe´e
a` h.
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Preuve — Le fait d’eˆtre libre est une proprie´te´ stable : tout arc assez proche d’un arc libre
est libre. Le fait que δk soit ouvert provient essentiellement de cette remarque. Le reste de la
proposition est imme´diat. 
De´finition 11.2. L’ensemble δk := π(δ˜k) est appele´ ouvert des sommets associe´ a` la composante
de Reeb (Fk, Gk).
The´ore`me 5. La suite d’ouverts
(δk)k∈Z/dZ
est canoniquement associe´e a` h ; chacun de ces ouverts est constitue´ de points ayant la meˆme
dynamique, qui est indique´e par l’indice par quarts-de-tour : plus pre´cise´ment, pour tout point x
dans δk, on a
α(x) = α(m2k−1 m2k m2k+1) et ω(x) = ω(m2k−1 m2k m2k+1).
Preuve — Ici encore, tout est e´vident : notamment, la dynamique des sommets est de´ja` donne´e
par le the´ore`me 3. 
11.2 Indice des home´omorphismes conservatifs
L’e´nonce´ suivant pre´cise un re´sultat de Pelikan et Slaminka ([10], voir aussi Le Calvez [5],
Simon [13], Nikiˇsin [9]).
Corollaire 11.3. Soit h0 un home´omorphisme d’une surface orientable S, pre´servant l’orientation,
et x0 un point fixe isole´ de h0. Supposons que h0 pre´serve une mesure µ0 qui charge les ouverts,
et qui est finie sur un voisinage de x0. Si de plus l’indice du point fixe est diffe´rent de 1, alors
1. le module de h0 en x0 est pair ;
2. l’indice par quarts-de-tour de h0 en x0 est pe´riodique de pe´riode 4,
M(h0, x0) = (↑→↓← · · · ) ;
3. l’indice de Poincare´-Lefschetz du point x0 est e´gal a` 1−
Module(h)
2 .
En particulier, l’indice est toujours infe´rieur ou e´gal a` 1.
Preuve — On commence par se ramener au cadre de l’article en appliquant les propositions 1.1
et 1.2, qui nous fournissent un home´omorphisme h du plan, fixant uniquement le point 0, et qui
est localement conjugue´ a` h0. De plus, la mesure µ0 se rele`ve en une mesure µ, invariante par h,
qui charge les ouverts et est finie sur un voisinage V du point fixe 0.11 Conside´rons les ensembles
stables
W sloc(0) := {x ∈ R
2 | ∀n ≥ 0, hn(x) ∈ V }
et
W s(0) := {x ∈ R2 | ω(x) = {0} }.
Puisque tout point posse`de un voisinage errant, et que la mesure de V est finie, la mesure de





On en de´duit que l’ensemble W s(0) est aussi de mesure nulle.
Montrons alors par l’absurde que l’indice M(h) ne contient pas la se´quence (↑←). Dans le cas
contraire, le the´ore`me 5 nous fournit un ouvert δ inclus dans l’ensemble W s(0). Comme la mesure
µ charge les ouverts, on a une contradiction.
11Soit p l’application fournie par la proposition 1.1 ; alors pour tout disque topologique D sur lequel p est injective,
on a µ(D) = µ0(p(D)). Cette proprie´te´ caracte´rise la mesure µ.
31
On montre de la meˆme manie`re queM(h) ne contient aucune des se´quences (→↑), (↓→), (←↓).
On en de´duit que le mot M(h) est obtenu en concate´nant un certain nombre de copies de la
se´quence (↑→↓←). En particulier, il est pe´riodique de pe´riode 4. Comme sa longueur est le double
du module, le module de h est pair. Le the´ore`me 4 donne alors
Indice(h, 0) = Indice(M(h)) = 1 +
Module(h)
2





12 Croissants et pe´tales
Dans cette section, nous expliquons comment on peut lire sur l’indice par quarts-de-tour l’ex-
istence d’un certain nombre de droites de Brouwer. Ceci pre´cise le the´ore`me principal du texte [7]
(the´ore`me D, p31).
12.1 Croissants
Rappelons qu’une droite de Brouwer pour h est une droite topologique qui va de 0 a` ∞ et qui
est disjointe de son image par h (voir la note 9 a` la section 7.2). La the´orie de Brouwer permet
notamment de voir qu’une telle droite est disjointe de tous ses ite´re´s (voir [7], affirmation 3.25,
p42).
Proposition 12.1. On reprend les notations du the´ore`me 1. Pour chaque entier k entre 1 et d, il
existe une droite de Brouwer ∆k, d’extre´mite´s 0 et ∞, contenue dans l’ouvert O(Fk, Gk). De plus,
la fle`che m2k est e´gale a` → si et seulement si on a l’ordre cyclique
h−1(∆k) < ∆k < h(∆k) < h
−1(∆k).
Preuve — Il suffit de poser ∆k = π(∆˜k), ou` ∆˜k est la droite de Brouwer pour h˜ obtenue a` la
section 9. Comme ∆˜k est libre, et que π projette les arcs libres pour h˜ en des arcs, la courbe ∆k est
sans point double. Comme elle est sans point double et incluse dans une de´composition en briques
F , elle est proprement plonge´e : c’est donc une droite topologique. Puisqu’elle est transverse a`
la courbe de Jordan γ = π(Γ), elle va de 0 a` ∞. Comme c’est la projete´e d’une droite libre, et
que π projette les arcs libres pour h˜ en des arcs libres, elle est encore libre : c’est donc une droite
de Brouwer. Il reste a` comprendre le lien avec l’indice par quarts-de-tour : or nous avons de´ja`
vu que m2k =→ si et seulement si h˜(∆˜k) est situe´e a` droite de ∆˜k (voir la section 9, preuve du
the´ore`me 4). Ceci implique la fin de la proposition. 
12.2 Pe´tales
Rappelons qu’un pe´tale attractif base´ en 0 est un disque topologique ferme´ P du plan, qui
contient le point 0 dans son bord, et qui est un attracteur strict, au sens ou` h(P ) ⊂ Int(P ) ∪ {0}.
On de´finit de manie`re analogue les pe´tales re´pulsifs base´s en 0, et les pe´tales attractifs ou re´pulsifs
base´s en l’infini. Par de´finition, le bord d’un pe´tale base´ en 0 (resp. l’infini) est une droite de
Brouwer d’extre´mite´s 0 (resp. ∞). La proposition suivante est illustre´e sur la figure 14.
Proposition 12.2. Soit k un entier modulo d. Supposons que le sous-mot (m2km2k+1m2k+2) du
mot cyclique M(h) soit e´gal a` (→↑←). Alors il existe un pe´tale attractif Pk base´ en 0. De plus, on
peut choisir Pk et les droites de Brouwer de la proposition 12.1 pour avoir
Pk ⊂ O(∆k,∆k+1) ∪ {0}.







Fig. 14 – Pe´tales et croissants
Bien suˆr, on a un re´sultat analogue pour les autres types de pe´tales, qui sont induits par les
se´quences (←↓→), (→↓←) et (←↑→). En corollaire, on trouve une nouvelle de´monstration de la
version topologique du the´ore`me de la fleur de Leau-Fatou (the´ore`me A de [7]) : si l’indice de
Poincare´-Lefschetz du point fixe est p + 1 > 1, la formule reliant l’indice a` l’indice par quarts-de-
tour permet de voir qu’on a trouve´ au moins 2p croissants alternativement attractifs et re´pulsifs
autour du point fixe (ceci ne´cessite un raisonnement combinatoire tout a` fait analogue a` la preuve
du the´ore`me F du texte [7] (p81).
Preuve — On se donne une de´composition en briques F ge´ode´sique pour h (lemme 6.2).
On peut choisir les droites ∆k,∆k+1 incluses dans F . Elles de´limitent alors ce qu’on a appele´ un
croissant attractif simplicial dans le texte [7]. Comme la de´composition est ge´ode´sique, il existe une
brique Bk qui traverse le croissant (i.e. elle rencontre ∆k et ∆k+1) ; de plus, la fle`che m2k+1 =↑
indique que h(Bk) est au-dessus de Bk dans le croissant. Comme a` la section 8, on conside`re le plus
petit ensemble A+(Bk) qui contient Bk, qui est re´union de briques et qui est un attracteur strict.
Il existe une unique composante connexe ∆′k du bord de A
+(Bk) qui rencontre Bk. On montre
facilement que ∆′k est une droite de Brouwer d’extre´mite´s 0, et qu’elle de´limite un pe´tale attractif
Pk base´ en 0 et inclus dans le croissant ferme´ de´limite´ par ∆k et ∆k+1. Le lemme 5.1 de [7] (p104)
dit que tout pe´tale attractif simplicial contient des pe´tales attractifs arbitrairement petits, ce qui
explique la dernie`re phrase de la proposition. Enfin, si Pk est un pe´tale attractif base´ en 0 et inclus
dans le croissant ferme´ de´limite´ par ∆k et ∆k+1, alors l’ensemble h(Pk) est encore un pe´tale, et
est inclus dans O(∆k,∆k+1) ∪ {0}. 
13 Autres proprie´te´s
13.1 Orbites a` rebrousse-poils des secteurs indiffe´rents
Proposition 13.1. Supposons que le mot M(h) contienne deux fle`ches verticales successives du
meˆme type,
(m2k−1m2km2k+1) = (↓ ? ↓)
ou` le point d’interrogation de´signe n’importe laquelle des deux fle`ches → ou ←. Alors l’ouvert
O(Fk, Gk) contient un point z dont la dynamique est inverse de celle indique´e par les fle`ches :
α(z) =∞ 6= α(↓ ? ↓), ω(z) = 0 6= ω(↓ ? ↓).
Bien suˆr, on a un re´sultat analogue pour les mots (↑ ? ↑).
Preuve — Nous allons utiliser le lemme 9.5 de l’article [8], dont voici l’e´nonce´ adapte´ a` notre
contexte.
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Lemme 13.2. Supposons que pour tout voisinage V∞ de l’infini dans la sphe`re R
2 ∪{∞}, et pour
tout voisinage V0 de 0, il existe un entier positif n et un point x1 de O(Fk, Gk) tel que x1 ∈ V∞ et
hn(x1) ∈ V0. Alors l’adhe´rence de O(Fk, Gk) contient un point de W∞→0.
Ve´rifions tout d’abord les hypothe`ses du lemme. On se donne un voisinage V∞ de l’infini et un
voisinage V0 de 0. Par de´finition des fle`ches verticales, les bords Fk et Gk sont tous les deux de
type dynamique 0 → ∞. En particulier, on peut trouver un point x dans Fk et un point y dans
Gk, tels que x et y sont tous les deux dans l’ensemble W0→∞. Quitte a` remplacer x par l’un de ses
ite´re´s positifs, on peut supposer que x ∈ V∞ ; de meˆme, quitte a` remplacer y par l’un de ses ite´re´s
ne´gatifs, on peut supposer que y ∈ V0. Par de´finition des composantes de Reeb, le couple (x, y) est
singulier via l’ouvert O(Fk, Gk) : en particulier, il existe un point x1 ve´rifiant les hypothe`ses du
lemme.
On en conclut que l’adhe´rence de O(Fk, Gk) contient un point z de W∞→0. D’apre`s la propo-
sition 2.5 et la de´finition des fle`ches verticales, les bords Fk, Gk ne contiennent aucun point allant
de ∞ a` 0 ; par conse´quent, le point z appartient a`
Adh(O(Fk, Gk)) \ (Fk ∪Gk) = O(Fk, Gk),
ce que l’on voulait. 
13.2 Une conjecture concernant les branches stables et instables
De´finition 13.3. On appelle branche he´te´rocline une partie b de R2 \ {0} qui est une composante
connexe de l’ensemble W0→∞ ou de l’ensemble W∞→0, et qui est invariante par h.
Conjecture. Notons d le module de h. Alors il existe exactement d branches he´te´roclines
b1, . . . , bd.
On peut choisir l’indexation pour que la branche bk rencontre les bords Gk et Fk+1 des composantes
de Reeb. La dynamique dans bk est alors donne´e par le mot M(h) :
bk ⊂W0→∞ si et seulement si m2k+1 =↓,
bk ⊂W∞→0 si et seulement si m2k+1 =↑ .
Voici ce que l’on sait dans la direction de cette conjecture. Chaque bord de composante de Reeb
rencontre une unique branche he´te´rocline (proposition 2.5). Notons b(Fk) la branche qui rencontre
Fk. Supposons que le mot M(h) contienne une sous-suite de fle`ches alternativement ↑ et ↓ :
(m2k0+1,m2k1+1, . . . ,m2kp+1) = (↑, ↓, . . . , ↓)
avec 1 ≤ k0 < · · · < kp ≤ d. Alors les branches correspondantes
b(F2k0+1), b(F2k1+1), . . . , b(F2kp+1)
sont deux a` deux disjointes. En effet, deux branches de types dynamiques distincts sont clairement
disjointes ; en utilisant la proposition 2.5, on voit que l’ensemble F2k0+1∪F2k2+1 se´pare les ensembles
b(F2k1+1) et b(F2k3+1) (si p ≥ 4). D’autre part, en utilisant la formule d’indice, on montre facilement
que le mot M(h) contient une telle sous-suite, avec p = 2 | Indice(h, 0) − 1 |. On en de´duit qu’il
existe au moins 2 | Indice(h, 0)− 1 | branches he´te´roclines. Il resterait a` montrer :
1. b(Gk) = b(Fk+1) ;
2. b(Fk) 6= b(Gk) ;
3. toute branche he´te´rocline rencontre un bord de composante de Reeb.
Le point 3 impliquerait qu’il n’existe qu’un nombre fini de branches he´te´roclines, ce qui n’est pas
connu. Le plus difficile est probablement le point 2 (dans le cas ou` les deux branches sont du meˆme
type dynamique). Notons ne´anmoins que, dans le cas conservatif, ce point est trivial, puisque les




A Points fixes d’indice 1
Dans cette section, nous conside´rons un home´omorphisme du plan, pre´servant l’orientation,
fixant uniquement 0. Nous montrons que tous les re´sultats de l’article restent valables quand l’indice
de Poincare´-Lefschetz du point fixe est e´gal a` 1, a` condition de supposer que le module de h (de´fini
ci-dessous) est assez grand.12 Nous reprendrons implicitement la plupart des de´finitions donne´es
dans la section 2 en indice diffe´rent de 1, en explicitant seulement celles qui posent proble`me. En
particulier, la section suivante contient une de´finition du module de h.
Comme dans le cadre du de´but de l’article, les exemples mode`les sont obtenus en recollant
un certain nombre de secteurs hyperboliques, elliptiques et indiffe´rents (voir l’introduction, sec-
tion 1.3). Si il y a autant de secteurs hyperboliques que de secteurs elliptiques, alors l’indice du
mode`le est e´gal a` 1. D’autre part, le module est e´gal au nombre total de secteurs. On construit
ainsi une infinite´ de mode`les d’indice 1 et de modules supe´rieurs ou e´gaux a` 4, qui auront des
indices par quarts-de-tour deux a` deux distincts.
Fig. 15 – Deux mode`les d’indice 1 et de module 4 (correspondant aux mots (↑→↓→↑→↓→) et
(↑←↓→↑→↓←)). Notons que le premier exemple ne ve´rifie pas la conclusion du lemme de Franks
(il admet des chaˆınes de disques pe´riodiques), contrairement au second.
A.1 Courbes de Jordan ge´ode´siques
Lorsque l’indice de Poincare´-Lefschetz du point fixe est diffe´rent de 1, les notions de
de´composition et de h-longueur d’une courbe ferme´e ont e´te´ de´finies a` la section 2.4. On adopte
les meˆmes de´finitions lorsque l’indice est e´gal a` 1. La caracte´risation du module donne´e (en indice
diffe´rent de 1) par la premie`re partie de la proposition 2.11 permet alors de ge´ne´raliser la notion
de module.
De´finition A.1. Le module de h est le minimum des h-longueurs des courbes ferme´es γ de degre´
1.
On reprend aussi la de´finition des courbes ge´ode´siques. En recopiant la preuve de la deuxie`me
partie de la proposition 2.11, (section 5), on obtient le re´sultat plus ge´ne´ral suivant.
Proposition A.2. Soit h un home´omorphisme du plan, pre´servant l’orientation, fixant unique-
ment le point 0. Alors il existe une courbe de Jordan ge´ode´sique pour h.
A.2 Construction du releve´ canonique
Pour mimer la construction en indice diffe´rent de 1, il nous faut maintenant e´tablir l’existence
d’un releve´ canonique de h, qui satisfasse les meˆmes proprie´te´s qu’avant. Ceci est l’objet de la
pre´sente section.
12L’hypothe`se retenue est “Module(h) ≥ 4”. En fait, avec un peu plus d’effort, on peut voir que la the´orie marche
encore en supposant seulement “Module(h) ≥ 3”.
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Rappelons que pour choisir un releve´ de h au reveˆtement universel, il suffit de choisir un point
x et une courbe γ reliant x a` h(x) : il existe alors un unique releve´ h˜ de h tel que pour tout releve´
x˜ de x, le releve´ de γ issu de x˜ a pour autre extre´mite´ h˜(x˜) ; on dira alors que h˜ est le releve´ associe´
a` γ. Les arcs de translation sont des cas particuliers de courbes reliant un point a` son image.
De´finition A.3. Un arc γ du plan est un arc de translation pour h (au point x) si γ va de x a`
h(x), et si γ ∩ h(γ) = {h(x)}.
Proposition A.4. Soit h un home´omorphisme du plan pre´servant l’orientation, fixant le point 0.
On suppose que
Module(h) ≥ 4.
Alors il existe un unique releve´ h˜ de h par π, appele´ releve´ canonique de h, pour lequel tout releve´
de tout arc de translation de h est un arc de translation de h˜. De plus,
1. l’image par π de tout arc libre pour h˜ est un arc libre pour h ;
2. si F est une de´composition en briques pour h, alors F˜ := π−1(F) est une de´composition en
briques pour h˜ ;
3. on a la formule d’indice
Indiceτ (h˜) = Indice(h, 0)− 1.
Nous prouvons d’abord la premie`re partie de l’e´nonce´, les proprie´te´s 1 et 2 seront de´montre´es
dans la section suivante, la proprie´te´ 3 sera obtenue seulement a` la section A.4.
Preuve de la premie`re partie de la proposition A.4 (structure) — Nous donnons d’abord la
structure de la preuve, fonde´e sur trois affirmations. Nous de´montrons ensuite les trois affirmations.
La premie`re e´tape de la preuve consiste a` montrer qu’il existe des arcs de translation pour h.
Affirmation A.5. Pour tout point x 6= 0, il existe un arc de translation pour h au point x.
On peut maintenant choisir un point x0, un arc de translation γ au point x0, et appeler h˜ le
releve´ associe´ a` γ. Il s’agit ensuite de voir que tous les arcs de translation induisent le meˆme releve´.
Nous fixons d’abord le point x0, et nous montrons que h˜ ne de´pend pas du choix de γ. Ceci revient
a` s’inte´resser aux classes d’homotopie des arcs de translation, ce que fait la deuxie`me affirmation.
Affirmation A.6. Soient γ1 et γ2 deux arcs de translation tels que γ1(0) = γ2(0) (et donc aussi
γ1(1) = γ2(1)). Alors ces deux arcs sont homotopes, a` extre´mite´s fixe´es, dans R
2 \ {0}.
Il reste enfin a` ve´rifier que le releve´ h˜ ne de´pend pas non plus du choix du point x0. Par connexite´
de l’espace R2\{0}, il suffit de voir ceci localement. Ceci revient a` construire, localement, une famille
continue d’arcs de translation, et c’est l’objet de la dernie`re affirmation.
Affirmation A.7. Soit x0 un point de R
2\{0}. Il existe alors un voisinage V de x0, et une famille
continue (γx)x∈V d’arcs tels que, pour tout point x de V , l’arc γx est un arc de translation au point
x.
La continuite´ de la famille (γx) s’entend au sens de la topologie de la convergence uniforme sur
l’espace des arcs. Ceci termine la preuve de la premie`re partie de la proposition a` partir des trois
affirmations. 
Nous aurons besoin du lemme suivant (qui est a` rapprocher des techniques de la section 5).
Lemme A.8. Soit γ : [0, 1] → R2 \ {0} une courbe ferme´e. Si γ est de degre´ > 1, alors il existe
deux re´els t1, t2, 0 ≤ t1 < t2 ≤ 1, tels que [t1t2]γ est une courbe ferme´e de degre´ 1. En particulier,
la h-longueur de γ est supe´rieure ou e´gale au module de h.
En re´alite´, on pourra montrer (a posteriori) que la h-longueur de γ est minore´e par le module
de h multiplie´ par la valeur absolue du degre´ de γ.
Preuve du lemme — Soit γ˜ : [0, 1] → R2 une courbe du plan qui rele`ve γ. Notons k > 1 le
degre´ de γ ; par hypothe`se, on a γ˜(1) = τk(γ˜(0)). Or si τ(γ˜) ne rencontrait pas γ˜, alors aucun des
ite´re´s de γ par τ ne rencontrerait γ (on peut voir ceci comme une conse´quence du lemme de Franks
applique´ a` la translation τ). On en de´duit le re´sultat. 
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Nous prouvons maintenant les trois affirmations.
Preuve de l’affirmation A.5 — Soit x 6= 0, on cherche un arc de translation au point x. On va
re´utiliser une construction classique des arcs de translation pour les home´omorphismes de Brouwer.
Quitte a` conjuguer, on peut supposer que le point x est plus proche de son image par h que du
point fixe 0 (pour la distance euclidienne). On conside`re maintenant un disque euclidien D, centre´
en x, de rayon r. Si r est assez petit, le disque est libre (disjoint de son image) ; si r est e´gal a` la
distance de x a` h(x), il ne l’est plus ; on peut donc choisir pour r la plus petite valeur pour laquelle
D n’est pas libre. Le disque D ne contient pas le point fixe 0, et est un disque critique, c’est-a`-dire
qu’il ve´rifie
– D n’est pas libre,
– l’inte´rieur de D est libre.
Il existe donc un point y sur le bord du disque D dont l’image h(y) est aussi sur le bord de D.
On de´finit les segments euclidiens α1 reliant y a` x, et α2 reliant x a` h(y), et on conside`re l’arc α














Fig. 16 – Construction d’un arc de translation
Soit A la courbe infinie obtenue en concate´nant tous les ite´re´s de α :
A = · · ·h−1(α) ⋆ α ⋆ h(α) ⋆ · · · .
Voici l’ide´e de la fin de la preuve. Supposons que cette courbe infinie A ait un point double, elle
contient alors une courbe de Jordan J . A` l’aide de la the´orie de Brouwer, on va montrer que la
courbe J doit entourer le point fixe 0 ; mais alors, si le module de h est assez grand, J doit contenir
suffisamment d’ite´re´s de l’arc “presque libre” α ; et l’arc α2 ⋆ h(α1) sera un arc de translation au
point x. 13
Re´alisons cette ide´e. Soit h˜ l’home´omorphisme releve´ de h associe´ a` l’arc α. On conside`re un
disque topologique D˜, composante connexe de π−1(D) ; on note y˜ et α˜ les releve´s respectifs de y
et α inclus dans D˜. Le disque D˜ est un disque critique pour h˜. Comme h˜ n’a pas de point fixe,
on dispose du lemme de Franks (voir par exemple [7], paragraphe 3.2.B p35) : notamment, h˜ n’a
pas de point pe´riodique, et en particulier les ite´re´s du point y˜ sont tous distincts ; et tout disque
topologique (ouvert) libre est disjoint de ses ite´re´s, et en particulier les ite´re´s de l’inte´rieur du
disque D˜ sont deux a` deux disjoints. On en de´duit que la courbe infinie A˜ obtenue en concate´nant
les ite´re´s de α˜ est une courbe sans point double.
On de´finit maintenant la courbe β = α2 ⋆ h(α1). On voit facilement que cette courbe est un
arc (elle est sans point double), qui va de x a` h(x). Montrons qu’il s’agit d’un arc de translation
pour h. Ceci revient a` montrer que la courbe β ⋆ h(β) est une courbe simple. Donnons-nous un






























13En re´alite´, on peut montrer que l’hypothe`se de module entraˆıne meˆme que A est une courbe sans point double
(nous n’utiliserons pas ceci).
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sur les courbes α2, h(α1), h(α2), h
2(α1). Les arcs α2 et h
2(α1) sont libres ; il existe donc deux re´els
t1 et t2, ve´rifiant
1
4
< t1 < t2 <
3
4
tels que les courbes [0, t1]β⋆h(β) et [t2, 1]β⋆h(β) sont encore libres. D’autre part, la courbe [t1, t2]β⋆h(β)
est libre car elle est incluse dans l’inte´rieur du disque h(D). La courbe β ⋆h(β) s’e´crit dont comme
concate´nation de trois courbes libres : sa h-longueur est supe´rieure ou e´gal a` 3.




]β⋆h(β) = α2 ⋆ h(α1) ⋆ h(α2) = et [
1
4
, 1]β⋆h(β) = h(α1) ⋆ h(α2) ⋆ h
2(α1)
sont sans point double (ceci provient de la liberte´ de l’inte´rieur du disque D).
Supposons maintenant, par l’absurde, que la courbe β ⋆h(β) posse`de un point double : il existe
deux re´els s1 et s2, ve´rifiant 0 < s1 < s2 < 1, tels que la courbe J = [s1, s2]β⋆h(β) est une courbe




4 < s2. En choisissant une
telle courbe J minimale, on peut supposer que J est une courbe de Jordan. Le degre´ de J dans
R2 \ {0} vaut alors −1, 0 ou 1. Or ce degre´ ne peut pas eˆtre nul, car J est inclus dans la courbe
infinie A dont un releve´ A˜ est sans point double. Quitte a` changer le sens de parcourt de J , on
peut supposer qu’elle est de degre´ 1. D’autre part, la h-longueur de J est infe´rieure ou e´gale a` trois
puisque J est une sous-courbe de la courbe β ⋆ h(β). Ceci contredit l’hypothe`se que le module de
h est supe´rieur ou e´gal a` quatre. 
Nous en profitons pour e´noncer un corollaire utile.
Corollaire A.9. h n’a pas de point pe´riodique de pe´riode 2.
Preuve — D’apre`s la de´finition des arcs de translation, si x e´tait un point de pe´riode 2, alors
il n’existerait pas d’arc de translation au point x, contrairement a` ce qu’on vient de montrer. 
Preuve de l’affirmation A.6 — Soit γ la courbe obtenue en concate´nant γ1 et l’arc γ2 parcouru
en sens contraire. Les arcs γ1 et γ2 sont homotopes si et seulement si la courbe γ est de degre´ nul
dans R2 \ {0}. Dans le cas contraire, la h-longueur de γ devrait eˆtre supe´rieure ou e´gale au module
de h (lemme A.8). Or on voit facilement que la h-longueur de γ est infe´rieure ou e´gale a` trois. Ceci
prouve l’affirmation. 
Preuve de l’affirmation A.7 — Il s’agit simplement de ge´ne´raliser la construction de la preuve
de la premie`re affirmation. On note a` nouveau D le disque critique centre´ au point x0, et y un point
du bord de D dont l’image h(y) est aussi sur le bord de D. Pour tout point x de D, on de´finit les
segment αx1 reliant y a` x, et α
x
2 reliant x a` h(x), et on conside`re l’arc β
x = αx2 ⋆ h(α
x
1). On montre,
a` l’aide des arguments utilise´s dans la premie`re affirmation, que βx est un arc de translation au
point x. D’autre part, l’application x 7→ βx est clairement continue. La preuve est termine´e. 
A.3 Proprie´te´s et conse´quences dynamiques
Dans cette section, nous commenc¸ons par de´montrer la proprie´te´ 1 et de la proposition A.4,
puis nous en de´duirons quelques conse´quences dynamiques (notamment, l’errance des points). Le
rele`vement des de´compositions en briques (proprie´te´ 2 de la proposition) ne pose pas de proble`me,
le lecteur peut se re´fe´rer a` [7], preuve du troisie`me point de la proposition 4.17, p98. Pour obtenir la
formule d’indice (troisie`me point de la proposition), il faut d’abord obtenir une droite de Brouwer
pour h ; la preuve de cette formule est donc repousse´e a` la section A.4.
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Arcs libres, de´compositions
Preuve de la premie`re proprie´te´ de la proposition A.4 — On se place sous les hypothe`ses de
la proposition. Soit γ un arc libre pour h˜, il s’agit de voir que π(γ) est libre, et est sans point
double. Si π(γ) n’e´tait pas libre, il contiendrait une courbe joignant un point x a` son image h(x),
donc e´galement un arc α joignant un point a` son image ; on trouverait facilement un sous-arc de
α joignant un point a` son image, et minimal pour cette proprie´te´, autrement dit tel que l’inte´rieur
de α est libre. Comme h n’a pas de point de pe´riode 2 (corollaire A.9), on en de´duirait que α est
un arc de translation. D’autre part, α a un releve´ inclus dans γ, ce releve´ est donc libre, ce n’est
pas un arc de translation, et ceci contredit la de´finition du releve´ canonique.
La courbe π(γ) est donc libre. Si elle avait un point double, elle contiendrait une courbe de
Jordan, qui ne pourrait pas eˆtre de degre´ 0 puisque son releve´ n’est pas une courbe ferme´e ; on
aurait donc une courbe de Jordan de degre´ 1, libre, ce qui contredirait l’hypothe`se sur le module
de h. Finalement, π(γ) est bien un arc libre. 
Liberte´ et errance
Sous l’hypothe`se que le module de h est plus grand que 4, nous allons montrer que la dynamique
de h ressemble a` celle du cas ou` le point fixe est d’indice diffe´rent de 1.
Conside´rons un home´omorphisme H d’une surface. Un ensemble E est libre pour H si il est
disjoint de son image H(E). Suivant Morton Brown ([1]), on dira que H est libre si tout disque
topologique ferme´ D qui est libre est encore disjoint de tous ses ite´re´s Hn(D), n 6= 0. Les orbites
d’un home´omorphisme libre sont particulie`rement simple : en effet, tout point x qui n’est pas fixe
posse`de un voisinage D qui est un disque topologique ferme´ libre. Le disque D est alors disjoint de
tous ses ite´re´s, par conse´quent le point x est errant (par de´finition). Si les points fixes de H sont
isole´s, on en de´duit que l’orbite positive de x tend vers un point fixe de H ou bien sort de tout
compact.
Corollaire A.10. Sous les hypothe`ses de la proposition A.4, l’home´omorphisme h est libre. En
particulier, tout point est errant, et l’orbite positive (ou ne´gative) d’un point du plan tend vers 0
ou vers le point a` l’infini.
Preuve du corollaire A.10 — SoitD un disque topologique libre pour h. Soit D˜ une composante
connexe de π−1(D) : c’est aussi un disque topologique. La proprie´te´ 1 du releve´ canonique entraˆıne
que ce disque D˜ est libre pour h˜. Supposons que le disque D rencontre un ite´re´ hn(D), alors il
existe un entier k tel que τk(D˜) rencontre h˜n(D˜). L’home´omorphisme h˜ est un home´omorphisme
de Brouwer, il est donc libre, par conse´quent le disque D˜, qui est libre, est disjoint de tous ses
ite´re´s par h˜ ; donc k 6= 0. La the´orie de Brouwer nous dit que D˜ est inclus dans un domaine de
translation ; ce domaine est invariant, il rencontre donc τk(D˜), et en particulier il existe un arc
libre γ˜ qui va d’un point de D˜ a` un point de τk(D˜). On peut prolonger cet arc par un second arc
libre δ˜, inclus dans τk(D˜), de manie`re a` obtenir une courbe J˜ := γ˜ ∗ δ˜ qui va d’un point x˜ au point
τk(x˜). Puisque J˜ rencontre τk(J˜), elle doit aussi rencontrer τ(J˜) (τ est un home´omorphisme de
Brouwer, il est donc libre) : quitte a` raccourcir J˜ , on peut alors supposer que k = 1. La courbe
projete´e J = π(J˜) est une courbe ferme´e de degre´ 1 compose´e des deux arcs π(γ˜) et π(δ˜), qui sont
libres d’apre`s le premier point. Ceci contredit l’hypothe`se sur le module de h. 
A` l’aide des de´compositions en briques, on montrerait facilement que tout point de R2 \ {0}
est dans un domaine de translation pour h (ce qui permet de re´cupe´rer la de´finition originelle du
module de h, de´finition 2.1). Ce re´sultat peut aussi eˆtre vu comme une conse´quence de la liberte´
de h, via un the´ore`me de Slaminka (voir [14], et aussi l’article de Guillou [4]).
A.4 Re´sultats
Dans cette section, nous expliquons pourquoi les preuves des re´sultats e´nonce´s dans la section 2
fonctionnent encore en indice 1, en module plus grand que 4.
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The´ore`me 6. Dans tous les e´nonce´s des sections 2, 11, 12 et 13, on peut remplacer l’hypothe`se
« l’indice de Poincare´-Lefschetz du point fixe est diffe´rent de 1 »
par l’hypothe`se
« le module de h est supe´rieur ou e´gal a` 4 ».
Ceci concerne notamment les the´ore`mes 1, 2, 3, 4, 5, les propositions 2.5, 2.7 et le corollaire 11.3.
Preuve — Nous expliquons rapidement comment adapter les preuves de´ja` expose´es en de´tail
quand l’indice e´tait suppose´ diffe´rent de 1. Le principal changement est le suivant : la formule reliant
l’indice de h a` celui de son releve´ canonique est obtenue plus tard (troisie`me e´tape ci-dessous).
Premie`re e´tape On montre que les re´sultats du corollaire 3.5 sont ve´rifie´s : si γ est une courbe
de Jordan ge´ode´sique (fournie par la proposition A.2), alors la droite topologique Γ qui rele`ve γ est
une droite ge´ode´sique. En effet, la preuve de la section 7.2 utilisait seulement la correspondance
entre les arcs libres de h˜ et ceux de h, et la minoration du module : la premie`re proprie´te´ est encore
ve´rifie´e d’apre`s la proposition A.4, et la seconde l’est par hypothe`se. On note encore [τ ] la classe
d’e´quivalence de la droite Γ.
Deuxie`me e´tape Comme a` la section 3.3, on peut alors conside´rer les composantes de Reeb
et le mot cyclique associe´s a` [τ ]. On peut recopier mot pour mot la preuve du the´ore`me 4-bis
(section 9), et on obtient la conclusion de ce the´ore`me, a` savoir la formule d’indice pour le releve´
canonique h˜.
Troisie`me e´tape Nous pouvons maintenant prouver la formule qui nous manquait, qui relie
l’indice de h et celui de h˜ (troisie`me point de la proposition A.4). En effet, l’e´tape pre´ce´dente a
produit des droites de Brouwer ∆˜k pour h˜, et on voit facilement que ces droites se projettent en des
droites de Brouwer ∆k pour h qui vont de 0 a`∞ (voir par exemple la preuve de la proposition 12.1).
On peut alors appliquer le lemme 7.4, qui donne la formule voulue.
Fin On peut maintenant recopier tout le reste des preuves : la compatibilite´ entre les composantes
de Reeb (section 10), puis les preuves des the´ore`mes (section 4). 
B Ordre cyclique
B.1 Parties du plan
On se donne trois parties connexes A, B et C du plan. Si l’ensemble A est disjoint de B, il est
inclus dans une composante connexe du comple´mentaire de B ; on notera OA(B) cette composante.
Remarquons que l’adhe´rence de OA(B) rencontre B, et, en particulier, l’ensemble OA(B) ∪B est
connexe.
De´finition B.1. On dit que B se´pare A et C si les trois ensembles A, B et C sont deux a` deux
disjoints, et si les composantes OA(B) et OC(B) sont distinctes (et donc disjointes). On e´crit alors
A < B < C.
On montre facilement une proprie´te´ d’antisyme´trie : si B se´pare A et C, alors A ne se´pare pas
B et C, autrement dit
si A < B < C alors on n’a pas B < A < C.
On en de´duit une proprie´te´ de transitivite´ : si A,B,C,D sont des parties connexes deux a` deux
disjointes,
si A < B < C et B < C < D alors A < B < D et A < C < D.
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Dans ce cas, on e´crira simplement
A < B < C < D.
De´finition B.2. On e´crira
A ≤ B < C
si C est disjoint de B, et s’il existe une composante connexe O′ du comple´mentaire de B telle que
1. A est inclus dans l’adhe´rence de O′ ;
2. O′ et OC(B) sont distinctes (et donc disjointes).
Les proprie´te´s d’antisyme´trie et de transitivite´ se ge´ne´ralisent :
si A ≤ B < C alors on n’a pas B < A < C ;
si A ≤ B < C et B < C ≤ D alors A ≤ B < D et A < C ≤ D.
On e´crira alors
A ≤ B < C ≤ D.
On peut ge´ne´raliser ces e´critures a` un nombre quelconque de parties connexes, par re´currence :
l’ine´galite´ d’ordre k
A1 < A2 < · · · < Ak
(avec k ≥ 4) est ve´rifie´e si les k “sous-ine´galite´s” d’ordre k − 1 sont ve´rifie´es.
Application Conside´rons par exemple une suite de composantes de Reeb (F˜k, G˜k) associe´e a` une suite
ge´ode´sique (x˜k)k∈Z, pour un home´omorphisme de Brouwer H (voir [8], section 7.1). Alors l’ordre est donne´
par
· · · ≤ F˜k < G˜k ≤ F˜k+1 < G˜k+1 ≤ · · ·
Pour voir ceci, il s’agit de montrer que F˜k < G˜k ≤ F˜k+1. Or G˜k se´pare x˜k−1 de x˜k+2 (voir par exemple [8],
section 7.1) ; l’ensemble F˜k est inclus dans la composante connexe Ox˜k−1(G˜k) ; l’ensemble F˜k+1 est inclus
dans l’adhe´rence de la H-boule de centre x˜k+2 et de rayon 1, et cette boule est disjointe de G˜k (par ine´galite´
triangulaire), donc incluse dans la composante connexe Ox˜k+2(G˜k).
De´finition B.3. Soient F et G deux parties ferme´es et connexes du plan. On appelle ouvert entre
F et G l’ensemble
O(F,G) = OF (G) ∩OG(F ).
Lemme B.4. L’ensemble O(F,G) est l’unique composante connexe du comple´mentaire de F ∪G
dont l’adhe´rence rencontre a` la fois F et G.
Contrairement a` ce qui pre´ce`de, ce lemme est particulier a` la topologie du plan : la preuve
utilise une version du lemme d’Alexander (voir [8], the´ore`me A.3).
B.2 Parties du plan troue´
On conside`re des parties connexes du plan troue´ R2 \ {0}. Un releve´ A˜ d’une telle partie A est
une composante connexe de π−1(A), ou` π est le reveˆtement universel du plan troue´. On note τ
l’automorphisme du reveˆtement universel correspondant a` un lacet de degre´ 1. Tout releve´ A˜ est
ou bien e´gal a` τ(A˜), ou bien disjoint de τ(A˜).
De´finition B.5. Soient A,B,C trois parties connexes du plan troue´, deux a` deux disjointes. On
notera
A < B < C < A
s’il existe des releve´s respectifs A˜, B˜, C˜ de A,B,C tels que
A˜ < B˜ < C˜ < τ(A˜) < τ(B˜) < · · · .
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Comme avant, on ge´ne´ralise ceci a` un nombre quelconque de bonnes parties : A1 < A2 < · · · <
Ak < A1 si on peut choisir des releve´s tels que A˜1 < A˜2 < · · · < A˜k < τ(A˜1) < τ(A˜2) < · · · . On
de´finit les relations A < B ≤ C < A de manie`re analogue.
On conside`re maintenant des parties F ferme´es et connexes du “plan troue´” R2 \{0}, telles que
Fˆ := F ∪ {0,∞} soit encore connexe. On les appellera des bonnes parties. On peut encore de´finir
les ouverts entre F et G, via le lemme suivant.
Lemme B.6. Soient F et G deux bonnes parties de R2 \{0}, disjointes. Il existe alors exactement
deux composantes connexes O(F,G) et O(G,F ) du comple´mentaire de Fˆ ∪ Gˆ dont l’adhe´rence
rencontre a` la fois F et G. De plus, on peut choisir les notations pour qu’on ait
F < O(F,G) < G < O(G,F ) < F.
Voici une esquisse de de´monstration. On peut construire un disque topologique ferme´ D dans
la sphe`re R2 ∪ {∞}, qui contient F , et qui est disjoint de G (le bord de D passe par 0 et ∞). Soit
F˜ un releve´ de F . Au moyen du disque D, on montre que F˜ est disjoint de τ(F˜ ), et que
τ−1(F˜ ) < F˜ < τ(F˜ ).
De plus, il existe un releve´ G˜ de G tel que
F˜ < G˜ < τ(F˜ ) < τ(G˜).
On conside`re alors les ouverts O(F˜ , G˜) et O(G˜, τ(F˜ )) (de´finition B.3). En projetant ces deux
ouverts sur R2 \ {0}, on obtient les ensembles O(F,G) et O(G,F ) ve´rifiant les proprie´te´s requises.
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