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ABSTRACT
We present optical spectra of the Type Ic supernova 1994I in M51 and preliminary
non-LTE analysis of the spectra. Our models are not inconsistent with the explosions of
C+O cores of massive stars. While we find no direct evidence for helium in the optical
spectra, our models cannot rule out small amounts of helium. More than 0.1 M⊙ of
helium seems unlikely.
Key words: stars: evolution — supernovae: general — supernovae: individual (SN
1994I).
1 INTRODUCTION
The last few years have produced well observed supernovae
of nearly every subclass. Of all the subclasses, the progeni-
tors of Type Ib/c supernovae are the least well understood.
Type I supernovae are classified by the lack of strong Balmer
lines in their spectra. Whereas Type Ia supernovae are char-
acterized by strong Si II lines and Type Ib supernovae by
prominent He I lines, in Type Ic supernovae these features
are weak or absent altogether. Supernova 1994I in M51 has
been classified as a SN Ic (Phillips, 1994; Clocchiatti et al.,
1994). While there is little doubt that SNe Ia are the result
of the complete disruption of a white dwarf, several models
have been proposed for the progenitors of Type Ib and Type
Ic supernovae. The prominence of He I lines in Type Ib su-
pernovae suggests that these SNe are due to the collapse of
the helium core of a massive star, whose hydrogen envelope
has been lost in a wind, or through a binary interaction.
However, such a model fails to fit the long time behavior
of the light curve of SN 1984L (Baron, Young, & Branch,
1993). Several groups have suggested that the progenitors
of SNe Ic are due to collapse of C+O cores of massive stars,
where both the hydrogen and helium envelopes have been
stripped in either a Wolf-Rayet phase, or via binary inter-
action (Wheeler & Harkness, 1990; Filippenko, Porter, &
Sargent, 1990; Podsiadlowski, Joss, & Hsu, 1992; Woosley,
Langer, & Weaver, 1993; Nomoto et al., 1994). Based on
the very early light curve of SN 1994I, Nomoto et al. (1994)
have proposed that single star Wolf-Rayet models are ruled
out and have described several possible evolutionary paths
for the progenitor of SN 1994I. Further modeling of the
light curve has suggested a very low mass for the ejecta,
Mejecta ≈ 0.9 − 1.4 M⊙ (Iwamoto et al., 1994; Woosley,
Langer, & Weaver, 1995; Young, Baron, & Branch, 1995).
2 SPECTRAL MODELS
In order to provide model constraints the observed spectra
must be modeled in detail. We use the generalized stellar at-
mosphere code PHOENIX 4.8 to compute model atmospheres
and synthetic spectra for SN 1994I. This is an updated ver-
sion of the code used for the analysis of the early spectra of
Nova Cygni 1992 (Hauschildt et al., 1994), described there,
in Allard et al. (1994), in Hauschildt et al. (1995), in Baron,
Hauschildt, & Branch (1994), and in Baron et al. (1995).
Thus, here we only briefly outline the calculational methods.
PHOENIX uses an accelerated Λ-iteration (ALI or opera-
tor splitting) method to solve the time independent, spher-
ically symmetric, fully relativistic radiative transfer equa-
tion for lines and continua, to all orders in v/c including
the effects of relativistic Doppler shift, advection, and aber-
ration (Hauschildt, 1992a). The multi-level, non-LTE rate
equations are solved self-consistently using an ALI method
(Rybicki & Hummer, 1991; Hauschildt, 1993). Models atoms
for H I, He I, He II, Mg II, Ca II, Na I, and Ne I have been
implemented. Simultaneously we solve for the special rela-
tivistic condition of radiative equilibrium in the Lagrangian
frame (Hauschildt, 1992b) using either a partial linearization
or a modified Unso¨ld-Lucy temperature correction scheme.
The relativistic effects, in particular the first order effects of
advection and aberration, are important at the high expan-
sion velocities observed in typical SNe (Hauschildt, Best, &
Wehrse, 1991).
In addition to the non-LTE lines, the models include,
self-consistently, line blanketing of the most important (≈
105) metal lines selected from the latest atomic and ionic
line list of Kurucz (1993). The entire list contains close to
42 million lines, but not all of them are important for the
case at hand; the lines are dynamically selected according
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to whether the ratio Γ ≡ κl/κc is larger than a pre-specified
value (usually 10−3), where κl, κc are the absorption coef-
ficients in the line center, and in the corresponding (LTE
+ non-LTE) continuum, respectively. In the subsequent ra-
diative transfer calculations all lines selected in this way
are taken into account as individual lines by opacity sam-
pling, and all others from the large line list are neglected.
We treat line scattering in the metal lines by parameteriz-
ing the albedo for single scattering, α. The calculation of α
would require a full non-LTE treatment of all lines and con-
tinua, which is outside of the scope of this paper. Tests have
shown that as a direct result of the velocity gradient in nova
and supernova photospheres, the shape of the lines does not
depend sensitively on α and our approach is a reasonable
first approximation. Therefore, we adopt a constant value of
α = 0.95 for all metal lines. The continuous absorption and
scattering coefficients are calculated using the cross-sections
as described in Hauschildt et al. (1992).
The effects of non-thermal collisional ionization by pri-
mary electrons produced by collisions with gamma rays due
to the decay of 56Ni and 56Co are modeled using the contin-
uous slowing down approximation (Garvey & Green, 1976;
Swartz, 1991). We have also included ionizations due to sec-
ondary electrons (Swartz, 1991), but most of their energy is
thermalized and therefore has only a small effect on the level
populations (Meyerott, 1980). The collisional cross sections
are taken from the work of Lotz (1967a,b, 1968a,b,c).
The model atmospheres are characterized by the follow-
ing parameters (see Hauschildt et al., 1992; Baron et al.,
1995, for details): (i) the reference radius R0, which is the
radius where the continuum optical depth in extinction at
5000 A˚ (τstd) is unity, (ii) the effective temperature Teff ,
which is defined by means of the luminosity, L, and the ref-
erence radius, R0, (Teff = (L/4piR0
2σ)1/4 where σ is Ste-
fan’s constant), (iii) the density structure parameter, ve,
(ρ(r) ∝ exp(−v/ve)), or N (ρ(r) ∝ (v/v0)
−N), (iv) the ex-
pansion velocity, v0, at the reference radius, (v) the density,
ρout, at the outer edge of the envelope, (vi) the albedo for
line scattering (metal lines only, here set to 0.95), (vii) the
statistical velocity ξ, treated as depth-independent isotropic
turbulence and set to 50 km s−1 for the models presented
here, and (viii) the element abundances.
In order to minimize the parameters in setting the ele-
ment abundances we begin with a solar abundance (Anders
& Grevesse, 1989), and then “burn” hydrogen to helium
with a final number ratio given by [He/H] = log10(nHe/nH).
Next we “burn” helium to carbon and oxygen with a final
number ratio He/O, and a production ratio (by number)
of carbon to oxygen C/O. Finally we allow metals heavier
than oxygen to be scaled by the factor z. Thus, our abun-
dance parameters consist of [He/H], He/O, C/O, and z. In
order to further reduce the size of parameter space we have
used the results from the models of Iwamoto et al. (1994)
and Woosley, Langer, & Weaver (1995) as guidance to fix
the parameter C/O= 0.5. The mass fractions for the models
presented are listed in Table 1.
For convenience, we have assumed an explosion date of
March 30, 1994 to scale the radii of our models. We have
confirmed that changes of a few days in the explosion date
have very small effects on the shape of the output spectrum
although the absolute flux obviously scales with the square
of the radius, which we account for. We adopt an extinction
Table 1. Abundances of Presented Models
Model XHe XC XO
April 3, low helium 0.05 0.25 0.68
April 3, high helium 0.35 0.17 0.46
April 11 1.8× 10−4 0.27 0.71
April 18 1.8× 10−4 0.27 0.71
The mass fractions of helium, carbon, and oxygen used in the
models.
to the supernova of E(B−V ) = 0.45 mag, which we discuss
further in §4. In order to avoid calculational difficulties, we
have treated He II in LTE.
Since our models do not include NLTE treatments of all
the relevant ions (in particular O I, O II, C I, C II, Si II, and
Fe II are treated in LTE), we cannot, as yet, provide quan-
titative abundance estimates. We can, however, draw quali-
tative conclusions based on our modeling. In future work we
will present calculations including a ≈ 617 level Fe II model
atom (Hauschildt & Baron, 1995).
While we only present results of our “best fits” (as de-
termined by eye, comparing to the complete observed spec-
trum) we have in fact calculated more than 100 models,
where we have varied the He abundance by factors of 10,000,
we have examined models from 1/2 solar to 6 times solar
metallicity, and we have varied the C/O production ratio by
a factor of 3. All of the models discussed in this paper are
available upon request.
3 SPECTRA AND RESULTS
Figure 1 displays the data obtained on April 3.5, 1994 UT at
the MMT as well as our calculated model with Teff = 8300 K,
v0 = 12000 km s
−1, N = 6, XNi = 0.01, [He/H]= 12, He/O=
0.3, C/O= 0.5, and z = 3. Our boundary conditions were
for the outer radius and density were Rout = 1.96× 10
15 cm
and ρout = 3.93×10
−17 g cm−3. The line identifications cor-
respond to the results of our theoretical models and we try
to indicate where model limitations may be inaccurate. The
synthetic spectrum is dominated by Ca II and C II lines,
although Fe II and O II lines are also present. The synthetic
spectrum fits the Ca II H+K emission profile very well, but
the emission near 4500 A˚ is too weak. It fits the broad ab-
sorption feature near 5000 A˚ reasonably well, but there is
too little absorption and the emission is too strong. In our
model spectrum the emission is due to Fe II and Mg I lines.
It is likely that NLTE treatments of S II, Si II and C II
would better reproduce the observed spectrum. Also plot-
ted in Figure 1 is the synthetic spectrum for a model with
N = 8, giving a steeper atmosphere. The other parameters
were the same but in order to better reproduce the observed
spectrum v0 = 15000 km s
−1. The lines are too narrow in
the steeper model in spite of the fact that the velocity is
larger. As to be expected, the steeper model only enhances
the mismatch with the observed spectrum in the red since
the Fe II and C II lines become more pronounced. There
is no clear evidence of He I lines in our synthetic spectrum
and reducing the helium abundance by a factor of 10 does
not significantly affect the spectrum. Increasing the helium
abundance by a factor of 10 still fails to show clear evidence
for He I lines, but the quality of the overall fit is signif-
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icantly reduced, (see Figure 1); the Ca II H+K emission
becomes too broad, and the feature near 4500 A˚ becomes
very flat in absorption with only weak emission. Thus, at
present, we can not easily determine the amount of helium
in the ejecta. Higher amounts of helium do begin to show
the effects of He I. In the model with high helium abundance
(He/O= 3.0), the helium mass fraction is Y = 0.35 and the
total mass above the τstd = 1 (30) is 0.08 (0.34) M⊙, re-
spectively. For the model with He/O= 0.3, the helium mass
fraction is Y = 0.05. Near-IR spectra including the He I
λ10830 line would be extremely useful for determining the
helium abundance.
We display in Figure 2 the observed spectrum for April
11.5, 1994 UT obtained at the MMT along with our best
fit synthetic spectrum. The model parameters are: Teff =
6650 K, v0 = 8000 km s
−1, N = 8, XNi = 0.02, [He/H]= 12,
He/O= 0.001, C/O= 0.5, z = 4, Rout = 2.13×10
15 cm, and
ρout = 5.04×10
−17 g cm−3. The observed spectrum now dis-
plays lines of S II, Si II, Na I, and O I, in addition to Ca II
and Fe II lines. The O I λ7773 line is clearly evident (and
not too badly fit). The calculated Ca II H+K red absorption
edge does not quite extend far enough to the blue although
the width of emission profile is about right. The S II absorp-
tion to the red of 5000 A˚ is not broad enough. The observed
absorption feature near 5600 A˚, almost certainly due to Na I,
is poorly fit. Also poorly fit is the observed absorption near
6200A˚, likely due to Si II λ6355. A NLTE treatment of Si II
and S II would likely improve the agreement between theory
and observation. The high metallicity is required in order to
obtain good agreement with the spectra, and is consistent
with the position of the supernova close to the nucleus and
observational determinations of the metallicity of M51 (Diaz
et al., 1991).
The observed spectrum obtained on April 18, 1994 at
Lick Observatory is displayed in Figure 3, along with our
best fit synthetic spectrum with model parameters: Teff =
5300 K, v0 = 8000 km s
−1, N = 8, XNi = 0.01, [He/H]=
13, He/O= 0.001, C/O= 0.5, z = 4, Rout = 3.9 × 10
15 cm,
and ρout = 6.4 × 10
−17 g cm−3. The C I λ9088 and λ9641
lines are clearly identified as is the O I λ7773 line, even if
the agreement with observations is poorer than desired. At
this time, the calcium profiles for the H+K lines and the
IR triplet are sensitive to the amount of 56Ni as well as to
the density profile. More nickel leads to narrower profiles
since it ionizes calcium at high velocity. The red edge of
the calcium IR triplet absorption profile is a bit too fast
which may be due to the density profile deviating from our
assumed power-law. The red edge of the calcium IR triplet
can be better fit and the large emission in the infrared triplet
can be suppressed by making the atmosphere shallower, but
then the overall fit to the rest of the observed spectrum is
significantly degraded. We also find that better fits to the
calcium profile can be obtained with a lower velocity v0 =
7000 km s−1, but this leads to large emission in the 4000–
6000 A˚ range that no choice of temperature can improve, as
well as a much poorer fit to the O I absorption.
4 REDDENING
The strong interstellar sodium line visible in all observed
spectra is evidence for a significant amount of reddening in
SN 1994I; The observed position of the supernova coincides
with a dust finger in the host galaxy M51. Based on an over-
all fit to the light curve Iwamoto et al. (1995) find an ex-
tinction of AV = 1.4 mag, while an analysis of the Na D ab-
sorption finds AV = 3.1
+3.1
−1.5 mag (Ho & Filippenko, 1995).
One can use the earliest spectrum on April 3 to estimate
the reddening. The observed spectrum displays strong ab-
sorption in Ca II H+K. However, as the reddening increases,
the color temperature of the synthetic continuum spectrum
must also increase in order to match the observed spectrum.
But this higher temperature depopulates the lower level of
the Ca H+K lines and hence the strong absorption seen in
the spectrum cannot be reproduced. Figure 4 displays our
calculated spectra for Teff = 8300, 8600, and 9100 K. We find
that the temperature is fairly well determined Teff ≈ 8300 K,
although it may be possible to go to higher temperatures by
confining calcium to cooler regions. On the other hand, our
models produce reasonably good agreement with the red
edge of the calcium absorption which indicates that we do
not have calcium mixed too deeply. Using the reddening law
of Cardelli, Clayton, & Mathis (1989) we find that extinc-
tions 0.9 ∼< AV ∼< 1.4 mag provide good fits to the observed
spectrum at this epoch, and that AV ≈ 1.4 mag is clearly
favored at later epochs.
5 DISCUSSION AND CONCLUSIONS
The nickel abundance is not well determined by our models
due to the fact that our deposition function is local, and even
at maximum light not all of the gamma rays are trapped
with such low mass ejecta. Our results are consistent with
the small nickel masses implied by light curve analyses.
Wheeler et al. (1995) have identified the absorption
feature near 6200 A˚ as being due to Si II λ6355. Although
in all of our models the absorption near 6200 A˚ is due to
C II and Ba II, the fit to observations is poor. In order to
correctly fit the observed spectrum, it is likely that Si II
needs to be treated in NLTE. It is not surprising that our
results are different from those of Wheeler et al. (1995);
even though both calculations treat Si II in LTE, our self-
consistent temperature structure is likely to differ from the
grey temperature structure of Wheeler et al. (1995).
The uncertain rise-time and reddening of SN 1994I
make it a less than ideal candidate for the spectral-fitting
expanding atmosphere method (SEAM, see Baron et al.,
1995; Nugent et al., 1995); note that we have corrected
an error in our synthetic photometry that was present in
those papers]. Nevertheless, the absolute flux is a direct re-
sult of our models, and the predicted distances serve as a
useful check on the accuracy of the synthetic spectra. Ap-
plying this method to SN 1994I, with an assumed redden-
ing of E(B − V ) = 0.45 mag, we find a bolometric rise-
time of 9 days, and a distance modulus to the supernova of
µ = 28.9 + 5 log(tr/9 days)± 0.5± 0.7 mag, where the first
uncertainty is simply the standard deviation in all our fits
and the second uncertainty is an estimate of our systematic
error (Nugent et al., 1995) including an estimate of the error
due to the uncertain reddening correction. In principle, the
distance estimate gives a value for the rise-time, by minimiz-
ing the scatter in distance obtained at different epochs, but
for SN 1994I the uncertain reddening, and the use of only 3
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Figure 1.
Observed and synthetic spectra for April 3, 1994. The observed spectrum has been dereddened with E(B-V) = 0.45 mag. The
absorption features near 6860 A˚ and 7600 A˚ are telluric. For the calculated models the parameters are Teff = 8300 K,
v0 = 12000 km s−1, N = 6, XNi = 0.01, [He/H]= 12, He/O= 0.3, C/O= 0.5, and z = 3 (thick solid line), the same parameters but
He/O= 3.0 (dot-dashed line) and the same parameters but N = 8, v0 = 15000 km s−1, and He/O= 0.3 (dashed line). The thin solid
line corresponds to a model with the same parameters as the thick solid line, but C II lines have been removed from the line-list in the
theoretical spectrum.
epochs with one before maximum light, makes such a deter-
mination ambiguous. The rise-time should which should be
compared to the results of Iwamoto et al. (1994), who find
a 12 day rise-time for models of the light-curve of SN 1994I.
Comparing our results to published hydrodynamical
models of the light curve of SN 1994I, we find that our
models have substantial mass above the reference radius.
On April 18, the mass above the reference radius ranges
from 0.5 M⊙ for our shallowest models to 1.6 M⊙ for our
steepest models. The steeper, more massive model produces
a significantly better fit to the observed spectrum than the
shallower, less massive model, but since the Ca II profile is
sensitive to the density profile and given our simplifying as-
sumptions of uniform compositions and a power law density
profile it would be premature to draw conclusions about the
density structure from our models.
Although the two published hydrodynamical models of
the light curve of SN 1994I are from very different stel-
lar evolution scenarios (Woosley, Langer, & Weaver, 1995;
Iwamoto et al., 1994), the actual models are very simi-
lar in total ejected mass, total nickel mass, and energy of
explosion. Without performing detailed synthetic spectral
modeling of each calculation it is difficult for us to favor one
stellar evolution scenario or the other.
Our calculations lend credence to the identification of
SNe Ic progenitors as C+O cores formed in an interacting
binary (Wheeler & Harkness, 1990). In order to make defini-
tive statements about abundances, more intermediate mass
elements need to be included in NLTE. Additionally, non-
uniform compositions need to be treated. However, once the
atmospheres become inhomogeneous, parameter space be-
comes larger than can be adequately covered. A better way
to proceed is to perform spectroscopic diagnostics on hy-
drodynamical models. In order to do this in an objective
manner, hydrodynamical calculations must fully resolve the
density profile in the atmosphere.
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Figure 4.
Synthetic spectra with Teff = 8300 (solid line), 8600 (dot-dashed line), and 9100 K (dashed line).
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