Abstract-We propose a decentralized cooperative controller for a group of mobile agents. The control design is based on the navigation function formalism. The aim of the group control law is to generate a pattern or formation in a given workspace while avoiding obstacles and collisions. The desired goal is specified in terms of distances among the agents. We show that it is always possible to design a control law as the gradient of a suitablydefined navigation function whose minimum corresponds to the desired configuration. Furthermore in certain cases, such as when the topology of the interconnection is an acyclic graph, this minimum is unique. Some simulations are shown to test the strategy.
I. INTRODUCTION
Cooperative control and multi-agent robotics is an active research area both in control theory and robotics. Problems such as flocking, consensus, coverage and pattern formation are some of the important problems that have been studied over the past few years. The goal of these problems is to develop distributed protocols and control laws that allow the reaching of complicated global goals [1] - [10] .
In this paper, we study the problem of pattern formation among a group of planar agents. The formation is defined as a configuration in a bounded workspace, where each agent is at a desired distance between its neighbors ( i.e. the agents immediately nearest to it). The desired goal is specified in terms of relative distances, so the formation can be achieved in any part of the workspace, and it can have any orientation. The connection among the agents is dependent on their mutual distances, so it evolves over time, affecting the eventual solution of the problem. In the workspace there are also obstacles that have to be avoided by the agents.
Formation control for a group of agents is a challenging problem that has been studied in the last few years. The definition of formation is specified in many different ways, as for example the rigid formation [11] , or a desired figure in the plane [12] . Also the problem of collision among agents and with some obstacles has been studied; several solutions have been provided in a cooperative framework. In [13] the collision problem is solved for a group of agents moving in the plane, with the use of gyroscopic forces; in [14] an optimization problem is solved for a group of UAVs that search for targets in a common area while avoiding other hazardous areas. The strategy implemented in this paper is based on the use of navigation functions. These functions were initially designed [15] in order to steer a single point-mass robot from almost all initial positions toward the desired final position in a bounded workspace, while avoiding obstacles. The navigation function itself is composed of two subfunctions, one that attracts the robot to the goal, the other that repels the robot from obstacles. Moreover, it has some parameters that can be tuned.
Early implementations of navigation functions to control groups of robots were centralized. Each robot maintained its own copy of the global navigation function. In this framework each robot required full knowledge of the environment and of the state of the global system.
In the recent literature there have been attempts to apply the same idea to "navigate" one or more robots in a workspace, by using a decentralized approach. Each work makes a step toward the final complete decentralization of the problem.
In [16] the proposed navigation function is decentralized in the sense that it is different for each agent: it contains only the information about the distances between this agent and all the other agents and obstacles. The goal of each agent in the group is to reach a specific point in the workspace, and the information about the other agents and obstacles is used only for avoiding them; there is not a cooperative task to achieve. In [17] a limited sensing region is considered for each agent, but still without defining any common goal.
In [18] - [19] a limited sensing region is defined for the obstacle avoidance, and also a common task is defined for the agents. In fact each agent has to reach a desired formation with the others, and the formation is specified in terms of relative positions and orientations. The connection among the agents is considered fixed and independent of the distances among them.
In this paper the last step toward the decentralization is presented. For each agent we propose a navigation function based on the distances with all the other agents and obstacles. Two regions are defined around each agent: the connection region and the collision region, closer to the agent. In the connection region, the goal function drives the agent in order to reach the desired distances with the other connected agents. In the collision region, the collision function avoids the collision between the controlled agent and the other agents and obstacles.
We describe the structure of the navigation function, compute the equilibria that can be reached, and analyze the stability properties of these equilibria. We show how the con- Our analysis assumes that the group remains connected all time. This is not necessarily guaranteed by the navigation function, but it is important to reach the desired final configuration in the workspace.
The paper is organized in as follows. In Section II we describe the workspace, agents and obstacles. Also, for each agent we define the connectivity and collision regions. In Section III we describe the expression on the decentralized navigation function. In Section IV we analyze the equilibria of the navigation function. Finally, in Section V we show some simulations to test the effectiveness of the proposed function.
II. PROBLEM FORMULATION
The multi-agent system considered is a group of N mobile agents in R 2 , each with a first order dynamics:
where q i and u i are respectively the state and the control input of the agent i. The workspace F is assumed circular and bounded, with radius R w , and the agents are assumed to be point masses. In the workspace there are M obstacles, modeled as fixed points p 1 ,...,p M . The assumption that both agents and obstacles are points is not restrictive, because it was shown in [20] that a large class of shapes can be mapped to single points by suitable coordinate transformations. Each agent has a limited communication capability-that is, it can only communicate with agents within its neighborhood region. The neighborhood region of agent i is a circle of radius R i (communication radius) around agent i, such that all the other agents inside this region are considered "neighbors". The set of the i-th agent's neighbors is given by :
Moreover, for each agent we define a collision region, i.e. a circle of radius δ i < R i around the agent, such that any agent or obstacle inside that radius is considered an obstacle. The set of obstacles of agent i is defined as:
In the following we assume that all the agents have the same communication radius, R i = R, and the same collision radius δ i = δ, for all i. Fig. 1 shows the i-th agent neighborhood and collision regions.
This multi-agent system can be represented by an undirected graph G = (V, E) where V is the set of nodes (agents) and E is the set of edges (connections (i, j)). We call graph G the connectivity graph of the system. Since the connections depend on the distances between agents, the graph G varies over time. The connection between agents can be also represented by an incidence matrix B, whose rows and columns are indexed by the vertices and edges of G respectively. Given an arbitrary orientation for the graph, the incidence matrix B is constructed by assigning the value 1 to the (i, j) element of B if edge j is incoming to vertex i, −1 if edge j is outgoing from vertex i, and 0 otherwise [21] .
III. DECENTRALIZED NAVIGATION FUNCTION
The goal for the multi-agent system is to reach a desired formation in the workspace, specified in terms of desired mutual distances among the connected agents. To solve this problem, a local navigation function is defined for each agent i [15] :
where:
• γ i (q) : F → R + , the goal function, has only one minimum, reached when the i-th agent is at the desired distances with its neighbors;
is the obstacle function, and vanishes when the i-th agent collides with an obstacle or with another agent; • k is a positive tuning parameter. The navigation function is used to control each agent in order to reach the desired final destination and avoid the obstacles. In fact the control action of the i-th agent is:
where α is a positive scaling factor. Now we describe the expression of the goal and collision function.
A. γ i (q): The Goal Function
The goal function γ i is defined as the sum of pairwise goal functions γ ij , for all the agents j different from i:
γ ij (q i , q j ) is dependent on the norm of the distance r ij and on the desired final distance c ij :
where c ij > δ, and z ij = r ij −c ij . The function γ ij (q i , q j ) reaches its unique minimum when r ij = c ij ; otherwise it is positive and maximum (equal to 1) when the agents are not connected ( r ij > R) or when they collide ( r ij = 0), as shown in Fig. 2. The constants a, b, c, d , e are chosen to ensure the continuity of γ ij and its first and second derivatives in the points c ij and R. The function γ ij is twice differentiable ∈ C 2 function on F, as shown in Fig. 3 . 
B. β i (q): The Obstacle Function
The obstacle function β i (q) is the product of pairwise obstacle functions:
where β il is the obstacle function between agent i and agent or obstacle l, and β iw is the obstacle function between agent i and the boundary. The function β il is given by:
where p 1 , p 2 and p 3 are third order polynomials in r il . The function β il (q i , q l ) reaches its unique minimum at collision ( r il = 0), and its maximum equals to 1 at r il = δ, as shown in Fig. 4 . The coefficients of the polynomials depend on δ, and they are chosen in order to make β il a C 2 function on F. The function β iw (q i ) is the obstacle function between the workspace boundary and i, and it is defined in a similar way:
Function β iw reaches its unique minimum at the collision with the workspace ( q i = R w ), and the maximum equal to 1 at q i ≤ R w − δ, as shown in Fig. 5 . The coefficients of the polynomials depend on δ and R w , and they are chosen in order to make β iw a C 2 function on F. The function ϕ i : F → [0, 1], is a C 2 function on F, and it is admissible on F, i.e. it is uniformly maximum on obstacles and workspace boundary. In order to see if it is a navigation function [15] , we have to prove that:
• it is polar at the desired formation, i.e. it is minimum only if the agent i is at the desired distance among its neighbors; • and it is a Morse function in F, i.e. its critical points are non-degenerate. We analyze these two properties in the following session.
IV. CRITICAL POINTS OF THE NAVIGATION FUNCTION
In this paragraph we analyze the critical points of the navigation function previously defined. The navigation function is used to control each agent to reach desired distances with its neighbors, but it does not guarantee the maintenance of the connection among the controlled agent and its neighbors. For this reason, we assume that a minimum connection level will be always present in the global system, without specifying how it is maintained. Under this assumption, we want to see how the navigation function drives each agent toward its goal.
The critical points of the navigation function (4), are studied by analyzing the gradient of the function ϕ i :
where the gradients of the functions γ i and β i are:
The critical points of ϕ i are obtained when:
This condition is true in two different cases that we analyze below. Case1) : ∇ qi γ i = 0 and ∇ qi β i = 0 From ∇ qi β i = 0 we know that the i-th agent is far from the workspace boundary and the obstacles. If ∇ qi γ ij = 0 for all connected pairs of (i, j), the i-th agent is at the desired distances among the neighbors. This is the desired equilibrium, and we can prove that this equilibrium is a minimum, by evaluating the Hessian of ϕ i , as shown in the following proposition.
Proposition 1 The navigation function has a nondegenerate minimum at the desired formation.
Proof. The Hessian of ϕ i is:
At the desired equilibrium, the Hessian becomes:
where
and I is the identity matrix in R 2X2 . The Hessian ∇ 2 qi ϕ i > 0, so the equilibrium point is a minimum.
If ∇ qi γ i = 0 but there exists a pair (i, j) such that ∇ qi γ ij = 0, then agent i will not be at the desired distance from its neighbors. This type of equilibrium is dependent on the connectivity graph of the system: in fact, we can rewrite the equilibrium condition in terms of the incidence matrix B [22] - [23] .
For agent i, the equilibrium condition is:
Now, given the equivalence ∇ qi γ ij = −∇ qj γ ij = ∇ rij γ ij , we can rewrite (17) as:
where b ij is the entry (i, j) of the matrix B. By writing the equilibrium expression for all the agents, we obtain:
The undesired equilibrium is a solution of the algebraic system (19) where the unknowns are the gradients ∇ rij γ ij for all the connected pairs of agents (i, j). The number of solutions of the system depends on the rank of B.
Now we can show the following Proposition.
Proposition 2 If the connectivity graph G is a tree, then at the equilibrium the distances between the connected pairs of agents are the desired values.
Proof. If the connectivity graph is a tree, the number of unknown gradients ∇ rij γ ij is N − 1, and B ∈ R N (N −1) . It was shown in [24] that the null space of B coincides with the vector space spanned by the cycle vectors of the graph. In the case of a tree, there are no cycles in the graph; hence, we can say that the null space of B is empty. B is full rank, and the solution of the system (19) is ∇ rij γ ij = 0. This means that in the end if agents are connected and form a tree, then they are at their desired distances.
The above proposition suggests that one possible approach to avoid the undesired equilibria is to control the system to always maintain a tree connection. A more general approach should consider the dependence of the desired formation on the connection of the system. Case2) ∇ qi γ i = 0, ∇ qi β i = 0, and
The first condition says that the i-th agent does not reach the desired configuration; the second says that the agent is near to one obstacle. The equilibrium reached is not the desired one, but it is possible to tune the parameter k in order to push this undesired equilibrium close to the obstacle. It is also possible to guarantee that this kind of equilibrium is not a local minimum, but only a saddle point. Two Propositions exploit these characteristics of the navigation function.
Proposition 3 The critical points analyzed above are in the interior of the workspace F. Proposition 4 It is always possible to find a lower bound for the parameter k, such that: Fig. 6 . Motion of the agents on the plane and convergence to the desired formation.
• the critical points of the navigation function, different from the desired equilibrium, are near to one of the obstacles; • the critical points found near the obstacles are not local minima and not degenerate (ϕ i is a Morse function). The propositions can be easily proved for the navigation function introduced here, and they give a lower bound to the parameter k. For proofs, the interested reader is referred to [19] .
V. SIMULATION RESULTS
In this section we numerically verify how the designed navigation function works. The workspace has radius R w = 60. The multi-agent system considered is composed by three agents, and one obstacle is fixed in the origin of the workspace. We will see how there can be an undesired equilibrium also in this case with few agents. The collision radius is δ = 5, and the connection radius is R = 40. The constants of the control action are α = 1 and k = 1. In the following Figures the initial positions of the agents are represented with ' * ' and the final positions with '♦', the regions around the obstacle and the workspace are represented with dashed lines. In all the following examples, the desired configuration is given by distances equal to c = 15 for all the connected pairs of agents.
In the first example, shown in Fig. 6 , the agents 1 and 3 are initially not connected but during the motion they connect and in the end they reach the desired distance, as shown in Fig. 7 . In the second example, shown in Fig. 8 , an undesired equilibrium is reached. It is due to the connections graph, that presents a cycle. We see in Fig. 9 that the final distances are different from the desired ones. In the third example, the graph of connections is always a tree. In Fig. 10 we see that agents 1 and 3 are always disconnected over time. Under this condition, the desired distances among the connected agents are reached, as we see in Fig. 11 . Fig. 12 shows an example near the boundary of the workspace. Agent 2 exits the collision region near the boundary, but then it enters the same region to reach the desired distances with the others. Fig. 13 shows the distances among the agents.
VI. CONCLUSIONS
A decentralized navigation function is proposed to drive each agent of a group toward a desired final configuration which is expressed in terms of distances between the connected agents. The formation can be reached anywhere in the space and with any orientation. The navigation function assures to avoid collision between the controlled agent and the other agents and obstacles. The connection among the agents is dependent on their mutual distance. The proposed function has all the characteristics of a navigation function, but it introduces some equilibria that cannot be avoided by tuning parameters. These equilibria are related to the connection among the agents. Future work include the study of techniques that allow the system to avoid the undesired equilibria. Fig. 8 . Motion of the agents on the plane and convergence to a local minimum. 
