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Resumen
Las arquitecturas multiprocesador ocupan un grand´ısimo espectro en el cam-
po tecnolo´gico actual y son una punta de lanza para un sinf´ın de aplicaciones.
A medida que la tecnolog´ıa avanza y el nu´mero de procesadores por chip cre-
ce (hasta alcanzar lo que se conoce como massive multicore architectures) nos
enfrentamos a un nuevo problema: el intercambio de informacio´n entre las dife-
rentes unidades de procesamiento se convierte en un cuello de botella.
Una de las propuestas para encarar este escenario se basa en la estructura de
una red de comunicacio´n inala´mbrica a nivel de chip; Wireless Network on Chip
- WNoC [1]. La meta de este trabajo parte de esta l´ınea y se centra en el es-
tudio de uno de los elementos decisivos en la factibilidad de este sistema: el
convertidor analo´gico-digital. Analizamos, sobre todo, el rendimiento en cuanto
a consumo energe´tico, ocupacio´n espacial y velocidad; todas ellas caracter´ısti-
cas indispensables en el entorno del procesador (alta velocidad con dimensiones
y consumo muy limitados). Finalmente, expondremos que´ metodolog´ıas y ele-
mentos de disen˜o pueden definir un convertidor capaz de abrir la puerta a este
sistema de comunicaciones.
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Durante los u´ltimos an˜os, las exigencias del mundo de la tecnolog´ıa han pues-
to en primera l´ınea la capacidad de procesar informacio´n lo ma´s ra´pido posible.
La estructura convencional, de un u´nico procesador, quedo´ en entredicho con la
necesidad de buscar mayores velocidades: el alto consumo ligado a aumentar la
frecuencia hac´ıa que abordar as´ı el problema fuera una quimera.
La respuesta fue usar ma´s de un procesador, aprovechando el paralelismo a nivel
de thread para rebasar este obsta´culo. Esta estructura se conoce como arquitec-
tura multiprocesador y sigue siendo el eje central en este campo hasta nuestros
d´ıas [2].
Inherentemente, la complejidad del proceso aumenta y surgen otros frentes. Es-
tas unidades de procesamiento deben estar sincronizadas y tener la capacidad
de compartir datos e informacio´n que garanticen su coherencia y consistencia.
Actualmente, disponemos de varias soluciones. En el caso de arquitecturas
con pocos procesadores basta con usar buses. Con arquitecturas ma´s densas,
una red de conmutacio´n de paquetes a nivel de chip Network-on-Chip (NoC)
ofrece mayor escalabilidad con mejores rendimientos. Sin embargo, NoC peca de
latencia y problemas de conectividad si escalamos hasta un orden de magnitud
de centenares o miles de procesadores [3].
Diversas alternativas han surgido para sortear este obsta´culo [4]. Una de ellas,
Wireless Network-on-Chip (WNoC), ocupara´ el centro de este trabajo y pre-
tende complementar la estructura de NoC mediante la transmisio´n inala´mbrica
de datos (ver Fig. 1.1). Cada nu´cleo (o conjunto de ellos) integra una antena
y un transceptor. La informacio´n llega a trave´s de la wireless Network Interfa-
ce (wNIF) al transceptor; un mo´dulo de acceso al medio (MAC) decide cua´ndo
transmitir la sen˜al y el mo´dulo de capa f´ısica (PHY) se encarga de la modulacio´n
a utilizar.
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Figura 1.1: Esquema WNoC de 144 procesadores visto en [23]
1.2. Estructura
La memoria esta´ segmentada en cinco cap´ıtulos, sirviendo e´ste de introduc-
cio´n a la tema´tica y de explicacio´n de su estructura y contenidos. En el segundo
cap´ıtulo desvelamos cua´l es el escenario y el marco f´ısico donde se ubica el objeto
de este estudio, as´ı como los diversos proyectos del N3Cat a los que engloba. El
cap´ıtulo tercero comprende una serie de definiciones, conceptos y caracter´ısticas
relativos al convertidor analo´gico-digital, as´ı como una breve explicacio´n de las
arquitecturas de disen˜o ma´s relevantes. En el cap´ıtulo cuatro se an˜aden unas
gra´ficas de rendimiento de los diferentes disen˜os de los convertidores estudiados,
destacando algunos clave. Una discusio´n posterior sobre los resultados obtenidos
y que´ se puede esperar en un futuro conforman el cap´ıtulo cinco. Finalmente, el




2.1. Escenario y proyectos relacionados
Este estudio gira alrededor del entorno definido por un chip con una gran
densidad de unidades de procesamiento o nu´cleos (massive multicore architectu-
res). Dada la alta tasa de informacio´n que circula entre nu´cleos y la complejidad
que implica su correcta distribucio´n, es un escenario que merece especial aten-
cio´n. En este marco topan varios de los proyectos del NaNoNetworking Center
in Catalonia (N3Cat) (WNoC [1], GWC [5], VisorSurf [7]).
En [23] se propone un sistema de comunicaciones inala´mbrico para resolver
ese cuello de botella. Una de las piezas clave de este planteamiento es el uso de
antenas de grafeno (GWC [5], [6]), de dimensiones muy reducidas, capaces de
radiar a frecuencias en el orden de magnitud de los THz. As´ı, podemos tratar
con sen˜ales de gran ancho de banda (hasta decenas de GHz) que nos permitan
lidiar con la tasa requerida. Uno de los frentes abiertos reside en el proceso de
conversio´n analo´gico-digital, cuyo consumo y espacio necesario pueden ser un
factor limitante a nivel de chip. Adema´s, el convertidor debe ser lo bastante
ra´pido como para procesar esa alta tasa de bits.
Un esquema parecido tambie´n tiene lugar en el macro proyecto de VISORSURF
[7] - [8]. El estudio gira alrededor de las metasuperf´ıcies: estructuras artificiales
con funcionalidades electromagne´ticas disen˜adas y de propiedades no existentes
en la naturaleza. Uno de los puntos a tratar es su exclusividad, puesto que las
funcionalidades de la metasuperf´ıcie quedan fijadas en el momento de su fabri-
cacio´n. El N3Cat se encarga del disen˜o de una red de microcontroladores ligados
a la estructura de metamaterial, capaces de modificarlo y cambiar el compor-
tamiento y funcionalidades de la metasuperf´ıcie. Este entorno conserva grandes
semejanzas con el de Graphene Wireless Network-on-Chip, GWNoC [1], y por
ello se rige por los mismos problemas a nivel de conversio´n de sen˜al.
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2.2. Restricciones y objetivos
Como marco de referencia, pensemos en un chip de 20x20mm2 que aloja
aproximadamente 100 nu´cleos. Eso nos deja alrededor de 4mm2 por nu´cleo: de
este total, ser´ıa deseable no destinar ma´s del 15 % de ese espacio (es decir, unos
0.6mm2) para la infraestructura de comunicaciones.
En cuanto al consumo, cada nu´cleo podr´ıa ser alimentado con 1 W de potencia,
un tercio de la cual puede asumirse que se destina a las comunicaciones. De
esa fraccio´n, nuestra meta se basa en usar la menor potencia posible que nos
habilite la comunicacio´n inala´mbrica. Tomando como ejemplo [9], 30 mW son
utilizados para alimentar el front end RF del transceptor. Asumiremos en el
resto del trabajo que podremos usar hasta 10 mW para los convertidores.
En resumen, la propia naturaleza del entorno nos dicta buscar convertidores que
sean lo ma´s pequen˜o posible y de alta eficiencia energe´tica. Es una consecuencia
natural propia de la escalabilidad: aumentamos el nu´mero de procesadores por
chip, pero las dimensiones de e´ste no var´ıan y la potencia total suministrada
aumenta muy poco. Ver tambie´n Fig. 2.1.
Debe destacarse tambie´n que siguiendo estas directrices el sistema de co-
municaciones busca sencillez, decanta´ndose por modulaciones de baja densidad,
minizando as´ı el a´rea y energ´ıa consumidos.




Un convertidor analo´gico-digital, ADC de sus siglas en ingle´s, es un siste-
ma electro´nico capaz de convertir una sen˜al analo´gica continua en tiempo y en
amplitud, en una sen˜al digital de valores y tiempo discretos. A grandes rasgos,
podemos dividir la conversio´n en dos fases: la primera consiste en adquirir una
muestra (valor en un instante determinado) de la sen˜al analo´gica. En la segun-
da, la muestra obtenida se mapea dentro de un conjunto finito de intervalos que
cubre todo el rango de valores de la sen˜al tratada (proceso conocido como cuan-
tificacio´n); si identificamos cada intervalo con un valor concreto, cada muestra
que tomemos queda representada dentro de una secuencia nume´rica Fig. 3.1.
Figura 3.1: Proceso de conversio´n analo´gico-digital [25]
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Es natural pues hacerse un par de preguntas sobre los convertidores, que nos
ayudara´n a definir y presentar algunas de sus caracter´ısticas: ¿Cua´n ra´pido toma
un ADC una muestra? ¿En cua´ntos intervalos -o niveles- es capaz de dividir la
sen˜al tratada?
3.1. Caracter´ısticas
3.1.1. Frecuencia de muestreo f s
Definimos as´ı la cantidad de muestras por segundo (Samples/second, S/s)
que es capaz de tomar un ADC . Es un aspecto primordial, puesto que limita
de manera efectiva que´ sen˜ales puede tratar correctamente nuestro convertidor.
Del teorema de muestreo de Nyquist-Shannon extraemos:
f s > 2f in (3.1)
donde fin es el ancho de banda de la sen˜al analo´gica: si no cumplimos con este
criterio experimentaremos aliasing.
3.1.2. ENOB Effective Number Of Bits
Es un para´metro que define, de los bits de salida del ADC, la media de bits
u´tiles (es decir, aquellos que no son ruido). El ENOB es una medida del margen
dina´mico de nuestro convertidor, que se ve influenciado por numerosos factores
(ruido, distorsio´n, resolucio´n, jitter). Luego, el nu´mero efectivo de bits nos dar´ıa
una equivalencia entre nuestro convertidor y uno ideal con una resolucio´n igual
a su ENOB.





donde SNDR se expresa en dB. El factor 1.76 proviene del error de cuantificacio´n




El te´rmino jitter (fluctuacio´n) hace referencia a la inexactitud derivada de
la sen˜al de reloj, que dicta el instante temporal en el que muestreamos la sen˜al
analo´gica. Teo´ricamente asumimos que el reloj es perfecto y todas las muestras
se hallan perio´dicamente equiespaciadas. Sin embargo, en la realidad esto no es
exactamente as´ı e impone una restriccio´n en la resolucio´n de un convertidor. A
medida que trabajamos con sen˜ales de mayor ancho de banda y el ADC ha de
operar con mayor rapidez, se vuelve un factor de gran importancia.
3.2. Arquitecturas
A continuacio´n presentamos algunas de las familias de convertidores ma´s
habituales, de las cuales hablaremos ma´s tarde.
3.2.1. SAR (Successive Approximation Register)
Este tipo de convertidor compara la muestra con los rangos de los niveles de
cuantificacio´n de manera sucesiva mediante una bu´squeda binaria.
Acorde a la Fig. 3.2, el proceso es el siguiente: iniciamos el registro con el bit
Figura 3.2: Diagrama de bloques de un convertidor SAR [24]
ma´s significativo DN-1 a 1, de manera que al pasar por el convertidor digital-
analo´gico (DAC) el valor saliente sea V REF/2. Esta sen˜al se compara entonces
con la muestra, almacenada en un bloque Sample and Hold (S/H): si VIN es
menor, DN-1 se resetea a 0. En caso contrario, se conserva el valor del bit en
el registro. A continuacio´n, el bit siguiente DN-2 pasa a ser 1 y el proceso se
repite, hasta que todos los bits del registro quedan definidos. El co´digo resultante
generado (EOC) es la aproximacio´n hecha por el convertidor.
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Para resolver una muestra en 2N niveles de cuantificacio´n son necesarias
N + 1 subciclos: N para rellenar el registro y un u´ltimo donde se almacena y
devuelve el resultado. Este proceso an˜ade una penalizacio´n temporal que puede
ser absolutamente limitante para alcanzar altas velocidades de muestreo.
3.2.2. Flash
Los convertidores Flash usan una cadena de 2n - 1 comparadores en paralelo.
Cada uno de ellos analiza la muestra respecto a una serie de tensiones de refe-
rencia, que marcan los rangos de la cuantificacio´n. Finalmente, la salida de estos
comparadores pasa a un codificador, encargado de devolver la sen˜al cuantificada
Fig. 3.3.
Figura 3.3: Esquema ADC Flash de N bits [26]
Esta arquitectura posee la ventaja de poder discretizar la muestra con un
u´nico ciclo de reloj. Aparte, su disen˜o es sencillo y no requiere de lo´gica digital
salvo para el codificador. Sin embargo, su uso elevado de comparadores a medida
que aumenta la resolucio´n (255 en el caso de 8 bits) y el consumo asociado
pueden ser un impedimento para segu´n que´ escenarios.
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3.2.3. Pipelined
Los convertidores tipo Pipelined constan de diversas etapas en serie Fig. 3.4,
do´nde cada una de ellas (Fig. 3.5) se encarga de devolver un conjunto j de bits
del resultado final. Las ima´genes muestran un convertidor de 10 bits.
Figura 3.4: Diagrama de bloques del convertidor [27]
Su proceso de conversio´n consta de dos fases: en la primera, la sen˜al mues-
treada Vin se almacena y paralelamente un ADC (t´ıpicamente Flash) devuelve
los j bits resultado de su conversio´n inmediata. En la segunda, un DAC recons-
truye este valor de salida y calcula la diferencia respecto a la sen˜al almacenada
Vin. La diferencia pasa por un amplificador de residuo y se transfiere a la si-
guiente etapa Vout. Posteriormente, los bits salientes de cada etapa se combinan
y se obtiene el valor resultante cuantificado. El convertidor tipo Pipelined de-
Figura 3.5: Arquitectura de una etapa Pipelined [27]
vuelve la sen˜al discretizada en un u´nico ciclo de reloj. La contrapartida es que




En este cap´ıtulo mostraremos diversas gra´ficas de rendimiento y caracter´ısti-
cas de los ADC analizados, entre los cuales seleccionamos el ENOB, potencia
consumida y a´rea ocupada. Por u´ltimo, mostramos una figura de me´rito (FdM)
que intente recoger las necesidades de un convertidor para WNoC. En esos mis-
mos gra´ficos hemos situado algunos ma´rgenes que nos ayudan a establecer una
referencia con los requisitos vistos en el cap´ıtulo dos.
Aqu´ı comentaremos los resultados extra´ıdos de las gra´ficas y destacamos algu-
nos disen˜os, preparando el terreno para una valoracio´n conjunta, llevada a cabo
en el siguiente cap´ıtulo.
4.1. Margen dina´mico y l´ımite de Walden
La Fig. 4.1 pretende ilustrar la relacio´n entre el ENOB y el ancho de banda
de la sen˜al analo´gica procesada fin.
Figura 4.1: ENOB en funcio´n del ancho de banda analo´gico fin
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Como hemos anticipado en el cap´ıtulo tres, podemos observar un compromiso
entre ambos para´metros: el nu´mero efectivo de bits que ofrece el convertidor
disminuye a medida que aumenta el ancho de banda, ya anunciado por Walden
[15]. Este efecto viene principalmente condicionado por la inexactitud (jitter)
de la sen˜al del reloj.
La l´ınea discontinua negra representa un valor de apertura de jitter de 100
fs, sobre el que se concentra la gran mayor´ıa de disen˜os actuales. La l´ınea verde
representa una apertura de 10 fs.
Guia´ndonos por esta limitacio´n, el mejor resultado corresponde a [10], un
disen˜o Pipelined que alcanza 8.8 ENOB con una sen˜al de 4 GHz de ancho de
banda y a 10 GS/s. En el extremo derecho de la gra´fica, tenemos dos disen˜os
a destacar, ambos SAR: Con un ENOB de 5.9 bits relacionado a un ancho de
banda de 16 GHz, [11] rompe la frontera de 100 fs de apertura de de jitter. Por
u´ltimo [12] alcanza 5.2 ENOB bajo una sen˜al de 19.9 GHz de ancho de banda
a una velocidad de 90 GS/s.
La frontera impuesta por el jitter ha abierto la veda para explorar el terreno
de la conversio´n foto´nica, con resultados muy prometedores en este aspecto. Por
ejemplo, en [16] se disen˜a un convertidor foto´nico capaz de alcanzar 7 ENOB
con una sen˜al de ancho de banda fin de 41 GHz, lo que equivale a un rendimiento
alrededor de 15 fs de jitter.
4.2. A´rea
Los resultados esta´n focalizados en la frontera impuesta por las restricciones
a nivel de chip: la l´ınea magenta divide el gra´fico representando un a´rea de 0.6
mm2. La l´ınea verde representa un a´rea de 0.2 mm2.
Figura 4.2: A´rea ocupada en funcio´n de la frecuencia de muestreo fs
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Se puede apreciar co´mo los disen˜os de arquitectura SAR son los que ocupan
un menor espacio en todo el rango mostrado, siendo ma´s eficientes que algunos
disen˜os de otras familias.
A partir de 10GHz, cabe destacar [14],[17] y [12], mostrando velocidades
entre 24 - 90 GS/s estando todos ellos por debajo de la frontera en 0.6 mm2.
So´lo los dos primeros disen˜os de estos tres consiguen ocupar menos de 0.2 mm2.
4.3. Consumo
Nuevamente, fijamos la atencio´n en los convertidores que ofrecen un consu-
mo adecuado a nuestro escenario. Se ha elegido un rango de potencia alto para
poder representar una mayor cantidad de disen˜os. Aqu´ı la l´ınea magenta nos
indica un consumo de 10 mW.
Figura 4.3: Potencia consumida en funcio´n de la frecuencia de muestreo fs
Todos los convertidores de alta velocidad se hallan por encima de esta fron-
tera. El ADC ma´s veloz que cumple con dicho criterio alcanza 5GS/s con un
consumo de 5.5 mW ([13]). Situa´ndonos ma´s alla´ de los 20 GS/s, [14] consi-
gue acercarse con unas prestaciones de 23 mW de consumo a 24 GS/s. Ambos
disen˜os pertenecen a la arquitectura SAR.
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4.4. Ana´lisis rendimiento y eficiencia
Como ya se ha dicho en el cap´ıtulo dos, una red a nivel de chip nos exige
eficiencia en consumo y a´rea. Para analizar ambas caracter´ısticas, hemos creado
una figura de me´rito que indica el nu´mero medio de bits u´tiles que procesa un
convertidor por pJ de energ´ıa utilizado y mm2.
FdM =
f s × ENOB
Pot× A´rea (4.1)
Figura 4.4: Eficiencia en consumo y espacio segu´n fs
Las l´ıneas discontinuas muestran, nombradas por sentido descendente, una
frontera de 1, 10, 100, 100 y 10000 bits por unidad de potencia usada por mm2.
Con un valor de 156 bits/pJ/mm2 [14] despunta sobre el resto ofreciendo unas





5.1. Ana´lisis de resultados
Uno de los aspectos ma´s llamativos de las gra´ficas es sin lugar a dudas la
omnipresencia de la arquitectura SAR en todo el rango de velocidades, perte-
neciendo a esta los disen˜os ma´s veloces. Por ejemplo [14], [17] y [12].
Analizando el disen˜o y estructura de los convertidores en un rango de velo-
cidad superior, observamos que una caracter´ıstica comu´n es el uso de te´cnicas
de entrelazado temporal o TI (Time Interleaving). De manera ana´loga
al funcionamiento de un procesador multicore el ADC se divide en N bloques,
que muestrean los datos cada N-e´simo ciclo de reloj. De esta forma, la velocidad
aumenta en un factor N.
El ADC ma´s ra´pido hasta la fecha [12] requiere de 64 convertidores SAR para
alcanzar los 90 GHz. En [17] (fs 46 GHz) se utilizan 72 bloques de entrelazado,
mientras que [14] (fs 24 GHz) usa 16.
La arquitectura Flash copa tambie´n altas velocidades, siendo la u´nica en no
necesitar de te´cnicas de entrelazado para tal efecto. Una muestra de ello son
[18], [19] o [20]. Sin embargo, el espacio requerido y su alto consumo (406 mW
y un a´rea de 0.1mm2 en el mejor caso, [20]) los alejan de otras familias como
SAR, que es capaz de ofrecer un mejor rendimiento en ambos campos Fig. 4.2
y Fig. 4.3.
Los convertidores Pipelined llevan la delantera en cuanto a la resolucio´n neta
que ofrecen, conjuntamente con altas velocidades. En la Fig. 4.1 podemos ver
que representan el mayor nu´mero de ADC que superan la barrera de ENOB
impuesta por una apertura de jitter de 100 fs.
Por lo que respecta al espacio y el consumo, los disen˜os SAR parecen impo-
nerse al resto, especialmente Fig. 4.4. ¿Que´ hace a estos convertidores mejores
en este aspecto?
La respuesta esta´ en su construccio´n: el uso de componentes digitales y
conmutadores por parte de los SAR hace que esta familia se beneficie ma´s que
ninguna otra de la escalabilidad tecnolo´gica. Las u´ltimas gamas de transistores
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nano-CMOS (Complementary Metal-Oxide-Semiconductor) esta´n optimizadas
hacia esa direccio´n y han propiciado la popularidad de estos convertidores. Esto
se traduce en un menor consumo y dimensiones ma´s pequen˜as, permitiendo la
construccio´n de redes de entrelazado muy potentes capaces de alcanzar las ma´s
altas velocidades de muestreo. Este hecho fue analizado por Boris Murmann en
The successive approximation register ADC: A versatile building block for ultra-
low-power to ultra-high-speed applications [21]. En la Fig. 5.1 adjunta puede
comprobarse esta relacio´n.
Figura 5.1: Frecuencia de muestreo fs segu´n tecnolog´ıa CMOS utilizada
Dicho todo esto, es importante que volvamos a nuestro punto de partida
y respondamos a las exigencias impuestas por el escenario de WNoC. ¿Que´
aspectos debemos priorizar? ¿Cua´les nos preocupan menos? Sin lugar a dudas,
y a vista de los resultados, conseguir un convertidor de muy bajo consumo es el
punto candente. Mientras que los requisitos de eficiencia de a´rea se han cumplido
en algunos casos, no ha sido as´ı con la potencia disipada.
Ya hemos comentado antes que deja´bamos la resolucio´n en un segundo plano:
la intencio´n es mantener un esquema de comunicaciones lo ma´s simple posible.
Eso nos permite ser ma´s laxos en este aspecto en favor de conseguir un consumo
y a´rea inferior.
Recogiendo el pa´rrafo anterior, el convertidor que mejor se cin˜e a esas con-
diciones es [14], con 0.03mm2 de a´rea, 23 mW de potencia disipada y 4.5 ENOB
a 24 GS/s trabajando bajo criterio de Nyquist.
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5.2. Frentes derivados de la escalabilidad
Hasta aqu´ı todo nos empuja a pensar en los convertidores SAR como uno de
los focos en el proceso de conversio´n analo´gico-digital hacia el rango de WNoC,
gracias a su rendimiento ligado a los avances de la tecnolog´ıa CMOS. Sin em-
bargo, hay limitaciones que surgen a medida que explotamos agresivamente esta
ventaja, vistas todas ellas en mayor detalle en la publicacio´n de Murmann [21].
5.2.1. Distribucio´n de sen˜al
La red de distribucio´n de sen˜al induce cuellos de botella en cuanto a velocidad
y consume una parte alta de potencia. En [12](2014) el uso de transistores CMOS
32 nm SOI permitio´ paliar esta desventaja.
Combinar el disen˜o de la infraestructura de entrelazado y el de la red de
distribucio´n de sen˜al es una de las metas para la siguiente generacio´n de con-
vertidores.
5.2.2. Generacio´n sen˜al de reloj
Aparte de la fluctuacio´n en la periodicidad de la sen˜al de reloj, las te´cnicas de
entrelazado reparten las muestras entre los diferentes bloques usando un sistema
de retardos, empeorando au´n ma´s el ENOB.
5.2.3. Ruido te´rmico
Un nombre desaparecido hasta ahora, el ruido te´rmico no era muy relevante
a niveles alrededor de 6 ENOB. Bajo te´cnicas complejas de entrelazado, es un
factor a tener en cuenta. Por ejemplo, en el disen˜o de 90 GS/s [12] el ruido
te´rmico introducido por los comparadores fue uno de los condicionantes clave





La meta de este trabajo es poder responder a uno de los problemas que en-
cara ahora por ahora la WNoC: una conversio´n ra´pida pero sumamente eficaz.
Basa´ndonos en la reciente literatura, hemos analizado el rendimiento de numero-
sos y diferentes tipos de convertidores ayuda´ndonos de las gra´ficas representadas
y buscando tendencias de escalabilidad. Los resultados han sido posteriormente
discutidos cin˜e´ndonos a las exigencias propias del entorno NoC. Con el objetivo
de ver co´mo podemos cumplir esos requisitos, se han destacado los puntos en
comu´n en cuanto a metodolog´ıas y disen˜o de los convertidores ma´s veloces y
eficientes.
La realidad es que, ahora por ahora, los convertidores Pipelined poseen una
gran relevancia por la alta tasa de bits que pueden llegar a procesar a velocida-
des moderadamente altas Fig. 4.1, y ocupan actualmente un puesto privilegiado
en este tipo de escenarios respecto a los SAR. De nuevo en [21] se destacan las
posibilidades de combinar los puntos fuertes de ambas familias, dando lugar a
disen˜os de muy bajo consumo. Esta afirmacio´n queda apuntalada y concuerda
con nuestros resultados: es el caso del convertidor descrito en A 23mW 24-GS/s
6-bit Voltage-Time Hybrid Time-Interleaved ADC in 28-nm CMOS, expuesto
en 2017 [14] (ver Fig. 4.4).
Con un nuevo salto en la tecnolog´ıa CMOS y combinando estructuras de
Pipelined y SAR podemos superar la frontera impuesta de 10 mW en corto plazo.
Siendo la eficiencia en consumo uno de los obsta´culos para la factibilidad de la
WNoC, este tipo de disen˜os pueden llevarnos a solventar uno de los problemas
que actualmente encara el grupo del N3Cat.
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6.1. Trabajo futuro
La eficiencia energe´tica en este tipo de sistemas puede encararse desde otros
puntos tangentes al visto aqu´ı. Un estudio sobre que´ esquemas de modulacio´n
pueden ser ma´s convenientes (sen˜ales de bajo PAPR peak-to-average ratio) para
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