We describe a new general method for the computation of the group Aut(X) of self-homotopy equivalences of a space. It is based on the decomposition of Aut(X) induced by a factorization of X into a product of simpler spaces. Normally, such decompositions require assumptions ('induced equivalence property', 'diagonalizability'), which are strongly restrictive and hard to check. In this paper we derive computable homological criteria for an analogous assumption, called reducibility, and then show that those criteria are satisfied when the so-called atomic decomposition of the space is used. This essentially reduces the computation of Aut(X) to the computation of the group of self-equivalences of its atomic factors, and the computation of certain homotopy sets between those factors.
Introduction
Given a pointed CW-complex X let Aut(X) denote the set of homotopy classes of based self-maps of X which are homotopy equivalences. The operation induced by the composition of maps makes this set into a group, called the group of selfhomotopy equivalences of X. This paper is a part of an effort to compute selfequivalences of general spaces.
A natural approach to the computation of Aut(X) would be to start from some decomposition of X, e.g. as a product or wedge of simpler spaces and describe selfequivalences of X by means of maps between its factors. There have been several attempts to achieve this goal, most notably by Booth and Heath [8] for general products and Sieradski [24] for products of H-spaces. We are not going into details of their results but generally speaking both approaches, and indeed all the others, require two types of assumptions. One of those ('induced equivalence property' in [8] and H-structure in [24] ) is needed to define certain functions which relate the group of self-equivalences of the products with groups and sets of maps between factors. In addition, there is some appropriate homotopy triviality condition which guarantees that those functions are in fact homomorphisms giving thus some information on the algebraic structure of Aut(X). As these assumptions turn out to be quite restrictive, the results are limited in scope. Moreover, neither of them has been used to compute self-equivalences of products of more than two spaces.
In [20] we proved a decomposition theorem for groups of self-homotopy equivalences of product spaces, under assumption that the self-equivalences in question are in certain sense reducible (similar to the 'induced equivalence property' of [8] ). This theorem extends and generalizes most of the previous results and does not require any homotopy triviality assumption, but it still has a major shortcoming that the criteria for reducibility available in [20] involve homotopy groups of the factors, and homomorphisms between them induced by certain maps. It was a common opinion that these assumptions are both difficult to check and rarely satisfied.
In this paper we derive a series of computable criteria, mostly in homological terms, which imply reducibility of self-equivalences. Moreover, these criteria imply that the reducibility is quite widespread 'in nature', which opens the possibility for the computation of the group of self-equivalences of general spaces. We continue this line of attack by generalizing the decomposition theorem of [20] to multiple products. The generalization still assumes reducibility of self-equivalences but then we prove that for spaces which are suitably decomposed into a product of atomic spaces reducibility comes for free. These results sum up to give a good grasp on the group of self-equivalences at least for spaces which admit a suitable atomic decomposition.
Most of the paper originates from two results: that the nilpotency of certain self-maps implies reducibility of self-equivalences, and (Zabrodsky [29] ) that for simply-connected finite complexes the nilpotency of self-maps is equivalent to the nilpotency of induced homology endomorphisms. Incidentally, as most of the discussion is centered around the detection of the nilpotency of self-maps, the methods of the paper seem to be of broader interest.
The paper is organized as follows. In what remains of this section we introduce the notation and recall the relevant results of [20] . In Section 2 we derive a series of conditions that guarantee the reducibility of self-equivalences, most notably, the nilpotency of certain self-maps. In Section 3 we prove a result, which is a nilpotent analogue of the Whitehead theorem: its most useful instance is that for spaces with solvable fundamental group the nilpotency of induced endomorphisms on homotopy groups is equivalent to the nilpotency of induced endomorphisms on maps π n (f ) : π n (X) → π n (Y ), π n (g) : π n (Y ) → π n (X) is trivial.
Note however that this condition is not satisfied even for such a simple product space as S 3 × (S 2 ∨ S 4 ). But the self-equivalences of this product are indeed reducible since one can check that its factors satisfy the assumptions of the Corollary 2.4 below. Even more, for finite complexes the assumptions can be restated in homological terms (Theorem 4.1) and the verification of the homological conditions for S 3 × (S 2 ∨ S 4 ) becomes a triviality.
Nilpotency and reducibility
In this section we describe a useful criterion for a self-map of a product to be a homotopy equivalence. It depends on the following observation about endomorphisms of direct products of groups. Let A, B be groups with operations written additively (even if the groups are not commutative). Clearly, every endomorphism ϕ : A × B → A × B can be identified with a matrix of the form
where ϕ IJ : J → I for I, J ∈ {A, B} are defined in the same manner as we did for spaces in the previous section. A direct computation shows that the matrix which corresponds to the composition of two endomorphisms ϕ, ψ of A × B is given by
It is important to observe that although the addition is not necessarily commutative we still have that
(since the images of ϕ AA and ψ BA commute), and similarly for other components of M (ϕ • ψ). If we define the product of matrices by the above formula then
hence ϕ is an isomorphism if, and only if M (ϕ) is invertible with respect to this matrix multiplication. This implies in particular that the matrix
is invertible if, and only if ϕ AA and ϕ BB are isomorphisms of A and B, respectively.
We conclude that a self-map f : X × Y → X × Y is a homotopy equivalence if, and only if the matrices
are invertible for n = 1, 2, . . ..
The following result is very useful, as it essentially halves the burden needed to prove the reducibility of self-equivalences.
Proposition 2.1
The self-equivalences of X × Y are reducible if, and only if f ∈ Aut(X × Y ) implies f XX ∈ Aut(X).
Proof: Assume that f ∈ Aut(X × Y ) and f XX ∈ Aut(X). We must show that f Y Y ∈ Aut(Y ).
Our first claim is that (f X , p Y ) ∈ Aut(X ×Y ). Indeed, the matrix of
which is invertible for all n, since we assumed that f XX ∈ Aut(X).
Let us denote byf the inverse of f . Then we have
Given an additively written group G, an endomorphism ν : G → G is said to be quasi-regular if the function (1 − ν) : g → g − ν(g) is an automorphism of G. (When G is commutative this coincides with the usual definition of quasi-regular elements of the ring End(G).) A self-map f : X → X is quasi-regular, if π n (f ) are quasi-regular endomorphisms of π n (X) for all n. Let us denote byf the homotopy inverse of a self-equivalence f .
Proposition 2.2
The self-equivalences of X × Y are reducible if, and only if for all f ∈ Aut(X × Y ) the map f XY •f Y X is quasi-regular.
or in other words, that
If self-equivalences of X × Y are reducible then f XX andf XX are self-equivalences of X, hence π n (f XX ) and π n (f XX ) are automorphisms of π n (X) for all n. By the above equality f XY •f Y X is quasi-regular.
is invertible for all n. By Whitehead theorem f XX is a self-homotopy equivalence of X, and by the previous Proposition, the self-equivalences of X × Y are reducible.
In ring theory the main source of quasi-regular elements are nilpotent elements. Let us denote by 0 : G → G the trivial endomorphism of the group G. An endomorphism ν : G → G is said to be nilpotent if ν k = ν • . . .
• ν = 0 for some k. The following Lemma is well-known when G is abelian, but the non-commutative case requires some care.
Proof: Assume ν k+1 = 0. We will show that the function 1+ν +ν 2 +. . .+ν k : G → G is the inverse of 1 − ν, so in particular it is a homomorphism of G. Indeed, for a g ∈ G we have
We conclude that both (1 + ν + . . . + ν k ) and 1 − ν are automorphisms of G.
Note however that there are many quasi-regular endomorphisms which are not nilpotent. For example ϕ : Z → Z, ϕ(m) = 2m is quasi-regular but it is not nilpotent.
Corollary 2.4
If every self-map of X which factors through Y induces a nilpotent endomorphism of all homotopy groups of X, then the self-equivalences of X × Y are reducible.
Proof: We will use the same notation as in Proposition 2.2. Let f be a self- This Corollary gives a criterion for reducibility of self-equivalences which is much more general then those previously used (cf. Introduction). Nevertheless, it still requires knowledge of homotopy groups of X and Y , and of homomorphisms induced by maps between X and Y . 
Homological vs. homotopical nilpotency
A self-map of a space which induces trivial homomorphisms of homotopy groups need not induce trivial homomorphisms of homological groups and vice-versa. The relation is much tighter if we consider nilpotent endomorphisms instead. In [6] Arkowitz, Maruyama and Stanley proved that if X is an n-dimensional complex, then a self-map, which induces trivial endomorphisms of the first n homotopy groups is nilpotent (see also Arkowitz-Strom [4] for a generalization). Consequently, a self-map which induces nilpotent endomorphisms of the first n homotopy groups of X is also nilpotent. On the other hand, in [29] Zabrodsky proved the following result about a finite complex X: a self-map f : X → X is nilpotent if, and only if π 1 (f ) and H n (f ), n = 2, 3, . . . are nilpotent endomorphisms of respective groups; moreover if π 1 (X) is solvable, then a self-map f : X → X is nilpotent if, and only if H n (f ) are nilpotent endomorphisms for n = 1, 2, . . .. If we put these results together it follows, that at least for simply connected finite complexes the homotopy and homology nilpotency coincide.
The main purpose of this section is to show that even more is true: if we are only interested in the relation between the induced endomorphism of homotopy and homology groups then all finiteness assumptions can be dropped. Recall that in this section we do not assume that the spaces under consideration have the homotopy type of a CW-complex.
The following well-known lemma and its corollary will be used several times.
be an endomorphism of a short exact sequence of (non necessarily abelian) groups, and assume that α and γ are nilpotent. Then so is β.
Proof: Let us only sketch the proof. We can assume without loss of generality that α and γ are both trivial. Then p • β is trivial, so by exactness, for every b ∈ B there is a unique a ∈ A, such that
This result can be readily extended to endomorphisms of long exact sequences.
is an endomorphism of long exact sequences of groups, and if α n and β n are nilpotent for all n, then so are γ n .
The following theorem is the crucial step toward the main result of this section, but it is also of indipendent interest. It essentially says that, under some fairly general assumptions, a self-map of a fibration, which induces nilpotent endomorphisms of the homology groups of the base and of the fibre, induces nilpotent endomorphisms of the homology groups of the total space as well.
be a self-map map of a fibration, and assume that one of the following conditions hold: the fibration is simple, or the fibre F is connected, or
Proof: As above, we can assume without any loss in generality that H k (f F ) and
Let us first consider the case of a simple fibration. The E 2 -term of the LeraySerre spectral sequence of the above fibration is given by E 2 p,q = H p (B; H q (F )) and the induced homomorphism f * :
By the assumptions, and by lemma 3.1 we have that f * :
are determined by a series of extensions, i.e. short exact sequences made of E ∞ p,q for p+q = k, and their respective endomorphisms, a simple inductive argument based on the repeated use of lemma 3.1 proves that H k (f ) is nilpotent.
Next, we consider the case of a fibration with a connected fibre. The E 2 term of the corresponding spectral sequence is given by E denotes the local system of coefficients determined by the homology of the fibres. H p (B; H q ) is the homology of the chain complex whose groups are C p (B) ⊗ H q (F ), while the boundary map is determined by the local system. Maps f B and f F induce a morphism of complexes, given on the groups by C p (f B ) ⊗ H q (f F ), and which is trivial for q > 0 (by our standing assumption H q (f F ) = 0). On the other side, since F is connected, the local system H 0 is trivial, so E 2 p,0 = H p (B; H 0 ) = H p (B), and
Finally, let us assume, again with no loss in generality, that π 1 (f B ) is trivial. As in the previous case, the homomorphism f * : E 2 p,q → E 2 p,q is trivial for q > 0, so let us consider the case q = 0. The homomorphism f * : C * (B; H 0 ) → C * (B; H 0 ) can be factored as
is trivial, the induced local system f * H 0 is also trivial, therefore
In order to prove our next theorem we need an easy lemma which describes when self-maps of Eilenberg-MacLane spaces are nilpotent.
is an isomorphism of monoids. Therefore, if π n (f ) is nilpotent, then f itself is nilpotent, and hence all H k (f ) are nilpotent.
(b) If G is abelian the claim follows from the Hurewicz theorem. If n = 1, and G is non-abelian then
is contained in the l-th derived group of G, which is trivial if G is solvable of order l.
We are now in the position to prove the main result of this section. Its formulation resembles one of the classical Whitehead theorems.
Theorem 3.5 Given a map f : X → X and an integer n ≥ 1 the following are equivalent:
Proof: We will argue by induction on the number of non-trivial homotopy groups of X in dimensions up to n.
(a) ⇒ (b): Let π m (X) (m ≥ 1) be the first non-trivial homotopy group of X, and let X be the homotopy fibre of the map X → K = K(π m (X), m), which induces isomorphism on π n (X) (i.e., X is the n-connective cover of X). The map f induces a self-map of fibrations
The endomorphism π m (f ) is nilpotent by the assumption so, by lemma 3.4,
Since X has less non-trivial homotopy groups up to dimension n then X, by induction, H k (f ) is nilpotent for all k ≤ n. As X is connected, theorem 3.3 applies, therefore H k (f ) is nilpotent for all k ≤ n. 
By the assumptions, and by lemma 3.4 both H k (f ) and H k (Ωf ) are nilpotent for k ≤ n. As π 1 (f ) is nilpotent, we can apply theorem 3.3 to show that
If f : X → X is a self-map of a space with a solvable fundamental group then by Lemma 3.4 π 1 (f ) is nilpotent if and only if H 1 (f ) is nilpotent. Thus we get Corollary 3.6 Let π 1 (X) be solvable and f : X → X a map. Then π k (f ) are nilpotent for all k if, and only if H k (f ) are nilpotent for all k.
For spaces of finite homological or homotopical dimension the nilpotency of self-maps can be checked in a finite range of dimensions.
Corollary 3.7 Let f : X → X be a map and n ≥ 1 an integer.
(a) If H k (X) = 0 for k > n, and if π k (f ) are nilpotent for k ≤ n then π k (f ) is nilpotent for all k.
(b) If π k (X) = 0 for k > n, and if π 1 (f ) and
Proof: (a) By Theorem 3.5 H k (f ) are nilpotent for k ≤ n, and hence for all k, which implies that π k (f ) are nilpotent for all k. The proof of (b) is analogous.
For finite-dimensional complexes part (a) follows from a result of Arkowitz, Maruyama and Stanley [6] .
Criteria for nilpotency and reducibility
In this section we will describe several methods which can be used in order to prove that all self-maps of X, which factor through Y are nilpotent, and hence that the self-equivalences of X × Y are reducible.
Let us say that the spaces X and Y are homotopy (resp. homology) distant if every self-map of X, which can be factored (up to homotopy) through Y induces nilpotent endomorphisms of all homotopy (resp. integral homology) groups of X. Note that both concepts are defined in terms of iterated maps between X and Y , hence define symmetric relations, in spite of the apparent asymmetry in the definitions. Note moreover that we do not require the nilpotency of π n (f ) or H n (f ) to be bounded with respect to n. Corollary 2.4 can be reformulated by saying that self-equivalences of X × Y are reducible whenever X and Y are homotopy distant, while the results of Section 3 clarify the relations between homology and homotopy distance. In particular, the following consequence of Corollary 3.6 is very useful: Theorem 4.1 Let X be a space with a solvable fundamental group. If X and Y are homology distant then X and Y are homotopy distant and the self-equivalences of X × Y are reducible.
We will insist on easily verifiable sufficient conditions as opposed to precise conditions which are difficult to check. For example, S n and X are homotopy distant if, and only if every map of the form
is trivial (since the only nilpotent endomorphism of π n (S n ) = Z is the trivial one), hence if, and only if π n (f ) is trivial for all f : X → S n . As it requires knowledge of the homotopy groups, this condition is in general difficult to check. On the other side, if the group H n (X) is torsion then obviously H n (f g) = 0, hence S n and X are homotopy distant. Similarly, if in the cohomology ring of X all n-dimensional elements are decomposable then H n (f g) = 0, which implies that S n and X are homotopy distant.
Fibrations and cofibrations
Let us begin with some results which follow from the universal property of homotopy fibres and cofibres. 
Proof:
(a) Given maps u : X → Z and v : Z → X, we can fit them into the following diagram:
whereṽ is the lifting of v, which exists because by the assumption f • v is homotopy trivial. Corollary 3.2 applied to the corresponding diagram of long exact sequences of homotopy groups yields the result.
(b) The proof is dual to the previous one. The solvability assumption is required to allow the application of Theorem 4.1.
The converse of the above theorem is not true as one can see from the following example. 
Localization
Several interesting results on homotopy distance can be obtained by exploiting the properties of localization functors determined by maps, in the sense of Dror-Farjoun (see [10] 
The naturality of L f yields the following result:
are homotopy distant then also X and Y are homotopy distant.
Proof: Due to the functoriality of L f and L f we can fit maps u :
By assumptions, L f (vu) and L f (vu) induce nilpotent endomorphisms of homotopy groups of X so by 3.2 vu induces nilpotent endomorphisms of homotopy groups. We conclude that X and Y are homotopy distant.
This general theorem has a series of interesting consequences. Let P n X denote the n-th Postnikov section of X, and X[n] the n-connected cover of X. Since P n X can be seen as a localization with respect to the map S n+1 → * we obtain the following Another instance of general localization is Quillen's plus-construction, which to every space X whose fundamental group is perfect assigns a simply-connected space X + with the same homology groups as X. More generally, if the fundamental group of X is not perfect, then π 1 (X + ) is π 1 (X) modulo its maximal perfect subgroup P X . Clearly, the homotopy fibre X ac of X → X + is acyclic, and its fundamental group is P .
Corollary 4.7 If X
+ and Y + are homotopy distant, and if every endomorphism of P X which factors through P Y is nilpotent then X and Y are homotopy distant.
Given a nilpotent space we can apply the Sullivan localization with respect to a set of primes (see [15] ). In particular, let us denote by X τ the homotopy fibre of the rationalization functor X → X Q . The homotopy groups of X τ are torsion, so it is homotopy equivalent to the product of its p-localizations over the set of all primes p. Moreover, if for every n the homotopy group π n (X) has p-torsion only for finitely many p (e.g. if X is of finite type) and if p-localizations (X τ ) (p) and (Y τ ) (p) are homotopy distant for all primes p then X τ and Y τ are homotopy distant.
Proof: The first part is immediate by Theorem 4.5. As for the second part, the functoriality of the localization implies that a self-map f of X τ which factors through Y τ induces self-maps f (p) of (X τ ) (p) which factor through (Y τ ) (p) . By the assumptions, the maps f (p) induce nilpotent endomorphisms on homotopy groups. As there are no essential maps between (X τ ) (p) and (X τ ) (q) when p and q are different, the nilpotency of π n (f ) is precisely the maximum of the nilpotencies of π n (f (p) ) (here the need for some finiteness assumption on the homology of X becomes apparent). The other implication is obvious.
In the context of Sullivan localization it is more common to work with the localizations of X then with those of X τ . We are therefore led to the following variant of the previous result.
Theorem 4.9 Let X and Y be nilpotent spaces, such that for every n the p-torsion of π n (X) is non-trivial only for finitely many primes p (e.g. when X is of finite type). If X Q and Y Q are homotopy distant, and if X (p) and Y (p) are homotopy distant for all primes p, then X and Y are homotopy distant.
Proof: First we prove by induction that X (P ) and Y (P ) are homotopy distant for any finite set of primes P . For one-element sets P this is just part of the assumption so let as assume it is true for some finite set P . Then for a prime p / ∈ P we have the arithmetic square
The homotopy groups of X (P ∪{p}) are determined by the homotopy Mayer-Vietoris sequence
A self-map of X (P ∪{p}) which factors through Y (P ∪{p}) induces an endomorphism of the Mayer-Vietoris sequence so the inductive assumption and Corollary 3.2 imply that X (P ∪{p}) and Y (P ∪{p}) are homotopy distant.
Let P be the finite set of primes for which π n (X) and π n+1 (X) have p torsion and let Q be its complement in the set of all primes. Then π n (X (Q) ) and π n+1 (X (Q) ) are torsion-free, which implies that if π n (f Q ) and π n+1 (f Q ) are nilpotent then so are π n (f (Q) ) and π n+1 (f (Q) ). Homotopy groups of X are determined by the exact sequence
As before, the assumptions and Corollary 3.2 imply that every self-map of X which factors through Y induces a nilpotent endomorphism on π n (X), therefore X and Y are homotopy distant.
Homology with coefficients and cohomology
The previous result could be also stated in terms of homology with coefficients in the group of integers localized with respect to some set of primes. However, in view of other applications, especially related to cohomology ring and cohomology operations, it is important to consider the case of other coefficients as well.
Given an abelian group G, and a map f : X → X, if H n (f ) is nilpotent for all n > 0 then the Universal Coefficient Theorems and Lemma 3.1 imply that H n (f ; G) and H n (f ; G) are nilpotent for all n > 0.
For the converse, let us first consider homology with coefficients in a field. Recall that prime fields are the field of rationals Q and the finite fields F p for p a prime. Theorem 4.10 Let X be a space of finite type, and let f : X → X be a self-map. If H n (f ; F) is nilpotent for all prime fields F then H n (f ) is nilpotent.
Proof: For an abelian group G let T p G denote its p-torsion subgroup, T G its full torsion subgroup and F G := G/T G its torsion-free quotient. Observe that T p G, T G and F G are functorial in G, hence in particular H n (f ) induces an endomorphism of short exact sequences
By Lemma 3.1 it is sufficient to prove that F H n (f ) and T H n (f ) are nilpotent.
Since F H n (f ) ⊗ Q = H n (f ; Q), and since Q is torsion-free, the nilpotency of H n (f ; Q) implies that of F H n (f ).
On the other side, if H n (f ; F p ) is nilpotent then by the Universal Coefficient Theorem H n (f ) ⊗ F p is nilpotent as well, hence the same holds for its restriction T p H n (f )⊗F p . This implies that the image of some power of T p H n (f ) is contained in p · T p H n (X). Since the exponent of T p H n (X) is finite, T p H n (f ) must be nilpotent, and since T p H n (X) is non-trivial only for finite many primes T H n (f ) must be nilpotent, too.
As H n (f ; F p ) is dual to H n (f ; F p ) one of them is nilpotent whenever the other is. This implies that the nilpotency of H * (f ) can be checked both by homological and cohomological means.
Corollary 4.11 Let X be a space of finite type, and let f : X → X be a self-map. Then the following are equivalent.
1. H n (f ) is nilpotent for all n > 0;
2. H n (f ; F) is nilpotent for all n > 0 and all prime fields F;
H
n (f ) is nilpotent for all n > 0;
4. H n (f ; F) is nilpotent for all n > 0 and all prime fields F.
The above equivalences have immediate consequences concerning the homology distance between spaces. Corollary 4.12 Let X be a space of finite type. Then X and Y are homology distant if, and only if every self-map of X which factors through Y induces nilpotent endomorphisms of the integral cohomology groups of X.
Moreover, X and Y are homology distant if, and only if every self-map of X which factors through Y induces nilpotent endomorphisms of the homology (or cohomology) groups of X with coefficients in any prime field.
Products and wedges
In order to generalize Theorem 2.5 of [20] (mentioned in the Introduction) to multiple products we need an appropriate distance condition on the factors.
Given a space X with abelian fundamental group we denote by End(π * (X)) the ring of endomorphisms of the graded group π * (X). Let Q π be a subgroup of the additive group of End(π * (X)) with the property that all elements of Q π are nilpotent. The instances of Q π we have in mind are the trivial group and various nil-ideals of End(π * (X)). We will say that X is Q π -distant from Y if for every self-map f : X → X which factors through Y the induced homomorphism π * (f ) is in Q π . Clearly, if X is Q π -distant from Y then X and Y are homotopy distant. Also, if X is an H-space or a coH-space then Q π can be taken as the image in End(π * (X)) of some nilpotent ideal of the near-ring [X, X]. Proposition 4.13 Let X and Q π be as above, and let X be
which is in Q π , as it is closed under addition.
There is an obvious dual to the above result. Let X be simply connected, and let Q H be a subgroup of the additive group of End(H * (X)), such that all elements of Q H are nilpotent. We say that X is Q H -distant from Y if for every self-map f : X → X which factors through Y the induced homomorphism H * (f ) is in Q H . Proposition 4.14 Let X and Q H be as above, and let X be Q H -distant from Y i for i = 1, . . . , n. Then X is Q H -distant from Y 1 ∨ · · · ∨ Y n . In particular X and Y 1 ∨ · · · ∨ Y n are homology distant.
Examples
Let us consider a few examples in order to illustrate methods of this section. They should also convince the reader that the reducibility of self-equivalences is ubiquitous, and is related to the assumption that the factors are relatively prime, i.e. when they do not have common 'divisors'. Note that S 3 and (S 2 ∨S 4 ), mentioned as a 'hard case' in the Introduction, are trivially checked to be homologically distant, therefore the self-equivalences of S 3 × (S 2 ∨ S 4 ) are reducible.
We begin with two algebraic results which provide useful means for checking the homology distance, but can be also thought as an algebraic motivation for the developments in Section 6. A subgroup A of a group G is complemented if there is a subgroup B in G, such that G = A · B and the intersection A ∩ B is trivial. If B is normal then A is normally complemented. Clearly, if G is commutative then a complemented group is a direct summand of G. Recall that the indecomposable finitely generated abelian groups are precisely the infinite cyclic group and the cyclic groups of prime power order Z/p k . They have the following important property.
Proposition 4.15
For any group G, either Z/p k is normally complemented in G or every endomorphism of Z/p k which factors through G is nilpotent.
Similarly, for any group G, either Z is isomorphic to a subgroup of G, or every endomorphism of Z which factors through G is trivial.
Proof: Since End(Z/p k ) (which is isomorphic to Z/p k as a ring) is a finite local ring every endomorphism of Z/p k is either nilpotent or an automorphism. Hence, if there is a non-nilpotent endomorphism of the form
For the second part observe that a non-trivial endomorphism of Z is injective, hence determines a subgroup of G.
This result can be suitably extended to all finitely generated abelian groups.
Theorem 4.16
Let A be a finitely generated abelian group, G an arbitrary group, and assume that there is a non-nilpotent endomorphism of A which factors through G. Then there is a non-trivial group which is isomorphic both to a subgroup of G and to a subgroup of A. Moreover, if A is finite, then there is a non-trivial direct summand of A which is normally complemented in G.
Then there is some x ∈ A with the property that f n (x) = 0 for all n. If |f (x)| (the order of f (x)) is infinite, then u(x) generates an infinite cyclic subgroup of G isomorphic to the subgroup of A generated by x. If |f (x)| is finite then the restriction of f to the torsion subgroup of A is also non-nilpotent so we can assume, without loss of generality, that A is finite. Let C be the subgroup of A generated by x. Since A has only finitely many subgroups there is a subgroup C of A such that f n (C ) = C for some n. This implies that f and hence u are monomorphisms, therefore u(C) is a subgroup of G isomorphic to G.
For finite groups it is sufficient to consider the case when A is p-torsion with respect to some prime p, so we can write A = n i=1 Z/p ki where k 1 ≤ k 2 ≤ . . . ≤ k n . Assume that none of the summands of A is a summand of G. We will show that an endomorphism of the form A → G → A is nilpotent.
Observe that an endomorphism f : A → A is nilpotent if, and only if some power of it is contained in the kernel of the quotient homomorphism
Let us represent f : A → A which factors through the group G in a matricial form as in Section 2, f = (f ij ) where f ij : Z/p kj → Z/p ki . By Proposition 4.15 every endomorphism of Z/p ki which factors through G is trivial modulo p. Moreover, if i > j then every homomorphism from Z/p kj to Z/p ki is also trivial modulo p. It follows that f modp is represented by an upper-triangular matrix with trivial elements on the diagonal, hence some iterate of f is contained in p · End(A). We therefore conclude that f is nilpotent.
The situation turns out to be much more complicated when one consider maps between spaces.
Example 4.17 Let n > 1 be an odd integer. The group [S n , RP n ] = π n (RP n ) is infinite cyclic with generator the covering projection p :
is also infinite cyclic with generator the quotient map q : RP n → RP n /RP n−1 ≈ S n . The composition q • p has degree 2, so there are non-trivial self-maps of S n , which factor through RP n (in fact, they all have even degree). Therefore S n and RP n are not homotopy distant in spite of the fact that S n is indecomposable and is not a retract of RP n .
We will see in Section 6 that atomic spaces and atomic decompositions yield a setting in which the problems like that of the previous example do not appear. In the following examples we mostly determine conditions that imply that projective and lens spaces are homotopy distant from spaces with certain properties. This is mostly for the sake of simplicity, as the results can be easily extended to spaces with (truncated) polynomial cohomology.
Example 4.18 If H
1 (X; Z 2 ) = 0, and if X and S n are homology distant then X and RP n are homotopy distant. To see this, apply Theorem 4.2 to the homotopy fibration
Similarly, by considering the homotopy fibration S 2n+1 → CP n → K(Z, 2) we obtain: if H 2 (X) = 0, and if X and S 2n+1 are homology distant, then X and CP n are homotopy distant.
Example 4.19
Let us consider the fibration SO(n) → SO(n + 1) → S n : if dim(Z) < n and if Z and SO(n) are homotopy distant then by part (a) of the above theorem Z and SO(n + 1) are homotopy distant. Continuing the argument we obtain that if Z and SO(n) are homotopy distant and if dim(Z) < n then Z and SO(k) are homotopy distant for all k ≥ n.
By similar considerations, if dim(Z) ≤ 2n and if Z and SU (n) are homotopy distant, then Z and SU (k) are homotopy distant for all k ≥ n. If moreover H 1 (Z) = 0 then also Z and U (k) are homotopy distant for all k ≥ n (use the
Example 4.20 Let p, q be different primes and let m = n. Then by Corollary 4.6 the lens spaces L 2m+1 (p) and L 2n+1 (q) are homotopy distant. The situation is similar when p = q, see Example 4.21. On the other side L 2m+1 (p) and L 2m+1 (q) are not homotopy distant: one can easily construct a self-map of L 2m+1 (p) which factors through L 2m+1 (q) and whose degree is p m q m .
Example 4.21
For m = n the projective spaces RP m and RP n are homotopy distant by Corollary 4.11. Indeed, let f be a self-map of RP n which factors through RP m . Then H * (f ; Q) and H * (f ; F p ) for p odd are trivial because m = n, while H * (f ; F 2 ) can be seen to be trivial by considering the ring structures of H * (RP n ; Z/2) and H * (RP m ; Z/2).
In particular, the self-homotopy equivalences of RP 3 ×RP 7 are reducible, so the methods of [20] can be used to compute Aut(RP 3 × RP 7 ). This leaves
as the only open case among non simply-connected rank 2 H-spaces (cf. also [8] , [23] , [24] and Problem 5 in [16] ).
By the same method one can see that lens spaces L 2m+1 (p) and L 2n+1 (p) are homotopy distant when m = n, and that CP m and CP n are homotopy distant when m = n. It is also obvious that RP m and CP n are homotopy distant for arbitrary m and n.
Example 4.22
The cohomology of classical groups SU (n), U (n) and Sp(n) is the exterior algebra over integers with generators in odd degrees. For dimensional reasons they are homotopy distant from complex and quaternionic projective spaces, and from even-dimensional real projective spaces. Similarly, special orthogonal groups SO(n) are homology distant from complex and quaternionic projective spaces.
The generator x ∈ H 1 (SO(n); Z/2) satisfies the relation x k = 0 where k is the smallest power of 2, which is bigger or equal to n (see [18] ). This implies that a self-map of SO(n) which factors through RP m induces a trivial homomorphism in Z 2 -cohomology, except possibly when m = k−1. It follows that SO(n) are homology distant from even-dimensional real projective spaces.
To study the case of odd-dimensional projective spaces observe that when G is any of the above-mentioned groups, the map [G,
] is trivial (except when G = SO(n) and 2n = k as before). We can therefore apply Theorem 4.2 to conclude that if G is homotopy distant from S 2n−1 then G is homotopy distant from RP 2n−1 as well. The homotopy groups π 2n−1 (G) are finite, except when n is in the type of G (cf. [18] , p.956) so when n is not in the type of G we conclude that G is homotopy distant from RP 2n−1 .
The very same argument works for lens spaces L 2n−1 (p) (without exceptions, because H 1 (SO(n); Z/p) = 0): if G and S 2n−1 are homotopy distant then so are G and L 2n−1 (p).
Multiple products
Having a good grasp on the reducibility of self-equivalences, we can now consider self-equivalences of products of more than two spaces. As we already explained, the previous approaches (Sieradski, Booth-Heath, et.al.) are essentially confined to products of two spaces, as they require certain triviality assumptions that are hard even to describe for multiple products. The situation is different for the subgroup of self-homotopy equivalences of multiple products which induce identity automorphisms on the homotopy groups as it turns out that such self-equivalences are always reducible. In [22] we have been able to obtain two different factorizations of these subgroups, extending the results of [20] . Assuming reducibility, analogous factorization can be obtained for the whole group of self-equivalences. Some of the proofs are analogous to those of [22] . For those we will formulate the results, and only briefly sketch the arguments.
Symmetric factorization
As we already mentioned in the Introduction, when the self-homotopy equivalences of X × Y are reducible then we have the following factorization Aut(
Moreover, each of the factors can be further decomposed since the function
is a homomorphism (being the restriction to the fibre of the fibre-preserving automorphisms of
. . , f n ) (and by induction (f 1 , . . . , f n ) with any number of components substituted by respective projections) is in Aut(X 1 × · · · × X n ).
Our first factorization of Aut(X 1 ×· · ·×X n ) is obtained by inductive application of the above mentioned result. The inductive step is described in the following Lemma.
Lemma 5.1 Assume that the self-homotopy equivalences of X × Y × Z are reducible. Then
Proof: Since the groups on the right have trivial intersection, if the factorization of an element in Aut X (X × Y × Z) exists, it is unique. We claim that
, with factors in Aut X×Y (X ×Y ×Z) and Aut X×Z (X ×Y ×Z), respectively. In fact, as (
, so in particular, the second factor of the above factorization is in Aut X×Z (X × Y × Z). Moreover,
is also an element of Aut X (X × Y × Z). By applying reducibility to the right-hand side, we see that
, which is precisely the first factor in the above decomposition, is in Aut(X × Y × Z) and hence in Aut X×Y (X × Y × Z).
Let Π i denote the subproduct of X 1 × · · · × X n obtained by omitting X i ; Π i := X 1 × · · · × X i × . . . × X n . Then the inductive use of the above lemma yields:
Theorem 5.2 Assume that the self-homotopy equivalences of X 1 × · · · × X n are reducible. Then
. . × X n and apply Lemma 5.1. Then
The second assertion follows from Proposition 2.3 of [20] .
We will refer to the above as to the symmetric factorization of the group of self-equivalences. Its terms have a nice description in terms of the self-equivalences of the factors and certain groups of homotopy classes. Its main disadvantage is that it yields a factorization of the group of self-homotopy equivalences of an nfold product of spaces into an n-fold product of certain subgroups, causing a lost of information on the algebraic structure due to extension problems. To overcome this difficulty we devised a different factorization, which has always only two factors. As it vaguely reminds the classical factorization of matrices into a product of lowerand upper-triangular ones, we will call it LU-factorization.
LU-factorization
We are going to deal with maps between various subproducts of spaces X 1 , . . . , X n so let us introduce some notation and standard maps. Let l k and u k be the self-maps of X 1 × · · · × X n defined by l k (x 1 , . . . , x n ) := (x 1 , . . . , x k , * , . . . , * ) and u k (x 1 , . . . , x n ) := ( * , . . . , * , x k , . . . , x n ). Note that
Using maps l k and u k we can define factors of our decomposition. For given spaces X 1 , . . . , X n let
With a little hindsight one can recognize in the equations which define L(X 1 , . . . , X n ) and U (X 1 , . . . , X n ) the non-additive analogues of relations that define lower-triangular matrices, and upper-triangular, unipotent matrices, respectively. Indeed, if we represent the induced endomorphisms of π i (X 1 × · · · × X n ) in matricial form, the elements of L(X 1 , . . . , X n ) yield lower-triangular matrices, while those of U (X 1 , . . . , X n ) yield upper-triangular matrices with identity automorphisms on the diagonal entries.
In view of that analogy the following inclusions become obvious.
The proof of the following fact is the same as that of Proposition 3.1 of [22] . Proposition 5.3 L(X 1 , . . . , X n ) and U (X 1 , . . . , X n ) are subgroups of Aut(X 1 × · · · × X n ).
We are now ready to state and prove the Theorem on the LU-factorization of self-equivalences, which is the main result of this section.
Theorem 5.4 Assume that the self-homotopy equivalences of
Proof: As the intersection of L(X 1 , . . . , X n ) and U (X 1 , . . . , X n ) is trivial, we must only show that every element of Aut(X 1 × · · · × X n ) has a factorization with respect to those subgroups.
We will argue by induction, so let us begin with n = 2. Given an f = (f 1 , f 2 ) ∈ Aut(X 1 ×X 2 ) we first observe that by reducibility (f 1 , p 2 ) belongs to Aut(X 1 ×X 2 ). Moreover, since f 11 ∈ Aut(X 1 ) the matrix representing π n (f 11 •p 1 , p 2 ) is invertible, hence (f 11 • p 1 , p 2 ) ∈ Aut(X 1 × X 2 ) as well. We can therefore decompose f as
is obviously in L(X 1 , X 2 ) the first factor in the above decomposition belongs to L(X 1 , X 2 ). On the other hand
For the general case, let f ∈ Aut(X 1 ×· · ·×X n ). We can assume inductively that
Write p 12 := p X 1 ×X 2 , i 12 := i X 1 ×X 2 , and definef := p 12 • f • i 12 , which is, by reducibility, an element of Aut(X 1 × X 2 ). Thenf = l • u for some l ∈ L(X 1 , X 2 ) and u ∈ U (X 1 , X 2 ). Denote byū := (u • p 12 , p 3 , . . . , p n ) ∈ U (X 1 × X 2 , . . . , X n ) ⊆ U (X 1 , . . . , X n ). Since f ∈ L(X 1 × X 2 , X 3 , . . . X n ) the relation p 12 • f = p 12 • f • i 12 • p 12 holds so
which implies that f •ū −1 ∈ L(X 1 , . . . , X n ). Clearlyū • f ∈ U (X 1 , . . . , X n ) so
is the factorization of f for which the first factor is in L(X 1 , . . . , X n ) while the second is in U (X 1 , . . . , X n ).
The group L(X 1 , . . . , X n ) can be further decomposed similarly as in Theorem 5.2. In fact, one can easily verify that α : L(X 1 , . . . , X n ) → Aut(X 1 ) × · · · × Aut(X n ), f → (f 11 , . . . , f nn ), is a homomorphism. Indeed, it is a split epimorphism, as it has a right inverse α, determined by p k • (α(g 1 , . . . , g n )) := g k • p k . Its kernel is L(X 1 , . . . , X n ) := {f ∈ L(X 1 , . . . , X n ) | f kk = id X k , k = 1, . . . , n}.
(One can think about elements of L(X 1 , . . . , X n ) as of lower-triangular, unital matrices.)
Proposition 5.5 The group L(X 1 , . . . , X n ) is isomorphic to the semi-direct product of Aut(X 1 ) × · · · × Aut(X n ) with L(X 1 , . . . , X n ).
Theorem 5.4 induces another important factorization which we will now describe. For any N ∈ N∪{∞}, let Aut N (X) denote the subset of Aut(X) consisting of homotopy classes of maps which induce identity automorphisms of the first N homotopy groups of X, i.e. the kernel of the obvious representation
Aut(π i (X)) .
By Whitehead theorem, if N ≥ dim(X) then Aut N (X) is indeed a subgroup of Aut(X). In a sense Aut N (X) is the part of Aut(X) which is easier for study (using localization and other methods, cf. [5] , [17] ), while Aut(X)/ Aut N (X), which corresponds to the automorphisms of homotopy groups of X induced by self-homotopy equivalences of X is the 'difficult part'. When X is a product whose self-homotopy equivalences are reducible then the 'difficult part' admits a LUfactorization.
Indeed if we denote L = L(X 1 , . . . , X n ), L := L ∩ Aut (X 1 × · · · × X n ) and similarly for U and U then Theorem 3.2 of [22] states that Aut (X 1 × · · · × X n ) = L · U . Since Aut (X 1 × · · · × X n ) is a normal subgroup of Aut(X 1 × · · · × X n ) then also L is normal in L and U is normal in U , and we have the following: Corollary 5.6 If self-homotopy equivalences of X 1 × · · · × X n are reducible then Aut(X 1 × · · · × X n )/ Aut (X 1 × · · · × X n ) = L/L · U/U .
Atomic decompositions
As we have seen in Proposition 4.15 the group Z/p k has an interesting property regarding endomorphisms which factor through some group G: if any of those endomorphisms is not nilpotent then Z/p k must be a direct summand of G. The proof of this result is based on the fact that End(Z/p k ) is a local ring. There is a class of spaces with analogous properties -the atomic spaces. A space X is atomic if every self-map f : X → X is either a homotopy equivalence or some iterate of it is nullhomotopic. In other words, every element of [X, X] is either invertible or nilpotent.
Remark 6.1 Although the concept of an atomic space has been around for at least twenty years we are still lacking a generally accepted definition. In the words of Adams and Kuhn [1] the essential idea is that 'a space or spectrum X is atomic if a map f : X → X may be proved to be an equivalence by a simple computable test applied in one dimension'. They define X to be atomic if every self-map f ∈ [X, X] is either invertible or (topologically) nilpotent. This definition is best suited for completed spaces, as then [X, X] is a profinite monoid and nilpotence is to be understood in the sense of the profinite topology.
There are also atomic spaces in the sense of Baker and May [7] (extending the work of Hu, Kriz and May), which is adapted for applications on localized spaces. For them a space or spectrum X is atomic if a self-map f : X → X is an equivalence whenever it induces an isomorphism on the lowest non-trivial homotopy group (in the so-called 'Hurewicz dimension').
Our definition is essentially that of Adams and Kuhn: for the sake of simplicity we only avoid to work with complete spaces. Nevertheless, the results of this section can be easily generalized. Moreover the use of completed spaces is indispensable in order to take advantage of the unique decomposition theorems of Xu [27] . We are not aware of any kind of unique decomposition theorems with respect to atomic spaces in the sense of Baker and May.
