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The Sauter-Schwinger process of electron-positron pair creation from vacuum, driven by a se-
quence of time-dependent electric-field pulses, is studied in the framework of quantum-field theoret-
ical approach. As demonstrated by our numerical results, the probability distributions of produced
pairs exhibit intra- and inter-pulse interference structures. We show that such structures can be
observed beyond the regime of applicability of the WKB theory, which was the focus of earlier inves-
tigations. Going beyond these developments, we perform the analysis of the time-evolution operator
for an arbitrary eigenmode of the fermionic field. This shows that a perfect coherent enhancement
of the inter-pulse peaks can never be reached. A nearly perfect coherence, on the other hand, is due
to nonadiabatic transitions at avoided crossings of the phases defining the unitary time evolution.
This analysis allows us to determine the conditions under which the nearly perfect coherence is lost.
I. INTRODUCTION
The quantum vacuum is one of the most exciting sub-
jects of contemporary physics. While the vacuum insta-
bility in the presence of a static electric field, which re-
sults in electron-positron (e−e+) pair creation, has been
predicted decades ago [1–3], there is no its direct experi-
mental confirmation yet. The reason being that the effect
is very weak and, even then, an enormous (for laboratory
conditions) electric field is necessary to expel real pairs
out of the vacuum.
A number of proposals have been put forward aiming
at enhancing the signal of Sauter-Schwinger pairs. This,
essentially, is done by tailoring the external electric field.
In this respect, the dynamically assisted mechanism was
proposed [4–11], in which the pair signal is enhanced by
orders of magnitude when superposing a slowly varying
in time but strong with a rapidly oscillating but weak
electric fields. Other field configurations were also con-
sidered including a combination of a static and alternat-
ing electric fields [12] or a combination of three electric
fields oscillating in time at different scales [13]. All these
studies show that the e−e+ pair creation is sensitive to
details of the external field configuration. Hence, raising
the question of optimal control of the process [14, 15].
The most relevant to our work is the idea pursued by
Akkermans and Dunne [16], later on followed also by Li
and collaborators [17, 18] for boson pair creation, where a
sequence of identical time-dependent electric field modu-
lations was considered. This resulted in a multislit inter-
ference pattern in the momentum distribution of created
particles. It was demonstrated in [16] that such interfer-
ence occurs for a sequence of N alternating-sign modula-
tions, with the central value scaling as N2 compared to
the maximum distribution originating from a single mod-
ulation. This was supported by a comparison with an
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analytically predicted N2-enhancement law arising from
the WKB theory and the turning point analysis [19, 20].
Our purpose now is to develop the aforementioned idea of
Akkermans and Dunne [16] such that it goes beyond the
regime of applicability of the WKB theory and it relates
exclusively to a train of Nrep = N/2 identical electric
field pulses. Thus, it is also different than a modulated
pulse train analyzed in Ref. [21].
Note that for an electric field pulse, the conditions (1)
and (2) below are satisfied [22], which is not the case
for a single field modulation considered in [16]. More
detailed theoretical formulation of our problem is given
in Sec. II (see, also Appendix A), which to large ex-
tent follows the derivation from [23, 24]. Nevertheless,
we present it for convenience of the reader. Next, in
Sec. III, the momentum distributions of created parti-
cles are demonstrated, exhibiting intra- and inter-pulse
interference patterns. The latter show a nearly perfect
N2rep-enhancement with respect to the former one, mean-
ing that all major inter-pulse peaks (not just the central
one) scale approximately like N2rep with respect to the
intra-pulse modulations. As we demonstrate, this hap-
pens for the electric field parameters for which the WKB
approximation is not applicable, calling for a different
interpretation of the observed patterns than the one of-
fered in [16]. This is addressed in Sec. IV by studying
the unitary time-evolution matrix of an arbitrary eigen-
mode of the fermionic field (see, also Appendix B). More
precisely, we analyze the functional dependence of the
phases defining the time evolution (ϑ1 and ϑ2) on the
asymptotic particles momenta. We observe that at the
given values of momenta, for which adiabatic transitions
between both phases occur due to their avoided crossings,
very pronounced peaks appear. As we argue, these peaks
are nearly perfectly coherent but can be diminished by
increasing the gap at the avoided crossings. There are
also actual crossings of ϑ1 and ϑ2, at which the signal
of pair creation is zero. Note that our interpretation is
independent of the regime of parameters and it explains
in detail the properties of the probability distributions
2of created particles; thus, it complements the previous
investigations [16–18]. Our closing remarks are given in
Sec. V.
Throughout the paper, we keep ~ = 1. However, in our
numerical analysis we use relativistic units (rel. units)
such that ~ = me = |e| = c = 1, where me is the electron
rest mass and e < 0 is its charge. Also, we employ the
Feynman notation /a = γµaµ for the contraction with the
Dirac matrices γµ. For the relativistic scalar product, we
use the signature (+−−−).
II. THEORETICAL FORMULATION
We consider the electron-positron pair creation from
vacuum by a homogeneous in-space, time-dependent elec-
tric field which is described by the four-vector potential
Aµ(x) = (0,A(t)) ≡ (0, 0, 0, A(t)), with an arbitraryA(t)
such that
lim
t→−∞
A(t) = lim
t→+∞
A(t). (1)
Thus, a pulsed electric field which oscillates linearly along
the z-direction, cFµ0(x) = (0,E(t)) = (0, 0, 0, E(t)), with
∫ +∞
−∞
dt E(t) = 0, (2)
is considered. (Fµν(x) above is the electromagnetic field
tensor.) The last condition arises as E(t) = − dA(t)dt . Our
purpose now is to construct one particle solutions of the
Dirac equation in such field.
A. One particle solutions of the Dirac equation
The Dirac equation coupled to the pulsed electric field
has the form (
i/∂ − e /A−mec
)
Ψ(x) = 0. (3)
Following Ref. [25], we transform this equation into a
second order differential equation by assuming that there
exists a bispinor χ(x) such that
Ψ(x) =
(
i/∂ − e /A+mec
)
χ(x). (4)
Combining the two equations we find out that χ(x) solves
[
/∂
2
+ ie(/∂ /A+ /A/∂)− e2 /A2 + (mec)2
]
χ(x) = 0. (5)
Note that this equation offers twice that many solutions
as the Dirac equation itself. Thus, in order to have one-
to-one correspondence between both sets of solutions, we
need to narrow down the number of solutions of Eq. (5).
The way it is done here reduces the problem to solving a
differential equation for a single scalar function.
To demonstrate this, we note first that the problem is
translationally invariant. Hence, it is justified to look for
the bispinor χ(x) in the form,
χ(x) = eip·xχp(t), (6)
where χp(t) is independent of the position x and we label
it by an asymptotic momentum of a particle p. With this
substitution and accounting for the fact that the electric
field oscillates in the z-direction, Eq. (5) becomes
[ d2
dt2
+ iceE(t)γ0γ3 + ω2
p
(t)
]
χp(t) = 0. (7)
Here,
ω2
p
(t) = c2p2⊥ + c
2(p‖ − eA(t))2 + (mec2)2 (8)
is expressed in terms of the longitudinal p‖ and the trans-
verse p⊥ components of the particle asymptotic momen-
tum, which are defined as
p‖ = p · ez, p⊥ = p− p‖ez. (9)
Eq. (7) is further simplified assuming that χp(t) remains
an eigenstate of the matrix γ0γ3. Actually, γ0γ3 has two
doubly degenerate eigenvalues ±1. It turns out, how-
ever, that it is enough to choose one of them [23, 24].
Specifically, we shall keep in the following
χp(t) ≡ χpλ(t) = ψp(t)uλ, (10)
where γ0γ3uλ = uλ. Hence, for as long as
u+ =
1√
2


1
0
1
0

 , u− = 1√
2


0
−1
0
1

 , (11)
(meaning that λ = ±) the problem simplifies to solving
a differential equation for a scalar function ψp(t),
[ d2
dt2
+ iceE(t) + ω2
p
(t)
]
ψp(t) = 0. (12)
Finally, we also note that u†λuλ′ = δλλ′ .
Let us now interpret the resulting solutions. It follows
from (12) that, in the remote past (t→ −∞), the scalar
function ψp(t) satisfies the asymptotic equation,
[ d2
dt2
+ ω2
p
]
ψp(t) = 0, (13)
where ωp =
√
c2p2 + (mec2)2. This harmonic oscillator
equation has two linearly independent solutions, corre-
sponding to energy ωp and −ωp. In what follows, we will
label these solutions with superscripts β = + and β = −,
respectively. Namely, ψ
(β)
p (t) will be the solution of (12)
which asymptotically, i.e., according to (13), behaves as
ψ(β)
p
(t) ∼
t→−∞
e−iβωpt. (14)
3We will interpret these solutions as describing an electron
(β = +) and its anti-particle, i.e., a positron (β = −) in
a pulsed electric field. One can also show using Eq. (12)
that under the charge conjugation and parity transfor-
mations (CP: e→ −e and p→ −p),
ψ(−)
p
(t)→ [ψ(+)−p (t)]∗. (15)
Finally, the corresponding solutions of (5) have the form,
χ
(β)
pλ (x) = e
ip·xψ(β)
p
(t)uλ, (16)
while those of the Dirac equation are obtained according
to
Ψ
(β)
pλ (x) =
1
c
[
iγ0
∂
∂t
− cp · γ + ceA(t)γ3
+mec
2
]
eip·xψ(β)
p
(t)uλ. (17)
Note that asymptotically, for t→ −∞, Eq. (17) is a lin-
ear combination of either free-particle or free-antiparticle
solutions of the Dirac equation, depending on the pa-
rameter β. Therefore, while asymptotically Eq. (17)
describes an electron or a positron with momentum p,
these particles are in a superposition of spin up and down
states.
As we show next, the just constructed eigenstates of
the Dirac equation describing an electron/positron in a
time-dependent electric field [Eq. (17)] form a complete
and orthonormal set of solutions [23, 24]. One can check
by direct calculations that
[Ψ
(β)
pλ (x)]
†Ψ
(β′)
pλ′ (x) =
δλλ′
c2
{
[ψ˙(β)
p
(t)]∗ψ˙(β
′)
p
(t) + ic(p‖ − eA(t))
(
[ψ˙(β)
p
(t)]∗ψ(β
′)
p
(t)− [ψ(β)
p
(t)]∗ψ˙(β
′)
p
(t)
)
+ ω2
p
(t)[ψ(β)
p
(t)]∗ψ(β
′)
p
(t)
}
, (18)
where the dot denotes the time derivative. This, in turn,
allows us to prove that
d
dt
(
[Ψ
(β)
pλ (x)]
†Ψ
(β′)
pλ′ (x)
)
= 0. (19)
Thus, the quantity [Ψ
(β)
pλ (x)]
†Ψ
(β′)
pλ′ (x) is conserved during
the time evolution. Specifically, using Eqs. (14) and (18),
one can derive that
lim
t→−∞
[Ψ
(β)
pλ (x)]
†Ψ
(β′)
pλ′ (x) =
2ωp
c2
(ωp − βcp‖)δλλ′δββ′ .
(20)
This shows that the bispinors Ψ
(β)
pλ (x) can be normalized
and, hence, we shall assume that
[Ψ
(β)
pλ (x)]
†Ψ
(β′)
pλ′ (x) = δλλ′δββ′. (21)
Going further, the normalization condition for the eigen-
states of the Dirac equation (3) takes the form,∫
d3x [Ψ
(β)
pλ (x)]
†Ψ
(β′)
p′λ′(x) = (2π)
3δ(p− p′)δλλ′δββ′ .
(22)
Hence, the completeness relation for these eigenstates is
∑
λ=±
∑
β=±
∫
d3p
(2π)3
Ψ
(β)
pλ (x)[Ψ
(β)
pλ (x
′)]† = δ(x− x′). (23)
The aforementioned analysis shows that the bispinors
Ψ
(β)
pλ (x) form a complete set of orthonormal solutions of
the Dirac equation in a pulsed time-dependent electric
field (3) [23, 24]. These single particle solutions can be
used now to construct the Dirac fermion field operator in
the second quantization.
B. Electron-positron pair creation from vacuum
by a time-dependent electric field
The Dirac fermion field operator Ψˆ(x) is given by
Ψˆ(x) =
∑
λ
∫
d3p
(2π)3
(
Ψ
(+)
pλ (x)bˆpλ +Ψ
(−)
−pλ(x)dˆ
†
pλ
)
, (24)
where Ψ
(β)
p (x) are the one particle solutions of the Dirac
equation (17), whereas bˆpλ and dˆpλ are the annihilation
operators of electron and positron, respectively, in the
eigenmode pλ. These operators define the vacuum state
at t → −∞ through the conditions that bˆpλ|0−∞〉 = 0
and dˆ−pλ|0−∞〉 = 0. Moreover, they satisfy the standard
fermonic anti-commutation relations,
[bˆpλ, bˆ
†
p′λ′ ]+ = [dˆpλ, dˆ
†
p′λ′ ]+ = δ(p− p′)δλλ′ , (25)
with the remaining anti-commutators being zero. Keep-
ing this in mind, we derive the instantaneous Hamilto-
nian of the fermion field Hˆ(t) [23, 24],
4Hˆ(t) =
∑
λ
∫
d3p
(2π)3
[
γ(++)
p
(t)bˆ†
pλbˆpλ + γ
(+−)
p
(t)bˆ†
pλdˆ
†
−pλ + γ
(−+)
p
(t)dˆ−pλbˆpλ + γ
(−−)
p
(t)dˆ−pλdˆ
†
−pλ
]
, (26)
where the coefficients γ
(ββ′)
p (t) are expressed as
γ(ββ
′)
p
(t) =


−c(p‖ − eA(t))−
2ǫ2⊥
c2
Im
(
[ψ(β)
p
(t)]∗ψ˙(β)
p
(t)
)
if β = β′,
iǫ2⊥
c2
(
[ψ(β)
p
(t)]∗ψ˙(β
′)
p
(t)− [ψ˙(β)
p
(t)]∗ψ(β
′)
p
(t)
)
if β 6= β′,
(27)
with ǫ⊥ =
√
(cp⊥)2 + (mec2)2. With these definitions,
one can verify that lim
t→−∞
γ(ββ
′)(t) = βωpδββ′ , meaning
that in the remote past the Hamiltonian (26) is diago-
nal. It becomes nondiagonal due to the interaction with
the electric field, which is manifested by the nonvanish-
ing terms with bˆ†
pλdˆ
†
−pλ and dˆ−pλbˆpλ. This affects the
vacuum state which becomes unstable.
In order to trace the vacuum instability, which results
in pair creation, we introduce the Bogolyubov transfor-
mation [26],
bˆpλ(t) = ηp(t)bˆpλ + ξp(t)dˆ
†
−pλ, (28)
dˆpλ(t) = η−p(t)dˆpλ − ξ−p(t)bˆ†−pλ. (29)
It introduces a new set of annihilation and, respectively,
creation operators of quasiparticles at time t, such that
the Hamiltonian is diagonal in the new annihilation and
creation operators. Hence, the instantaneous vacuum
state is defined as bˆpλ(t)|0t〉 = 0 and dˆpλ(t)|0t〉 = 0. Note
that this transformation preserves the anti-commutation
relations of the creation and annihilation operators pro-
vided that, at every time t, unknown functions ηp(t) and
ξp(t) satisfy the condition,
|ηp(t)|2 + |ξp(t)|2 = 1. (30)
Hence, the temporal probability for a pair to be created in
the state determined by p and λ can be also defined [23,
24]. Namely, since for fermions no more than one pair can
be created such that the electron carries the momentum
p while the positron the momentum −p,
P(t) = 〈0−∞|bˆ†pλ(t)bˆpλ(t)|0−∞〉
= 〈0−∞|dˆ†−pλ(t)dˆ−pλ(t)|0−∞〉 = |ξp(t)|2 (31)
defines the aforementioned probability of pair creation at
time t. In the following, we will be interested in the limit
of (31) when t→ +∞. For this purpose, one has to cal-
culate the time-dependent coefficients of the Bogolyubov
transformation first.
To this end, we rewrite the field operator (24) as
Ψˆ(x) =
∑
λ
∫
d3p
(2π)3
[
Φ
(+)
pλ (x)bˆpλ(t) + Φ
(−)
−pλ(x)dˆ
†
pλ(t)
]
,
(32)
with the bispinors Φ
(β)
pλ (x) such that
Φ
(+)
pλ (x) = η
∗
p
(t)Ψ
(+)
pλ (x) + ξ
∗
p
(t)Ψ
(−)
pλ (x), (33)
Φ
(−)
pλ (x) = ηp(t)Ψ
(−)
pλ (x)− ξp(t)Ψ(+)pλ (x). (34)
It follows from here that Φ
(β)
pλ (x) should have the same
spinor form as Ψ
(β)
pλ (x). Thus, we propose that
Φ
(β)
pλ (x) =
1
c
[
iγ0
∂
∂t
− cp · γ + ceA(t)γ3
+mec
2
]
eip·x−iβ
∫
t dt′ωp(t
′)φ(β)
p
(t)uλ, (35)
where φ
(β)
p (t) are unknown functions. Now, combining
Eqs. (17), (33), (34), and (35), we obtain that
ψ(+)
p
(t) = ηp(t)e
−i
∫
t dt′ωp(t
′)φ(+)
p
(t)
− ξ∗
p
(t)ei
∫
t dt′ωp(t
′)φ(−)
p
(t), (36)
ψ(−)
p
(t) = ξp(t)e
−i
∫
t dt′ωp(t
′)φ(+)
p
(t)
+ η∗
p
(t)ei
∫
t dt′ωp(t
′)φ(−)
p
(t). (37)
These functions satisfy Eq. (12) provided that
φ(β)
p
(t) =
c√
2ωp(t)
[
ωp(t)− βc(p‖ − eA(t))
] (38)
and the coefficients ηp(t) and ξp(t) are coupled through
equations,
η˙p(t) = −ceE(t)ǫ⊥
2ω2
p
(t)
ξ∗
p
(t) e2i
∫
t dt′ωp(t
′),
ξ˙∗
p
(t) =
ceE(t)ǫ⊥
2ω2
p
(t)
ηp(t) e
−2i
∫
t dt′ωp(t
′). (39)
Thus, we need to solve these equations numerically.
Before we proceed with calculations, let us note that in
order for the functions (36) and (37) to fulfill the condi-
tion (15), it must hold that under the CP transformation,
η−p(t)→ ηp(t), ξ−p(t)→ −ξp(t). (40)
This is in agreement with Eqs. (39). Actually, the same
can be figured out when imposing the CP transformation
5requirement on the field operator Ψˆ(x) [27]. The point
being that, in the second quantization, the CP trans-
formation of Ψˆ(x) can be formulated as transformation
rules for the particle creation and annihilation operators.
These rules imposed on the operators bˆpλ(t) and dˆpλ(t)
lead to Eq. (40).
As we have mentioned before, the Bogolyubov trans-
formation allows one to diagonalize the Hamiltonian (26).
As we have checked this, it becomes
Hˆ(t) =
∑
λ
∫
d3p
(2π)3
ωp(t)
[
bˆ†
pλ(t)bˆpλ(t)+dˆ
†
−pλ(t)dˆ−pλ(t)
]
,
(41)
where ωp(t) has the meaning of the instantaneous energy
in the pλ eigenmode of the fermionic field Ψˆ(x). Here, we
have treated an infinite constant by means of the normal
ordering of the creation and annihilation operators.
Actually, the system of equations (39) is not conve-
nient for numerical analysis, as for the considered electric
field strengths the phase factors e±2i
∫
t dt′ωp(t
′) oscillate
rapidly. For this reason, we introduce a new set of coef-
ficients, c
(1)
p (t) and c
(2)
p (t), such that
c(1)
p
(t) = ηp(t) e
−i
∫
t dt′ωp(t
′), (42)
c(2)
p
(t) = ξp(t) e
i
∫
t dt′ωp(t
′). (43)
Then, Eq. (39) can be rewritten in the form [16],
i
d
dt
[
c
(1)
p (t)
c
(2)
p (t)
]
=
(
ωp(t) iΩp(t)
−iΩp(t) −ωp(t)
)[
c
(1)
p (t)
c
(2)
p (t)
]
, (44)
with the off-diagonal matrix elements given by Ωp(t) =
c|e|E(t)ǫ⊥
2ω2
p
(t)
. The last equation is structurally identical to
the Schro¨dinger equation of a two-level system which un-
dergoes a unitary time-evolution [16]. It will be solved for
an electric field model consisting of Nrep pulses (for more
details, see Sec. II C). Hence, the probability of pair pro-
duction from the vacuum by a sequence of Nrep electric
field pulses into the eigenmode pλ is
PNrep = limt→+∞ |ξp(t)|
2 = lim
t→+∞
|c(2)
p
(t)|2, (45)
which follows from Eqs. (31) and (43).
In closing this section, let us comment on another ap-
proach which is widely used in this context and it is based
on solving the quantum Vlasov equation (QVE) [28] (see,
Appendix A). While in our case, the system of differen-
tial equations (44) defines the temporal probability am-
plitude of pair production, the quantum Vlasov equa-
tion is an integro-differential equation for the temporal
probability of pair creation (A13). In light of the re-
sults presented in Sec. III, one may ask whether inter-
ference patterns can be observed when solving the QVE.
Since the QVE is a non-Markovian equation, the time-
evolution of the respective probability depends on the
history of the fermionic field eigenmode interacting with
the electric field, which is a memory effect. The physical
importance of the memory is that it carries the infor-
mation about quantum interference patterns, which has
been confirmed in [18].
C. Electric field model
Similar to Akkermans and Dunne [16], we consider the
time-dependent electric field described by the shape func-
tion,
FB(t) =
1
cosh2(t/σ)
, (46)
with a free parameter σ. In contrast to their work, how-
ever, we will exclusively study the pair creation by elec-
tric field pulses, satisfying Eqs. (1) and (2). For this
reason, we assume in the following that a single electric
field pulse is described by the shape function,
F0(t) = N0[FB(t− T0/2)− FB(t+ T0/2)], (47)
where FB(t) is given by Eq. (46). Here, T0 denotes the
time-delay between both half-pulses, which is introduced
in relation to the parameter T present in [16]. If T0 is
sufficiently large (T0 ≫ σ), in which case both half-pulses
are well separated, then N0 = 1. Otherwise, the constant
N0 is chosen such that
max|F0(t)| = 1. (48)
Later on, we will compare the yield of created e−e+ pairs
when induced by a single pulse (47) and a finite train of
such pulses. The latter is defined by the shape function,
F (t) =
Nrep∑
N=1
F0
[
t+
(
2N − 1−Nrep
)
T/2
]
, (49)
representing a sequence of Nrep identical copies of (47).
Here, T is chosen such that, within the numerical accu-
racy,
F0(±T/2) = 0, (50)
which guarantees that the train consists of well-separated
pulses. Thus, it has a clear physical meaning as a time-
delay between the subsequent pulses.
This shape function defines the time-dependent electric
field E(t) of the amplitude E0,
E(t) = E0F (t), (51)
and the corresponding time-dependent vector potential
A(t) = −
∫ t
−∞
E(τ)dτ =
∫ ∞
t
E(τ)dτ. (52)
For T such that the condition (50) is satisfied, both the
vector potential and the electric field vanish not only at
6infinities, but also at times in-between the pulses, i.e., for
t = (2N−Nrep)T/2, where N = 1, . . . , Nrep−1. Keeping
this in mind, we introduce the basic shape function char-
acterizing the vector potential fB(t) such that it vanishes
for t→ +∞,
fB(t) =
∫ ∞
t
FB(τ)dτ. (53)
Namely,
fB(t) = σ[1 − tanh(t/σ)], (54)
where we have used FB(t) given by (46). In addition, we
define the vector potential shape function for the single
pulse,
f0(t) =
∫ ∞
t
F0(τ)dτ = N0[fB(t+ T0/2)− fB(t− T0/2)],
(55)
and for the train of pulses,
f(t) =
Nrep∑
N=1
f0
[
t+
(
2N − 1−Nrep
)
T/2
]
. (56)
Hence,
A(t) = E0f(t) (57)
is the vector potential describing physical pulses (1).
III. PROBABILITY DISTRIBUTIONS
In Fig. 1, we plot the probability of pair creation from
vacuum, PNrep , by a time-dependent pulsed electric field,
which has been defined in Sec. II C. The distribution de-
noted by the solid blue line describes the process driven
by a single pulse (Nrep = 1). The results plotted as the
dashed red line and the solid green line correspond to
the pair creation driven by a train of pulses with either
two (Nrep = 2) or three pulse repetitions (Nrep = 3),
respectively. These results are scaled by N2rep. In addi-
tion, we show the probability distribution when gener-
ated by a half-pulse electric field (46) (solid black enve-
lope). Similar to [16], this distribution is multiplied by
a factor of four, i.e., it is scaled to match the maximum
distribution for the single pulse (Nrep = 1). For the elec-
tric field parameters we keep σ = 5τC, T0 = 40τC, and
T = 400τC, which are expressed in units of the Compton
time, τC = 1/(mec
2). The field amplitude E0 (in units
of the Sauter-Schwinger electric field, ES = m2ec3/|e|) is
E0 = −0.1ES. The spectra are plotted as functions of
the longitudinal momentum p‖, i.e., for p⊥ = 0. Such
a choice is justified as the particles are mostly generated
in the direction of the electric field oscillations. While
the distribution obtained for the half-pulse (46) exhibits
a broad structure, already for the single pulse (47) we
observe typical modulations in the spectrum of produced
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Figure 1. Probability of pair creation from vacuum PNrep as
a function of the longitudinal momentum p‖ (with p⊥ = 0),
when induced by a single pulse (Nrep = 1) (solid blue line), or
by a train of two (Nrep = 2) (dashed red line) or three pulses
(Nrep = 3) (solid green line). The shape function of the driv-
ing electric field is defined by Eqs. (46), (47), and (49) with the
following parameters: σ = 5τC, T0 = 40τC, and T = 400τC,
where τC = 1/(mec
2) is the Compton time. The amplitude
of the electric field E0 (in units of the Sauter-Schwinger crit-
ical field, ES = m
2
ec
3/|e|) is E0 = −0.1ES. The results are
compared with the pair probability distribution induced by
a half-pulse P0 (solid black envelope), characterized by the
shape function (46).
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Figure 2. The same as in Fig. 1 but for σ = τC, T0 = 10τC,
and T = 100τC.
pairs. Such modulations have been seen in Ref. [16] and
attributed to a double-slit Ramsey interference in time-
domain, with each half-pulse acting as a slit. Taking into
account our definition of a pulsed electric field, which
satisfies the condition (2), it is justified to refer to such
pattern as caused by an intra-pulse interference.
When applying a sequence of pulses to the QED vac-
uum additional peak structures in the spectrum appear
(see, the results for two and three pulse repetitions in
Fig. 1). Such structures are much finer than the intra-
pulse modulations. Typically, they consist of maxima
which appear at the same values of the longitudinal mo-
7menta p‖, independently of Nrep. At these momenta,
the probability distributions PNrep approximately scale
to the one resulting from a single pulse interaction with
vacuum (solid blue curve), with a typical scaling factor
N2rep. In addition, these peaks become more narrow with
increasing the number of pulses in the train, i.e., with
increasing Nrep. Note that the main peaks in the spec-
tra are accompanied by secondary maxima. For a given
Nrep, there is always (Nrep− 2) of such secondary peaks.
Actually, all these features can be seen more easily in
Fig. 2. Here, the spectra are presented for the same
parameters as in Fig. 1, except that the time delays be-
tween half-pulses and consecutive pulses are smaller now,
T0 = 10τC and T = 100τC, respectively. Also, the half-
pulse width is smaller, σ = τC. While modulations of the
peak structures originate from the intra-pulse interfer-
ence, the peaks themselves occur only when a sequence
of electric field pulses [in the sense of Eq. (2)] is applied.
Hence, we conclude that their origin must be due to inter-
pulse interferences. Note that a distinction between dif-
ferent patterns in the probability distributions as being
due to either intra- or inter-pulse interferences is possible
because we study only those pulsed electric fields which
satisfy the physical condition (2).
Now, let us discuss properties of the spectra presented
in Figs. 1 and 2 in relation to the electric field parameters.
First of all, already for half a pulse (46), one observes a
significant (i.e., roughly five orders of magnitude) differ-
ence when comparing the spectra. While the electric field
amplitude applied in both figures is the same, it has to be
related to the parameter σ. We recall that 1/σ describes
the bandwidth of the pulsed electric field (46), which is
broader in the case considered in Fig. 2. As a result, the
electric field quanta of larger energies interact with the
QED vacuum, making the process of pair creation more
probable. Next, we analyze modulations of the pair mo-
mentum distribution, which are denoted in both figures
by the solid blue curves. These modulations are slower in
Fig. 2, which is related to the shorter time delay T0 be-
tween both half pulses driving the pair creation. Finally,
a shorter delay between the consecutive pulses from the
train T (Fig. 2) makes for broader individual peaks in the
momentum distributions for Nrep > 1 and increases their
separation. These fine properties of the momentum spec-
tra (or, equivalently, of the energy spectra) of particles
can be explained based on the time-energy uncertainty
principle. Assuming that T0 and T define characteristic
times over which the energy (momentum) of the system
changes rapidly, more abrupt changes should be observed
for longer times, which is the case considered in Fig. 1.
While the above analysis proves the sensitivity of the
resulting distributions to the external field parameters,
the question arises: Under which conditions do the peak
structures in the momentum distributions of the created
particles arise when the process is driven by a train of
identical pulses? We answer this question next, when
analyzing properties of the time evolution operator.
IV. AVOIDED CROSSINGS VS CROSSINGS
OF THE EVOLUTION MATRIX EIGENVALUES
Formally, we have reduced the problem to investigating
the dynamics of the two-level system, which is governed
by Eq. (44). Now, we will use this similarity to interpret
our numerical results presented in the previous section.
The time evolution of such a system is given by a uni-
tary 2 × 2 matrix Uˆ(t, t′), t > t′, that satisfies the equa-
tion,
i
d
dt
Uˆ(t, t′) =
(
ωp(t) iΩp(t)
−iΩp(t) −ωp(t)
)
Uˆ(t, t′), (58)
with the initial condition Uˆ(t′, t′) = Iˆ. For a train ofNrep
identical pulses driving the pair creation, the functions
ωp(t) and Ωp(t) are periodic in the interval NrepT , with a
period T defining the time duration of an individual pulse
from the train. Thus, the system dynamics is determined
by its evolution over time T . Lets denote the respective
time evolution operator as Uˆ(T+t′, t′) ≡ Uˆ(T ). It follows
from the composition condition,
Uˆ(t, t′) = Uˆ(t, t′′)Uˆ(t′′, t′), (59)
where t′′ is an intermediate time between t′ and t, that
Uˆ(t′ +NrepT, t
′) = [Uˆ(T )]Nrep . (60)
Keeping this in mind, we introduce the eigenvalue prob-
lem for the operator Uˆ(T ) (which is also called the mon-
odromy matrix [29]),
Uˆ(T )|j〉 = e−iϑj |j〉, j = 1, 2, (61)
where the eigenvalues, e−iϑj , are chosen as complex num-
bers with the modulus equal to one, and |j〉 denote their
corresponding eigenstates. As discussed in Appendix B,
ϑj are defined modulo 2π and the eigenstates |j〉 can be
parametrized as
|1〉 = eiψ1
(
e−iβ/2 cos(γ/2)
eiβ/2 sin(γ/2)
)
,
|2〉 = eiψ2
(−e−iβ/2 sin(γ/2)
eiβ/2 cos(γ/2)
)
, (62)
where 0 6 γ 6 π, 0 6 β < 2π, and the global phases
ψj can be chosen arbitrary as they are irrelevant in our
further analysis. We next use the spectral decomposition
of Uˆ(T ),
Uˆ(T ) = e−iϑ1 Pˆ1 + e
−iϑ2Pˆ2, (63)
where Pˆj = |j〉〈j| (for j = 1, 2) is the projection operator
on the state |j〉. It follows from Eqs. (60) and (63) that
8[Uˆ(T )]Nrep = e−iNrepϑ1Pˆ1 + e
−iNrepϑ2 Pˆ2 = e
−iNrepϑ0
(
cos(Nrepϑ) + i sin(Nrepϑ) cos γ ie
−iβ sin(Nrepϑ) sin γ
ieiβ sin(Nrepϑ) sin γ cos(Nrepϑ)− i sin(Nrepϑ) cos γ
)
,
(64)
where we introduce ϑ0 = (ϑ2+ϑ1)/2 and ϑ = (ϑ2−ϑ1)/2.
Thus, there are four real angles 0 6 ϑ0, ϑ < 2π, β, and γ
which define the evolution of the system while it interacts
with the pulsed electric field. As we show next, only two
of them define the probability of pair creation.
The dynamics of each eigenmode of the fermionic field
Ψˆ(x), which belongs to the momentum p, is governed by
the time-dependent Hamiltonian,
Hˆp(t) =
(
ωp(t) iΩp(t)
−iΩp(t) −ωp(t)
)
. (65)
Note that, in the remote past and future, it becomes
Hˆp = lim
t→±∞
Hˆp(t) =
(
ωp 0
0 −ωp
)
. (66)
This means that, asymptotically, each eigenmode of the
fermionic field with the momentum p can have the en-
ergy ωp or −ωp. Hence, we interpret the upper energy
eigenstate |+〉 = (1, 0)T as the one that describes an elec-
tron, whereas the lower energy eigenstate |−〉 = (0, 1)T
describes a positron (here, T means the transposition).
Once the electric field is turned on, it couples these eigen-
states leading to creation of a pair. Namely, an electron
occupying the lower energy level is promoted by the elec-
tric field to the higher energy level, which otherwise is
vacant, and a real electron and a hole are being created.
Such a transition, which is due to the interaction with
Nrep identical electric field pulses, occurs with probabil-
ity,
PNrep = |〈+|[Uˆ(T )]Nrep |−〉|2 = sin2 γ sin2(Nrepϑ), (67)
where we have used Eq. (64). For completeness, we also
write down the probability of the pair creation by a single
pulse (Nrep = 1),
P1 = |〈+|Uˆ(T )|−〉|2 = sin2 γ sin2 ϑ. (68)
These two equations allow one to interpret the modula-
tions of probability distributions of pair creation, which
have been presented in the previous section.
As it follows from Eqs. (67) and (68), the probability of
pair creation into the eigenmode with the momentum p
depends on two angles parameterizing the time evolution
matrix (64), γ and ϑ. The latter is related to the phases
of complex eigenvalues of the time evolution matrix (63),
as ϑ = (ϑ2 −ϑ1)/2. If these phases are the same modulo
2π, the probabilities of pair creation by a train of elec-
tric field pulses or by an individual electric field pulse
are expected to be zero. This relates to the fact that,
in such case, the time evolution of the system is trivial.
Namely, it follows from Eq. (63) that Uˆ(T ) = e−iϑ1 Iˆ,
which means that the lower and the higher energy ein-
genstates are uncoupled and the transition between them
does not occur. As discussed next, our numerical results
confirm this expectation.
In the top panel of Fig. 3, we show a portion of the
probability distribution presented in Fig. 1. This time, a
dashed blue curve corresponds to the pair creation by a
single electric field pulse (Nrep = 1), the solid red curve
is for the sequence of two electric field pulses (Nrep = 2),
whereas the solid green curve is for three such pulses
(Nrep = 3). Below, in Fig. 3, we present the dependence
of the phases ϑ1 (in blue) and ϑ2 (in red) on the lon-
gitudinal momentum. For visual purposes, the phases
have been defined such that ϑ1 ∈ (−π, 0) (modulo 2π)
whereas ϑ2 ∈ (0, π) (modulo 2π). The subsequent pan-
els correspond to Nrep = 1, 2, and 3. As confirmed by
our numerical analysis, whenever these curves intersect
the probability distribution is zero. For example, one of
such intersections indicated in the bottom panel by the
green arrow (the one pointing to the right) can be traced
to the zero of the respective probability distribution for
Nrep = 3 (green solid line) in the very top panel. It is also
shown on the enlarged scale in the bottom panel of Fig. 4.
Note, however, that there are such points which seem to
be the crossings of the ϑ1 and ϑ2 curves but actually
they are avoided crossings. These are, for instance, all
points which resemble the crossings in the second panel
from the top in Fig. 3, which is for Nrep = 1. Following
the one marked there by the black arrow (pointing to the
left), we see that it persists while increasing the number
of pulses driving the pair creation (see, the remaining
two panels of Fig. 3). It is also presented on the enlarged
scale in the upper panel of Fig. 4 for Nrep = 1, 2, and
3. Remarkably, very quick oscillations of the probability
distributions observed for Nrep > 1 coincide with the re-
gions where two phases ϑ1 and ϑ2 exhibit their avoided
crossings. On the other hand, the same crossings occur
already for Nrep = 1, which does not result in sharp oscil-
lations of the probability distributions of pair production.
Thus, it must be the combined behavior of ϑ and γ which
determine the properties of the observed distributions, as
we explain next.
In the lower panel of Fig. 5, we plot the dependence of
sin2 γ on the longitudinal momentum p‖. Note that sin
2 γ
determines the probability of pair creation [see, Eq. (67)
and (68)]. As one can see, sin2 γ takes in general rather
small values. However, it varies abruptly around specific
p‖. As it follows from the upper panel of Fig. 5, at these
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Figure 3. The top panel shows the longitudinal momentum
distribution of particles created in the process driven by a sin-
gle electric field pulse (Nrep = 1) (dashed blue line), by a train
of two such pulses (Nrep = 2) (solid red line), and by three
such pulses (Nrep = 3) (solid green line). This panel relates
to the same parameters of the electric field as Fig. 1 except
that, for visual purposes, we consider now a smaller range
of the longitudinal momentum. Below we plot the phases
ϑ1 ∈ (−pi, 0) (modulo 2pi) (in blue) and ϑ2 ∈ (0, pi) (modulo
2pi) (in red) which define the eigenvalues of the time evolu-
tion operator (64), as functions of p‖. Each consecutive panel
(from top to bottom) corresponds to Nrep = 1, 2, and 3, re-
spectively. Crossings and avoided crossings of the ϑ1 and ϑ2
curves correspond to either zeros of the probability distribu-
tion or to its maxima. A sample crossing and avoided crossing
are indicated by the green and the black arrows, respectively.
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Figure 4. Details of the avoided crossing and the crossing of
the ϑ1 and ϑ2 curves indicated in Fig. 3 by the black and the
green arrows, respectively. In the upper panel, the results are
for different Nrep. Specifically, the dashed blue curve is for
a single electric field pulse (Nrep = 1), the solid red line is
for a sequence of two such pulses (Nrep = 2), and the solid
green curve is for three such pulses (Nrep = 3). We see in
this panel that the gap between both phases at the avoided
crossing increases linearly with Nrep. In the lower panel, the
true crossing is presented for Nrep = 3.
values of p‖ the probability distributions of pairs gener-
ated from the vacuum by a sequence of pulses (Nrep > 1)
exhibit their local maxima. This indicates that resonant-
like peaks of sin2 γ coincide with the avoided crossings of
the phases ϑ1 and ϑ2. As a consequence, a smooth depen-
dence of the probability distribution on p‖ for Nrep = 1
is observed [Eq. (68)]. For Nrep > 1, the situation is
different. We rewrite Eq. (68) such that
PNrep = P1
[ sin(Nrepϑ)
sinϑ
]2
, (69)
where the smooth function of p‖, P1, is multiplied by
the so-called diffraction term (also known as the inter-
ference term). This term arises in optics when consider-
ing diffraction of light by a grating of Nrep slits in the
far-field zone. It also leads to a coherent N2rep-type of
enhancement of the light intensity at specific values of ϑ.
However, in our case, such perfectN2rep coherence is never
achieved. The reason is that, while the diffraction factor
takes the maximum value for ϑ¯n = nπ (n = 0,±1, ...),
which equals N2rep, at those points P1 and PNrep are zero.
Instead, we observe a nearly perfect enhancement of the
pair production signal at ϑ¯n ≈ ϑG + nπ or, equivalently,
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Figure 5. Portion of the probability distributions of pair cre-
ation from Fig. 1 (upper panel) and sin2(γ) (lower panel) as
functions of the longitudinal momentum p‖ . The same color
coding is used in the upper panel as in the top panel of Fig. 3.
at ϑ2 ≈ ϑ1 + 2ϑG (modulo 2π), with 2ϑG being the gap
between the two curves ϑ1 and ϑ2. At those points,[ sin(Nrepϑ)
sinϑ
]2
≈ N2rep
[
1− 4
3
(N2rep − 1)ϑ2G
]
, (70)
where one has to assume that ϑG ≪ 1 and NrepϑG ≪ 1.
If these conditions are not satisfied, i.e., the gap between
the ϑ1 and ϑ2 curves becomes significant, the nearly per-
fect coherence is lost. This is confirmed by our numerical
results. Specifically, one can see that in the upper panel
of Fig. 6 for a main maximum centered around 0.08mec.
In this case, the results corresponding to different Nrep
do not scale according to (70). This is because the gap
between the ϑ1 and ϑ2 curves, as shown in the lower
panel of Fig. 6, is too large and Eq. (70) does not apply.
In studying properties of the probability distributions
shown in Sec. III, we observe that the fine peaks present
in the spectra for Nrep > 1 are not equidistant. This is
related to the positions of avoided crossings of the phases
ϑ1 and ϑ2 as functions of the longitudinal momentum p‖
and, as discussed above, is determined by their behav-
ior already for Nrep = 1. Note that in Fig. 3, the ϑ1
and ϑ2 curves occur as straight lines (for Nrep = 1) with
same slopes; thus, suggesting that avoided crossings are
positioned at a fixed p‖ increment. The reason is that
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Figure 6. The same as in Fig. 1 except that in the lower panel
we plot the dependence of ϑ1 and ϑ2 [which parametrize the
eigenvalues of the evolution matrix, see, Eq. (64)] on the lon-
gitudinal momentum for Nrep = 1. Although the probability
distribution P1 is a smooth broad curve, the avoided crossings
of the phases ϑ1 and ϑ2 for Nrep = 1 allow to predict at which
momenta p‖ the probability distribution of created particles
will peak for a train of such pulses.
the momentum region considered there is very small. In
fact, if plotted over a larger interval of p‖ (Fig. 6), the
phases turn out to be nearly parabolas for small |p‖| with
increasingly steeper arms at larger p‖. This makes for a
denser distribution of avoided crossings for larger mo-
menta p‖ and, hence, also for a denser distribution of the
inter-pulse peaks in Fig. 1. The same concerns Fig. 2,
but it is related to |p‖| instead.
Note that a very similar expression for the number of
created pairs, i.e., with a diffraction-type factor, has been
derived in [16]. Their analysis, however, was based on
the tunneling picture of pair creation which is appropri-
ate for σ ≫ 1/(mec2). In such case, it is justified to use
the WKB theory and the turning points analysis in de-
riving the aforementioned formula. Our approach, on the
other hand, is free of this assumption. Specifically, it also
works very well for parameters used in Fig. 2, where the
quasiclassical approximation cannot be applied. We also
would like to mention that both approaches refer to dif-
ferent concepts of avoided crossings. In [16], the avoided
crossings are the turning points which are complex-time
solutions of the equation ωp(t) = 0. It is the respective
sum over all dominant turning points which results in
a coherent enhancement of the number of created pairs.
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In our approach, the avoided crossings correspond to the
real phases ϑ1 and ϑ2 of the eigenvalues of the time-
evolution operator Uˆ(T ). They also introduce a dephas-
ing mechanism, which may lead to a significant loss of
coherence for sufficiently strong electric field pulses. De-
spite these obvious differences, both approaches provide
legitimate explanations for appearance of the peak struc-
ture in the signal of produced pairs, the origin of which
lies in diffraction of the vacuum at a time grating formed
by a sequence of time-dependent electric field pulses.
V. CONCLUSIONS
In this paper, we have analyzed the electron-positron
pair creation from vacuum driven by a sequence of Nrep
identical electric-field pulses. We have shown that intra-
and inter-pulse interference structures in the probability
distributions of created particles arise in such scenario.
Importantly, this is independent of the electric-field pa-
rameters. For instance, the same is observed beyond the
regime of applicability of the WKB theory which has
been the focus of earlier studies [16–18].
In our paper, we have largely focused on inter-pulse
interferences. As we have showed, they lead to a nearly
perfect coherent enhancement of the momentum proba-
bility distributions of created particles. Namely, at cer-
tain momenta, the major inter-pulse peaks scale approxi-
mately like N2rep [Eq. (70)] as compared to the intra-pulse
modulations. This has been related to adiabatic transi-
tions between different eigenstates of the time-evolution
operator characterized by phases ϑ1 and ϑ2. While the
gap between these phases has to be sufficiently small for
the adiabatic transition to occur, with increasing the gap
the nearly perfect coherence is lost. Other detailed fea-
tures of the momentum probability distributions have
also been described using this interpretation.
In closing, we recall that similar – but fully coherent –
peak structures have been discussed in other strong-field
quantum electrodynamics processes such as the Breit-
Wheeler pair creation [30], the Compton scattering [31–
35], and ionization [36]. Here, instead, we conclude that
a perfect coherent enhancement of probability distribu-
tions of the Sauter-Schwinger pairs can never be reached.
This is in contrast to the previous studies of the Sauter-
Schwinger process [16–18]. Note, however, that there are
other (i.e., noncoherent) means of amplifying the signal of
created pairs. As we have demonstrated here, this can be
achieved when applying a broader bandwidth pulse. In
such case, more energetic photons participate in pair pro-
duction; thus, resulting in several orders of magnitude en-
hancement of the probability distributions as compared
to those predicted in [16]. More aspects of such investi-
gations are going to be presented in due course.
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Appendix A: Quantum Vlasov equation
The system of equations (44) is equivalent to the quan-
tum Vlasov equation [28], which has been solved in the
same context by various authors (see, e.g. [9, 18]). To see
this better, let us introduce the following combinations
of the coefficients c
(1)
p (t) and c
(2)
p (t) defined by Eqs. (42)
and (43),
f(p, t) = |c(2)
p
(t)|2,
u(p, t) = c(1)
p
(t)[c(2)
p
(t)]∗ + [c(1)
p
(t)]∗c(2)
p
(t), (A1)
v(p, t) = i
(
c(1)
p
(t)[c(2)
p
(t)]∗ − [c(1)
p
(t)]∗c(2)
p
(t)
)
.
Note that each of these functions is real. Moreover, based
on Eqs. (31) and (43), we conclude that f(p, t) defines
the temporal probability of pair creation in a given eigen-
mode of the fermionic field, P(t),
P(t) ≡ f(p, t) = |c(2)
p
(t)|2. (A2)
Calculating the time derivative of the quantities (A1) and
using (44), we obtain that
f˙(p, t) = −Ωp(t)u(p, t),
u˙(p, t) = −2ωp(t)v(p, t)− 2Ωp(t)[1 − 2f(p, t)], (A3)
v˙(p, t) = 2ωp(t)u(p, t),
where we have used Eq. (44) and the fact that |c(1)p (t)|2 =
1−f(p, t). Since at the initial time t′ we had c(2)p (t′) = 0,
the aforementioned system of equations has to be solved
with the initial conditions: f(p, t′) = 0, u(p, t) = 0, and
v(p, t) = 0.
In doing so, we introduce a complex function ζ(p, t) =
u(p, t)+iv(p, t) and the following abbreviation, R(p, t) =
2Ωp(t)[1−2f(p, t)]. Then, the last two equations of (A3)
can be written in the form of the first-order, inhomoge-
neous, linear differential equation for the unknown func-
tion ζ(p, t),
ζ˙(p, t) = 2iωp(t)ζ(p, t) −R(p, t). (A4)
Solving first the homogeneous equation,
ζ˙(p, t) = 2iωp(t)ζ(p, t), (A5)
we find out that
ζ(p, t) = C exp
(
2i
∫ t
t′
dτωp(τ)
)
, (A6)
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where C is the integration constant. Varying this con-
stant, C = C(t), and plugging
ζ(p, t) = C(t) exp
(
2i
∫ t
t′
dτωp(τ)
)
, (A7)
into Eq. (A4), we arrive at
C˙(t) = −R(t) exp
(
−2i
∫ t
t′
dτωp(τ)
)
. (A8)
The solution of this equation with the initial condition
that C(t′) = 0 is
C(t) = −
∫ t
t′
dτR(τ) exp
(
−2i
∫ τ
t′
dσωp(σ)
)
. (A9)
Hence, combining (A7) with (A9), we obtain that
ζ(p, t) = −
∫ t
t′
dτR(τ) exp
(
2i
∫ t
τ
dσωp(σ)
)
, (A10)
or, equivalently,
u(p, t) = −
∫ t
t′
dτR(τ) cos
(
2
∫ t
τ
dσωp(σ)
)
, (A11)
v(p, t) = −
∫ t
t′
dτR(τ) sin
(
2
∫ t
τ
dσωp(σ)
)
. (A12)
Finally, the quantum Vlasov equation is obtained by sub-
stituting (A11) into the first equation of (A3),
f˙(p, t) = 2Ωp(t)
∫ t
t′
dτΩp(τ)
(
1− 2f(p, τ))
× cos
(
2
∫ t
τ
dσωp(σ)
)
, (A13)
with ωp(t) and Ωp(t) defined in Sec. II.
Appendix B: Two-dimensional unitary matrix
In this appendix, we introduce the parametrization of
a 2× 2 unitary matrix, Uˆ . In general, such a matrix has
the form
Uˆ =
(
U11 U12
U21 U22
)
, (B1)
where, from the unitary condition Uˆ †Uˆ = Iˆ, we find that
|U11|2 + |U21|2 = 1,
|U12|2 + |U22|2 = 1,
U∗11U12 + U
∗
21U22 = 0. (B2)
This means that a unitary 2× 2 matrix can be uniquely
defined by four real parameters.
In addition, we know that any 2×2 unitary matrix has
two orthonormal eigenvectors, which we shall denote as
|j〉, and the corresponding complex eigenvalues λj such
that Uˆ |j〉 = λj |j〉 (j = 1, 2). The eigenvalues have mod-
ulus one, |λj | = 1, meaning that they can be represented
as λj = e
−iϑj , with arbitrary real angles ϑj defined mod-
ulo 2π. For the eigenvectors we can choose
|1〉 = eiψ1
(
e−iβ/2 cos(γ/2)
eiβ/2 sin(γ/2)
)
,
|2〉 = eiψ2
(−e−iβ/2 sin(γ/2)
eiβ/2 cos(γ/2)
)
, (B3)
where 0 6 γ 6 π, 0 6 β < 2π, and the global phases ψj
can be chosen arbitrary and are irrelevant in our further
analysis. We can also construct two projection operators,
Pˆj = |j〉〈j|, (B4)
such that Pˆ †j = Pˆj , PˆjPˆℓ = Pˆjδjℓ, and Pˆ1+ Pˆ2 = Iˆ. As it
follows from (B3) and (B4), they are independent of the
global phases ψj as
Pˆ1 =
1
2
(
1 + cos γ e−iβ sin γ
eiβ sin γ 1− cos γ
)
,
Pˆ2 =
1
2
(
1− cos γ −e−iβ sin γ
−eiβ sin γ 1 + cos γ
)
. (B5)
Using the spectral decomposition for the operator Uˆ ,
Uˆ = λ1Pˆ1 + λ2Pˆ2, (B6)
we can write it down explicitly,
Uˆ = e−iϑ0
(
cosϑ+ i sinϑ cosγ ie−iβ sinϑ sin γ
−ieiβ sinϑ sin γ cosϑ− i sinϑ cos γ
)
,
(B7)
with ϑ0 = (ϑ2 + ϑ1)/2 and ϑ = (ϑ2 − ϑ1)/2. Hence, the
four real angles 0 6 ϑ0, ϑ < 2π, β, and γ parametrize an
arbitrary 2× 2 unitary matrix.
One can relate these angles to the elements of the ma-
trix Uˆ in the form given by Eq. (B1). For this purpose,
we determine the eigenvalues of the matrix (B1),
λ1 =
U11 + U22 +
√
∆
2
, λ2 =
U11 + U22 −
√
∆
2
, (B8)
where
∆ = (U11 − U22)2 + 4U12U21, (B9)
and where we choose
√
∆ such that Re
√
∆ > 0. Hence,
the eigenvector corresponding to λ1 is found,
|1〉 = e
iχ1√
|λ1 − U11|2 + |U12|2
(
U12
λ1 − U11
)
, (B10)
where χ1 is an unknown phase. Its comparison with (B3)
leads to a set of two equations,
ψ1 − β/2 =arg(eiχ1U12) = χ1 + arg(U12), (B11)
ψ1 + β/2 =arg(e
iχ1(λ1 − U11)) = χ1 + arg(λ1 − U11),
13
where arg(z) is the phase of the complex number z. Next,
subtracting both sides of these equations, we get
β = arg(λ1 − U11)− arg(U12) mod 2π. (B12)
Furthermore, from the projection matrix Pˆ1, we obtain
1 + cos γ
2
=
|U12|2
|U12|2 + |λ1 − U11|2 , (B13)
and, hence,
γ = arccos
( |U12|2 − |λ1 − U11|2
|U12|2 + |λ1 − U11|2
)
. (B14)
Finally,
ϑj = − arg(λj), j = 1, 2. (B15)
In this way we have uniquely determined all relevant an-
gles.
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