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Re´sume´ – Cette communication pre´sente un syste`me de reconnaissance du type (constructeur, mode`le) de ve´hicules par vision.
A partir d’une vue de face avant d’un ve´hicule, nous construisons une repre´sentation de celle-ci base´e sur les points de contour
oriente´s. La classification est re´alise´e essentiellement en se fondant sur des algorithmes de votes. La classe d’un ve´hicule est
de´termine´e selon celle de son plus proche voisin dans l’espace des votes. Plusieurs re´sultats effectue´s sur des bases d’images prises
en conditions re´elles (contenant 50 types de ve´hicules diffe´rents) sont pre´sente´s et analyse´s : le taux de reconnaissance de´passe
les 90%.
Abstract – This article deals with a system for multiclass vehicle type identification (manufacturer and model). From a frontal
vehicle image, an oriented points set is computed in order to match it with vehicle type models. The decision process uses voting
algorithms. A simple nearest neighbour classification is used to determine the vehicle type associated with each voting vector.
This method has been tested on a realistic data set (containing 50 different vehicle type classes) : the recognition rate reaches
over 90%.
1 Introduction
Les syste`mes de vision pour la reconnaissance de ve´hi-
cules s’inte`grent dans diverses applications dites Syste`mes
de Transports Intelligents. Trois principales doivent eˆtre
distingue´es. En premier lieu, des came´ras embarque´es sont
de´die´es a` la de´tection des ve´hicules dits obstacles [7] se
pre´sentant au devant du ve´hicule e´quipe´ pour le calcul
des distances relatives. En second lieu, la te´le´surveillance
des autoroutes et autres voies de circulation permet la me-
sure des flots de ve´hicules [1]. Enfin il existe des syste`mes
ayant pour roˆle d’identifier les ve´hicules se pre´sentant aux
entre´es ou sorties de zones te´le´surveille´es (parking, te´le´-
paiement,...).
Ces derniers utilisent ge´ne´ralement la lecture automa-
tique de la plaque d’immatriculation. Cet identifiant est en
the´orie suffisant pour reconnaˆıtre le ve´hicule. Cependant,
en pratique, les syste`mes de vision s’y conformant uni-
quement, peuvent renvoyer des informations errone´es, soit
du fait d’une mauvaise qualite´ d’image soit d’une plaque
illisible ou fausse. Nous pensons qu’y adjoindre, un sys-
te`me de reconnaissance du type de ve´hicule (constructeur
et mode`le) ne peut qu’en accroˆıtre leur efficacite´ et leurs
capacite´s. En effet, cette information peut confirmer ou
infirmer celle fournie par la reconnaissance de la plaque
(cf. figure 1).
A notre connaissance, seuls Petrovic et Cootes [6] ont
aborde´ un proble`me similaire dans une e´tude comparative
sur la repre´sentation par apparence d’objets a` structure
rigide. Ils ont applique´s diffe´rentes me´thodes d’extraction
Fig. 1 – Syste`me d’identification de ve´-
hicule fusionnant la reconnaissance de





de features sur une base d’images de ve´hicules en station-
nement. Dans une situation re´elle d’application, les images
sont essentiellement cadre´es de manie`re a` rendre bien vi-
sibles les plaques d’immatriculation (cf. fig. 2). Aussi pour
reconnaˆıtre le type des ve´hicules, nous allons utiliser leur
image des calandres avant (que nous appelerons proto-
type). Par ailleurs, nous pouvons constater la pre´sence
d’une barrie`re masquant une partie de la calandre. De
plus, les images peuvent eˆtre prises de diffe´rents points
de vue (suivant le site d’implantation du syste`me). Enfin,
dans ce type d’application, un fonctionnement en temps
re´el est souvent requis. Toutes ces contraintes rendent in-
ade´quates les me´thodes via apparence, comme celles de´-
crites dans [6]. En effet, celles-ci sont tre`s sensibles aux
occlusions et aux changements de points de vue, et sont
souvent gourmandes en me´moire et en temps de calcul.
Nous avons donc opte´ pour une me´thode base´e sur des
primitives.
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Chaque mode`le de ve´hicule a un gabarit constant, de´fini
par le constructeur. Ceci rend les contours des calandres
relativement invariants d’une image d’un vehicule a` celle
d’un autre du meˆme type. Notre me´thode de classification
se base essentiellement sur un processus de votes avec une
caracte´risation locale de chaque pixel de contours oriente´s
re´duite au minimum (positions et orientation). Ceci est
motive´ par le fait que dans les me´thodes de votes, c’est le
nombre qui fait la force : si la caracte´risation des points
d’inte´reˆts (i.e. des votants) est trop se´lective, le nombre de
votants diminue. De plus, la se´lection du mode`le ne limite
pas a` celui ayant rec¸u le plus de votes. Dans cette com-
munication, nous proposons de repre´senter chaque mode`le
par un ou plusieurs e´chantillons dans l’espace de votes. Un
processus de plus proche voisin dans cet espace nous per-
met de de´cider a` quel mode`le appartient l’image teste´e.
Dans la suite de cet article, nous allons d’abord intro-
duire la manie`re dont nous avons construit notre mode`le
de repre´sentation de chaque type de ve´hicules a` recon-
naˆıtre. Plus nous expliciterons notre me´thode de classifi-
cation. Plusieurs re´sultats, de´montrant l’efficacite´ de notre
me´thode seront expose´s. Enfin, la conclusion de cet article
sera l’occasion de proposer quelques perspectives.
2 Cre´ation du mode`le
Dans cette section, nous de´crivons comment nous construi-
sons un mode`le unique pour chaque type de ve´hicules.
Notre Base de Connaissance est compose´e de K = 50
classes de ve´hicules. Nous disposons de deux bases d’images
en niveaux de gris des voitures vues de face : une Base
d’Apprentissage de 291 images (TrB) et une Base de Test
de 830 images (TsB). Ces bases sont compose´es d’images
prises dans des parkings avec des appareils nume´riques
ainsi que d’images prises au niveau d’un feux tricolores
avec un came´scope nume´rique. Les images sont prises sous






























Fig. 3 – Exemples de notre base d’images.
2.1 Prototype et pixels de contours orien-
te´s
A partir de l’image originale d’une voiture, nous obte-
nons une imagette de taille 252x600 ou` la plaque mine´ra-
logique est place´e dans une position connue (cf. figure 4)
via une transformation affine. Les coins de la plaque sont
obtenus via une me´thode de´veloppe´e par LPREditor (pour
plus d’informations, voir http ://www.lpreditor.com).
Pour le calcul des contours oriente´s, nous utilisons des
filtres de Sobel de taille 3x3 sur l’image prototype I. Une
matrice EI repre´sentant les contours du prototype I est
de´termine´e apre`s une ope´ration de seuillage sur les valeurs
du module du gradient. Dans la suite, nous nommerons
p = [x, y] les pixels de contour appartenant a` EI , ou` (x,y)
Fig. 4 – (a) image originale, (b) prototype I.
est la position du point. Les orientations, note´es φ(p), sont
quantifie´es pour qu’ils prennent des valeurs entie`res entre
0 et N−1 (ici N est e´gal a` 4), en tant compte d’un modulo
pi au lieu du module 2pi pour ge´rer les cas des voitures du
meˆme type mais de diffe´rentes couleurs.
2.2 Un mode`le unique par type
Pour chaque type de ve´hicule, nous allons dans cette
section de´terminer un mode`le unique et repre´sentatif de
sa classe a` partir de toutes les imagettes de ve´hicules de
ce type. En effet, une classe k est repre´sente´e dans la Base
d’Apprentissage par n prototypes. Cette quantite´ varie
d’une classe a` l’autre. Un processus d’accumulation, simi-
laire a` un filtrage inter-images et illustre´ dans le pseudo-
code de la figure 5, permet de ne retenir que les pixels
redondants d’une image a` l’autre pour un meˆme type.
Les pixels retenus sont regroupe´s dans une matrice no-
te´e Mk via une fonction fmax qui se´lectionnent les pixels
ayant rec¸u le plus de votes dans Ak tout en leur pre´ser-
vant une distribution homoge`ne (en faisant attention que
les points soient distants d’au moins 5 pixels). Le lecteur
pourra consulter [5] pour en obtenir plus de de´tails.
Soient n prototypes pour la classe k parmi les K mode`les
Ak(600, 252, N) = 0, matrice d’accumulation
pour i=1,...,n
obtenir Ei
pour j=1,...,n et j 6= i
de´termine Ej
∀ pi ∈ Ei , trouver pj ∈ Ej / φ(pi) = φ(pj)
et min∀j |pipj | < t
de´termine pm(xm, ym) tel que pipm =
pipj
2
vote+1 pour l’e´le´ment du tableau Ak(xm, ym, φ(pi))
Mk = fmax(Ak)























Fig. 6 – Mk est le mode`le de points de contour oriente´s
avec les N orientations superpose´es. Dk est la carte de
distance de Chamfer de Mk. Les Rki sont les voisinages
apre`s application d’un seuil r pour chaque orientation du
gradient i.
Comme nous allons le voir dans la section suivante,
notre algorithme de classification est essentiellement base´
sur plusieurs calculs de votes. Un de ceux-ci repose sur le
principe suivant : chaque point de contour de l’exemple
de test t vote pour un mode`le s’il tombe dans le voisi-
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nage d’un point de ce mode`le. Les autres sont construits
selon ce mode`le. Pour estimer les voisinages, la distance
de Chamfer est applique´e a`Mk pour de´terminer les cartes
des distances Dki par rapport a` ses e´le´ments (ou` i repre´-
sente l’orientation et k la classe de voiture). La figure
6 montre les quatre Rki matrices de re´gions de Chamfer
obtenues apre`s le seuillage de la matrice Dki en gardant
les distances plus petites que r = 5. Les Rki sont regrou-
pe´es dans une seule matrice Rk de dimension 600x252xN .
Afin d’optimiser la me´thode de votes, une ponde´ration des
points est calcule´e sous forme de matrices note´esW k± (afin
que les points les plus discriminants du mode`le de pm
par rapport aux autres mode`les, aient un vote de poids





k − Ri ∩ Rk) et







La classification consiste a` associer un exemple t dit
de test a` une classe k du dictionnaire des classes. Nous
appliquons a` t les meˆmes ope´rations que lors de la cre´ation
des mode`les. Nous obtenons donc une matrice des points
de contour oriente´s Et, ainsi qu’une matrice Pt de taille
600x252xN et construite telle que Pt a la valeur 1 dans la
position des points se´lectionne´s et 0 ailleurs.
Un premier processus consiste a` faire voter l’exemple
pour chaque classe. Un second se sert de l’ensemble des
votes comme d’un vecteur caracte´ristiques du mode`le. Ces
votes se pre´sentent comme la combinaison de scores pro-
venant de quatre classifieurs.
Votes positifs Le score dit de votes positifs est incre´-
mente´ si un point de Pt tombe dans le voisinage d’un
point de Mk. Ceci peut eˆtre re´alise´ simplement en faisant













Votes ne´gatifs Les votes ne´gatifs prennent en compte
les points du Pt qui ne sont pas tombe´s dans le voisi-
nage de Mk. Nous punissons la classe k en accumulant
ces points (ponde´re´s par la matrice W k−) avec une imple´-
mentation similaire a` la pre´ce´dente.
Votes vers le test Ensuite, nous allons calculer les
votes des mode`les vers l’exemple de test. Sommairement,
la me´thode est la meˆme que celle de´taille´e dans la sec-
tion pre´ce´dente. Nous construisons la matrice des re´gions
Rt pour Et. Par la suite, nous construisons la matrice P
k
pour chaque mode`le k. Le calcul de ce vote se de´clinera
aussi comme une multiplication de matrices.
Erreur de distance Le dernier score est issu de l’erreur
en distance de mise en correspondance entre les points de
Pt avec les points plus proches de Mk pour la classe k.
Elle est connue comme la distance de Hausdorff modifie´e
[2] a` laquelle nous y appliquons une fonction de´croissante.
Classification Une premie`re strate´gie consiste a` combi-







apre`s une normalisation de type mahalanobis, en une fonc-
tion discriminante gk(t) qui mesure la concordance entre
l’exemple de test t et la classe k. :
gk(t) = α1 v
mh
+k + α2 v
mh
−k + α3 v
mh
+t + α4 d
mh
k
Les coefficients αi sont fixe´s ici a` 0.25. La classe de l’exemple
de test t est alors celle qui obtient le plus grand score pour
la fonction de discrimination :
t ∈ c/c = ArgMaxk=1..K gk(t)














appartenant a` un espace de dimension 200(=4 ∗K),
note´ Ωsf (sf de´note qu’il n’y a pas eu de fusion des













vecteur appartenant a` un espace de dimension X,
note´ ΩACPXsf , qui est une re´duction de l’espace pre´ce´-
dent apre`s une analyse en composantes principales.
– g(t) = [gk(t)]k=1..K comme un vecteur appartenant a`
un espace de dimension 50 (=K), note´ Ωaf (af de´note
qu’il y a eu fusion des scores).
La classe de t sera donc celle de son plus proche voisin
dans ces espaces. Il faut alors disposer d’e´chantillons re-
pre´sentatifs de chaque classe dans ces espaces. Pour cela,
nous avons proce´de´ par validation croise´e : la Base de Test
est de´compose´e en 2 parties e´gales. La premie`re servira de
re´fe´rence dans l’espace conside´re´, dit de votes. Les e´chan-
tillons de la seconde seront classe´s selon le processus de
plus proche voisin vis-a`-vis des e´chantillons de la premie`re.
4 Re´sultats et Discussion
Avec la premie`re strate´gie, le syste`me identifie seule-
ment 80,2% des 830 exemples, ce qui correspond au taux
de reconnaissance en micropre´cision [8] ; le taux de recon-
naissance en macropre´cision, c’est-a`-dire la moyenne des
taux de reconnaissance individuels, est de 69,4%.
La seconde strate´gie re´alise de meilleurs taux de recon-
naissance (en moyenne sur 100 tirages ale´atoires) :
– pour un premier espace Ωsf , 93,1% en micropre´cision
et 83,5% en macropre´cision.
– pour un second espace ΩACP50sf , 86,2% en micropre´ci-
sion et 78,8% en macropre´cision.
– pour un troisie`me espace Ωaf , 90,6% en micropre´ci-
sion et 86,4% en macropre´cision.
La figure 7 repre´sente les courbes Cumulative Match Cha-
racteristic (CMC1) obtenues pour les espaces Ωsf et Ωaf .
Nous pouvons constater que la seconde strate´gie sans fu-
sion des scores et sans ACP donne clairement de meilleurs
re´sultats, mais au prix d’un couˆt algorithmique supple´-
mentaire car on travaille dans un espace a` plus grande di-
mension. Comme nous le montre la figure 8, il faut conser-
1La courbe CMC est utilise´e pour mesurer la performance d’un
syste`me d’identification. Elle donne le taux de reconnaissance en
fonction du rang.
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ver une dimension X > 100 pour obtenir des taux simi-
laires a` ceux obtenus avec fusion. De plus, remarquons que
la fusion peut eˆtre encore ame´liore´e2. Par ailleurs, signa-
lons que les taux de reconnaissance varient en fonction de
la proportion (et donc du nombre) d’e´chantillons pris dans
la TsB comme re´fe´rences lors du processus de validation
croise´e, comme nous le montre la figure 9.












taux en microprecision avec fusion
taux en macroprecision avec fusion
taux en microprecision sans fusion
taux en macroprecision sans fusion
Fig. 7 – Courbes CMC ; les courbes en lignes pleines repre´-
sentent les taux obtenus dans l’espace Ωsf et les courbes
en pointille´s ceux dans l’espace Ωaf .











Fig. 8 – Evolution des
taux de reconnaissance sur
ΩACPXsf en fonction de la
dimension X.










Fig. 9 – Evolution des taux
de reconnaissance (dans







































1 84,0 % 87,3 % 87,1 % 89,0 %
2 78,5 % 84,5 % 84,1 % 85,6 %
3 78,6 % 84,5 % 83,8 % 85,3 %
4 80,2 % 87,5 % 85,9 % 87,4 %
Fig. 10 – les 4 positions de la barrie`re virtuelle (en haut)
et leur taux de reconnaissance respectifs (en bas).
Dans un autre test, nous avons simule´ la pre´sence de
la barrie`re en quatre positions diffe´rentes (cf. fig. 10) afin
ve´rifier la robustesse de notre me´thode aux occlusions. A
noter que les taux de reconnaissance selon la premie`re stra-
te´gie sont meilleurs lorsque la barrie`re couvre le haut de
l’image. Cette partie est en effet constitue´e essentiellement
de la carrosserie et contient donc beaucoup de points de
contours qui sont issus de reflets (cf. fig. 12) et qui al-
te`rent le processus de reconnaissance. Ceci est corrobore´
2Un processus d’apprentissage permettrait une plus grande acu¨ıte´
dans le choix des coefficients αi ; cela ne´cessiterait bien entendu une
base de donne´es plus importante.











Fig. 11 – Evolution moyenne des
taux individuels en fonction du
nombre d’images conside´re´es lors

















Fig. 12 – Exemples
d’extraction de
contours oriente´s.
par la figure 11 qui repre´sente la moyenne des taux indi-
viduels selon le nombre d’images d’apprentissage conside´-
re´es par mode`le. Il en faut un certain nombre (>5) pour
le processus de cre´ation de mode`les, filtre efficacement les
contours dus aux bruits ou aux reflets sur la carrosserie.
Nous pensons qu’un filtrage intra-image, en plus de celui
inter-images propose´, ame´liorerait nos re´sultats.
5 Conclusion
Cette communication a pre´sente´ une me´thode de recon-
naissance multi-classes du type de ve´hicule base´ sur une
repre´sentation en points de contours oriente´s. Une fonc-
tion discriminante combine des scores obtenus de trois
types de classifieurs base´s sur les votes et une erreur en
distance. Cette fonction nous permet de constituer un vec-
teur caracte´ristique afin de classer chaque image test selon
la classe de son plus proche voisin dans l’espace de votes.
Un taux de reconnaissance supe´rieur a` 90% est obtenu
sur des images prises en conditions re´elles. Le syste`me est
robuste vis-a`-vis des occlusions partielles de l’image. Nos
travaux futurs s’attacheront a` mieux filtrer les contours
introduits par le bruit ou les reflets sur la carrosserie. Une
autre voie de recherche consisterait a` dessiner un arbre de
de´cision [3, 4].
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