In this article, we first generalize the recent notion of residual resultant of a complete intersection [4] to the case of a local complete intersection of codimension 2 in the projective plane, which is the necessary and sufficient condition for a system of three polynomials to have a solution "outside" a variety, defined here by a local complete intersection of codimension 2. We give its degree in the coefficients of each polynomial and compute it as the gcd of three polynomials or as a product of two determinants divided by another one. In a second part we use this new type of resultant to give a new method to compute the implicit equation of a rational surface with base points in the case where these base points are a local complete intersection of codimension 2.
INTRODUCTION
The implicitization problem asks for the implicit equation of a parametrized surface. The parametrization of such a surface is usually defined by the equations ql (xl,x2) qz (xl,x2) qa(xl,x2) q4(xl,x2)' q4(xl,x2)' q4 (xl,x2) ' where ql(Xl,X2), q2(Xl,X2), q3(Xl,X2) and q4 (xl,x2) are four polynomials in two variables. If we homogenize these four polynomials, we obtain the general case : let 0 : p2 ---+ p3 : (xo : Xl : x2) ~ (]90 : pl : p~ : p3) be a rational map (i.e. polynomials po,pl,p2,p3 can vanish simultaneously at some points) given by four homogeneous polynomials po,pl,p2,p3 of the same degree d, and whose image is a surface S of p3. The implicitization problem consists in computing the implicit equation of S, that is the smallest algebraic surface of p3 containing S. Computing the implicit equation of a parametric surface is a key point in computer-aided design and in many problems of computational geometry. For instance, it helps drawing a parametric surface nearby a singularity, computing autointersection of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ISSAC 2001, 7/01, Ontario, Canada Q2001 ACM 1-58113-417-7 / 01/0007 $5.00 offsets and drafts, or computing the intersection with curves or surfaces (see [6] ). The degree of the implicit equation is known to be d ~ when there are no base points (a base point is a point of p2 where polynomials po, pl, p2, p3 vanish simultaneously), and less when there exists base points. In practice the map 0 has very often base points which appear naturally either for geometrical or design reasons. As an illustration, a classical result says that a generic cubic contains 27 lines which are closely related to the cubic parametrization with 6 base points (see ]16]).
There are three known methods to solve the implicitization problem and all of them reduce the problem to the elimination of variables. The first method is based on GrSbner basis computations. In the abscence of base points, a GrSbner base computation of the ideal I generated by the polynomials po, pi, p2, p3 gives the implicit equation. If there exist base points, the implicit equation does not belong to the ideal I but to the saturated ideal of ! by the ideal defining the base points. So, in this case, we need to compute this saturated ideal and a GrSbner base of it to obtain the implicit equation. This method can be very slow in practice (see [21] , ]7]). The second method for computing the implicit equation consists in computing a classical projective resultant of the polynomials Po -xp3, pl -yp3, p2 -zp3 (see [10] , [11] ), but this method failed in the presence of base points. In [8] and [5] perturbation techniques are used to obtain the implicit equation by a computation of a classical resultant in the presence of base points. In fact the implicit equation is contained in the lowest degree term of the resultant of the perturbed system (expressed in terms of the perturbing variable) and we need to compute the gcd of d + 1 polynomials to erase the extraneous factor (with some technical conditions). Notice also that it is always possible to compute a multiple of the implicit equation by computing the determinant of a maximal minor of the Bezoutian matrix of po -xp3,pl -yp3,p2 -zp3 (see [3] ), but here we are interested in finding exactly the implicit equation.
The third method to solve the implicitization problem is the method introduced by Tom Sederberg in [24] and called the moving quadric method. This method is based on the study of the syzygies of the ideal I defined by the polynomials p0, pl, p2, p3 and gives the implicit equation as a determinant of a certain matrix. The formulation of the implicit equation in a determinantal form can be very useful in practice. However, the validity of this method is only proved in the abscence of base points and in the case of tensor product surfaces (see [13] , [14] , [12] ). In this paper we will give a new method for computing the implicit equation of a rational surface with base points using resultants and syzygies. We will obtain the implicit equation as a resultant using the fact that the module of first syzygies of the ideal defining the base points locus (of codimension 2 in p2) is always free, whereas this is not true for the ideal I (see [12] ). In the recent paper [4] , the notion of residual resultant of a complete intersection was introduced; it corresponds to the following situation : let g~,..., g,~ be homogeneous polynomials of degree kl,..., k,~ in K[x0 .... , xm] and do,..., dm be m + 1 positive integers. We suppose that the ideal G = (g~,..., g.) is a complete intersection. The residual resultant is the condition on the coefficients c = (c~ ~) such that the system
(where h~,~ = )-~t-I=~-~ c~j x" is the generic homogeneous polynomial of degree dj -k~) has a solution "outside" the variety V(g~,...,gn). This residual resultant can be used to compute a resultant in the presence of base points whereas the classical and toric resultants are degenerated. We will use techniques from algebraic geometry and commutative algebra to extend this notion of residual resultant in a new context, the case where G is a local complete intersection of codimension 2 in ]p2. This extension is very useful since, for instance, a set of points of multiplicity 1 in Pu is always a local complete intersection and almost never a complete intersection. We will give the degree of this new residual resultant in the coefficients of each polynomials and two algorithms to compute it. To do this we will proceed as in [4] , in two steps : first we define the residual resultant as a general resultant (see [18] , chapter 3) over a blow-up variety, then we will use a free resolution of the residual ideal to obtain the residual resultant as the determinant of a complex. Finally we will apply this new residual resultant to the implicitization problem. We will show that this residual resultant can be used to compute the implicit equation of a rational surface in the presence of base points which are locally given by a complete intersection (with some technical conditions). In that case we will obtain the implicit equation as the gcd of three polynomials and also as a product of two determinants divided by another one (or a ratio of two determinants in special cases). Hereafter K denotes an algebraically closed field.
RESIDUAL RESULTANT OVER l? 2
In this section we want to extend the notion of residual resultant over a complete intersection introduced in [4] 
where x E p2 and hl,j(~c) ----~[al=dj-kl c~J xa is a homogeneous polynomial of degree dj -kl for i = 1,..., n and j = 0,1,2. The polynomials fi(x) for i = 0,1,2, are homogeneous polynomials of degree dl in the ideal G and the coefficients c = (c~ j) are called the parameters of the system. We are looking for a condition on the coefficients c such that the system (1) has a solution which is not in the algebraic variety V(G) defined by the ideal G. We will call such a condition, when it exists, the residual resultant and we will give two algorithms to compute it explicitly. Before going further into details, we remark that the codimension one part of the variety V(G) can be removed by dividing the polynomials f0, fl, f~ by the gcd of gl,... ,gn. So we will only consider the relevant case where G is a local complete intersection of codimension 2. In the following we will use techniques from algebraic geometry and hence its language. We refer to [20] and [19] for complete references.
We recall that Ox is the sheaf of rings of regular functions over a variety (or a scheme) X and that, if £ is a sheaf on X, H°(X, £) denotes the zeroth cohomology group of £, that is its global sections.
The residual resultant
Hereafter X denotes the projective plane p2 = Proj(R) and we suppose that do > dl > d2 > kl > -.. > k,~. Let ~ be the coherent sheaf of ideals associated to G which is supposed to be a local complete intersection of codimension 2. Denoting by 6(dl) = 6 ®v× Ox(di) for i = 0, 1, 2, the vector space V~ = H°(X, G(d~)) is the set of homogeneous polynomials of degree d~ which are in the saturation of the ideal G. We denote also by ~r : 3( --, X the blow-up of X along the coherent sheaf of ideals G (see [20] So it remains to show that this condition is equivalent to F "~* ~ G s°t.
First if we suppose that F "'~t = G s't then ideals F and G
define the same blow-up of X and so Resg,ao,al ,a2 (fo, fl, ]'2) does not vanish. Conversely, suppose that this residual resultant does not vanish. The sheaf U defines p points Pi for i = 1,... ,p, and the exceptional divisor of the blow-up 7r is composed of p exceptional divisors Ei above each point P/.
Since G is a local complete intersection, the sheaf G/U 2 is locally free of rank 2 and we have ~/~2 .~ OEI+...+E, (1) . Therefore if the residual resultant does not vanish, then ~r*(f0), ~r*(fl) and ~r*(f~) generate ~. We deduce that G and F have the same saturation. Notice that the hypothesis d2 > kn + 1 is needed in proposition 3 of [4] and explained in remarks 2 and 4 of [4] . []
REMARK 2.2. F ~t # G ~at is equivalent to (F s~t : G "at) # R, that is the variety defined by the ideal (F : G) is not empty.
The ideal sheaf G defines a zero dimensional scheme Z composed of p points P 1 , . . -, Pp. We denote by ei the multiplicity of the point Pi in Z. As G is a local complete intersection we have ei = dimK (Oz,p) where c~ (~di) denotes the first chern class of the sheaf ~al and ~2 the degree map on 3(. We denote by H = 7r* (h) where h is the class of a generic hyperplane of ~2, by E~ for i =, 1 . . . , p the exceptional divisors of the blow-up ~r above each point Pi defined by G, and by E~ "~d the reduced scheme of El. According to [17] , ct(~a~
Now, let fx (resp. fz) be a generic global section of G(d~) (resp. 6(42)). We have
where ]1 (resp. ]2) is the strict transform of fl (resp. f2), and where ml (resp. nl) is the multiplicity of fl (resp. f2) at the point Pi, that is, denoting by m the maximal ideal of R defining the point Pi, the greatest integer s such that fl (resp. fg.) is in m ~. Now fl.f2 = 0 and since G is a local complete intersection we have mini = ei. We deduce that P P P r e d s E: = E: mini .
By the projection formulae we know that J'2 H~ = 1 and for all i = 1,... ,p, J'2 E~'~d2 = --1. We deduce that
If we suppose moreover that G is a saturated ideal we can give a more explicit result for the degrees No, N1 and N2.
The Hilbert-Burch theorem tells us that there exists a minimal graded resolution of R-modules of the ideal G of the form (see [15] , theorem 20. qq
PROOF. We have an exact complex of sheaves over p2 :
By tensoring this complex with Op2(t) for t >> 0, all the sheaves of the new complex have no higher cohomology (see [20] III, theorem 5.2). We deduce that the complex obtained by taking the global sections is also exact and so we can
Notice that in the case where G is a complete intersection, we recover the same results as in [4] , that is N / = dodla2 _ d~ klk2, for i = 0, 1,2. 
The residual of a codimension 2 ideal
where hi,j = ~l~l=aj-k~ c~ x~ are generic homogeneous polynomials of degree d~ -kl. We denote by Ao the polynomial ring of the parameters c = (e~;~), that is Ao = K[c], and by A g the polynomial ring A0[xo,... ,x,~]. We will consider A 9 as a graded A0-algebra, that is we set deg(c~ j) = 0 and deg(xi) = 1. We denote also by J C I C A g the homogeneous ideal of A g generated by f o , . . . , f~. In this section we will give a resolution of the quotient ideal (J : I). This resolution is extracted from a course of Marc Chardin on residual intersections. We will use this resolution in the context of the preceding section to compute a resolution of the ideal ( F : G) of R and, by the way, to compute the residual resultant. Before giving the resolution, we justify our interest in ideals of projective dimension 1 by the following property : an ideal P C R = K[x0, xl, x2] associated to points in p2, that is a saturated homogeneous ideal of codimension 2 of R, has projective dimension 1. In fact, more generally, every ideal Q of A of codimension 2 such that A / Q is Cohen-Macaulay has projective dimension 1 (see [15] theorem 20.15).
The Hilbert-Burch theorem tells us that every minimal graded resolution of A-modules of the ideal I is of the form (see [15] , theorem 20.15) :
with ~-~'__-~ Ii = ~-~=~ k~. We deduce the following graded presentation of Ag-modules for the ideal I / J :
where ¢ is the matrix (hl,j)~<i<n,o<_j<_~. We remark that we have : where A~ denotes the homogeneous part of degree t of the graded Ao-algebra A g. We will denote by M~ its matrix in the monomial bases.
Moreover, if we specialize all the coej~cients c in K, the specialized complex 7)0(¢ @ ¢) of 7)~(¢ ~ ¢) is a free graded resolution of A-modules of the specialized ideal ( J : I) C A if this ideal is an s + 1-residual intersection in A. In this case ( J : I) is also

Computing the residual resultant
We return to the situation of section 2.1 in order to compute explicitly the residual resultant using the results of section 2.2. R denotes the polynomial ring Y~xo,xl,X2]. We suppose that G is a homogeneous ideal of R generated by n homogeneous polynomials gl,...,g,~ of respective degrees kl > " -_> k,~, and that G is a saturated local complete intersection of codimension 2. Let fo, fl, f2 be three homogeneous polynomials as defined in (1), of respective degrees do, dl,d2, such that do > dl > d2 _> kl and d2 > k,, + 1. We denote by A = K[c], by R g the polynomial ring R g = A[xo, xl, z2] and by F the homogeneous ideal of R 9 generated by the three polynomials fo, f l , f 2 . We will say that we specialized the polynomials f0, fl, f2 in K if we specialized all the coefficients c in K. In this case the ideal F becomes an ideal of the ring R. We recall that X = p2, )~ is the blow-up of X along the sheaf of ideals associated to G and that Res~,ao,a~,a2 vanishes if and only if there exists a point x E )( such that the global section ~r* (f¢) of 0a~ vanishes at x simultaneously for all i = 0, 1, 2 (see proposition 2.1). Let .~o be the dense open subset of )( defined as the complement of the exceptional divisor in )(, and let Z ° = {c E I-I~=o V~ : 3x E X%r*(fo)(x) = .... lr*(f2)(x) = 0}. Assume that there exists co E Z ° such that p(co) ¢ 0. For this specialization co, a~ is then surjective, which contradicts proposition 2.7. We deduce that p vanishes on Z °. As ~-o is dense in ~', Z ° is also dense in Z = {c e I-I~=oV~ : 3x E )C ~r*(fo)(x) ... PROOF. By proposition 2.8, the gcd of the maximal minors of M~ is divisible by Resg,ao,al,d2 which is multihomogeneous of degree Ni in the coefficients of the polynomial f~. Now by proposition 2.9 there exists a maximal minor of M~ of degree N~ in the coefficients of the polynomial fl. We deduce that Resg,ao,~l,d2 is exactly the gcd of all the maximal minors of the matrix M~. I-1
This theorem gives a first method to compute our residual resultant : Algorithm 1:
1. Compute the matrix M~a, k.
Compute a maximal minor 6i of degree Ni in the co-
efficients offl for i = 0, 1, 2.
3. Return the gcd ofdet(6o), det(6a) and det(62).
Notice that the maximal minors 61 are square matrices of sizerank(R~)= ( u+2 )2 . In practice, to compute sueh a maximal minor of M~ of degree Ni in the coefficients of the polynomial f~, we compute first a maximal minor of the matrix M'~ associated to the ideal ((fx, f2) : G) and complete it incrementally with the right number of columns of M~ depending on the coefficients of fo.
We can also compute our residual resultant as the determinant of a complex as for other classical resultants (see [18] appendix A for definition and properties of the determinant of a complex). We denote by 73~ (¢$¢)~ the complex ~)~ (¢ ~ ¢) in degree u. It is a complex of free A-modules of finite type. PROOF. By proposition 2.6 the complex 738 (¢~¢)~ is generically exact, that is exact after tensoring by the field of fractions of A over A, and is acyclic, that is all its homology groups are zero except in degree 0. Theorem 34 of [18] tells us that its determinant is equal to the gcd of the maximal minors of the map a~ which is exactly the residual resultant by proposition 2.10. [] The complex T~( ¢ ~ ¢)~ has only three terms in our case. It is of the form :
An algorithm for computing the determinant of such a complex of free modules (due to Cayley) can be found in [18] theorem 14, or in [9] . In our case we can compute the residual resultant by the following algorithm. For simplicity, we denote the complex "Do~ ( 
Compute a maximal minor ~1 of the m a p dr1 : B2 --* B1 \ K1. This gives a base K2 C B2 with ~(K2) =
~(B1 \ K 1 ) . det(~0 )det(~2)
Return the residual resultant wich is det($1) , where ~2 is the matrix of the map df~ : B3 --* B2 \ K2.
We illustrate our construction with one example. A package, called m u l t i r e s , implements this residual resultant formulation among other more classical resultant matrix constructions. It is available at http ://www. inria, fr/galaad/logiciels/multires.
We consider the ideal G = ( x o z l , x o x 2 , x l x 2 ) of R. This ideal defines three smooth points of P~. Its resolution is :
with, ¢ = zl -x l , "y = (xoxl,xox2, xlx2). If now we suppose that hi,a are generic forms of degree 2, then Vd,k = 4 , No = N1 = 9 and N2 = 6. In this casein{ is a 15 x 18 matrix and the residual resultant is given by a quotient of two determinants.
Before ending this section we mention the case where the ideal G is a complete intersection of codimension two. In this case our residual resultant corresponds to the residual resultant constructed in [4] , and the matrix which computes it is exactly M~d, k.
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We consider four hoffaogeneous polynomials po(xo, xl, x2), [11] for more details). In the presence of base points the preceding projective resultant is degenerated. Under some conditions on the degree of the generators of the base points locus ideal, we will see that we can use the residual resultant to remove these base points and hence to reduce the problem of finding the implicit equation to computing a residual resultant. As we have remarked, the base points locus of codimension 1 is easily removed by a gcd computation. Consequently we will concentrate on the base points locus of codimension 2. In order to apply the results of the preceding sections, we suppose that G is a local complete intersection ideal of codimension 2 and hence admits the minimal resolution (2). Let 6 be the ideal sheaf of p2 associated to the ideal G. The sheaf 6(d) is generated by its global sections po,pl,p2 and pa. We denote by 7r : ~2 ._. p2 the blow up of p2 along 6, and by rl the global section ~r*(pl) of the sheaf 6d for i = 0 , . . . , 3 (see proof of proposition 2.1). Since ~d is an invertible sheaf on ~2 and rio, r l , r2, ra are global sections which generate it, we deduce that there exists a morphism 
~2 \ y(~3 = 0)
The residual resultant R.esg,d,d,a (p0--xp3, Pl --YPs, P2 --zp3 ) is exactly 7r2.0A2), and as the blow-up is an isomorphism outside the exceptional divisor, this residual resultant vanishes if and only if the affine point (x, y, z) of ps is on H. We deduce that
Resg,d,d,d(Po -xpS, Pl --YP3, p2 --zp3) : H de~OTy/~2OTy)).
Now the map flIy(~a~o) makes the preceding diagram commutative, and since lrl is birational we deduce that To compute explicitly the implicit equation we use algorithms 1 and 2. To do this, we recall that the ideal G has the resolution (2). As (po, pl, p2, p3) C G, there exists a n × 4 matrix Q such that (po,pl,p2,p3) = (gl,... ,gn)Q, and we deduce a matrix H such that :
Computing the implicit equation
This matrix H defines the map
where R g is the graded K[x, y, @algebra K[z, y, z][xo, xl, x2]. We obtain the map ¢~¢ between the two following free R gmodules :
n--1 3
M = ~ Rg[-l,] ~ (~ Rg[-d,] ¢~' N = 6 Rg[-k']"
At this point we are ready to apply both algorithms of section 2.3 for computing exactly the implicit equation of our rational surface as a residual resultant. The first algorithm gives the implicit equation as a gcd of three polynomials. The second algorithm gives the implicit equation as the product of two determinants divided by another one and, in particular cases, the implicit equation appears as a quotient of two determinants. The following proposition gives these particular cases : As an example, we consider the following rational surface given by : 2 + po = zoz~, pl = z~, p2 = xox2, p3 = The base point locus is a point of multiplicity 4 given by the ideal G = (x~, x~) which is a complete intersection. The resolution of the ideal G is given by a Koszul complex and we thus deduce the matrix H :
( xo-Xxl x~ -Yx~ -Zx~ "~ H= ) -Xx2 -Yz2 xo -Zx2
The matrix 1~ is a 10 × 12 matrix. Applying the algorithm 1, we compute a first maximal minor of it and obtain 
