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Objetivos – El objetivo principal de este trabajo consiste en implementar un simulador
de la te´cnica OCT (del ingle´s, Optical Coherence Tomography) con el fin de detectar
la posicio´n y taman˜o de burbujas de gas en un fluido (cavitacio´n) y gotas de fluido
suspendidas en un gas (aerosoles)
Objetivo 1: Estudio del estado del arte de me´todos de deteccio´n de fluidos en aire o
flujos multifase.
Objetivo 2: Ana´lisis matema´tico de te´cnicas foto´nicas para la deteccio´n de burbujas
en fluidos.
Objetivo 3: Desarrollo de un simulador matema´tico que nos proporcione una herra-
mienta de deteccio´n de fluidos en gas o gas en fluidos basados en la te´cnica OCT.
Objetivo 4: Pruebas con el simulador en sistemas reales modelados, tanto en el caso
de deteccio´n de gas en fluido como de fluido en gases. En este caso, se estudiara´n las
configuraciones ma´s representativas.
Metodolog´ıa – La metodolog´ıa de trabajo utilizada para la realizacio´n de este trabajo
final de ma´ster se basa en las etapas del me´todo cient´ıfico convencional aplicada a cada
uno de los objetivos detallados en el punto anterior:
FASE 1. Identificacio´n de la problema´tica y obtencio´n del estado de arte
Tarea 1.1. En el proceso de ana´lisis bibliogra´fico se ha estudiado el estado del arte de las
tecnolog´ıas de deteccio´n y ana´lisis tanto de burbujas como de aerosoles. Se han comparado
las posibles te´cnicas que ofrece la tecnolog´ıa actual viendo las ventajas e inconvenientes
que ofrece cada una. Durante la realizacio´n de este trabajo se han monitorizado los avances
en el campo para incluirlos en los desarrollos de esta tesina.
FASE 2. Planteamiento de posibles soluciones tecnolo´gicas para cada obje-
tivo de investigacio´n
Tarea 2.1. Una vez analizada la problema´tica de cada objetivo propuesto, se han
propuesto diferentes soluciones en base al ana´lisis del estado del arte y a las especificaciones
de cada uno de los objetivos. En concreto se ha optado por aplicar el me´todo de altas
frecuencias basado en el me´todo de Montecarlo.
FASE 3. Ana´lisis teo´rico de cada solucio´n y desarrollo de un simulador
Tarea 3.1. Se han analizado diferentes herramientas de simulacio´n de sistemas comer-
ciales disponibles. Este proceso se realiza junto a la tarea 2 para validar las propuestas
realizadas y para analizar las ventajas e inconvenientes de las diferentes soluciones y
as´ı poder escoger la ma´s adecuada para su desarrollo tecnolo´gico. Despue´s de comparar
varias plataformas se ha seleccionado el co´digo Matlab para el desarrollo de un simulador
flexible y configurable para la deteccio´n de burbujas en flujos multifase.
Tarea 3.2. Desarrollo del simulador. Disen˜o y desarrollo de un simulador Matlab basado
en el me´todo Montecarlo de altas frecuencias que mediante interferencia de baja coherencia
reconstruye la muestras del flujo. El resultado de la interferencia se convoluciona con
la respuesta de un filtro paso-bajo para rellenar los puntos donde el simulador no ha
interferido y generar una figura so´lida. En base a estos resultados se obtiene el centro de
masas de cada figura que nos proporciona el centro de las esferas. Finalmente mediante
un ana´lisis de la dispersio´n de los puntos podremos saber si el elemento es o no una esfera
y se puede analizar la posicio´n y taman˜o en el flujo multifase.
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FASE 4. Validacio´n y estudio de la deteccio´n foto´nica en flujos multifase
con el simulador desarrollado
Tarea 4.1. Validacio´n mediante simulacio´n de la te´cnica de deteccio´n foto´nica en flujos
multifase propuesta. Tras desarrolar el simulador, se han realizado diferentes simulaciones
para validar el trabajo realizado. El simulador permite modificar diferentes para´metros
para hacerlo ma´s configurable. Tambie´n se ha estudiado las limitaciones del simulador en
cuanto a proximidad entre esfetas
Tarea 4.2. Estudio de diferentes casos para la deteccio´n foto´nica en flujos multifase. Se
han elegido 3 configuraciones de esferas que son las ma´s representativas: Una esfera, 2 es-
feras consecutivas y otras dos, una encima de la otra. A partir de estas tres configuraciones
se pueden realizar combinaciones para obtener cualquier caso.
Desarrollos teo´ricos realizados – Para la implementacio´n del simulador, ha sido
necesario desarrollar la teoria de la te´cnica OCT que no aparece en la literatura. Primero
se ha hecho una comparativa entre los diferentes me´todos que existen para la identificacio´n
de aerosoles o burbujas de gas en un fluido, para obtener la ma´s adecuada. A continuacio´n,
y una vez sabido que se iba a implementar el me´todo OCT, se ha estudiado el algoritmo
ma´s eficiente para realizar la simulacio´n. Se ha desarrollado un modelo para calcular cual
es el primer corte, entre todos, de los rayos y las esferas. Tambie´n se ha desarrollado el
modelo utilizado a la hora de calcular los a´ngulos de reflexio´n y refraccio´n. En la deteccio´n,
se ha estudiado un me´todo para escanear todas las posibles profundidades de la muestra
en un mismo rayo, asignando la medida a la profundidad donde realmente se ha producido
la reflexio´n.
Desarrollo de prototipos– Como resultado de este trabajo final de ma´ster se ha
desarrollado un simulador completamente funcional y configurable de la te´cnica foto´nica
propuesta para la deteccio´n en flujos basada en el sistema OCT. Este simulador estudia
la reflexio´n de luz en un fluido multifase.
Resultados – Utilizando el simulador desarrollado en este trabajo, se ha estudiado la
reconstruccio´n de 3 disposiciones diferentes de esferas: esfera u´nica y dos esferas situadas
consecutivamente y verticalmente, ya que son las principales formas en que se puede
descomponer una muestra. Cualquier muestra de esferas sera´ una combinacio´n de estos
ejemplos.
L´ıneas futuras – El estudio realizado en este trabajo final de ma´ster servira´ como
base para el estudio de te´cnicas de deteccio´n foto´nica en flujos multifase en aplicaciones
reales como es el caso del nuevo proyecto RETOS-COLABORACIO´N del Ministerio de
Economı´a y Competitividad RTC-2014-2232-3 HIDRASENSE.
Publicaciones – En la actualidad se esta´ preparando una publicacio´n con los resultados
ma´s relevantes de este trabajo para su difusio´n con la comunidad cient´ıfica.
Abstract – In this work a OCT-TD simulator has been developed. Our simulator uses
Montecarlo Ray Tracing model to propagate a wave inside a sample. It can reconstruct
a sample refraction index distribution as gas spheres in water. The simulator can be
fully configured to define the type of incident light, centre wavelength and bandwidth.
Simulator works with any kind of surface. If a sample is a sphere, simulator uses a standard
deviation to give us if the reconstruction is good. Reconstruction has been applied to three
differents spheres configurations.
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1. Introduccio´n
En alos procesos industriales donde intervienen fluidos, es necesario un control conti-
nuo de su flujo. Esto ocurre, por ejemplo, en procesos de abrasio´n por la´ser (del ingle´s,
Light Amplification by Stimulated Emission of Radiation) en tejidos biolo´gicos, donde la
generacio´n de calor puede crear una burbuja de vapor de agua que pudiera incorporar-
se al torrente sanguineo, poder detener la formacio´n de burbujas en el momento justo
en que se empieza a generar el proceso puede ser vital para evitar efectos fatales como
embolias, infartos, etc. En otros procesos, como el desagu¨e de embalses para generacio´n
de energia (como es el caso de la investigacio´nque esta´ llevando a cabo el NTC-UPV
en el proyecto RETOS-COLABORACIO´N del Ministerio de Economia y Competitividad
RTC-2014-2232-3 HIDRASENSE con la empresa Iberdrola Generacio´n) tambie´n es nece-
sario controlar la cantidad de gas disuelto en el agua, ya que esto permite incrementar el
rendimiento de la generacio´n de energia. En otras aplicaciones, tambie´n interesa controlar
la cantidad de aerosoles suspendidos en un fluido. Por ejemplo la concentracio´n de gotas
de aceite en el aire, el taman˜o de las gotas de agua en un difusor de agua, o la aparicio´n de
aerosoles que pudieran generar obstruccio´n en un gaseoducto. Por estos y otros motivos,
se necesita un me´todo que sea capaz de determinar con precisio´n la posicio´n de las esferas
de gas del taman˜o del orden de entre centenas de micras y mil´ımetros.
Mediante la revisio´n de la literatura realizada en esta Tesino como paso previo, se han
encontrado diferentes me´todos de imaging no invasiva. Por un lado tenemos los me´todos
con ondas materiales, que se basan en la propagacio´n e interferencia de ondas sonoras
(generalmente ultrasonidos). Las ondas materiales presentan unas longitudes de onda
muy grandes, por lo que reduce la resolucio´n con que se reconstruye la muestra. Adema´s,
presentan una gran atenuacio´n en l´ıquidos y gases para frecuencias altas. Se utilizan en
ecografias, ya que las ondas sonoras no afectan al feto, y permite suficiente resolucio´n
para reconstruir muestras del taman˜o de cent´ımetros. En navegacio´n tambie´n se utilizan
los ultrasonidos. El sonar utiliza ultrasonidos para detectar y evitar objetos que puedan
poner en peligro la navegacio´n de un barco.
Por otra parte, las te´cnicas con ondas electromagne´ticas permiten el uso de longitudes
de onda mucho menores, con lo que se incrementa la resolucio´n en la reconstruccio´n. Den-
tro de las diferentes te´cnicas de imaging en ondas electromagne´ticas, nos encontramos por
un lado las te´cnicas ionizantes como Rayos X, TAC, PET que son utilizadas en ima´genes
me´dicas donde se necesita mucha resolucio´n, pero se corre el peligro de estar expuesto a
radiacio´n ionizante. Entre las te´cnicas no ionizantes tenemos los que emplean microondas
y el espectro infrarrojo. Se emplean te´cnicas que se basan en la microondas como radar
de tierra, que permite ver por debajo de suelo en busca de objetos, restos humanos. Tam-
bie´n se utilizan en radares para deteccio´n. Los me´todos que emplean infrarrojos, como la
te´cnica OCT incrementan notablemente la resolucio´n respecto de las te´cnicas donde se
utilizan las microondas.
La te´cnica OCT se emplea sobre todo en el campo de la oftalmolog´ıa, ya que es una
te´cnica de observacio´n no invasiva que permite observar el interior del ojo humano sin
necesidad de acceder directamente al interior de este. En esta l´ınea existe el proyecto
OPTOPAD para el desarrollo de un sistema de o´ptica integrada para tomografia por
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coherencia o´ptica en aplicaciones oftalmolo´gicas que esta´ realizando el NTC-UPV con
el Hospital Universitario y Polite´cnico y el Instituto de investigacio´n Sanitaria (IIS) la
Fe de Vale`ncia. Dentro de la OCT tenemos el me´todo basado en el dominio del tiempo
(OCT-TD), y en el dominio de las frecuencias (OCT-SD). El OCT-SD escanea toda la
profundidad de la muestra en una medida, pero tenemos que hacer varias medidas para
escanear una zona amplia. Mientras que la OCT-TD escanea una u´nica profundidad pero
el a´rea que barre es mayor. A la hora de implementar, el me´todo OCT-TD es mucho
ma´s sencillo y menos costoso. Por tanto, se ha escogido este me´todo para su ana´lisis
matema´tico e implementacio´n en este trabajo [1].
2. Estado del arte
La OCT es una te´cnica de imagen subcuta´nea que produce imagenes de tejidos biolo´gi-
cos con una resolucio´n una o dos o´rdenes de magnitud superior a los ultrasonidos. En te-
jidos biolo´gicos, llegan a obtener imagenes a 3 mm de profundidad, pero esto depende de
las condiciones o´pticas del tejido. En la actualidad las ciencias computacionales permiten
obtener la propagacio´n de fotones por tejidos biolo´gicos mediante te´cnicas estad´ısticas co-
mo el me´todo de Monte Carlo. Este ana´lisis computacional ayuda a obtener simulaciones
precisas de resultados de OCT en tejidos vivos emulados con las mismas caracter´ısticas
que los tejidos reales [2] [3] [4].
El campo donde se pretende aplicar este trebajo esta´, en la actualidad, menos explo-
rado, dado que la OCT se ha estado utilizando, principalmente en oftalmolog´ıa [5].
Actualmente, hasta la fecha, toda la literatura que se ha encontrado esta´ referida a
simulaciones realizadas sobre materiales con propiedades muy parecidas, con ı´ndices de
refraccio´n y coeficientes de anisotropia no muy dispares [6].
En este trabajo se pretende profundizar en las aplicaciones futuras de la te´cnica OCT
para estudiar muestras con variaciones grandes de las propiedades de los materiales.
2.1. Principios de la OCT
La manera ma´s intuitiva de comprender el funcionamiento de la OCT es desde la
ecografia, ya que es una te´cnica muy extendida y con la que se tiene ma´s experiencia. En
realidad el funcionamiento de ambas es ana´logo, y se basa en la medicio´n de la latencia
y la intensidad de la onda reflejada tras hacer incidir una determinada onda sobre un
tejido. Las variaciones que se van produciendo sobre esta radiacio´n a medida que penetra
en profundidad en dicho tejido nos permiten obtener un registro axial de la muestra. Si
obtenemos mu´ltiples registros axiales desplazando nuestro haz siguiendo una l´ınea recta,
conseguimos un corte transversal [5].
De la misma manera, la obtencio´n de varios cortes transversales en paralelo generan un
cubo tridimensional (figura 1) en el que esta´ contenida toda la informacio´n en profundidad
de la muestra sobre la que hemos hecho incidir nuestra radiacio´n.
La principal diferencia entre ecografia y OCT es la tecnolog´ıa utilizada. En la primera
se utilizan ultrasonidos (ondas materiales) y en la segunda radiacio´n luminosa (ondas
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Figura 1: Diferentes cortes transversales que reconstruyen la muestra en 3D.
electromagne´ticas). Esta diferencia es importante, ya que la velocidad de las ondas sonoras
es mucho menor que la de las ondas luminosas. En consecuencia, el retraso de tiempo que
existe entre la onda incidente y la reflejada, que s´ı que es medible de forma directa en el
caso de ondas sonoras mediante el empleo de cristales foto´nicos, no lo es ya en las ondas
electromagne´ticas. Por tanto necesitamos un sistema que nos permita medirlo de forma
indirecta.
La solucio´n que requiere el problema de medida en los aparatos de OCT fue ideada
hacia el 1887 por Alberto Abraham Michelson y Edward Morley, mediante el Interfero´metro
de Michelson-Morley. En el experimento de Michelson-Morley se hace recorrer, a dos
versiones de un mismo rayo, dos caminos opticos diferentes. Para ello, se dirige la radiacio´n
incidente hacia un divisor de haz. La mitad de la radiacio´n se desv´ıa hacia el brazo de
referencia y recorre un camino de longitud conocida y a trave´s de un medio tambie´n
conocido. El otro haz se dirige hacia el medio estudiado (brazo de prueba) en el cual el
haz sufre modificaciones segu´n las propiedades de dicho medio.
Tras recorrer ambos medios, los dos haces se hacen coincidir en el mismo punto y se
registra el patro´n de interferencias que se obtiene tras interferir los dos rayos entre s´ı.
A partir del patro´n de interferencia podemos inferir las modificaciones que el medio
situado en el brazo de prueba produce sobre el rayo de luz y, con ello, las propiedades y
caracter´ısticas [5].
2.1.1. Coherencia
Cuando combinamos dos o ma´s ondas, el campo resultante se obtiene mediante el
principio de superposicio´n, esto es sumar en cada punto del espacio el valor de cada onda
en ese mismo punto.
ET (x) =
∑
i
Ei(x) =
∑
i
|Ei(x)|ejϕi(x) (1)
Si nos atendemos al caso ma´s sencillo, la suma de dos ondas, obtenemos que el campo
resultante (basa´ndonos en la ecuacio´n (1)) es la suma de estas dos ondas.
ET (x) = |E1(x)|ejϕ1(x) + |E2(x)|ejϕ2(x) (2)
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cuya intensidad viene dada por el cuadrado del campo resultante como:
IT (x) = I1(x) + I2(x) + 2
√
I1(x)I2(x)cos(∆ϕ12(x))|γ12(τ)| (3)
donde ∆ϕ12(x) = ϕ2(x) − ϕ1(x) y |γ12(τ)| define el grado de coherencia entre las dos
ondas.
El grado de coherencia viene dado por la convolucio´n normalizada entre las envolventes
de los dos pulsos que interfieren, y cuyo valor var´ıa entre 0 y 1 [7].
Dado que las frecuencias o´pticas oscilan a una velocidad mucho mayor que la que
es capaz de detectar cualquier sensor, se necesita que la relacio´n entre las fases de las
diferentes ondas que contribuyen a la interferencia sean constantes, en comparacio´n con
la frecuencia de oscilacio´n de la onda.
Podemos obtener la forma envolvente de la onda mediante la transformada de Fourier
del espectro en el dominio de las frecuencias de la fuente.
De esta forma, para una onda monocroma´tica (o quasimonocroma´tica, como puede
ser un la´ser) la representacio´n del pulso en el dominio del tiempo vendra´ dada por una
sinusoidal cuya anchura temporal, ∆τ , sera´ muy grande (tendra´ una duracio´n inversa-
mente proporcional a la anchura espectral). En las fuentes monocroma´ticas como la´seres,
la longitud de coherencia puede ser de metros o centenares de metros.
Si obtenemos la transformada de Fourier de una fuente de luz espectralmente ancha
(no monocroma´tica), la forma del pulso en el dominio tiempo sera´ inversamente propor-
cional a la anchura del espectro, ∆ν. Los pulsos tendra´n una duracio´n temporal corta (en
relacio´n con el caso de la onda monocroma´tica). En fuentes policroma´ticas, la longitud de
coherencia es muy pequen˜a.
La relacio´n de fase que guardan dos envolventes cualesquiera son aleatorias, ya que
cada envolvente tiene un origen de fase diferente. Como hemos visto en la ecuacio´n (3),
para que se den interferencias que se puedan observar, es decir, cuyas franjas (ma´ximos
y mı´nimos) esta´n situadas en posiciones constantes) ∆ϕ12(x) debe ser constante. Si la
interferencia se produce entre dos pulsos cualesquiera, que no guardan una relacio´n de
fase constante, no tendremos interferencia, pues cada dos pulsos generara´n las franjas en
una posicio´n diferente y al final veremos el valor medio de las franjas, que es lo que capta
el sensor, como una mancha.
Para obtener las franjas de interferencia, se debe hacer coincidir un pulso con otra
versio´n del mismo pulso, para que la relacio´n de fase entre los dos pulsos sea constante,
de forma que todas las franjas este´n situadas en el mismo punto y el valor medio de las
interferencias, que es lo que captura el sensor, produzca una imagen bien definida.
En el interfero´metro de Michelson-Morley hacemos interferir dos versiones de un mismo
rayo, una de las cuales esta´ retardada. Lo que interfiere es la envolvente del pulso con una
versio´n retardada de si misma.
La luz que viaja a lo largo del brazo de referencia recorre un camino o´ptico M1 + d1,
mientras que la luz que viaja a lo largo del brazo de la muestra recorre un camino o´ptico
M2 + d2. Cuando no hay diferencia de caminos o´pticos entonces:
d = (M2 + d2)− (M1 + d1) = 0 (4)
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Figura 2: Esquema de un interfero´metro de Michelson-Morley
lo que significa que los haces de los dos brazos inciden en fase y vemos que hay un patro´n
de interferencias perfecto. En el caso del interfero´metro de Michelson-Morley, los haces que
inciden son esfe´ricos, por tanto vemos un patro´n de interferencias de anillos conce´ntricos.
A medida que incrementamos ∆d, los anillos del patro´n de interferencia se vuelven menos
n´ıtidos hasta que, llegado a un valor muy grande de ∆d, los anillos desaparecen, quedando
una ”mancha”de luz con intensidad uniforme (el te´rmino de interferencia no interviene)
[8].
Este feno´meno nos sirve para demostrar que el campo de las ondas no puede inter-
ferir con una versio´n retardada de si mismas si el tiempo de retardo es suficientemente
grande. La ma´xima diferencia de camino ∆d que se puede dar en el sistema antes de que
desaparezca la interferencia establece la longitud de coherencia.
La longitud de coherencia de una fuente viene dada por [9][10]:
lc =
2ln(2)
pi
λ2
∆λ
(5)
Segu´n la diferencia de camino o´ptico que recorran los dos pulsos que interfieren, tenemos
diferentes casos de interferencia:
Si la diferencia de caminos o´pticos es mayor a la longitud de coherencia, las ondas
que se superponen en un mismo espacio no forman un patro´n de interferencias
(|γ12(τ)| ∼ 0). Tal como se muestra en la figura 3(a).
En caso que la diferencia de camino o´ptico sea similar a la longitud de coherencia,
el patro´n de interferencia no es perfecto (0 ≤ |γ12(τ)| ≤ 1). Tal y como se muestra
en la figura 3(b).
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Si la diferencia de caminos o´pticos es 0, el patro´n de interferencias que forman es
perfecto (|γ12(τ)|=1). Tal como se muestra en el ejemplo de la figura 3(c).
Figura 3: Diferentes patrones de interferencia segu´n la diferencia de caminos: (a) la
diferencia de caminos es mayor a la longitud de coherencia. (b) la diferencia de
caminos genera un grado de coherencia. (c) No hay diferencia de camino o´pticos.
La OCT se basa en el feno´meno de la Interferencia de Baja Coherencia. En la
interferometr´ıa convencional con longitud de coherencia larga, la interferencia de ondas
ocurre sobre una distancia de metros. En la OCT, esta longitud de coherencia es acortada
a micras, gracias a fuentes de luz de banda ancha o la´seres de pulsos extremadamente
cortos (la´seres de femtosegundos)[1].
La OCT nos ofrece ima´genes del interior del material a estudio y esto solo se puede
generar en objetos que no reflejen todo el haz en su superficie, sino que refleje en cada
interfase.
La luz procedente del brazo de prueba so´lo interferira´ con la del brazo de referencia si
la diferencia de camino recorrido por ambos haces es menor a la longitud de coherencia,
por tanto, si situamos el espejo del brazo de prueba a una determinada distancia, sabremos
co´mo se esta´ modificando el rayo de luz por el material que se encuentra exactamente a
esa misma distancia en el brazo de prueba.
Si vamos desplazando el espejo en el que se refleja la luz del brazo de referencia,
obtendremos una imagen axial de co´mo se comportan todos los puntos del brazo de
prueba con relacio´n a la luz incidente.
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3. Desarrollo de un simulador para la detecio´n foto´ni-
ca en flujos multifase
En este trabajo final de ma´ster se ha desarrollado un simulador de OCT que nos genera
una reconstruccio´n de una muestra de material que, aunque en nuestro caso son esferas
en un fluido, se puede aplicar sobre cualquier estructura seleccionada por el usuario.
En un principio se penso´ en trabajar con me´todos de diferencias finitas, pero debido a
que el ratio entre las dimensiones de la muestra y la longitud de onda es del orden de 600,
este me´todo se considera inviable, ya que requerir´ıa un nu´mero de ’celdas’ excesivamente
alto, y esto ralentiza mucho el ca´lculo. Por esto, se recurren a me´todos de altas frecuencias
como la o´ptica geome´trica.La o´ptica geome´trica, o trazado de rayos, consiste en propagar
rayos a rave´s de la muestra sometie´ndolos a reflexio´n, refraccio´n y absorcio´n. De esta
forma, se puede obtener un perfil del campo electromagne´tico en un determinado punto
a partir de la concentracio´n de rayos y el peso (campo) que tiene cada rayo.
Se ha buscado un software comercial que simulara la propagacio´n de rayos a trave´s
de una muestra, pero unos programas no calculaban las reflexiones (simplemente serv´ıa
para calcular la forma que tomaba el campo al transmitirse a trave´s de un medio) como
el caso deComsol. Otros no permitian implementar el me´todo OCT para obtener el perfil
de ı´ndices, com el software de simulacio´n o´ptica Zemax.
Por este motivo, se ha considerado apropiado implementar nuestro propio software
en Matlab. Nuestro simulador propaga rayos a trave´s de un medio con diferentes ı´ndices,
obteniendo la respuesta en reflexio´n de la muestra.
En la figura 4, vemos el esquema ba´sico de los pasos que sigue nuestro software.
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Figura 4: Pasos que sigue el software para la reconstruccio´n de la muestra.
3.1. Generacio´n del rayo
Lo primero que hace el simulador que se ha desarrollado en este trabajo es generar los
rayos incidentes de luz. Los rayos esta´n interpretados como vectores. Van desde un punto
’a’ hasta un punto ’b’ siguiendo una recta. Por comodidad, y sin restar generalidad a la
solucio´n, se ha implementado un me´todo que genera rayos desde cualquier punto del eje
x=0, centrado en y=0. El simulador esta´ implementado para poder elegir el tipo de fuente.
Se puede optar por una fuente puntual, donde todos los rayos salen desde un mismo punto
y cada uno con una inclinacio´n, situado en el lugar que sea de nuestro intere´s o una fuente
extensa, donde cada rayo emana desde un punto diferente. Adema´s, se puede elegir entre
generar ondas planas, donde todos los rayos se propagan con el mismo a´ngulo y con la
misma fase inicial o cada rayo salga con una inclinacio´n y fase (aleatoria o siguiendo una
funcio´n de probabilidad).
3.2. Lanzamiento del rayo
En la propagacio´n de la luz, el rayo se propaga buscando una interfase donde generar
dos subrayos. En el caso de nuestra simulacio´n se ha elegido la forma esfe´rica para los
aerosoles, debido a que el estudio que se prevee´ hacer se basa en detectar vapor en un
fluido o gotas de l´ıquido en un gas, y las esferas son las formas ma´s estables que emplea
la naturaleza.
Las interfases de las estructuras modeladas deben ir definidas como una funcio´n ma-
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tema´tica, de forma que se pueda obtener el punto de corte con el rayo matema´ticamente.
Se puede implementar la forma de la interfase que se desee. En nuestras simulaciones, las
interfases vienen dadas como circumfere´ncias, que vienen definidas por la regio´n (x,y) que
cumple: {
(x, y)/(x− xc)2 + (y − yc)2 ≤ r2
}
(6)
donde (xc, yc) son los puntos centrales de la circumferencia y r es el radio de e´sta.
El rayo, que viene definido como una recta, que se propaga con un a´ngulo θ, se expresa
como:
y = x tan(θ) + n (7)
El corte entre el rayo y la interfase viene definido por el sistema que generan las
ecuaciones (6) y (7): {
r2 = (x− xc)2 + (y − yc)2
y = x tan(θ) + n
(8)
Si nos encontramos ante una geometr´ıa donde el rayo pueda cortar ma´s de una inter-
fase, como en la figura 5 donde el rayo corta varias esferas, el programa debera´ buscar
todos los posibles puntos de corte para luego buscar el correcto, que se correspondera´ con
el que tenga una distancia eucl´ıdea menor al punto de emisio´n del rayo.
Figura 5: Cortes del rayo con las esferas.
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En la figura 5 podemos ver un ejemplo de rayo que corta diferentes esferas, y como el
punto de corte (x1, y1) es el ma´s pro´ximo a (x0, y0).
Figura 6: Captura del co´digo donde se resuelve la ecuacio´n (8) y se separan las esferas
donde si que hay corte de las que no hay corte.
El rayo, cuando se propaga una distancia ’d’ a trave´s de un medio real (con absorcio´n),
su campo se ve atenuado en un factor:
E(d) = E(0)e−αd (9)
donde α es el coeficiente de absorcio´n, expresado en m−1.
En caso que no exista corte entre la esfera y el rayo, se considera que el rayo deja de
propagarse y se generara´ un rayo nuevo.
3.3. Ca´lculo del a´ngulo de reflexio´n y transmisio´n
Cuando el rayo corta la interfase, se generan dos subrayos. Por un lado se genera un
rayo reflejado y por otro uno transmitido (refractado) siempre y cuando no haya reflexio´n
total interna.
En la figura 7 podemos ver la nomenclatura que usamos a la hora de definir los
rayos. Cada rayo esta´ definido como (j,k) donde j indica el nu´mero de eventos que ha
experimentado el rayo y k el nu´mero del rayo dentro de cada evento.
Cuando el rayo (j,k) llega a una interfase, se genera un rayo reflejado, que nombraremos
(j+1, 2k-1) y otro refractado, que nombraremos (j+1, 2k). De esta forma, en cada evento
se dobla el nu´mero de rayos.
El a´ngulo con que se refleja y refracta el rayo viene dado por la ley de Snell
n1 sin θ1 = n2 sin θ2 (10)
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Figura 7: Mecanismo de generacio´n de subrayos.
θ1 y θ2 esta´n definidos respecto al vector normal a la superficie de la interfase. En
nuestro sistema tenemos referidos todos los a´ngulos respecto al eje x en el sentido positivo
de las matema´ticas.
A partir de la ley de Snell, las condiciones de contorno del campo ele´ctrico en la
interfase entre dos diele´ctricos, el vector del rayo incidente (~i) y el vector normal a la
superficie de reflexio´n (~n) obtenemos el vector de propagacio´n del rayo reflejado (~r) [11]:
~r =~i− 2(~i~n)~n (11)
mientras que el vector de propagacio´n del rayo refractado (~t) viene dado por
~t =
n1
n2
~r
n1
n2
(~i~n)−
√
1−
(
n1
n2
)2
(1− (~r~n)2)
 (12)
En cada evento se modifica el peso del rayo. Las ecuaciones de Fresnel establecen la
relacio´n entre campo incidente, reflejado y refractado [8].
R⊥(θi) =
(
n1 cos(θi)− n2 cos(θt)
n1 cos(θi) + n2 cos(θt)
)2
(13)
R‖(θi) =
(
n2 cos(θi)− n1 cos(θt)
n2 cos(θi) + n1 cos(θt)
)2
(14)
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A partir de las ecuaciones (14) y (13) obtenemos:
R(θi) =
{
R⊥(θi)+R‖(θi)
2
no RTI
1 si RTI
(15)
donde RTI es la reflexio´n total interna. Por el principio de conservacio´n de la energia,
obtenemos que la energia transmitida viene dada como:
T (θi) = 1−R(θi) (16)
Figura 8: Segmento de co´digo donde se calcula el vector de los rayos reflejados y refrac-
tados, asi como los coeficientes de reflexio´n y transmisio´n.
En la figura 8 podemos ver una captura de pantalla del co´digo desarrollado donde
a partir del vector de propagacio´n del rayo incidente y vector normal a la superficie de
impacto, se calculan los vectores de reflexio´n y transmisio´n usando las ecuaciones (11)
y (12) respectivamente. Dentro de la misma funcio´n, se calcula tambie´n cuales son los
coeficientes de Reflexio´n y Transmisio´n de los rayos reflejados y transmitidos segu´n las
ecuaciones (13), (14), (15) y (16). El co´digo devuelve una variable, p, segu´n las condiciones
que se hayan dado, para comunicar al programa principal si el rayo continua propaga´ndose
o, por el contrario, la reflexio´n total interna prova que deje de propagarse.
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3.4. Desv´ıo del rayo
Si seguimos el me´todo convencional de montecarlo, una vez calculados los a´ngulos
con que se propagara´n los rayos reflejados y refractados hay que volverlos a propagar
an˜adiendo una desviacio´n aleatoria θaleat, segu´n las propiedades del material, al a´ngulo
calculado.
Los rayos se dispersara´n con una probabilidad p(θaleat), de forma que los a´ngulos
cuya probabilidad sea mayor acumulara´n ma´s rayos, y los que menos probabilidad tengan
menos. La acumulacio´n de rayos establece el campo en ese a´ngulo.
A la hora de clasificar el tipo de propagacio´n de los rayos a trave´s de la muestra,
podemos separar entre rayos bal´ısticos y rayos no bal´ısticos. Es fa´cil entender que´ tipo
de rayos son cada uno si establecemos una analog´ıa con un proyectil que impacta en un
blanco.
Cuando un proyectil impacta en un blanco, este lo atravisa recorriendo el camino ma´s
corto entre el orificio de entrada y de salida. Estos ser´ıan los rayos bal´ısticos. El resto
de rayos, que sufren mu´ltiples reflexiones internas y salen de la muestra recorriendo un
camino mucho ma´s largo que los rayos bal´ısticos, sera´n rayos no bal´ısticos.
En la te´cnica de la OCT son los rayos bal´ısticos los que transportan informacio´n. Los
rayos no bal´ısticos no interfieren con la sen˜al de referencia. Por tanto, nuestro objetivo es
generar cuantos ma´s rayos bal´ısticos mejor.
En la figura 9 se puede ver en color verde rayos no bal´ısticos. Estos son los que sufren
multiples reflexiones, de forma que aunque provienen de reflexiones a poca profundida,
su camino o´ptico equivale a haberse reflejado a profundidades mayores no transportan
informacio´n que nos interesa. En color azul oscuro se puede ver un rayo bal´ıstico. Este es
el que se propaga entre la fuente de luz y las diferentes interfases hasta volver al sensor
recorriendo el mı´nimo camino o´ptico. Transportan la informacio´n sobre las interfases que
necesitamos.
Lo que se propone en este me´todo es provocar que todos los rayos sean bal´ısticos. Para
esto, lo que se hace es sustituir el componente aleatorio del desvio θaleat del haz por un
desvio determinista, θ1, que es igual al a´ngulo que hay entre la direccio´n de propagacio´n
y la direccio´n que nos interesa para provocar que el rayo sea bal´ıstico y se propague
directamente hacia el origen del rayo (figura 10).
En la figura 10 vemos un ejemplo de modificacio´n de un rayo reflejado para convertirlo
en bal´ıstico. El rayo azul que se refleja se desv´ıa un a´ngulo θ1 para que se propague
directamente hasta el sensor recorriendo el mı´nimo camino o´ptico.
3.4.1. Anisotrop´ıa del material
Cuando desviamos el a´ngulo de la direccio´n original, lo que hacemos es propagar una
parte del rayo, proporcional a la probabilidad del a´ngulo de dispersio´n. Por tanto tenemos
que ponderar el peso del rayo segu´n la probabilidad asociada al a´ngulo de dispersio´n.
Para calcular la probabilidad de una dispersio´n de a´ngulo θ nos basamos en la aniso-
trop´ıa del material. La anisotropia es la propiedad por la cual el medio no se comporta
igual en todas las direcciones. La probabilidad de dispersio´n de un a´ngulo θ viene dada
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Figura 9: Rayos bal´ısticos y rayos no bal´ısticos.
Figura 10: Desvio del a´ngulo para generar un rayo bal´ıstico.
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por [2] [4] [6] [10]:
p(θ) =
1− g2
(1 + g2 − 2g cos θ)3/2 (17)
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Figura 11: Probabilidad de dispersio´n con el a´ngulo para diferentes g.
donde g es el coeficiente de anisotropia , que puede tomar valores entre -1 y 1. Viene
definido como el valor medio del coseno del a´ngulo de dispersio´n:
g =
1
2pi
∫ 2pi
0
p(θ) cos(θ)dθ (18)
Por conservacio´n de la energia, la suma de los pesos de todos los a´ngulos (todas las
probabilidades) debe ser igual a
1 =
∫ 2pi
0
p(θ)dθ (19)
En las propiedades del programa, se puede establecer las propiedades de los materiales
como: ı´ndice de refraccio´n, coeficiente de anisotropia, coeficiente de absorcio´n para que el
simulador pueda propagar correctamente cada rayo.
3.5. Captura por el sensor
Cuando el rayo se propaga a lo largo de la muestra, y se buscan las interacciones,
junto a las interfases, que demarcan el cambio de medio, el rayo puede cortar el sensor y
registrarse la sen˜al.
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El sensor lo hemos disen˜ado como un array de p´ıxeles, situado en el eje x=0, centrado
en y=0, con una anchura ∆L, por lo que se captara´ el rayo siempre que corte la recta
definida por: {
x = 0
−∆L
2
≤ y ≤ ∆L
2
(20)
La resolucio´n lateral ∆yde la captura vendra´ dada por la relacio´n que guarden la
anchura del sensor y el nu´mero de p´ıxeles (N).
∆y =
∆L
N
(21)
mientras que la resolucio´n en profundidad viene dada por la longitud de coherencia (ecua-
cio´n (5)). En la figura 12 vemos co´mo se puede elegir tanto la profundidad como la anchura
del sensor. Tambie´n se puede elegir el nu´mero de p´ıxeles que hay en cada eje. Cuantos
ma´s p´ıxeles se elijan mayor resolucio´n obtendremos y la distancia entre esferas detectadas
podra´ ser menor. Como contrapartida, ma´s lento sera´ el escaneo a diferentes profundi-
dades, pues cada p´ıxel en profundidad implica realizar una convolucio´n entre el pulso
capturado y el pulso de referencia.
Figura 12: Captura de las opciones que se pueden asignar al sensor.
La OCT se basa en el escaneo a diferentes profundidades, por tanto para emular el
movimiento del espejo que var´ıa la profundidad de escaneo en el brazo de referencia (ver
brazo de referencia en figura 2) se convoluciona la profundidad a la que se escanea con
la profundidad de la en˜al reflejada obtenida mediante el camino o´ptico. De esta forma,
conseguimos ubicar cada medida en la profundidad correcta.
3.6. Reconstruccio´n
El programa, tal y como hemos visto en la seccio´n 3.1, genera rayos que salen desde
posiciones aleatorias en el eje x=0. A la hora de reconstruir la muestra, las interfases no
salen como figuras so´lidas, es decir, son un conjunto de p´ıxeles muy pro´ximos pero no
tienen porque´ formar una figura so´lida.
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Tal y como se ve en las figuras de las reconstrucciones, tanto para caso de cavitacio´n
como aerosoles, ( figuras 16, 18, 20, 22, 24 y 26) en la parte superior e inferior de las
circumferencias, no hay reconstruccio´n, debido a que las incidencias son ma´s oblicuas, se
produce reflexio´n total interna y el rayo bal´ıstico no llega a la siguiente interfase.
A nosotros nos interesa obtener la posicio´n del centro de masas de cada esfera captu-
rada y, por eso, tenemos que saber que´ detecciones pertenecen a la esfera que queremos
caracterizar y cua´les no.
Dado que los p´ıxeles de la reconstruccio´n de una esfera esta´n mucho ma´s pro´ximos entre
s´ı que los p´ıxeles de esferas vecinas, se convoluciona la captura con la respuesta de un filtro
pasabajo cuadrado, de forma que rellenamos los huecos que quedan sin rellenar sin llegar
a combinar dos esferas consecutivas. Para limpiar el ruido (los pi´ıxeles de poca intensidad
que genera el filtro alrededor de la figura so´lida) se umbraliza la imagen mediante el
me´todo de Otsu. De esta forma, eliminamos los p´ıxeles de menor intensidad situados
alrededor de la reconstruccio´n y nos quedan los p´ıxeles que realmente forman parte de la
figura so´lida.
Mediante la funcio´n que nos dice que p´ıxeles esta´n interconectados entre s´ı, podemos
obtener las etiquetas, que son las figuras so´lidas separadas del resto que componen cada
objeto.
3.6.1. Ca´lculo del centro de la esfera
Cada esfera esta´ dividida en dos etiquetas, la parte delantera y la trasera. Mediante
un bucle, se calcula el centro de masas de cada etiqueta y la distancia al resto de centros
de masas. El centro de masas de cada etiqueta estara´ situado en la parte interior de
la esfera, por tanto el centro de masas ma´s pro´ximo de una media esfera sera´ el de la
otra media. Sabiendo esto, podemos calcular los puntos medios de cada par de etiquetas
correspondientes a la esfera M-e´sima como:
x¯
M
=
∑
i
xip(xi) (22a)
para el eje x, y para el eje y:
y¯
M
=
∑
i
yip(yi) (22b)
donde p(xi) y p(yi) es el peso, relativo al total de p´ıxeles, del p´ıxeles i-e´simo. De esta
forma, obtenemos la posicio´n media de la esfera M-e´sima.
3.6.2. Ca´lculo del radio de la esfera
Otro para´metro importante a tener en cuenta a la hora de caracterizar las esferas es el
taman˜o de e´stas. Definimos el taman˜o a partir del radio de la esfera. Para obtener el radio,
una vez sabido que´ par de figuras forman una esfera y cual es el centro de e´sta (x¯, y¯),
obtenemos el radio de la esfera como la distancia media entre los puntos que forman la
esfera y su centro.
r¯ =
∑
i
√
p(xi)(xi − x¯)2 + p(yi)(yi − y¯)2 (23)
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Finalmente, para obtener un estimador de como buena es la reconstruccio´n en el caso de
las esferas, nos basa´mos en un para´metro que define a las esferas como que una esfera la
forman todos los puntos que equidistan de un mismo punto. Basa´ndonos en la definicio´n,
calculamos la desviacio´n t´ıpica de la distancia de cada punto al centro de la esfera. Si
realmente se trata de una esfera, todos los puntos estara´n ma´s o menos equidistantes del
centro y la desviacio´n t´ıpica sera´ pequen˜a. Si, por el contrario, no se trata de una esfera,
unos puntos estara´n ma´s lejos que otros y la desviacio´n t´ıpica sera´ mayor. Para una esfera
conformada por N pixels tenemos:
σ2 =
∑
i(
√
(xi − xc)2 + (yi − yc)2 − r¯)2
N − 1 (24)
3.7. Criterio de parada
Cuando se programa un me´todo iterativo, es necesario establecer un criterio a partir
del cual se para el bucle.
En los me´todos de Montecarlo aplicados en los art´ıculos, se propaga el rayo hasta
que su peso este´ por debajo de un valor umbral. A partir de ese punto, en cada nueva
intereraccio´n se decide aleatoriamente si el rayo continua propaga´ndose o, por el contrario,
deja de propagarse.
En el me´todo que se ha implementado en este trabajo, debido a las modificaciones del
me´todo de montecarlo que hacemos, el valor del campo cae rapidamente. Por este motivo,
utilizamos un nu´mero de eventos fijos que sufre el rayo antes de dejar de propagarlo.
Como hemos definido anteriormente, cada evento es cuando el rayo corta una interfase.
En funcio´n del nu´mero de esferas se debe seleccionar ma´s o menos eventos, sabiendo que
cada esfera que se atraviesa implica interaccionar con 2 interfases en cada sentido, por
tando son 4 eventos. Cuantos ma´s eventos se elijan ma´s profundo se puede escanear. Como
contrapartida, dado que cada evento dobla el nu´mero de rayos propaga´ndose, el nu´mero de
rayos crece exponencialmente con el nu´mero de eventos, esto se traduce en ma´s memoria
utilizada por el programa y ma´s carga de ca´lculo, relentizando el normal funcionamiento
del programa. El nu´mero de rayos que se generan viene dado como 2n−1 donde n es el
nu´mero de eventos.
Otro factor que afecta tanto a la calidad de la reconstruccio´n como al tiempo de
ejecucio´n del programa es el nu´mero de rayos que programamos. Cuando ejecutamos el
simulador, podemos elegir la forma en que parara´ el programa. Por un lado podemos
escoger que el programa lance un nu´mero determinado de rayos, y una vez se ha llegado
a los rayos acordados el programa termina. Esto, por una parte, establece un tiempo
de ejecucio´n que puede ser conocido, pero tiene el inconveniente que si algun rayo no
intercepta ninguna esfera, perderemos fidelidad en la reconstruccio´n.
Por otro lado, podemos escoger que el programa finalice una vez se hayan detectado
un nu´mero determinado de rayos. Esto presenta el inconveniente que, de entrada, no
sabemos cuanto va a durar la ejecucio´n del programa, por lo que en el caso anterior podria
ser minutos, aqu´ı podr´ıa llegar a ser horas. Si lo analizamos desde el punto de vista de
la calidad de la reconstruccio´n, este me´todo nos asegura que en el sensor tendremos el
nu´mero de capturas que hayamos establecido, consiguiendo mejor reconstruccio´n.
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En todas las simulaciones que se han llevado a cabo, se ha tomado en cuenta el segundo
criterio.
En la figura 13 se puede apreciar co´mo el simulador permite escoger el nu´mero de
registros que experimentara´ el sensor antes de la parada, el nu´mero de esferas que hay en
la muestra y el nu´mero de eventos que sufrira´ cada rayo.
Figura 13: Diferentes opciones que permite modificar el programa.
4. Resultados de la simulacio´n
A la hora de realizar las simulaciones, se ha estudiado tanto el caso de esferas de
vapor flotando en un fluido (cavitacio´n) como el caso de esferas de fluido flotando en gas
(aerosoles), ya que son los temas de intere´s de los proyectos para los que se realiza este
trabajo.
Debido a la imposibilidad de hacer simulaciones en cada uno de las mu´ltiples disposi-
ciones diferentes de esferas con que nos podemos encontrar, se han escogido 3 disposiciones
para cada caso, que se tienen como las ma´s representativas y sirven, adema´s, como base
a partir de las cuales podemos generar cualquier distribucio´n. Si imaginamos un conjunto
de esferas en posiciones aleatorias distribuidas sobre un plano, las posiciones de las esferas
esta´n dadas en relacio´n al resto de esferas. Una esfera puede estar delante, detra´s o a un
lado o a otro, ya que se ha considerado que las esferas pueden estar pro´ximas, pero nunca
unas dentro de otras, ni toca´ndose.
Por esto, se ha considerado adecuado testar el simulador por una parte con una u´nica
esfera, que representa el caso ma´s simple y, por otra parte, con dos esferas para estudiar el
comportamiento relativo entre esferas y ver co´mo afecta los rayos que se propagan entre
esferas. Primero analizamos el caso de dos esferas en vertical, es decir una al encima de
la otra. Luego el caso de una esfera detra´s de la otra (consecutivas). La diferencia entre
estos dos casos es la forma en que los rayos que cortan una esfera cortan luego la otra. En
el caso de esferas en vertical, los rayos que cortan ambas esferas son rayos no bal´ısticos,
mientras que en el caso de las dos esferas consecutivas, los rayos que cortan ambas esferas
son bal´ısticos.
El software permite elegir la longitud de onda de trabajo, asi como el ancho de banda
(figura 14). De esta forma podemos simular nuestro modelo sin ninguna limitacio´n en
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cuanto al material que tenemos en el laboratorio. El programa nos muestra automatica-
mente la longitud de coherencia con la que estamos trabajando. De esta forma, sabremos
si tenemos la resolucio´n que deseamos. Todas las simulaciones se han realizado en tercera
ventana λ = 1550nm con un ancho de banda de ∆λ = 20nm que, segu´n la ecuacio´n (5),
tenemos una longitud de coherencia de lc = 53,8µm
Figura 14: El simulador permite establecer la longitud de onda y el ancho de banda que
establecen nuestro equipamiento.
4.1. Cavitacio´n
En primer lugar simulamos el caso donde una esfera de cas esta´ inmerso en el fluido,
es decir, tenemos esferas de gas dentro de un fluido.
Hemos modelizado un caso simple de burbujas de aire dentro de agua. Los para´metros
de que se sirve el simulador son:
Medio I´ndice de refraccio´n (n)
Fluido (agua) 1.33
Esferas (aire) 1
Tabla 1: I´ndices de refraccio´n utilizados en la simulacio´n de aerosoles.
4.1.1. Una esfera
Simulamos con una u´nica esfera la propagacio´n de rayos. Cuando lanzamos rayos, en
la primera cara de la esfera (parte exterior, ma´s pro´xima a la fuente y sensor), se reflejan
los rayos, impactando con el sensor y quedando registrados. Los rayos se transmiten al
interior de la esfera. Una vez dentro, se transmiten hasta cortar la segunda interfase de la
esfera donde se refleja y vuelve hasta la primera interfase y al sensor. Una parte del rayo
se refracta incidiendo de nuevo en el sensor (en caso que corte el eje x=0 en la regio´n del
sensor), mientras que la otra parte del rayo se refleja en el interior de la esfera.
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Figura 15: Una esfera para reconstruir.
Figura 16: Reconstruccio´n en el caso de una u´nica esfera.
4.1.2. Dos esferas en vertical
Cuando simulamos las dos esferas en vertical, utilizamos las mismas propiedades en
los materiales que en el caso anterior. En la figura 17 vemos la muestra original, y en la
figura 18 la reconstruccio´n del simulador.
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Figura 17: Muestra de dos esferas de gas dentro de un fluido.
Figura 18: Reconstruccio´n del simulador de dos esferas de gas dentro de un fluido.
4.1.3. Dos esferas consecutivas
Tambie´n realizamos una simulacio´n de dos esferas consecutivas. En la figura 19 vemos
la muestra de cavitacio´n modelizada, y en la figura 20 la reconstruccio´n del simulador.
En la tabla 1 podemos ver en que posiciones estan centradas las esferas.
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Figura 19: Ejemplo de muestra con dos esferas de gas consecutivas dentro de un fluido.
Figura 20: Imagen generada por el simulador despue´s del trazado de rayos de dos esferas
de gas dentro de un fluido como agua.
4.2. Aerosoles
El otro aspecto tratado en el proyecto HIDRASENSE son la deteccio´n de aerosoles en
un gas. En algunos casos es conveniente tener una atmo´sfera los ma´s controlada posible,
si part´ıculas flotando en un gas o gotas de l´ıquido formadas por condensacio´n del gas.
Para ver co´mo se comporta el simulador en el caso de aerosoles, a continuacio´n se
incluyen las simulaciones realizadas para gotas de fluido en un gas. En las simulaciones,
dado que se ha modelado gotas de agua flotando en aire, se considera que el ı´ndice de
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refraccio´n de aerosol es mayor que el del fluido. En la tabla 2 tenemos expresados los
ı´ndices que se ha aplicado a cada material.
De la misma forma que en caso anterior, se ha considerado que lo ma´s apropiado
era realizar una simulacio´n con una u´nica esfera y luego con dos esferas dispuestas en
vertical y consecutivas. Luego, a partir de estas configuraciones se puede modelar cualquier
distribucio´n.
Material indice de refraccio´n (n)
Fluido (aire) 1
Esferas (agua) 1.33
Tabla 2: ı´ndices de refraccio´n utilizados en la simulacio´n de aerosoles.
4.2.1. Una esfera
En este apartado, aplicamos el simulador a una muestra compuesta por un aerosol en
el interior de un fluido. La muestra se puede ver en la imagen 21. La reconstruccio´n la
podemos ver en la figura 22. Las posiciones de los centros de las esferas que nos ofrece el
simulador, las podemos ver en la tabla 6.
Figura 21: Una unica esfera l´ıquida flotando en un gas.
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Figura 22: Reconstruccio´n generada por el simulador de un aerosol flotando en un gas.
4.2.2. Dos esferas en vertical
En este apartado, aplicamos el simulador a una muestra compuesta por dos aerosoles
en vertical en el interior de un gas. La muestra se puede ver en la imagen 23. La recons-
truccio´n la podemos ver en la figura 24. Los resultados nume´ricos del centro de la esfera
los encontramos en la tabla 6.
Figura 23: Ejemplo de muestra con dos aerosoles dispuestos verticalmente.
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Figura 24: Reconstruccio´n realizada por el simulador de dos aerosoles dispuestos de
forma vertical.
4.2.3. Dos esferas consecutivas
En este apartado, aplicamos el simulador a un modelo de dos aerosoles consecutivos
suspendidos en un gas. La muestra se puede ver en la imagen 25 mientras que la recons-
truccio´n la podemos ver en la figura 26. Los resultados nume´ricos del centro de la esfera
que nos ofrece el simulador, los encontramos en la tabla 6.
Figura 25: Muestra de dos aerosoles dispuestos de forma consecutiva.
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Figura 26: Reconstruccio´n de dos aerosoles dispuestos de forma consecutiva.
4.3. Resumen de resultados principales
En las medidas que se han realizado, hemos obtenido los resultados que mostramos
en las tablas 3, 5. Cada tabla hace referencia a una configuracio´n de los materiales. En
la tabla 3 tenemos el caso de una esfera de gas en el seno de un fluido, mientras que
en la tabla 5 tenemos el caso de una esfera de fluido en un gas. La primera y segunda
columna nos indican el nu´mero de esferas y la disposicio´n en que se encuentran. Luego,
en la tercera columna tenemos la dispersio´n en las medidas calculadas segu´n la fo´rmula
(24). Finalmente, en las u´ltimas dos columnas observamos una comparativa, para cada
caso, de los valores teo´ricos y obtenidos de la simulacio´n para el radio de las esferas.
En las tablas 4 y 6 hacemos una comparacio´n entre los puntos centrales teo´ricos de cada
esfera y los puntos centrales de cada esfera obtenidos encada simulacio´n. La obtencio´n de
los puntos centrales nos sirve para detectar la posicio´n de un aerosol o una burbuja. Las
dos gra´ficas comparten la estructura. En la primera columna tenemos representado, para
cada caso, el nu´mero de esferas. Luego la disposicio´n de esferas en la segunda columna.
La tercera columna representa los puntos en que esta´n centradas las esferas. Finalmente
en la cuarta columna, tenemos los valores de los centros de las esferas que hemos obtenido
al hacer la simulacio´n y despue´s de aplicar el algoritmo de bu´squeda del centro y el radio.
Para el caso en que estudiamos los aerosoles flotando en gas empleamos el mismo for-
mato de tabla que en la cavitacio´n, de forma que podamos ver rapidamente los resultados
del simulador.
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# esferas Disposicio´n σ2 rteo[mm] rsim [mm]
1 U´nica 1690 0.5 0.47
2 Vertical 1910 y 1916 0.5 y 0.5 0.47 y 0.50
2 Consecutiva 1610 y 1480 0.5 y 0.4 0.49 y 0.4
Tabla 3: Tabla donde se comparan los radios de las esferas con los obtenidos mediante
la simulacio´n y donde se muestran las desviaciones t´ıpicas que ofrece la simulacio´n
en el caso de cavitacio´n.
# esferas disposicio´n centro teo´rico (x,y) [mm] Resultado del simulador (x,y) [mm]
1 U´nica (1, 0) (1.19, 0.015)
2 Vertical (0.5, -0.6) y (0.5, 0.6) (0.67, -0.52) y (0.67, 0.62)
2 Consecutiva (0.7, 0) y (1.5, 0) (0.71, 0.03) y (1.89, 0.03)
Tabla 4: Comparativa entre los valores teo´ricos de los centros de las esferas y los valores
medidos en el caso de la cavitacio´n.
# esferas Disposicio´n σ2 rteo[mm] rsim [mm]
1 U´nica 730 0.5 0.52
2 Vertical 1900 y 2200 0.5 y 0.5 0.53 y 0.46
2 Consecutiva 1270 y 1543 0.5 y 0.4 0.52 y 0.39
Tabla 5: Tabla donde se comparan los radios de las esferas con los obtenidos mediante
la simulacio´n y donde se muestran las desviaciones t´ıpicas que ofrece la simulacio´n
en el caso de aerosoles.
# esferas disposicio´n Posicio´n teo´rica (x,y) [mm] Resultado del simulador (x,y) [mm]
1 U´nica (1, 0) (1.16, 0.04
2 Vertical (0.6, -0.8) y (0.6, 0.8) (0.67, -0.72) y (0.67, 0.87)
2 Consecutiva (0.6, 0) y (1.7, 0) (0.66, 0.02) y (1.83, 0.03)
Tabla 6: Comparativa entre los valores teo´ricos de los centros de las esferas y los valores
que ofrece el simulador en el caso de la aerosoles.
5. Conclusiones
Mediante estas simulaciones, realizadas todas con 4000 capturas en el sensor, realizadas
a partir de rayos lanzados de posiciones aleatorias, podemos determinar la posicio´n del
centro de las esferas de vapor sumergidas en un fluido con un ı´ndice de refraccio´n diferente.
Se ha desarrollado un simulador que, aunque esta´ simulando muestras en forma esfe´rica,
es capaz de aplicar el me´todo OCT a cualquier geometr´ıa, pudiendo variar las propiedades
de los materiales para modelar cualquier muestra. En cuanto a las simulaciones, se han
realizado pruebas con los dos casos de intere´s: cavitacio´n y aerosoles. Adema´s, en los dos
casos se han estudiado las configuraciones ba´sicas en que puede descomponerse cualquier
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distribucio´n: una u´nica esfera, las esferas en vertical (una al lado de la otra) y consecutivas
(una detra´s de la otra).
A la hora de buscar un indicador de co´mo de buena son las simulaciones en el caso
que nos ocupa, se ha recurrido a la dispersio´n de la distancia de cada captura del sensor
al centro de la esfera. En la tercera columna de las tablas 3 y 5 tenemos los valores
obtenidos de σ2 procedente de la ecuacio´n (24), que nos ı´ndica co´mo de dispersos, respecto
de la distancia media de las capturas al centro de la esfera, se encuentran los puntos.
Si pensamos en una esfera perfecta, la dispersio´n es 0. Este valor ser´ıa el indicador de
una reconstruccio´n perfecta. En nuestro caso, dado que trabajamos con una longitud de
coherencia que ocupa varios p´ıxeles en cada medida ocupamos, necesariamente, diferentes
p´ıxeles, por lo que la medida se ve degradada. Los valors obtenidos oscilan entre 730 y 2200.
Esto indica que, en el mejor de los casos, tenemos una oscilacio´n de 27 p´ıxeles alrededor del
radio de la esfera y 46 en el peor de los casos. Teniendo en cuenta que en la reconstruccio´n
de la muestra se ha utilizado un filtro pasabajo de 10 p´ıxeles que, como contrapartida al
relleno de huecos, genera ruido y ensancha la captura simplemente con que originalmente
la medida tenga una anchura de 30 p´ıxeles se puede alcanzar esta dispersio´n. Otro factor
que explica la anchura en las medidas es la longitud de coherencia. Teniendo en cuenta que
el sensor tiene 2 mil´ımetros de profundidad y tenemos 1000 p´ıxeles, cada p´ıxel ocupara´ 2
µm por tanto, con una longitud de coherencia de 53µm como es el caso que se ha estudiado
en este trabajo, implica que cada medida ocupara´ unos 26 p´ıxeles. Si nos fijamos en las
dos u´ltimas columnas, vemos la comparativa entre los radios teo´ricos de las esferas de gas
y aerosoles del modelo y los radios obtenidos a trave´s de las mu´ltiples simulaciones que
se han llevado a cabo. Si nos fijamos en las dos tablas, vemos que las diferencias en los
radios en el caso de la cavitacio´n son mejores que los de el caso de aerosoles. Este resultado
era de esperar dado que en la cavitacio´n el interior de la part´ıcula esta´ modelado con un
ı´ndice de refraccio´n igual a uno, mientras que el ı´ndice de refraccio´n del aerosol es igual
al del agua. Esto implica que el rayo que impacta en la esfera y se transmite al interior
rebotando en la pared interior de la esfera y propaga´ndose hasta el sensor nuevamente
no ve incrementado su camino o´ptico respecto al rayo de referencia dentro de la esfera,
mientras que el rayo que atraviesa una esfera de ı´ndice de refraccio´n diferente al del aire
(donde se considera que se propaga el haz de referencia) ve incrementado su camino o´ptico
que, en la pra´ctica, se traduce en ma´s distancia recorrida dentro de la esfera y, por tanto,
un radio mayor.
En cuanto a las limitaciones que presenta el simulador a la hora de reconstruir esferas
pro´ximas, estas viene dadas por la anchura del filtro pasa-bajo que aplicamos en la recons-
truccio´n. El objetivo de convolucionar la respuesta del filtro con las capturas realizadas
era rellenar los huecos en que, debido a la aleatoriedad del punto de lanzamiento de rayos,
no habian lecturas. Si consideramos que las esferas esta´n tan pro´ximas como para que
la convolucio´n del filtro con una de las esferas coincide en las mismas posiciones que la
convolucio´n con la esfera pro´xima, estas dos figuras solidas que tendremos pasara´n a ser
una. Si la distancia no es suficiente como para que los p´ıxeles que las unen sean demasiado
intensos, es probable que a la hora de binarizar la imagen a partir de un valor umbral,
los p´ıxeles de unio´n desaparezcan y se separen. En estas simulaciones, se ha considerado
que con un nu´mero adecuado de rayos, las probabilidades que hayan ma´s de 3 o 4 p´ıxeles
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consecutivos sin medidas son extremadamente bajas. Por tanto, se ha optado por un filtro
de 10x10 p´ıxeles, por tanto, la mı´nima distancia entre dos capturas de diferentes esferas
debera´ ser de 20 p´ıxeles. Con un taman˜o de 1.5mm y 1000 p´ıxeles, se obtiene una distancia
mı´nima de aproximadamente 0.3 mm para evitar que no se toquen las esferas
Otra limitacio´n que hay que remarcar, es la velocidad de ejecucio´n. Cuando el simu-
lador trebaja con 4 eventos (ma´ximo de 8 subrayos generados) y una o dos esferas, los
tiempos de ejecucio´n para 4000 rayos rondan los 600 segundos. No obstante, cuando se
an˜aden esferas y, por tanto, eventos, el nu´mero crece rapidamente llegando, incluso a
60000 segundos. Esto se debe, por una parte a que cuantos ma´s eventos, ma´s iteracciones
debe hacer el programa para un mismo rayo padre. Luego, a la hora de buscar los cortes
con las interfases, el programa ha de buscar el corte con todas las esferas, y esto ralentiza
la ejecucio´n del programa. Uno de los objetivos para pro´ximas versiones es buscar un
me´todo de bu´squeda de corte ma´s eficiente, pues en este caso, las superficies son sencillas,
pero en el modelado de una superficie ma´s compleja, que se haga mediante la unio´n de
pequen˜as superficies planas, el tiempo de ejecucio´n podria demorarse mucho ma´s.
Hemos observado que a la hora de obtener la posicio´n donde esta´ centrada cada esfera,
este se desplaza ligeramente hacia posiciones ma´s profundas. Esto es debido al incremento
de camino o´ptico que sufren los rayos y que esta´ provocado por el alto contraste de
ı´nfices. Este problema no se ha visto plasmado en ningu´n art´ıculo de la literatura debido
a que, hasta la fecha, los dispositivos de OCT se usan principalmente en oftalmolog´ıa o,
generalizando ma´s, para estudiar tejidos biolo´gicos, que presenta la propiedad de tener
pequen˜as diferencias de ı´ndices de refraccio´n entre las diferentes capas que los conforman.
En caso de conocer las propiedades o´pticas de los materiales con que se ha simulado, se
podr´ıan incluir en la funcio´n de reconstruccio´n para que se compensara este exceso de
camino o´ptico. Durante las simulaciones, se ha considerado que trabajamos en un entorno
real, donde no ten´ıamos acceso directo a la muestra y no sabiamos de que´ material se
trataba. Por tanto, no hemos podido compensar el exceso de camino o´ptico.
La gran diferencia de ı´ndices de refraccio´n entre los diferentes materiales que modelan
las muestras tambie´n esta´n detra´s de las pe´rdidas de informacio´n en las partes superior e
inferior de las esferas ver figuras 16, 18, 20, 22, 24 y 26 ya que propician que el a´ngulo a
partir de donde se produce reflexio´n total interna (RTI) este´n ma´s pro´ximos a la normal.
Dado que los rayos que llegan a las partes ’extremas’ de las esferas llegan oblicuos y no
se dan las condiciones para que se propague el rayo en la interfase.
Finalmente, en los usos que se ha dado hasta la actualidad a la te´cnica OCT, se ha
conseguido profundizar poco ma´s de unos pocos mm en tejidos biolo´gicos debido a la
alta absorcio´n que presentan estos tejidos. En el uso pionero que se da en este trabajo
de la te´cnica OCT, se puede llegar a profundizar ma´s distancia debido a dos factores: el
medio en que se mide (agua, gas...) tienen menos absorcio´n que los tejidos biolo´gicos. Por
otra parte, a diferencia de los tejidos biolo´gicos donde una alta concentracio´n de energia
podr´ıa dan˜ar la muestra, en fluidos como agua o gases la energia se puede incrementar,
permitiendo una distancia de escaneo ma´s grande.
En cuanto a los pro´ximos pasos a realizar, lo primero que se pretende hacer es traducir
el simulador a C++ para dotarlo de ma´s velocidad de ejecucio´n y robustez.
El siguiente paso es desarrollar un prototipo en el laboratorio para contrastar los
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resultados del simulador y al mismo tiempo, permita hacer una primera aproximacio´n a
lo que sera´ el dispositivo final que se implantara´ en las centrales de produccio´n energe´tica
dentro del proyecto HIDRASENSE. El prototipo de laboratorio se tendra´ que testear
en tantas condiciones como sea necesario tanto en deteccio´n de gas en fluido como en
deteccio´n de fluido en gas. Para poder testear el prototipo en condiciones controladas,
sera´ necesario imlementar un dispositivo que nos permita poder situar esferas de gas en
posiciones y configuraciones que queramos dentro del fluido y tambie´n que nos permita
mantener aerosoles en el seno de un gas en la posicio´n que creamos conveniente.
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