Abstract Let T be a tree on a set V of nodes. The p-th power T p of T is the graph on V such that any two nodes u and w of V are adjacent in T p if and only if the distance of u and w in T is at most p. Given an n-node m-edge graph G and a positive integer p, the p-th tree root problem asks for a tree T , if any, such that G = T p . Given an n-node m-edge graph G, the tree root problem asks for a positive integer p and a tree T , if any, such that G = T p . Kearney and Corneil gave the best previously known algorithms for both problems. Their algorithm for the former (respectively, latter) problem runs in O(n 3 ) (respectively, O(n 4 )) time. In this paper, we give O(n + m)-time algorithms for both problems.
Introduction
Let H be a graph on a set V of nodes. The p-th power H p of H is the graph on V such that any two nodes u and w of V are adjacent in H p if and only if the distance of u and w in H is at most p. If G = H p , then we say that graph H is a p-th root of graph G or, equivalently, G is the p-th power of H . Graph roots and graph powers have been extensively studied in the literature [1-6, 12, 15, 16, 18-21, 23, 26, 28, 38, 39, 41, 43, 47, 51] . See [8, Sect. 10.6 ] for a survey. Motwani and Sudan [40] proved that recognizing squares of graphs is NP-complete. Lau [33] showed that squares of bipartite graphs can be recognized in polynomial time and proved the NPcompleteness of recognizing cubes of bipartite graphs. Lau and Corneil [34] also studied the tractability of recognizing powers of proper interval, split, and chordal graphs. Lin and Skiena [35] gave a linear-time algorithm to find square roots of planar graphs.
If G = T p for some tree T and integer p, we say that G is a p-th tree power and call tree T a p-th tree root of G. Given a graph G and a positive integer p, the p-th tree root problem asks for a tree T , if any, with G = T p . Given a graph G, the tree root problem asks for a tree T and an integer p, if any, with G = T p . Various versions of tree-root problems are associated with fundamental issues in distributed computing [32, 36] and phylogeny [7, 13, 43] . Ross and Harary [45] characterized squares of trees and showed that square tree roots, when they exist, are unique up to isomorphism. Lin and Skiena [35] gave a linear-time algorithm to recognize squares of trees. Kearney and Corneil [32] gave the best previously known algorithms for the p-th tree root problem and the tree root problem. Their algorithm for the p-th tree root problem runs in O(n 3 ) time for any n-node m-edge graph, leading to an O(n 4 )-time algorithm for the tree root problem. Gupta and Singh [25] gave a characterization of p-th tree powers and proposed a heuristic algorithm to construct a p-th tree root. Their algorithm runs in O(n 3 ) time, but its correctness is not proved in the paper. It was unknown whether the p-th tree root problem can be solved in o(n 3 ) time [32, 33] . In this paper we improve Kearney and Corneil's result [32] by giving O(m + n)-time algorithms for the tree root problem and the p-th tree root problem for any given p. Our results lead to the first known O(m + n)-time obtainable informationtheoretically optimal 2n + O(log n)-bit succinct encoding for any n-node m-edge tree power. (See, e.g., [14, 27, 31, 37, 42, 46] for results in succinct encodings.)
The rest of the paper is organized as follows. Section 2 gives the preliminaries. Section 3 gives our O(m + n)-time algorithm for the 2h-th tree root problem for any given positive integer h. Section 4 gives our O(m + n)-time algorithm for the (2h + 1)-st tree root problems for any given non-negative integer h. Section 5 gives our O(m+n)-time algorithm for the tree root problem. Section 6 concludes the paper.
Preliminaries
For any set S, let |S| denote the cardinality of S. All graphs in this paper are undirected and simple. Let G be a graph. Let V (G) (respectively, E(G)) consist of the nodes (respectively, edges) of G.
For any subset U of V (G), let G[U ] denote the subgraph of G induced by U . A node is dominating in G if it is adjacent to all other nodes in G. Let Dom(G) consist of the dominating nodes of G. Dom(G) can be computed from G in O(|V (G)| + |E(G)|) time by computing the degrees of all nodes of G and letting Dom(G) consist of the nodes with degree |V (G)| − 1.
A clique of G is a complete subgraph of G. A clique K of G is maximal if K ∪ {u} for any node u ∈ V (G) \ K is not a clique of G. Let K G consist of the maximal cliques of G. For each node u of G, let K G (u) consist of the maximal cliques of G containing u. A node u is simplicial in G if |K G (u)| = 1. For any simplicial node u of G, let κ G (u) denote the unique maximal clique of G that contains u.
Lemma 2.1 For any two graphs G and H on the same node set, we have that G = H if and only if K G (u) = K H (u) holds for each node u.
Proof The only-if direction is straightforward. To see the other direction, suppose that G = H . There must be two nodes u and w such that edge (u, w) belongs to exactly one of G and H . Without loss of generality, we may assume that (u, w) belongs to G but does not belong to H . At least one maximal clique of G contains both u and w. No maximal clique of H contains both u and w. We have K G (u) = K H (u) and K G (w) = K H (w).
A subset S of V (G) is a separator of a connected graph G if G[V (G) \ S] has at least two connected components. A separator S of G is minimal if any proper subset of S is not a separator of G. A separator S of G is a (u, w)-separator of G if nodes u and w are in different connected components of G[V (G) \ S]. A (u, w)-separator S
of G is minimal if any proper subset of S is not a (u, w)-separator of G. A minimal node separator of G is a minimal (u, w)-separator of G for some nodes u and w of G. A minimal separator of G has to be a minimal node separator of G. However, a minimal node separator of G is not necessarily a minimal separator of G, because a minimal (u, w)-separator of G may contain a minimal (x, y)-separator of G for some other nodes x and y. Let S G consist of the minimal node separators of G.
Notation for Trees
Let T be a tree. Let Path T (u, w) denote the path of T between nodes u and w. Let dist T (u, w) denote the distance of nodes u and w in T . For any node u and any
, which is either a single node or a single edge. Centroid(T ) can be computed from T in linear time by iteratively replacing T with T \ S, where S consists of the leaves of T , until T \ S = ∅.
For any positive integer h, we say that a node u is h-extreme in T if
Each h-extreme node of T is a leaf of T . If T 2h is not complete, then u is simplicial in T 2h if and only if u is h-extreme in T . Also, if T 2h+1 is not complete, then u is 
• each node of U is h-extreme in T and • the distance of any two distinct nodes of U in T is at least 2h.
The empty set is h-disjoint in T for any h ≥ 1. We use the tree T in Fig. 1(a) , which appeared in [32] , to illustrate the aforementioned notation: 19 } is a 2-disjoint node set of T but not a 3-disjoint node set of T .
Chordal Graphs
A graph G is chordal if it contains no induced subgraph (where nodes can be deleted but not the edges) which is a cycle of size greater than three. Chordal graphs, which can be recognized in linear time [44, 50] , have been extensively studied in the literature. G is chordal if and only if each minimal node separator of G induces a clique in G [17] . Sreenivasa Kumar and Veni Madhavan [48] showed that the minimal node separators of a chordal graph can be listed in linear time, but their algorithm may list a minimal node separator more than once. We need the following lemma.
Lemma 2.2 (Chandran and Grandoni [10]) It takes O(m + n) time to list the minimal node separators of any n-node m-edge chordal graph without redundancy.
A clique tree of G is a tree T with V (T ) = K G such that each K G (u) with u ∈ V (G) induces a subtree of T . For instance, Fig. 1(c) is a clique tree of graph T 6 , where T is as shown in Fig. 1(a) . Gavril [22] and Buneman [9] showed that graph G is chordal if and only if G has a clique tree. It takes linear time to compute a clique tree for any chordal graph (see, e.g., [30] ). A chordal graph may have more than one clique tree [29] . A chordal graph is uniquely representable [49] if it admits a unique clique tree. 
is an edge of a clique tree T of chordal graph G, define I (K 1 , K 2 ) to be the set consisting of the nodes u of G such that (K 1 , K 2 ) belongs to the subtree of
Lemma 2.4 (Ho and Lee [29] ) A subset S of the nodes of a chordal graph G is a minimal node separator if and only if
Tree Powers
Tree powers are chordal [32, 35] . The next two lemmas display dualities among the maximal cliques and minimal node separators of 2h-th and (2h + 1)-st tree powers. For example, if T is as shown in Fig. 1(a) , then by Lemma 2.6(1) with h = 3, the maximal cliques of T 6 are N T ,3 (v i ), i = 23, 24, 26, 27, 29, 30. By Lemma 2.6(2) with h = 2, the minimal node separators of T 5 are N T ,2 (v i ) with i ∈ {23, 24, 26, 27, 29, 30}. The bijection N T ,h between the nodes of tree T (h) and the maximal cliques of graph T 2h , as ensured by Lemma 2.5(1), will be shown in Lemma 2.7 to be a isomorphism between tree T (h) and the unique clique tree of graph T 2h . For instance, if T is as shown in Fig. 1(a) , then Fig. 1(c) shows the clique tree of T 6 . Observe that the clique tree is isomorphic to T (3), as shown in Fig. 1(b) . Our tree-root algorithms are all based on this isomorphism. Lemma 2.5 (Gupta and Singh [25] ) Let T be a tree. Let h be a non-negative integer. The following statements hold for any subset K of V (T ).
K is a maximal clique of T 2h if and only if there is a node u of T (h) with
N T ,h (u) = K.
K is a maximal clique of T 2h+1 if and only if there is an edge
Lemma 2.6 Let T be a tree. Let h be a non-negative integer. The following statements hold for any subset S of V (T ). 
S is a minimal node separator of T 2h if and only if there is an edge (u, w) of T (h)
has at least two connected components. For any node x in F , we have dist T (u, x) ≥ h + 1. Let x and y be nodes in two distinct connected components of F . We have dist T (x, y) ≥ 2h + 2, so S is an (x, y)-separator in T 2h+1 . Let x and y be two nodes in distinct connected components of
We are ready to prove Statement 2. Since a minimal separator of T 2h+1 has to be a minimal node separator of T 2h+1 , Claim 2 implies the if direction of Statement 2. As for the other direction, let S be a minimal node separator of T 2h+1 . By Claim 1 and Lemma 2.5(2), there are two edges (u 1 , w 1 ) and (u 2 , w 2 ) of T (h) such that S is the intersection of two maximal cliques 
for any node x of T (h) other than u and w. By Lemma 2.3, T 2h has a unique clique tree. Let T be the tree with
E(T ) = N T ,h (u), N T ,h (w) | (u, w) ∈ E T (h) . T (h) is isomorphic to T via the bijection N T ,h . By Lemma 2.6(1), we have
] is a subtree of T . Therefore, T is the clique tree of T 2h .
The following lemma shows how the isomorphism between T (h) and the clique tree of T 2h help determining the position of each node of T with respect to T (h). Specifically, the pairs (K, i) with N T ,i (K) = K T 2h (u) reveal the possible positions of node u in T . Such pairs will be formally defined as coordinates of u in Sect. 3.1. For instance, let T be as shown in Fig. 1(a) . Node v 24 belongs to T (3) . The maximal cliques of T 2h that contain v 24 are K 24 , K 27 , K 30 , and K 29 . Observe that they are the nodes of T whose distances to K 24 in T are no more than 3. Node v 14 does not belong to T (3) . Node v 27 is the node of T (3) that is closest to v 14 in T . The maximal cliques of T 2h that contain v 14 are K 24 , K 27 , and K 30 . Observe that they are the nodes of T whose distances to K 27 in T are no more than 3 − dist T (v 14 , v 27 ) = 1.
Lemma 2.8 Let T be a tree. Let h be a positive integer. Let
T be the clique tree of T 2h .
If u is a node of T (h), then
N T ,h (K) = K T 2h (u), where K = N T ,h (u).
If u is a node of T not in T (h) and w is the node of T (h) that is closest to u in T , then
where
Proof Let v be a node of T (h). We have u ∈ N T ,h (v) if and only if
dist T (u, v) ≤ h. (1) If u ∈ T (h), then u ∈ N T ,h (v) if and only if dist T (h) (u, v) = dist T (u, v) ≤ h.
By Lemma 2.7, T (h) is isomorphic to the clique tree
T of T 2h via the isomor- phism N T ,h . Thus, dist T (h) (u, v) = dist T (K, N T ,h (v)). K T 2h (u) consists of the max- imal cliques K = N T ,h (v) of T 2h that contains node u. Since K contains u if and only if dist T (K, K ) ≤ h, we have K T 2h (u) = N T ,h (K). Statement 1 holds. (2) If u / ∈ T (h), then u ∈ N T ,h (v) if and only if dist T (h) (w, v) = dist T (w, v) ≤ h − dist T (u, w).
T of T 2h via the isomor- phism N T ,h . Thus, dist T (h) (w, v) = dist T (K, N T ,h (v)). K T 2h (u) consists of the max- imal cliques K = N T ,h (v) of T 2h that contains node u. Since K contains u if and only if dist T (K, K ) ≤ h − dist T (u, w), we have K T 2h (u) = N T ,h−dist T (u,w) (K). Statement 2 holds.
Centers of a Tree with Respect to a Set of Leaves
Definition 2.9 Let T be a tree. Let X be a set of leaves of
holds for any nodes x ∈ X and y ∈ V (T ).
For instance, let T be the tree in Fig. 1 
Lemma 2.10 Given a tree T and a set X of leaves of T , it takes O(|V (T )|) time to output all X-centers of T .
Proof The lemma holds trivially if T consists of one or two nodes. If X is empty, then all nodes of T are X-centers of T . The rest of the proof focuses on the case that T has at least three nodes and X is non-empty. Let x be an arbitrary node in X. Let c * be the node in Centroid(T ) with maximum dist T (c * , x). We claim that T has X-centers if and only if c * is an X-center of T . The if direction is straightforward. As for the only-if direction, let c be an X-center of T such that among all X-centers the depth of T rooted at c is minimum. We show c = c * . Since T has at least three nodes, c cannot be a leaf of T . Let T be rooted at c. Let 
Global Settings
Since chordal graphs can be recognized in linear time [44, 50] and it takes linear time to compute a clique tree of a chordal graph [30] , the rest of the paper assumes that the input n-node and m-edge graph G is chordal and we are given a clique tree T of G.
Solving the 2h-th Tree Root Problem
This section shows the following theorem. Instead of directly proving Theorem 3.1, we prove Lemma 3.2 below, which is stronger than Theorem 3.1 and is needed for the case to be investigated in Sect. 4. Theorem 3.1 follows immediately from Lemma 3.2 with U = ∅.
Lemma 3.2 Given an n-node m-edge graph G, a positive integer h, and a subset U of the nodes of G, it takes O(m + n) time to construct a 2h-th tree root T of G, if any, such that
Section 3.1 introduces the concept of coordinates of a node. Section 3.2 shows how the problem of finding a 2h-th tree root of G can be reduced to the problem of finding a special kind of coordinate assignment for the nodes of G. Section 3.3 gives an algorithm for finding such a coordinate assignment, if any, for G. Section 3.4 ensures that the algorithm can be implemented to run in linear time. Section 3.5 proves Lemma 3.2.
Coordinates
Let G be a chordal graph. Let T be a clique tree of G. Let Π(K, i) consist of the nodes u with N T ,i (K) = K G (u), i.e., the set of maximal cliques of G whose distances to maximal clique K in the clique tree T of G is no more than i equals the set of maximal cliques of G that contain node u of G.
s Although the definition of coordinate is not restricted to the case that G admits a 2h-th tree root, let us use Fig. 2 to explain this crucial concept. Suppose that G = T 6 . For
are v 24 , v 27 , and v 30 . By Lemmas 2.7 and 2.8, we have
Lemma 3.4 If G admits a 2h-th tree root T , then each h-extreme node u of T is simplicial in G and has a unique coordinate (κ G (u), 0).
Proof Straightforward from Lemmas 2.6(1), and 2.7, and 2.8(2).
Lemma 3.5 It takes O(m + n) time to compute all coordinates of all nodes in G.
Proof Since T is a clique tree of G,
holds for any maximal clique K of G.
is strictly less than the degree of K in T . For instance, for the graph G = T 6 where T is as shown in Fig. 2 , 30 is the only one whose degrees in T and
For instance, in Fig. 2 
The claim implies that (K 24 , 2) and (K 27 , 1) are the coordinates of v 14 in G = T 6 . To see the only-if direction of the claim, suppose that K is not an X u -center of
is not a coordinate of u. As for the other direction of the claim, suppose that
By the above claim and Lemma 2.10, the coordinates of u can be computed from
For instance, for the node v 14 in the tree T in Fig. 2 , we obtain K T 6 (v 14 ) = {K 24 , K 27 , K 30 } and X v 14 = {K 30 }, and then apply Lemma 2.10 to obtain the {K 30 }-centers K 24 and K 27 of the subtree of T induced by {K 24 , K 27 , K 30 }. |K G (u)| is no more than O(1) plus the degree of node u in G (see, e.g., [24] ). Thus, all coordinates of all nodes can be computed in time The following lemma shows that the problem of finding a 2h-th tree root of G in which U is h-disjoint can be reduced to the problem of finding a coordinate assignment to the nodes of G that is a (U, h)-assignment. Proof Let Φ be a (U, h)-assignment. We construct a tree T with V (T ) = V (G) via the following three steps.
Step 1: Let C consist of the nodes u of G with Φ 2 (u) = h. By Properties 1 and 2 of Φ, we know that Φ provides a one-to-one mapping between C and K G . Let T [C] be the tree isomorphic to T via this one-to-one mapping. Since T is given, this step takes linear time.
Step 2: Let u t,0 be the t-th node in U . For each t = 1, 2, . . . , |U |, let u t,h be the node with Φ(u t,h ) = (Φ 1 (u t,0 ), h). By Property 4 of Φ, we can choose in linear time a set of (h − 1)|U | distinct nodes u t,j with 1 ≤ t ≤ |U | and 1
. Now, for each t = 1, 2, . . . , |U | and j = 0, 1, . . . , h − 1, we add an edge between u t,j and u t,j+1 . This step takes linear time.
Step 3: For each node u that is still not incident to any edge, we know 0 ≤ Φ 2 (u) < h.
By Property 3 of Φ, there is a node w with Φ(w) = (Φ 1 (u), 1 + Φ 2 (u)). We simply add an edge between u and w. This step takes linear time.
The resulting T is a tree. U is h-disjoint in T . Each path of T attached to T [C] has length no more than h. The rest of the proof ensures the correctness of the resulting tree T , i.e., T 2h = G. We next show that
We first prove T (h)
By Lemma 2.6(1), K is a maximal clique of T 2h if and only if there exists a node u of T (h) with N T ,h (u) = K. By Lemma 2.1, we know that
An Algorithm for Coordinate Assignment
Under the assumption that G admits a 2h-th tree root in which a given subset U of V (G) is h-disjoint, this section shows how to compute a (U, h)-assignment. To simplify the description of our algorithm, each node u of G is initially white, signifying that Φ(u) is still undefined. If Φ(u) is defined but may be changed later, then u is gray. If Φ(u) is defined and will not be changed later, then u is black. Our algorithm is as shown in Algorithm 1, whose correctness is ensured by the following lemma. Let us emphasize that the algorithm does not know T .
Lemma 3.7 If G has a 2h-th tree root in which U is h-disjoint, then Algorithm 1 correctly computes a (U, h)-assignment.

Proof Let T be a 2h-th tree root of G such that U is h-disjoint. According to Lemma 2.8(2), for any node u in V (T ) \ V (T (h)), we have u ∈ Π(K, h − dist T (u, w)), where w is the node of T (h) that is closest to u in T and K = N T ,h (w). Therefore, (u) is well defined for each node u ∈ V (T ) \ V (T (h))
. Therefore, Step 9 of algorithm main does not abort. The challenge of the proof lies in showing that the algorithm does not abort at Step 5 of algorithm main or Step 7 of subroutine hook. Let us first assume that the algorithm does not abort and show that the function Φ computed by the algorithm is a (U, h)-assignment.
• Property 1. The algorithm assigns Φ(u) = (K, i) only if u ∈ Π(K, i). It is also
easy to see that Φ(u) is defined for every node u of G. That is, no node remains white at the end of the algorithm. Thus, Property 1 holds.
Algorithm 1 Computing a (U, h)-assignment
Input:
• a chordal graph G;
• a clique tree T of G;
• a positive integer h.
Output:
• A (U, h)-assignment Φ.
Algorithm main 1: for each node u of G do 2: let u be white and compute the coordinates of u. 3: end for 4: for each maximal clique K of G do 5:
choose a white node u ∈ Π(K, h), if any; abort, otherwise. 6:
let Φ(u) = (K, h) and let u be black. 7: end for 8: for each white node u of G do 9:
let (u) be the largest integer i with i ≤ h − 1 such that u ∈ Π(K, i) holds for some maximal clique K of G. 10: end for 11: let K * be a maximal clique of G in V (Centroid(T )). 12: for each white node u in Dom(G) do 13: let Φ(u) = (K * , h − 1) and let u be gray. 14: end for 15: for each node u in U do 16: call hook(u, (u)). 17: end for 18: while there are still white nodes of G do 19: let u be a white node of G with the smallest (u).
20:
call hook(u, (u)).
21: end while Subroutine hook(u, i)
1: let K be a maximal clique of G with u ∈ Π(K, i).
2: let Φ(u) = (K, i)
and let u be black. 3: for each white node w ∈ Π(K, i) do 4: let Φ(w) = (K, i) and let w be gray. 5: end for 6: for j = i + 1 to h − 1 do 7:
choose a non-black node w ∈ Π(K, j), if any; abort, otherwise. 8:
let Φ(w) = (K, j ) and let w be black.
9:
for each white node w ∈ Π(K, j) do 10:
let Φ(w) = (K, j ) and let w be gray.
11:
end for 12: end for
• Property 2. Since the algorithm does not abort at Step 5 of algorithm main, the algorithm successfully assigns coordinates for |K G | nodes at Steps 4-7 of algorithm main. Since the rest of the algorithm never assigns (K, h) to any Φ(u), Property 2 holds.
• Property 3. By Property 2 of Φ, we know that Property 3 holds for any node u with Φ 2 (u) = h − 1. Observe that only Steps 4 and 8 of subroutine hook could make The rest of the proof shows that the algorithm does not abort. By Lemma 2.
8(1), each node u of T (h) belongs to Π(N T ,h (u), h). For each maximal clique K of G, the number of maximal cliques K of G with N T ,h (K ) = N T ,h (K)
is no more than |Π(K, h)|. Therefore, the algorithm does not abort at Step 5 of algorithm main.
To prove that the algorithm does not abort at Step 7 of subroutine hook, we first show that if Step 7 of subroutine hook is reached, then node u has a unique coordinate. We can focus only on the case with 1 ≤ (u) ≤ h − 2, because (a) if (u) = 0, then, by Lemma 3.4, u has a unique coordinate, and (b) if (u) ≥ h − 1, then the algorithm does not enter the for-loop. By (u) ≥ 1, we know that K cannot be a leaf of T . The reason is that if K is a leaf of T , then T has at least one leaf whose unique coordinate is (K, 0). Since the loops at Steps 15-21 of algorithm main process nodes u in non-decreasing order of (u), (u) ≥ 1 implies that u cannot be white at the moment hook (u, (u) 
) is called. Let v be the node of T (h) such that K = N T ,h (v). Since K is not a leaf of T , node v is not a leaf of T (h). See Fig. 3 for an illustration for the proof. Let S = N T (h), (u) (v). Since (u) ≥ 1 and u / ∈ Dom(G), there is an edge (x, y) of T (h) such that y ∈ S \ {v} and x / ∈ S. Since v is not a leaf of T (h), there has to be a neighbor w of v in T (h) such that Path T (h) (w, y) contains v. Since (u) ≤ h − 2, we know N T (h), (u)+1 (w) = S. There has to be an edge (x , y ) of T (h) such that y ∈ S, x / ∈ S, and Path T (h) (x , x) contains y, y , w, and v. By the existence of edges (x, y) and (x , y ) of T (h), we know that S = N T (h),j (z) implies z = v and j = (u). Thus, (K, (u)) is the unique coordinate of u.
Let u i be the node u for the i-th subroutine call hook(u, (u)) that Step 7 of subroutine hook is reached throughout the execution. Let By Lemmas 3.6 and 3.7, G has a 2h-th tree root in which U is h-disjoint if and only if G admits a (U, h)-assignment. Therefore, a 2h-th tree power can be characterized by whether it admits a (∅, h)-assignment.
Time Complexity
The following lemma ensures that it takes linear time for Algorithm 1 to abort or finish its execution. 1 is indeed a (U, h) 
Lemma 3.8 Given an n-node m-edge chordal graph G together with a clique tree T of G, Algorithm 1 can be implemented to run in O(m + n) time. Moreover, it takes O(m + n) time to verify whether the output of Algorithm
Proving Lemma 3.2
Proof If G admits a 2h-th tree root in which U is h-disjoint, it follows from Lemmas 3.7 and 3.8 that Algorithm 1 computes a (U, h)-assignment Φ in O(m + n) time. By Lemma 3.6, a 2h-th tree root T of G in which U is h-disjoint can be computed from Φ in O(m + n) time.
If G does not admit any 2h-th tree root in which U is h-disjoint, it follows from Lemma 3.6 that G does not admit any (U, h)-assignment. By Lemma 3.8, Algorithm 1 either aborts or finishes in O(m + n) time. If Algorithm 1 does not abort, by Lemma 3.8, it takes O(m + n) time to detect that the resulting Φ is not a (U, h)-assignment.
Solving the (2h + 1)-st Tree Root Problem
Since the problem is trivial when h = 0 or the input graph is complete, this section focuses on the case that h is a positive integer and the input graph is not complete. Section 4.1 shows a linear-time reduction from the problem of recognizing (2h+1)-st tree powers to that of recognizing 2h-th tree powers. Section 4.2 solves the (2h+1)-st tree root problem in linear time. The (h + 1)-reduced tree of tree T is the tree obtained from T by deleting its (h + 1)-extreme nodes. For instance, the tree R in Fig. 4(b) is the 3-reduced tree of the tree T in Fig. 4(a) . Proof We first prove the only-if direction. Suppose T 2h+1 =T 2h+1 . By Lemma 2.6(2), the following three sets are identical: (i) the set of (h + 1)-extreme nodes of T , (ii) the set of (h + 1)-extreme nodes ofT , and (iii) the set of simplicial nodes of T 2h+1 . Thus, Condition 2 holds trivially from Lemma 2.1. Assume for a contradiction that Condition 1 does not hold. That is, there are nodes u and w of R (andR) such that distR(u, w) ≤ 2h and dist R (u, w) > 2h. Hence, distT (u, w) ≤ 2h and dist T (u, w) > 2h. By distT (u, w) ≤ 2h, there is a node x ofT (h + 1) with {u, w} ⊆ NT ,h (x). By dist T (u, w) > 2h, there cannot be any node y of T (h + 1) with {u, w} ⊆ N T ,h (y). By Lemma 2.6(2), some minimal node separator ofT 2h+1 contains {u, w}, but no minimal node separator of T 2h+1 contains {u, w}, contradicting T 2h+1 =T 2h+1 .
As for the other direction, we show that Conditions 1 and 2 together imply the statement dist T (u, w) ≤ 2h + 1 if and only if distT (u, w) ≤ 2h + 1 for any two nodes u and w. Suppose that one of u and w, say, u is an (h + 1)-extreme node of T . We have (i) dist T (u, w) ≤ 2h + 1 if and only if w ∈ κ T 2h+1 (u); and (ii) distT (u, w) ≤ 2h + 1 if and only if w ∈ κT 2h+1 (u). Since Condition 2 ensures κ T 2h+1 (u) = κT 2h+1 (u), the above statement holds. It remains to prove the above statement for nodes u and w that are both in R (andR). By R 2h =R 2h , we have dist T (u, w) ≤ 2h if and only if distT (u, w) ≤ 2h. Therefore, it suffices to show that dist R (u, w) = 2h + 1 implies distR(u, w) ≤ 2h + 1. Let (x, y) be the middle edge on the path between u and w in T . Both x and y are in R(h). Assume dist R (u, x) = h = dist R (w, y) without loss of generality. Since (x, y) is an edge of R(h), it follows from Lemma 2.7 that maximal cliques N R,h (x) and N R,h (y) of R 2h are adjacent in the unique clique tree of R 2h =R 2h . Let x and y be the nodes ofR(h) corresponding to maximal cliques N R,h (x) and N R,h (y) via the isomorphism between R(h) and the clique tree ofR 2h ensured by Lemma 2.7, i.e., NR ,h (x ) = N R,h (x) and
The following lemma shows that the above reduction can be done in linear time. Proof Let S be the of minimal node separators of G. Let G be the union of the cliques on S for all minimal node separators S ∈ S. By Lemmas 2.6(1) and 2.6(2), if R is the (h + 1)-reduced tree of T , then the set consisting of the minimal node separators of T 2h+1 equals the set consisting of the maximal cliques of R 2h . Thus, G has the required property. For instance, the set S of the minimal node separators of G = T 5 , where T is as shown in Fig. 4(a) , equals the set of maximal cliques of R 4 , where R is as shown in Fig. 4(b 
Output:
The union graph G of the cliques on node sets S for all S ∈ S.
Algorithm reduce 1: let graph G be initialized as empty. 2: for each node u of G do 3: let count(u) be the number of node sets S in S with u ∈ S. 4: end for 5: while S is not empty do 6:
choose a node u with count(u) = 1, if any; abort, otherwise. 7:
let S be the set of S that contains u.
8:
for each node w in S other than u do 9:
add edge (u, w) to the output graph G . 10:
end for 11:
delete u from S.
12:
if min w∈S count(w) = 2 then 13:
for each node w in S do 14: decrease count(w) by one. remove a node from the union of all sets in S. Let u i be the node u chosen in the i-th iteration of the while-loop. That is, u i is the i-th node deleted from the union of all sets in S. The rest of the proof shows that if (u i , u j ) with i < j is an edge of G = R 2h , then (u i , u j ) is added to the output graph by Step 9 before u i is deleted from S in the same iteration.
Let R i be the subgraph of R induced by {u i , u i+1 , . . .}. R 1 = R is a tree. By induction on i, we show that R i for each i ≥ 1 is a tree: Since count(u i ) = 1 holds at the beginning of the i-th iteration of the while-loop, node u i is simplicial in R 2h i . By Lemma 2.6(1), u i is a leaf of R i , implying that R i+1 = R i \ {u i } is a tree. Now, let T i be the clique tree of R 2h i . Let S i be the set S at the beginning of the i-th iteration. Let S i be the set S chosen by Step 7 in the i-th iteration of the while-loop. To show that edge (u i , u j ) of R 2h with i < j is added to the output graph by Step 9 in the i-th iteration, it suffices to show u j ∈ S i as follows. i that belongs to S i . Therefore, S i \ {u i } is a subset of some set in S i+1 . It also follows from Lemma 2.6(1) that S i+1 consists of the maximal cliques of R 2h i+1 . Since S i consists of the maximal cliques of R 2h i and R 2h i contains at least one simplicial node, there must be a node u i with count(u i ) = 1. Therefore, Step 6 does not abort throughout the execution. If Step 6 aborts, then G does not admit (2h + 1)-st tree roots for any positive integer h. To show u j ∈ S i for each edge (u i , u j ) of R 2h with i < j, let k be the largest index such that S k contains a set that contains {u i , u j }. Since u i is deleted in the i-th iteration, k ≤ i. We have shown above that S k \ {u k } has to be a subset of a set in S k+1 . Assume k < i for contradiction. By k < i < j, we have {u i , u j } ⊆ S k \ {u k }, implying that some set in S k+1 contains {u i , u j }, contradicting the definition of k. Therefore, k = i, implying u j ∈ S i . The lemma is proved. Proof The proof assumes h ≥ 1. By Lemma 2.2, we obtain the set S of the minimal node separators of G without redundancy in O(m + n) time. We compute the set K of maximal cliques of G without redundancy from the given clique tree of G and obtain the simplicial nodes of G in O(m + n) time. Let K * consist of the sets K ∈ K that contains simplicial nodes of G. For each K ∈ K * , if there is a node of K that belongs to exactly one set in S, then let u K be an arbitrary one of such nodes; otherwise, output that G does not admit any (2h + 1)-st tree roots. To see the reason why the non-existence of u K implies that the (2h + 1)-st tree root problem has no solution, suppose that G = T 2h+1 and R is the (h + 1)-reduced tree of T . By Lemma 2. where T is the tree in Fig. 4(a) is an h-extreme node of
and w is a leaf of T (h). Let y be the unique neighbor of x in T . We have y ∈ K and that N T ,h (u) is the unique set S ∈ S with y ∈ S. For instance, suppose that T is as shown in Fig. 4(a) . The 3-reduced tree R of T is as shown in Fig. 4(b) . (v 20 ) is the unique set in K with v 6 ∈ K. y = v 13 is the unique neighbor of v 6 in T . v 13 ∈ K. S = N T ,2 (v 26 ) is the unique set in S with v 13 ∈ S.
Let U consist of these nodes u K , one for each K in K * . By Lemma 4.2, we spend O(m + n) time to either (i) ensure that G does not admit any (2h + 1)-st tree roots or (ii) obtain a graph G from G such that if G = T 2h+1 for a tree T , then G = R 2h where R is the (h + 1)-reduced tree of T . If G = T 2h+1 , then U is h-disjoint in R. For instance, let T be as shown in Fig. 4(a) . T (2) has six leaves: v 15 , v 16 , v 18 , v 20 , v 21 , and v 28 . Thus, G = T 2h+1 has six maximal cliques that contain simplicial nodes of G: 14 , v 22 } and T is the tree R in Fig. 4(b) , then the output tree of our algorithm is as shown in Fig. 5 .
We show that if G =T 2h+1 holds for some unknown treeT , then the algorithm correctly outputs a tree T with G = T 2h+1 . LetR be the (h + 1)-reduced tree ofT . By Lemma 4.2, we know G =R 2h . Since each node u K of U belongs to exactly one minimal node separator of G, u K has to be an h-extreme node ofR. Moreover, if u and u are two distinct nodes in U , then distT (u, u ) ≥ 2h, since otherwise u and u would belong to the same maximal clique of G, contradicting the definition of U . Therefore,T is a 2h-th tree root of G such that U is h-disjoint inT . It follows from Lemma 3.2 that the tree R obtained by our algorithm is a 2h-th tree root of G such that U is h-disjoint in T . We have R 2h =R 2h . To show that κT 2h+1 (x) = κ T 2h+1 (x) holds for each simplicial node x of G, let u K be the node of U to which x is attached in T . Let y be the node of T (h + 1) that is closest to x in T . Letŷ be the node of T (h + 1) that is closest to x inT . κ T 2h+1 (x) consists of the nodes in N T ,h (y) plus the nodes attached to u K in T . Since N T ,h (y) is the maximal clique of R 2h that contains u K and NT ,h (ŷ) is the maximal clique ofR 2h that contains u K , by Lemma 2.6 (2) we have N T ,h (y) = NT ,h (ŷ). A node w belongs to K \ NT ,h (ŷ) if and only if w is an (h + 1)-extreme node ofT with distT (w, z) = h, where z is the node ofT (h) that is closest to u K inT . Therefore, these nodes w are the simplicial nodes of G that belong to K. We have κT 2h+1 (x) = K = κ T 2h+1 (x). By Lemma 4.1, we know T 2h+1 =T 2h+1 = G.
Solving the Tree Root Problem
Let K * be a maximal clique of G in V (Centroid(T )). Let J consist of the positive integers j such that Π(K * , j) is non-empty. Define
Lemma 5.1 For any subset U of V (G), h min (G) is the smallest positive integer h, if any, such that G admits a 2h-th tree root in which U is h-disjoint.
Proof Let H consist of the positive integers h such that G admits a 2h-th tree root in which U is h-disjoint. We show that if H is non-empty, then h min (G) = min H . For brevity of proof, we regard T as being rooted at K * : For any maximal clique
by proving that j ≤ h holds for any positive integers j ∈ J and h ∈ H . Assume for a contradiction that j > h holds for some positive integers j ∈ J and h ∈ H . Let T be a 2h-th tree root of
Let w be a node in The rest of the proof assumes diam(T ) ≤ 2h − 4, which directly implies that
For any maximal clique K of G other than K * , observe that diam(T ) ≤ 2h − 4 also implies
Let Φ be a (U, h)-assignment. Let Φ be obtained from Φ by the following steps. We show that Φ is a (U, h − 1)-assignment.
• Proof Observe that the algorithm described by Lemma 4.2 does not require the knowledge of h. Also, the definition of h min (G) has nothing to do with the choice of U . Therefore, we can apply Lemma 4.2 to obtain G = R 2h from G = T 2h+1 , and then spend linear time to compute h min (G ). By Lemma 4.1, h min (G ) is the smallest positive integer h, if any, such that G admits a (2h + 1)-st tree root.
Conclusion
The combination of Theorems 3.1 and 4.3 yields a linear-time algorithm for the p-th tree root problem for any given integer p. Moreover, we show how to compute in linear time the smallest even integer p (Theorem 5.2) and odd integer p (Theorem 5.3), if any, such that a graph admits a p-th tree root. Combining Theorems 3.1, 4.3, 5.2, and 5.3, we have a linear-time algorithm for the tree-root problem. It would be of interest to see if our techniques can be extended to work for larger graph classes.
