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Abstract
We study the macroscopic dynamics of fermion and quantum-spin systems with long-range, or
mean-field, interactions, which turns out to be equivalent to an intricate combination of classical
and short-range quantum dynamics. In this paper we focus on the quantum part of the long-range
macroscopic dynamics. The classical part is studied in a companion paper. Altogether, the results
obtained are far beyond previous ones and required the development of a suitable mathematical
framework. The entanglement of classical and quantum worlds is noteworthy, opening new the-
oretical perspectives, and is shown here to be a consequence of the highly non-local character of
long-range, or mean-field, interactions.
Dedicated to V.A. Zagrebnov for his important contributions to the mathematics of quantum many-
body theory.
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1 Introduction
Following [1], we pursue our study on macroscopic dynamics of fermion and quantum-spin systems
with long-range, or mean-field, interactions. In [1] we only focus on the (effective) classical part of
this dynamics. In the current paper we study its (effective short-range) quantum part in detail. The
results obtained are far beyond previous ones because the permutation-invariance of lattice-fermion
or quantum-spin systems is not required:
• The short-range part of the corresponding Hamiltonian is very general since only a sufficiently
strong polynomial decay of its interactions and translation invariance are necessary.
• The long-range part is also very general, being an infinite sum (over n) of mean-field terms
of order n ∈ N. In fact, even for permutation-invariant systems, the class of long-range, or
mean-field, interactions we are able to handle is much larger than what was previously studied.
• The initial state is only required to be periodic. By [1, Proposition 2.2], observe that the set
of all such initial states is weak∗-dense within the set of all even states, the physically relevant
ones.
For an exhaustive historical discussion on fermion or quantum-spin systems with long-range, or mean-
field, interactions we refer to [1, Section 1]. Here, we add several observations concerning the physical
relevance of long-range interactions in Physics.
The most general form of a translation-invariant model for fermions (with spin set S) in a cubic
box ΛL
.
= {Z ∩ [−L, L]}3 of volume |ΛL|, L ∈ N, with a quartic (in the fermionic fields) gauge- and
translation-invariant interaction is given in momentum space by
H =
∑
k∈Λ∗
L
, s∈S
(εk − µ) a˜∗ka˜k
+
1
|ΛL|
∑
k,k′,q∈Λ∗L
s1,s2,s3,s4∈S
gs1,s2,s3,s4 (k, k
′, q) a˜∗k+q,s1a˜
∗
k′−q,s2
a˜k′,s3 a˜k,s4 . (1)
2
See, for instance, [2, Eq. (2.1)]. Here, Λ∗L is the reciprocal lattice of quasi-momenta (periodic bound-
ary conditions) associated with ΛL and the operator a˜
∗
k,s (respectively a˜k,s) creates (respectively anni-
hilates) a fermion with spin s ∈ S and (quasi-) momentum k ∈ Λ∗L. The function εk represents the
kinetic energy of a fermion with (quasi-) momentum k and the real number µ is the chemical poten-
tial. The last term of (1) corresponds to a general translation-invariant two-body interaction written
in the (quasi-) momentum space.
One important example of a lattice-fermion system with a long-range interaction is given in the
scope of the celebrated BCS theory – proposed in the late 1950s (1957) to explain conventional type
I superconductors. The lattice version of this theory is obtained from (1) by taking S
.
= {↑, ↓} and
imposing
gs1,s2,s3,s4 (k, k
′, q) = δk,−k′δs1,↑δs2,↓δs3,↓δs4,↑f (k,−k, q)
for some function f : It corresponds to the so-called (reduced) BCS Hamiltonian
HBCSΛ
.
=
∑
k∈Λ∗L
(εk − µ)
(
a˜∗k,↑a˜k,↑ + a˜
∗
k,↓a˜k,↓
)− 1|ΛL| ∑
k,q∈Λ∗L
γk,qa˜
∗
k,↑a˜
∗
−k,↓a˜−q,↓a˜q,↑ , (2)
where γk,q is a positive
1 function. Because of the term δk,−k′, the interaction of this model has a
long-range character, in position space. The simple choice γk,q
.
= γ > 0 in (2) is still very interesting
since, even when εk = 0, the BCS Hamiltonian qualitatively displays most of basic properties of real
conventional type I superconductors. See, e.g., [3, Chapter VII, Section 4]. Written in the x-space,
the BCS interaction in (2) is, in this case, equal to
− γ|ΛL|
∑
k,q∈Λ∗L
a˜∗k,↑a˜
∗
−k,↓a˜−q,↓a˜q,↑ = −
γ
|ΛL|
∑
x,y∈ΛL
a∗x,↑a
∗
x,↓ay,↓ay,↑ , (3)
the operators a∗x,s,ax,s being respectively the creation and annihilation operators of a fermion with spin
s ∈ {↑, ↓} at lattice site x ∈ ΛL. The right-hand side of the equality explicitly shows the long-range
character of the interaction. It is a mean-field interaction since
1
|ΛL|
∑
x,y∈ΛL
a∗x,↑a
∗
x,↓ay,↓ay,↑ =
∑
y∈ΛL
(
1
|ΛL|
∑
x∈ΛL
a∗x,↑a
∗
x,↓
)
ay,↓ay,↑ .
The (reduced) BCS Hamiltonian with γk,q
.
= γ > 0 is an important, albeit very elementary, example
of the far more general case treated in this paper.
Long-range, or mean-field, effective models are essential in condensed matter physics to study,
from microscopic considerations, macroscopic phenomena like superconductivity. They come from
different approximations or Ansa¨tze, like the choice γk,q
.
= γ > 0. The general form of the (effective)
BCS interaction in (2) comes from the celebrated Fro¨hlich electron-phonon interactions. What’s
more, they are possibly not merely effective interactions.
Such models capture surprisingly well many phenomena in condensed matter physics. For in-
stance, recall that the BCS interaction (3) allows us to qualitatively display most of basic properties
of conventional superconductors [3, Chapter VII, Section 4]. Ergo, one could wonder whether such
interactions may have a more fundamental physical relevance. Such a question is usually not ad-
dressed, because these interactions seem to break the spacial locality of Einstein’s relativity. For
instance, the BCS interaction (3) can be seen as a kinetic term for fermion pairs that can hop from
y ∈ ΛL to any other lattice site x ∈ ΛL, for each L ∈ N.
1The positivity of γk,q imposes constraints on the choice of the function f .
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This non-locality property is reminiscent of the inherent non-locality of quantummechanics, high-
lighted by Einstein, Podolsky and Rosen with the celebrated EPR paradox. Philosophically, this gen-
eral issue challenges causality, in its local sense, as well as the notion of a material object2. In [5],
Einstein says the following:
“If one asks what, irrespective of quantum mechanics, is characteristic of the world of ideas of
physics, one is first of all struck by the following: the concepts of physics relate to a real outside
world... it is further characteristic of these physical objects that they are thought of as a range in
a space-time continuum. An essential aspect of this arrangement of things in physics is that they
lay claim, at a certain time, to an existence independent of one another, provided these objects “are
situated in different parts of space”.
The following idea characterizes the relative independence of objects far apart in space (A and
B): external influence on A has no direct influence on B...
There seems to me no doubt that those physicists who regard the descriptive methods of quantum
mechanics as definitive in principle would react to this line of thought in the following way: they
would drop the requirement... for the independent existence of the physical reality present in different
parts of space; they would be justified in pointing out that the quantum theory nowhere makes explicit
use of this requirement.
I admit this, but would point out: when I consider the physical phenomena known to me, and
especially those who are being so successfully encompassed by quantum mechanics, I still cannot
find any fact anywhere which would make it appear likely that (that) requirement will have to be
abandoned.
I am therefore inclined to believe that the description of quantum mechanics... has to be regarded
as an incomplete and indirect description of reality, to be replaced at some later date by a more
complete and direct one.”
The debate on non-locality in Physics, experimentally shown, refers to the existence of quantum
entanglement, used in quantum information theory. For a discussion on locality and realism in quan-
tum mechanics, see, e.g., [6] by A. Aspect, who is one of the main initiators of experimental studies
on quantum entanglement, in the beginning of the 1980s.
The non-locality of long-range, or mean-field, interactions like the BCS interaction3 (3) can be
seen as an instance of the (controversial) intrinsic non-locality of quantum physics. Mean field inter-
actions are thus usually not considered by the physics community as being fundamental interactions,
in order to avoid polemics. We partially agree with this position and see long-range interactions as
possibly resulting from (more fundamental) interactions with (bosonic) mediators, like phonons in
conventional superconductivity.
Nonetheless, a long-range interaction like (3), being quantum mechanical, does not refer to an ac-
tuality (in Aristotle’s sense), but only to a potentiality. Physical properties of any (energy-conserving)
physical system do not just depend on its Hamiltonian but also on its state which accounts for the “en-
vironmental” part of the system: This situation is analogous to the epigenetics4 showing that the DNA
sequence is only a set of constraints and potentialities, the physical realizations of which depend on
the history and environment of the corresponding organism. For instance, in a lattice-fermion system
described by the so-called (reduced) BCS Hamiltonian with γk,q = γ, pairs of particles may (almost)
2According to the spatio-temporal identity of classical mechanics, the same physical object cannot be at the same time
on two distinct points of the phase space. This refers to Leibniz’s Principle of Identity of Indiscernibles [4, p. 1]. The
spatio-temporal identity of classical mechanics is questionable in quantum mechanics. See, e.g., [4].
3The strength of the BCS interaction (3) between two points of the space does not decay at large distances.
4Quoting [7]: “Epigenetics is typically defined as the study of heritable changes in gene expression that are not due
to changes in DNA sequence. Diverse biological properties can be affected by epigenetic mechanisms: for example, the
morphology of flowers and eye colour in fruitflies.”
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never hop in arbitrarily large distances if the state5 ρ of the corresponding system is such that
lim
L→∞
1
|ΛL|
∑
x,y∈ΛL
ρ
(
a∗x,↑a
∗
x,↓ay,↓ay,↑
)
= 0 .
This is the case for equilibrium states of this model at sufficiently high temperatures. It is thus
too reductive to a priori eliminate such interactions from “fundamental” Hamiltonians of physical
systems.
On the top of that, as is well-known, the thermodynamic limit of mean-field dynamics is repres-
entation-dependent. This is basically Haag’s original argument proposed in 1962 [8] for the BCS
model. In fact, the description of the full dynamics requires an extended quantum framework [9],
which is an intricate combination of classical and quantum dynamics, as observed by Bo´na already
thirty years ago [10]. The paper [9] shows the emergence of classical mechanics defined from Poisson
brackets on state spaces without necessarily a disappearance of the quantum world, offering a gen-
eral formal mathematical framework to understand physical phenomena with macroscopic quantum
coherence. In the context of lattice-fermion systems, it is explained in detail in [1]. Such an entan-
glement of classical and quantum worlds is noteworthy, opening new theoretical perspectives, and is
here a direct consequence of the highly non-local character of long-range, or mean-field, interactions.
In the present paper, as already stressed, we derive the (effective short-range) quantum part of the
dynamics of fermion systems driven by mean-field interactions. It is done in the following way:
• As explained in [1], a classical dynamics can be defined by using the whole state space E of the
CAR algebra U , but some space homogeneity (periodicity) of the fermion system is crucial in
order to make sense of the (effective short-range) quantum part of the* full long-range dynamics
in the thermodynamic limit. We thus consider as initial state some ~ℓ-periodic state ρ ∈ E~ℓ,
where E~ℓ ⊆ E denotes the space of ~ℓ-periodic states for some fixed (d-dimensional, d ∈ N)
vector ~ℓ ∈ Nd.
• If the initial state ρ ∈ E~ℓ is an extreme point ofE~ℓ, then we are able to derive the thermodynamic
limit of the quantum part of the dynamics within the GNS representation6 (Hρ, πρ,Ωρ) of the
C∗-algebra U , associated with the ~ℓ-periodic state ρ. This refers to Theorem 5.8, which is
proven by using two pivotal ingredients: the well-known ergodicity of any extreme point of
E~ℓ [12, Theorem 1.16] and Lieb-Robinson bounds [13, Section 4.3].
• The next issue is an extension of this result to all ~ℓ-periodic initial states. To this end, it is
natural to consider the Choquet theorem [12, Theorem 10.18], applied to the metrizable and
weak∗-compact convex set E~ℓ: Each state ρ ∈ E~ℓ is the barycenter of a unique probability
measure µρ which is supported on the set E(E~ℓ) ⊆ E~ℓ of extreme ~ℓ-periodic states:
ρ (A)
.
=
∫
E(E~ℓ)
ρˆ (A)µρ (dρˆ) , A ∈ U .
• By Theorem 5.8, the full long-range dynamics restricted to any extreme state ofE~ℓ is effectively
represented by a short-range quantum dynamics, explicitly depending on a state that evolves
according to the (effective) classical part of the dynamics. In particular, the effective short-range
quantum dynamics is non-autonomous. In this way, the full long-range dynamics emerges as
an intricate combination of classical and short-range quantum dynamics. This fact leads us to
5I.e., a positive and normalized continuous functional on the CAR algebra.
6Hρ is an Hilbert space, πρ : U → B (Hρ) a so-called representation of U , while Ωρ is a cyclic vector with respect to
πρ(U), i.e.,Hρ is the closure of (the linear span of) the set {π(A)Ωρ : A ∈ U}. See, e.g., [11, Section 2.3.3].
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consider the unital C∗-algebra C(E~ℓ;U) of continuous functions from E~ℓ to U as well as the
extension of elements of E~ℓ to states on C(E~ℓ;U), via the definition
ρ (f)
.
=
∫
E(E~ℓ)
ρˆ (f (ρˆ))µρ (dρˆ) , f ∈ C
(
E~ℓ;U
)
,
for any state ρ ∈ E~ℓ. This prescription is based on a (non-commutative) conditional expectation
naturally appearing in our setting. Observe that the function spaceC(E~ℓ;C) is the one on which
the classical dynamics considered in [1] runs.
• It is then tempting to use the direct integral(
H⊕ρ ≡
∫
E(E~ℓ)
Hρˆµ(dρˆ), π⊕ρ ≡
∫
E(E~ℓ)
πρˆµ(dρˆ), Ω
⊕
ρ ≡
∫
E(E~ℓ)
Ωρˆµ(dρˆ)
)
(4)
of the GNS representations (Hρˆ, πρˆ,Ωρˆ) of U associated with the extreme states ρˆ ∈ E(E~ℓ),
along with the (effective short-range) infinite-volume quantum dynamics in each fiber of the
direct integral, as given by Theorem 5.8.
• Constant functions of C(E~ℓ;U) are canonically seen here as elements of U , i.e., U ⊆ C(E~ℓ;U).
Note also that
π⊕ρ : C
(
E~ℓ;U
)→ B (H⊕ρ ) .
The triplet
(H⊕ρ , π⊕ρ |U ,Ω⊕ρ ) should give a cyclic representation of the C∗-algebra U , associated
with the generally non-extreme state ρ ∈ E~ℓ. This property is a consequence of Theorem
5.19 whenever the probability measure µρ is orthogonal. This fact is reminiscent of the Tomita
theorem [11, Proposition 4.1.22] and refers to a sufficient condition for the cyclicity of the
direct-integral representation.
• Orthogonality of the ergodic decomposition µρ of any ~ℓ-periodic state ρ ∈ E~ℓ is therefore
pivotal and thus proven in Theorem 5.1, using that ~ℓ-periodic states of the full CAR algebra U
are in one-to-one correspondence with ~ℓ-periodic states of the subalgebra U+ of even elements
of U . This identification is pivotal because, in contrast with U , U+ is asymptotically abelian
and this case is well-known. See, for instance, [11, Propositions 4.3.3 and 4.3.7].
• Theorems 5.1 and 5.19 yield Proposition 4.2 and the direct integral of GNS representations
given by (4) can in fact be used also as a good cyclic representation of theC∗-algebraC(E~ℓ;U),
associated with any ~ℓ-periodic (initial) state (seen as a state on C(E~ℓ;U), by the above pre-
scription). Applying Theorem 5.8 to each fiber of the direct integral, which corresponds to an
extreme ~ℓ-periodic state, we get – by integration – the (effective short-range) quantum part of
the full long-range dynamics, yielding the final results, i.e., Theorem 4.3 and Corollary 4.5.
To conclude, our main results are Proposition 4.2, Theorems 4.3, 5.1, 5.8, 5.19 and Corollary 4.5.
The paper is organized as follows: Section 2 explains the algebraic formulation of lattice-fermion
systems with short- and long-range interactions and we make explicit the problem of the thermody-
namic limit of their associated dynamics. Like in [1, 12], note that we prefer to use, from now on,
the term “long-range” instead of “mean-field”, since the latter can refer to different scalings. Our
description of long-range dynamics requires the mathematical framework of [9], which is thus pre-
sented in Section 3. Section 4 describes long-range dynamics, which are based on self-consistency
equations [1, Theorem 6.5]. Observe that we shortly explain the (effective) classical part of the long-
range dynamics in Section 4.1, while its (effective short-range) quantum part is given in detail in
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Section 4.2, which gathers the main results of the paper. All proofs are postponed to Section 5. Fi-
nally, Section 6 is a detailed appendix on the theory of direct integrals of measurable families of
Hilbert spaces, operators, von Neumann algebras and C∗-algebra representations. In this appendix
we aim at making the paper self-contained and a section of pedagogical interest for the non-expert. It
will additionally be useful in future applications of the general results presented here to the study of
KMS states of lattice-fermion or quantum-spin systems with long-range interactions.
In this paper, we only focus on lattice-fermion systems which are, from a technical point of view,
slightly more difficult than quantum-spin systems, because of a non-commutativity issue at different
lattice sites. However, all the results presented here hold true for quantum-spin systems, via obvious
modifications.
Notation 1.1
(i) A norm on a generic vector space X is denoted by ‖ · ‖X and the identity mapping of X by 1X .
The space of all bounded linear operators on (X , ‖ · ‖X ) is denoted by B(X ). The unit element of any
algebra X is denoted by 1, provided it exists. The scalar product of any Hilbert space H is denoted
by 〈·, ·〉H.
(ii) For any topological space X and normed space (Y , ‖ · ‖Y), C (X ;Y) denotes the space of con-
tinuous maps from X to Y . If X is a locally compact topological space, then Cb (X ;Y) denotes the
Banach space of bounded continuous mappings from X to Y along with the topology of uniform con-
vergence.
(iii) The notion of an automorphism depends on the structure of the corresponding domain. In alge-
bra, a (∗-) automorphism acting on a ∗-algebra is a bijective ∗-homomorphism from this algebra to
itself. In topology, an automorphism acting on a topological space is a self-homeomorphism, that is,
a homeomorphism of the space to itself.
2 Algebraic Formulation of Lattice-Fermion Systems
The mathematical framework used here is the same than in [1], including the notation. We thus give
it in a concise way and refer to [1] for more details.
2.1 CAR Algebra of Lattices
2.1.1 Background Lattice
Let L
.
= Zd for some fixed d ∈ N and Pf ⊆ 2L be the set of all non-empty finite subsets of L. In
order to define the thermodynamic limit, for simplicity, we use the cubic boxes
ΛL
.
= {(x1, . . . , xd) ∈ L : |x1|, . . . , |xd| ≤ L} ⊆ L , L ∈ N , (5)
as a so-called van Hove net. We also use a positive-valued symmetric function F : L2 → (0, 1] with
maximum value F (x, x) = 1 for all x ∈ L and satisfying
‖F‖1,L .= sup
y∈L
∑
x∈L
F (x, y) <∞ (6)
and
D
.
= sup
x,y∈L
∑
z∈L
F (x, z)F (z, y)
F (x, y)
<∞ . (7)
Explicit examples of such a function are given in [1, Section 3.1].
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2.1.2 The CAR C∗-Algebra
For any subsetΛ ⊆ L, UΛ is the separable universal unitalC∗-algebra generated by elements {ax,s}x∈Λ,s∈S
satisfying the canonical anti-commutation relations (CAR), S being some finite set of spins. Note that
we use the notation U ≡ UL and the subspace
U0 .=
⋃
Λ∈Pf
UΛ (8)
is a dense ∗-algebra of U . Elements of U0 are called local elements. The (real) Banach subspace of
all self-adjoint elements of U is denoted by UR  U .
2.1.3 Even Elements
The condition
σ(ax,s) = −ax,s, x ∈ Λ, s ∈ S , (9)
defines a unique ∗-automorphism σ of the C∗-algebra U . The subspace
U+ .= {A ∈ U : A = σ(A)} ⊆ U (10)
is the C∗-subalgebra of so-called even elements. U+ should be seen as more fundamental than U in
Physics, because of the local causality in quantum field theory.
Note that the fact that the local causality in quantum field theory can be invoked to see U+ as being
more fundamental than U in Physics does not prevent us from considering long-range interactions as
possibly fundamental interactions, as explained in the introduction. The choice of U+ only compel
us to consider (local) observables satisfying the local causality as measurable physical quantities,
the full energy of lattice Fermi systems with short-range or long-range interactions being generally
inaccessible in infinite volume. In fact, the long-range part yields possibly non-vanishing background
fields, in the spirit of the Higgs mechanism of quantum field theory, in a given representation of the
observable algebra, which is fixed by the initial state.
2.1.4 Translation Automorphisms
Translations refer to the group homomorphismx 7→ αx from (Zd,+) to the group of ∗-automorphisms
of U , which is uniquely defined by the condition
αx(ay,s) = ay+x,s , y ∈ L, s ∈ S . (11)
This group homomorphism is used below to define the notion of (space) periodicity of states as well
as the translation invariance of interactions of lattice-fermion systems.
2.2 State Space
2.2.1 Full State Space
The state space associated with U is defined by
E
.
= {ρ ∈ U∗ : ρ ≥ 0, ρ(1) = 1} . (12)
As explained in Section 5.1, E is a metrizable and weak∗-compact convex subset of the dual space U∗.
It is also the state space of the classical dynamics studied in [1,9]. By the Krein-Milman theorem [14,
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Theorem 3.23], E is the weak∗-closure of the convex hull of the (non-empty) set E(E) of its extreme
points, which turns out to be weak∗-dense [1, 9]:
E = coE (E) = E(E) . (13)
All state spaces we define below have this peculiar geometrical structure.
We define C (E;E) to be the set of weak∗-continuous functions from the state space E to itself,
endowed with the topology of uniform convergence. In other words, any net (fj)j∈J ⊆ C (E;E)
converges to f ∈ C (E;E) whenever
lim
j∈J
max
ρ∈E
|fj(ρ)(A)− f(ρ)(A)| = 0 , for all A ∈ U . (14)
We denote byAut (E)  C (E;E) the subspace of all automorphisms ofE, i.e., element of C (E;E)
with weak∗-continuous inverse. As is usual, we identify constant functions on R with elements of the
codomain of such a function:
E ⊆ C (R;E) and Aut (E) ⊆ C (R; Aut (E)) . (15)
2.2.2 Even States
The physically relevant set of states is the metrizable and weak∗-compact convex set of even states
defined by
E+
.
= {ρ ∈ E : ρ ◦ σ = ρ} , (16)
σ being the unique ∗-automorphism of U satisfying (9). The set E(E+) of extreme points of E+ is
also a weak∗-dense subset of E+:
E+ = coE (E+) = E(E+) .
See [1, Proposition 2.1].
2.2.3 Periodic States
For ~ℓ ∈ Nd, consider the subgroup (Zd~ℓ ,+) ⊆ (Zd,+), where
Zd~ℓ
.
= ℓ1Z× · · · × ℓdZ . (17)
Any state ρ ∈ E satisfying ρ ◦ αx = ρ for all x ∈ Zd~ℓ is called Zd~ℓ -invariant on U or ~ℓ-periodic, αx
being the unique ∗-automorphism of U satisfying (11). Translation-invariant states refer to (1, · · · , 1)-
periodic states. For any ~ℓ ∈ Nd, the metrizable and weak∗-compact convex set
E~ℓ
.
=
{
ρ ∈ E : ρ ◦ αx = ρ for all x ∈ Zd~ℓ
}
(18)
is called the ~ℓ-periodic-state space. By [12, Lemma 1.8], periodic states are even and, by [1, Proposi-
tion 2.3], the set
Ep
.
=
⋃
~ℓ∈Nd
E~ℓ (19)
of all periodic states is a weak∗-dense subset of even states. For any ~ℓ ∈ Nd, the set E(E~ℓ) of extreme
points of E~ℓ is a weak
∗-dense Gδ subset of E~ℓ:
E~ℓ = coE(E~ℓ) = E(E~ℓ) , ~ℓ ∈ Nd . (20)
In fact, up to an affine homeomorphism, for any ~ℓ ∈ Nd, E~ℓ is the so-called Poulsen simplex [12,
Theorem 1.12]. This property is well-known and also holds true for lattice quantum spin systems [11,
Example 4.3.26 and discussions p. 464].
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2.3 Banach Spaces of Short-Range Interactions
2.3.1 Complex Interactions
A (complex) interaction is a mapping Φ : Pf → U+ such that ΦΛ ∈ UΛ for all Λ ∈ Pf . The set
V of all interactions can be naturally endowed with the structure of a complex vector space and the
involution
Φ 7→ Φ∗ .= (Φ∗Λ)Λ∈Pf . (21)
An interaction Φ is, by definition, self-adjoint if Φ = Φ∗. The set of all self-adjoint interactions forms
a real subspace of the space of all interactions.
2.3.2 Short-Range Interactions
The separable Banach space of short-range interactions is defined by
W .= {Φ ∈ V : ‖Φ‖W <∞} (22)
with the norm ofW being defined, from the positive-valued symmetric function F of Section 2.1, by
‖Φ‖W .= sup
x,y∈L
∑
Λ∈Pf , Λ⊇{x,y}
‖ΦΛ‖U
F (x, y)
. (23)
The (real) Banach subspace of all self-adjoint interactions is denoted byWR  W , similar to UR  U .
2.3.3 Translation-Invariant Interactions
By definition, the interaction Φ is translation-invariant if
ΦΛ+x = αx (ΦΛ) , x ∈ Zd, Λ ∈ Pf , (24)
where
Λ + x
.
= {y + x ∈ L : y ∈ Λ} . (25)
Here, {αx}x∈Zd is the family of (translation) ∗-automorphisms of U defined by (11). We then denote
byW1  W the (separable) Banach subspace of translation-invariant, short-range interactions on L.
2.3.4 Finite-Range Interactions
For any Λ ∈ Pf , we define the closed subspace7
WΛ .= {Φ ∈ W1 : ΦZ = 0 whenever Z * Λ, Z ∋ 0} (26)
of finite-range translation-invariant interactions. Note that, for any Λ ∈ Pf and ~ℓ ∈ Nd,
WΛ ⊆
{
Φ ∈ W1 : eΦ,~ℓ ∈ UΛ(~ℓ)
}
⊆ W1 , (27)
where, for any Φ ∈ W and ~ℓ ∈ Nd,
eΦ,~ℓ
.
=
1
ℓ1 · · · ℓd
∑
x=(x1,...,xd), xi∈{0,...,ℓi−1}
∑
Z∈Pf , Z∋x
ΦZ
|Z| (28)
and
Λ(
~ℓ) .= ∪{Λ+ x : x = (x1, . . . , xd), xi ∈ {0, . . . , ℓi − 1}} ∈ Pf . (29)
From Equations (6) and (23), observe that
‖eΦ,~ℓ‖U ≤ ‖F‖1,L ‖Φ‖W , Φ ∈ W, ~ℓ ∈ Nd. (30)
7This follows from the continuity and linearity of the mappings Φ 7→ ΦZ for all Z ∈ Pf .
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2.4 Banach Space of Long-Range Models
2.4.1 Self-Adjoint Measures on Interactions
Let S be the unit sphere ofW1. For any n ∈ N and any finite signed Borel measure a on the Cartesian
product Sn (endowed with its product topology), we define the finite signed Borel measure a∗ to be
the pushforward of a through the automorphism(
Ψ(1), . . . ,Ψ(n)
) 7→ ((Ψ(n))∗, . . . , (Ψ(1))∗) ∈ Sn (31)
of Sn as a topological space. A finite signed Borel measure a on Sn is, by definition, self-adjoint
whenever a∗ = a. For any n ∈ N, the real Banach space of self-adjoint, finite, signed Borel measures
on Sn endowed with the norm
‖a‖S(Sn) .= |a|(Sn) , n ∈ N , (32)
is denoted by S(Sn).
2.4.2 Sequences of Self-Adjoint Measures on Interactions
Endowed with point-wise operations, S is the real Banach space of all sequences a ≡ (an)n∈N of
self-adjoint, finite signed Borel measures an ∈ S(Sn), along with the (finite) norm
‖a‖S .=
∑
n∈N
n2 ‖F‖n−11,L ‖an‖S(Sn) , a ≡ (an)n∈N ∈ S . (33)
Recall thatF : L2 → (0, 1] is any positive-valued symmetric function with maximum valueF (x, x) =
1 for all x ∈ L, satisfying Equations (6)-(7).
2.4.3 Long-Range Models
The separable Banach space of long-range models is defined by
M .= {m ∈ WR × S : ‖m‖M <∞} , (34)
where the norm ofM is defined from (23) and (33) by
‖m‖M .= ‖Φ‖W + ‖a‖S , m .= (Φ, a) ∈M . (35)
The spacesWR and S are canonically seen as subspaces ofM, i.e.,
WR ⊆M and S ⊆ M . (36)
In particular, Φ ≡ (Φ, 0) ∈M for Φ ∈ WR. Similar to (26), we define the subspaces
MΛ .=WR × SΛ ⊆M , Λ ∈ Pf , (37)
where, for any Λ ∈ Pf ,
SΛ .= {(an)n∈N ∈ S : ∀n ∈ N, |an|(Sn) = |an|((S ∩WΛ)n)} . (38)
Note that
M0 .=
⋃
L∈N
MΛL
is a dense subspace ofM.
Long-range modelsm
.
= (Φ, a) are not necessarily translation-invariant, because of its short-range
component Φ which may be non-translation-invariant, and we define
M1 .=
(W1 ∩WR)× S  M (39)
to be the Banach space of all translation-invariant long-range models.
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2.5 Local Energies
2.5.1 Local Energy Elements of Short-Range Interactions
The local energy elements of any complex interaction Φ ∈ W are defined by
UΦL
.
=
∑
Λ⊆ΛL
ΦΛ ∈ UΛL ∩ U+ , L ∈ N . (40)
Note that ∥∥UΦL ∥∥U ≤ |ΛL| ‖F‖1,L ‖Φ‖W , L ∈ N, Φ ∈ W . (41)
By [1, Proposition 3.2], for any ~ℓ ∈ Nd, ~ℓ-periodic state ρ ∈ E~ℓ (18) and translation-invariant complex
interaction Φ ∈ W1,
lim
L→∞
ρ
(
UΦL
)
|ΛL| = ρ(eΦ,~ℓ)
with eΦ,~ℓ being the even observable defined by (28).
2.5.2 Local Energy Elements of Long-Range Models
The local Hamiltonians of any model m
.
= (Φ, a) ∈M are the (well-defined) self-adjoint elements
UmL
.
= UΦL +
∑
n∈N
1
|ΛL|n−1
∫
Sn
UΨ
(1)
L · · ·UΨ
(n)
L an
(
dΨ(1), . . . , dΨ(n)
)
, L ∈ N . (42)
Note that U
(Φ,0)
L
.
= UΦL for Φ ∈ WR (cf. (36)) and straightforward estimates yield the bound
‖UmL ‖U ≤ |ΛL| ‖F‖1,L ‖m‖M , L ∈ N , (43)
by Equations (32)-(35) and (41).
2.6 Dynamical Problem Associated with Long-Range Interactions
2.6.1 Local Dynamics on the CAR Algebra
Local derivations: The local (symmetric) derivations {δmL}L∈N  B(U) associated with any model
m ∈M are defined by
δmL(A)
.
= i [UmL , A]
.
= i (UmLA− AUmL ) , A ∈ U , L ∈ N . (44)
Note that δ
(Φ,0)
L ≡ δΦL for L ∈ N and Φ ∈ WR (cf. (36)).
Local non-autonomous dynamics: Let m ∈ C(R;M) be a continuous function from R to the Banach
spaceM. Then, for any L ∈ N, there is a unique (fundamental) solution (τ (L,m)t,s )s,t∈R in B(U) to the
(finite-volume) non-autonomous evolution equations
∀s, t ∈ R : ∂sτ (L,m)t,s = −δm(s)L ◦ τ (L,m)t,s , τ (L,m)t,t = 1U , (45)
and
∀s, t ∈ R : ∂tτ (L,m)t,s = τ (L,m)t,s ◦ δm(t)L , τ (L,m)s,s = 1U . (46)
In these two equations, 1U refers to the identity mapping of U . Note also that, for any L ∈ N and
m ∈ C(R;M), (τ (L,m)t,s )s,t∈R is a continuous two-parameter family of ∗-automorphisms of U that
satisfies the (reverse) cocycle property
∀s, r, t ∈ R : τ (L,m)t,s = τ (L,m)r,s τ (L,m)t,r .
Again, τ
(L,(Ψ,0))
t,s ≡ τ (L,Ψ)t,s for s, t ∈ R, L ∈ N and Ψ ∈ C(R;WR) (cf. (36)).
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2.6.2 Dynamical Problem at Infinite Volume
For any Ψ ∈ C(R;WR), (τ (L,Ψ)t,s )s,t∈R, L ∈ N, converges strongly, uniformly for s, t on compacta,
to a strongly continuous two-parameter family (τΨt,s)s,t∈R of ∗-automorphisms of U , as stated in [1,
Proposition 3.7]. The main aim of this paper is to make sense of the thermodynamic limit
lim
L→∞
τ
(L,m)
t,s (A) , s, t ∈ R, A ∈ U ,
for anym ∈ C(R;MΛ), whereMΛ is the space of long-range models defined by (37)-(38) for a fixed
Λ ∈ Pf . This cannot be done within the C∗-algebra U , as explained in [1, Section 4.3], but by using
appropriate representations of U .
3 State-Dependent Interactions and Dynamics
The long-range dynamics takes place in the space C(E;U) of U-valued weak∗-continuous functions
on the metrizable compact space E, a quantum C∗-algebra of continuous functions on states. As
explained in [1, Section 6.6], it is used to construct the infinite-volume limit of non-autonomous
dynamics of time-dependent long-range models within a cyclic representation associated with some
periodic state. We show that, generically at infinite-volume, the long-range dynamics is equivalent to
an intricate combination of classical and short-range quantum dynamics. Similar to [9], the existence
of both dynamics will be a (non-trivial) consequence of the well-posedness of a self-consistency
problem, see [1, Theorem 6.5].
3.1 The Quantum C∗-Algebra of Continuous Functions on States
3.1.1 Quantum Algebra
Endowed with the point-wise ∗-algebra operations inherited from U , C(E;U) is the unitalC∗-algebra
denoted by
U ≡ UL .= (C (E;U) ,+, ·C,×,∗ , ‖·‖U) . (47)
The unique C∗-norm ‖·‖U is the supremum norm:
‖f‖U .= maxρ∈E ‖f (ρ)‖U , f ∈ U . (48)
The (real) Banach subspace of all UR-valued functions is denoted by UR  U. We identify the
primordial C∗-algebra U with the subalgebra of constant functions of U, i.e., U ⊆ U.
3.1.2 Local Elements
Similar to (8), we define the ∗-subalgebras
UΛ
.
= {f ∈ U : f (E) ⊆ UΛ} , Λ ∈ Pf , (49)
and
U0
.
=
⋃
Λ∈Pf
UΛ ⊆ U , (50)
which is a dense ∗-subalgebra of U. See [1, Section 5.3].
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3.1.3 Even Elements
The ∗-automorphism σ of U uniquely defined by (9) naturally induces a ∗-automorphism Ξ of U
defined by
[Ξ (f)] (ρ)
.
= σ (f (ρ)) , ρ ∈ E, f ∈ U . (51)
The set
U+
.
= {f ∈ U : f = Ξ(f)} = {f ∈ U : f (E) ⊆ U+} ⊆ U (52)
of all even U-valued continuous functions is a C∗-subalgebra of U. Compare with (10).
3.1.4 Translation Automorphisms
The ∗-automorphisms αx, x ∈ Zd, of U uniquely defined by (11) naturally induce a group homomor-
phism x 7→ Ax from (Zd,+) to the group of ∗-automorphisms of U, defined by
[Ax (f)] (ρ)
.
= αx (f (ρ)) , ρ ∈ E, f ∈ U, x ∈ Zd . (53)
These ∗-automorphisms represent the translation group in U.
3.2 The Classical C∗-Algebra of Continuous Functions on States
3.2.1 Classical Algebra
Endowed with point-wise vector space operations and complex conjugation, C(E;C) is the unital
commutative C∗-algebra denoted by
C
.
=
(
C (E;C) ,+, ·C,×, (·), ‖·‖C
)
, (54)
where the corresponding (unique) C∗-norm is
‖f‖C .= maxρ∈E |f (ρ)| , f ∈ C . (55)
The (real) Banach subspace of all real-valued functions of C is denoted by CR  C. The C∗-algebra
C is separable, E being metrizable and compact.
The classical dynamics takes place in C. This unital commutative C∗-algebra is identified with
the subalgebra of functions of U whose values are multiples of the unit 1 ∈ U . In other words, we
have the canonical inclusion C ⊆ U.
3.2.2 Poisson Bracket for Polynomial Functions
Elements of the (separable and unital) C∗-algebra U naturally define continuous affine functions Aˆ ∈
C by
Aˆ (ρ)
.
= ρ (A) , ρ ∈ E, A ∈ U . (56)
This mapping A 7→ Aˆ is a linear isometry from UR to CR. We denote by
CU0
.
= C[{Aˆ : A ∈ U0}] ⊆ C (57)
the subalgebras of polynomials in the elements of {Aˆ : A ∈ U0}, with complex coefficients. Note
that CU0 is dense in C, i.e., C = CU0 (the Stone-Weierstrass theorem).
In [1, Section 5.2] we define a Poisson bracket
{·, ·} : CU0 × CU0 → C ,
i.e., a skew-symmetric biderivation satisfying the Jacobi identity. This Poisson bracket can be ex-
tended to any continuously differentiable real-valued functions on the state space E. For more details,
see [1, Section 5.2] as well as [9, Section 3]. In fact, it is not really used in this paper and is only
shortly mentioned in order to establish a connection between the results of this paper and those of [1].
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3.3 Banach Spaces of State-Dependent Short-Range Interactions
3.3.1 Complex State-Dependent Interactions
As is done in Section 2.3, a state-dependent (complex) interaction is defined to be a mapping Φ :
Pf → U+ such that ΦΛ ∈ UΛ for any Λ ∈ Pf . See Equations (49) and (52). The set V of all state-
dependent interactions is naturally endowed with the structure of a complex vector space and with the
involution
Φ 7→ Φ∗ .= (Φ∗Λ)Λ∈Pf . (58)
Self-adjoint state-dependent interactionsΦ are, by definition, those satisfyingΦ = Φ∗.
3.3.2 Short-Range State-Dependent Interactions
Similar to the Banach spaceW of short-range interactions, we define a Banach space
W
.
= {Φ ∈ V : ‖Φ‖W <∞}
of state-dependent short-range interactions by using the norm
‖Φ‖W .= sup
x,y∈L
∑
Λ∈Pf , Λ⊇{x,y}
‖ΦΛ‖U
F (x, y)
.
Compare with (23). The (real) Banach subspace of all self-adjoint state-dependent interactions is
denoted byWR  W.
3.3.3 Approximating Interactions of Long-Range Models
In order to simplify the notation, for anyΨ ∈ C(R;W) and ρ ∈ E,Ψ (ρ) ∈ C(R;W) stands for the
time-dependent interaction defined by
Ψ (ρ) (t)
.
= Ψ (t; ρ) , ρ ∈ E, t ∈ R . (59)
For any Ψ ∈ W and ρ ∈ E, we define
⌊ρ; Ψ⌋~ℓ
.
= Ψ (60)
and, for any n ≥ 2 and all interactions Ψ(1), . . . ,Ψ(n) ∈ W1,⌊
ρ; Ψ(1), . . . ,Ψ(n)
⌋
~ℓ
.
=
n∑
m=1
Ψ(m)
∏
j∈{1,...,n},j 6=m
ρ(eΨ(j),~ℓ) ∈ W1 , ρ ∈ E . (61)
The pertinence of these objects is explained in [1, Section 6.4]. They yield an approximating (state-
dependent, short-range) interaction, which is ubiquitous in the study of the infinite-volume dynamics
of lattice-fermion (or quantum-spin) systems with long-range interactions.
Definition 3.1 (Non-autonomous approximating interactions)
For ~ℓ ∈ Nd and any continuous functions m = (Φ(t), a(t))t∈R ∈ C (R;M), ξ ∈ C (R;E), we define
the mapping Φ(m,ξ) from R toWR by
Φ(m,ξ) (t)
.
= Φ(t) +
∑
n∈N
∫
Sn
⌊
ξ (t) ; Ψ(1), . . . ,Ψ(n)
⌋
~ℓ
a (t)n
(
dΨ(1), . . . , dΨ(n)
)
, t ∈ R .
If ξ ∈ C (R; Aut (E)) then a mappingΦ(m,ξ) from R toWR is defined, for any ρ ∈ E and t ∈ R, by
Φ
(m,ξ) (t; ρ)
.
= Φ(t) +
∑
n∈N
∫
Sn
⌊
ξ (t; ρ) ; Ψ(1), . . . ,Ψ(n)
⌋
~ℓ
a (t)n
(
dΨ(1), . . . , dΨ(n)
)
.
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Recall that Aut (E)  C (E;E) is the subspace of all automorphisms of E, i.e., weak∗-continuous
state-valued functions over E with weak∗-continuous inverse. The topology in Aut (E) is the one of
C (E;E), that is, the topology of uniform convergence (cf. (14)). Recall also the identifications (15).
By [1, Lemma 6.4], note finally that, for any m ∈ C (R;M) and ξ ∈ C (R;E),∥∥Φ(m,ξ) (t)∥∥
W
≤ ‖m (t)‖M , t ∈ R . (62)
3.4 State-Dependent Quantum Dynamics
Limit derivations: Using that U0 = span {CU0}, we define the symmetric derivations δΦ associated
with any Φ ∈W on the dense subset U0 (50) by[
δΦ(fA)
]
(ρ)
.
= f (ρ) δΦ(ρ)(A) , ρ ∈ E, f ∈ C, A ∈ U0 .
The right-hand side of the above equation defines an element of U, by [1, Corollary 3.5]. If Φ ∈ WR
then the symmetric derivation δΦ is (norm-) closable. See [1, discussions after Definition 6.1].
State-dependent dynamics: AnyΨ ∈ C(R;WR) determines a two-parameter family TΨ ≡ (TΨt,s)s,t∈R
of ∗-automorphisms of U defined by[
TΨt,s (f)
]
(ρ)
.
= τ
Ψ(ρ)
t,s (f (ρ)) , ρ ∈ E, f ∈ U, s, t ∈ R , (63)
where the two-parameter family (τΨt,s)s,t∈R of ∗-automorphisms of U is the strong limit of (τ (L,Ψ)t,s )s,t∈R,
L ∈ N, which is defined by (45)-(46). See [1, Proposition 3.7]. The right-hand side of (63) defines an
element of U. In fact, by [1, Proposition 6.4], for any Ψ ∈ C(R;WR), TΨ ≡ (TΨt,s)s,t∈R is a strongly
continuous two-parameter family of ∗-automorphisms of U, which is the unique solution in B(U) to
the non-autonomous evolution equation
∀s, t ∈ R : ∂tTΨt,s = TΨt,s ◦ δΨ(t) , TΨs,s = 1U , (64)
in the strong sense on the dense subspace U0 ⊆ U, 1U being the identity mapping of U. It satisfies, in
particular, the reverse cocycle property:
∀s, r, t ∈ R : TΨt,s = TΨr,sTΨt,r . (65)
4 Long-Range Dynamics
4.1 Classical Part of Long-Range Dynamics
We show that, generically, long-range (or mean-field) dynamics are equivalent to intricate combina-
tions of classical and short-range quantum dynamics. The existence of both dynamics is a (non-trivial)
consequence of the well-posedness of the self-consistency problem of [1, Theorem 6.5]:
Theorem 4.1 (Self-consistency equations)
Fix Λ ∈ Pf and m ∈ Cb(R;MΛ). There is a unique̟m ∈ C (R2; Aut (E)) such that
̟m (s, t; ρ) = ρ ◦ τΦ(m,̟
m(α,·))(ρ)
t,s |α=s , s, t ∈ R ,
with the strongly continuous two-parameter family (τΨt,s)s,t∈R being, at fixed s, t ∈ R, the strong limit
of the local dynamics (τ
(L,Ψ)
t,s )s,t∈R defined by (45)-(46) for any Ψ ∈ C(R;WR). See [1, Proposition
3.7]. Note that, above, we use the notation (59).
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The continuous family ̟m of Theorem 4.1 yields a family (V mt,s)s,t∈R of ∗-automorphisms of
C
.
= C (E;C) defined by
V mt,s (f)
.
= f ◦̟m (s, t) , f ∈ C, s, t ∈ R . (66)
It is a strongly continuous two-parameter family defining a classical dynamics on the classical C∗-
algebra C of continuous complex-valued functions on states, defined by (54)-(55).
This classical dynamics is a Feller evolution, as explained in [1, Section 6.5]. Additionally, the
classical flow̟m (s, t), s, t ∈ R, conserves the even-state space E+. Thus, V mt,s can be seen as either
a mapping from C(E+;C) to itself or from C(E\E+;C) to itself:
V mt,s (f |E+) .=
(
V mt,sf
) |E+ , V mt,s (f |E\E+) .= (V mt,sf) |E\E+ , f ∈ C, s, t ∈ R .
Recall that E+ is the (physically relevant) weak∗-compact convex set of even states defined by (16).
If F decays sufficiently fast, as |x− y| → ∞, then, using the local classical energy functions [1,
Definition 6.8] associated with m ∈M, that is, the functions
hmL
.
= ÛΦL +
∑
n∈N
1
|ΛL|n−1
∫
Sn
ÛΨ
(1)
L · · · ÛΨ(n)L a (t)n
(
dΨ(1), . . . , dΨ(n)
)
, L ∈ N ,
(see (56)), we prove in [1, Theorem 6.10] that, for any s, t ∈ R, f ∈ CU0 and m ∈ Cb(R;MΛ ∩M1),
∂tV
m
t,s (f) |Ep = lim
L→∞
V mt,s
(
{hm(t)L , f}
)
|Ep
while, for any m ∈ Cb(R;MΛ),
∂sV
m
t,s (f) |Ep = − lim
L→∞
{hm(s)L , V mt,s(f)}|Ep ,
where {·, ·} is the Poisson bracket referred to in Section 3.2.2. All limits have to be understood in
the point-wise sense on the metrizable weak∗-dense (in E+) convex set Ep of periodic states defined
by (19). These non-trivial statements are proven from Lieb-Robinson bounds for multi-commutators
derived in [13]. In the autonomous situation, we obtain the usual (autonomous) dynamics of classical
mechanics written in terms of Poisson brackets (see, e.g., [15, Proposition 10.2.3]), i.e., Liouville’s
equation. See [1, Corollary 6.11].
4.2 Quantum Part of Long-Range Dynamics
The classical part of the dynamics of lattice-fermion systems with long-range interactions, which is
defined within the classical C∗-algebra C defined by (54)-(55), is shown to result from the solution to
the self-consistency equation of Theorem 4.1.
As soon as only the classical part of the long-range dynamics is concerned, there is no need to
assume any additional property on initial states. However, for the quantum part, we need periodic
states as initial states. Note that the set of all periodic states is still a weak∗-dense subset of the
physically relevant space E+ of all even states, by [1, Proposition 2.3].
Fix from now on ~ℓ ∈ Nd and consider the metrizable and weak∗-compact convex set E~ℓ of ~ℓ-
periodic states defined by (18), with E(E~ℓ) being its (non-empty) set of extreme points. By the
Choquet theorem [12, Theorem 10.18], for any state ρ ∈ E~ℓ,
ρ (A) =
∫
E~ℓ
ρˆ (A)µρ (dρˆ) =
∫
E(E~ℓ)
ρˆ (A)µρ (dρˆ) , A ∈ U , (67)
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where µρ ≡ µ(
~ℓ)
ρ is the (unique) orthogonal probability measure of Theorem 5.1. Then, any state
ρ ∈ E~ℓ ⊆ U∗ naturally extends to a state on the quantum C∗-algebra U of continuous U-valued
functions on states, also denoted by ρ ∈ U∗, via the definition
ρ (f)
.
=
∫
E(E~ℓ)
ρˆ (f (ρˆ))µρ (dρˆ) , f ∈ U . (68)
Cf. Definition 5.18 with X = U and F = E~ℓ. Note that this extension equals µρ ◦ Ξ, where µρ is a
seen as a state on C and Ξ is the conditional expectation from U to C ⊆ U defined by
Ξ (f) (ρ) = ρ (f (ρ)) , ρ ∈ E .
Observe that this extension is ~ℓ-dependent: If ~ℓ1, ~ℓ2 ∈ Nd is such that Zd~ℓ1 ⊆ Z
d
~ℓ2
(see (17)), then
E~ℓ2 ⊆ E~ℓ1 , but an extreme state of E~ℓ2 is not necessarily an extreme state of E~ℓ1 . Nevertheless,
if ρ ∈ E~ℓ2 then the unique probability measure µ
(~ℓ1)
ρ representing ρ in E~ℓ1 is directly related to the
unique one µ
(~ℓ2)
ρ representing ρ in E~ℓ2 . In fact, µ
(~ℓ2)
ρ is the pushforward of µ
(~ℓ1)
ρ through a natural
space-averaging mapping x~ℓ1,~ℓ2 (see (88)). This is shown in Corollary 5.3. For any ρ ∈ E~ℓ2 and any
function f ∈ U satisfying
Ξ (f) ◦ x~ℓ1,~ℓ2 (ρˆ) = Ξ (f) (ρˆ) , ρˆ ∈ E(E~ℓ1) , (69)
it follows that
ρ(
~ℓ1) (f)
.
=
∫
E(E~ℓ1
)
ρˆ (f (ρˆ))µ(
~ℓ1)
ρ (dρˆ) =
∫
E(E~ℓ2
)
ρˆ (f (ρˆ))µ(
~ℓ2)
ρ (dρˆ)
.
= ρ(
~ℓ2) (f) . (70)
In general, ρ(
~ℓ1) and ρ(
~ℓ2) are two different extensions to U of the state ρ ∈ E~ℓ2 ⊆ E~ℓ1 . In other words,
the state of U∗ defined by (68) is ~ℓ-dependent. For instance, the set E(1,...,1) of all translation-invariant
states satisfies
E(1,...,1) ⊆
⋂
~ℓ∈Nd
E~ℓ
and an arbitrary ρ ∈ E(1,...,1) generally leads to a different extended state of U∗ for each ~ℓ ∈ Nd.
A very nice characterization of cyclic representations of such an extension of a periodic state
ρ ∈ E~ℓ ⊆ U∗ is given in Theorem 5.19, the main assertions of which can be phrased as follows, for
lattice fermion systems:
Proposition 4.2 (Cyclic representations of periodic states)
Fix ~ℓ ∈ Nd and ρ ∈ E~ℓ, seen as a state of either U∗ or U∗.
(i) Let (Hρ, πρ,Ωρ) be any cyclic representation of ρ ∈ U∗. Then, there exists a unique representation
Πρ of U onHρ such that Πρ|U = πρ and (Hρ,Πρ,Ωρ) is a cyclic representation of ρ ∈ U∗.
(ii) Conversely, let (Hρ,Πρ,Ωρ) be any cyclic representation of ρ ∈ U∗. Then, (Hρ,Πρ|U ,Ωρ) is a
cyclic representation of ρ ∈ U∗,
[Πρ (U)]
′′ = [Πρ (U)]′′ and [Πρ (C)]′′ ⊆ [Πρ (U)]′ ∩ [Πρ (U)]′′ .
Proof. Apply Theorem 5.19 for X = U , F = E and µ = µρ, observing that µρ is the unique Choquet
measure, relative to the simplexE~ℓ, representing ρ, i.e., ρ is the barycenter of µρ. As a measure on E,
µρ is an orthogonal measure. See Theorem 5.1.
Note that the representation Πρ in Proposition 4.2 is of course ~ℓ-dependent. Recall now the following
objects introduced above:
18
• For any Λ ∈ Pf and m ∈ Cb(R;MΛ), ̟m ∈ C (R2; Aut (E)) is the solution to the self-
consistency equation of Theorem 4.1, proven in [1, Theorem 6.5].
• For anyΨ ∈ C(R;WR), (TΨt,s)s,t∈R is the strongly continuous two-parameter family of ∗-auto-
morphisms of U defined by Equation (63).
• For any m ∈ C (R;M) and each ξ ∈ C (R; Aut (E)), Φ(m,ξ) is the mapping from R to WR of
Definition 3.1. By (62), if m ∈ C (R;M) and ξ ∈ C (R; Aut (E)) then Φ(m,ξ) ∈ C(R;WR).
• M1 is the Banach space of all translation-invariant long-range models defined by (39).
Using the orthogonality of the probability measures µρ and the ergodicity of extreme states of E~ℓ,
we obtain the existence of the quantum part of long-range dynamics, which is the main result of this
paper:
Theorem 4.3 (Quantum part of long-range dynamics)
Fix Λ ∈ Pf , m ∈ Cb(R;MΛ ∩M1), ~ℓ ∈ Nd and ρ ∈ E~ℓ. Let (Hρ,Πρ,Ωρ) be a cyclic representation
of ρ, seen as a state (68) of U∗. Then, for any s, t ∈ R and A ∈ U ⊆ U, in the σ-weak topology,
lim
L→∞
πρ
(
τ
(L,m)
t,s (A)
)
= lim
L→∞
Πρ
(
τ
(L,m)
t,s (A)
)
= Πρ
(
TΦ
(m,̟m(α,·))
t,s (A)
)∣∣∣
α=s
∈ B (Hρ) . (71)
If ~ℓ1, ~ℓ2 ∈ Nd is such that Zd~ℓ1 ⊆ Z
d
~ℓ2
and ρ ∈ E~ℓ2 ⊆ E~ℓ1 then the extension of the state of U∗ taken
in Theorem 4.3, and thus the representation Πρ, depends on whether one sees ρ as an element of E~ℓ2
or E~ℓ1 . However, the left-hand side of (71) does not depend on this choice, obviously. So the same
is also true for the right-hand side of (71). This can directly be seen from (69)-(70) and the direct
integral decomposition (73) of Πρ, by proving that the function
ρ 7→ TΦ(m,̟m(α,ρ))t,s (A)
of U satisfies (69). See Lemma 5.2 (ii). This optional proof is not done here.
Because of Theorem 4.3, the state ρ ◦ τ (L,m)t,s converges in the weak∗-topology to the restriction to
U of the state
ρt,s
.
= ρ ◦ TΦ(m,̟m(α,·))t,s |α=s ∈ U∗ .
This restriction is thus, by definition, the (~ℓ-periodic) state of the system at time t ∈ R when the
state at initial time s is ρ ∈ E~ℓ. Since the exact time evolution of long-range order takes places in a
C∗-algebra U larger than U , one expects that, in general, the mapping ρ 7→ ρt,s|U from E~ℓ to itself
does not preserve the entropy density of the initial state.
Before giving the proof of Theorem 4.3, we first explain its heuristics: Take Λ ∈ Pf , m ∈
Cb(R;MΛ ∩ M1), ~ℓ ∈ Nd and any extreme (or ergodic) state ρˆ ∈ E(E~ℓ) ⊆ E~ℓ. In this case,
the (unique) probability measure µρˆ of Theorem 5.1 is the atomic one with the singleton {ρˆ} as its
support. See (67). Then,
Πρˆ (f) = πρˆ (f (ρˆ)) , f ∈ U .
Compare with Equation (73) below. In particular, Πρˆ(U) = πρˆ(U). Similarly, for any s, t ∈ R,
Πρˆ
(
TΨt,s (f)
)
= πρˆ
(
τ
Ψ(ρˆ)
t,s (f (ρˆ))
)
, Ψ ∈ C(R;WR) ,
using the notation (59). By Theorem 4.3, for any s, t ∈ R and A ∈ U ,
πρˆ
(
τ
Φ
(m,̟m(α,·))(ρˆ)
t,s (A) |α=s − τ (L,m)t,s (A)
)
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σ-weak converges to 0, as L → ∞. In fact, the derivation of this statement for extreme (ergodic)
states is the starting point of the proof of Theorem 4.3 and corresponds to Theorem 5.8.
Now, if the periodic state is non-extreme, we use its Choquet decomposition (on extreme states),
as stated in Theorem 5.1. To illustrate this, take, for instance, any state of the form
ρλ = (1− λ) ρˆ0 + λρˆ1 , λ ∈ (0, 1) , ρˆ0 6= ρˆ1 ∈ E(E~ℓ) ,
i.e., ρλ is a non-trivial convex combination of two different extreme states of E~ℓ. Assume
8 that(Hρλ , πρλ ,Ωρλ) = (Hρˆ0 ⊕Hρˆ1 , πρˆ0 ⊕ πρˆ1 ,√1− λΩρˆ0 ⊕√λΩρˆ1)
is a cyclic representation of ρλ for λ ∈ (0, 1), where, as before, (Hρ, πρ,Ωρ) is any cyclic representa-
tion of ρ ∈ E~ℓ. In this case, for any f ∈ U,
Πρλ (f) = πρˆ0 (f (ρˆ0))⊕ πρˆ1 (f (ρˆ1)) and Πρλ(U) = πρˆ0(U)⊕ πρˆ1(U) .
Compare with Equation (73)9 below. It follows that, for any s, t ∈ R,
Πρλ
(
TΨt,s (f)
)
= πρˆ0
(
τ
Ψ(ρˆ0)
t,s (f (ρˆ0))
)
⊕ πρˆ1
(
τ
Ψ(ρˆ1)
t,s (f (ρˆ1))
)
, Ψ ∈ C(R;WR) .
By Theorem 4.3 applied to the extreme states ρˆ0, ρˆ1 ∈ E(E~ℓ), for any t ∈ R and A ∈ U ,
πρˆ0
(
τ
Φ
(m,̟m(α,·))(ρˆ0)
t,s (A)
)
⊕ πρˆ1
(
τ
Φ
(m,̟m(α,·))(ρˆ1)
t,s (A)
)
|α=s − πρλ
(
τ
(L,m)
t,s (A)
)
σ-weak converges to 0, as L → ∞. The proof of Theorem 4.3 in the general case is essentially
the same, except that one has to use the direct integral decomposition theory instead of finite direct
sums. This theory for non-constant Hilbert spaces and von Neumann algebras as well as for GNS
representations of a family of states is highly non-trivial, but it is a mature subject of mathematics.
We review it in Section 6 and use this theory to prove below Theorem 4.3 in the general case:
Proof. Fix Λ ∈ Pf , m ∈ Cb(R;MΛ ∩ M1) and ~ℓ ∈ Nd. For any ρ ∈ E~ℓ, there is a unique
probability measure µρ on E~ℓ satisfying (67). By Theorem 5.1, this probability measure is orthogonal
and supported in the Borel set E(E~ℓ) (which is not a closed set). Therefore, by orthogonality of the
measure µρ (Theorem 5.1) and Theorem 5.19 (i) with X = U and F = E~ℓ, a cyclic representation of
ρ ∈ U∗ is given by (H⊕ρ ,Π⊕ρ ,Ω⊕ρ ) with
H⊕ρ .=
∫
E~ℓ
Hρˆµρ (dρˆ) , Ω⊕ρ .=
∫
E~ℓ
Ωρˆµρ (dρˆ) (72)
and Π⊕ρ being the (direct integral) representation of U onH⊕ρ defined by
Π⊕ρ (f)
.
=
∫
E~ℓ
πρˆ(f(ρˆ))µρ(dρˆ) , f ∈ U , (73)
where (Hρˆ, πρˆ,Ωρˆ) in all integrals are always the GNS representation of ρˆ ∈ E~ℓ. Since µρ is supported
in the Borel set E(E~ℓ) (Theorem 5.1), we can restrict all integrals of (72)-(73) to E(E~ℓ). In particular,
by (63),
Π⊕ρ
(
TΦ
(m,̟m(α,·))
t,s (A) |α=s − τ (L,m)t,s (A)
)
=
∫
E(E~ℓ)
πρˆ
(
τ
Φ
(m,̟m(α,·))(ρˆ)
t,s (A) |α=s − τ (L,m)t,s (A)
)
µ (dρˆ) .
8Note that the cyclicity of the representation is unclear for general (non-ergodic) states ρˆ0, ρˆ1. See Section 5.6.
9The representationΠρ
λ
≃ Π⊕ρ
λ
is only defined up to some unitary equivalence. This detail is not important here.
20
Since τ
Φ
(m,̟m(s,·))(ρˆ)
t,s and τ
(L,m)
t,s are both ∗-automorphisms of U , by Lebesgue’s dominated conver-
gence theorem together with Theorem 5.8 and (72), we arrive at the assertion of Theorem 4.3 for the
representation Π⊕ρ . By [11, Theorem 2.3.16], any cyclic representation (Hρ,Πρ,Ωρ) of ρ ∈ U∗ is
unitarily equivalent to Π⊕ρ , similar to (145). This concludes the proof of Theorem 4.3.
Remark 4.4 (Subcentral decompositions of periodic states)
As explained after Corollary 5.14, π⊕ρ is a subcentral decomposition of the representation πρµ , see
Definition 6.26 (ii.1). By [12, Eq. (4.15)], the GNS representations of ergodic states are, in general,
not factor representations. By Theorem 6.28 (ii), it follows that π⊕F is not, in general, the central
decomposition of the representation πρµ .
Note that, even if the finite-volume dynamics is autonomous, i.e., m ∈ MΛ ∩ M1, the limit
long-range dynamics is generally non-autonomous, as it can be seen from the next corollary:
Corollary 4.5 (From autonomous local dynamics to non-autonomous ones)
Fix Λ ∈ Pf , m ∈ MΛ ∩M1, ~ℓ ∈ Nd and ρ ∈ E~ℓ with cyclic representation (Hρ,Πρ,Ωρ) seen as a
state (68) of U∗. Then, for any s, t ∈ R and A ∈ U ⊆ U, in the σ-weak topology,
lim
L→∞
Πρ
(
τ
(L,m)
t−s (A)
)
= Πρ
(
TΦ
(m,̟m(α,·))
t,s (A)
)∣∣∣
α=s
∈ B (Hρ) .
5 Technical Proofs
5.1 Cyclic Representations of Positive Functionals and Orthogonal Measures
The dual U∗ of the C∗-algebra U is a locally convex space with respect to the weak∗-topology, which
is Hausdorff. Moreover, as U is separable, by [14, Theorem 3.16], the weak∗-topology is metrizable
on any weak∗-compact subset of U∗.
An important subset of U∗ is the weak∗-closed convex cone of positive functionals defined by
U∗+ .=
⋂
A∈U
{ρ ∈ U∗ : ρ(A∗A) ≥ 0} . (74)
Equivalently, ρ ∈ U∗+ iff ‖ρ‖U∗ = ρ(1). Additionally, any positive functional ρ ∈ U∗+ is hermitian,
i.e., for all A ∈ U , ρ(A∗) = ρ(A).
By the GNS construction, any positive functional ρ ∈ U∗+ has a cyclic representation (Hρ, πρ,Ωρ):
There exists a Hilbert space Hρ, a representation10 πρ from U to the unital C∗–algebra B(Hρ) of
bounded operators onHρ and a cyclic vector11 Ωρ ∈ Hρ for πρ(U) such that
ρ(A) = 〈Ωρ, πρ(A)Ωρ〉Hρ , A ∈ U . (75)
The representation πρ is faithful
12 if ρ is faithful, that is, if ρ(A∗A) = 0 implies A = 0. The triple
(Hρ, πρ,Ωρ) is unique up to unitary equivalence. See, e.g., [11, Theorem 2.3.16], which can trivially
be extended to any positive functional. Two positive linear functionals ρ1, ρ2 ∈ U∗+ are said to be
orthogonal whenever
(Hρ1 ⊕Hρ2 , πρ1 ⊕ πρ2 ,Ωρ1 ⊕ Ωρ2) (76)
is a cyclic representation for the positive functional ρ1 + ρ2 ∈ U∗+. As is usual, this orthogonality
property is denoted by ρ1 ⊥ ρ2. See, e.g., [11, Lemma 4.1.19 and Definition 4.1.20].
10I.e., it is a ∗–homomorphism from U to B(Hρ). See, e.g., [11, Definition 2.3.2].
11I.e.,Hρ is the closure of (the linear span of) the set πρ(U)Ωρ .= {πρ(A)Ωρ : A ∈ U}. See [11, p. 45].
12See for instance [11, Proposition 2.3.3].
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The set of states on U is the subset of U∗+ defined by (12), that is,
E
.
= {ρ ∈ U∗ : ρ ≥ 0, ρ(1) = 1} = {ρ ∈ U∗ : ‖ρ‖U∗ = ρ(1) = 1} .
Hence, E is a weak∗-closed subset of the unit ball of U∗ and, by the Banach-Alaoglu theorem, E is
weak∗-compact and metrizable. See, e.g., [14, Theorems 3.15-3.16].
Let ΣE be the (Borel) σ-algebra generated by weak
∗-closed, or weak∗-open, subsets of E. The
set of all positive Radon measures on (E,ΣE) is denoted byM(E). By weak
∗-compactness of E and
the Riesz(-Markov) representation theorem, there is a one-to-one correspondence between positive
functionals of C∗ and positive Radon measures on (E,ΣE) and we write
µ (f) =
∫
E
f (ρ)µ (dρ) , f ∈ C .= C (E;C) . (77)
By metrizability of E, note additionally that any positive finite Borel measure on (E,ΣE) is a positive
Radon measure13. When µ(E) = 1 we say that the positive Radon measure is normalized and µ is a
probability measure. The subset of all probability measures on (E,ΣE) is denoted byM1(E).
For each µ ∈ M(E), we define its restriction µB ∈ M(E) to any Borel set B ∈ ΣE by
µB (B0)
.
= µ (B0 ∩B) , B0 ∈ ΣE . (78)
Additionally, any convex and weak∗-closed subset F of E defines a partial order ≺F in M(E): For
any µ, ν ∈ M(E), µ ≺F ν if µF (f) ≤ νF (f) for all weak∗-continuous convex functions f : F → R.
Each positive Radon measure µ ∈ M(E), or equivalently a positive finite Borel measure, repre-
sents a positive functional ρµ ∈ U∗+, which is defined by (77) for f = Aˆ, that is,
ρµ (A)
.
= µ(Aˆ) =
∫
E
ρ (A)µ (dρ) , A ∈ U . (79)
Recall that ρ 7→ Aˆ (ρ) .= ρ (A), as defined by (56), is an affine and weak∗-continuous mapping from
E to C. The positive functional ρµ is called the barycenter
14 of µ ∈ M(E). See, e.g., [16, Eq. (2.7)
in Chapter I], [17, p. 1] or [12, Definition 10.15]. By [17, Propositions 1.1 and 1.2], barycenters are
uniquely defined for all positive Radon measure in convex compact subsets of locally convex spaces
and the mapping µ 7→ ρµ from M(E) to U∗+ is affine and weak∗-continuous. Clearly, if µ ∈ M1(E)
then ρµ ∈ E. For any Borel subsetB ∈ ΣE , define by
M(ρ) (B)
.
=
{
µ ∈ M(E) : ρ = ρµ and µ (B) = µ (E)
}
, (80)
the set of all positive Radon measures representing ρ and with support withinB ⊆ E.
As positive functional, the barycenter ρµ ∈ U∗+ of any positive Radon measure µ ∈ M(E) has a
cyclic representation. A natural way to construct a triple (Hρµ, πρµ ,Ωρµ) satisfying (75) for ρ = ρµ is
to take the direct integral of cyclic representations (Hρ, πρ,Ωρ) of ρ ∈ E with respect to the measure
µ ∈ M(E):
Hρµ
.
=
∫
E
Hρµ (dρ) , πρµ
.
=
∫
E
πρµ (dρ) , Ωρµ
.
=
∫
E
Ωρµ (dρ) . (81)
See Section 5.6. However,Ωρµ is, in general, not a cyclic vector for πρµ(U), i.e., the subset πρµ(U)Ωρµ
is generally not dense in Hρµ . In particular, in this case, (81) is not spatially, or unitarily, equivalent
to the cyclic representation of ρµ. A necessary and sufficient condition on the measure µ to get the
13In fact, for compact metrizable spaces, the Baire and Borel σ-algebras are the same.
14Other terminology existing in the literature: “x is represented by µ”, “x is the resultant of µ”.
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cyclicity of Ωρµ is given by the orthogonality of the measure µ, in the following sense: The measure
µ ∈ M(E) is called orthogonal whenever ρµB ⊥ ρµE\B for any B ∈ ΣE . See Definition 5.11 as well
as [11, Definition 4.1.20] for more details. The set of all orthogonal measures on (E,ΣE) is denoted
by O (E).
For appropriate convex and weak∗-closed subsets F of E, the orthogonality of a measure µ ∈
M(E) can be directly related to its maximality with respect to the partial order ≺F in M(ρµ)(F ).
Examples of such a F are the subsets of periodic states discussed in the next section.
5.2 Ergodic Orthogonal Decomposition of Periodic States
As the state space E, for any ~ℓ ∈ Nd, the set E~ℓ of ~ℓ-periodic states defined by (18) is metrizable,
weak∗-compact and convex, with E(E~ℓ) denoting its (non-empty) set of extreme points. See Equation
(20). By metrizability of E~ℓ, E(E~ℓ) is a Borel set15. Ergo, from the Choquet theorem [12, Theorem
10.18], each state ρ ∈ E~ℓ is the barycenter of a probability measure µρ which is supported on the set
E(E~ℓ) of extreme ~ℓ-periodic states:
Theorem 5.1 (Ergodic orthogonal decomposition of periodic states)
For any ~ℓ ∈ Nd and ρ ∈ E~ℓ, there is a unique probability measure µρ ≡ µ(
~ℓ)
ρ ∈ M(ρ)
(
E~ℓ
)
with
µρ
(E(E~ℓ)) = 1. Moreover, µρ ∈ O (E), i.e., it is an orthogonal measure on (E,ΣE).
Proof. The first assertion corresponds to [12, Theorem 1.9]. In order to prove that µρ ∈ O (E),
observe first that the set E˜+ of all states on U+ (cf. (10)) can be identified with the even-state spaceE+
defined by (16): A functional ρ ∈ U∗ is even iff ρ ◦ σ = ρ, with σ being the unique ∗-automorphism
of the C∗-algebra U defined by (9). Any even functional ρ ∈ U∗ can be seen as a functional ρ˜ =
ρ|U+ ∈ (U+)∗, by restriction. Conversely, any functional ρ˜ ∈ (U+)∗ defines an even functional
ρ
.
= ρ˜ ◦
(
σ + 1U
2
)
∈ U∗
on the C∗-algebra U . Both mappings ρ 7→ ρ˜ and ρ˜ 7→ ρ are linear, weak∗-continuous and order-
preserving. Additionally, these mappings preserve states, i.e., ρ ∈ U∗ is a state iff ρ˜ ∈ (U+)∗ is a
state. In particular, the mapping ρ 7→ ρ˜ is bijective, by [1, proof of Proposition 2.1]. As a consequence,
for any positive Radon measure µ ∈ M(E) supported on E+ with barycenter ρµ ∈ U∗, ρ˜µ ∈ (U+)∗ is
the barycenter of the pushforward of the measure µ through the mapping ρ 7→ ρ˜. Conversely, if µ˜ is a
positive Radon measure on the set E˜+ of all states on U+ with barycenter ρ˜µ˜ ∈ (U+)∗, then ρµ˜ is the
barycenter of the pushforward of the measure µ˜ through the mapping ρ˜ 7→ ρ and the pushforward of
the measure µ˜ is supported on E+, because it is invariant under the pushforward through the mapping
ρ 7→ ρ◦σ. By [11, Lemma 4.1.19], two positive linear functionals ρ1, ρ2 on any C∗-algebra (like U or
U+) are orthogonal iff the zero functional is the unique positive functional on this C∗-algebra below
ρ1 and ρ2. In particular, the pushforwards of positive Radon measures, associated with the mappings
ρ 7→ ρ˜ and ρ˜ 7→ ρ, preserve the orthogonality of such measures: The fact that the pushforward of
positive Radon measures, associated with the mapping ρ 7→ ρ˜, preserves orthogonality is clear, by
the bijectivity, linearity and order-preserving property of this mapping combined with [11, Lemma
4.1.19]. To show the converse assertion, take any orthogonal positive Radon measure µ˜ on E˜+ and
denote by µ ∈ M(E) its pushforward through the mapping ρ˜ 7→ ρ. Fix any Borel set B ∈ ΣE and
take any positive functional ω on U below the positive functionals ρµB , ρµE\B ∈ U∗, see (78). Then,
the restriction to U+ of ω is lower than the restrictions to U+ of the states ρµB , ρµE\B . Since µ is
supported on E+, for anyB ∈ ΣE ,
µB = µB∩E+ and µE\B = µE+\B . (82)
15It is even a Gδ set. See, e.g., [17, Proposition 1.3].
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Since µ is the pushforward through the mapping ρ˜ 7→ ρ of an orthogonal positive Radon measure µ˜,
by [11, Lemma 4.1.19] combined with the bijectivity, linearity and order-preserving property of the
mapping, the unique even positive functional below ρµB and ρµE\B is the zero functional. Suppose
now that ω, not necessarily even, is a positive functional below ρµB and ρµE\B . In particular, because
ρµB and ρµE\B are even, (ω + ω ◦ σ) /2 is an even positive functional below ρµB and ρµE\B . In
particular,
ω = −ω ◦ σ and ‖ω‖U∗+ = ω (1) = 0 .
By [11, Lemma 4.1.19], the pushforward of positive Radon measures, associated with the mapping
ρ˜ 7→ ρ, thus preserves orthogonality.
By [12, Lemma 1.8, Corollary 4.3], E~ℓ ⊆ E+ ≡ E˜+ for all ~ℓ ∈ Nd. This identification is pivotal
because, in contrast with U , the even C∗-subalgebra U+ is asymptotically abelian since
lim
|x|→∞
[αx (A) , B] = 0 , A ∈ U+, B ∈ U . (83)
As is usual, [A,B]
.
= AB − BA. Therefore, from [11, Propositions 4.3.3 and 4.3.7], it follows that
µρ, which is supported on E~ℓ ⊆ E+ ≡ E˜+, is an orthogonal measure, i.e., µρ ∈ O (E).
By Theorem 5.1, E~ℓ is a Choquet simplex and the mapping ρ 7→ µρ from E~ℓ toM(E) ranges over
orthogonal measures. The unique decomposition of any ρ ∈ E~ℓ in terms of extreme states ρˆ ∈ E(E~ℓ),
given in Theorem 5.1, is also called the ergodic decomposition of ρ: Fix ~ℓ ∈ Nd and define the
space-averages of any element A ∈ U by
AL ≡ AL,~ℓ
.
=
1
|ΛL ∩ Zd~ℓ |
∑
x∈ΛL∩Zd~ℓ
αx (A) , L ∈ N . (84)
Then, by definition, a ~ℓ–periodic state ρˆ ∈ E~ℓ is (~ℓ–) ergodic iff, for all A ∈ U ,
lim
L→∞
ρˆ(A∗LAL) = |ρˆ(A)|2 . (85)
By [12, Theorem 1.16], any extreme state is ergodic and vice versa. To be more precise,
E(E~ℓ) =
{
ρˆ ∈ E~ℓ : ρˆ is ~ℓ-ergodic
}
, ~ℓ ∈ Nd . (86)
Additionally, any extreme state ρˆ ∈ E(E~ℓ) is strongly clustering, i.e., for all A,B ∈ U and x ∈ Zd~ℓ ,
lim
L→∞
1
|ΛL ∩ Zd~ℓ |
∑
y∈ΛL∩Zd~ℓ
ρˆ (αx(A)αy(B)) = ρˆ(A)ρˆ(B) . (87)
The ergodicity properties of extreme states has important consequences on the structure of the sets
of periodic states. For instance, the weak∗-density of the set E(E~ℓ) of extreme points of E~ℓ is proven
by using that ~ℓ-ergodic states are extreme states of E~ℓ. See [12, Proof of Corollary 4.6]. If
~ℓ1, ~ℓ2 ∈ Nd
is such that Zd~ℓ1 ⊆ Z
d
~ℓ2
(see (17)), then E~ℓ2 ⊆ E~ℓ1 , but from (86) one checks that an extreme state of
E~ℓ2 is not necessarily an extreme state of E~ℓ1 , i.e., E(E~ℓ2) * E(E~ℓ1).
For ~ℓj
.
= (ℓj,1, . . . , ℓj,d) ∈ Nd, j ∈ {1, 2}, being such that Zd~ℓ1 ⊆ Z
d
~ℓ2
, we define the mapping x~ℓ1,~ℓ2
from E to itself by
x~ℓ1,~ℓ2 (ρ)
.
=
ℓ2,1 · · · ℓ2,d
ℓ1,1 · · · ℓ1,d
∑
x=(x1,...,xd), xi∈{0,ℓ2,i,2ℓ2,i,...,ℓ1,i−ℓ2,i}
ρ ◦ αx . (88)
This transformation allows us to relate the sets E(E~ℓ1) and E(E~ℓ2) to each other:
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Lemma 5.2 (From ~ℓ1- to ~ℓ2-periodic states)
Let ~ℓj
.
= (ℓj,1, . . . , ℓj,d) ∈ Nd, j ∈ {1, 2}, be such that Zd~ℓ1 ⊆ Z
d
~ℓ2
(see (17)). Then, the transformation
x~ℓ1,~ℓ2 defined by (88) has the following properties:
(i) It is weak∗-continuous, x~ℓ1,~ℓ2 (ρ) = ρ for all ρ ∈ E~ℓ2 and
x~ℓ1,~ℓ2(E~ℓ1) = E~ℓ2 .
(ii) For all Φ ∈ W1 and ρ ∈ E~ℓ1 ,
ρ(eΦ,~ℓ1) = x~ℓ1,~ℓ2 (ρ) (eΦ,~ℓ2) .
(iii) It maps extreme states of E~ℓ1 to extreme states of E~ℓ2 and
x−1~ℓ1,~ℓ2
(E(E~ℓ2)) ∩ E~ℓ1 = E(E~ℓ1) .
Proof. Fix all parameters of the lemma. Assertions (i)-(ii) are direct consequence of (88). See also
Equation (28) defining the energy density observable eΦ,~ℓ of any Φ ∈ W1. In order to prove Assertion
(iii), first fix ρˆ1 ∈ E(E~ℓ1) and define ρˆ2
.
= x~ℓ1,~ℓ2 (ρˆ1). Using (84) for
~ℓ = ~ℓ2 as well as Zd~ℓ1 ⊆ Z
d
~ℓ2
, we
compute that, for any A ∈ U ,
ρˆ2(|AL,~ℓ2|2) =
1
|ΛL ∩ Zd~ℓ2 |2
∑
x,y∈ΛL∩Zd~ℓ2
ρˆ1 (αx (A
∗)αy (A)) + o (1) , (89)
as L→∞, which, combined with Zd~ℓ1 ⊆ Z
d
~ℓ2
, implies in turn that, as L→∞,
ρˆ2(|AL,~ℓ2|2) =
1
|ΛL ∩ Zd~ℓ1 |2
∑
x,y∈ΛL∩Zd~ℓ1
ρˆ1
(
αx(A
∗
~ℓ1,~ℓ2
)αy(A~ℓ1,~ℓ2)
)
+ o (1) (90)
for any A ∈ U , where
A~ℓ1,~ℓ2
.
=
ℓ2,1 · · · ℓ2,d
ℓ1,1 · · · ℓ1,d
∑
x=(x1,...,xd), xi∈{0,ℓ2,i,2ℓ2,i,...,ℓ1,i−ℓ2,i}
αx(A) . (91)
Since ρˆ1 ∈ E(E~ℓ1), we can combine (90)-(91) with (84)-(86) to arrive at the limit
lim
L→∞
ρˆ2(|AL,~ℓ2|2) = |ρˆ1(A~ℓ1,~ℓ2)|2 , A ∈ U . (92)
Observing from (88) that
ρ1(A~ℓ1,~ℓ2) = x~ℓ1,~ℓ2 (ρ1) (A) , A ∈ U , ρ1 ∈ E~ℓ1 , (93)
it follows from (92) and Assertion (i) that
ρˆ2
.
= x~ℓ1,~ℓ2 (ρˆ1) ∈ E~ℓ2
is ~ℓ2-ergodic and, thus, belongs to E(E~ℓ2), by (86). In other words, x~ℓ1,~ℓ2 maps extreme states of E~ℓ1
to extreme states of E~ℓ2 . In particular,
E(E~ℓ1) ⊆ x−1~ℓ1,~ℓ2(E(E~ℓ2)) ∩ E~ℓ1 . (94)
It remains to prove that
x−1~ℓ1,~ℓ2
(E(E~ℓ2)) ∩ E~ℓ1 ⊆ E(E~ℓ1) . (95)
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We prove this by contradiction. Assume the existence of ρ1 ∈ E~ℓ1\E(E~ℓ1) such that
ρ2
.
= x~ℓ1,~ℓ2 (ρ1) ∈ E(E~ℓ2). (96)
Then, by (84)-(86), there is A ∈ U such that
lim
L→∞
ρ1(A
∗
L,~ℓ1
AL,~ℓ1) > |ρ1(A)|2 . (97)
Now, if one computes ρ2(|AL,~ℓ2|2) as it is done in (89)-(91), then we infer from (97) and (93) that
lim
L→∞
ρˆ2(|AL,~ℓ2|2) > |ρˆ1(A~ℓ1,~ℓ2)|2 = |x~ℓ1,~ℓ2 (ρ1) (A)|2 = |ρ2(A)|2 .
By (84)-(86), it means that ρˆ2 /∈ E(E~ℓ2), which contradicts (96). This yields Equation (95), which
combined with (94) in turn implies Assertion (iii).
Corollary 5.3 (From ~ℓ1- to ~ℓ2-ergodic decompositions of periodic states)
Fix ~ℓj
.
= (ℓj,1, . . . , ℓj,d) ∈ Nd, j ∈ {1, 2}, such that Zd~ℓ1 ⊆ Z
d
~ℓ2
(see (17)). Let ρ ∈ E~ℓ2 ⊆ E~ℓ1 and de-
note by µ
(~ℓ1)
ρ ∈ M(ρ)(E~ℓ1) the unique probability measure representing ρ in E~ℓ1 with µ
(~ℓ1)
ρ (E(E~ℓ1)) =
1. The pushforward of µ
(~ℓ1)
ρ through the continuous mapping x~ℓ1,~ℓ2 is the unique probability measure
µ
(~ℓ2)
ρ representing ρ in E~ℓ2 with µ
(~ℓ2)
ρ (E(E~ℓ2)) = 1.
Proof. The proof is a direct consequence of Theorem 5.1 and Lemma 5.2.
5.3 Strong Limit of Space Averages
Fix ~ℓ ∈ Nd. The subject of this section is the limit L→∞ of the space averages (84) for any A ∈ U ,
that is,
AL
.
=
1
|ΛL ∩ Zd~ℓ |
∑
x∈ΛL∩Zd~ℓ
αx (A) , L ∈ N . (98)
As explained in [1, Section 4.3], this sequence does not generally converge in the C∗-algebra U .
Nevertheless, in a cyclic representation (Hρ, πρ,Ωρ) of any ~ℓ-periodic state ρ ∈ E~ℓ this limit exists in
the sense of the strong operator topology of B(Hρ).
We thus fix ρ ∈ E~ℓ for some ~ℓ ∈ Nd. By ~ℓ-periodicity of ρ and [11, Corollary 2.3.17], there is a
unique family of unitary operators {Ux}x∈Zd
~ℓ
in B(Hρ) with invariant vector Ωρ, i.e., Ωρ = UxΩρ for
any x ∈ Zd~ℓ , and
πρ(αx(A)) = Uxπρ(A)U
∗
x , A ∈ U , x ∈ Zd~ℓ . (99)
By the von Neumann ergodic theorem16 [12, Theorem 4.2] (or [11, Proposition 4.3.4]), the space
average
P (L)
.
=
1
|ΛL ∩ Zd~ℓ |
∑
x∈ΛL∩Zd~ℓ
Ux (100)
strongly converges, as L→∞, to an orthogonal projection in the commutant [{Ux}x∈Zd
~ℓ
]′, which we
denote by Pρ. More precisely, Pρ is the orthogonal projection on the closed subspace⋂
x∈Zd
~ℓ
{ψ ∈ Hρ : ψ = Ux(ψ)} ⊇ CΩρ (101)
16It is also named the Alaoglu-Birkhoff mean ergodic theorem.
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of all vectors of Hρ that are invariant with respect to the family {Ux}x∈Zd
~ℓ
of unitaries. In particular,
Ωρ = PρΩρ. With this definition, we can reformulate [12, Theorem 1.16] as follows: ρˆ ∈ E(E~ℓ) is an
extreme state iff Pρˆ is the orthogonal projection on the one-dimensional Hilbert subspace spanned by
the cyclic vector Ωρˆ, i.e., ⋂
x∈Zd
~ℓ
{ψ ∈ Hρˆ : ψ = Ux(ψ)} = CΩρˆ. (102)
See [12, Lemma 4.8]. Compare with (87) and (101).
We are now in a position to study the limit of space-averages (98) seen as bounded operators
acting onHρ via the representation πρ.
Lemma 5.4 (Strong limit of space-averages)
Let ~ℓ ∈ Nd and ρ ∈ E~ℓ be any ~ℓ-periodic state with cyclic representation (Hρ, πρ,Ωρ). For every
element A ∈ U+, the sequence (πρ(AL))L∈N defined from (98) strongly converges in B(Hρ) to the
element Aρ∞ ∈ πρ(U)′ ∩ πρ(U)′′ uniquely defined by
Aρ∞πρ (B) Ωρ
.
= πρ (B)Pρπρ (A) Ωρ , B ∈ U .
Proof. FixA ∈ U+, ~ℓ ∈ Nd and ρ ∈ E~ℓ with (Hρ, πρ,Ωρ) being its cyclic representation. Observe first
that the uniformly bounded sequence (πρ(AL))L∈N strongly converges onHρ iff it strongly converges
on the dense subspace πρ(U)Ωρ ⊆ Hρ, by cyclicity of Ωρ. We meanwhile infer from (98)-(101) that,
for all B ∈ U and L ∈ N,
πρ (AL)πρ (B) Ωρ = πρ (B)P
(L)πρ(A)Ωρ + πρ
 1|ΛL ∩ Zd~ℓ |
∑
x∈ΛL∩Zd~ℓ
[αx (A) , B]
Ωρ , (103)
where we recall that [B,C]
.
= BC − CB. By (83), for all A ∈ U+ and B ∈ U ,
lim
L→∞
1
|ΛL ∩ Zd~ℓ |
∑
x∈ΛL∩Zd~ℓ
‖[αx (A) , B]‖U = 0
and P (L) strongly converges, as L→∞, to Pρ. Consequently, we deduce from (103) the existence of
a bounded operator Aρ∞ ∈ B(Hρ) such that
Aρ∞πρ(B)Ωρ = πρ (B)Pρπρ(A)Ωρ = lim
L→∞
πρ (AL) πρ (B) Ωρ , B ∈ U . (104)
This equation uniquely defines Aρ∞ ∈ B(Hρ), by cyclicity of Ωρ. The limit operator Aρ∞ belongs to
the commutant πρ(U)′ because Ωρ is a cyclic vector and Equation (104) implies that
[πρ (C) , A
ρ
∞] πρ(B)Ωρ = 0 , B, C ∈ U .
Further, Aρ∞ has to be an element of the bicommutant πρ(U)′′, because it is the strong limit of elements
of πρ(U).
The limit operator Aρ∞ of Lemma 5.4 takes a very simple form when ρ is an extreme
~ℓ-periodic
state, i.e., ρ ∈ E(E~ℓ).
Corollary 5.5 (Strong limit of space-averages for ergodic states)
Let ~ℓ ∈ Nd and ρˆ ∈ E(E~ℓ) with cyclic representation (Hρˆ, πρˆ,Ωρˆ). For every element A ∈ U , the
sequence (πρ(AL))L∈N defined from (98) strongly converges in B(Hρˆ) to
Aρˆ∞ = ρˆ (A) 1Hρˆ .
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Proof. Since ρˆ ∈ E(E~ℓ) is an extreme ~ℓ-periodic state, by [12, Lemma 4.8], Pρˆ is the orthogonal
projection on the one-dimensional Hilbert subspace spanned by Ωρˆ. See Equation (102). In fact, this
is directly related to the ergodicity of extreme states, see (84)-(86). By Lemma 5.4 and Equation (75),
the assertion then follows.
Corollary 5.6 (Strong limit of local energies for ergodic states)
Let ~ℓ ∈ Nd and ρˆ ∈ E(E~ℓ) with cyclic representation (Hρˆ, πρˆ,Ωρˆ). For every translation-invariant
interaction Φ ∈ W1, the sequence (
πρˆ
(|ΛL|−1 UΦL ))L∈N
defined by (5) and (40) strongly converges in B(Hρˆ) to ρˆ(eΦ,~ℓ)1Hρˆ , where eΦ,~ℓ is the even observable
defined by (28).
Proof. Fix ~ℓ ∈ Nd and any translation-invariant interaction Φ ∈ W1. By Equations (24)-(28) and
(40),∥∥∥∥∥∥∥
UΦL
|ΛL| −
1
|ΛL ∩ Zd~ℓ |
∑
y∈ΛL∩Zd~ℓ
αy(eΦ,~ℓ)
∥∥∥∥∥∥∥
U
≤
∑
x=(x1,··· ,xd), xi∈{0,··· ,ℓi−1}
∑
Λ∈Pf ,Λ∋0
‖ΦΛ‖U
|Λ|
× 1|ΛL|
∑
y∈ΛL∩Zd~ℓ
(1− 1 [x+ y ∈ ΛL]1 [Λ ⊆ (ΛL − x− y)]) ,
where, by definition, 1 [p] = 1whenever the proposition p is true, otherwise 1 [p] = 0. SinceΦ ∈ W1,
by (23) and Lebesgue’s dominated convergence theorem, we deduce from last inequality that
lim
L→∞
∥∥∥∥∥∥∥
UΦL
|ΛL| −
1
|ΛL ∩ Zd~ℓ |
∑
y∈ΛL∩Zd~ℓ
αy(eΦ,~ℓ)
∥∥∥∥∥∥∥
U
= 0 ,
using that
lim
L→∞
1
|ΛL|
∑
y∈ΛL∩Zd~ℓ
(1− 1 [x+ y ∈ ΛL]1 [Λ ⊆ (ΛL − x− y)]) = 0
for all x ∈ L and Λ ∈ Pf . Therefore, the assertion is a direct consequence of Corollary 5.5 applied to
A = eΦ,~ℓ ∈ U .
5.4 Commutator Estimates from Lieb-Robinson Bounds
In Section 5.5, we prove Theorem 4.3 for ergodic states. To this end, we employ the following uniform
bound, which is a direct consequence of Lieb-Robinson bounds [13, Theorem 4.3]:
Lemma 5.7 (Commutator estimates from Lieb-Robinson bounds)
For any time-dependent modelm ∈ Cb (R;M), Φ ∈ W , times s, t ∈ R, length L ∈ N, subset Λ ⊆ ΛL
and A ∈ UΛ, ∥∥∥[τ (L,m)t,s (A) , UΦL ]∥∥∥
U
≤ 2 |Λ| ‖A‖U ‖Φ‖W e16(D+2‖F‖1,L+1)
∫ t
s
‖m(ς)‖Mdς
with (τ
(L,m)
t,s )s,t∈R being the unique (fundamental) solution to (45)-(46), while U
Φ
L is the energy element
defined by (40).
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Proof. For any model m
.
= (Φ, a) ∈M and L ∈ N, there is an interaction Φ(L,m) such that
UmL
.
= UΦ
(L,m)
L
.
=
∑
Λ⊆ΛL
Φ
(L,m)
Λ (105)
with ΛL being the cubic box defined by (5) for L ∈ N. Recall that UmL is the local Hamiltonian of the
model m ∈ M, defined by (42) for L ∈ N. Since, by (40),
UΨ
(1)
L · · ·UΨ
(n)
L =
∑
Λ∈Pf
1 [Λ ⊆ ΛL]
∑
Λ1,...,Λn∈Pf :Λ=Λ1∪Λ2∪···∪Λn
Ψ
(1)
Λ1
· · ·Ψ(n)Λn ,
for any n ∈ N and Ψ(1), . . . ,Ψ(n) ∈ W , such an interaction Φ(L,m) is explicitly given by
Φ
(L,m)
Λ
.
= ΦΛ +
∑
n∈N
1 [Λ ⊆ ΛL]
|ΛL|n−1
∫
Sn
an
(
dΨ(1), . . . , dΨ(n)
) ∑
Λ1,...,Λn∈Pf :Λ=Λ1∪Λ2∪···∪Λn
Ψ
(1)
Λ1
· · ·Ψ(n)Λn
(106)
for all Λ ∈ Pf . See again (42) and (105).
Fix L ∈ N. We next define the positive-valued symmetric function FL : Λ2L → (0, 1] by
FL (x, y)
.
=
|ΛL|
|ΛL|+ 1
(
F (x, y) +
1
|ΛL|
)
, x, y ∈ ΛL ,
where F : L2 → (0, 1] is some positive-valued symmetric function with maximum value F (x, x) = 1
for all x ∈ L, satisfying (6)-(7). Note that FL has also maximum value FL (x, x) = 1 for all x ∈ L.
Then, a L-dependent seminorm for interactions Φ is defined by
‖Φ‖WL
.
= sup
x,y∈ΛL
∑
Λ⊆ΛL, Λ⊇{x,y}
‖ΦΛ‖U
FL (x, y)
≤ (1 + |ΛL|−1) ‖Φ‖W . (107)
Compare with Equation (23). This seminorm is in fact a norm in the finite-dimensional spaceWL of
interactions Φ supported on the cubic box ΛL, i.e., ΦΛ = 0 whenever Λ * ΛL. Compare with the
Banach space W defined by (22)-(23). The (real) subspace of all self-adjoint interactions of WL is
denoted byWRL  WL, similar toWR  W . For any m .= (Φ, a) ∈ M, we compute from (106) and
(107) that∥∥Φ(L,m)∥∥
WL
≤ (1 + |ΛL|−1) ‖Φ‖W +∑
n∈N
1
|ΛL|n−1
∫
Sn
|an|
(
dΨ(1), . . . , dΨ(n)
)
(108)
sup
x,y∈ΛL
∑
Λ⊆ΛL, Λ⊇{x,y}
∑
Λ1,...,Λn∈Pf :Λ=Λ1∪Λ2∪···∪Λn
‖Ψ(1)Λ1‖U · · · ‖Ψ
(n)
Λn
‖U
FL (x, y)
.
Now, observe that, for any Ψ(1),Ψ(2) ∈ S (the unit sphere inW),
1
|ΛL| supx,y∈ΛL
∑
Λ⊆ΛL, Λ⊇{x,y}
∑
Λ1,Λ2∈Pf :Λ=Λ1∪Λ2
‖Ψ(1)Λ1‖U‖Ψ
(2)
Λ2
‖U
FL (x, y)
≤ 2|ΛL| supx,y∈ΛL
∑
Λ1,Λ2⊆ΛL:x∈Λ1,y∈Λ2
‖Ψ(1)Λ1‖U‖Ψ
(2)
Λ2
‖U
FL (x, y)
(109)
+
∥∥Ψ(1)∥∥
WL
|ΛL|
∑
Λ⊆ΛL
‖Ψ(2)Λ ‖U +
∥∥Ψ(2)∥∥
WL
|ΛL|
∑
Λ⊆ΛL
‖Ψ(1)Λ ‖U .
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Note additionally that
1
|ΛL|
∑
Λ⊆ΛL
‖ΨΛ‖U ≤ ‖F‖1,L , Ψ ∈ S , (110)
(compare with (41)) and, using
|ΛL|FL (x, y) ≥ |ΛL||ΛL|+ 1 , x, y ∈ ΛL ,
one also verifies in a similar way that, for any Ψ(1),Ψ(2) ∈ S,
1
|ΛL| supx,y∈ΛL
∑
Λ1,Λ2⊆ΛL:x∈Λ1,y∈Λ2
‖Ψ(1)Λ1‖U‖Ψ
(2)
Λ2
‖U
FL (x, y)
≤ 1 + |ΛL|−1 . (111)
By combining (109) with (107), (110)-(111) and ‖F‖1,L ≥ 1, we deduce that
sup
x,y∈ΛL
∑
Λ⊆ΛL, Λ⊇{x,y}
∑
Λ1,Λ2∈Pf :Λ=Λ1∪Λ2
‖Ψ(1)Λ1‖U‖Ψ
(2)
Λ2
‖U
FL (x, y)
≤ 4 (1 + |ΛL|−1) ‖F‖1,L
for any Ψ(1),Ψ(2) ∈ S. Using this estimate, as well as n− 2 times Inequality (110), in order to bound
the right-hand side of (108) from above, we obtain that
∥∥Φ(L,m)∥∥
WL
≤ (1 + |ΛL|−1)(‖Φ‖W + 4∑
n∈N
n2 ‖F‖n−11,L ‖a‖S(Sn)
)
,
(see (32)), which in turn implies that, for any m ∈M and L ∈ N,∥∥Φ(L,m)∥∥
WL
≤ 4 (1 + |ΛL|−1) ‖m‖M ≤ 8 ‖m‖M , (112)
according to (33) and (35). Since
Φ(L,m1) − Φ(L,m2) = Φ(L,m1−m2) , m1,m2 ∈M, L ∈ N ,
we thus deduce from (105), (106) and (112) that, for anym ∈ Cb (R;M), there isΨ(L,m) ∈ C(R;WRL )
such that
τ
(L,Ψ(L,m))
t,s ≡ τ (L,(Ψ
(L,m),0))
t,s = τ
(L,m)
t,s , L ∈ N , (113)
where (τ
(L,m)
t,s )s,t∈R is the unique (fundamental) solution to (45)-(46). By (6)-(7), note that, for all
L ∈ N,
‖FL‖1,ΛL
.
= sup
y∈ΛL
∑
x∈ΛL
FL (x, y) ≤ 1 + ‖F‖1,L (114)
and
DL
.
= sup
x,y∈ΛL
∑
z∈ΛL
FL (x, z)FL (z, y)
FL (x, y)
≤ D+ 2 ‖F‖1,L + 1 . (115)
As a consequence, since Ψ(L,m) ∈ C(R;WRL ), by (112) and (113), we can apply the Lieb-Robinson
bounds [1, Proposition 3.8 with L = ΛL] on the right-hand side of the inequality∥∥∥[τ (L,m)t,s (A) , UΦL ]∥∥∥
U
≤
∑
Z⊆ΛL
∥∥∥[τ (L,m)t,s (A) ,ΦZ ]∥∥∥
U
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for any Λ ⊆ ΛL and element A ∈ UΛ to get that∥∥∥[τ (L,m)t,s (A) , UΦL ]∥∥∥
U
≤ 2D−1L ‖A‖U
(
e16DL
∫ t
s
‖m(ς)‖Mdς − 1
)∑
x∈Λ
∑
y∈ΛL
∑
Z⊆ΛL, Z⊇{y}
‖ΦZ‖U FL (x, y) .
By (23) and (114), we infer from the last inequality that∥∥∥[τ (L,m)t,s (A) , UΦL ]∥∥∥
U
≤ 2D−1L |Λ| ‖A‖U ‖Φ‖W
(
e16DL
∫ t
s
‖m(ς)‖Mdς − 1
)
‖FL‖1,L
for any m ∈ Cb (R;M), Φ ∈ W , s, t ∈ R, L ∈ N, Λ ∈ Pf and element A ∈ UΛ. This yields the
lemma, by (114)-(115) combined with rough estimates onDL.
5.5 Long-Range Dynamics on Ergodic States
In this section, we prove Theorem 4.3 for any ergodic state. To this end, we recall again some
important objects and notation:
• For any Λ ∈ Pf and m ∈ Cb(R;MΛ), ̟m ∈ C (R2; Aut (E)) is the solution to the self-
consistency equation of Theorem 4.1.
• For any Ψ ∈ C(R;WR), (τΨt,s)s,t∈R is the strongly continuous two-parameter family defined as
the strong limit, for fixed s, t, of the local dynamics (τ
(L,Ψ)
t,s )s,t∈R defined by (45)-(46). See [1,
Proposition 3.7].
• For anyΨ ∈ C(R;W) and ρ ∈ E,Ψ (ρ) ∈ C(R;W) stands for the time-dependent interaction
defined by
Ψ (ρ) (t)
.
= Ψ (t; ρ) , ρ ∈ E, t ∈ R .
This refers to Equation (59).
• For anym ∈ C (R;M) and each ξ ∈ C (R; Aut (E)) (typically, ξ =̟m (α, ·) at fixed α ∈ R),
the approximating interaction Φ(m,ξ) is the mapping from R to WR of Definition 3.1. By (62),
if m ∈ C (R;M) and ξ ∈ C (R; Aut (E)) thenΦ(m,ξ) (ρ) ∈ C (R;WR).
• M1 is the Banach space of all translation-invariant long-range models defined by (39).
Now, we are in a position to state the main theorem of this subsection:
Theorem 5.8 (Long-range dynamics on ergodic states)
Fix Λ ∈ Pf , m ∈ Cb(R;MΛ ∩M1), ~ℓ ∈ Nd and ρˆ ∈ E(E~ℓ) with cyclic representation (Hρˆ, πρˆ,Ωρˆ).
Then, for any s, t ∈ R and A ∈ U ⊆ U, in the σ-weak topology,
lim
L→∞
πρˆ
(
τ
(L,m)
t,s (A)
)
= πρˆ
(
τ
Φ
(m,̟m(α,·))(ρˆ)
t,s (A)
)∣∣∣
α=s
∈ B (Hρˆ) .
Proof. Fix once and for all Λ ∈ Pf , m ∈ Cb(R;MΛ ∩M1), ~ℓ ∈ Nd and ρˆ ∈ E(E~ℓ) with a cyclic
representation denoted by (Hρˆ, πρˆ,Ωρˆ). By (27)-(29), we can assume without loss of generality that
eΦ,~ℓ ∈ UΛ. In order to simplify the notation, we denote
גt,s
.
= τ
Φ
(m,̟m(α,·))(ρˆ)
t,s |α=s , α, s, t ∈ R . (116)
The proof is done in several steps:
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Step 1: For any s, t ∈ R, the sequence{
πρˆ
(
גt,s (A)− τ (L,m)t,s (A)
)}
L∈N
⊆ B (Hρˆ)
is norm equicontinuous with respect to A ∈ U and we can consider, without loss of generality, only
elements A within some dense set of U , like the dense ∗-algebra U0 of local elements defined by
(8). This sequence is also uniformly bounded by 2‖A‖U in the operator norm of B(Hρˆ) and hence,
using [11, Proposition 2.4.2], we only need to prove the weak-operator convergence on any dense set
ofHρˆ, like
{πρˆ (B)Ωρˆ : B ∈ U} ⊆ Hρˆ ,
in order to get the desired σ-weak convergence. Moreover, by [1, Proposition 3.7], we can replace גt,s
with the local dynamics
ג(L)t,s
.
= τ
(L,Φ(m,̟
m(α,·))(ρˆ))
t,s |α=s , α, s, t ∈ R, L ∈ N .
To summarize, at fixed s, t ∈ R, it suffices to prove that
lim
L→∞
〈
πρˆ (B) Ωρˆ, πρˆ
(
ג(L)t,s (A)− τ (L,m)t,s (A)
)
πρˆ (B)Ωρˆ
〉
Hρˆ
= lim
L→∞
ρˆ
(
B∗
(
ג(L)t,s (A)− τ (L,m)t,s (A)
)
B
)
= 0 (117)
for all elements A ∈ U0 and B ∈ U in order to prove the theorem.
Step 2: By Duhamel’s formula and Equations (44)-(46), for any L ∈ N and s, t ∈ R,
ג(L)t,s − τ (L,m)t,s =
∫ t
s
ג(L)u,s ◦
(
δ
Φ
(m,̟m(s,u))(ρˆ)
L − δm(u)L
)
◦ τ (L,m)t,u du , (118)
where δΦL and δ
m˜
L are the bounded symmetric derivations defined by (44) for any model m˜ ∈ M
and short-range interaction Φ ≡ (Φ, 0) ∈ W ⊆ M. Observe from Equations (40), (42), (44) and
Definition 3.1 together with explicit computations that, for any L ∈ N, u ∈ R and A ∈ U ,(
δ
Φ
(m,̟m(s,u))(ρˆ)
L − δm(u)L
)
(A)
=
∞∑
n=2
n∑
m=1
∫
Sn
an (u)
(
dΨ(1), . . . , dΨ(n)
)
((
m−1∏
j=1
̟m (s, u; ρˆ) (eΨ(j),~ℓ)
)
δΨ
(m)
L (A)
(
n∏
j=m+1
̟m (s, u; ρˆ) (eΨ(j),~ℓ)
)
−
(
m−1∏
j=1
UΨ
(j)
L
|ΛL|
)
δΨ
(m)
L (A)
(
n∏
j=m+1
UΨ
(j)
L
|ΛL|
))
, (119)
where
m−1<j∏
j=1
(·) .= 1 .=
n∏
j=m+1>n
(·) .
Combining (119) with (118), we deduce that, for any L ∈ N, s, t ∈ R, A ∈ U0 and B ∈ U ,∣∣∣ρˆ(B∗ (ג(L)t,s (A)− τ (L,m)t,s (A))B)∣∣∣ (120)
≤
∞∑
n=2
n∑
m=1
∫ t
s
du
∫
Sn
a (u)n
(
dΨ(1), . . . , dΨ(n)
) ∣∣∣Y(n,m)L (u; Ψ(1), . . . ,Ψ(n))∣∣∣ ,
32
where, for any integer n ≥ 2,m ∈ {1, . . . , n}, L ∈ N, u ∈ R and Ψ(1), . . . ,Ψ(n) ∈ S,
Y
(n,m)
L
(
u; Ψ(1), . . . ,Ψ(n)
)
(121)
.
= ρˆ
(
B∗ג(L)u,s
((
m−1∏
j=1
̟m (s, u; ρˆ) (eΨ(j),~ℓ)
)
δΨ
(m)
L ◦ τ (L,m)t,u (A)
(
n∏
j=m+1
̟m (s, u; ρˆ) (eΨ(j),~ℓ)
))
B
)
−ρˆ
(
B∗ג(L)u,s
((
m−1∏
j=1
UΨ
(j)
L
|ΛL|
)
δΨ
(m)
L ◦ τ (L,m)t,u (A)
(
n∏
j=m+1
UΨ
(j)
L
|ΛL|
))
B
)
.
By (30) and (41), ∣∣∣̟m (s, u; ρˆ) (eΨ,~ℓ)∣∣∣ ≤ ‖F‖1,L and ∥∥|ΛL|−1 UΨL ∥∥U ≤ ‖F‖1,L (122)
for any Ψ ∈ S, while, by Lemma 5.7,∥∥∥δΨL ◦ τ (L,m)t,u (A)∥∥∥
U
≤ 2 |Z| ‖A‖U e16(D+2‖F‖1,L+1)
∫ t
s
‖m(ς)‖Mdς (123)
for any Ψ ∈ S, L ∈ N, u ∈ [s, t], Z ⊆ ΛL and A ∈ UZ . Therefore, since ג(L)u,s is a ∗-automorphism
of U , for any integer n ≥ 2, m ∈ {1, . . . , n}, L ∈ N, u ∈ [s, t], Ψ(1), . . . ,Ψ(n) ∈ S, Z ⊆ ΛL and
A ∈ UZ ,∣∣∣Y(n,m)L (u; Ψ(1), . . . ,Ψ(n))∣∣∣ ≤ 4 |Z| ‖A‖U ‖B‖2U ‖F‖n−11,L e16(D+2‖F‖1,L+1) ∫ ts ‖m(ς)‖Mdς .
Since m ∈ Cb(R;M), by Equations (32)-(33), (35) and (120), we deduce from the last estimate and
Lebesgue’s dominated convergence theorem that (117) follows from
lim
L→∞
∣∣∣Y(n,m)L (u; Ψ(1), . . . ,Ψ(n))∣∣∣ = 0 (124)
for n ≥ 2,m ∈ {1, . . . , n}, u ∈ R, Ψ(1), . . . ,Ψ(n) ∈ S.
Step 3: For any integer n ≥ 2, k ∈ {1, . . . , n+ 1}, l ∈ {0, . . . , n}, k ≤ l and Ψ(k), . . . ,Ψ(l) ∈ S,
define
Θ
(k,l)
L
(
Ψ(k), . . . ,Ψ(l)
) .
=
l∏
j=k
̟m (s, u; ρˆ) (eΨ(j),~ℓ)−
l∏
j=k
UΨ
(j)
L
|ΛL| . (125)
By Equations (121)-(123) for A ∈ U0, and since ג(L)u,s is a ∗-automorphism of U , the limit we want to
prove, i.e., (124), follows if we are able to show that
lim
L→∞
∥∥∥πρˆ ◦ ג(L)u,s (Θ(k,l)L (Ψ(k), . . . ,Ψ(l)))πρˆ (B)Ωρˆ∥∥∥
Hρˆ
= 0 (126)
for any integer n ≥ 2, k, l ∈ {1, . . . , n} with k ≤ l, B ∈ U and Ψ(k), . . . ,Ψ(l) ∈ S. Note that
גu,s ◦ αx = αx ◦ גu,s , x ∈ Zd, u, s ∈ R ,
becausem ∈ Cb(R;M1). So, as ρˆ ∈ E(E~ℓ), we infer from [1, Proposition 3.7], Lemma 5.4, Corollary
5.6 and Equation (125) that
lim
L→∞
πρˆ ◦ ג(L)u,s
(
Θ
(k,l)
L
(
Ψ(k), . . . ,Ψ(l)
))
πρˆ (B)Ωρˆ
=
(
l∏
j=k
̟m (s, u; ρˆ) (eΨ(j),~ℓ)−
l∏
j=k
ρˆ ◦ גu,s(eΨ(j),~ℓ)
)
πρˆ (B) Ωρˆ
in the Hilbert space Hρˆ, for any integer n ≥ 2, k, l ∈ {1, . . . , n} with k ≤ l, B ∈ U and
Ψ(k), . . . ,Ψ(l) ∈ S. We finally invoke the self-consistency equations, that is, Theorem 4.1 (cf. (116)),
to arrive from the last equality at Equation (126), which, by going backwards, in turn implies the
theorem.
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5.6 Direct Integrals of GNS Representations of Families of States
Theorem 4.3 is already proven for any ergodic state, by Theorem 5.8. In order to extend this result
to all periodic states we need to decompose periodic states into ergodic states, as stated in Theorem
5.1. This leads to a technically convenient cyclic representation of each periodic state by using the
direct integral of the GNS representation of ergodic states. In this subsection (and in the next one),
we explain the direct integrals of GNS spaces in a general framework, since the particularities of the
CAR algebra U are never used, apart from the general fact that it is a separable unital C∗-algebra.
Note additionally that this subsection is a collection of results that are rather standard. Neverthe-
less, it is important to present them in a coherent and self-contained manner because (i) we do not
know any simple reference allowing the reader to get the relevant information in a concise way and
(ii) the content of this subsection, in terms of results, notation, etc., is essential for Section 5.7. Proofs
are also included here, making this subsection also useful for a full understanding by a non-expert
reader.
Let X be any separable unital C∗-algebra and denote by E ⊆ X ∗ its set of states17. For any state
ρ ∈ E, its GNS representation is denoted by the triplet (Hρ, πρ,Ωρ) with the following definitions
(see, e.g., [11, Section 2.3.3]):
(H): Lρ .= {X ∈ X : ρ(X∗X) = 0} is a closed left–ideal of X and Hρ .= X /Lρ is the separable
GNS Hilbert space with scalar product satisfying
〈[X ]ρ, [Y ]ρ〉Hρ = ρ (X∗Y ) , [X ]ρ, [Y ]ρ ∈ X /Lρ ⊆ Hρ . (127)
(π): πρ is a representation of X on B(Hρ) uniquely defined by
πρ (A) [X ]ρ = [AX ]ρ ∈ X /Lρ , A ∈ X , [X ]ρ ∈ X /Lρ ⊆ Hρ . (128)
(Ω): Ωρ
.
= [1]ρ ∈ X /Lρ ⊆ Hρ is a cyclic vector for πρ(X ), i.e., the set πρ(X )Ωρ is dense inHρ.
We apply now the general theory discussed in Section 6 to the GNS objects (space, representation
and cyclic vectors) of a separable C∗-algebra: Recall that E is compact and metrizable with respect
to the weak∗ topology. Let ΣE be the (Borel) σ-algebra generated by the weak
∗ topology of E, like
in Section 5.1. Pick any fixed (weak∗) Borel subset F ∈ ΣE and denote by (F,ΣF ) the measurable
space associated with the σ-algebra ΣF generated by the weak
∗ topology of F . Note that
ΣF = {F ∩B : B ∈ ΣE} .
(In Section 6, F refers to the set denoted by Z .) Since compact metric spaces are complete and
separable, the measurable space (F,ΣF ) is standard (Definition 6.13), whenever F is closed.
For any F ∈ ΣE , HF .= (Hρ)ρ∈F is a family of separable GNS Hilbert spaces and, by the GNS
construction, any element X ∈ X defines a vector field
v
.
= (vρ)ρ∈F
.
= ([X ]ρ)ρ∈F (129)
over the familyHF . Also, πF .= (πρ)ρ∈F is a field of representations of X (Definition 6.22 (i)) onHρ
for ρ ∈ F . Now, it suffices to use Theorems 6.5 and 6.8 to get the measurability of all these objects:
Lemma 5.9 (Measurability of GNS Hilbert spaces and representations)
Let X be a separable unital C∗-algebra and F ∈ ΣE any (weak∗) Borel subset of states. Then,
HF is measurable and there is a unique (equivalence class of) coherence αF making, via (129),
any countable (norm) dense set of X a sequence of αF -measurable fields . Moreover, πF is αF -
measurable.
17I.e., continuous linear functionals ρ ∈ X ∗ which are positive, i.e., ρ(A∗A) ≥ 0 for all A ∈ X , and normalized, i.e.,
ρ(1) = 1.
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Proof. Let {X(n)}n∈N ⊆ X be any countable (norm) dense set. By the GNS construction, this set
defines via (129) a countable dense subset of the GNS Hilbert space Hρ for all ρ ∈ E. Hence, it
defines a sequence of vector fields over HF , denoted by (v(n))n∈N, where, for all ρ ∈ E, the set
{v(n)ρ }n∈N is dense inHρ and, in particular, total in this space. Since, for all B ∈ X , the mapping ρ 7→
ρ(B) from F to C is weak∗-continuous, we deduce from (127) that the mapping ρ 7→ 〈v(m)ρ , v(n)ρ 〉Hρ
from F to C is ΣF -measurable for allm,n ∈ N. Thus, the sequence (v(n))n∈N of vector fields fulfills
Conditions (a)-(b) of Theorem 6.5 andHF is thus measurable.
We take the unique (up to an equivalence of coherences) coherence αF forHF such that (v(n))n∈N
is a sequence of αF -measurable fields, see Theorem 6.8 (i). Observing that the point-wise limit of a
sequence of measurable functions is measurable, and using again (127) and Theorem 6.8 (i)-(ii), one
checks that (the equivalence class of) the coherence αF does not depend on the particular choice of
the dense countable set {X(n)}n∈N ⊆ X originally taken.
Finally, since {X(n)}n∈N ⊆ X is any dense set, by (127)-(129), we have
〈v(n)ρ , πρ(A)v(m)ρ 〉Hρ = ρ((X(n))∗AX(m)) , n,m ∈ N, A ∈ X , (130)
and the sequence (v(n))n∈N of vector fields satisfies Conditions (a)-(b) of Theorem 6.5. It follows
from Theorem 6.8 and Definition 6.22 that πρ is αF -measurable.
In view of Section 5.1, take now any (weak∗) closed set F ∈ ΣE . The set of all positive Radon
measures on (F,ΣF ) is denoted by M(F ), each element of which corresponds (one-to-one) to a
positive regular Borel measure. In fact, by separability of the C∗-algebra X , E is metrizable and thus,
any positive finite Borel measure on (E,ΣE) is regular, as already explained for X = U .
On the one hand, by Lemma 5.9, one can construct a direct integral triplet (H⊕F , π⊕F ,Ω⊕F ) associated
with each closed set F ∈ ΣE and any positive Radon measure µ ∈ M(F ):
(H⊕): H⊕F is the direct integral Hilbert space associated with the measurable family HF . See Defini-
tion 6.9. SinceHF has a canonical (equivalence class of) coherence αF , we use the notation
H⊕F ≡
∫ αF
F
Hρµ(dρ) ≡
∫
F
Hρµ(dρ) . (131)
Similarly, we say that any vector field (respectively operator field) v
.
= (vρ)ρ∈F (respectively A
.
=
(Aρ)ρ∈F )) over HF is measurable whenever it is αF -measurable. When F is a closed set, (F,ΣF , µ)
is standard and hence,H⊕F is in this case separable, by Theorem 6.14.
(π⊕): π⊕F is the direct integral (representation) of the (αF -) measurable representation field πF , see
(151)-(152). Similar to (131), we use the notation
π⊕F ≡
∫ αF
F
πρµ(dρ) ≡
∫
F
πρµ(dρ) . (132)
It is a representation of the separable unital C∗-algebra X on the direct integral Hilbert spaceH⊕F .
(Ω⊕): The vector Ω⊕F is the element of the direct integral Hilbert spaceH⊕F defined by
Ω⊕F
.
=
∫ αF
F
Ωρµ(dρ) ≡
∫
F
Ωρµ(dρ) ∈ H⊕F . (133)
This vector is well-defined because positive Radon measures on compact spaces are always finite. In
contrast with the usual GNS representation, note that Ω⊕F is generally not a cyclic vector for π
⊕
F (X ).
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On the other hand, as explained around (79), a positive Radon measure µ ∈ M(F ) represents a
unique positive functional ρµ ∈ X ∗, which is defined by
ρµ (A)
.
=
∫
F
ρ (A)µ (dρ) , A ∈ X .
ρµ is called the barycenter of µ ∈ M(F ) and, as any positive functional of X ∗, it has a GNS repre-
sentation. Clearly, the triplet (H⊕F , π⊕F ,Ω⊕F ) can be used to represent the positive functional ρµ, in the
sense that
ρµ(A) = 〈Ω⊕F , π⊕F (A)Ω⊕F 〉H⊕
F
, A ∈ X .
However, as already mentioned, Ω⊕F is not necessarily a cyclic vector for π
⊕
F (X ) and, in general,
(H⊕F , π⊕F ,Ω⊕F ) is only quasi-equivalent (see [11, Theorem 2.4.26]) to any cyclic representation of ρµ:
Lemma 5.10 (Direct integral and GNS representations)
Let X be a separable unital C∗-algebra, F ∈ ΣE any (weak∗) Borel subset of states and µ ∈ M(F ) a
positive Radonmeasure with barycenter ρµ ∈ X ∗ and associated cyclic representation (Hρµ , πρµ ,Ωρµ).
Then, π⊕F is quasi-equivalent to πρµ . It is equivalent to πρµ iff Ω
⊕
F is a cyclic vector for π
⊕
F (X ).
Proof. Fix all parameters of the lemma. Let PF be the orthogonal projection on H⊕F whose range
ranPF is the closure of the subspace π
⊕
F (X )Ω⊕F :
ranPF
.
=
{
π⊕F (A)Ω
⊕
F : A ∈ X
} ⊆ H⊕F .
Clearly, PF ∈ [π⊕F (X )]′ and PFΩ⊕F = Ω⊕F . Therefore, the mapping A 7→ π⊕F (A)|ranPF from X to
B(PFH⊕F ) defines a representation π˜⊕F of X on the Hilbert space PFH⊕F . Additionally, there is a
∗-isomorphism ג from the von Neumann algebra [π⊕F (X )]′′ to [π˜⊕F (X )]′′ such that
ג
(
π⊕F (A)
) .
= π⊕F (A)|ranPF = π˜⊕F (A) , A ∈ X .
This follows from the weak-operator continuity of PF (·)PF . By [11, Theorem 2.4.26], the represen-
tations π⊕F and π˜
⊕
F are thus quasi-equivalent. On the other hand, by construction, (PFH⊕F , π˜⊕F ,Ω⊕F ) is
a cyclic representation for the positive functional ρµ and is thus spatially, or unitarily, equivalent to
πρµ , by [11, Theorem 2.3.16] (which can trivially be extended to any positive functional of X ∗).
Unless Ω⊕F is a cyclic vector for π
⊕
F (X ), i.e., the orthogonal projection PF of the last proof is the iden-
tity operator on H⊕F , the triplet (H⊕F , π⊕F ,Ω⊕F ) is not spatially equivalent to any cyclic representation
of ρµ. In the following we discuss necessary and sufficient conditions on the positive Radon measure
µ for Ω⊕F to be cyclic, in order to have a direct integral decomposition of the cyclic representation of
ρµ as (H⊕F , π⊕F ,Ω⊕F ).
For each µ ∈ M(F ), we define its restriction µB ∈ M(F ) to any Borel setB ∈ ΣF by
µB (B0)
.
= µ (B0 ∩B) , B0 ∈ ΣF .
See (78). If Ω⊕F is a cyclic vector for π
⊕
F (X ) then one easily checks that Ω⊕B is also cyclic for π⊕B(X )
and so, (H⊕B, π⊕B,Ω⊕B) is a cyclic representation of the barycenter ρµB of the restricted positive Radon
measure µB ∈ M(F ). In particular, for all Borel setsB ∈ ΣF ,(
HρµB ⊕HρµF\B , πρµB ⊕ πρµF\B , ΩρµB ⊕ ΩρµF\B
)
(134)
is a cyclic representation of ρµ. This motivates the following definition:
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Definition 5.11 (Orthogonal measures)
Let X be a separable unital C∗-algebra and F ⊆ X ∗ any weak∗-closed subset of states. A positive
Radon measure µ ∈ M(F ) is orthogonal whenever, for all Borel sets B ∈ ΣF , (134) is a cyclic
representation of its barycenter ρµ ∈ X ∗, i.e., ρµB ⊥ ρµF\B (see around (76)).
As already explained, if (H⊕F , π⊕F ,Ω⊕F ) is a cyclic representation of ρµ then µ is an orthogonal measure.
We prove below that this orthogonality property is also a sufficient condition for the cyclicity of Ω⊕F .
The positiveRadon measures we are interested in concern those coming from the Choquet theorem
[12, Theorem 10.18], which allow to decompose states of a compact convex set into extreme ones.
Such measures are always probability measures, i.e., normalized positive Radon measures. The subset
of all probability measures on (F,ΣF ) is denoted by M1(F ). So, for simplicity, we consider, from
now on, only probability measures µ ∈ M1(F ) on F .
Recall that L∞(F, µ) is the space of all (equivalence classes of) essentially bounded measurable
complex-valued functions on F associated with the measure space (F,ΣF , µ). The ess sup norm of
L∞(F, µ) is denoted by ‖ · ‖∞. We give a first, very useful, lemma (cf. [11, Lemma 4.1.21]), similar
to Theorem 6.18, which links L∞(F, µ) with the commutant [πρµ(X )]′:
Lemma 5.12 (Bounded measurable functions and the GNS representation)
Let X be a separable unital C∗-algebra and F ⊆ X ∗ any weak∗-closed subset of states. For any
probability measure µ ∈ M1(F ), there is a unique linear map κµ : L∞(F, µ)→ [πρµ(X )]′ such that∫
F
f(ρ)ρ(A)µ(dρ) =
〈
Ωρµ , πρµ(A)κµ(f)Ωρµ
〉
Hρµ
, A ∈ X , (135)
and ‖κµ(f)‖B(Hρµ ) ≤ ‖f‖∞ for all f ∈ L
∞(F, µ), where (Hρµ, πρµ ,Ωρµ) is any cyclic representation
of the barycenter ρµ of µ. Additionally, κµ is unital, positivity-preserving and, for all f ∈ L∞(F, µ),
there is a unique κµ(f) ∈ B(Hρµ) satisfying (135).
Proof. Let µ ∈ M1(F )with (Hρµ , πρµ ,Ωρµ) being a cyclic representation of its barycenter ρµ. Choose
any (essentially) bounded function f ∈ L∞(F, µ). Observe that
(πρµ(A)Ωρµ , πρµ(B)Ωρµ) 7→
∫
F
f(ρ)ρ(A∗B)µ(dρ) , A, B ∈ X ,
defines a unique sesquilinear form on Hρµ bounded by ‖f‖∞. Therefore, there is a unique κµ(f) ∈
B(Hρµ) such that ‖κµ(f)‖B(Hρµ ) ≤ ‖f‖∞ and satisfying (135). Clearly, if f ≥ 0 then κµ(f) ≥ 0 and
κµ(f) = 1 when f = 1. Now, elementary computations show that κµ(f) ∈ [πρµ(X )]′. See [11, Proof
of Theorem 2.3.19] for more details.
If (H⊕F , π⊕F ,Ω⊕F ) is equivalent to any cyclic representation of ρµ then the mapping κµ of Lemma
5.12 is nothing else as (up to unitary equivalence) the ∗-isomorphism from L∞(F, µ) to the abelian
von Neumann algebraNF of diagonalizable operators onH⊕F , as given in Theorem 6.18. In particular,
κµ has to be a ∗-homomorphism (and not only a linear map) whenever (H⊕F , π⊕F ,Ω⊕F ) is a cyclic
representation of the barycenter ρµ of µ ∈ M1(F ). We exploit now this observation to show that
(H⊕F , π⊕F ,Ω⊕F ) is a cyclic representation of ρµ iff µ is an orthogonal measure. This is a consequence
of the Tomita theorem:
Proposition 5.13 (“half” Tomita’s theorem)
Let X be a separable unital C∗-algebra, F ⊆ X ∗ any weak∗-closed subset of states and µ ∈ M1(F )
any probability measure with barycenter ρµ and associated cyclic representation (Hρµ , πρµ,Ωρµ). If
µ is an orthogonal measure, then the mapping κµ of Lemma 5.12 is a ∗-isomorphism from L∞(F, µ)
to [πρµ(X )]′. In particular κµ(L∞(F, µ)) is an abelian von Neumann subalgebra of the commutant
[πρµ(X )]′.
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Proof. For completeness, we reproduce here the proof of [11, Proposition 4.1.22; (1) ⇒ (2)]. Let
µ ∈ M1(F ) be an orthogonal probability measure with barycenter ρµ and corresponding cyclic
representation (Hρµ, πρµ ,Ωρµ). Then, by Definition 5.11 and [11, Theorem 2.3.16], for any Borel
setB ∈ ΣF , there is an orthogonal projection PB ∈ [πρµ(X )]′ acting onHρµ such that, for all A ∈ X ,
ρµB(A) =
〈
Ωρµ , πρµ(A)PBΩρµ
〉
Hρµ
and ρµF\B =
〈
Ωρµ , πρµ(A)(1Hρµ − PB)Ωρµ
〉
Hρµ
.
(136)
Therefore, if ζB denotes the characteristic function of any Borel set B ∈ ΣF , then, by Lemma 5.12,
κµ(ζB) = PB is always an orthogonal projection and, for all B1,B2 ∈ ΣF , B1∩B2 = ∅,
κµ
(
ζB1
)
κµ
(
ζB2
)
= 0 . (137)
This last equality comes from the fact that, whenever B1∩B2 = ∅, ζB1 ≤ 1 − ζB2 , leading by
κµ(1) = 1Hρµ , linearity and positivity of κµ, to κµ(ζB1) ≤ 1Hρµ − κµ(ζB2), in turn implying (137).
Now, for anyB1,B2 ∈ ΣF , we can rewrite the characteristic functions ζB1, ζB2 as
ζB1 = ζB1ζB2 + ζB1(ζF − ζB2) and ζB2 = ζB2ζB1 + ζB2(ζF − ζB1)
and use (137) for disjoint Borel subsets to deduce the equality
κµ(ζB1)κµ(ζB2) = κµ(ζB1ζB2) , B1,B2 ∈ ΣF . (138)
All functions of L∞(F, µ) can be approximated in this Banach space by linear combination of char-
acteristic functions and since κµ is linear and a contractive mapping (Lemma 5.12), we deduce from
(138) that κµ is a ∗-homomorphism. Using now this property, one easily checks that κµ(f)Ωρµ = 0
iff f = 0. Since Ωρµ is a cyclic vector and κµ(f) ∈ [πρµ(X )]′, it follows that κµ is in fact a ∗-
isomorphism.
Proposition 5.13 is part of the Tomita theorem, which says that µ is an orthogonal measure iff the
mapping κµ of Lemma 5.12 is a ∗-homomorphism from L∞(F, µ) to [πρµ(X )]′. See [11, Proposition
4.1.22]. In the case that κµ(L∞(F, µ)) is an abelian von Neumann subalgebra of [πρµ(X )]′, the
corresponding direct integral decomposition of the representation πρµ is, as expected, π
⊕
F , see (132).
In fact, we have the following result, which refers to the Effros theorem [11, Theorem 4.4.9]:
Corollary 5.14 (Effros)
Let X be a separable unital C∗-algebra, F ⊆ X ∗ any weak∗-closed subset of states and µ ∈ M1(F )
any probability measure. µ is an orthogonal measure iffΩ⊕F is a cyclic vector for π
⊕
F (X ). In particular,
if µ is orthogonal then (H⊕F , π⊕F ,Ω⊕F ) is a cyclic representation of its barycenter.
Proof. IfΩ⊕F is a cyclic vector for π
⊕
F (X ) then, as already explained before Definition 5.11, µ has to be
orthogonal. Now, suppose that the mapping κµ of Lemma 5.12 is a ∗-homomorphism. In particular,
κµ(|f |2) = κµ(f)∗κµ(f) , f ∈ L∞ (F, µ) . (139)
Then, a simple computation using (139) and κµ(f) ∈ [πρµ(X )]′ shows that, for all A,B ∈ X and
f ∈ L∞(F, µ),∥∥π⊕F (B)Ω⊕F − φ(f)π⊕F (A)Ω⊕F∥∥H⊕F = ∥∥∥πρµ(B)Ωρµ − κµ(f)πρµ(A)Ωρµ∥∥∥Hρµ , (140)
provided κµ is a ∗-homomorphism, where
φ(f)
.
=
∫
F
f(ρ)1Hρµ(dρ) ∈ B
(H⊕F ) , f ∈ L∞(F, µ) .
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Now, by applying Lemma 6.11, observe that the set{
φ (f)π⊕F (A) Ω
⊕
F : f ∈ L∞ (F, µ) , A ∈ X
}
is dense in H⊕F . Hence, if µ is orthogonal then, as Ωρµ is cyclic for πρµ(X ), we deduce from Propo-
sition 5.13 and Equality (140) that Ω⊕F is a cyclic vector for π
⊕
F (X ). By Lemma 5.10, this implies in
turn that (H⊕F , π⊕F ,Ω⊕F ) is a cyclic representation of the barycenter ρµ of µ.
Therefore, Proposition 5.13, Corollary 5.14 and [11, Theorem 2.3.16] show, in a constructive way,
that, for any cyclic representation (Hρµ , πρµ,Ωρµ) of an orthogonal probability measure µ ∈ M1(F ),
the von Neumann algebra [πρµ(X )]′′ is decomposable with respect to the abelian von Neumann sub-
algebraNρµ
.
= κµ(L∞ (F, µ)) of the commutant [πρµ(X )]′. See Definition 6.37. By Theorem 6.38, it
means that
Nρµ ⊆ [πρµ(X )]′ ∩ [πρµ(X )]′′ (141)
while, by Corollary 6.36, [
π⊕F (X )
]′′
=
∫
F
[πρ(X )]′′ µ(dρ) .
In this case, π⊕F is a so-called subcentral decomposition (of the representation πρµ), see Definition
6.26 (ii.1).
5.7 C∗-Algebra of X -valued Continuous Functions on States
We conclude with some properties of the C∗-algebra C(F ;X ) of X -valued weak∗-continuous func-
tions on any weak∗-closed subset F ⊆ E of states, where X is a separable unital C∗-algebra. Such a
space is crucial to study the dynamics of long-range models at infinite volume. Similar to (47)-(48),
C(F ;X ) is endowed with the (point-wise) algebra operations inherited fromX . The uniqueC∗- norm
of C(F ;X ) is
‖f‖C(F ;X ) .= maxρ∈F ‖f (ρ)‖X , f ∈ C (F ;X ) .
We identify X with the subalgebra of constant functions of C(F ;X ) and C(F ) .= C(F ;C) with the
subalgebra of functions whose values are multiples of the unit 1 ∈ X . In other words,
X ⊆ C (F ;X ) and C (F ) .= C (F ;C) ⊆ C (F ;X ) .
In fact, X and C(F ) are C∗-subalgebras of C(F ;X ) and the set C(F )∪X generates this C∗-algebra:
Lemma 5.15 (Generation of C(F ;X ) by elementary functions)
Let X be a separable unital C∗-algebra and F ⊆ X ∗ any weak∗-closed subset of states. If X0 is a
dense set of X , then
C(F )X0 .= {fA : f ∈ C(F ), A ∈ X0}
is total in C(F ;X ). If X0 is a ∗-subalgebra of X then C(F )X0 is a ∗-subalgebra of C(F ;X ).
Proof. Use the density of X0 ⊆ X as well as the weak∗-compactness of F together with the existence
of partitions of unity subordinated to any open cover of the metrizable (weak∗-compact) space F .
Recall that ΣE is the (Borel) σ-algebra generated by the weak
∗ topology of the weak∗-compact
and metrizable space E of states. For any weak∗-closed subset F ∈ ΣE , ΣF is the σ-algebra gen-
erated by the weak∗ topology of F . The GNS representation of any state ρ ∈ E is denoted by
(Hρ, πρ,Ωρ). For any F ∈ ΣE , HF .= (Hρ)ρ∈F is a measurable family of separable GNS Hilbert
spaces and πF
.
= (πρ)ρ∈F is a measurable field of GNS representations of X on Hρ for ρ ∈ F , see
Lemma 5.9. Similarly, for any weak∗-closed subset F ∈ ΣE and all f ∈ C(F ;X ), the bounded field
(πρ(f(ρ)))ρ∈F of operators over (Hρ)ρ∈F is also measurable:
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Lemma 5.16 (Measurability of GNS representations applied to X -valued functions)
Let X be a separable unital C∗-algebra and F ⊆ X ∗ any weak∗-closed subset of states. Then, for all
f ∈ C(F ;X ), (πρ(f(ρ)))ρ∈F is a bounded (αF -) measurable field of operators over HF .= (Hρ)ρ∈F .
Proof. The proof is the same as the one proving that πF is measurable. In particular, for any f ∈
C(F ;X ), one uses (130) for A = f(ρ) together with the weak∗-continuity of functions of C(F ;X )
and Theorem 6.8 (iii) to deduce the assertion.
For any F ∈ ΣE and any positive Radon measure µ ∈ M(F ), H⊕F is the direct integral Hilbert
space (131) associated with HF . The direct integral π⊕F of πF , defined by (132), is a representation
of X on the direct integral Hilbert space H⊕F . In the same way, for any weak∗-closed subset F of
states, we obtain from Lemma 5.16 a representation of C(F ;X ) on H⊕F , that is, a ∗-homomorphism
from C(F ;X ) to B(H⊕F ). This representation is a natural extension of π⊕F from X to the C∗-algebra
C(F ;X ):
(Π⊕): Π⊕F is the (direct integral) representation of C(F ;X ) onH⊕F defined by
Π⊕F (f)
.
=
∫ αF
F
πρ(f(ρ))µ(dρ) ≡
∫
F
πρ(f(ρ))µ(dρ) , f ∈ C(F ;X ) . (142)
Compare with Equation (132) defining π⊕F .
Recall that Ω⊕F ∈ H⊕F is defined from the measurable family ΩF .= (Ωρ)ρ∈F by the direct integral
(133). By the Effros theorem (Corollary 5.14), if µ ∈ M1(F ) is an orthogonal probability mea-
sure then (H⊕F , π⊕F ,Ω⊕F ) is a cyclic representation of its barycenter ρµ and, by [11, Theorem 2.3.16],
(H⊕F , π⊕F ,Ω⊕F ) is equivalent to any cyclic representation of ρµ. In this case, C(F ;X ) can be repre-
sented in the Hilbert space Hρµ of any cyclic representation of ρµ. More precisely, from the Tomita
theorem (Proposition 5.13), we obtain the following assertion:
Proposition 5.17 (Orthogonal measures and representations of C(F ;X ))
Let X be a separable unital C∗-algebra, F ⊆ X ∗ any weak∗-closed subset of states and µ ∈ M1(F )
any probability measure with barycenter ρµ and associated cyclic representation (Hρµ , πρµ,Ωρµ). If
µ is an orthogonal measure, then there exists a unique representation Πρµ of C(F ;X ) on Hρµ such
that
Πρµ|X = πρµ and Πρµ |C(F ) = κµ|C(F )
with κµ being the ∗-isomorphism from L∞(F, µ) to [πρµ(X )]′ originally defined in Lemma 5.12.
Additionally, 〈
Ωρµ ,Πρµ (f)Ωρµ
〉
Hρµ
=
∫
F
ρ(f(ρ))µ(dρ) , f ∈ C (F ;X ) . (143)
Proof. Fix all parameters of the proposition. The representation Π⊕F of C(F ;X ) on H⊕F defined by
(142) obviously satisfies Π⊕F |X = π⊕F , see (132). By (133) and (142),〈
Ω⊕F ,Π
⊕
F (f)Ω
⊕
F
〉
H⊕
F
=
∫
F
f(ρ)ρ(A)µ(dρ) , f ∈ C (F ;X ) . (144)
By Corollary 5.14 and [11, Theorem 2.3.16], if µ is an orthogonal measure then there is a unitary
operator U : H⊕F → Hρµ such that UΩ⊕F = Ωρµ and πρµ(A) = Uπ⊕F (A)U∗ for any A ∈ X . Let Πρµ
be the representation of C(F ;X ) onHρµ defined by
Πρµ (f)
.
= UΠ⊕F (f)U
∗ , f ∈ C (F ;X ) . (145)
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Clearly, Π⊕F |X = π⊕F yields Πρµ |X = πρµ and, by (144), we also deduce Equation (143). In particular,
for any f ∈ C(F ) and A ∈ X ,〈
Ωρµ, πρµ (A) Πρµ (f) Ωρµ
〉
Hρµ
=
∫
F
f(ρ)ρ(A)µ(dρ) . (146)
By Lemma 5.12, Πρµ (f) = κµ (f) for any f ∈ C(F ). By Lemma 5.15, a representation of C(F ;X )
on any Hilbert space is uniquely defined by its values on X and C(F ). Therefore, Πρµ is the unique
representation which equals πρµ and κµ on X and C(F ), respectively.
The support suppµ of a positive Radon measure µ ∈ M(F ) is, by definition, the set
{ρ ∈ F : µ(Vρ) > 0 for any weak∗-open neighborhood Vρ of ρ} ⊆ F .
In particular, it is weak∗-compact. As Radon measures are (inner and outer) regular, supp µ has
full measure, i.e., µ(suppµ) = 1. Therefore, one can assume, without loss of generality, that F =
suppµ. In this case, if the state ρ ∈ F is µ-almost everywhere faithful then the representations
π⊕F and Π
⊕
F are faithful. If additionally µ ∈ M1(F ) is an orthogonal probability measure on F ,
then, from Lemma 5.15, Proposition 5.17 and Equation (145), we deduce the existence of a unique
∗-isomorphism from the C∗-subalgebra of B(Hρµ) generated by πρµ(X ) ∪ κµ(C(F )) onto the C∗-
algebra C(F ;X ), satisfying
κµ(f)πρµ(A) 7→ fA
for all f ∈ C(F ) and A ∈ X .
We conclude the section by observing that the barycenter of any probability measure on weak∗-
closed subset of states can naturally be extended to a state on the C∗-algebra C(F ;X ):
Definition 5.18 (Extension of states on X to the whole C∗-algebra C(F ;X ))
Let X be a separable unital C∗-algebra and F ⊆ X ∗ any weak∗-closed subset of states. For any
probability measure µ ∈ M1(F ), its barycenter ρµ ∈ F can naturally be extended to a state on
C(F ;X ), again denoted by ρµ, via the definition
ρµ (f)
.
=
∫
F
ρ(f(ρ))µ(dρ) , f ∈ C(F ;X ) .
Proposition 5.17 directly yields a natural characterization of cyclic representations of the extension to
C(F ;X ) of barycenters of orthogonal probability measures:
Theorem 5.19 (Cyclic representations of barycenters)
Let X be a separable unital C∗-algebra, F ⊆ X ∗ any weak∗-closed subset of states and µ ∈ M1(F )
any orthogonal probability measure with barycenter ρµ seen as a state of either X ∗ or C(F ;X )∗.
(i) (H⊕F ,Π⊕F ,Ω⊕F ) is a cyclic representation of ρµ ∈ C(F ;X )∗.
(ii) Let (Hρµ , πρµ,Ωρµ) be any cyclic representation of ρµ ∈ X ∗. Then, there exists a unique represen-
tation Πρµ of C(F ;X ) on Hρµ such that Πρµ |X = πρµ and (Ωρµ ,Πρµ,Hρµ) is a cyclic representation
of ρµ ∈ C(F ;X )∗.
(iii)Conversely, let (Hρµ ,Πρµ ,Ωρµ) be any cyclic representation of ρµ ∈ C(F ;X )∗. Then, (Hρµ ,Πρµ |X ,Ωρµ)
is a cyclic representation of ρµ ∈ X ∗,
[Πρµ (C (F ;X ))]′′ = [Πρµ (X )]′′ and [Πρµ (C (F ))]′′ ⊆ [Πρµ (X )]′ ∩ [Πρµ (X )]′′ .
Proof. Fix all parameters of the theorem.
(i): By Corollary 5.14, Ω⊕F is cyclic for the ∗-subalgebra
π⊕F (X ) = Π⊕F (X ) ⊆ Π⊕F (C (F ;X )) .
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Therefore, it is also cyclic for Π⊕F (C(F ;X )). Since Π⊕F is a representation of C(F ;X ) on H⊕F , by
(144), the first assertion follows.
(ii): Let (Hρµ, πρµ ,Ωρµ) be any cyclic representation of ρµ ∈ X ∗. By Proposition 5.17, there exists
a unique representation Πρµ of C(F ;X ) on Hρµ such that Πρµ|X = πρµ , Πρµ |C(F ) = κµ|C(F ) and,
since Ωρµ is cyclic for the ∗- subalgebra πρµ (X ), (Ωρµ ,Πρµ,Hρµ) is a cyclic representation of ρµ ∈
C(F ;X )∗. See (143) and Definition 5.18. Assume now the existence of another representation Π˜ρµ
such that Π˜ρµ|X = πρµ and (Ωρµ , Π˜ρµ,Hρµ) is a cyclic representation of ρµ ∈ C(F ;X )∗. Since
Π˜ρµ |X = Πρµ |X = πρµ ,
we deduce that〈
πρµ (A) Ωρµ ,
(
Π˜ρµ (f)− Πρµ (f)
)
Ωρµ
〉
Hρµ
= 0 , f ∈ C(F ), A ∈ X .
By cyclicity of Ωρµ for πρµ (X ), it follows that
Π˜ρµ (f) = Πρµ (f) = κµ|C(F ) , f ∈ C(F ) .
By Proposition 5.17, we conclude that Π˜ρµ = Πρµ .
(iii): By Corollary 5.14, (H⊕F , π⊕F ,Ω⊕F ) is a cyclic representation of ρµ ∈ X ∗ and (H⊕F ,Π⊕F ,Ω⊕F ) is thus
a cyclic representation of ρµ ∈ C(F ;X )∗, where Π⊕F is the representation of C(F ;X ) onH⊕F defined
by (142). By [11, Theorem 2.3.16], any cyclic representation (Hρµ ,Πρµ ,Ωρµ) of ρµ ∈ C(F ;X )∗
is equivalent to (H⊕F , π⊕F ,Ω⊕F ) and, since Ω⊕F is cyclic for Π⊕F (X ) = π⊕F (X ), the unit vector Ωρµ
is also cyclic for Πρµ(X ). In particular, (Hρµ ,Πρµ |X ,Ωρµ) is a cyclic representation of ρµ ∈ X ∗.
Using the definition πρµ
.
= Πρµ |X , Equation (146) holds true, again by (144) and [11, Theorem
2.3.16]. Therefore, Πρµ must be the unique representation of Proposition 5.17. By Equation (141),
[Πρµ (C (F ))]
′′ is an abelian von Neumann subalgebra of the center of [Πρµ (X )]′′. From Lemma 5.15
it follows that
[Πρµ (C (F ;X ))]′′ = [Πρµ (X ) ∪Πρµ (C (F ))]′′ = [Πρµ (X )]′′ .
6 Appendix: Direct Integrals and Spatial Decompositions
In this section we review important aspects of the theory of direct integrals of measurable families of
Hilbert spaces, operators, von Neumann algebras, and C∗-algebra representations, which are useful
in the scope of the present work. Mathematical foundations of the theory go back to von Neumann in
the pivotal paper [18]18, aiming to obtain factor decompositions of strongly closed operator algebras,
i.e., von Neumann algebras.
Nowadays, constant-fiber spaces or algebras are much more popular19 than the more general situ-
ation needed here, i.e., the non-constant fiber case, which were already introduced by von Neumann
in [18]. Thus, for self-containedness of the paper and the reader’s convenience, we concisely explain
the general theory of direct integrals. For a more thorough exposition on the subject, as well as com-
plete proofs, we refer to the monograph [20]. Indeed, in our opinion, the approach of [20], based on
the notion of “coherence”, is more intuitive, being more explicit, than other well-knownmathematical
expositions of direct integrals of separable Hilbert spaces. For another presentation of direct integrals,
see, e.g., [11, Section 4.4, in particular 4.4.1].
18Note that this paper was already written in 1937-1938, but only published more than ten years later.
19For instance, the theory for constant-fiber Hilbert spaces is a standard tool to study Schro¨dinger operators with
periodic potentials, as explained in [19, Section XIII.16].
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Notation 6.1
For any set Z , TZ always denotes a family TZ .= (Tz)z∈Z . If such a family is an operator or vector
field, as defined above, we even omit the subscript Z to simplify expressions.
6.1 Measurable Families of Separable Hilbert Spaces
To start we fix some conventions. Through out Section 6, H (with decoration or not) always stands
for either a separable (complex) Hilbert space or a family of such separable spaces. Recall that the
σ-algebra generated by the norm topology coincides with the one generated by the weak topology
of the Hilbert space H. It is denoted here by FH. We say that a mapping from a measurable space
(Z,F) to H is measurable if it is (FH,F)-measurable. Similarly, the weak-operator, σ-weak, strong
(operator) and σ-strong topologies of the space B(H) of bounded (linear) operators acting on H all
generate the same (Borel) σ-algebra, which we denote by FB(H). Note, however, that the (Borel)
σ-algebra generated by the norm topology of B(H) is generally strictly bigger than FB(H). Again, we
say that a mapping from (Z,F) to B(H) is measurable if it is (FB(H),F)-measurable. M(Z;H) and
M(Z;B(H)) denote the spaces of measurable mappings from (Z,F) to H and B(H), respectively.
The following two lemmata are useful characterizations of (FB(H),F)- and (FH,F)-mappings:
Lemma 6.2 (Characterization of measurable mappings)
Let (Z,F) be a measurable space and T ⊆ H any total20 family in a separable Hilbert spaceH.
(i) Any mapping κ : Z → H is measurable iff the mapping z 7→ 〈v,κ(z)〉H from Z to C is measur-
able for any v ∈ T. In this case, the mapping z 7→ ‖κ(z)‖H from Z to R is also measurable.
(ii) Any mapping κ : Z → B(H) is measurable iff the mapping z 7→ 〈v,κ(z)w〉H from Z to C
is measurable for any v, w ∈ T. In this case, the mapping z 7→ ‖κ(z)‖B(H) from Z to R is also
measurable.
Proof. (i) refers to the fact that the measurability corresponds to the weak topology of the Hilbert
space H. Note that the mapping
z 7→ ‖κ(z)‖H = sup
v∈T:‖v‖H=1
〈v,κ(z)〉H
from Z to R is also measurable, sinceH is separable and the supremum of a sequence of measurable
functions is measurable. Similar arguments imply Assertion (ii). We omit the details.
Lemma 6.3 (M(Z;H) as aM(Z;B(H))-module)
M(Z;B(H)) is a ∗-algebra andM(Z;H) is a leftM(Z;B(H))-module with respect to point-wise op-
erations. In particular, for all A,B ∈M(Z;B(H)) and all ϕ ∈M(Z;H), A · B,A∗ ∈M(Z;B(H))
and Aϕ ∈ M(Z;H), where A · B(z) .= A(z) · B(z), A∗(z) .= A(z)∗ and Aϕ(z) .= A(z)(ϕ(z)) for
z ∈ Z .
Proof. As explained in [20, Chap. 2], the fact thatM(Z;B(H)) is a ∗-algebra with respect to point-
wise operations directly follows from Lemma 6.2 (ii), since the involution on B(H) is continuous in
the weak-operator topology and the multiplication on B(H)×B(H) is jointly strongly continuous on
bounded sets. The fact thatM(Z;H) is a leftM(Z;B(H))-module is also clear.
It is important at this point to introduce the notion of measurable family of Hilbert spaces as
defined in [20, Chap. 2].
20H is the norm closure of the linear hull of T.
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Definition 6.4 (Measurable families of separable Hilbert spaces)
Let (Z,F) be a measurable space. Then,HZ .= (Hz)z∈Z is said to be a measurable family of Hilbert
spaces if each subset
Zn .= {z ∈ Z : dimHz = n} ⊆ Z , n ∈ N0 , (147)
is measurable, i.e., Zn ∈ F for all n ∈ N0.
Notice that, if Zn is measurable for all n ∈ N0, then Z∞ is also measurable21.
Observe that, with point-wise operations,
∏
z∈Z Hz and
∏
z∈Z B(Hz) are a vector space and a
∗-algebra, respectively. Elements of the vector space are named vector fields over the family HZ of
separable Hilbert spaces. Similarly, elements of the above ∗-algebra are operator fields overHZ .
In the mathematical literature, measurable families of separable Hilbert spaces are often defined
by the existence of a sequence of vector fields which is fiberwise total (or even dense) and whose
fiberwise scalar products are measurable. See, e.g. [11, Definition 4.4.1B]. By [20, Proposition 8.1],
this alternative definition is equivalent to Definition 6.4:
Theorem 6.5 (Measurable families of separable Hilbert spaces - Equivalent formulation)
Let (Z,F) be a measurable space and HZ a family of separable Hilbert spaces. Then, HZ is mea-
surable iff there is a sequence (v(n))n∈N of vector fields over HZ such that:
(a) For allm,n ∈ N, the mapping z 7→ 〈v(n)z , v(m)z 〉Hz from Z to C is measurable.
(b) For each z ∈ Z , the subset {v(n)z }n∈N is total inHz.
Proof. Let (Z,F) be a measurable space and HZ a family of separable Hilbert spaces. In order to
simplify the discussion of the proof, we assume, without loss of generality, that Z0 = ∅.
Let HZ be measurable and, for all z ∈ Z , (ezn)dimHzn=1 any orthonormal basis of the separable
Hilbert spaceHz. Then define, for all n ∈ N, x(n)z .= ezn if n ≤ dimHz, and x(n)z .= 0 otherwise. With
this definition, (b) with v
(n)
z = x
(n)
z holds true, by construction. In order to prove (a), observe that, if
m 6= n then the mapping z 7→ 〈x(n)z , x(m)z 〉Hz from Z to C is trivially measurable, for it is the zero
function. Additionally, for all n ∈ N, the mapping z 7→ 〈x(n)z , x(n)z 〉Hz fromZ toC is the characteristic
function of the set {z ∈ Z : dimHz ≥ n} and is, hence, measurable, asHZ is a measurable family of
Hilbert spaces. See Definition 6.4. Thus, there exists a sequence (x(n))n∈N of vector fields over HZ
satisfying the following properties:
(a˜) For allm,n ∈ N, the mapping z 7→ 〈x(n)z , x(m)z 〉Hz from Z to C is measurable.
(b˜) For each z ∈ Z , (x(n)z )dimHzn=1 is an orthonormal basis ofHz and x(n)z = 0 whenever n > dimHz.
Conversely, assume the existence of a sequence (v(n))n∈N of vector fields over HZ satisfying
Conditions (a)-(b). Apply next the Gram-Schmidt orthonormalization process to the total sequence
(v
(n)
z )n∈N for each z ∈ Z: x(1)z .= [v(1)z ] and, for all n ∈ N, n > 1,
x(n)z
.
=
⌈
v(n)z −
〈
x(n−1)z , v
(n)
z
〉
Hz
x(n−1)z − · · · −
〈
x(1)z , v
(n)
z
〉
Hz
x(1)z
⌉
,
where, for all w ∈ Hz, ⌈w⌉ .= 0 whenever w = 0 and ⌈w⌉ .= ‖w‖−1Hzw otherwise. The new sequence
(x(n))n∈N of vector fields over HZ satisfies, by construction, Conditions (a˜)-(b˜). In this case, by
Lemma 6.2 (i), the mapping z 7→ ‖x(n)z ‖Hz from Z to R is measurable, while
Zn .= {z ∈ Z : dimHz = n} =
{
z ∈ Z :
∑
m∈N
‖x(m)z ‖Hz = n
}
, n ∈ N .
It follows thatHZ is measurable, by Definition 6.4.
21This results from the elementary facts that the complement of any measurable set is measurable while countable
unions of measurable sets are measurable.
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6.2 Coherences and Measurable Fields
We now introduce the notion of coherences and measurable fields. To this end, we denote by
ℓ2∞
.
=
{
(xk)k∈N ⊆ C :
∑
k∈N
|xk|2 <∞
}
the Hilbert space of all square-summable sequences of complex numbers. For each integer n ∈ N, let
ℓ2n  ℓ
2
∞ be the subspace of sequences (xk)k∈N ∈ ℓ2∞ such that xk = 0 for all k > n.
Definition 6.6 (Coherences for families of separable Hilbert spaces)
Let HZ .= (Hz)z∈Z be a family of separable Hilbert spaces. A family αZ = (αz)z∈Z is a coherence
for HZ if, for each z ∈ Z , αz is a linear isometry22 fromHz into ℓ2∞ with range ℓ2dimHz .
Note that the separability of each Hz is a necessary and sufficient condition for the existence of
coherences. The concept of coherence is often omitted in the literature on direct integrals, but it is
useful for it converts the case of fiber-dependent Hilbert spaces into the constant-fiber case.
We next introduce measurable fields with respect to some fixed coherence. To this end, recall
that elements of the vector space
∏
z∈Z Hz are named vector fields over the family HZ of separable
Hilbert spaces. Similarly, elements of the ∗-algebra ∏z∈Z B(Hz) are operator fields over HZ . See
also Notation 6.1.
Definition 6.7 (Measurability of fields and equivalence of coherences)
Let (Z,F) be a measurable space andHZ a family of separable Hilbert spaces.
(i) A vector field v (respectively operator fieldA) is called αZ -measurable if the mapping z 7→ αz (vz)
from Z to ℓ2∞ (respectively z 7→ αzAzα∗z from Z to B(ℓ2∞)) is measurable.
(ii) Two coherences αZ and βZ for HZ are equivalent if, for all vector fields v over HZ , v is αZ-
measurable iff it is βZ-measurable.
In this definition, ℓ2∞ and B(ℓ2∞) are seen as measurable spaces with respect to the σ-algebras Fℓ2∞ and
FB(ℓ2∞), as defined above for any separable Hilbert space H.
The αZ-measurable vector (respectively operator) fields over HZ form a subspace of
∏
z∈Z Hz
(respectively
∏
z∈Z B(Hz)). By Lemma 6.3, the αZ-measurable operator fields over HZ even form
a ∗-algebra. Moreover, by the same lemma, if v is a αZ-measurable vector field and A is a αZ-
measurable operator field, then the mapping z 7→ Azvz from Z to
∏
z∈Z H is again a αZ-measurable
vector field. By Lemma 6.2, if v, w are αZ-measurable vector fields and A is a αZ-measurable
operator field then z 7→ 〈vz, wz〉Hz and z 7→ ‖Az‖B(Hz) from Z to C are measurable functions23.
Given a measurable space (Z,F) and a measurable familyHZ of separable Hilbert spaces, Theo-
rem 6.5 yields a canonical procedure to construct coherences forHZ :
Theorem 6.8 (Coherences associated with sequences of fields)
Let (Z,F) be a measurable space and HZ a family of separable Hilbert spaces. Take any sequence
(v(n))n∈N of vector fields over HZ satisfying Conditions (a)-(b) of Theorem 6.5. Then, one has:
(i) Up to an equivalence of coherences, there is a unique coherence αZ forHZ such that (v(n))n∈N is
a sequence of αZ-measurable fields.
(ii) An arbitrary vector field w over HZ is αZ-measurable iff, for all n ∈ N, the mapping z 7→
〈wz, v(n)z 〉Hz from Z to C is measurable.
(iii) Similar to (ii), if A is an operator field over HZ then it is αZ-measurable iff, for all n,m ∈ N,
the mapping z 7→ 〈v(n)z , Azv(m)z 〉Hz from Z to C is measurable.
22αz is not defined as a linear isometry fromHz onto ℓ2dimHz to avoid a z-dependent domain of its adjoint α∗z .
23In order to prove the measurability of z 7→ 〈vz , wz〉Hz , one also uses an orthonormal basis of ℓ2∞ together with the
elementary facts that sums and products of measurable functions are measurable and the point-wise limit of a sequence of
measurable complex-valued functions is also measurable.
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Proof. For any sequence (v(n))n∈N of vector fields overHZ satisfying Conditions (a)-(b) of Theorem
6.5, one uses the Gram-Schmidt orthonormalization process to construct a sequence (x(n))n∈N of
vector fields over HZ satisfying Conditions (a˜)-(b˜), as explained in the proof of Theorem 6.5. Let
αZ be the unique coherence for HZ such that, for each z ∈ Z and k ∈ {1, 2, . . . , dimHz}, αzx(nk)z
= ek with nk being the k-th natural number satisfying x
(nk)
z 6= 0. Then, as one can easily check from
Lemma 6.2, (v(n))n∈N is a sequence of αZ -measurable fields and the coherence αz we build satisfies
(i)-(iii).
Theorem 6.8 gives a useful characterization for the set of αZ-measurable fields of an implicitly
defined coherence αZ for a measurable family of separable Hilbert spaces. Additionally, the proofs
of Theorems 6.5 and 6.8 give an explicit, very natural, construction of coherences.
6.3 Direct Integrals of Measurable Families of Hilbert Spaces
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable familyHZ of separable
Hilbert spaces. Recall also Notation 6.1. Denote by
H˜⊕Z ⊆
∏
z∈Z
Hz
the subspace of αZ-measurable vector fields v over HZ for which the mapping z 7→ ‖vz‖Hz from
Z to C belongs to the Hilbert space L2(Z, µ) of complex-valued functions that are square-integrable
with respect to the σ-finite measure µ. A semi-inner-product on this space is naturally defined by
〈v, w〉H˜⊕Z
.
=
∫
Z
〈vz, wz〉Hzµ(dz) , v, w ∈ H˜⊕Z . (148)
Then, as is usual, we define the seminorm
‖v‖H˜⊕Z
.
=
√
〈v, v〉H˜⊕Z =
√∫
Z
‖vz‖2Hzµ(dz) , v ∈ H˜⊕Z ,
and identify v and w whenever ‖v − w‖H˜⊕Z = 0 to get a Hilbert space:
Definition 6.9 (Direct integrals of Separable Hilbert spaces)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable familyHZ of separa-
ble Hilbert spaces. The direct integral of HZ with respect to µ and αZ , denoted by
H⊕Z ≡
∫ αZ
Z
Hzµ(dz) ,
is the Hilbert space of equivalence classes of elements of H˜⊕Z , with inner product defined from (148).
Hz, z ∈ Z , are named fiber Hilbert spaces.
There is a canonical mapping from H˜⊕Z toH⊕Z defined by
v = (vz)z∈Z 7→ [v] ≡
∫ αZ
Z
vzµ(dz) . (149)
To simplify notation, we often implicitly omit the distinction between v ∈ H˜⊕Z and the equivalence
class [v] ∈ H⊕Z .
The existence of coherences to define the direct integrals is very useful because it converts the
study of non-constant fiber Hilbert spaces into the analysis of constant ones, in a natural way:
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Lemma 6.10 (Conversion into direct integrals of constant fiber Hilbert spaces)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable family HZ of sepa-
rable Hilbert spaces. For any n ∈ N0 ∪ {∞}, let µn be the restriction to the measurable set Zn of µ,
see (147) by including the case n =∞. Then, the mapping
ΥαZ : H⊕Z ≡
∫ αZ
Z
Hzµ(dz)→
⊕
n∈N0∪{∞}
∫
Zn
ℓ2n µn(dz) ,
defined, for all v ∈ H⊕Z , by
ΥαZ
∫ αZ
Z
vzµ(dz) =
∑
n∈N0∪{∞}
∫
Zn
αz (vz) µn(dz) (150)
is a unitary mapping.
Proof. Fix all parameters of the lemma. For all v ∈ H⊕Z , observe that
‖v‖2H⊕Z
.
=
∫ αZ
Z
‖vz‖2Hz µ(dz) =
∑
n∈N0∪{∞}
∫
Zn
‖αz (vz)‖2ℓ2n µn(dz) ,
using Definition 6.6 and Lebesgue’s monotone convergence theorem. We thus deduce that ΥαZ , as
defined by (150), is a linear isometry. Additionally, any element
[w] ∈
⊕
n∈N0∪{∞}
∫
Zn
ℓ2n µn(dz)
is, by definition, a sequence ([wn])n∈N0∪{∞} with [wn] ∈
∫
Zn
ℓ2n µn(dz) for any n ∈ N0 ∪{∞}. Then,
for any n ∈ N0 ∪ {∞} and any representative (wn,z)z∈Zn of the equivalence class [wn], define
vz
.
= α∗zwn,z , z ∈ Zn, n ∈ N0 ∪ {∞} ,
and observe that the constructed element (vz)z∈Z ∈ H˜⊕Z leads to a unique equivalence class
[v] ≡
∫ αZ
Z
vzµ(dz) ∈ H⊕Z ,
which satisfies ΥαZ [v] = [w]. Therefore, ΥαZ is a surjective linear isometry between two Hilbert
spaces, and thus a unitary mapping.
All the study of the general theory of direct integrals can be based on the well-known theory of
constant fiber direct integrals. Additionally, by Lemma 6.10, two equivalent coherences αZ and βZ
for HZ (Definition 6.7 (ii)) clearly imply the same direct integral:
H⊕Z ≡
∫ αZ
Z
Hzµ(dz) =
∫ βZ
Z
Hzµ(dz) .
Note also that, similar to Theorem 6.5, there is at least one sequence of vector fields over H⊕Z which
is a total family in each fiber.
As is usual,
L∞ (Z, µ) ≡ L∞ (Z, µ;C)
is the C∗-algebra of (equivalence classes of almost everywhere equal) measurable complex-valued
functions on Z with
‖f‖L∞(Z,µ) ≡ ‖f‖∞ .= ess sup
z∈Z
|f (z)| <∞
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being the essential supremum of f associated with the (σ-finite) measure space (Z,F, µ). As a Banach
space, it is the (topological) dual space L1 (Z, µ)∗ of the Banach space
L1 (Z, µ) ≡ L1 (Z, µ;C)
of (equivalence classes of) complex-valued functions on Z that are absolutely integrable with respect
to the (σ-finite) measure µ. Any element ofL∞(Z, µ) can also be seen24 as a bounded operator acting,
by the point-wise multiplication, on the Hilbert space
L2 (Z, µ) ≡ L2 (Z, µ;C)
of (equivalence class of almost everywhere equal) complex-valued functions on Z that are square-
integrable with respect to the (σ-finite) measure µ.
Lemma 6.11 (Sequence of vector fields as fiberwise-total families)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable familyHZ of separa-
ble Hilbert spaces.
(i) There exists a sequence (v(n))n∈N inH⊕Z such that {v(n)z }n∈N is total inHz for each z ∈ Z .
(ii) Let {ϕ(i)}i∈I ⊆ L∞(Z, µ) ≡ L1 (Z, µ)∗ be a weak∗-total family and (v(n))n∈N a sequence like
in (i). Then the family of αZ -measurable fields {ϕ(i)v(n)}(i,n)∈I×N is total in H⊕Z . If, for all z ∈ Z ,
{v(n)z }n∈N is dense then {ϕ(i)v(n)}(i,n)∈I×N is dense inH⊕Z .
Proof. Fix all the assumptions of the lemma. Recall that (en)n∈N is the canonical orthonormal basis
of ℓ2∞. To prove (i), let (x
(n))n∈N be the αZ -measurable vector fields overHZ defined by x(n)z .= α∗zen
for each z ∈ Z and n ∈ N. Since coherences are linear isometries from Hz into ℓ2∞ with range
ℓ2dimHz (Definition 6.6), the family {x(n)z }n∈N is total in Hz for each z ∈ Z , but x(n)
.
= (x
(n)
z )z∈Z ,
n ∈ N, are not necessarily elements of H˜⊕Z , for they are possibly non-square-integrable. Since µ is,
by assumption, a σ-finite measure, there is a strictly positive measurable function f such that∫
Z
f (z)µ(dz) <∞ .
Then, define v
(n)
z =
√
f (z)x
(n)
z for each z ∈ Z and n ∈ N to arrive at Assertion (i).
In order to get Assertion (ii), it suffices to prove that any element w ∈ H⊕Z that is orthogonal to
ϕ(i)v(n) for all (i, n) ∈ I × N must be zero. This is straightforward. See [20, Lemma 7.3] for more
details.
The relation between different direct integrals relative to absolutely continuous measures is also
very natural:
Lemma 6.12 (Sequence of vector fields as a total family in each fiber)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable familyHZ of separa-
ble Hilbert spaces. If µ˜ is a σ-finite measure that is absolutely continuous with respect to µ, then
vz 7→
(
dµ˜
dµ
(z)
)1/2
vz
is a linear isometry from
∫ αZ
Z
Hzµ˜(dz) to
∫ αZ
Z
Hzµ(dz).
24In fact, L∞(Z, µ) is ∗-isomorphic to an abelian von Neumann algebra.
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Proof. The proof follows from direct computations. Note that the existence of the measurable func-
tion dµ˜/dµ in L1(Z, µ), which defines the linear isometry, is a direct consequence of the Radon-
Nikodym theorem.
Note finally that the direct integralH⊕Z of Hilbert spaces, as defined above, is not necessarily sep-
arable. This very important property of a Hilbert space holds true when the measure space (Z,F, µ)
is standard, in the following sense:
Definition 6.13 (Standard measure spaces)
The measurable space (Z,F) is standard if F is the Borel σ-algebra of a polish space25. The measure
space (Z,F, µ) is standard if it is σ-finite and (Z,F) is standard as a measurable space.
Standard measure spaces lead to the separability of direct integrals of families of separable Hilbert
spaces:
Theorem 6.14 (Separability of direct integrals)
Let (Z,F, µ) be a standard measure space and αZ a coherence for a measurable familyHZ of sepa-
rable Hilbert spaces. Then,H⊕Z ≡
∫ αZ
Z
Hzµ(dz) is separable.
Proof. By Lemma 6.10, we can assume without loss of generality that HZ is a family of constant
separable Hilbert spaces, i.e., Hz = H is fixed for all z ∈ Z . In this special case, we can apply [20,
Proposition 5.2] which states the existence of a unitary operator mappingH⊕Z onto L2(Z, µ)⊗H. It
is well-known that L2(Z, µ) is separable when µ is a standard measure, see, e.g., [20, Corollary 5.3].
Since H is, by assumption, also a separable Hilbert space, the assertion follows.
6.4 Decomposable Operators
Let (Z,F, µ) still denote a σ-finite measure space and αZ a coherence for a measurable family HZ
of separable Hilbert spaces. See also Notation 6.1. Let A = (Az)z∈Z be an αZ-measurable operator
field over HZ . If A is µ-essentially bounded, i.e., the mapping z 7→ ‖Az‖B(Hz) from Z to C belongs
to L∞(Z, µ), then there is a unique bounded operator acting onH⊕Z , denoted by∫ αZ
Z
Azµ(dz) ∈ B
(H⊕Z) ,
satisfying (∫ αZ
Z
Azµ(dz)
)
v =
∫ αZ
Z
Azvz µ(dz) , v ∈ H⊕Z .
(See also (149)). Operators of this type refer to decomposable operators:
Definition 6.15 (Decomposable operators)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable family HZ of sep-
arable Hilbert spaces. A ∈ B(H⊕Z) is decomposable whenever there is a µ-essentially bounded,
αZ-measurable operator field (Az)z∈Z such that A =
∫ αZ
Z
Azµ(dz). We denote byMZ ⊆ B(H⊕Z) the
subspace of decomposable operators.
Important decomposable operators are the so-called diagonalizable ones:
25There is a metric d on Z such that (Z, d) is a separable and complete metric space and F is the Borel σ–algebra
associated with d.
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Definition 6.16 (Diagonalizable operators)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable family HZ of sep-
arable Hilbert spaces. A ∈ B(H⊕Z) is diagonalizable whenever there is ϕ ∈ L∞(Z, µ) such that
A =
∫ αZ
Z
ϕ(z)1Hzµ(dz). We denote by NZ ⊆MZ the subspace of diagonalizable operators.
In order to explicitly characterize the subspaces NZ andMZ of operators, the existence of coher-
ences to define the direct integral is very useful, by Lemma 6.10. First note the following fact:
Lemma 6.17 (Reduction to constant fiber Hilbert spaces)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable familyHZ of separa-
ble Hilbert spaces. Then,
MZ = Υ
∗
αZ
⊕
n∈N0∪{∞}
M
(n)
Z ΥαZ and NZ = Υ
∗
αZ
⊕
n∈N0∪{∞}
N
(n)
Z ΥαZ
with ΥαZ being the unitary mapping of Lemma 6.10, and where M
(n)
Z and N
(n)
Z are the subspaces of
respectively decomposable and diagonalizable operators acting on the constant fiber direct integral∫
Zn
ℓ2n µ(dz) for each n ∈ N0 ∪ {∞}.
Proof. The proof is very similar to the one of Lemma 6.10 and we thus omit the details. See [20, p.
25].
Therefore, all the study of decomposable and diagonalizable operators can be based on the well-
known theory of constant fiber direct integrals. We thus obtain the following result:
Theorem 6.18 (Structure of the subspace of diagonalizable operators)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable familyHZ of separa-
ble Hilbert spaces. NZ is a von Neumann algebra on the Hilbert spaceH⊕Z and the mapping
ϕ 7→
∫ αZ
Z
ϕ(z)1Hzµ(dz)
defines a ∗-isomorphism from the abelian von Neumann algebra L∞(Z, µ) ⊆ B(L2(Z, µ)) to NZ .
Proof. By Lemmata 6.10 and 6.17, we can assume without loss of generality that HZ is a family of
constant separable Hilbert spaces, i.e., Hz = H is fixed for all z ∈ Z . Similar to the proof of The-
orem 6.14, we apply again [20, Proposition 5.2] which directly implies that the set of diagonalizable
operators acting on H⊕Z ≡ L2(Z, µ) ⊗ H is a von Neumann algebra which is ∗-isomorphic to the
abelian von Neumann algebra L∞(Z, µ) ⊆ B(L2(Z, µ)).
The previous statement on diagonalizable operators has the following implication for the subspace
MZ of decomposable operators (cf. [20, Theorem 7.1 (iii)-(vii)]):
Theorem 6.19 (Structure of the subspace of decomposable operators)
Let (Z,F, µ) be a σ-finite measure space and αZ a coherence for a measurable familyHZ of separa-
ble Hilbert spaces.
(i) MZ is the commutant
26 of the abelian von Neumann algebra NZ , i.e., MZ = N
′
Z . In particular,
MZ is also a von Neumann algebra on the Hilbert spaceH⊕Z andM ′Z = NZ .
26The commutantS′ of a setS ⊆ B(H) (H being some Hilbert space) is, by definition, the set of all elements of B(H)
that commute with all A ∈ S.
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(ii) A
.
= (Az)z∈Z 7→
∫ αZ
Z
Azµ(dz) defines a ∗-homomorphism from the ∗-algebra of the µ-essentially
bounded and αZ -measurable operator fields over HZ toMZ ⊆ B(H⊕Z) and∥∥∥∥∫ αZ
Z
Azµ(dz)
∥∥∥∥
B(H⊕Z )
= ess sup
z∈Z
‖Az‖B(Hz) .
(iii) Let A,An, n ∈ N, be essentially bounded αZ-measurable fields of operators over HZ such that
ess sup
z∈Z
sup
n∈N
‖An,z‖B(Hz) <∞ .
If An,z converges in the strong operator topology of B(Hz) to Az µ-almost everywhere in Z when
n → ∞, then ∫ αZ
Z
An,zµ(dz) tends to
∫ αZ
Z
Azµ(dz) in the strong operator topology of B
(H⊕Z), as
n→∞.
(iv)Conversely, if
∫ αZ
Z
An,zµ(dz) tends to
∫ αZ
Z
Azµ(dz) in the strong operator topology when n→∞
then there is a subsequence {nk}k∈N such that Ank,z converges in the strong operator topology to Az
µ-almost everywhere in Z , as k →∞.
Proof. (i)MZ = N
′
Z is proven in [20, Theorem 6.2] for constant fiber direct integrals. Therefore, by
Lemma 6.17 together with [20, Theorem 6.2],
N ′Z = Υ
∗
αZ
⊕
n∈N0∪{∞}
(
N
(n)
Z
)′
ΥαZ = MZ
which, combined with Theorem 6.18, implies Assertion (i). Note that M ′Z = N
′′
Z = NZ is a direct
consequence of the celebrated bicommutant theorem [11, Theorem 2.4.11].
To prove Assertions (ii)-(iv) we can assume without loss of generality that HZ is a family of
constant separable Hilbert spaces, by Lemmata 6.10 and 6.17. (ii) refers to [20, Proposition 6.1 (b)],
which is straightforward to prove. (iii)-(iv) in the constant-fiber case is [20, Proposition 6.3]. In this
case, one can again use [20, Proposition 5.2], i.e.,H⊕Z ≡ L2(Z, µ)⊗H. We omit the details.
By Theorems 6.18-6.19, if (Z,F, µ) is standard then the space NZ of diagonalizable operators
is an abelian von Neumann over a separable Hilbert space. The following theorem says that this
situation is universal, up to spatial isomorphisms27:
Theorem 6.20 (Abelian von Neumann algebras as spaces of diagonalizable operators)
Assume that N is an abelian von Neumann algebra on a separable Hilbert space H. Then, there is a
standard measure space (Z,F, µ), a ∗-isomorphism φ : L∞(Z, µ)→ N, a measurable familyHZ of
Hilbert spaces, a coherence αZ forHZ and a unitary mapping U fromH toH⊕Z such that
NZ = UNU
∗ and Uφ(f)U∗ =
∫ αZ
Z
f(z)1Hzµ(dz) , f ∈ L∞(Z, µ) .
Proof. Any abelian von Neumann algebra on a separable Hilbert spaceH is ∗-isomorphic toL∞(Z, µ)
for some standard measure space (Z,F, µ). This is a known result of the theory of abelian von Neu-
mann algebras. See, e.g., [20, Proposition A.4]. The remaining part of the proof is not trivial and
requires some rather long arguments. We thus refer to [20, Theorem 9.1] for a detailed proof.
This result motivates the following definition:
Definition 6.21 (Decomposition of Hilbert spaces via abelian von Neumann algebras)
Let N be an abelian von Neumann algebra on a separable Hilbert space H. We say that the direct
integral Hilbert space H⊕Z ≡
∫ αZ
Z
Hzµ(dz) is a decomposition of H with respect to the abelian
von Neumann algebra N whenever (Z,F, µ) is a standard measure space, αZ is a coherence for a
measurable familyHZ of separable Hilbert spaces, and NZ is spatially isomorphic toN.
27Von Neumann algebras M1,M2 over, respectively, the Hilbert spaces H1,H2 are spatially isomorphic iff there is a
unitary map U fromH1 to H2 such thatM2 = UM1U∗.
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By Theorem 6.20, a separable Hilbert spaceH admits a decomposition with respect to any abelian
von Neumann algebra N on H. Moreover, the standard space (Z,F, µ) and the fiber Hilbert spaces
Hz, z ∈ Z , are unique up to certain natural equivalences. So, one can speak about the decomposition
of H with respect to N. For more details, see [20, Theorem 9.2]. The decomposability of separable
Hilbert spaces is pivotal in the sequel and an analog property holds true for von Neumann algebras
and representations of C∗-algebras.
6.5 Direct Integrals of Representations of Separable Unital Banach ∗-Algebras
In this section, X denotes an arbitrary, separable, unital Banach ∗-algebra, also named (separable,
unital) involutive Banach algebra. This means that X is a (complex) Banach algebra with a unit 1 and
is endowed with an antilinear involution A 7→ A∗ from X to itself satisfying (AB)∗ = B∗A∗ for all
A,B ∈ X . Like Hilbert spaces under consideration, here X is always assumed to be separable. The
main example we have in mind is X being a separable unital C∗-algebra, i.e., a (separable) Banach
∗-algebra such that ‖A∗A‖X = ‖A‖2X for A ∈ X . Recall that a representation28 π of X on a Hilbert
space H is a ∗-homomorphism of X to B(H).
Definition 6.22 (Field of representations of separable unital Banach ∗-algebras)
(i) For any set Z , a field πZ of representations of a separable unital Banach ∗-algebra X is a family
πZ
.
= (πz)z∈Z of representations πz of X on a separable (complex) Hilbert spaceHz for all z ∈ Z .
(ii) If (Z,F) is a measurable space and αZ is a coherence for HZ .= (Hz)z∈Z , as defined in (i), we
say that πZ is αZ-measurable iff πZ(A)
.
= (πz(A))z∈Z is a αZ-measurable field of operators for all
A ∈ X . See Definition 6.7 (i).
Let (Z,F, µ) be a σ-finite measure space and HZ .= (Hz)z∈Z be the family of Definition 6.22.
As representations are norm-contractive [11, Proposition 2.3.1], if πZ is a αZ-measurable field of
representations of X then, for all A ∈ X , πZ(A) defines a decomposable bounded operator on the
direct integralH⊕Z ≡
∫ αZ
Z
Hzµ(dz) (Definitions 6.9 and 6.15). It is easy to check that the mapping
π⊕Z ≡
∫ αZ
Z
πzµ(dz) : X →MZ ⊆ B(H⊕Z) (151)
defined by
π⊕Z(A)
.
=
∫ αZ
Z
πz(A)µ(dz) , A ∈ X , (152)
is a representation of X . We term it the direct integral (representation) of the representation field πZ .
Note, additionally, thatNZ ⊆ [π⊕Z(X )]′, i.e., the subspaceNZ of diagonalizable operators (Definition
6.16) belongs to the commutant of the space π⊕Z(X ). See, e.g., Theorem 6.19 (i).
Similar to Definition 6.21, one can decompose a representation via an abelian von Neumann
algebra as follows:
Definition 6.23 (Decomposition of representations via abelian von Neumann algebras)
Let Π be a representation of a separable unital Banach ∗-algebra X on the separable Hilbert space
H, N an abelian von Neumann subalgebra of [Π(X )]′, (Z,F, µ) a standard measure space and πZ
a αZ-measurable field of representations of X , as in Definition 6.22. π⊕Z ≡
∫ αZ
Z
πzµ(dz) is a direct
integral decomposition of Π with respect to N if there is a unitary mapping U : H → H⊕Z such that,
for all A ∈ X ,
π⊕Z(A) = UΠ(A)U
∗ and NZ = UNU
∗ ,
i.e., UNU∗ is precisely the algebra of diagonal operators onH⊕Z , see Definition 6.16. In this case, we
say that Π is decomposable with respect toN.
28A representation of a ∗-algebra X is also defined to be a pair, in this case (H, π). See [11, Definition 2.3.2].
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The following result ensures the existence of decompositions of representations:
Theorem 6.24 (Decompositions of representations – I)
Let (Z,F, µ) be a σ-finite measure space and Π a representation of a separable unital Banach ∗-
algebra X on a direct integral H⊕Z (Definition 6.9) such that NZ ⊆ [Π(X )]′ (Definition 6.16). Then,
there is a αZ-measurable field πZ of representations of X such that Π = π⊕Z .
Proof. By Theorem 6.19 (i), the assumption NZ ⊆ [Π(X )]′ implies that Π(X ) ⊆ [Π(X )]′′ ⊆ MZ ,
i.e., for any A ∈ X , there is a µ-essentially bounded, αZ-measurable operator field (Az)z∈Z such that
Π (A) =
∫ αZ
Z
Azµ(dz) .
See Definition 6.15. It means that the field πZ of mappings from X to B(Hz) defined by πz(A) .= Az
may be a good candidate for a αZ-measurable field of representations of X . In fact, all ∗-algebraic
operations in MZ (Theorem 6.19 (i)) refers, µ-almost everywhere, to the corresponding operations
in each fiber. There is, however, a complication here in converting ∗-algebraic operations in MZ
into fiberwise ones, because these only hold true µ-almost everywhere, on subsets of Z that possibly
depend on the elements of X that are taken. Therefore, as X is a separable (unital) Banach ∗-algebra,
one takes a countable dense subset X0 of X which is a ∗-algebra over Q + iQ. Since the countable
union of measurable sets of zero measure has zero measure, there is a fixed subset Z0 ⊆ Z satisfying
µ (Z\Z0) = 0 such that the definitions πz(A) .= Az for z ∈ Z0 and πz(A) .= 0 for z ∈ Z\Z0 lead to
a αZ-measurable field πZ of representations of X satisfying Π = π⊕Z . The desired properties of this
family πZ of mappings is a consequence of the density of X0 ⊆ X and Theorem 6.19 (iii), together
with [11, Proposition 2.3.1]. For more details, see [20, Theorem 12.3].
Corollary 6.25 (Decompositions of representations – II)
Let Π be any representation of a separable unital Banach ∗-algebraX on a (separable) Hilbert space
H. If N is an abelian von Neumann subalgebra of [Π(X )]′, then it is decomposable with respect to
N.
Proof. The assertion is a consequence of Theorems 6.20 and 6.24.
Observe that decompositions of a given representation Π with respect to N are unique, up to natural
equivalences. In particular, one can speak in this case about the direct integral decompositions of Π.
For more details, see [20, Theorems 12.1 and 12.4].
Different types of direct integral decompositions can be defined:
Definition 6.26 (Special direct integral representations)
Under Conditions of Definition 6.23 we define the following terminology for the direct integral de-
composition π⊕Z ≡
∫ αZ
Z
πzµ(dz) of Π with respect to N:
(i.1) π⊕Z is a maximal decomposition ifN is a maximal abelian von Neumann subalgebra of [Π(X )]′,
i.e.,
N′ ∩ [Π(X )]′ ⊆ N .
(i.2) π⊕Z is an irreducible decomposition whenever πz is irreducible for µ-almost everywhere z ∈ Z ,
i.e., {0} andHz are the only closed subspaces of Hz that are invariant under the action of πz(X ).
(ii.1) π⊕Z is a subcentral decomposition if N is contained in the center of the von Neumann algebra
[Π(X )]′, i.e.,
N ⊆ [Π(X )]′ ∩ [Π(X )]′′ .
If the equality holds true, then we speak about the central decomposition.
(ii.2) π⊕Z is a factor decomposition whenever πz is a factor representation of X for µ-almost every-
where z ∈ Z , i.e.,
[πz(X )]′ ∩ [πz(X )]′′ = C1Hz (µ-almost everywhere).
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The maximality of the abelian von Neumann algebra is equivalent to the irreducibility of the
representations appearing in direct integral decompositions, i.e., Definitions 6.26 (i.1) and (i.2) are
equivalent:
Theorem 6.27 (Maximal versus irreducible decompositions)
Let Π be a representation of a separable unital Banach ∗-algebraX on a (separable) Hilbert spaceH
and N an abelian von Neumann subalgebra of [Π(X )]′. Let π⊕Z be the direct integral decomposition
of Π with respect to N (Corollary 6.25). Then, N is a maximal abelian von Neumann subalgebra of
[Π(X )]′ iff πz is irreducible for µ-almost everywhere z ∈ Z .
Proof. Without loss of generality we assume that Π is a representation of X on a direct integral
H⊕Z (Definition 6.9) such that NZ = N ⊆ [Π(X )]′ (Definition 6.16), where (Z,F, µ) is a standard
measure space.
Assume that πz is irreducible for µ-almost everywhere z ∈ Z . NZ is maximal abelian in [π⊕Z(X )]′
iff N ′Z ∩ [π⊕Z(X )]′ ⊆ NZ . Therefore, take A ∈ N ′Z ∩ [π⊕Z(X )]′. By Theorem 6.19 (i), there is
a µ-essentially bounded, αZ-measurable operator field (Az)z∈Z such that A =
∫ αZ
Z
Azµ(dz), see
Definition 6.15. Using similar arguments as in the proof of Theorem 6.24, one uses a countable dense
subset of X to prove that A ∈ [π⊕Z(X )]′ yields Az ∈ [πz(X )]′ for µ-almost everywhere z ∈ Z .
Since πz is µ-almost everywhere irreducible, [πz(X )]′ = C1Hz for µ-almost everywhere z ∈ Z ,
by [11, Proposition 2.3.8]. As a consequence, Az ∈ [πz(X )]′ for µ-almost everywhere z ∈ Z implies
that A ∈ NZ .
The converse statement, namely the fact that N ′Z ∩ [π⊕Z(X )]′ ⊆ NZ yields the irreducibility of
πz for µ-almost everywhere z ∈ Z , requires more arguments. First, an assertion which is similar
to Lemmata 6.10 and 6.17 holds true for the direct integral representation π⊕Z , see [20, Eq. (*) in
Section 11, p. 46]. So, one can assume without loss of generality that HZ is a family of constant
separable Hilbert spaces. In this case, one then uses the properties of standard measure spaces (see
[20, Theorems 4.1 and 4.3]) to show the existence of two Borel setsZ0,Z1 ⊆ Z and a αZ-measurable
operator field (Az)z∈Z0 overHZ0 .= (Hz)z∈Z0 such that
µ (Z1\Z0) = 0 ,
∫ αZ
Z0
Azµ(dz) ∈ (MZ\NZ) ∩ [π⊕Z(X )]′
and
Z0 ⊆ S .= {z ∈ Z : πz is not irreducible} ⊆ Z1 .
For the precise arguments leading to these facts, see [20, Theorem 13.1]. By Theorem 6.19 (i) recall
thatMZ = N
′
Z and since, by assumption,N
′
Z ∩ [π⊕Z(X )]′ ⊆ NZ , it follows that µ (Z0) = 0, which in
turn implies that µ (Z1) = 0.
By Theorem 6.27, ifΠ is a representation ofX onH thenmaximal abelian von Neumann subalge-
bras of [Π(X )]′ determine decompositions of Π with respect to irreducible representations. Observe
that the representation Π is irreducible iff [Π(X )]′ = C1H, by [11, Proposition 2.3.8]. Such a repre-
sentation is a particular example of a factor representation, for one trivially has in this case that
[Π(X )]′ ∩ [Π(X )]′′ = C1H .
The next result establishes a relation between the central decomposition, i.e., the decompositions
with respect to the center [Π(X )]′ ∩ [Π(X )]′′ of the von Neumann algebra [Π(X )]′, and factor decom-
positions:
Theorem 6.28 (Central versus factor decompositions)
Let Π be a representation of a separable unital Banach ∗-algebraX on a (separable) Hilbert spaceH
and N an abelian von Neumann subalgebra of [Π(X )]′. Let π⊕Z be the direct integral decomposition
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of Π with respect to N (Corollary 6.25).
(i) If πz is a factor representation of X for µ-almost everywhere z ∈ Z then [Π(X )]′ ∩ [Π(X )]′′ ⊆ N.
(ii) IfN = [Π(X )]′∩ [Π(X )]′′ then πz is a factor representation of X for µ-almost everywhere z ∈ Z .
Proof. Without loss of generality we assume that Π = π⊕Z is a representation of X on a direct integral
H⊕Z (Definition 6.9) such that N = NZ ⊆ [π⊕Z(X )]′ (Definition 6.16), where (Z,F, µ) is a standard
measure space.
(i) On the one hand, by Theorem 6.19 (i), NZ ⊆ [π⊕Z(X )]′ yields [π⊕Z(X )]′′ ⊆MZ . Therefore, for
anyA ∈ [π⊕Z(X )]′∩[π⊕Z(X )]′′, there is a µ-essentially bounded, αZ-measurable operator field (Az)z∈Z
such that A =
∫ αZ
Z
Azµ(dz) and Az ∈ [πz(X )]′ for µ-almost everywhere z ∈ Z , using similar
arguments as in the proof of Theorem 6.27. On the other hand, since H⊕Z is separable (Theorem
6.14), one can apply the Kaplanski density theorem [20, Theorem A.2] to approximate, in the strong
topology, any decomposable operator
A =
∫ αZ
Z
Azµ(dz) ∈ [π⊕Z(X )]′′ ∩MZ
by a sequence29 (π⊕Z(An))n∈N with An ∈ X . One then uses Theorem 6.19 (iv) to show that Az ∈
[πz(X )]′′ for µ-almost everywhere z ∈ Z . As a consequence, if A ∈ [π⊕Z(X )]′ ∩ [π⊕Z(X )]′′ then, for
µ-almost everywhere z ∈ Z , Az belongs to the center of [πz(X )]′, which consists of multiples of the
identity, by assumption. Therefore,
[π⊕Z(X )]′ ∩ [π⊕Z(X )]′′ ⊆ NZ .
(ii) SinceH⊕Z is separable (Theorem 6.14), by the Kaplanski density theorem [20, Theorem A.2],
there is a sequence (Cn)n∈N of operators that is dense in the weak-operator topology within the unit
ball of the commutant [π⊕Z(X )]′. AsX is separable and since representations are norm-contractive [11,
Proposition 2.3.1], we construct the separable unital C∗-algebra C of operators on the direct integral
H⊕Z that is generated by π⊕Z(X ) and (Cn)n∈N ⊆ [π⊕Z(X )]′. This C∗-algebra satisfies, by construction,
the equality
C′ = [π⊕Z(X )]′ ∩ [π⊕Z(X )]′′ ,
which equals NZ , by assumption. Using now [11, Proposition 2.3.1] and Theorem 6.19 (iii) together
with Corollary 6.25 and Theorem 6.27, where the separable Banach ∗-algebra, the representation and
the abelian sublagebra, are respectively C, the identity mapping andNZ = C′, we deduce the existence
of a αZ-measurable field κZ of µ-almost everywhere irreducible representations of C onHz such that
A =
∫ αZ
Z
κz (A)µ(dz) , A ∈ C ,
with πz = κz ◦ π⊕Z and κz(Cn) ∈ [πz(X )]′ for µ-almost everywhere z ∈ Z and n ∈ N. By the
weak-operator density of (Cn)n∈N in [π
⊕
Z(X )]′ and [11, Proposition 2.3.8], it follows that
[πz(X )]′ ∩ [πz(X )]′′ = [κz ◦ π⊕Z(X )]′ ∩ [(κz(Cn))n∈N]′ = [κz(C)]′ = C1H
for µ-almost everywhere z ∈ Z .
In general, [Π(X )]′ ∩ [Π(X )]′′ ⊆ N does not necessarily imply that πz is a factor representation of X
for µ-almost everywhere z ∈ Z . See [20, Example 15.3]. In particular, by Theorem 6.28 (ii), central
decompositions (Definition 6.26 (ii.1)) are always factor decompositions (Definition 6.26 (ii.2)), but
the converse is false, in general. In other words, the two definitions are not equivalent.
By Theorem 6.28, observe that any representation of X admits a central decomposition. One
remarkable fact about central, or subcentral, decompositions is that the corresponding factor repre-
sentations are non-redundant in the following sense:
29Recall thatX is assumed to be unital.
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Theorem 6.29 (Non-redundancy of subcentral decompositions)
Let Π be a representation of a separable unital Banach ∗-algebraX on a (separable) Hilbert spaceH
and π⊕Z be the direct integral decomposition of Π with respect to N ⊆ [Π(X )]′ ∩ [Π(X )]′′ (Corollary
6.25). Then, for some measurable subset Z0 ⊆ Z , µ(Z0) = 0, and all z1, z2 ∈ Z\Z0, z1 6= z2, there
exists no ∗-isomorphism κ : [πz1(X )]′′ 7→ [πz2(X )]′′ such that κ ◦ πz1 = πz2 .
Proof. As in previous proofs, let Π = π⊕Z be a representation of X on a direct integral H⊕Z such that
N = NZ ⊆ [π⊕Z(X )]′ ∩ [π⊕Z(X )]′′, where (Z,F, µ) is a standard measure space. By [20, Proposition
B.5], it suffices to prove that πz1 and πz2 are disjoint for all z1, z2 ∈ Z\Z0 with z1 6= z2. This means
that there is no non-zero operator T from Hz1 toHz2 such that
Tπz1 (A) = πz2 (A) T , A ∈ X . (153)
To this end, one takes a sequence (Zn)n∈N of Borel subsets of Z separating the points of Z . By
assumption,NZ ⊆ [π⊕Z(X )]′′ and we deduce that
χn
.
=
∫ αZ
Z
1 [z ∈ Zn]1Hzµ(dz) ∈ [π⊕Z(X )]′′ , n ∈ N . (154)
Assume now that T is an operator from Hz1 to Hz2 satisfying (153) with z1 ∈ Zn and z2 /∈ Zn for
some n ∈ N. Then, by (153)-(154), we formally expect that, for µ-almost everywhere z1, z2 ∈ Z ,
z1 6= z2,
T1 [z1 ∈ Zn] = Tπz1 (χn) = πz2 (χn)T = 0 , (155)
implying T = 0. To complete the arguments, by making sense of the formal elements πz (χn), one
uses a convenient approximation of (χn)n∈N ⊆ [π⊕Z(X )]′′, in the strong topology, via the Kaplanski
density theorem [20, Theorem A.2], as in Theorem 6.28 (i). Then, we use Theorem 6.19 (iv) and the
fact that a countable union of measurable sets of zero measure has zero measure to obtain a set Z0 of
zero measure such that Equation (155) holds true for any z1 ∈ Zn ∩Z\Z0 and z2 /∈ Zn ∩Z\Z0. For
more details, see [20, Theorem 13.3].
Theorem 6.29 means that πz1 and πz2 are not quasi-equivalent
30 representations for any z1, z2 ∈
Z\Z0, z1 6= z2. When we only have a factor decomposition of a representation Π with respect to N
(Corollary 6.25) such that
[Π(X )]′ ∩ [Π(X )]′′  N ⊆ [Π(X )]′, (156)
we have a redundancy in the following sense: Since two factor representations π1, π2 are either quasi-
equivalent or disjoint [20, Proposition B.5], when (156) holds true, the direct integral representation
π⊕Z ofΠ is constructed from a αZ-measurable field πZ of representations ofX having quasi-equivalent
representations within a set of non-zero measure. This redundancy disappears when N is exactly the
center of [Π(X )]′, or [Π(X )]′′, by Theorem 6.29. If
N  [Π(X )]′ ∩ [Π(X )]′′ (157)
then there is also no redundancy, in the same way. However, by Theorem 6.27, when (157) holds true,
the irreducibility of fiber representations cannot be true µ-almost everywhere sinceN is clearly not a
maximal abelian von Neumann subalgebra of [Π(X )]′. Note that (157) implies that Π cannot be an
irreducible representation of a separable unital Banach ∗-algebra X on a (separable) Hilbert spaceH.
Note finally that, even if there exists a ∗-isomorphism κ : [π1(X )]′′ 7→ [π2(X )]′′ such that
κ ◦ π1 = π2, two representations π1, π2 of the same C∗-algebra X on two Hilbert spaces H1,H2,
respectively, are not necessarily (unitarily) equivalent, which means the existence of a unitary opera-
tor U from H1 toH2 such that π1(A) = U∗π2(A)U for any A ∈ X . This is related with the question
30The definition of quasi-equivalent representations in [11, Definition 2.4.25] differs from the one of [20, Appendix B,
p. 146], but they are equivalent, by [11, Theorem 2.4.26].
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whether isomorphisms between von Neumann algebras can be unitarily implemented. By [11, Theo-
rem 2.4.26], if π1, π2 are two quasi-equivalent representations then π1, π2 are (unitarily) equivalent
up to multiplicity.
6.6 Direct Integrals of von Neumann Algebras
In this section, we study the direct integrals of von Neumann algebrasM on separable Hilbert spaces
H, i.e., a ∗-subalgebra of B(H) so that M′′ = M. See [11, Definition 2.4.8. and Theorem 2.4.11].
Definition 6.30 (Fields of von Neumann algebras)
(i) For any set Z , a field of von Neumann algebras over a measurable familyHZ of separable Hilbert
spaces is a familyMZ
.
= (Mz)z∈Z of von Neumann algebrasMz acting onHz for all z ∈ Z .
(ii) If (Z,F) is a measurable space and αZ is a coherence for the familyHZ of (i), we say thatMZ is
αZ-measurable iff there exists a sequence (A
(n))n∈N of αZ-measurable fields of operators such that
{A(n)z : n ∈ N} ⊆ B(Hz) generates31 Mz for all z ∈ Z . Such a sequence (A(n))n∈N is named a
αZ-measurable generating sequence forMZ .
IfHZ is a measurable family of separable Hilbert spaces (see Definition 6.4), then (C1Hz)z∈Z and
(B(Hz))z∈Z are trivial examples of αZ-measurable fields of von Neumann algebras onHZ . Another
less trivial example is given by the following lemma:
Lemma 6.31 (Fields of bicommutants of representations)
Let (Z,F) be a measurable space and πZ a αZ-measurable field of representations of a separable
unital Banach ∗-algebra X over a measurable familyHZ of separable Hilbert spaces. Then, the field
([πz(X )]′′)z∈Z of von Neumann algebras is αZ-measurable.
Proof. For any z ∈ Z , [πz(X )]′′ is generated by the set πz(X ), while X is separable and a representa-
tion is norm-contractive [11, Proposition 2.3.1]. Therefore, the lemma is a direct consequence of the
αZ-measurability of πZ . See Definitions 6.22 (ii) and 6.30 (ii).
In fact, all αZ-measurable fields of von Neumann algebras are of this form, by [20, Lemma 18.1].
It turns out that measurable fields of von Neumann algebras are stable with respect to simple
point-wise operations on fields of von Neumann algebras:
Lemma 6.32 (Stability of αZ-measurable fields of von Neumann algebras)
Let (Z,F) be a measurable space and MZ , M(n)Z , n ∈ N, αZ-measurable fields MZ of von Neu-
mann algebras over a measurable familyHZ of separable Hilbert spaces. Then, the fields (M′z)z∈Z ,
(∩n∈NM(n)z )z∈Z , ([∪n∈NM(n)z ]′′)z∈Z of von Neumann algebras over HZ are also αZ-measurable.
Proof. This is a consequence of the properties of the so-called Effros-Borel structure. See [20,
Theorem 17.1]. We omit the details.
We now define direct integrals of von Neumann algebras via the direct integral of Hilbert spaces
(Definition 6.9) and the subalgebra of decomposable operators (Definition 6.15):
Definition 6.33 (Direct integrals of von Neumann algebras)
Let (Z,F, µ) be a σ-finite measure space,MZ a αZ-measurable field of von Neumann algebras over
a measurable familyHZ of separable Hilbert spaces. The direct integral
M⊕Z ≡
∫ αZ
Z
Mzµ(dz) ⊆MZ ⊆ B(H⊕Z)
of MZ with respect to µ and αZ is the ∗-subalgebra of decomposable operators A =
∫ αZ
Z
Azµ(dz)
for which Az ∈Mz ⊆ B(Hz) for all µ-almost everywhere z ∈ Z .
31I.e.,Mz is the closure, in the strong or weak operator topology, of the ∗-algebra generated by this set.
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Using this definition∫ αZ
Z
[C1Hz ]µ(dz) = NZ and
∫ αZ
Z
B(Hz)µ(dz) =MZ
are nothing else as the von Neumann algebras NZ and MZ of diagonalizable and decomposable
operators on H⊕Z , respectively. See Definitions 6.15 and 6.16. Observe further that, for any αZ-
measurable field MZ of von Neumann algebras overHZ ,∫ αZ
Z
[C1Hz ]µ(dz) ⊆M⊕Z ∩
[
M⊕Z
]′
,
i.e., the algebra NZ of diagonalizable operator is always a subalgebra of the center ofM
⊕
Z .
The next theorem gives a sufficient condition on direct integrals of von Neumann algebras to be
themselves von Neumann algebras:
Theorem 6.34 (Direct integrals of von Neumann algebras as von Neumann algebras)
Let (Z,F, µ) be a standard measure space, MZ a αZ-measurable field of von Neumann algebras
over a measurable familyHZ of separable Hilbert spaces. Then,M⊕Z is the von Neumann subalgebra
of B(H⊕Z) generated by NZ and
∫ αZ
Z
A
(n)
z µ(dz), n ∈ N, where (A(n))n∈N is any αZ -measurable
generating sequence forMZ .
Proof. Fix all parameters of the theorem. Pick, in particular, an arbitrary αZ-measurable generating
sequence (A(n))n∈N forMZ . Denote byM the von Neumann subalgebra of B(H⊕Z) generated by NZ
and
∫ αZ
Z
A
(n)
z µ(dz), n ∈ N. IfB ∈M′ then there is a µ-essentially bounded, αZ-measurable operator
field (Bz)z∈Z such that B =
∫ αZ
Z
Bzµ(dz) ∈MZ , by Theorem 6.19 (i), and, for µ-almost everywhere
z ∈ Z , Bz ∈ M′z by similar arguments as in the proof of Theorem 6.24. Therefore, M′ ⊆ [M⊕Z ]′,
which in turn implies thatM⊕Z ⊆M.
To show the reverse inclusion, use the Kaplanski density theorem [20, Theorem A.2] to approxi-
mate, in the strong topology, anyB ∈M by a sequence (B(n))n∈N ⊆M⊕Z of elements of the ∗-algebra
generated by NZ and
∫ αZ
Z
A
(n)
z µ(dz), n ∈ N. Observe that M ⊆ MZ , because NZ ⊆ M′. See also
Theorem 6.19 (i). In other words, B, (B(n))n∈N ∈ M are all decomposable operators and, using
(B(n))n∈N ⊆M⊕Z and Theorem 6.19 (iv), we arrive at B ∈M⊕Z , i.e., M ⊆M⊕Z .
Corollary 6.35 (Direct integrals of von Neumann algebras and fiber inclusions)
Let (Z,F, µ) be a standard measure space, MZ , M˜Z two αZ -measurable field of von Neumann
algebras over the same measurable family HZ of separable Hilbert spaces. Then, MZ ⊆ M˜Z iff
Mz ⊆ M˜z for all µ-almost everywhere z ∈ Z .
Proof. It is an obvious consequence of Theorem 6.34.
Another consequence of Theorem 6.34 concerns the difference between the von Neumann algebra
constructed from a direct integral representation and the direct integral of the von Neumann algebras
constructed from the fields of von Neumann algebras generated by the corresponding fiber represen-
tation, as stated in Lemma 6.31. These von Neumann algebras are in general different. Necessary and
sufficient conditions to have equality are given in the following corollary:
Corollary 6.36 (Direct integrals of von Neumann algebras and representations)
Let Π be a representation of a separable unital Banach ∗-algebraX on a (separable) Hilbert spaceH
and N an abelian von Neumann subalgebra of [Π(X )]′. Let π⊕Z be the direct integral decomposition
of Π with respect to N (Corollary 6.25). Then,[
π⊕Z(X )
]′′
=
∫ αZ
Z
[πz(X )]′′ µ(dz) iff N ⊆ [Π(X )]′ ∩ [Π(X )]′′ .
58
Proof. Let π⊕Z be the direct integral decomposition of a representation Π of a separable unital Banach
∗-algebra X with respect to an abelian von Neumann subalgebra of [Π(X )]′, as stated in Defini-
tion 6.23. See also Corollary 6.25. Then, by Lemma 6.31 and Theorem 6.34, the field (Mz
.
=
[πz(X )]′′)z∈Z of von Neumann algebras is αZ-measurable and its direct integral M⊕Z is a von Neu-
mann algebra. As π⊕Z(X ) ⊆M⊕Z , we always have the natural inclusion
[π⊕Z(X )]′′ ⊆M⊕Z ≡
∫ αZ
Z
[πz(X )]′′ µ(dz) , (158)
keeping in mind that [π⊕Z(X )]′′ is the smallest von Neumann algebra containing π⊕Z(X ). In fact, by
Theorem 6.34,M⊕Z is the von Neumann subalgebra of B(H⊕Z) generated byNZ and the bicommutant
[π⊕Z(X )]′′. Since obviouslyNZ ⊆ [π⊕Z(X )]′, (158) holds true with equality iff NZ is contained in the
center of [π⊕Z(X )]′, i.e.,N ⊆ [Π(X )]′ ∩ [Π(X )]′′, by Definition 6.23.
Note that the bicommutant [π⊕Z(X )]′′ of Corollary 6.36 does not necessarily include all diagonal
operators and in this case, [
π⊕Z(X )
]′′
 
∫ αZ
Z
[πz(X )]′′ µ(dz) .
See the argument just below (158) that uses Theorem 6.34. In any case, (158) always holds true and,
for instance, any separating vectorΨ = (Ψz)z∈Z ∈ H˜⊕Z ≡ H⊕Z such thatΨz is separating for [πz(X )]′′
for all µ-almost everywhere z ∈ Z yields a separating vector Ψ ≡ [Ψ] for [π⊕Z(X )]′′, i.e., AΨ = 0
implies A = 0 for all A ∈ [π⊕Z(X )]′′.
By [20, Theorem 13.3], or the proof of Theorem 6.29, the condition of Corollary 6.36, that is,
N ⊆ [Π(X )]′ ∩ [Π(X )]′′,
is directly related with the fact that the fiber representations are mutually disjoint, or equivalently,
for some measurable subset Z0 ⊆ Z with µ(Z0) = 0 and all z1, z2 ∈ Z\Z0, there exists no ∗-
isomorphism κ : [πz1(X )]′′ 7→ [πz2(X )]′′ such that κ ◦ πz1 = πz2 whenever z1 6= z2. In other words,
to have the equality [
π⊕Z(X )
]′′
=
∫ αZ
Z
[πz(X )]′′ µ(dz) ,
it is necessary to have no redundancy in the fiber representations, as expected. From Theorem 6.29
and discussions after Equation (157), we see that the natural candidate for an abelian von Neumann
subalgebra N ⊆ [Π(X )]′, with respect to which [Π(X )]′′ is decomposed, is precisely the center
[Π(X )]′ ∩ [Π(X )]′′.
By Theorem 6.19 (i), note that
∫ αZ
Z
B(Hz)µ(dz) is the commutant of
∫ αZ
Z
[C1Hz ]µ(dz). Thus, if a
von Neumann algebraM overH⊕Z is a direct integral of a αZ-measurable field MZ of von Neumann
algebras over HZ , then NZ ⊆ M ⊆ N ′Z and hence, the center of M contains all diagonalizable
operators. By Corollary 6.36, the converse should clearly be true and this refers to [20, Theorem
19.4] and the existence of a direct integral decomposition of a von Neumann algebra via an abelian
von Neumann algebra, similar to Definitions 6.21 and 6.23:
Definition 6.37 (Direct integral decomposition of von Neumann algebras)
Let M be a von Neumann algebra on a separable Hilbert spaceH, N an abelian von Neumann sub-
algebra of M′, (Z,F, µ) a standard measure space and MZ a αZ-measurable field of von Neumann
algebras over a measurable familyHZ of separable Hilbert spaces. M⊕Z is a direct integral decompo-
sition of M with respect to N if there is a ∗-isomorphism φ : L∞(Z, µ)→ N and a unitary mapping
U : H → H⊕Z such that,
M⊕Z = UMU
∗ , NZ = UNU
∗ , Uφ(f)U∗ =
∫ αZN
ZN
f(z)1Hzµ(dz) , f ∈ L∞(Z, µ) .
In this case, we say thatM is decomposable with respect to N.
59
Recall that (i) any separable Hilbert has a decomposition with respect to any abelian von Neumann
algebra on it and (ii) such a decomposition is related to a standard measure space, by Theorem 6.20.
The following result, which is similar to Theorem 6.20 and Corollary 6.25, ensures the existence of
direct integral decompositions of von Neumann algebras:
Theorem 6.38 (Direct integral decomposition of von Neumann algebras)
Let M be a von Neumann algebra acting on a separable Hilbert space H and N an abelian von
Neumann subalgebra ofM′.Then, M is decomposable with respect to N iffN ⊆M′ ∩M′′.
Proof. If M is decomposable with respect to N then we must have N ⊆ M′ ∩M′′. See discussion
before Definition 6.37. Conversely, any von Neumann algebra M on a separable Hilbert space H is
the strong closure of a norm-separable C∗-algebra X : To see this, note that the unit closed ball of any
von Neumann algebra M on H is compact with respect to the weak-operator topology. Therefore, if
the Hilbert spaceH is separable, the weak-operator topology is metrizable on any ball ofM, which is
thus separable in this topology. In particular, a von Neumann algebraM on a separable Hilbert space
is separable with respect to the weak-operator topology. Thus take any weak-operator-dense countable
subsetX0 ⊆M and letX be the separable C∗-algebra generated by X0. Clearly, X ′′ = M. Define the
representation Π on X to be the identity mapping. Let π⊕Z be the direct integral decomposition of Π
with respect toN (Corollary 6.25). The assertion then follows from Corollary 6.36 as [Π(X )]′′ = M.
See also Theorem 6.20 for the existence of the ∗-isomorphism φ : L∞(Z, µ)→ N.
Hence, in the context of standard spaces, the theory of direct integrals of fields of von Neumann
algebras corresponds to the study of von Neumann subalgebras of the algebra of decomposable oper-
ators whose center contains the diagonalizable ones.
WhenN = M′ ∩M′′, one talks about the central decomposition ofM, similar to Definition 6.26
(ii.1). One can also talk about factor decompositions of von Neumann algebras, similar to Definition
6.26 (ii.2).
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