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SUMMARY
Following results over recent years, this thesis enhances the problem of minimizing a
cost functional defined on a state trajectory of an autonomous switched dynamical system.
The cost functional traditionally used, is augmented with explicit costs on the switching
times and the final time is set by a constraint as opposed to being given. An equation for
the gradient of the cost functional is derived and an algorithm is proposed for computing
local minima. The algorithm is based on existing steepest descent methods including the
Armijo procedure and gradient projection. A matlab implementation of the algorithm is
developed in order to solve optimal problems that can be modelled with costs on or between
the switching times. An existing problem, the motivation for this research, where repairs




A system that consist of a combination of continuous and discrete events is called a hybrid
system. Such systems arise in a variety of applications when a continuous and/or discrete
time process is interfaced with logics or decision-making. Models for these systems was
early proposed, [22] and [20], but following rapid development in the area more recently,
fairly general theory for hybrid systems was discussed in [13] with a particular attention to
process control. Lately, [6] established a basic framework with general theorems on stability
analysis of hybrid systems while also concluding that the content of the hybrid systems area
need a lot of further exploring .
Within the area of optimal control theory and especially hybrid systems lies a special
set of problems concerning dynamical switched systems. The issue is still, as of being an
optimal control problem, to minimize a cost functional on the trajectory of the system
subject to certain constraints, while the dynamics of the system changes between different
modes. This thesis handles such problems where existing theory needs to be enhanced to
be able to take on problems with special characteristics not before treated.
Consider a dynamical switched system where the dynamical response changes according
to a sequence of predefined control laws. The state trajectory is denoted by {x(t)}Tt=t0 , x ∈
Rn and its dynamics are given by ẋ = f(x, t), where f : Rn × [t0, T ] → Rn consists of a
sequence of functions fi : Rn → Rn, i = 1, . . . N + 1. Let the times where the dynamic
response of the system changes from ẋ = fi to ẋ = fi+1 be denoted by τi, i = 1, . . . , N .
Denote the vector containing switching times by τ̄ ∈ RN . Define τ0 := t0, τN+1 := T and
let the sequence of dynamical functions be fixed so that the transition times become subject
to the following constraint:
t0 = τ0 ≤ τ1 ≤ . . . ≤ τN ≤ τN+1 = T. (1)
1
Hence, the dynamics of the system can be summarized as
ẋ = fi(x(t)), t ∈ [τi−1, τi), i = 1, . . . , N + 1. (2)
Note that the state trajectory is then well defined and continuous on [t0, T ]. Furthermore,
let the initial condition for the state trajectory be given and fixed, x(t0) = x0 ∈ Rn. The
dynamical system can be visualized as in figure 1.
t
















Figure 1: The state of a switched dynamical system, where the dynamics change at the
different switching times, τi.
Such systems are seen, among others, in applications where a control module has to
switch its attention between different subsystems [14], [17] and [21] or when the issue is to
collect data sequentially from different sensor sources [5], [7] and [12].
Optimal control problems concerning switched systems where the control variable consist
of not only a proper switching law but also an input function u(t) has been of big interest
lately [4], [11], [15], [18], [19] and [25]. [4] propose a general framework for hybrid systems,
[19] formulate a class of optimal control problems for general hybrid systems with nonlinear
dynamics and [25] present a new approach for solving optimal control problems for switched
systems.
Autonomous systems, without a present u(t), is investigated in [10], which is restricted
to the case where the subsystems are linear, [23] and [24] consider general nonlinear systems
while [9] takes it further by developing a more simple formula for the gradient of the cost
functional of the state in terms of the switching times.






for a given continuously differentiable cost function L : Rn → R so that the problem,




s.t.  ẋ = fi(x(t)), t ∈ [τi−1, τi)x(t0) = x0
and
t0 = τ0 ≤ τ1 ≤ . . . ≤ τN ≤ τN+1 = T (4)
as in [23], [9] and [2]. Note that the system considered is autonomous and so the control
parameters consist only of the switching times τ1 . . . τN . Hence the problem consists in
determining the optimal transition times between the different dynamical functions.
Efficient descent-based numerical algorithms for such systems have already been pro-
duced in [23] and [9]. [8] suggest a possible extension concerning the number of switches as
well as the switching sequence being a part of the variable parameter. This thesis aims to
extend the autonomous problem with a fixed dynamical sequence, Pσ, as follows:
- Augment J(τ̄) with explicit costs on switching times, g(τi), and/or times between
switches, g(τi − τi−1)
- Have the final time T given by a constraint, T = p(τ̄)
The rest of this thesis is organized as follows: a formula is developed for the gradient of
the cost functional after defining the costate in section 2. Section 3 presents an algorithm
based on previous research suitable for this problem and section 4 briefly describes a matlab
implementation of it. Section 5 provides an numerical solution to the bridge repairs problem
that motivated this work. The problem concerns optimizing the repairs on a bridge subject
to specific costs and certain constraints. The problem is solved with the implementation of




PROBLEM FORMULATION AND GRADIENT
SOLUTION
The will to examine the autonomous switching problem with the mentioned extensions
comes from wanting to penalize having two switches close together and to not explicitly
knowing the final time but in some sense know when it occurs. Both of the extension are
needed to solve the bridge repairs optimization problem properly. The cost functional, eq









zj = τj − τj−1
The problem is described only for costs on the times between switches which can easily be
turned into explicit costs on the transition times by replacing zi with τi .
Proposition 2.1 Define the costate, λ(t) ∈ Rn, by the backwards differential equation λ(p(τ̄)) = 0λ̇ = − (∂L∂x (x))T − (∂fi+1∂x (x))T λ
t ∈ (τi, τi+1] i = N,N − 1, . . . , 0. (6)




















Proof 2.1 The proof for proposition 2.1 is here made with a Calculus of Variations ap-























L(x) + λT [f1(x)− ẋ]
)











τi→ τi + εθi ⇒

τ̄ → τ̄ + εθ̄
x → x + εη
zi → zi + εθi
zi+1 → zi+1 − εθi















L(x + εη) + λT [f1(x + εη)− ẋ− εη̇]
)












L(x + εη) + λT [fi+1(x + εη)− ẋ− εη̇]
)











gj(zj) + gi(zi + εθi) + gi+1(zi+1 − εθi)
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η + λT [fi(x) + ε
∂fi
∂x
η − ẋ− εη̇]
)








η + λT [fN+1(x) + ε
∂fN+1
∂x






gj(zj) + gi(zi) + ε
∂gi
∂zi




δJ(τ̄ , θ̄) = lim
ε→0
J(τ̄ + εθ̄)− J(τ̄)
ε







































































































































T (p(τ̄)) = 0
λ̇T = −∂L∂x − λ
T ∂fj+1
∂x , t ∈ [τj , τj+1), j = i . . . N
⇒ dJdτi = λ(τi) [fi(τi)− fi+1(τi)] +
∂h
∂τi




The equation for the costate is, despite the problem’s extensions, defined just as in [9]. The
resulting equation for the partial derivative is similar to the one derived in [9] but differs
due to the augmentations of the cost functional with one term corresponding to the final
time constraint and an additional two per switch, one for the time since the former switch
and one for the time to the next.
Example 2.1 (Cost functional gradient) Consider a one dimensional problem with only
one switch, depicted in figure 2. Its dynamics is given by
ẋ = f(t) =
 f1 = 1 t ∈ [0, τ)f2 = −x t ∈ [τ, T )
Let the cost functions be L(x) = 12‖x‖
2 = x2 and g(z) = (z−2)
2
2 . Furthermore, let the final
time be given by x(T ) = 12 and the initial point x0 = 1. The cost functional for the problem
7












z1 = τ − 0 z2 = T − τ
Calculate the gradient for τ = 0.5.
















Figure 2: The state of a one-dimensional system where the dynamics change at time τ .
Solution 2.1 First, an explicit expression for T = p(τ) is needed. To do this, calculate the
solution to the differential equation for x:
x =




⇒ T = p(τ) = τ − ln x(T )
τ + x0
≈ 1.6








 λ(T ) = 0λ̇ = −x + λ













= z1 − 2 = τ − 2
∂g
∂z2
= z2 − 2 = T − τ − 2





































eτ + τ + x0
)






0.125 + 2τ − T
≈ 2.1





The similarity with the results in [9] makes it appropriate to use the algorithm there derived.
A steepest descent algorithm [16] with Armijo stepsizes [1] was proposed. The algorithm
is enhanced with a gradient-projection algorithm [2] to make the solution be part of the
feasible set according to the constraint in eq. 1.
As discussed in [9], the simple structure of the partial derivatives dJdτi , i = 1, . . . , N
and the fact that the same costate is used for all of them makes the computation of the
partial derivatives easier. The algorithm proposed follows, where i represents the iteration
index:
3.1 Steepest Descent Algorithm with Armijo Stepsizes
Parameters: α ∈ (0, 1) and β ∈ (0, 1)
1. compute h(τ̄i) = −∇J(τ̄i)
2. compute k = min{k ≥ 0 | J(τ̄i + βkh(τ̄i))− J(τ̄i) ≤ −αβk‖h(τ̄i)‖2}
3. set τ̄i+1 = τ̄i + βkh(τ̄i)
Next, a numerical example to show the feasibility of the algorithm.
Example 3.1 (Steepest descent algorithm) Consider a two-dimensional system with









and the linear dynamics of the system













x t ∈ [τ2, 1)





Solution 3.1 Use the Armijo parameters α = β = 0.5 and chose a starting switching
vector, for example
τ̄ = [0.3 0.7]
Using the Steepest Descent Algorithm with Armijo Stepsizes that terminates when discretized
time steps are larger than wanted steps, a local minima is found at the switching times
τ̄ = [0.63 0.91]
Figure 3 shows the gradient descent parameters for every iteration and figure 4 displays the
initial and final trajectories for the two dimensions of the state.
2
This algorithm was proven to be globally convergent to stationary points [16]. Generally,
α and β are both set to α = β = 0.5. Next, the gradient-projection algorithm in [2] proposed
to make the following changes to the steepest descent algorithm with Armijo stepsizes in
order to reach a feasible solution subject to the constraint in eq. 1.
11







Example 3.1 gradient descent parameters
i













Figure 3: Gradient descent parameters for every iteration i: Top: Norm of the gradient,
‖h‖. Middle: Stepsize, z = βk. Bottom: Cost, J .






Example 3.1 state trajectories







Figure 4: Initial (dotted) and final trajectories for the two dimensional state, x1 and x2.
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3.2 Gradient-Projection Algorithm
Denote the feasible set defined by eq. 1 as
Φ = {τ̄ ∈ RN | t0 ≤ τ1 ≤ . . . ≤ τN ≤ T}. (8)
Furthermore, denote the set of feasible directions from a point τ̄ as
Ψ(τ̄) = {h(τ̄) ∈ RN | ∃ζ̃ > 0,∀ζ ∈ [0, ζ̃), τ̄ + ζh(τ̄) ∈ Φ} (9)
where ζ denotes the Armijo step size. Define for a fixed τ̄ ∈ Φ a block as a contigous
integer-set {k, . . . ,m} ⊂ {1, . . . , N} such that τi = τk ∀i ∈ {k, . . . , n}. Let a block be
maximal if no subset thereof is a block. For a fixed maximal block {k, . . . , n}, define
rl,i =
1





∀l ∈ {k, . . . , n}, ∀i ∈ {l, . . . , n}. (10)
Now, apply the following two steps to the steepest descent algorithm, different compu-
tation of the descent direction and computation of the stepsize:
3.2.1 Feasible Descent Direction Algorithm
Compute the feasible descent direction h(τ̄i):
1. Set l = k
2. Compute rmax = max{rl,i | i = l, . . . , n}
Set m = max{i = l, . . . , n : rl,i = rmax}
3. ∀i ∈ {l, . . . ,m}, hi(τ̄) = rmax unless either case is true:
 τ̄m = t0 and rmax > 0
 τ̄m = T and rmax < 0
If so, set hi(τ̄) = 0
4. If m = n, exit. Else, set l = m + 1 and go to 2)
The vector h(τ̄) computed is proven to be the projection of −∇J(τ̄i) onto Ψ.
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3.2.2 Armijo Stepsize
Compute the Armijo stepsize ζ by
k = min{k ≥ 0 | τ̄ + βkh(τ̄) ∈ Φ,
J(τ̄ − βkh(τ̄))− J(τ̄) ≤ αβk < h(τ̄),∇J(τ̄) >} ∈ N
ζ = βk (11)
To illustrate the feasibility of the algorithms enhancements, a numerical example is
provided next.
Example 3.2 (Gradient-projection algorithm) Consider a one-dimensional system on
the time interval [0, 1] with seven initial switches
τ̄ = [0.1 0.2 0.3 0.6 0.7 0.8 0.85]
and an initial starting point x0 = 0.8. Assume it is wanted to keep the trajectory close to





The system evolves according to the following nonlinear dynamics:
ẋ = f(x) =

f1 = −x2 − 2 t ∈ [0, τ1)
f2 = x t ∈ [τ1, τ2)
f3 = x2 + 2 t ∈ [τ2, τ3)
f4 = −x t ∈ [τ3, τ4)
f5 = −x2 − 2 t ∈ [τ4, τ5)
f6 = −x t ∈ [τ5, τ6)
f7 = x t ∈ [τ6, τ7)
f8 = −x t ∈ [τ7, T )
(12)
The system is subject to the constraint
0 ≤ τ1 ≤ . . . ≤ τ7 ≤ 1
Find a switching vector that yields a local cost minima.
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Solution 3.2 Appending the gradient projection to the gradient descent algorithm and using
the Armijo constants α = β = 0.5, a local minima is by simulation found at
τ̄ = [0 0.25 0.31 0.66 0.66 0.68 0.9]
Note that the algorithm now keeps the constraint, with τ0 = 0, and also eliminates one
switch by having τ4 and τ5 equal. Figure 5 shows the gradient descent parameters and figure
6 shows the state trajectory. Note that the norm of the gradient at a point increases, which
is a result of a discretization of the switching times.









Example 3.2 gradient descent parameters
















Figure 5: Gradient descent parameters for every iteration i: Top: Norm of the gradient,
‖h‖. Middle: Stepsize, z = βk. Bottom: Cost, J .
2
Applying the gradient-projection to the steepest descent algorithm can be summarized
to the following algorithm, suitable for the problem concerned in this thesis. i represents
iteration index:
15








Figure 6: Initial (dotted) and final trajectory for the one dimensional state, x1.
3.3 Steepest Descent Gradient-Projection Algorithm with
Armijo Stepsizes
1. choose a valid starting vector τ̄
2. solve x(t) forwards from eq. 2 and a given x0
3. solve λ(t) backwards from eq. 6
4. compute ∇J(τ̄i) from eq. 7
5. compute h(τ̄i) according to the feasible descent direction algorithm
6. compute ζi from eq. 11
7. set τ̄i+1 = τ̄i + ζih(τ̄i) and go to 1)




The steepest descent gradient-projection algorithm with Armijo stepsizes was implemented
in Matlab, in order to achieve numerical solutions to problem Pσ. The implementation,
code found in appendix A, is based on seven matlab m-files - six functions and one script.
The main script file, switch cost.m executes algorithm 3.3 and calls for the six functions:
const.m Takes a vector τ̄ as input and verifies if it meets the specified constraint, eq 1.
Returns a 1 or a 0.
dJdtao.m Returns the vector ∇J(τ̄i) from eq. 7 for the partial derivatives.
dlambdadt.m Returns λ̇ depending on eq. 6 for the costate for a given mode, x and λ.
f.m Returns the dynamics, eq. 2, i.e. fi(x), for a given mode and value x.
J.m Evaluates the cost functional in eq. 5 for a given vector τ̄ .
lambdaT.m Returns λ(T ) as defined in eq 6.
Note that all the partial derivatives in eq. 6 and eq. 7 must be calculated and entered into
the different function files.
The code was also extended to take account for the dual dynamic functions associated
with each switch in the example bridge problem provided in the next section. The code in
appendix A is provided with the equations from that problem.
17
CHAPTER V
OPTIMIZING THE REPAIRS ON A BRIDGE
The problem that provided motivation for the research in this thesis concerns a bridge, to
have its reparations optimized. The model, provided by Professor A. Bayen at UCB [3],
is presented in fig.7. The x-axis represents the bridge quality and the time instants where
the slope changes is related to repairs. As seen in the figure, a repair does not increase the
quality of the bridge, it only slows down the breaking-down process for a certain time, t2,
after which the reduction of quality increases again. Also, the quality is constant for a time







































Figure 7: Bridge repair optimization: The quality degeneration of the bridge as a function
of time and repairs
5.1 Bridge Model
The problem can be modelled as an autonomous linear switched system where the state
trajectory x(t) ∈ R represents the bridge quality and the switching times represent repairs
on the bridge. The final time T is explicitly given by T = p(τ̄). The systems dynamics, for
18
n switches, is described as
ẋ = f(t) =

f1 = 0 t ∈ [0, t1)
f2 = −s1 t ∈ [t1, τ1)
f3 = −s2 t ∈ [τ1, τ1 + t2)
f4 = −s1 t ∈ [τ1 + t2, τ2)
f5 = −s2 t ∈ [τ2, τ2 + t2)
...
f2N+1 = −s2 t ∈ [τN , τN + t2)
f2N+2 = −s1 t ∈ [τN + t2, p(τ̄))
(13)
The cost function, L(x), is set in order to maximize the quality of the bridge. Therefore, let
L(x) = −x, i.e, minimize the negative quality. The cost on repairs should be decreasing for
a longer time in between (e.g more interest on existing funds) and so the cost function g is
set to g(z) = αz+β . The positive constant α is set to weight the importance of bridge quality
versus the advantage of waiting with a repair, while also putting an actual cost on every
repair. β, also a positive constant (small), is set to avoid the cost to blow up as switches











zj = τj − τj−1




s.t.  ẋ = f(t)x(0) = x0
and
t0 = τ0 ≤ τ0 + t1 ≤ τ1 ≤ τ1 + t2 ≤ . . .
≤ τn−1 + t2 ≤ τN ≤ τN + t2 ≤ τN+1 = T (15)
19
and as developed in section II, the equations for the costate becomes λ(T ) = 0λ̇ = 1
∀t ∈ [0, p(τ̄)]. (16)
Due to the alteration of the dynamics as a result of the times t2, the optimization of the
switching times need to take consideration of the partial derivatives dJd(τi+t2) . Although, the
times τi + t2 are not moveable themselves but dependent on the respective τi, they still are










τi,2 = τi + t2 (17)







+λT (τi + t2)
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where gN+1 represents the cost between the final repair and the complete rebuild of the
bridge. Note that the term for the final time constraint in the derivative, disappears as the
final state is x = 0.
5.1.1 Solution
Assume that the bridge whose repairs is to be optimized will have a total of three switches
between being built and totally rebuilt. Assume furthermore that the quality of the newly
built bridge is x0 = 5 and the two slopes s1 = 0.1, s2 = 0.01. Let the times where the
degeneration is slowed down due to repairs and the bridge being new be t1 = 15, t2 = 10
years. To weight the importance between the level of the quality and the cost on/between
repairs, the parameters of g(zi) is set to α = 250 and β = 0.01. The bridge related
parameters, x0, s1, s2, t1 and t2 were provided by [3].
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For the numerical computation, the Armijo stepsize is, as generally, set to α = β = 0.5.
Time is discretized to time steps of dt = 0.01 and the initial switching vector (excluding
initial and final time) is chosen as τ̄ = [τ1 τ2 τ3] = [30 45 65]. Figure 8 compares the
trajectory with optimized repairs (blue) to the one with the initial repairs (dotted red). The
algorithm terminates when the maximum of desired step lengths for the different switching
times is less than the discretized time steps. The resulting switching vector is found to be

















Figure 8: Bridge repair optimization: Optimized quality trajectory vs initial
[15.0 26.8 43.4]. The cost functional, J(τ̄), and the norm of the projected gradient, h(τ̄),
for every iteration i are shown in fig 9.
Proposition 5.1 The solution to problem Pb is in fact a global minimum.




















= s1t2 − s2t2 (19)
and so J1 is linear with all τi’s. The functional J2 only comprise terms of type 1zi+β which
are known to be convex, since both the nominator and denominator is positive (α, β, zi ≥ 0).
21








Bridge gradient descent parameters












Figure 9: Bridge repair optimization: Cost and norm of the projected gradient for every
iteration
The two cost functionals are then linear and convex functions and hence, the sum of them,
J , is a convex function.

The partial derivatives in eq. 19 was developed with the symbolic toolbox in matlab. The
code is found in appendix B.
The model proposed was confirmed to be appropriate by the department of Civil En-
gineering at UCB [3]. Important to know, is that the selection of certain parameters is
very subjective. To illustrate how dependent this model is of the weighting constant α,
weight between bridge quality and benefits of waiting with a repair, figure 10 shows cost
dependency of the number of switches for different values of α. Notice, that for α small
the optimal number of switches is highest possible and the opposite for α large. With the
current parameters on the bridge model, the maximum possible repairs is 50. Also note
that the functions are convex and so there is a optimum number of switches depending on
chosen α.
22




Cost dependency of number of repairs
Increasing α
Figure 10: The cost as a function of number of repairs for different values of α. The red




The final time T in the proceeding bridge repairs optimization problem occurred when
the state reached zero. As a result, the cost function also reached zero for the final time
L(x(T )) = 0 and hence, the partial derivative of the constraint, ∂p∂τi , was eliminated in eq.
7 for the cost functional derivative. Accordingly, having a constraint x(T ) = 0 simplifies
the problem as of not having to deal with expressing the constraint T = p(τ̄) at all. On
the other hand when dealing with numerics and simulation, constraints of type x(T ) = xT
is easy to handle as telling when to stop simulating the trajectory forward.
The algorithm proposed naturally reduces the number of switches when the first switch,
τ1, is pushed to t0 and/or when the last, τN , is pushed to T . It also reduces the number
when two adjacent switching times, τi and τi+1 merges to one single switching point. In the
bridge example, a maximum number of switches existed. If the case is not so, this algorithm




Previous work in the area of optimal control of switched systems has developed tools for
finding optimal switching times given a cost functional defined on the systems trajectory.
Inspired by an existing problem concerning optimizing bridge repairs, this thesis investigated
the consequence of extending this cost functional with explicit costs on the switches and/or
in between switches and having the final time given by a constraint. A solution for the
gradient of the cost functional was derived and an existing algorithm was proposed to be
used for numerical solutions.
As expected, the results herein derived with a calculus of variations approach, are very
similar to the results from previous work that it is based on. The equation for the costate
is identical to the one used in other research. Furthermore, the gradient only has some
extra terms related to the extensions. The terms related to the costs on and/or between
switches are very straightforward to handle and impose only derivatives of the introduced
cost functions. The derivative related to the final time constraint impose no inconvenience
if, as in the previous bridge problem, the cost function L of the state at the final time is
equal to zero. However, if it is not, this might impose difficulties to calculate the derivatives
of the constraint, as the constraint can be hard to explicitly express in terms of the dynamics
and switching times.
A steepest-descent algorithm with gradient projection and Armijo stepsizes, presented in
previous work, was proposed to be used for the problem to achieve feasible numerical results.
The algorithm has been proven to globally converge to stationary points. Concerning the
bridge, the gradient formula and the algorithm was used in a matlab implementation to






%Define dynamics in f.m
%Define costate dynamics in dlambdadt.m
%Define gradient in dJdtao.m
%Define final lambda in lambdaT.m
%Define cost in J.m



















dt=0.1; %Time step length
alfag=250;
betag=0.01;
%%1 Pick arbitrary taos
tao=[30 45 65];
ts=[15 10 10 10];
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
TAO=[tao']; %Contains taos (for plotting)
ndJ=[]; %Contains gradients (for plotting)
H=[]; %Contains proj. gradient norms (for plotting)
JJ=[]; %Contains costs (for plotting)








































































































































function [a] = const(tao)
















function [dJ] = dJdtao()









































function [dlambdadt] = dlambdadt(x,lambda,mode)
%Returns dlambdadt dep. on interval (mode)




function [f] = f(x,mode)
%Returns f1(x),f2(x),... dep. on interval (mode)











function [J] = J(tao)

































function [lambdaT] = lambdaT()
%Returns final lambda






syms x1 x2 x3 x4 x5 x6 x0 s1 s2 t1 t2 tau1 tau2 tau3
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