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Abstract 
The ability to accurately describe molecular systems with classical molecular dynamics (MD) is 
critically dependent on an understanding of the sources of error in the design, evaluation and analysis 
of the underlying model. One significant source of error is in the degree to which the equations and 
parameters used to represent atomic interaction can reproduce the experimental properties relevant to 
a particular application. While highly optimised and well-validated interaction parameters are 
available for common biomolecules (amino acids, sugars, lipids etc.), this is not the case for 
heterogeneous small molecules such as co-factors, substrates and drugs. The enormity of the chemical 
space covered by small molecules necessitates the development of automated approaches to 
parameterising and validating interaction parameters. Several tools are available that can be used to 
generate interaction parameters for small molecules compatible with a particular existing 
(bio)molecular force field. Despite their popularity, many are poorly validated, while some have been 
shown to be inappropriate for many applications. In other cases, validation studies have demonstrated 
reasonable performance, however, they also suggest significant improvements can be made. One such 
tool is the Automated Topology Builder (ATB, http://atb.uq.edu.au/) which provides interaction 
parameters for small molecules compatible with the GROMOS biomolecular force field. 
As part of this work, a fully automated protocol for the calculation of solvation energy by 
thermodynamic integration has been developed and applied to the large-scale validation of the ATB 
against experimental solvation data in water and hexane. It is shown that the largest errors are due to 
the Lennard-Jones parameters used for functional groups not present in common biomolecules. Other 
sources of error included the atomic charges assigned by the ATB for the united atom carbons and 
incompatibilities between GROMOS Lennard-Jones parameters and the ATB charge model. 
Significant sources of error were also identified in the evaluation of MD models, both for the 
calculation of solvation energy as well as for MD simulations of lipid membranes. In particular, the 
use of multiple-time-step algorithms as a time-saving technique. For the calculation of solvation 
energy by TI, the twin-range cutoff scheme—commonly used in simulations with the GROMOS force 
field—was found to introduce a systematic error of about 1 kJ/mol. While for lipid systems, various 
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changes made to the integration algorithm of the GROMACS simulation code were found to 
significantly alter the properties of lipid membranes when simulated with identical force fields. 
Finally, a method for parameterising transferrable interaction potentials with respect to a wide range 
of target properties is presented. The method is based on an analysis of surfaces corresponding to the 
difference between calculated and target data as a function of alternative combinations of parameters. 
The consideration of surfaces in parameter space as opposed to local values or gradients leads to a 
better understanding of the relationships between the parameters being optimized and a given set of 
target data. This in turn enables for a range of target data from multiple molecules to be combined in 
a robust manner, and for the optimal region of parameter space to be trivially identified. The 
effectiveness of the approach is illustrated by using the method to refine the chlorine 6-12 Lennard-
Jones parameters against experimental solvation energies in water and hexane as well as the density 
and heat of vaporization of the liquid at atmospheric pressure for a set of 10 aromatic-chloro 
compounds simultaneously. Single-step perturbation is used to efficiently calculate solvation energies 
for a wide range of parameter combinations. It was found that good agreement could be obtained with 
a single set of Lennard-Jones parameters for liquid density, heat of vapourisation and solvation energy 
in water, while the average solvation energy in hexane was a slight outlier, about 1.5 kJ/mol lower 
than the experimental values. 
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“With four parameters I can fit an elephant, 
and with five I can make him wiggle his trunk.” 
 
– John von Neumann 
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Chapter 1  
General Introduction 
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The use of computational models is fast becoming an indispensable tool in all fields of science. This 
is particularly the case when the properties of interest are governed by interactions on the scale of 
atoms and molecules. In all but the most idealised cases, the investigation of such properties with 
experimental techniques is limited by the fact atomic detail can only be resolved indirectly and often 
involves the measurement of averaged quantities that produce ambiguous results. Computational 
models have the potential to elucidate the atomic details critical to understanding the fundamental 
properties of a wide range of molecular systems. 
The aim of the project described in this thesis was to improve the ability to accurately model 
molecular systems with classical molecular dynamics (MD) techniques in near atomic detail. The 
primary focus has been on the various sources of error in the design and evaluation of MD models as 
well as in the analysis of their results. Many applications of these models rely on the ability to 
accurately represent biomolecular systems containing small organic molecules such as drugs. The 
predictive abilities of such models are often limited by errors associated with the parameters used to 
describe the interactions of small molecules within a system. To this end, work has been directed 
towards the development of methods to enable the large-scale optimisation and validation of small 
molecule interaction parameters with respect to a range of experimental target properties. 
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1.1 Thesis Outline 
The remainder of Chapter 1 contains a brief introduction to classical MD techniques as well as an 
overview of the methods applied in this work. Chapter 2 describes the development and validation of 
algorithms used to improve the efficiency and robustness of integration-based free energy 
calculations, along with the use of these algorithms to automate the calculation of solvation energy. 
Chapters 3 and 4 detail investigations into sources of error in the evaluation of MD models, this 
includes the effect of choices in the boundary conditions, such as the temperature coupling scheme, 
as well as the influence of particular time-saving techniques. Chapters 5, 6 and 7 describe the 
validation and an analysis of the errors in the interaction parameters for small molecule produced by 
the Automated Topology Building with respect to experimental solvation energies. The solvation 
calculations described in chapters 5, 6 and 7 were performed using the results of the work detailed in 
chapters 2 and 3. Chapter 8 presents a method of optimising interaction potentials by directly mapping 
the difference between calculated and experimental properties with respect to particular parameters 
within the model. Efficient mapping of parameter space with respect to solvation energy is achieved 
by using the single-step perturbation method to estimate the change in free energy as a function of 
alternative parameter combinations. Chapter 9 concludes this thesis with a summary of the key 
findings and a discussion on their implications. 
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1.2 Classical Molecular Dynamics 
Molecular Dynamics simulations can be used to calculate the time evolution of molecular systems 
from which various structural, dynamic and thermodynamic properties of interest can be obtained. 
They are used in a wide range of applications including computational drug design1-2, protein 
structure refinement3-5, the development and refinement of nanomaterials6-7, as well as for simulations 
of biomolecular systems used in applications ranging from the study of peptide and protein folding8-
9 to the properties of lipid membranes10-12. In order to simulate systems of 103-to-106 atoms on 
relevant timescales, the use of Newtonian mechanics and semi-empirical interaction potentials are 
often required.13 MD trajectories are obtained by numerically integrating Newton’s equations of 
motion: 
 
(1) 
where ri is the position vector of particle i which has mass mi, and Fi is the force vector acting on 
particle i due to the positions of all N particles in the system. The force vectors (Fi ) are obtained from 
the derivative of the interaction potential (V) with respect to the position of a given particle within 
the system: 
 
(2) 
The interaction potential characterises all the physical properties of a system and in principle uniquely 
determines its time evolution given a particular set of initial conditions i.e. positions and velocities. 
Therefore, the ability to accurately model a given system using classical MD techniques is critically 
dependent on the potential energy functions used to describe the interatomic interactions. The 
collection of potential energy functions which make up the interaction potentials used in an MD 
simulation are typically referred to a force field. 
1.2.1 Force Fields 
The two defining properties of a classical force field are (1) the forms of the mathematical equations 
used to represent the potential energy functions, and (2) the parameters used to characterise specific 
potential energy functions. While the forms of the potential energy functions (functional forms) vary 
little between force fields, the parameters vary significantly due to differences in parameterisation 
approaches. One can attempt to parameterise force fields by directly fitting the interatomic 
mi
d2ri(t)
dt2
= Fi(r1, ..., rN )
Fi =   @
@ri
V (r1, ..., rN )
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interactions to the results of Quantum Mechanical (QM) calculations. While such an approach may 
seem to offer significant advantages, in reality it is often far from straightforward. The simplified 
functional forms used to describe interatomic interactions in most atomistic force fields (Lennard-
Jones potentials, point charges and simple geometric functions to mimic bonds, angles and dihedral 
interactions) means it is not possible to make a direct comparison to QM observables derived from a 
specific configuration of the system. In addition, to be able to represent real systems in the condensed 
phase using simple pair potentials requires that multi-body effects along with the average contribution 
of the omitted electronic degrees of freedom be incorporated empirically into the parameterisation, 
yielding an effective force field.14  
Most biomolecular force fields currently available including AMBER15, CHARMM16, OPLS17 and 
GROMOS18-19 take a semi-empirical approach.  Some parameters, such as those used to describe 
bonded interactions, are commonly fitted to data obtained from QM calculations. Other parameters, 
such as the non-bonded van der Waals interactions, are primarily fitted to reproduce a range of 
experimental properties. Note, in some force fields partial charges are fixed based on a particular QM 
model (level of theory and charge fitting method) while in other cases they are treated as free 
variables.20 A wide range of experimental data can in principle be used to parameterise and validate 
force fields. Most commonly, force fields are parameterised against instantaneous properties which 
can be calculated from a single frame of a trajectory such as the density and heat of vaporization at a 
given temperature and pressure.16-18, 21 Time dependent or properties defined in terms of the 
fluctuations within the system such as diffusion constants, the dielectric permittivity, the isothermal 
compressibility or heat capacity etc. can also be used.22-23  There has also been a growing trend to 
parameterise force fields against global properties such as solvation and transfer free energies.16-18, 21, 
24 The difficulty of parameterizing against time dependent or fluctuation based properties is that they 
require the sampling of multiple configurations (or states of the system) as well as an analysis of 
convergence. The inclusion of global properties such as the free energy is even more challenging as 
they depend on the extent of the available phase space making their robust evaluation difficult.  
The basic challenge in force field parametrization is that the range of experimental data available for 
a given system is small compared to all possible combinations of parameters and functional forms. 
This means that for a molecule in isolation, parameterisation is a vastly underdetermined problem.16 
Furthermore, given that standard force fields attempt to represent the underlying physics using very 
simple functional forms it is often not possible to reproduce all properties of interest simultaneously.14 
This has meant that parameterisation efforts have often focused on optimizing a subset of parameters 
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with respect to a small number of reference molecules, and the resulting parameters simply transferred 
to other systems.  
The parameterisation of force fields has typically relied on the use of chemical intuition to guide 
manual, ad-hoc testing of parameter combinations till satisfactory agreement with the chosen 
reference data is obtained.21, 24-25 Approaches of this kind have proved effective at producing well-
optimized force fields for common biomolecules such as amino acids, nucleic acids, lipids and certain 
sugars. However, the parameterisation of heterogeneous classes of compounds such as substrates, 
inhibitors, co-factors and potential drug molecules remains a major challenge and is a limiting factor 
in many computational simulations of molecular systems.26-28 The Protein Data Bank (PDB)29 
currently contains over 120,000 x-ray crystal structures, of these greater than 25,000 contained at 
least one of over 17,000 chemically distinct organic ligands. These structures are often the starting 
point for computational drug design efforts30; however, refined and validated parameters for the 
organic ligands are rarely available. The 17,000 ligands in the PDB represent only a small fraction of 
the molecules of potential interest for drug discovery, molecular libraries such as the ChEMBL31 and 
ZINC32 databases contain 1.7 and 35 million compounds respectively, highlighting the need to 
develop automated procedures for assigning and refining interactions parameters. 
1.2.2 The Automated Topology Builder 
A number of automated methods for the generation of parameters have been implemented as 
standalone applications e.g. Antechamber33-34 or as web-servers e.g. RED35, YASARA 
AutoSMILES36, SwissParam37, ParamChem38-40 etc. In 2011 Prof. Alan Mark’s group launched a 
web accessible Automated force field Topology Builder (ATB)41 that provides interaction parameters 
for a wide range of molecules compatible with the GROMOS force field18. While each of the 
automated protocols is widely used, the degree to which the interaction parameters they produce are 
reliable and accurate remains an open question.41 The basic methodology applied by these 
applications relies very heavily on automating the process of assigning parameters from a particular 
force field by analogy. This has significant limitations due to the restricted range of chemical moieties 
found in common biomolecules and force fields. It is therefore instructive to treat the general 
challenge of parameterizing small molecules as consisting of two closely related components: (1) 
obtaining consistent and transferrable parameters that simultaneously reproduce a wide range of 
physical properties; and (2) assigning these parameters to a molecule of arbitrary size and 
composition. A major focus of this work has been the development of methodology for the first of 
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these two challenges. In particular, the validation and parameterisation of small molecule force fields 
with respect to experimental thermodynamic properties such as the free energy of solvation. 
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1.3 Free Energy in Molecular Dynamics Simulation 
The equilibrium properties of all molecular systems are governed by the free energy. It can therefore 
be viewed as the driving force of all molecular processes. The free energy in most experimental and 
biologically relevant conditions i.e. the isothermal-isobaric (NPT) ensemble, is given by the Gibbs 
energy (G): 
 
(3) 
where U is the internal energy, p is the pressure, V is the volume, T is the temperature, S is the entropy 
and H is the enthalpy. The Gibbs energy is often referred to as the free enthalpy or as simply the free 
energy, however, the preferred IUPAC nomenclature is Gibbs energy or Gibbs function.42 In this 
thesis, the term free energy will be used to refer to the thermodynamic state function defined as the 
amount of work a system can perform, while the Gibbs energy (as defined by Eq. 3) will simply be 
referred to as the Gibbs energy. 
To calculate the absolute Gibbs energy of a system by simulation requires the sampling of its entire 
configurational space i.e. all possible combinations of position and momenta. This is unfeasible for 
all but the most idealised and trivial systems. Fortunately, the equilibrium behaviour of a system can 
be understood in terms of the relative Gibbs energy (DG). That is, the change in Gibbs energy 
corresponding to alternative states of the system: 
 (4) 
While there are a number of methods commonly used for the calculation of DG by MD simulation, 
they can all be classified as being derived from one of three basic approaches: free energy 
perturbation, integration over a reversible path, and non-equilibrium methods. These approaches will 
in principle yield identical results, however in practice they can have vastly different convergence 
properties depending on the specific nature of the calculation. The appropriate choice of approach 
and the specific method will therefore strongly depend on the system and the nature of the alternative 
states of interest. Both free energy perturbation and reversible path integration approaches are utilised 
in this work. 
1.3.1 Free Energy Perturbation 
G = U + pV   TS
= H   TS
 G =  H   T S
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A change in the free energy can be determined from the relative probability of finding a system in a 
given state using the free energy perturbation approach of Zwanzig.43 This can be expressed as: 
 
(5) 
where H is the system Hamiltonian, A and B refers to alternative states of the system, angle brackets 
with subscript A refers to the ensemble average at state A, kB is Boltzmann’s constant and T is the 
temperature. The free energy perturbation formula in essence estimates DG from the Boltzmann-
weighted probability of finding a configuration appropriate to state B in an ensemble of configurations 
generated at state A. In order to achieve convergence, Eq. 5 is typically evaluated by performing a 
series of calculations at discrete intermediate points between states A and B. However, if there is a 
strong overlap between the configurations of the two states, the ensemble average in Eq. 5 converges 
rapidly and can be estimated directly as a single-step perturbation (SSP).44-45 Since the average in Eq. 
5 is only over a single ensemble, the free energy for a wide range of alternative end states can be 
estimated from a single trajectory of this reference state. This method is applied in Chapter 8 to 
efficiently search Lennard-Jones parameter space for optimal values with respect to experimental 
Gibbs energy of solvation (solvation energy). 
1.3.2 Thermodynamic Integration 
An alternative approach to calculating the free energy is from the reversible work along an arbitrary 
pathway connecting two states. The pathway is often expressed in terms of a coupling parameter l 
such that l = lA and l = lB correspond to the system at states A and B respectively. The free energy 
difference can therefore be expressed as: 
 
(6) 
For the calculation of DG by thermodynamic integration (TI), the Hamiltonian of the system is made 
a function of a coupling parameter l. It can be shown that the derivative of the free energy with 
respect to l is equal to the ensemble average of the derivative of the Hamiltonian (H) with respect to 
l from an ensemble generated at l: 
 GA!B =  kBT ln
*
e
 
(HA  HB)
kBT
+
A
 GA!B =  
Z  B
 A
dG( )
d 
d 
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(7) 
In practice, the coupling parameter l is defined in terms of the potential energy component of the 
Hamiltonian, and thus: 
 
(8) 
where V(r) is the interaction potential of the system as a function of the coordinate vector r. Making 
use of ergodicity, the ensemble averages in Eq. 8 (<∂V(r)/∂l>λ) can be estimated from a trajectory 
obtained by MD simulation at a series of intermediate l-points between states A and B. The 
corresponding value of DG can then be obtained by numerically integrating the estimated ensemble 
averages from l = lA to l = lB. Note that unlike free energy perturbation based methods, there is no 
requirement for configurational overlap between the end-states in order to achieve convergence. 
However, the convergence of the <∂V(r)/∂l>λ ensemble averages along with numerical integration 
errors associated with the choice of intermediate l-points will strongly influence the accuracy of DG 
values calculated by TI. 
1.3.3 Solvation Energy 
The solvation energy (DGsolv) is defined as the change in Gibbs energy when a molecule is transferred 
from vacuum (or gas phase) to a solvent.42 The solvation energy (also commonly referred to as the 
solvation free energy, solvation free enthalpy and Gibbs energy of solvation) can be readily obtained 
experimentally and is increasingly used as a target property for the validation and parameterisation 
of classical force fields used in MD simulations.17-18, 24 DGsolv is used as a parameterisation target in 
order to obtain appropriate solute-solvent interactions which are critical for being able to reproduce 
the correct partitioning behaviour of molecules and chemical moieties between polar and apolar 
environments. While the partition constant of a molecule between a polar and an apolar solvents can 
also be used for this purpose, it is a less robust parameterisation target due to the possible 
compensation of errors i.e. the same partition constant can be obtained if there are effectively equal 
and opposite errors present in the interactions with the polar and apolar solvents. The potential for 
the compensation of errors is minimised when the DGsolv for multiple solvents is used, since the 
dG( )
d 
=
*
@H( )
@ 
+
 
 GA!B =
Z  B
 A
*
@V (r)
@ 
+
 
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individual solute-solvent interactions are assessed independently with respect to the same reference 
state i.e. the molecule in vacuum (or gas phase). 
For the calculation of DGsolv by the TI method an alchemical pathway is frequently utilised in which 
the coupling parameter λ scales the non-bonded interactions of the solute from a fully interacting 
molecule to a non-interacting or “ghost” molecule. In this work, DGsolv was calculated using the 
thermodynamic cycle depicted in Figure 1.1. That is, the coupling parameter l was varied from 0 to 
1 in vacuum and in a solvent where 0 represents the full interaction and 1 no interaction.  
 
Figure 1.1 Thermodynamic cycle used in this work to calculate solvation energy (DGsolv) by TI. 
 
According to the thermodynamic cycle outlined in Figure 1.1, DGsolv is given by: 
 (9) 
where the values of DG0à1 in vacuum (vac) and solvent can be determined by applying Eq. 8. If the 
same pathway and values of l are used for the alchemical mutation in both vacuum and solvent, the 
calculation of solvation energy by TI can be expressed as: 
 
(10) 
Calculating DGsolv as a single integral over the difference between the ensemble averages in vacuum 
and solvent is mathematically identical to integrating the vacuum and solvent components 
 Gsolv =  G0!1vac   G0!1solvent
 Gsolv =
Z  B
 A
*
@V (r)
@ 
+vac
 
 
*
@V (r)
@ 
+solvent
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independently. However, performing the calculation as a single integral dramatically simplifies the 
analysis of errors. 
1.3.4 MD Simulation Setup for Solvation Energy Calculations by TI 
All solvation energy calculations in this work were performed using the GROMOS11 simulation 
package46 in conjunction with the GROMOS 53A6 force field18 as implemented in the ATB. The 
simulations in water were started from structures optimised with GAMESS US47 at the B3LYP/6-
31G* level of theory in conjunction with the PCM implicit solvation model of water. To generate the 
water systems each molecule was placed at the centre of a cubic periodic box. The size of the box 
was chosen such that the minimum distance between the solute and the box wall was 1.4 nm. The 
solute was then solvated using an equilibrated configuration of SPC48 water. The system was energy 
minimized using a steepest decent algorithm. Initial velocities were taken from a Maxwell-Boltzmann 
distribution at 298 K. Bond lengths were constrained using SHAKE49 with a geometric tolerance of 
10-4. The equations of motion were integrated using a time step of 2 fs. All simulations were 
performed at constant temperature (298 K) and pressure (1 atm) using a Berendsen thermostat and 
barostat.50 The coupling times were 0.1 and 0.5 ps, respectively. The isothermal compressibility was 
4.575 × 10-4 (kJ/mol/nm3)-1. Non-bonded interactions were calculated using a triple-range scheme. 
Interactions within a shorter-range cutoff of 0.8 nm were calculated every time step. Interactions 
between 0.8 and 1.4 nm were updated every 5 steps together with the update to the pairlist. A reaction 
field correction51 was applied for the truncation of electrostatic interactions beyond the long-range 
cutoff using a relative dielectric permittivity of 61.52 The vacuum systems were generated from a 
given configuration in water by simply deleting all water molecules within the simulation box. In this 
case pressure coupling was not applied and the temperature was maintained by using stochastic 
dynamics with a reference temperature of 298 K and an atomic friction coefficient of 91 ps-1.53 To 
avoid sampling singularities in the potential energy function and in the derivative with respect to λ 
(as well as to reduce numerical instabilities during the simulations) the non-bonded interactions were 
scaled using the λ-dependent soft-core interaction function of Beutler et al.54 with aLJ = 0.5 and 
aelectrostatic = 0.5 nm2 54-55. Note that when using the λ-dependent soft-core interaction function as 
implemented in GROMOS (equations 7 and 8 in Beutler et al.54), there is no requirement or advantage 
in performing the removal of the charge and LJ interactions in separate steps as is sometimes required 
by other codes. 
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Chapter 2  
Improving the Accuracy and Efficiency of Free Energy Calculations using Integration Based 
Approaches 
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One of the ways the difference in free energy between two states A and B of a system can be 
determined is from the reversible work along an arbitrary pathway connecting the two states. As 
outlined in Section 1.3.2, this can be calculated using MD simulation by integrating the derivative of 
the potential along a predefined pathway using methods such as thermodynamic integration56 (TI) in 
which the system is constrained to the pathway, or by umbrella integration57 (UI) where a restraint is 
used in place of a constraint e.g. harmonic potential. Both methods will in theory yield identical 
results, however in practice their respective convergence properties make them more suited to 
particular applications. In both methods the change in free energy is obtained by numerically 
integrating ensemble averages of the derivative of the potential with respect to the chosen pathway 
connecting states A and B. The statistical precision of the calculation is therefore determined by (1) 
the convergence of the ensemble averages obtained from MD simulation, and (2) the degree to which 
the discrete points long the predefined coordinate can reproduce the underlying pathway i.e. the 
smoothness of the curve being numerically integrated. In this chapter, a general method is presented 
for estimating the uncertainty in calculated free energies when using integration based approaches. 
This is achieved by combining a novel method for estimating the standard error (SE) of an ensemble 
average calculated from an MD time series (Section 2.1) with estimates of the localised numerical 
integration error (Section 2.2). By considering the error contributions in this way, we show that the 
uncertainty in calculated free energies can be iteratively refined to an arbitrary precision in an 
adaptive and targeted manner (Section 2.3). 
Note that while these approaches are equally well suited to the TI and UI methods, the following 
descriptions, nomenclature and applications will focus on TI as it is more closely related to the other 
work conducted as part of this thesis. A Python implementation of the UI method which incorporates 
the error analysis techniques described in this chapter is available at: 
https://github.com/martinstroet/umbrella_integration.  
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2.1 Convergence Analysis of a Time Series Average 
Many applications of MD simulation involve the sampling of a system at equilibrium. The 
quantitative analysis of such simulations typically involves the calculation of averages of properties 
which can be obtained from individual configurations. These time series averages can be considered 
estimates of the true ensemble average of the system if: (1) the system is ergodic, (2) the simulation 
conditions are appropriate e.g. the system boundaries and integration choices, (3) potential energy 
functions accurately represent the physical system of interest, and (4) the simulation has sampled 
relevant configurations with the correct probability. Ensemble averages calculated by MD simulation 
are often compared directly to experimentally properties (e.g. liquid density) or indirectly via 
additional modelling and assumptions (e.g. protein structure determined by x-ray crystallography). 
In other application, such as the calculation of solvation energies (DGsolv) by TI, multiple ensemble 
averages are combined in the calculation of a particular system property which may itself be 
compared to experimentally determined quantities. In both cases knowing the statistical uncertainty 
in ensemble averages due to finite sampling is critical in being able to determine the significance of 
the results. 
It is important to preface any attempt to assess the convergence of an ensemble average calculated 
from an MD simulation with the irreducible aspect of the problem: one cannot know whether all the 
important regions of phase space have been sampled or not.58-59 It is however possible to assess in a 
relative sense the quality of sampling for those regions of configurational space that have been 
sampled. A number of methods have been developed to do this based on the atomic positions sampled 
during a simulation.60-64 One class of approaches involves a population analysis of bins corresponding 
to difference conformations in order to qualitatively assess the convergence of conformational 
sampling63 or to estimate the effective number of independent samples.62 Alternatively, principle 
component analysis based on position fluctuations have been used.61, 64 However, all such methods 
come at a significant cost. In many cases they require storage of trajectories of configurations and 
subsequent reprocessing of the atomic coordinates. Another disadvantage of applications in which 
the atomic positions themselves are not of interest, is that these methods treat all positional degrees 
of freedom equally, irrespective of their influence on the property for which the ensemble average is 
being calculated. For example, during a calculation of the free energy of a ligand binding to a protein, 
the fluctuations of a protein loop which is remote to the binding site could dominate the assessment 
of convergence rather than the ligand:protein interaction itself. An alternative and much cheaper 
approach is to simply perform a statistical analysis of the time series of values pertaining to the 
property of interest. This is the approach applied in this work. 
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The standard error of a sample mean i.e. the uncertainty in the estimate of the population mean from 
the mean of a sample, is given by:  
 
(11) 
where s is the standard deviation of the sample and n is the number of independent samples. The 
difficulty in calculating the standard error of a time series of a particular quantity obtained by MD 
simulation is that MD, by definition, produces correlated samples. In fact, even within a given system 
different properties may have correlations on different timescales. For example, the rotational 
autocorrelation time of a water molecule is on the order of 1-2 ps, local fluctuations within a lipid 
membrane can occur on the timescales of 10-100 ns, while large scale lipid-membrane motions 
require µs to sample adequately. 
Autocorrelation analysis can be used to gain some insight into the number of independent samples, 
however this tends to be dominated by processes which occur on the shortest-timescales. The 
autocorrelation function is therefore not particularly useful in practical applications as the true number 
of independent samples obtained from an MD simulation is determined by the longest timescale 
fluctuations.65-66 If the correlation time (t) of the longest-timescale process is known, the number of 
independent samples can be estimated by dividing the total simulation time (t) by t. Which in turn 
can be used to estimate the standard error: 
 
(12) 
where s is the standard deviation of the time series. However, the longest correlation time is rarely 
known a priori and there is no method known to this candidate that can be used to reliably calculate 
it for an arbitrary time series. The most common method used to estimate the standard error of a time 
series average is block averaging.58 First published by Flyvbjerg and Petersen in 198965 the block 
averaging method implicitly deals with the fact that multiple correlations may be present on different 
timescales.58 The method consists of dividing a trajectory of ! snapshots into a series of blocks of 
sizes n, ranging from n » 1 to n » N/10. For each block size n, the standard deviation of the block 
averages is computed (sn). The blocked standard error (BSEn) given by: 
 (13) 
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n
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t
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The standard error of the time series average is estimated from the value at which BSE(n) converges, 
shown graphically in Figure 2.1. 
 
Figure 2.1 An illustration of the block averaging method: a) an example time series of ∂V/∂l, b) 
block averaging plot of the time series in panel a). Green curve is a least square fit of Eq. 20 with 
m=2, red lines indicate where BSE has approximately converged. 
 
The block averaging method has been implemented in many MD analysis packages67-69, however 
there is no common method for computing the value at which BSE(n) has converged. For example, 
the Python MDAnalysis package68 relies on human inspection of the curve to determine convergence, 
the GROMOS analysis toolkit67 uses a numerical derivative based method to identify a turning point, 
while the GROMACS package69 includes a method developed by Hess70 that performs a least squares 
fit of the BSE(n) curve to a particular functional form based on a number of assumptions e.g. that the 
autocorrelation function is a sum of two exponentials. The lack of a consensus on how to 
algorithmically determine when BSE(n) has converged is indicative of the primary drawback of the 
method. Namely, that as the block size increases and the BSE(n) values become sensitive to the critical 
long-timescale fluctuations, the number of blocks decreases and thus the noise due to small sample 
size increases. This instability for large block sizes makes it difficult to robustly define whether the 
BSE(n) curve has converged and therefore the precise value of the block averaged standard error. 
2.1.1 Kolmogorov–Smirnov Standard Error Estimate 
In this work, we propose an alternative method to block averaging for estimating the standard error 
of a time series average. The method is based on the hypothesis that the standard error of a time series 
a) b) 
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average can be estimated from the distribution of fluctuations of the time series data itself. For this 
purpose we use the two-sample Kolmogorov–Smirnov (KS) statistic in which the equality between 
two sample distributions is determined from the maximum vertical distance between their normalised 
cumulative distributions.71-72 Formally the two-sample KS–statistic is defined in terms of two 
observed cumulative distribution functions F(x) and G(x) with sample sizes m and n respectively. The 
test statistic D is given by: 
 (14) 
The null hypothesis H0 (both observed distributions have been sampled from a population with the 
same distribution) is rejected at a given significance level a if: 
 
(15) 
The KS–statistic has a number of advantageous properties which make is suitable for this purpose: 
(1) it makes no assumptions about the nature of the distributions e.g. normality, (2) it involves no 
fitted parameters, (3) it is most sensitive to differences in the means and less sensitive to outliers. 
However, for our purpose it is not possible to use a hypothesis test at a given level of significance 
due to the correlated nature of time series data. 
It has been found that the standard error of a time series average can be estimated by multiplying the 
KS–statistic, obtained by comparing the 1st and 2nd halves of the time series, with the sample standard 
deviation (s) of the entire time series: 
 (16) 
Note that since the standard deviation has the units of the time series values and the KS–statistic is a 
normalised quantity between 0 and 1, KSSE (Eq. 16) has the same units as the time series property 
itself. The use of the KS–statistic is illustrated in Figure 2.2: a) is an example time series, b) shows 
the fluctuation distributions of the 1st (red) and 2nd (blue) halves of the time series data in a). It is clear 
from both the frequency and cumulative frequency distributions in Figure 2.2 b) that there is a 
significant difference in the fluctuation distributions indicating a lack of agreement between the two 
portions of the time series.  
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a) 
 
b) 
 
Figure 2.2 An illustration of the Kolmogorov–Smirnov statistic: a) the 1st (red) and 2nd (blue) halves 
of a ∂V/∂l time series; b) the fluctuation distributions (top) and cumulative fluctuation distributions 
(bottom) for the 1st and 2nd halves of the time series shown in a). 
 
The following two sections describe steps to validate the KSSE method for estimating the standard 
error of a time series average using an autoregressive model as well as extended time series data used 
in the calculation of DGsolv by TI. 
2.1.2 Validation of KS Standard Error Estimate Using an Autoregressive Model 
Simplified models are a useful way of demonstrating, validating and comparing computational 
methods as the relevant parameters can be directly controlled and the correct answer known a priori. 
In this case we generate time series data using a first order autoregressive model73: 
 (17) 
where Xt and Xt–1 are the current and previous values of the time series, c is a constant offset, g is the 
“memory” parameter that controls the degree of coupling to the previous step, et is white noise with 
standard deviation se. The utility of time series data generated from an autoregressive model is that 
the mean (µ), standard deviation (s) and autocorrelation time (t) can all be analytically expressed in 
terms of the model parameters: 
Xt = c+  Xt 1 + "t( ")
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(18) 
An autoregressive model can thus be trivially parameterised to produce a time series with known 
statistical properties. Example time series generated with this autoregressive model are shown in 
Figure 2.3. The difference in the behaviour of the time series due to an increase in noise (s) is 
illustrated by comparing the panels between the first and second columns, while an increase in the 
correlation time (t) is illustrated between the rows. Note, the average value of these time series is 
clearly less well-defined for larger values of s and t. This is characteristic of differences in ensemble 
average properties calculated by MD simulation or the same property calculated on different systems. 
 
Figure 2.3 Example time series generated using an autoregressive model (Eq. 17) parameterised with 
different values of s and t; µ=0 in all cases. 
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Given that the underlying target mean of any time series generated with this model is predetermined, 
we can use the model to compare an estimated error in the average with the actual difference between 
the average calculated at a given value of t and the predetermined target mean. Note that even though 
the target mean is the maximum likelihood value of the calculated time series average, only in the 
limit of t®¥ will the two agree exactly. Since the value of t has also been predetermined, we can 
compare a predicted error in the average to the standard error as determined by the number of 
independent samples according to Eq. 12. The KS–statistic standard error estimate (KSSE) as a 
function of t can also be fitted using a least-squares method to a standard error model of the form: 
 
(19) 
Where a is the fitted parameter. Figure 2.4 shows a comparison of KSSE (blue), the fit of a standard 
error model (Eq. 19) to the KSSE curve (green dashes), the standard error as per Eq. 12 (black dots), 
and the actual deviation from the underlying mean (black), for two different combinations of t and 
s. The underlying mean (µ) was set to 100 in both cases. From Figure 2.4 it can be seen that the KSSE 
values and the fit of Eq. 19 to the KSSE values (SEfit) agrees well with the predefined properties of the 
time series. That is, the expected behaviour with respect to time (t), noise (s) and correlation (t) are 
all well reproduced by the KSSE method. However, given the statistical nature of the problem, the 
utility of comparing individual time series is limited. A more relevant analysis is whether the KSSE 
predicted error can accurately reproduce the standard error of a time series for a range of t and s 
values, at a given value of t. That is, how does the distribution of KSSE predictions calculated from a 
large number of time series, compare to the predetermined properties of the time series. Also of 
interest is how the KSSE predictions compare to the widely used block averaging method. However, 
in order to be able to perform such a large-scale distribution analysis on the block averaging method, 
an automated and robust method for algorithmically determining the block average convergence is 
required. 
f(x) =
ap
x
 
22 
 
Figure 2.4 Example comparisons of KSSE estimate (blue), a fit to the KSSE values (green dashes), 
standard error (black dots) and the actual difference between target mean and the calculated average 
(black solid). 
 
2.1.3 Automated and Robust Block Average Analysis 
As noted previously, a range of algorithms to determine when a block average has converged have 
been proposed. The method implemented in the GROMOS analysis package based on numerical 
derivatives is unstable and does not return an error estimate in many cases. While the method of 
Hess70 returns an error estimate in all cases, visual inspection of the fits it produces suggests the 
assumptions used to derive the fitting functional form frequently do not hold. The approach we have 
taken is similar to that of Hess70, namely a least square fit of the BSE(n) curve. However instead of 
assuming a particular form of the autocorrelation function, we fit a general sum of exponential decay 
functions weighted by the square-root of the number of blocks for a given value of n i.e.:  
 
(20) 
 
where n is the number of time series values per block, N is the total number of time series values, m 
is the number of exponential decay functions and ai, bi and c are the fitted parameters. Convergence 
was determined from the first root of the analytical derivative of Eq. 20. If the derivative of the fitted 
BSE(n) =
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n
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function had no roots (i.e. no turning points) the minimum value of the derivative was used to produce 
an error estimate. The result of this fitting approach is shown in Figure 2.1 b), the fit to Eq. 20 for m 
= 2 is in green with the turning point indicated by the red lines. 
While fitting to Eq. 20 offers significant improvements to the alternative methods tested, it still suffers 
from fitting issues. In many cases using a single exponential decay function led to a poor fit to the 
BSE curve and therefore the determination of convergence was unreliable. While in some cases the 
fit was significantly improved by the addition of a second exponential decay term, in others the use 
of a second exponential terms results in overfitting artefacts. However, the fits to data produced by a 
first order autoregressive model are well behaved for a single exponential term (i.e. m = 1 in Eq. 20). 
This scheme for determining convergence of the BSE curve could therefore be reliably used to 
perform large-scale distribution analysis on the block averaging method. 
2.1.4 Distribution Analysis of KSSE and Block Averaging methods 
To perform a distribution analysis of the KSSE and block averaging methods for estimates of the 
standard error of a time series average, we used an autoregressive model to generate N time series 
with a particular set of values for µ, t, s and tmax. Predictions made with these methods were then 
compared to the predetermined properties of the time series. That is, we compared the results to the 
actual distribution of deviations that were expected for a particular t and s at time tmax. These 
distributions of difference between the target mean and the calculated average for a particular 
combination of t and s at time tmax represent the irreducible uncertainty of the problem. Since we 
have predetermined the correlation time (t), we can also use Eq. 12 to estimate the true standard error. 
Such an analysis is shown in Figure 2.5, which contains the distribution of standard error predictions 
obtained using block averaging (orange), the KSSE (blue) method, standard error according to Eq. 12 
(black vertical line) and the true distribution of deviations (green). The distributions were generated 
with 4 different combinations of t and s from 500 time series at tmax =5000, and are represented with 
Gaussian kernel-density estimates. The results in Figure 2.5 show that the block averaging and KSSE 
methods produce similar distributions which systematically over-estimate the standard error 
according to Eq. 12 (black vertical line). Note that the standard error line is identical to the median 
of the true distribution of deviations, within the uncertainty. Figure 2.5 also indicates that the two 
methods have a very similar dependence on s, evident from comparing the top row (s = 5) and bottom 
row (s = 10) of panels in Figure 2.5. However, there is a slight difference in their dependence on t. 
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In the left column of panels (t = 2) the KSSE method is further from the standard error line than block 
averaging, while in the right column of panels (t = 5) the KSSE method is closer to the standard error. 
 
Figure 2.5 Comparison of distributions of error predictions for KS–statistic standard error (KSSE, 
blue), block averaging (orange) and the true differences between target and calculated means (green). 
The classical standard error as predicted by Eq. 12 is shown as a vertical line. Distributions were 
generated from 500 time series with tmax =5000 and represented with Gaussian kernel-density 
estimates.  
 
To further probe the dependence of the standard error predictions on the noise and correlation time, 
the distribution analysis was extended by calculating the mean and standard deviations of the 
predicted distributions for a wide range of t and s values. Figure 2.6 shows the dependence of the 
predicted standard error for s between 1 and 20, for three values of t (2, 10 and 20). The KSSE and 
block averaging method results are shown in the left and right panels respectively. The distribution 
means are shown as solid lines with 1 standard deviation represented by the shaded areas below and 
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above the mean. The standard error as per Eq. 12 for each combination of t and s at t = 5000 is shown 
as dashed lines. Figure 2.6 illustrates that for the range of t and s values shown, both methods 
correctly account of the correlation and noise within time series data to produce reasonable estimates 
of the standard error. It also confirms the trend with respect to t evident in Figure 2.5, namely that 
the KSSE method produces systematically higher standard error estimates when the correlation is low 
(e.g t = 2) while block averaging produces systematically higher standard error estimates in high 
correlation cases (e.g. t = 20). 
 
Figure 2.6 Extended distribution analysis. The dots interpolated with a solid line represent the mean 
of the distribution generated with particular t and s values for N=500 and tmax= 5000. Shaded areas 
represent 1 standard deviation from the mean. 
 
The results above show that for a time series data generated using an autoregressive model the KSSE 
method is an effective means to estimate the standard error of the time series average. The KSSE 
method produced results which are very similar to block averaging without the added uncertainty of 
determining the convergence of BSE values.    
2.1.5 Real Data Validation of KSSE Predictions 
While the simplified model discussed above offers insight into the behaviour and relative 
performance of the KSSE method, it is also important to validate the KSSE method against actual MD 
time series data. For this purpose, 10 ns trajectories of ∂V/∂l (used in the calculation of DGsolv) were 
analysed from simulations of 26 all atom hydrocarbons solvated in SPC water. The values of ∂V/∂l 
were stored every 10 ps thus producing a time series of 100,000 data points. The simulation setup 
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was the same as described in Section 1.3.4. The first 1 ns of data was omitted to remove any bias 
from the initial conditions. The last 8 ns of the trajectory (90,000 data points) was used to calculate a 
reference time series average, which was compared to the average and standard error estimate 
calculated from the 1–2 ns portion of the data (10,000 data points). That is, the reference error was 
taken to be the difference between the average calculated from the 1–2 ns and 2–8 ns portions of the 
data. The results for block averaging and KSSE methods are summarised in Table 2.1. As was 
observed in the autoregressive model validation results, the performance of the block averaging and 
KSSE methods are very similar. With the differences between the two methods in Table 2.1 being well 
within the statistical uncertainty. 
 
Table 2.1 Summary of time series average standard error predictions for the block averaging and 
KSSE methods applied to ∂V/∂l time series data. All values excluding the last column are in kJ/mol. 
  range AEa AUEb max. error N under est. 
Block Average  0.05–0.43  -0.07 ± 0.18 0.13 ± 0.14 0.63 13 
KSSE  0.07–0.32  -0.07 ± 0.19 0.14 ± 0.15 0.63 14 
aaverage error 
baverage unsigned error 
 
In this and the previous section we have shown that the KSSE method performs similarly to the block 
averaging method for estimating the standard error of a time series average. The primary advantage 
of the KSSE method is its robustness. The difficulty in applying the block averaging method, 
particularly in an automated protocol, stems from the fact that that as the BSE values converge to the 
standard error, the number of blocks (N/n in Eq. 20) decreases. This decrease in the number of blocks 
causes an increase in the statistical fluctuations in BSE values (due to taking the standard deviation of 
small number of values) thus making it difficult to fit in a general and robust manner. The KSSE 
method does not suffer from the same drawbacks, and as we will demonstrate in the following section, 
a simple extension of the KSSE method allows for the calculation of the equilibration time (due to 
unrepresentative initial conditions). This method is also used to derive a simple heuristic to assess the 
robustness of the standard error estimate. 
2.1.6 Estimation of Equilibration Time 
While formally all configurations of a system are valid states of the equilibrium ensemble, sampling 
limitations dictate that for equilibrium properties to be accurately reproduced by simulation, they 
must be dominated by low-energy states which can be adequately sampled on the time scale of the 
 
27 
simulation. These low-energy states must appear in a simulated equilibrium ensemble with the correct 
probabilities in order for the calculated properties to accurately reproduce true physical properties of 
the system. Therefore, configurations of a sampled equilibrium ensemble which are not representative 
of the low-energy states—for example those heavily biased by the initial conditions—can reasonably 
be omitted from the calculation of equilibrium properties. The time that a system takes to relax from 
an unfavourable set of initial conditions is often referred to as the equilibration time (teq). 
The KS–statistic estimate of the standard error (KSSE, Eq. 16) described in Section 2.1.1, can also be 
used to estimate teq caused by unrepresentative initial conditions. Given that all unrepresentative 
configurations originate from the system state at t = 0, teq is estimated by progressively excluding data 
from the beginning of the time series and plotting the resulting KSSE values as calculated by Eq. 16. 
Specifically, from the two-sample KS–statistic obtained between the 1st and 2nd halves of the interval 
t = [texcl, tmax] where texcl is sequentially increased from 0 to tmax:  
 
(21) 
Figure 2.7 shows the results of this scheme (lower panels) for two example time series (upper panels). 
The example in the left panels of Figure 2.7 show the analysis for a ∂V/∂l time series in which the 
initial conditions were representative of the system at equilibrium (teq = 0), in this case the KSSE 
values corresponding to the entire time series being included (i.e. texcl close to 0) are small and 
progressively increase as more of the time series is omitted. This increase in KSSE values is due to 
the decrease in sample size and the corresponding increase in uncertainty. The example in the right 
panels of Figure 2.7 is of a case where the initial conditions do not represent the system at equilibrium 
(teq >> 0). This example is of a pressure (P) time series generated from an NPT liquid phase MD 
simulation that was initialised with inappropriate box dimensions. The upper right panel in Figure 2.7 
shows that the system takes ~400 ps for the pressure to equilibrate. This equilibration period is clearly 
represented in the lower right panel in Figure 2.7, as an initial drop in the KSSE values for texcl close 
to 0. That is, in contrast to the teq = 0 case in which the KSSE values initially increased as texcl ®tmax, 
the KSSE values initially decreases to a minimum value at texcl » 400 ps, after which it increases as 
expected for smaller sample sizes. The value of teq is shown with a red vertical line in Figure 2.7.  
 
F (texcl) = KSSE([texcl, tmax])
texcl 2 [0! tmax]
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Figure 2.7 Two examples of the KSSE method for detecting equilibration region within a time series. 
Upper panels are of the time series data points. Lower panels show the behaviour of KSSE as the 
amount of excluded data (texcl) is increased.  
 
The detection of the equilibration time is done algorithmically by predefining a target error (Etarget) 
for the time series average (shown as black dots in Figure 2.7) and comparing the KSSE values relative 
to the target error. Specifically, if the KSSE value is greater than the target error for texcl = 0, and the 
KSSE value is less than the target error for some value of texcl > 0, teq is taken to be the first value of 
texcl such that KSSE < Etarget i.e.: 
 
(22) 
Note that since the KSSE values have the same units as the time series property being averages, Etarget 
represents the error tolerance relevant to a given application. Data points within the equilibration 
region of a time series (t < teq) can then be excluded from all ensemble average calculations to avoid 
bias from the initial conditions. 
Note that a more precise determination of teq can be obtained from the minimum KSSE value rather 
than the minimum texcl where KSSE < Etarget. However, given the statistical noise in the KSSE values, 
such a method would require smoothing or fitting of the data. Another potential improvement for 
determining teq more precisely is by applying the KSSE analysis (Eq. 21) as a sliding window rather 
teq =
(
min(texcl) where KSSE < Etarget , if KS
texcl=0
SE > Etarget
0 , otherwise
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than over the entire time series. In the approach described above, the value of teq is to some degree 
dependent on the length of the time series as the contribution of unrepresentative values to the overall 
distribution is smaller for longer time series. This effect would be removed by using a fixed-length 
sliding window as each value of the time series would contribute equally to the overall distribution. 
However, it is not clear how best to determine an appropriate window size for a given time series. 
While these extensions may warrant the added complexity in some applications, to date we have not 
found them necessary. 
2.1.7 Convergence Robustness Heuristic 
The KSSE approach summarised in Eq. 21 can also be used to quantify the robustness of the standard 
error prediction with a simple heuristic. This involves using a predefined target error (Etarget) for the 
time series average, and comparing the values of KSSE to this target error as texcl ®tmax. If the values 
of KSSE are below Etarget for the majority of the time series, this strongly suggests that the target error 
has been met. Conversely, if KSSE values never drops below Etarget or does so only briefly, this 
suggests that the Etarget has not been met. This is quantified by a convergence robustness score 
(CRscore) which is defined as the ratio of the portion of the time series which is continuously below 
Etarget and that portion of the time series which is above (or sporadically crosses) Etarget. The division 
of the time series with respect to KSSE < Etarget is performed on the fit of the KSSE values to a standard 
error model (Eq. 19). This scheme for quantifying the robustness of convergence with respect to a 
target error is illustrated in Figure 2.8. The left panels show an example time series (top) and 
corresponding convergence analysis (bottom) for a well converged case, the target error was 1 kJ 
mol-1 and CRscore was 15.7. While the example shown in the right panels of Figure 2.8 is not as well 
converged to the same target error and has a CRscore of only 0.4. 
This convergence robustness heuristic (CRscore) offers a rigorous control on the confidence of the 
error estimate made using the KSSE method. It allows for explicit control over the trade-off between 
efficiency and robustness and can also be trivially incorporated into automated calculation protocols. 
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Figure 2.8 Illustration of convergence robustness analysis on two example time series. Upper panels 
are of the example ∂V/∂l time series data used in the calculation of DGsolv by thermodynamic 
integration. Lower panels are of KSSE values (blue) and corresponding fit to a standard error model 
(Eq. 19, green dashes) as calculated by Eq. 21. The target error of 1 kJ mol-1 is shown in black dots. 
 
The KS–statistic based methods described above is applied extensively as a part of an automated 
protocol for the calculation of DGsolv by TI developed as part of this thesis. In combination with the 
numerical integration error analysis (presented in the next chapter) the KSSE method has been used to 
quantify ensemble average uncertainty in the calculation of over 1200 DGsolv values which consisted 
of over 14500 ensemble averages calculations. A description of the automated DGsolv calculation 
protocol along with an analysis of its performance is provided in Section 2.3. While the application 
of the method to date has been fairly limited in terms of the range of properties, the method is 
appropriate for estimating the standard error in any property which can be represented as a time series 
average. 
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2.2 Local Error Decomposition for Trapezoidal Integration 
Estimating the uncertainty of a calculated quantity is critically important in many applications.74 The 
calculation of DG using integration based methods such as TI is no exception. In such calculations, 
the value of the ensemble average of the derivative of the potential energy with respect to a predefined 
pathway (<∂V/∂l>l) is numerically integrated to produce a value of DG. Section 2.1 outlined a 
method based on the KS–statistic (KSSE given by Eq. 16) which can be used to estimate the 
uncertainty in an ensemble average obtained by MD simulation. In this section we outline a general 
method for estimating the uncertainty of the Trapezoidal method (Section 2.2.3) by considering both 
uncertainties in the points (Section 2.2.1) as well as truncation error due to linear interpolation 
(Section 2.2.2).  
The definite integral of a function f (x) represented by a vector of discrete points y can be estimated 
using the Trapezoidal rule: 
 
(23) 
The Trapezoidal rule approximates the area under the curve between consecutive points using linear 
interpolation. Alternative numerical integration algorithms differ in the method of interpolation 
between points, Simpson’s rule for example the interpolation is based on a 3rd degree polynomial. All 
numerical integration algorithms contain an inherent element of uncertainty associated with the 
method of interpolation. This is discussed in more detail in Section 2.2.2. If the discrete points yi are 
exact representations of f (xi), and these points are appropriately spaced in order to reproduce the 
highest non-zero derivatives, higher-order interpolation methods will yield more accurate results. If, 
however, f (xi) is only approximated by yi, any uncertainty within the points is amplified by the use 
of higher-order methods. It is for this reason we chose to use the Trapezoidal rule for numerical 
integration calculations rather than high-order methods such as Simpson’s rule. Note that as discussed 
in Section 2.2.3, if truncation errors are allowed to cancel during the summation of local error 
contributions this effectively incorporates 2nd order contributions for functions that contain both 
concave and convex regions. 
 
 
Z xN
x0
f(x)dx ⇡ 1
2
NX
i=1
(yi + yi 1)(xi   xi 1)
 
32 
2.2.1 Trapezoidal Rule Point Uncertainty Propagation (Known Unknowns) 
For the calculation of DG using integration based methods we have the case where f (x) is 
approximated by a series of points yi which have associated uncertainties syi. We therefore would like 
to analytically calculate how these errors propagate through the Trapezoidal rule and contribute to 
the uncertainty of the integral. If we assume that the errors corresponding to each of the points (yi ± 
syi) are independent and normally distributed, we can then apply the simplified form of the general 
Gaussian error propagation formula75: 
 
(24) 
where f is an arbitrary function of variable (x, y, …) with associated independent and normally 
distributed errors (sx, sy, …). The error due to uncertainty in the points of applying the Trapezoidal 
rule can be obtained by applying Eq. 24 to Eq. 23. Which results in: 
 
(25) 
Note that this expression for the total propagation error is a sum of contributions from each yi point, 
it is therefore trivial to identify which points contribute most to the overall error.  
2.2.2 Trapezoidal Rule Truncation Error (Unknown Unknowns) 
When applying the Trapezoidal rule, the errors associated with the points y are a well-defined source 
of uncertainty. They contain specific information about the value of the function f at a given point x. 
Another source of error in all numerical integration methods results from implicit assumptions made 
regarding the form of the function between the evaluated data points i.e. the interpolation method. 
This source of error, often referred to as truncation error, is not so well-defined and therefore 
associated with an addition degree of uncertainty. This additional uncertainty is due to the assumption 
that the discrete points are sufficiently close together to accurately reproduce the highest non-zero 
derivative of the form of the function being integrated. However, in many applications the reason for 
using numerical integration is precisely because the form of the underlying function is unknown. 
Truncation error is therefore much more difficult to quantify accurately than the propagation of 
uncertainties in the points. 
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An error analysis of the Trapezoidal rule using a Taylor series expansion—which can be found in 
most numerical methods text books—results in a truncation error estimate for the interval between 
two point a and b given by: 
 
(26) 
where f”(x) is the second derivative over the interval [a, b]. The second derivative over this interval 
can be calculated numerically using a finite difference differentiation method (either forward, 
backward or central)* and thus the 2nd order truncation error for each individual interval can be 
estimated. The primary assumption of this error estimate is that the calculation of the 2nd order term 
from the discrete points is accurate i.e. the calculation of f”(x) by numerical differentiation. Which 
in turn is dependent on whether the discrete points being integrated are sufficiently close together to 
reproduce the underlying function. 
2.2.3 Combined Trapezoidal Error Estimate 
The combined estimate of the integration error associated with applying the Trapezoidal rule on a 
series of points which themselves contain errors is given by the sum of the results from the previous 
two sections, specifically: 
 
(27) 
Since the accuracy of the forward, backward and central difference methods for estimating f”(x) over 
the interval [xi+1, xi] are the same, the choice of method should have no systematic effect. However, 
unless the data points are perfectly symmetric they will give slightly different results. In practice, we 
calculate the sum of truncation errors with both forward and backward difference methods and take 
the larger of the two. 
                                               
*The forward and backward finite difference methods differ only in whether the derivative at point xi 
is calculated using the point at xi+1 or xi–1 respectively. The central difference is effectively the average 
of the forward and backwards methods. 
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Note that the truncation error (given by Eq. 26) is not entirely independent of the point uncertainty 
error (Eq. 25) since the points themselves are used to estimate f”(x) over the interval [xi+1, xi]. Using 
the technique applied in Section 2.2.1, it is straight forward to propagate point uncertainties to obtain 
an error estimate in f”(x). However, since some of the same points are used to estimate the uncertainty 
in neighbouring values of f”(x), correlations between the errors of neighbouring intervals need to be 
accounted for. This becomes progressively more complex and the practical utility of considering such 
effects is unclear. 
Summing the truncation errors and then taking the absolute value (Eq. 27) allows for cancelation of 
errors and therefore implicitly accounts for 2nd order contributions in some cases i.e. in cases where 
the function contain both concave and convex regions. The drawback of this approach however, is 
that given the uncertainty of the truncation error predications themselves, the errors can 
inappropriately cancel purely by chance and lead to significant underestimation of the total error. An 
alternative approach would be to add the absolute values of the individual interval truncation errors—
which is the default behaviour for purely concave or convex functions since there can be no 
cancelation of errors—but this leads to significant over estimation of the error in typical cases. An 
initial analysis of the performance of Eq. 27 for estimating the error in solvation energy calculations 
using TI (details provided in the following section) found that in approximately 8% of cases the error 
was underestimated. While a failure of 8% may be adequate in many cases, in some applications, for 
example when parameterising force fields, a more robust estimate of the uncertainty is required. 
2.2.4 Additional Uncertainty Heuristic 
The addition of a simple heuristic to the integration uncertainty given by Eq. 27 dramatically reduced 
the underestimate rate without the significant increase in computational cost associated with not 
allowing for cancelation of errors i.e. summing the absolute value of the truncation error. The 
heuristic correction consists of adding the maximum interval truncation error found with either the 
forward or backward difference methods: 
 (28) 
where Eri forward and Eri backward are the interval truncation errors calculated using Eq. 26 where f”(x) 
over the interval [xi+1, xi] is estimated using the forward and backward finite difference differentiation 
methods respectively. The addition of this term to the error prediction significantly reduces the 
number of underestimates caused by an inappropriate cancelation of errors due to the uncertainty 
Error Heuristic = max{Erforwardi , Erbackwardi }N 1i=0
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associated with calculating derivatives from discrete data points. Thus a more robust Trapezoidal rule 
error estimate is given by:  
 
(29) 
An analysis on the relative performance of Eq. 27 and Eq. 29 is provided as a part of the following 
section. Eq. 29 was used for all the calculations of DGsolv by TI presented in Chapter 3, Chapter 6 and 
Chapter 7. 
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2.3 Automated Thermodynamic Integration Protocol 
The calculation of DG by TI involves the numerical integration of the ensemble average of the 
derivative of the potential with respect to a predefined pathway (<∂V/∂l>λ), described in more detail 
in Section 1.3.2. The values of <∂V/∂l>λ are typically obtained by performing a series of fixed length 
MD simulations at multiple values of l which are uniformly distributed between l=0 and l=1.18, 25, 
41, 76 In some instances, well converged values of <∂V/∂l>λ are achieved by running comparatively 
long simulations with significant portions of the simulation data discarded as equilibration. Using a 
uniform distribution of l-points is also sub-optimal as either too few simulations will be performed 
at l-points in regions where <∂V/∂l>λ has high curvature, or too many in regions where only a few 
points will suffice i.e. where the change in gradient is small.  
A fully automated protocol for the calculation of DG using integration based approaches has been 
developed. The method utilises the ensemble average error analysis outlined in Section 2.1 in 
conjunction with the numerical integration error analysis described in Section 2.2. The explicit 
consideration of the individual sources of error allows the uncertainty in the value of DG to be 
iteratively refined to a specified precision. This is achieved through the extension of equilibrium MD 
simulations or the addition of l-points according to the largest sources of uncertainty. The following 
two sections contain a description of the protocol along with validation and analysis. 
2.3.1 Calculation of DGsolv by TI: Automation by Error Minimisation 
Calculations of DGsolv by TI for small molecules were initialised with 11 MD simulations of the solute 
in the solvent at equally spaced l-points between 0 and 1 inclusive (<∂V/∂l>l,solvent), using the 
simulation setup described in Section 1.3.4. The number of initial l-points is somewhat arbitrary and 
is a trade-off between efficiency and robustness as too few l-points increases the risk of a significant 
underestimation of the integration truncation error, while too many initial points result in unnecessary 
simulations being performed. The MD simulations at each l-point were run initially for 500 ps. The 
uncertainty and convergence of all ensemble averages were assessed using the scheme described in 
Section 2.1.6; specifically, the KSSE method was used to identify the required equilibration time, 
estimate the standard error and to measure the confidence with which convergence to within a 
particular target threshold had been achieved. Initial ensemble averages were converged to within 5 
kJ mol-1 with simulations extended by 500 ps until a CRscore of at least 1 was obtained. A CRscore of 
greater than or equal to 1 corresponds to the case where the standard error values estimated by the 
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KSSE method are below the target error for at least half of the simulation. The final ensemble average 
error estimates were calculated with any equilibration region removed. These error estimates were 
used as the point uncertainty values (syi) when the combined integration error was determined using 
Eq. 29. 
The calculation of DGsolv for molecules which contain intermolecular non-bonded interactions 
requires the calculation of <∂V/∂l>λ in vacuum (<∂V/∂l>l,vac) as well as in solvent. Multiple vacuum 
calculations were performed at the same l-points as each solvent calculation. These were initialised 
from evenly spaced solute configurations extracted from the solute in solvent trajectory by simply 
removing all solvent molecules. 20 vacuum simulations were initially run for 1 ns and then extended 
by an additional 1 ns until each ensemble average converged to within 5 kJ mol-1 with a CRscore>= 1. 
Final values of DGsolv were calculated by applying the Trapezoidal rule to numerically integrate the 
difference curve given by <∂V/∂l>l,vac–<∂V/∂l>l,solvent as per Eq.10. The estimates of the error in 
DGsolv were obtained by applying Eq. 29 to the same difference curve. In some cases, the uncertainty 
obtained by performing the calculation with the initial 11 points was within the target uncertainty. 
These were predominantly rigid molecules in apolar solvents. For the majority of molecules however 
the initial error estimate was larger than the target uncertainty and the calculation required additional 
points and/or the reduction in the uncertainty in ensemble average in order to meet the overall target 
error. 
The overall error was reduced by analysing the individual sources of error in Eq. 29 (i.e. the errors 
associated with each of the intervals and points). Then points were either added or the simulations 
extended depending on the largest sources of error. For the optimal use of computational resources, 
each refinement iteration would simply target the largest source of uncertainty. However, the 
refinement can be efficiently parallelised by estimating the uncertainty reduction resulting from the 
addition of a point or the extension of a simulation. This was achieved by calculating the difference 
between the current and target error, then adding points or extending simulations until the error 
reduction estimate indicates the new error will be below the target. The conservative nature of the 
error reduction estimate will ultimately determine the number of iterations required to achieve the 
target uncertainty. It can be shown analytically for the Trapezoidal rule that the truncation error on a 
single interval is on average reduced by ¼ of the previous error by the addition of a point at the centre 
of the interval. For simplicity, this was also assumed to be the case for extending a simulation and 
reducing the target error from 5 kJ mol-1 to 2 kJ mol-1. 
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Since the uncertainty in each point of the <∂V/∂l> difference curve is a combination of the solvent 
and vacuum contributions, the larger of the two was extended if that point was chosen for error 
reduction on a given refinement iteration. Vacuum and solvent simulations were extended by 1 ns 
and 500 ps respectively. The target ensemble average error was also decreased from 5 kJ mol-1 to 2 
kJ mol-1 to ensure that the ensemble error was significantly reduced with the CRscore condition 
remaining at >= 1. 
Additional points were always located in the middle of the interval identified for error reduction. The 
solvent simulations were run first and initialised from the final configuration of either of the two 
closest l-points, chosen at random with equal probability. Additional l-points were run for 500 ps 
and extended by a further 500 ps until the ensemble average converged to within 5 kJ mol-1 with a 
CRscore >= 1. Once the solvent simulations had converged, simulations in vacuum were performed as 
described above. This protocol was repeated until the overall target error in DGsolv was obtained. 
Figure 2.9 shows 4 example calculations of DGsolv by TI: the solvation energy of ethanol, 1-
propylguanidine and nonane in SPC water77 (DGH2O), and the solvation energy of chlorobenzene in 
the GROMOS 53A6 hexane model78 (DGHEX). The values for <∂V/∂l> in vacuum and solvent are 
shown in orange circles and black squares respectively, the difference curve is shown in blue-
triangles.  
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Figure 2.9 Example <∂V/∂l> with respect to l curves used in the calculations of DGH2O and DGHEX 
by TI. <∂V/∂l> values are shown for calculations in solvent (solv, black squares), vacuum (vac, 
orange circles), their difference (<∂V/∂l>vac – <∂V/∂l>solvent) is shown in blue triangles. All values 
have been converged to within 1 kJ mol-1. 
 
 
There is a stark contrast in the magnitude of <∂V/∂l> between 1-propylguanidine and the other 3 
cases, due to the large intermolecular non-bonded interactions of this molecule. Note however that 
the magnitude of the difference curve is comparable to the other cases, this illustrates the benefit of 
refining the error of the difference curve directly rather than the solvent and vacuum terms 
independently. Also clear from Figure 2.9 is the difference in the shape of the curves for cases with 
significant electrostatic interactions (ethane and 1-propylguanidine in water) and those without 
(nonane in water and chlorobenzene in hexane). Those with significant electrostatic interactions 
contain an additional peak in the solvent curve between 0.0 and 0.2 and therefore require more points 
for accurate numerical integration. To achieve an error estimate below 1 kJ mol-1 for ethane and 1-
propylguanidine required 20 and 21 points, refined with 3 and 4 iterations respectively. As compared 
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to the nonane and chlorobenzene cases which required 17 and 16 points, refined with 3 and 2 iterations 
respectively, to achieve the same target error. 
The examples shown in Figure 2.9 demonstrate that a different number and distribution of points are 
required in order to obtained a similar precision in DGsolv for individual cases. By utilising an adaptive 
error refinement scheme, we are able to accommodate these differences and therefore significantly 
improve both calculation efficiency and precision. 
2.3.2 Validation and Analysis 
The performance of the automated TI protocol was assessed by analysing 1201 DGsolv calculations 
performed on 501 unique molecules in either water, hexane or cyclohexane solvents. (The specific 
results of these calculations are presented as a part of Chapter 3, Chapter 6 and Chapter 7.) The 
analysis consisted of taking the final calculated values as a reference (DGref) and comparing these 
reference values to the intermediate values (DGinterm) obtained during error refinement. All values of 
DGref were converged to have an estimated uncertainty of either 1 or 0.5 kJ mol-1. The validation of 
any method by comparing intermediate with final values is not entirely foolproof. This is because any 
underlying bias will cancel out and give a false impression of the accuracy. It does however 
demonstrate internal consistency which is a necessary, albeit not a sufficient, validation property.  
Figure 2.10 shows a plot of DGinterm as a function of DGref for 1201 DGsolv calculations performed 
using the automated protocol outlined in the previous section (2.3.1). The error estimates for DGinterm 
(Errorpred) calculated during each iteration (with either Eq. 27 or 29) are shown in colour. Figure 2.10 
shows that the 1201 calculations contain molecules which have a wide range of DGsolv values, from 
less than –70 kJ mol-1 to about 15 kJ mol-1. Overall there is a correlation between Errorpred (shown in 
colour) and the distance to the blue line corresponding to perfect agreement between DGinterm and 
DGref. This is analysed in more detail below. 
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Figure 2.10 Comparison of 1201 final DGsolv values calculated by TI (DGref) with the values predicted 
during error refinement (DGinterm). The estimated overall error in DGinterm (Errorpred) for each iteration 
is shown in colour. The blue line represents a one-to-one agreement between DGref and DGinterm. 
 
The error predictions (Errorpred) shown in Figure 2.10, strongly indicate that there is a systematic bias 
for Errorpred values greater than about 2.0 kJ mol-1. This is evident from the concentration of red dots 
below the blue line for DGsolv greater than about –25 kJ mol-1 and below the blue line for DGsolv less 
than about –25 kJ mol-1. Specifically, molecules with DGsolv greater than –25 kJ mol-1 converge to the 
reference value from below, while molecules with DGsolv less than –25 kJ mol-1 converge to the 
reference from above. This result is due to the conserved nature of the shape of the <∂V/∂l>vac – 
<∂V/∂l>solvent curve for molecules with similar DGsolv values. As noted above, molecules that have 
significant electrostatic interactions with the solvent have an additional region of high curvature in 
<∂V/∂l>solvent between l=0 and l=0.2, which has the opposite sign to the conserved peak between 
l=0.6 and l=1. All calculations in this dataset which had a DGsolv less than about –25 kJ mol-1 were 
for solvation in water. The molecules in these cases are all highly polar and thus the interval truncation 
error is dominated by the region of high curvature between l=0 and l=0.2 which has the opposite 
sign to the other cases which are dominated by truncation errors between l=0.6 and l=1. 
Note that the shape of the <∂V/∂l>vac – <∂V/∂l>solvent curve is dependent on the specific soft-core54 
interaction functions. The particular bias identified here is therefore not transferrable to cases for 
which a different l dependence was used. However, unless the curve is symmetric or the integration 
truncation errors are very small, some degree of bias in such calculations is unavoidable. 
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The bias in errors for DGsolv calculated by TI is of particular concern when using such calculations to 
parameterise force fields. As discussed in more detail in the following chapter, systematic errors 
cannot be considered in the same way as unbiased errors as they have different distributions and 
therefore different cancelation properties. Note however that for Trapezoidal rule error predictions 
less than ~2.0 kJ mol-1 this bias is small and significantly less that the contributions from the point 
uncertainty. 
A more detailed analysis of the error predictions was performed by comparing the intermediate errors 
predicted on each refinement iteration (Errorpred) with the difference between the corresponding 
intermediate DGsolv value (DGinterm) and the final DGsolv value (DGref) which satisfied the target 
uncertainty of either 1 or 0.5 kJ mol-1. That is, a reference error was defined to be Errorref = |DGinterm 
– DGref|, and this quantity was compared to Errorpred calculated during refinement iterations. The 
results of this analysis, with and without the addition of the heuristic correction (as described in 
Section 2.2.4), are shown in Figure 2.11. The corresponding summary statistics are presented in Table 
2.2.  
 
 
Figure 2.11 Trapezoidal rule integration error comparison between intermediate error predictions 
(Errorpred) and the difference between intermediate and final DGsolv values (Errorref) when calculated 
using Eq. 27 (left) and Eq. 29 (right). The target error for all cases shown in the left panel was 1 kJ 
mol-1 while the right panel contains a combination of 1 and 0.5 kJ mol-1. 
 
The error prediction analysis shown in the left panel of Figure 2.11 correspond to DGsolv calculations 
performed with integration error estimates predicted using Eq. 27 (without heuristic correction), first 
row of Table 2.2. It was found that in the vast majority of instances Errorpred was slightly 
overestimated. This is likely due to two factors: (1) always taking the largest of forward and backward 
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difference methods when summing interval truncation errors, and (2) that the interval and point error 
contributions are simply added and therefore not allowed to cancel. In about 2% of cases however 
the error was underestimated by more than 1 kJ mol-1 and in one extreme case by 5.4 kJ mol-1. These 
failures were due to inappropriate cancellation of interval truncation errors. A simple heuristic 
correction was proposed to address these cases, this consisted of the addition of the maximum interval 
truncation error to the final sum (Eq. 29), see Section 2.2.4 for details. The addition of this term 
eliminated all such failures as can be seen from the right panel of Figure 2.11 and the second row of 
Table 2.2. These results suggest that Eq. 29 is both conservative and robust and appears to give 
reliable estimate of the uncertainty in DGsolv calculated by TI. 
 
Table 2.2 Summary of error prediction results for Trapezoidal rule error analysis methods. Under 
estimate (est.) is defined as Errorpred < |DGpred – DGref|. 
 Nmolecules NTI calc. Npoints Npredictions Nunder est. 
under est. 
rate (%) 
under est. 
> 1 kJ mol-1 
max. under 
est. (kJ mol-1) 
basic error analysis, Eq. 27  501 575 18 ± 3 2,805 214 7.6 46 5.4 
+ error heuristic, Eq. 29  110 626 16 ± 4 1,590 5 0.3 0 0.1 
 
As noted above, comparing intermediate with final values does not provide an ideal validation of the 
method. A more comprehensive validation would involve the calculation of a large numbers of DGsolv 
values for a diverse set of molecules and solvent combinations using many more l-points than 
required with each <∂V/∂l>l value calculated from an extensive MD simulation. However, such a 
validation would be extremely computationally expensive and is most likely not warranted 
considering that the error analysis has been almost entirely analytically derived. 
An analysis was also performed on the length and distribution of MD simulations used in the 
calculation of DGsolv by TI. This analysis was performed on 14707 individual <∂V/∂l>l,solvent 
simulations taken from 845 DGsolv calculations that were performed on 267 unique molecules. This 
data is the subset (for which all MD simulation data was available) of the results used above. Figure 
2.12 shows the distribution of simulation length required to obtain appropriately converged ensemble 
averages as dictated by the automated protocol described in the previous section. The distribution has 
a clear exponential dependence with over half the ensemble averages converging within the initial 
500 ps simulation. This suggests that significant efficiency may be gained by reducing the initial 
simulation length. Figure 2.12 also shows that ~10% of ensemble averages require simulations of 2 
ns or longer to appropriately converge.  
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Figure 2.12 Distribution of individual <∂V/∂l>l,solvent simulation lengths. Analysis was performed 
on 14707 individual simulations taken from 845 DGsolv calculations. 
 
We also found that the MD simulation length required to obtain converged <∂V/∂l>l,solvent values 
was strongly dependent on the value of l. Figure 2.13 shows the average converged MD simulation 
length as a function of l for the same set of 845 DGsolv calculations used to generate Figure 2.12. 
Figure 2.13 shows that to obtain converged ensemble averages for values of l between 0.7 and 0.9 
requires, on average, more than double the simulation time of other l values. This concentration of 
simulation time around l=0.8 is due to the inherent instability of the system as solvent molecules 
begin to enter the molecular cavity with greater probability i.e. as the repulsive Lennard-Jones term 
decreases. This causes an increase in the fluctuations of ∂V/∂l and therefore a longer time series is 
required to obtain a reliable average. 
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Figure 2.13 Distribution of average simulation length as a function of l. Analysis was performed on 
14707 individual simulations taken from 845 DGsolv calculations. 
 
For this 845 DGsolv calculation dataset, the average total simulation time required to obtain an overall 
uncertainty within 1 kJ mol-1 was 12 ± 5 ns. However, some took up to ~30 ns to obtain DGH2O within 
1 kJ mol-1, such cases were for large and/or flexible molecules e.g. Pyrene and 2,2,5-
Trimethylhexane. The total simulation time required was found to be highly dependent on the 
particular molecule and solvent combination. These results clearly show that it is either inefficient or 
inaccurate to run uniform length MD simulations when calculating DGsolv by TI. 
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2.4 Conclusions 
In this chapter, we have presented a general method for estimating the uncertainty in the calculation 
of DG by integration based approaches. We have also shown that through the rigorous analysis of the 
specific sources of error, the uncertainty in DG can be systematically refined to an arbitrary precision 
by targeted minimisation of the errors due to specific contributions. The method was demonstrated 
by analysing the results from over 1000 fully automated TI calculations of DGsolv, performed on a 
wide range of molecules in multiple solvents. DGsolv error estimates were found to be self-consistent 
and conservative, since intermediate predictions significantly overestimated the uncertainty with 
respect to the final estimated values. The method was also found to adapt to the convergence 
requirements of particular l-values as well as different molecule and solvent combinations. Overall 
the approach outlined is a much more efficient and reliable method for the calculation of DG by TI 
than performing a pre-defined set of fixed length MD simulations at uniformly distributed points 
between l=0 and l=1.   
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Chapter 3  
Additional Sources of Error in the Calculation of Solvation Energy by Thermodynamic Integration 
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Errors in the calculation of properties used for parameterisation are of particular concern as they effect 
the results of all simulations performed with the resulting force field. This is particularly the case for 
systematic errors as they can be implicitly incorporated in such efforts. Systematic errors can also 
give a false impression of a force fields ability to reproduce a particular target property as the true 
uncertainty can be masked by the calculation being performed with high precision. In some instances, 
systematic errors in parameterisation calculations are mitigated by the fact that a similar bias is also 
present in the calculations performed with the resulting force field. For example, a systematic shift in 
the solvation energy (DGsolv) calculated by thermodynamic integration (TI) during the 
parameterisation process may cancel out if the same method and protocol are used to predict DGsolv 
for similar molecules. However, such cases represent only a small portion of applications. DGsolv is 
typically used as a parameterisation target to obtain appropriate solute-solvent interactions, which are 
particularly important for reproducing the partitioning behaviour of molecules between polar and 
apolar environments. This in turn is critical for the correct prediction of a wide range of properties 
including the structure of proteins and the stability of protein:ligand complexes. Systematic errors 
made during the alchemical mutation used to calculate DGsolv by TI will not necessarily cancel in such 
applications. It may be that systematic errors due to time step or cutoff effects can be incorporated 
into the parameterisation and their net effect of subsequent applications be limited. However, this is 
by no means certain and as argued in Section 4.4 the implicit incorporation of such effects in the 
parameterisation procedure not only significantly reduced the generality of the final model, but stifles 
algorithmic improvements and makes the task of force field refinement more difficult. 
This chapter identifies two sources of systematic error encountered during the calculation of DGsolv 
by TI. Section 3.1 described the effect of a particular thermostat artefact on the calculation of DGsolv, 
while Section 3.2 outlines the effect of a twin-range cutoff scheme, pairlist update frequency and the 
use of charge groups on DGsolv calculations. 
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3.1 Maintaining Constant Temperature 
For many applications of MD simulation, particularly when comparing to experiment, simulation at 
constant temperature is required. The most common constant temperature statistical mechanic 
ensembles used in MD simulation are the canonical (NVT) or isothermal-isobaric (NPT) ensembles.  
The control of temperature is also required as the numerical integration of Newton’s equations of 
motion, which sample the microcanonical (NVE) ensemble, typically result in energy drift due to 
numerical errors in the integration. MD simulation at constant temperature can be achieved by 
modifying the equations of motion. Many constant temperature schemes, commonly referred to as 
thermostat algorithms, have been proposed. These include algorithms based on stochastic forces79-80, 
hard temperature constraints81-83, artificial system extension84-85 and weak-coupling50. Each of these 
methods have specific strengths and weaknesses which determine their suitability for a given 
application.86 However, the choice of one algorithm over another is often as much a product of 
historical legacy and fashion as an impartial evaluation of performance. 
Simulation of biomolecular system with the GROMOS force field are typically performed with the 
Berendsen weak-coupling thermostat.50 The principle behind the Berendsen thermostat is a first-order 
relaxation of the average instantaneous temperature of a system ("#) in contact with a heat bath at a 
reference temperature (T0): 
 
(30) 
where T is the instantaneous temperature and t is the relaxation time. This condition can be applied 
(approximately) by the addition of a relatively simple term to the classical equations of motion Eq. 1, 
specifically: 
 
(31) 
where N is the number of particles of system and Ndf the number of internal degrees of freedom. The 
coupling time t is typically treated as an empirical parameter and set to obtain the maximum 
temperature fluctuations while maintaining the average temperature close to the target value. In the 
limit of t ® ¥ the Berendsen thermostat yields the standard MD equations of motion (i.e. sampling 
microstates from the microcanonical ensemble) and the associated numerical instabilities. While for 
values of t approaching the integration time step (Dt), temperature fluctuations are suppressed and 
for the limiting case of t £ Dt the algorithm becomes a hard temperature constraint. For values of t 
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within these extremes, the Berendsen thermostat neither samples microstates from the canonical nor 
microcanonical ensembles, but rather from a weak-coupling ensemble.86-87 This makes it 
inappropriate for some applications such as the calculation of the heat capacity of a system.88 
However, for most practical applications the difference in the distribution of microstates between the 
weak-coupling ensemble and that of either the canonical or isothermal-isobaric ensembles is of no 
consequence to the properties of interest, particularly when other assumptions and approximations 
are taken into account. The advantages of the Berendsen thermostat is that it produces deterministic 
and continuous trajectories, allows sufficient temperature fluctuations to obtain reasonable dynamics 
and does not suffer from the spurious temperature oscillations of extended system methods such as 
the Nosé–Hoover thermostat.14, 86 
3.1.1 Subtracting External Degrees of Freedom 
Any degrees of freedom which do not exchange kinetic energy with the rest of the system (decoupled) 
should be omitted from the internal temperature definition. This is accounted for by the Ndf term in 
the Berendsen thermostat as per Eq. 31. This includes constraints (which have no kinetic energy) and 
external degrees of freedom such as rigid-body translation and in the case of vacuum boundary 
conditions rigid-body rotation. Exactly how to subtract these external degrees of freedom from a 
system configured with multiple temperature baths is unclear. Multiple temperature baths are 
commonly used for multi-component systems which have uneven heat generation and which can 
become decoupled to some extent due to slow rates of heat exchange between the different 
components.86 This effect is common when simulating globular proteins in solution as the exchange 
of kinetic energy between the solvent and protein centre is slow compared to typical coupling times. 
The GROMOS md++ package89 version 1.2.2 distributed the external degrees of freedom equally to 
all temperature baths of the system. This algorithmic choice resulted in a systematic shift in the values 
of DGsolv calculated by TI when solvent and solute components of the system were coupled to separate 
temperature baths. 
We observed significant differences between the values of DGsolv in water (DGH2O) that we obtained 
for united atom alkanes than those reported by Schuler et al.78 and Villa et al.25 The discrepancy was 
traced to a significant difference in the average temperature of the solvent and solute components of 
the systems in water. The solvent temperature was being maintained close to the reference 
temperature (298.15 K), however the solute was significantly lower than the reference temperature 
(294.5 K). This was unexpected as the solute was small and the solvent and solutes were coupled to 
different temperature baths using the Berendsen thermostat (the appropriateness of such a thermostat 
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configuration is discussed in Section 3.1.2). The MD simulation setup used in this work is described 
in Section 1.3.4. 
This discrepancy in the temperature was traced to the way in which the external degrees of freedom 
were treated when coupling subsystems to multiple independent baths. As illustrated in Figure 3.1, 
in the version of the GROMOS md++ code used (1.2.2, panel A) a fraction of the external degrees of 
freedom (NDFMIN) based on the total number of baths was subtracted from each subsystem. This 
effectively meant that the internal temperature of subsystems with few degrees of freedom were being 
disproportionately scaled relative to other subsystem.  
A 
 
B 
 
Figure 3.1 Changes to the temperature bath code in GROMOS md++ between versions 1.2.2 (A) and 
1.2.4 (B). Panel A: external degrees of freedom (NDFMIN) uniformly subtracted from each 
subsystem; panel B: non-uniform subtraction of NDFMIN from each subsystem weighted by the 
fraction of the total number of degrees of freedom contained within that subsystem. 
 
The effect was most notable in the case of united atom methane, shown in Figure 3.2, which only has 
3 degrees of freedom in water. The inappropriate distribution of external degrees of freedom was 
reported to the GROMOS md++ development team along with a proposed fix (distribution weighted 
by the fraction of the total degrees of freedom coupled to a particular thermostat). The fix was 
accepted and included in version 1.2.4, panel B Figure 3.1. 
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Figure 3.2 Temperature difference between solute (methane, black) and the entire system (methane 
+ SPC water, blue) for uniform distribution of external degrees of freedom. 
 
Since the Gibbs energy (Eq. 3) is temperature dependent, it is unsurprising that differences in the 
temperature of a system will have a significant effect on DGH2O. Figure 3.3 shows the difference in 
<∂V/∂l> as a function of l for removing a united atom methane in water between uniform and 
weighted distribution of external degrees of freedom. In the case of a united atom methane (which 
contains no intermolecular non-bonded interactions) DGH2O is simply given by the negative integral 
of the curves in Figure 3.3. The calculated values of DGH2O for the two distribution methods differ by 
3.3 kJ mol-1. This accounted for the difference between the DGH2O values calculated in this work and 
those reported by Schuler et al.78 and Villa et al.25 This case is an example of the effect a relatively 
minor implementation detail of a particular algorithm can have on the results of classical MD 
calculations. The following section demonstrates that it is in fact inappropriate to use such a 
temperature coupling scheme for the calculation of DGsolv by TI (in which solutes with small numbers 
of degrees of freedom are coupled to an individual Berendsen temperature bath). However, the 
underlying issue, namely that the results of calculations are dependent on the implementation details 
of the algorithms used in the MD simulation, is a significant one and is thus an additional source of 
uncertainty in the results. 
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Figure 3.3 Difference between uniform (red, dashed) and weighted (black, solid) distribution of 
external degrees of freedom for united atom methane in SPC water. 
3.1.2 Thermostat Configuration for Calculation of DGsolv by TI 
As described in Section 1.3.3, the calculation of DGsolv by TI involves the integration of <∂V/∂l>λ 
for an alchemical mutation of a solute within a solvent from a real state (with all non-bonded 
interactions, l=0) to a dummy state (no non-bonded interaction, l=1). This can be evaluated by 
performing a series of MD simulations of the solute within the solvent for various values of l between 
0 and 1. An important consideration during such calculations is that as the non-bonded interactions 
are turned off (i.e. l®1) so too is the ability of the system to transfer kinetic energy (heat) between 
the solute and solvent components of the system. This effect is clearly evident in Figure 3.4 which 
shows the dependence of the average temperature (solid lines) and the temperature fluctuations 
(dashed lines) for methane (blue) and cyclohexane (black) in SPC water, as a function of the coupling 
parameter l. The average temperature and fluctuations are stable for l < ~0.8, however, for l > ~0.8 
both the average temperature and fluctuations approach 0 K as l®1. This artefact violates the 
equipartion theorem as well as results in microstates associated with the thermodynamic cycle used 
for the calculation of DGsolv by TI being inappropriately sampled. Note that while in this instance the 
freezing of the decoupled degrees of freedom is observed, under different conditions these may 
instead accumulate kinetic energy similarly violating the statistical mechanics requirements of the 
calculation. 
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Figure 3.4 The behaviour of the average temperature (solid line) and temperature fluctuations 
(dashed line) of methane (blue) and cyclohexane (black) in SPC water as the non-bonded interactions 
are turned off (i.e. l from 0®1). For the coupling of solvent and solute degrees of freedom to a single 
Berendsen thermostat. 
 
A naive solution to the decoupling artefact illustrated by Figure 3.4, is to couple the solute and solvent 
components of the system to separate baths. However, many deterministic thermostat algorithms do 
not behave appropriately when applied to a small number of degrees of freedom, they: (1) suppress 
or distort temperature fluctuations leading to the inappropriate sampling of microstates, and/or (2) 
transfer kinetic energy from high-frequency to low-frequency degrees of freedom e.g. into rigid-body 
translation.86 A famous example of the second property is the so-called “flying ice cube effect”90-91, 
where the kinetic energy of the system is transferred entirely into the external degrees of freedom 
with all internal ones freezing. This effect is clearly evident in the left panel of Figure 3.5, which 
shows the average temperature (solid line) and temperature fluctuations (dashed line) when solute 
and solvent are coupled with separate Berendsen thermostats. While the average temperature is 
maintained throughout, the fluctuations approach 0 K as the non-bonded interactions are turned off 
(i.e. l®1). In the case of methane (which has no internal degrees of freedom) this indicates the 
particle has a constant velocity, while for cyclohexane it indicates a loss of kinetic energy in the 
internal degrees of freedom. 
It is clearly evident that when separate temperature baths are used (Figure 3.5, left panel) the internal 
temperature fluctuations are suppressed (the first thermostat artefact listed above). In the case of the 
entire system coupled to a single temperature bath (Figure 3.4) the temperature fluctuations of both 
methane and cyclohexane were ~240 K for all values of l where the solvent and solute components 
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were adequately coupled (e.g. l < 0.8). The values are markedly different using individual 
temperature baths: methane ~165 K and cyclohexane ~65 K (Figure 3.5, left panel). This further 
illustrates the inappropriateness of coupling small solutes to an individual thermostat during the 
calculation of DGsolv by TI. 
 
Figure 3.5 The behaviour of the average temperature (solid line) and temperature fluctuations 
(dashed line) of methane (blue) and cyclohexane (black) in SPC water as the non-bonded interactions 
are turned off (i.e. l from 0®1). Left panel: coupling of both solvent and solute degrees of freedom 
to separate Berendsen thermostats; right panel: entire system coupled to a single Berendsen 
thermostat with the addition of stochastic dynamics (SD). 
 
One solution to this problem is to redefine the thermodynamic cycle used for the calculations of DGsolv 
by TI (Section 1.3.3) such that the decoupled (dummy) end-state is at 0 K. This effectively occurs for 
solutes which lack intermolecular non-bonded interactions and explains why appropriate results are 
obtained for the methane case (see Figure 3.6). However, for solutes which do contain intermolecular 
non-bonded interactions i.e. require the consideration of the non-bonded contributions, using an end-
state defined at 0 K is inappropriate. Such cases require a temperature gradient to be applied as a 
function of l during the vacuum simulations to obtain 0 K at l=1. An obvious practical draw-back 
of such an approach using MD calculations is that the solute will become trapped in a single 
configuration as the temperature is decreased. However, an even more problematic aspect is that it 
relies on a thermostat artefact to arrive at the defined end-state. Note that while freezing was observed 
in the cases used here to illustrate the challenges, in other cases the system may require on average 
heating from the thermostat. Having the results of particular calculations dependent on the balance 
between multiple algorithmic artefacts is fundamentally limiting (see Section 4.4). 
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To overcome these thermostat artefacts encountered during the calculation of DGsolv by TI, stochastic 
dynamics (SD) was applied to the solute with a very low friction coefficient (1 ps-1) while 
simultaneously coupling the entire system to a single Berendsen thermostat. The behaviour of the 
temperature of the solute under these conditions, shown in the right panel of Figure 3.5, matches that 
of a fully coupled system (l=0) for all l values. Figure 3.6 shows the curves for methane and 
cyclohexane solvated in SPC water used in the calculation of DGH2O by TI. Specifically, <∂V/∂l> as 
a function of l for the cases of a single Berendsen thermostat with and without SD applied to the 
solute. It is clear from Figure 3.6 that the addition of SD to the solute has a significant effect for 
solutes with intermolecular non-bonded interactions (cyclohexane, black) in this case resulting in an 
overall difference of 3.7 kJ mol-1. As noted above, no significant difference in DGH2O was observed 
for the united atom methane as the thermodynamic cycle has been implicitly redefined such that the 
end-state (l = 1) is at 0 K. 
 
Figure 3.6 The effect of adding stochastic dynamics (SD) to the solute during solute-solvent 
simulations used in the calculation of DGH2O by TI. Results shown for the solvation of methane (blue) 
and cyclohexane (black) in SPC water with SD (solid line) and without (dotted line). 
 
The inclusion of the thermostat artefacts described above is likely to result in a systematic decrease 
in the calculated solvation energies. This is due to the error being greatest for values of l greater than 
~0.7 (i.e. the cavity formation term) which results in systematically higher values of <∂V/∂l> in this 
region and therefore a lower overall DGsolv. To definitively conclude that the effect is systematic, an 
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analysis of these effects for a set of diverse molecules would be required. It may be that molecules 
and solvents with certain properties (e.g. polar, flexible etc.) will show different behaviour. However, 
implicitly incorporating such effects in the parameters of a force field would represent a fundamental 
degradation of the force fields ability to reproduce a wide range of physical properties, since such 
contributions have no physical basis and would not be present in the calculation of other target 
properties such as the liquid density or the heat of vapourisation. 
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3.2 Cutoff Effects 
As shown in the previous section, a range of MD simulation parameters in addition to the force field 
can significantly influence the outcomes of a calculation. Based on the results of lipid simulations 
(presented in Chapter 4) and the behaviour of some proteins (Chris Oostenbrink personal 
communication) the effect of the treatment of long-range non-bonded interactions on the calculation 
of DGsolv by TI was investigated. 
The calculation of long-range interactions in an MD simulation is one of the most resource demanding 
aspects of the computation and as a consequence is a common target of efforts to improve simulation 
efficiency.92-93 Due to resource constraints and the use of periodic boundary conditions, the inclusion 
of explicit pair-wise non-bonded interactions (electrostatic and van der Waals) are typically limited 
to pairs of atoms found within a given distance of each other; referred to as the cutoff distance. The 
exclusion or estimation of non-bonded interactions for pairs of atoms beyond the chosen cutoff is an 
approximation used in all MD simulations with periodic boundary conditions. The degree of 
approximation is dependent on the size of the system and the value of the cutoff used. van der Waals 
interactions, which are most commonly modelled in classical MD simulation with 6-12 Lennard-
Jones potentials, decay rapidly (r-6) and are often truncated with a straight cutoff. Electrostatic 
interactions however decay much more slowly (r-2) and require long-range corrections to be applied 
to avoid significant artefacts. Corrections for long-range electrostatics include lattice-sum methods94, 
multipole expansions95 and reaction-field approaches51, 96. Simulations with the GROMOS force field 
are typically performed with a reaction-field correction which modifies the electrostatic pair-
potentials to remove the discontinuity at the cutoff. This is achieved by treating the region beyond 
the cutoff as an isotropic dielectric continuum. 
Another technique used to diminish electrostatic cutoff artefacts and improve computational 
efficiency is to group atoms with zero or integer charge together (charge group) and treating these 
atoms collectively while generating the list of pairs that fall within the cutoff (pairlist). Treating all 
atoms individually causes splitting of dipoles, resulting in discontinuities in the electrostatic 
potentials within the system as particular groups of atoms move across the cutoff. This effect is 
particularly significant for small cutoff values (< 1 nm) but is less of a concern when a reaction field 
correction is applied, particularly in conjunction with the cutoff values against which the GROMOS 
54A7 force field was parameterised (1.4 nm). A drawback of generating the pairlist based on the 
centre of mass of charge groups is an increase in cutoff noise, this is due to the collective treatment 
of groups of atoms which allows individual atoms to approach closer than the cutoff sphere before 
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their non-bonded interactions are accounted for. The magnitude of this effect for a given cutoff is 
dependent on the size of the charge groups that are used, both in terms of through-space distance and 
the number of atoms in a given charge group. The effect of charge groups can be identified by 
comparing the results to simulations in which the pairlist is generated based on individual atoms. 
The pairlist itself can also be held fixed between consecutive integration time steps provided the 
diffusion of atoms through the system occurs on a much longer time scale than the time step. It is 
unavoidable however that some atoms will move across the cutoff without the inclusion or exclusion 
of their pair-wise non-bonded interactions. This can cause a range of effects depending on the 
specifics of the system being simulated. For example, spurious forces caused by discontinuities in the 
potentials will generate heat, while the systematic exclusion of attractive Lennard-Jones contributions 
results in a net cooling of the system. The magnitude of the pairlist update artefacts are dependent on 
the time between updates as well as the value of the cutoff used. The effect of holding the pairlist 
fixed can be tested by simply updating the pairlist every time step. 
Multiple-time-step algorithms are also commonly used to improve the efficiency of MD simulations. 
In such schemes components of a system which change rapidly are integrated with a shorter time step 
than those components which fluctuate on a longer time scale. Simulations with the GROMOS force 
field are typically performed with an integration scheme in which the interactions within a short-
range cutoff are updated every step, while interactions between this short-range cutoff and a longer-
range cutoff distance are updated together with the pairlist i.e. held fixed between pairlist updates.77 
This twin-range scheme is effectively a multiple-time-step algorithm in which short-range non-
bonded interactions are integrated with a shorter time step than long-range ones. While the twin-range 
scheme alleviates many of the artefacts and instabilities of having a short cutoff97-98, it suffers from 
poor energy conservation and is neither time-reversible nor symplectic. A more detailed discussion 
on multiple-time-step algorithms, including examples of their effect on a toy model as well as lipid 
systems is given in Chapter 4.  
It is critically important that simulation artefacts are not implicitly incorporated into the 
parameterisation of force fields. The use of a cutoff in MD simulation is unavoidable—unless all the 
spatial boundaries of the system can be explicitly included, thereby avoiding the need for periodic 
boundary conditions. However, increasing the cutoff radius and periodic dimensions should 
systematically diminish all cutoff artefacts that may occur. The use of time-saving techniques such 
as a fixed pairlist and multiple-time-steps integration can simply be omitted. That is not to say that 
the use of a short cutoff and/or time-saving techniques is inappropriate. It should however be 
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demonstrated that the effects of these approximations do not significantly influence the properties of 
interest. 
3.2.1 Influence of Cutoffs and Time-saving Techniques on the Calculation of DGsolv by TI 
The influence of the cutoff and related time-saving techniques, outlined above, on the calculation of 
DGsolv in SPC water (DGH2O) by TI was analysed. Reference values of DGH2O were calculated for the 
18 “amino acid side chain analogues” used in the validation of ATB version 1.041 with all time-saving 
techniques omitted and for a conservative value of the cutoff. Specifically, values were calculated 
with a single cutoff at 1.4 nm, the pairlist was generated without charge groups (atom based) and the 
pairlist was updated on every step. These reference values were then compared to those obtained with 
the typical combination of GROMOS time-saving and cutoff parameters.18, 25, 41, 78, 99-100 Specifically, 
using a twin-range integration scheme with short and long cutoffs of 0.8 and 1.4 nm respectively, a 
charge-group based pairlist generation and the pairlist updated every 5 steps (10 fs). All other aspects 
pertaining to the MD simulation setup was as described in Section 1.3.4. TI calculations were 
converged to a statistical accuracy of 0.5 kJ mol-1 using the automated protocol outlined in Section 
2.3.  
The results of this comparison are illustrated in Figure 3.7, the reference values are indicated by the 
smaller, transparent markers. An average difference of -1.0 kJ mol-1 was found across the set of 18 
molecules along with an average unsigned difference of 1.1 kJ mol-1. This strongly suggests that one, 
or a combination, of the approximations that were included led to a systematic shift of about –1.0 kJ 
mol-1 in the calculated values of DGH2O. The overall average unsigned error (AUE) with respect to 
the experimental values for the reference results was 3.1 kJ mol-1, a modest improvement on 3.3 kJ 
mol-1 obtained using the typical GROMOS time-saving and cutoff parameters. 
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Figure 3.7 Effect of charge groups, a twin-range cutoff scheme (with a short- and long-range cutoff 
of 0.8 and 1.4 nm respectively) and pairlist updated every 5 time steps (10 fs) on the calculated 
solvation energy in water of 18 amino acid analogues. The reference values (shown with smaller, 
transparent markers) were calculated with a 1.4 nm single range cutoff, updating the pairlist every 
step and without charge groups. 
 
Given that a systematic shift in DGH2O was observed, the question remained whether this difference 
could be attributed to a single source, or due to a combined effect. This was tested by recalculating 
DGH2O for the 18 amino acid side chain analogues with different combinations of simulation settings 
and comparing the calculated and reference values. The results from this analysis are summarised in 
Table 3.1. The columns from left to right in Table 3.1 correspond to: (1) a single range cutoff at 1.4 
nm, an atom-based cutoff and updating the pairlist every 5 steps (npairlist= 5); (2) a single range cutoff 
at 1.4 nm, updating the pairlist every step and generating the pairlist using charge groups; (3) atom-
based pairlist generation, npairlist= 5 and a twin-range cutoff scheme—with a short and long range 
cutoff of 0.8 and 1.4 nm respectively; (4) charge-group-based pairlist generation, npairlist= 5 and a 
twin-range cutoff scheme (corresponding to the results shown in Figure 3.7). Note that a twin-range 
scheme with a pairlist updated on every step is equivalent to a single range cutoff. Columns 1 and 2 
of Table 3.1 clearly show that for a cutoff of 1.4 nm the use of npairlist= 5 or a charge-group based 
pairlist generation has no effect on the calculated values of DGH2O, since the average difference with 
respect to reference values is effectively zero in both cases. However the results using a twin-range 
scheme with npairlist= 5 show a systematic shift of -1.0 kJ mol-1 in DGH2O (column 3, Table 3.1). A 
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comparison between columns 3 and 4 of Table 3.1 suggests there is no additional combined effect of 
using a twin-range integration with charge-group based pairlist generation. 
Table 3.1 Summary of differences in DGH2O calculated by TI. Differences are in kJ mol-1 with respect 
to values calculated with a single cutoff at 1.4 nm, atom-based pairlist generation and the pairlist 
updated every step. npairlist refers to the number of time steps between pairlist updates. The twin-range 
settings were 0.8 and 1.4 nm for the short- and long-range cutoffs respectively.  
 npairlist= 5 Charge groups Twin-range npairlist= 5 
Twin-range 
Charge groups 
npairlist= 5 
Average difference -0.04 ± 0.51 -0.08 ± 0.54 -1.0 ± 0.5 -1.0 ± 0.6 
Absolute average difference  0.49 ± 0.25  0.41 ± 0.32  1.0 ± 0.5  1.1 ± 0.4 
 
Note that Ni and Baumketner101 found that the use of a charge-group based pairlist in conjunction of 
a reaction-field correction to the electrostatic interactions resulted in significant differences in the 
results of MD simulations when compared with simulations performed with an atom-based pairlist, 
with the greatest differences observed in cases involving interactions between net charges. A possible 
explanation for the fact that no difference was observed in this work is that all the molecules for 
which DGH2O was calculated were neutral and contained relatively small charge groups. 
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3.3 Conclusions 
An error in DGH2O of around 1.0 kJ mol-1 may not seem particularly large given the statistical 
uncertainty with which such calculations are often performed and the typical experimental uncertainty 
of around 1-2 kJ mol-1. However, given that the error is systematic it cannot be considered in the same 
way as unbiased sources of uncertainty. The errors caused by the twin-range integration scheme are 
also difficult to detect as they result from a simulation parameter that is not generally thought to affect 
calculations of DGH2O in a systematic manner. Note that the other unexpected source of error in the 
calculation of DGH2O described in this chapter i.e. Berendsen thermostat effects, also indicates a 
negative systematic shift in DGH2O. While the exact magnitude of these effects is not known and 
beyond the scope of this work, it is clear that some degree of systematic error has been incorporated 
into previous parameterisation efforts. 
Errors in the calculation of DGsolv by TI due to poorly converged ensemble averages, truncation error 
in the numerical integration and the force field are well established and the subject of many studies.59, 
102-104 However, the analysis of additional sources of calculation error have not been widely reported. 
This chapter outlines a number of sources of systematic error in the calculation of DGsolv by TI that 
were identified during this project. The sources of error include an algorithmic implementation 
(Section 3.1.1), appropriate choice of constant temperature scheme (Section 3.1.2) and the effect of a 
time-saving technique (Section 3.2). These finding highlight the importance of considering the 
influence of all aspects of a classical MD simulation on calculated results, particularly when 
calculations are being performed during parameterisation of a force field.   
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Chapter 4  
The Real Cost of Speed: The Effect of a Time-Saving Multiple-Time-Stepping Algorithm on the 
Accuracy of Molecular Dynamics Simulations 
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4.1 Introduction 
In order to access progressively greater time and length scales with molecular dynamics (MD) 
simulation requires not only efficient hardware, but also improvements in software and algorithms. 
Indeed, optimising the efficiency and the speed of simulations while limiting any loss of accuracy 
has been central to the development of MD techniques from the first simulations of liquid water by 
Rahman and Stillinger.92-93 Since then, various methods to efficiently integrate the equations of 
motion, approximate long-range nonbonded interactions and decouple different degrees of freedom 
have been proposed. In some cases, the choice of methodology is arbitrary, with different algorithms 
in principle yielding identical trajectories (for example the use of Leap-Frog versus Velocity Verlet 
to integrate the equations of motion), while, in other cases, alternative approximations have different 
computational cost, accuracy, scaling and convergence properties. For example, the use of lattice-
sum methods94, multipole expansions95 or reaction-field approaches51, 96 to treat long-range 
electrostatics. In many cases, MD codes have been developed over decades with the implementation 
of one method as opposed to another being as much an accident of history as an impartial evaluation 
of performance. One consequence of the substantial collective effort required to develop MD codes 
is that the community is dependent on a small number of simulation packages. Thus, whether a 
specific method (or force field) performs as originally developed depends critically on the stability 
of the codes and the rigour of the implementation and testing of new features. Otherwise there is a 
danger of the literature becoming polluted with unfounded claims regarding the utility or otherwise 
of specific methods or force fields. For example, Botan et al.105 and Pluhackova et al.106 were unable 
to reproduce previously published results using the GROMOS 54A7 lipid force field with recent 
versions of the GROMACS simulation package (versions 4.5, 4.6 and 5.1.2)69, 107, suggesting that this 
model may not reproduce the experimentally observed phase properties of phosphatidylcholine lipid 
bilayers modelled under certain hydration and temperature conditions. Specifically, it was found that 
the area per lipid was lower and the degree of acyl chain order greater than expected. This is surprising 
as the 54A7 lipid force field was parameterised to reproduce the phase properties of 
phosphatidylcholine and this parameterisation was performed using the GROMACS simulation 
package. This suggested that either the original parameterisation was incorrect or that results obtained 
using recent versions of GROMACS differed significantly from those obtained using previous 
versions of the same code (versions 3.3.3 and 4.0.7).105, 108-110 
In MD simulations, the evaluation of long-range pairwise interactions is one of the most resource-
demanding aspects of the algorithm and has been a major focus of efforts to accelerate simulations 
from the earliest studies.92-93 Interactions within a system occur over a range of time and length scales. 
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If the frequencies with which the forces that act along alternative degrees of freedom are sufficiently 
different, then these degrees of freedom can be treated as decoupled and the integration of these forces 
in time performed independently. In short, interactions that evolve rapidly can be integrated at a 
higher frequency than forces that evolve more slowly. Based on this rationale, a number of multiple-
time-step methods have been proposed. The twin-range scheme77 for nonbonded interactions is 
amongst the simplest of these multiple-time-step approaches. In this case, it is assumed that the 
interactions between atoms in close spatial proximity vary more rapidly than those at a distance. In 
the version of the twin-range approach used in the parameterisation of the GROMOS force field, the 
long-range force is applied every step but is held constant between updates. This approach is highly 
stable and relatively insensitive to the time between updates.97-98 The disadvantage of this approach 
is that the integration is no longer time-reversible, as the long-range forces do not reflect the 
instantaneous positions of the atoms at intermediate steps. A variety of more elaborate multiple-time-
step approaches have been proposed including the Verlet-I scheme111 and the reversible reference 
system propagation algorithm (r-RESPA)112. These methods apply the low-frequency forces as a 
periodic impulse whenever they are evaluated. For example, such methods allow motions along bonds 
to be integrated independently of the nonbonded interactions but can be equally applied to different 
distance classes. These methods have the advantage of being time-reversible and symplectic.112-114 
The difficulty with these methods is that the maximum time between updates for which the algorithm 
is stable depends heavily on the nature of the system.113, 115-116 The states sampled between updates 
can be highly non-physical and the impulse force can induce resonances within the system leading to 
inappropriate states being sampled.113, 115-116 Stuart et al.117 analysed this in detail and concluded that 
r-RESPA should not be used to independently integrate distance classes when persisting opposing 
forces exist between the separated components of the system, noting that the net force on a 
conservative system is zero and therefore some degree of opposing force between separated 
components is unavoidable. This result along with others has led to a variety of corrections being 
proposed115, 118-119 and strict recommendations regarding the interval between updates being made in 
packages such as NAMD120, CHARMM121, DESMOND122 and LAMMPS123-124. Impulse-based 
methods such as Verlet-I/r-RESPA have been widely used and applied successfully to systems, 
including organic molecules125, proteins and phospholipid bilayers126-127. In the GROMACS 
simulation package, the Leap-Frog algorithm with a twin-range cutoff scheme was used to integrate 
the equations of motion up to and including version 4.0.7. Beyond this version, an alternative 
multiple-time-step algorithm closely related to Verlet-I/r-RESPA was introduced, based on the Leap-
Frog version of the Trotter decomposition. In addition, it became possible from version 4.6.3 to 
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stipulate the update of the long-range force independently of the update of the pairlist. The algorithm 
is equivalent to the original Leap-Frog if the pairlist and the long-range forces are updated every step. 
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4.2 Toy Model 
Before presenting and discussing results on lipid systems, the behaviour of a toy model is analysed 
with respect to the integration properties of the Leap-Frog multiple-time-step algorithm derived from 
the Trotter decomposition (Leap-Frog RESPA) with the standard r-RESPA (based on the Velocity 
Verlet integration method) along with the twin-range Leap-Frog integrator and three common single-
time-step methods. Similar to that used by Stuart et al.117, the simplified model consisted of a charged 
mass on a harmonic spring. However instead of a background uniform electric field as used by Stuart 
et al.117, a second fixed charge was placed at some distance from the spring minima, resulting in a 
potential energy function of the form:  
 
(32) 
where k, x and x0 are the force constant, instantaneous position and equilibrium position of the 
harmonic oscillator respectively, and q, q0, xq0 are the harmonic oscillator charge, fixed charge and 
fixed charge position respectively. An illustration of the toy model configuration is shown in Figure 
4.1. Excluding the fixed charge position (xq0 = 3) the value of all constants (including the initial 
velocity) were set to 1. 
 
Figure 4.1 Illustration of the toy model configuration used to investigate the behaviour of various 
alternative integration algorithms. 
 
The Trotter decomposition of the Leap-Frog integrator results in a multiple-time-step algorithm of 
the form: 
 
 
(33) 
V (x) = Vspring(x) + Vcoulomb(x) =
1
2
k(x  x0)2 + qq0
x  xq0
xi = xi 1 + x˙i 1/2 t
x˙i+1/2 =
(
x˙i 1/2 + Fshort(xi) t+ Flong(xi) t, if i mod  t/ t = 0
x˙i 1/2 + Fshort(xi) t, otherwise
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where Fshort and Flong are the separated force components integrated with the time steps dt and Dt 
respectively. The r-RESPA algorithm is very similar to Eq. 33 and is presented in Tuckerman et al.112 
Where a multiple-time-step algorithm was used to integrate the toy model, the harmonic spring 
component was integrated using the short time step (dt) and the Coulombic term integrated using the 
long time step (Dt). 
Figure 4.2 shows the position of the moving particle in the toy model described above with six 
different integration methods for short and long time steps of 0.1 and 0.5 respectively. The three 
alternative single-time-step algorithms (top row) produced identical position trajectories (black line) 
and identical force trajectories (net force: blue line, Coulombic force: red line) as expected. 
 
Figure 4.2 Integration of toy model with alternative algorithms. For the multiple-time-step algorithms 
(bottom row) the short and long time steps were 0.1 and 0.5 respectively. Positions shown in black, 
the net force in blue and the long-time-step force in red. 
 
The alternative multiple-time-step algorithms are presented in the bottom row of Figure 4.2; while 
the position trajectories for integration using these multiple-time-step algorithms are similar to the 
single-time-step cases, the force trajectories are dramatically different. The RESPA based methods 
introduce the forces from those components of the system integrated with the long time step as a 
single impulse when they are calculated every Dt. While the forces of the Leap-Frog twin range 
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algorithm are most similar to the single-time-step cases, there is a notable reduction in the amplitude 
of the oscillations owing to energy loss from the system. The non-conservative nature of the Leap-
Frog twin range integrator is well known and therefore requires coupling to an external temperature 
bath. 
A known issue of Verlet-I/r-RESPA based methods is that they can become unstable when the long-
time-step force impulse couples to a particular degree of freedom within the system.111, 117 This effect 
is clearly evident in Figure 4.3 which shows the positions and forces from integration of the toy model 
with dt = 0.5 and Dt = 4.5 (top row), as well as dt = 0.5 and Dt = 6 (bottom row). The results in Figure 
4.3 illustrate catastrophic failure for both of the RESPA methods while the Leap-Frog twin range 
method remains stable. Figure 4.3 also shows significantly different behaviour for the r-RESPA and 
Leap-Frog RESPA methods, indicating differences in integration error and stability. With the Leap-
Frog RESPA method, as implemented in recent versions of the GROMACS package, showing a 
greater degree of instability under these conditions. 
 
Figure 4.3 Integration of toy model with alternative multiple-time-step methods. Row 1: short and 
long time steps of 0.5 and 4.5; row 2: short and long time steps of 0.5 and 6. Positions shown in black, 
the net force in blue and the long-time-step force in red. 
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It is important to note that this toy model is not representative of typical dynamics within a liquid-
phase MD simulation. A detailed mechanistic analysis of the differences observed in the results of 
lipid simulations with different integration algorithms is beyond the scope of this work. The toy 
model simply serves as an illustrative example to compare the properties of the various integration 
algorithms and to demonstrate that under certain conditions the RESPA based methods are non-
conservative. The analysis shows that—for an idealised case at least—the Leap-Frog RESPA 
algorithm performs identically to the standard r-RESPA algorithm when appropriate settings are 
used (Figure 4.2); and that for settings which produce instabilities in the r-RESPA algorithm, the 
Leap-Frog RESPA algorithm is also unstable but that the exact nature of the instability is different 
(Figure 4.3).  
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4.3 Lipid Simulations 
The effect of the Leap-Frog multiple-time-step algorithm derived from the Trotter decomposition on 
the behaviour of lipid systems was analysed by comparing 400-ns simulations of a 1,2-dipalmitoyl-
sn-glycero-3-phosphocholine (DPPC) bilayer simulated with different versions of GROMACS (3.3.3, 
4.0.7, 4.5.5, 4.6.3, 4.6.7 and 5.1.2). The properties of the bilayer, in particular the area per lipid, was 
then compared. The system chosen, a 128-DPPC bilayer hydrated with 5841 water molecules, was 
identical to that used to parameterise the GROMOS 54A7 lipid force field.108 
In the original parameterisation of the GROMOS 54A7 lipid force field, the equations of motion were 
integrated via the Leap-Frog scheme using a time step δt = 2 fs. The nonbonded interactions were 
evaluated using a twin-range cutoff scheme: interactions within a cutoff distance of r1 = 0.8 nm were 
updated every step, while interactions between this short-range cutoff and a longer-range cutoff 
distance of r2 = 1.4 nm were updated every 5 steps together with the pairlist. The pairlist was 
generated based on the centre of geometry of small groups of atoms, which together had zero or 
integer charge (charge groups). A reaction-field correction was applied to account for the truncation 
of the electrostatic interactions beyond r2.51 
Table 4.1 shows the average values of the area per lipid, AL, calculated over the last 200 ns of the 
reference system using different versions of the GROMACS package in which the long-range force, 
defined as forces corresponding to interactions between 0.8 nm and 1.4 nm were applied in different 
ways. In all simulations the water and lipids were weakly coupled to an external temperature bath50 
at 323 K (t = 0.1 ps) which is above the lipid phase transition temperature of DPPC (314.4 K)128-129. 
AL was calculated as the lateral area of the simulation box divided by the number of lipids in each 
leaflet. It is often used as an indicator of the level of fluidity in a lipid bilayer.130 To establish a 
baseline against which the alternate time-saving integration schemes could be referenced, the system 
was simulated using a single cutoff r1 = r2 = 1.4 nm with the pairlist updated every step. As can be 
seen from rows 1–2 of Table 4.1, the same value of AL was obtained (within statistical uncertainty) 
using versions 4.0.7 and 4.5.5 (0.624 and 0.624 nm2, respectively). The values are also close to the 
majority of the values obtained experimentally (0.57–0.717 nm2).130 To test that the use of a twin-
range approach in which the short- and long-range interactions were calculated separately did not 
affect the outcome, the simulations were repeated with r1 = 0.8 nm and r2 = 1.4 nm but with the 
pairlist updated every step and long-range forces applied instantaneously. The same value of AL 
(within statistical uncertainty) was obtained using versions 4.0.7, 4.6.3, 4.6.7 and 5.1.2 (Table 4.1, 
rows 3–6). Algorithmically rows 1–6 are identical and the results are as expected. To determine if 
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there was any effect of having a fixed pairlist between updates the simulations were repeated using 
r1 = r2 = 1.4 nm but with the pairlist updated every 5 steps (10 fs). Although the algorithm is no longer 
identical to the reference set, the same value of AL was obtained within uncertainty using versions 
4.0.7, 4.5.5, 4.6.3, 4.6.7 and 5.1.2 (Table 4.1, rows 7–11). From version 4.6.3 an option was 
introduced (nupdate) to enable the long-range force to be updated independently of the pairlist. To test 
the effect of using a fixed pairlist updated every 5 steps (10 fs) together with a twin-range approach 
the system was simulated with r1 = 0.8 nm r2 = 1.4 nm and nupdate = 1 in versions 4.6.3, 4.6.7 and 
5.1.2. (Table 4.1, rows 12–14). Again, the AL was identical to the reference values within uncertainty. 
This suggests that when all forces are calculated and applied each step (i.e. without using a multiple-
time step approximation), all versions of the code tested yielded similar results and that neither 
separating the short- and long-range forces nor using a fixed pairlist with updates every 10 fs affected 
the results significantly. 
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Table 4.1 Overview of the lipid simulations used to test the effect of different long-range force 
treatment. 
 
GROMACS 
version 
treatment of long-range forces 
AL 
(nm2) 
 nature of long-
range forces b 
r1 
(nm) 
r2 
(nm) 
npairlist 
(steps) 
nupdate 
(steps)b,c 
1 4.0.7 — 
1.4 1.4 1 — 0.624 (0.012) 
2 4.5.5 — 
1.4 1.4 1 — 0.624 (0.010) 
3 4.0.7 instantaneous 
0.8 1.4 1 1 0.625 (0.011) 
4 4.6.3 instantaneous 
1.4 1.4 1 1 0.628 (0.010) 
5 4.6.7 instantaneous 
0.8 1.4 1 1 0.619 (0.011) 
6 5.1.2 instantaneous 
0.8 1.4 1 1 0.627 (0.009) 
7 4.0.7 — 
1.4 1.4 5 — 0.621 (0.010) 
8 4.5.5 — 
1.4 1.4 5 — 0.620 (0.012) 
9 4.6.3 — 
1.4 1.4 5 — 0.626 (0.009) 
10 4.6.7 — 
1.4 1.4 5 — 0.620 (0.011) 
11 5.1.2 — 
1.4 1.4 5 — 0.620 (0.010) 
12 4.6.3 instantaneous 
0.8 1.4 5 1 0.623 (0.014) 
13 4.6.7 instantaneous 
0.8 1.4 5 1 0.623 (0.011) 
14 5.1.2 instantaneous 
0.8 1.4 5 1 0.631 (0.012) 
15 3.3.3 constant 
0.8 1.4 5 5 0.631 (0.011)d 
16 4.0.7 constant 
0.8 1.4 5 5 0.634 (0.012) 
17 4.5.5 impulse 
0.8 1.4 5 5 0.591 (0.010) 
18 4.6.3 impulse 
0.8 1.4 5 5 0.588 (0.011) 
19 4.6.7 impulse 
0.8 1.4 5 5 0.609 (0.010) 
20 5.1.2 impulse 
0.8 1.4 5 5 0.464 (0.008) 
a AL, area per lipid; npairlist, frequency to update the nonbonded pair list; nupdate, frequency to calculate 
long-range forces; r1, cutoff distance in a single-range scheme or short-range cutoff distance in a 
twin-range scheme; r2, cutoff distance in a single-range scheme (r1 = r2) or long-range cutoff distance 
in a twin-range scheme. The numbers between brackets are the standard deviations calculated over 
the last 200 ns, sampling points every 40 ps. 
b The long-range force refers to interactions between r1 and r2. When r1 = r2 no long-range force is 
calculated.  
c Before GROMACS 4.6, nupdate = npairlist. 
d From Ref.108 
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Figure 4.4 Time evolution of the area per lipid in simulations using a twin-range scheme for long-
range interactions performed with GROMACS versions 3.3.3, 4.0.7, 4.5.5, 4.6.3, 4.6.7 and 5.1.2. 
Upper panel: The variations of the area per lipid were smoothed using a moving-average filter 
(window size of 5 ns). Lower panel: The variation of the area per lipid during the first nanosecond of 
simulation (unsmoothed data). The various horizontal grey lines correspond to alternative 
experimental values of the area per lipid for a fluid-phase DPPC bilayer listed in Ref.129. 
 
The original parameterisation of the GROMOS 54A7 lipid force field for DPPC was performed using 
a twin-range scheme with the long-range forces applied every step but only updated every 5 steps (10 
fs). The value of AL obtained with r1 = 0.8 nm, r2 = 1.4 nm, npairlist = 5 using versions 3.3.3 and 4.0.7 
were 0.631 and 0.634 nm2, respectively (Table 4.1, rows 15–16). These are marginally higher than 
the reference values suggesting that holding the long-range force constant between updates may alter 
the properties of the system slightly. In contrast, using the same parameters in versions 4.5.5, 4.6.3, 
4.6.7 and 5.1.2 (Table 4.1, rows 17–20), AL varied between 0.609 and 0.464 nm2. These values are 
well outside statistical uncertainty and suggest that the bilayer is becoming more gel-like. In the case 
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of 5.1.2 the system appears to undergo a spontaneous phase transition. The dramatic effect of the 
change in the integration scheme on AL is illustrated in Figure 4.4. Figure 4.4 shows the time evolution 
of AL using a twin-range scheme in which the long-range forces are updated every 5 steps simulated 
using GROMACS versions 3.3.3, 4.0.7, 4.5.5, 4.6.3, 4.6.7 and 5.1.2. The upper panel shows the 
variations of the area per lipid smoothed using a moving average (window size of 5 ns). The lower 
panel shows the initial 1 ns of the trajectories without averaging from which it can be seen all 
simulations were initialised using the same starting configuration (AL = 0.625 nm2). The grey lines 
show alternative values for the area per lipid of a liquid-phase DPPC bilayer derived 
experimentally.130 Using GROMACS 3.3.3 and 4.0.7, AL varies between approximately 0.61 and 0.65 
nm2. The values of AL in systems simulated with versions 4.5.5, 4.6.3 and 4.6.7 are systematically 
lower, varying between approximately 0.56 and 0.62 nm2. In the case of version 5.1.2, the final AL is 
close to that of a DPPC bilayer in a gel phase obtained in different experimental measurements (0.427 
and 0.479 nm2).131-132 The structures of the bilayers after 400 ns of simulation obtained using versions 
3.3.3, 4.5.5 and 5.1.2 are shown in Figure 4.5. When using version 3.3.3 (Figure 4.5A), the bilayer 
appears clearly fluid-like, whereas using the same starting structure and input parameters with version 
5.1.2 resulted in a rippled, gel-like phase with increased order within the lipid tails (Figure 4.5C). In 
the case of version 4.5.5 (Figure 4.5B), the system did not undergo a phase transition but an increase 
in the bilayer thickness and acyl-chain order is still evident. 
 
Figure 4.5 Final structure of the simulations of a DPPC bilayer after 400 ns using GROMACS 
versions (A) 3.3.3, (B) 4.5.5 and (C) 5.1.2. Long-range interactions were calculated using a twin-
range scheme. Water is shown in blue, the atoms in the phosphocholine headgroup in DPPC as green 
spheres, and the atoms in glycerol and the palmitoyl chains as sticks (carbon in grey and oxygen in 
red). 
 
Clearly the failure of Botan et al.105 and Pluhackova et al.106 to obtain appropriate values for AL and 
other properties of a fluid-phase DPPC bilayer at 323 K using the GROMOS 54A7 lipid force field 
is not due to errors in the original parameterisation, but changes in the integration algorithm within 
GROMACS. Specifically, with the change in the multiple-time-step algorithm, it is no longer possible 
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to update the long-range forces every 10 fs without severely affecting the outcomes of the simulations. 
In the supplementary information accompanying Botan et al.105, it was noted that the values of AL 
published by Poger et al.108 could be reproduced using version 4.0.X and earlier and that the 
differences most likely arose due to the use of the multiple-time-step algorithm based on the Trotter 
decomposition. A claim was also made, after discussions with the developers of GROMACS, that 
this problem had been resolved in version 4.6.6. However, Botan et al.105 were still unable to exactly 
reproduce the results they obtained with earlier versions of GROMACS, namely AL = 0.630 nm2 
(version 4.0.7) versus AL = 0.615 nm2 (version 4.6.6).  Changes introduced in 4.6.6 included a 
correction to the calculation of the virial required by the introduction of the new multiple-time-step 
algorithm. This did lead to an improvement in the area per lipid as can be seen by comparing rows 
18 and 19 in Table 4.1. However, the results obtained do not match the reference conditions (rows 1–
7, Table 4.1). Indeed, the appropriate behaviour of the system could only be recovered using versions 
4.5.5 and greater by updating the long-range forces much more frequently than was required using 
the original twin-range approach. In this study, it was found that updating the pairlist every 5 steps in 
conjunction with a single cutoff yielded essentially the same values as the reference results. So did 
updating the pairlist every 5 steps in conjunction with a twin-range cutoff in which the long-range 
forces were calculated and applied each step, a feature possible in versions 4.6.3 and later (results not 
shown). Both approaches are associated with a loss of computational efficiency of approximately 25–
30% (using GROMACS 4.6.7 or 5.1.2). 
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4.4 Discussion 
In considering the implications of this work, it is important to note that the phase behaviour is an 
emergent property dependent on concerted interactions between individual lipids. This makes the 
phase properties of lipid bilayers very sensitive to changes in the balance between short- and long-
range interactions. The temperature at which the system was simulated (323 K) is also close to the 
experimental liquid–gel phase transition temperature of a fully hydrated DPPC bilayer (314.4 K). 
Together this means that the effects illustrated here might not be immediately evident in other systems 
or the same system simulated at different temperatures. It might also not be evident if simply the 
fluctuations in energy or the degree of energy conservation were used to compare integration 
schemes. This does not mean that the problems highlighted are negligible. For example, the relative 
merits of alternative schemes to calculate the long-range electrostatic interactions is extensively 
debated in the literature.133-136 In this study a reaction-field correction was used as it was the approach 
used in the original parameterisation. For comparison, the system was also simulated using particle-
mesh Ewald (PME). To be able to make a direct comparison between the two approaches, the 
simulations were performed using a real-space cutoff of r1 = 1.4 nm and all forces were updated and 
applied each step. The values of AL obtained using GROMACS 4.6.7 and 5.1.2 were 0.607 and 0.612 
nm2, respectively. These values are slightly lower than the reference values listed above (Table 4.1 
rows 1–11). However, the effect of the integration scheme is much larger than the method used to 
treat the long-range electrostatics. Other factors such as noise in the integration scheme leading to 
heating will also affect AL. Using 4.0.7 with r1 = 0.8 nm, r2 = 1.4 nm, npairlist = 5 (Table 4.1, row 16), 
the average temperature was 326 K. This might explain the slightly higher value of AL in this case. In 
all other cases the average temperature deviated by less than 1.0 K from the reference temperature of 
323 K.  
Clearly, other studies performed using recent versions of the GROMACS simulation package in 
which the long-range forces are not updated every step will be affected. The extent of potential 
artefacts will depend upon the system, the frequency with which the long-range forces are updated 
and the version of the code used. Indeed, while the use of the Trotter decomposition derived integrator 
with a 10-fs update of the long-range forces may explain the difference between version 4.0.7 and 
4.5.5 (Table 4.1, rows 16 and 17), it does not explain the marked differences in the results obtained 
using 4.6.7 and 5.1.2 (rows 19 and 20).  
The purpose of this study was not simply to demonstrate that the GROMOS 54A7 force field 
reproduces the properties of liquid-crystalline phosphatidylcholine bilayers as originally described108-
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109; nor was it simply to highlight inconsistencies between various versions of the GROMACS 
simulation package. Simulation codes are highly complex and most, if not all, codes contain some 
errors. In presenting this simple example, we aim to highlight issues regarding the manner in which 
simulation codes, methodology and force fields are tested and validated. In this case, replacing the 
integration algorithm fundamentally altered the results of simulations performed under otherwise 
identical conditions. This made the reproduction of previous work with later versions of the code no 
longer possible and led to false claims regarding the performance of the GROMOS 54A7 lipid 
parameters.106 We note that Botan et al.105 recognised the discrepancy between different versions of 
the code and went to considerable lengths to trace the source of the discrepancy as well as highlighted 
the problem to the developers of the code. That the true cause of the problem was not identified and 
addressed points to general challenges in the reference conditions used within both the code 
development community as well as those involved in force-field development and validation.  
Code development is often focused on novelty and algorithmic purity as opposed to robustness and 
what is the most computationally efficient way to represent a given physical system effectively. The 
justification for changing the integration algorithm was that the original twin-range algorithm, in 
which the forces are held constant between updates, is not time-reversible, symplectic nor fully 
conservative. It is, however, robust. As seen in Table 4.1, the thermodynamic properties of the system 
simulated are only very weakly dependent on the frequency with which the forces are updated using 
this scheme. In contrast, algorithms based on the use of an impulse force may be time-reversible, 
symplectic and conserve energy but readily become unstable using intervals between force updates 
as small as 4 fs.113, 115-116 The algorithm is mathematically correct, but the assumptions on which the 
algorithm is based (that components of the system are essentially decoupled) do not hold in this and 
many other systems. The real test of the utility of a given algorithm is whether the physical properties 
of interest can be represented reliably. In this case reproduction of the phase properties of the bilayer 
is more important than the extent to which coupling to a temperature bath is required. 
No less important, are the conditions under which force fields, including the GROMOS 54A7 force 
field, were parameterised. Terms that directly affect the potential energy surface and the calculation 
of the instantaneous force, such as the interaction function, the choice of cutoff, the use of constraints 
or the treatment of the long-range electrostatic interaction, can arguably be viewed as part of the 
underlying model. However, parameters that purely affect computational efficiency including the 
choice of time step, the pairlist update scheme, whether the forces are tabulated, the choice of 
integration scheme, the choice of algorithm to enforce constraints or the choice of temperature 
coupling algorithm, should not be considered part of the model. Such parameters influence the fidelity 
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with which the simulation is performed. Essentially they trade speed for accuracy. While it may be 
possible to parameterise a model that reproduces the structural, dynamical or thermodynamic 
properties of a given system incorporating errors associated with a specific choice of time step or 
integration algorithm, the value of such models is limited. For example, such models are not 
transferable. They are dependent on the same approximations and associated errors being replicated 
in different codes. They may also only be valid for specific combination of pairlist generation or 
temperature coupling scheme etc. More importantly, such models inhibit the development and 
implementation of improved algorithms. There is a fundamental difference between a model 
parameterised under robust conditions (e.g. a small time step) that is shown to yield the same results 
using a combination of time saving techniques (e.g. a long time step), and a model parameterised 
using a longer time step that fails to provide identical results using a shorter time step.  
Ultimately, all models must be judged against their ability to reproduce the properties of real systems. 
The use of time-saving methods, such as multiple-time-step algorithms, are only appropriate if the 
underlying properties of the system of interest are not altered significantly. Furthermore, 
incorporating aggressive time-saving techniques into the parameterisation of empirical force fields 
leads to overfitting which limits their applicability. For this reason the correctness of a simulation 
model or force field should be judged without such approximations. In the case highlighted here, if 
the system had been simulated under appropriate reference conditions (i.e. a small time step and 
updating the pairlist every step) it would have been obvious that the observed discrepancy between 
simulation and experiment stemmed from the changes in the code and not errors in the original 
parameterisation of the force field. Finally, it is important to note that the area per lipid of this specific 
membrane system simulated close to its phase transition temperature was chosen as it is relatively 
simple and a change in the area per lipid reflects a change in collective behaviour of the system. It 
was chosen simply to illustrate the underlying problem. A wide range of other properties will of 
course also be affected, as will different systems simulated with different force fields. 
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Chapter 5  
Testing and Validation of the Automated Topology Builder (ATB) Version 2.0: Prediction of 
Hydration Free Energies 
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The GROMOS family of force fields from which the ATB takes the majority of its Lennard-Jones 
(LJ) parameters aims to reproduce the thermodynamic properties of biomolecular and related systems. 
The estimation of solvation energies is thus central to the on-going refinement and validation of this 
family of force fields and, in turn, the ATB. Here we present results for the hydration free energies 
using the SPC48 water model for a total of 214 organic molecules including the 47 molecules that 
formed part of the SAMPL4 challenge. Topologies were generated automatically using the ATB 
version 2.0. Hydration free energies were calculated using thermodynamic integration (TI) in 
conjunction with a fully automated protocol designed to return final values within a given uncertainty, 
based on a dynamic analysis of the statistical and integration error. The effectiveness of this protocol 
is discussed together with an analysis of the differences between the calculated and experimental 
values for the 214 test molecules. 
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5.1 Methods  
5.1.1 Hydration Free Energy Integration Protocol 
Hydration free energies were calculated using the TI method56 as outlined in Section 1.3.3. Initially 
the value of <∂V(r)/∂l>λ at 9 equally spaced points between λ = 0 and λ =1 was determined to obtain 
a first estimate of shape of the underling curve. The locations of potential turning points in this curve 
were then identified by taking the first derivative of a series of cubic splines fitted to the initial 9 
points. A new point was then added at the estimated location of the turning point for which the 
absolute value of the 2nd derivative was the highest. The value of <∂V(r)/∂l>λ at this point was then 
determined and the location of the turning points reassessed. This procedure was repeated until all 
turning points had been located to within a specified distance (0.05λ). 
Once the turning points had been identified additional λ-points were added or simulations extended 
in those regions of the curve with the largest uncertainty until the estimate of the total error fell below 
a target threshold. The threshold in this study was 1 kJ/mol. This was achieved by decomposing the 
curve into a series of overlapping regions each consisting of three consecutive l-values. The 
uncertainty in each region was estimated from a) the change in the total integral following the 
exclusion of the central point, and b) by taking the difference in the integral calculated using either 
the upper or the lower bound of the uncertainty (calculated using block averaging) in the central 
point.137 The total integration error Ertotal was calculated from the sum of the errors in each of the 
regions, normalized for any overlap between regions, i.e.: 
 
(34) 
where Eri is the maximum error for a particular region and n is the normalization factor to account 
for the overlap of regions i.e. avoid double counting. If the exclusion of the central l-value in a given 
region gave rise to the largest error, a new point was added at the midpoint of the largest sub-interval 
within that region. If the three points that made up a given region were evenly spaced then two new 
points, one on either side of the midpoint, were added. If the maximum error was due to the 
uncertainty within a particular point the sampling at that point was extended by 200 ps. The error in 
the affected regions was then updated and the total integration error recalculated. This procedure was 
repeated until the total error fell below the target threshold. As an additional test of convergence the 
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systems in water were simulated twice at each l-value using different initial configurations. Systems 
in vacuum were simulated using four sets of initial conditions. Where possible the initial 
configurations for the two water simulations at each l-point were taken as the final frames of the two 
neighbouring l-values.  The initial configurations for λ0 (full interaction with water) and λ1 (no 
interaction) were taken from the optimized geometry at the B3LYP/6-31G* level of theory.138-140 The 
initial configurations used for the four vacuum simulations were taken from the middle and final 
frames of each of the two water runs. This was done to ensure a more complete sampling of the 
available configurational space.  
5.1.2 Convergence 
Simulations were run for 200 ps at each l-value or until the ensemble average of the derivative 
<∂V(r)/∂l>λ had been deemed to have converged. To determine whether the ensemble average of the 
derivative <∂V(r)/∂l>λ had converged the distribution of the variance for successive time periods 
during the simulation was analysed. The two-sample Kolmogorov-Smirnov (KS) statistic was used 
to quantify the degree of similarity between the distributions. <∂V(r)/∂l>λ was considered to have 
converged if the KS statistic for adjoining regions was less than 0.05. 
5.1.3 Topology Generation 
The parameters and topology files for all molecules were generated automatically by the ATB version 
2.0 and used without modification unless otherwise noted. The parameters were generated based on 
a single initial conformation. In the case of molecules that formed part of the various SAMPL 
challenges this conformation was taken directly from the structural coordinates provided.  The 
structures of other molecules were generated using a range of molecule building programmes.  
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5.2 Results and Discussion 
The aim of this study was to test and validate topologies and parameters generated by the ATB version 
2.0 against experimental hydration free energies. This was achieved using a test set of 214 molecules, 
of these, 167 had been used to test previous versions of the ATB. The set of 167 reference compounds 
used previously contained a combination of alcohols, alkanes, cycloalkanes, alkenes, alkynes, alkyl 
benzenes, amines, amides, aldehydes, carboxylic acids, esters, ketones, thiols and sulphides and 
included molecules from the earlier SAMPL0/CUP8, SAMPL1 and SAMPL2 challenges.141-143 The 
other 47 molecules formed part of the SAMPL4 challenge and are listed in Table 5.1. Topologies for 
all the molecules used in this study are publicly available via the ATB repository. In all cases the 
topology generation and the calculation of the hydration free energies were fully automated with no 
manual intervention (with a minor exception as described below). No attempt was made to either 
optimize the ATB parameters based on knowledge of the chemical properties of a particular molecule 
or to force the system to sample a specific conformational or tautomeric state. This said, during the 
testing of the SAMPL4 molecules a problem with the algorithm that assigned exclusions was 
detected. Three molecules 033, 034 and 037 from SAMPL4 that contained an aromatic ring with a 
hydroxyl group ortho- to a methoxy group were not stable during energy minimization. This was due 
to the fact that the hydroxyl hydrogen and the oxygen of the methoxy group have high opposing 
partial charges and are constrained to lie in close proximity. To avoid problems due to the high forces 
associated with this interaction these atoms were excluded. 
 
Table 5.1 A comparison between the experimental and calculated hydration free energies for drug 
and drug-like molecules from SAMPL4 using parameters assigned by the Automated Topology 
Builder (ATB). All values are in kJ/mol. 
SAMPL 
IDa FE UA
b FE Exp.c Diffd Name Structure 
001 -86.0 ± 1.4 -98.9 ± 1.3 12.9 ± 1.9 mannitol 
 
002 -9.5 ± 0.6 -10 ± 4 0.5 ± 4.0 linalyl acetate 
 
OH
OH OH
OH
OH
OH
CH3
O
CH3
O
CH2
CH3
H3C
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003 -20.8 ± 0.6 -20.0 ± 1.0 0.8 ± 1.2 nerol 
 
004 -16.6 ± 0.5 -18.6 ± 1.0 2.0 ± 1.1 geraniol 
 
005 -12.0 ± 0.6 -22.3 ± 0.4 10.3 ± 0.7 1,2-dimethoxybenzene 
 
006 -43.4 ± 0.7 -22.0 ± 0.8 21.4 ± 1.1 4-propylguaiacol 
 
009 -43.9 ± 0.5 -34 ± 3 9.9 ± 3.0 
2,6-
dichlorosyringaldehyde 
 
010 -30.8 ± 0.5 -26.1 ± 1.6 4.7 ± 1.7 3,5-dichlorosyringol 
 
011 -40.3 ± 0.6 -33 ± 3 7.3 ± 3.1 2-chlorosyringaldehyde 
 
OH
H3C
H3C
CH3
CH3
CH3
CH3
HO
CH3
O
O
CH3
CH3
O
OH
CH3
CH3
O
Cl
O
ClHO
CH3
O
H3C
O
Cl
Cl
CH3
O
HO
CH3
O
Cl
OH
H3C
O
O
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012 -17.0 ± 0.6 -15.7 ± 0.9 1.3 ± 1.1 dihydrocarvone 
 
013 -13.5 ± 0.5 -18.6 ± 1.8 5.1 ± 1.9 carveol 
 
014 -19.6 ± 0.6 -17.1 ± 0.7 2.5 ± 0.9 l-perillaldehyde 
 
015 -18.8 ± 0.5 -18.9 ± 0.4 0.1 ± 0.6 piperitone 
 
016 -16.7 ± 0.7 -13.4 ± 1.1 3.3 ± 1.3 menthol 
 
017 -12.1 ± 0.6 -10.6 ± 1.0 1.5 ± 1.2 menthone 
 
019 -3.8 ± 0.5 -15.8 ± 0.4 12.0 ± 0.6 9,10-dihydroanthracene 
 
CH3
CH2
O
H3C
CH3
OH
H2C
CH3
CH3H2C
O
CH3
CH3
OH3C
CH3H3C
HO
CH3
CH3
CH3O
H3C
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020 -3.8 ± 0.4 -11.6 ± 0.4 7.8 ± 0.6 1,1-diphenylethene 
 
021 -27.6 ± 0.5 -31.9 ± 0.5 4.3 ± 0.7 1-benzylimidazole 
 
022 -36.9 ± 0.7 -28.4 ± 0.4 8.5 ± 0.8 mefenamic acid 
 
023 -12.0 ± 0.8 -39.1 ± 2.6 27.1 ± 2.7 diphenhydramine 
 
024 -2.9 ± 0.6 -31.1 ± 2.5 28.2 ± 2.6 amitriptyline 
 
025 -18.3 ± 0.5 -24.0 ± 0.6 5.7 ± 0.8 1-butoxy-2-propanol 
 
026 -23.1 ± 0.6 -22.2 ± 0.4 0.9 ± 0.7 2-ethoxyethyl acetate 
 
027 -15.9 ± 0.5 -20.1 ± 1.6 4.2 ± 1.7 
1,3-bis-
(nitrooxy)propane 
 
028 -13.7 ± 0.5 -18.0 ± 1.6 4.3 ± 1.7 1,3-bis-(nitrooxy)butane 
 
029 -5.0 ± 0.6 -7.0 ± 0.4 2.0 ± 0.7 hexyl nitrate 
 
CH2
N
N
OHO
N
H
CH3
CH3
CH3
N
H3C O
H3C
N
H3C
OH
CH3
OH3C
CH3
O
O
O
H3C
O
O
N
OOO
O
N
O
O
N
OO
H3C
O
N
O
OO
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O
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030 -19.5 ± 0.5 -9.6 ± 0.5 9.9 ± 0.7 hexyl acetate 
 
032 -32.6 ± 0.4 -30.5 ± 0.4 2.1 ± 0.6 3,4-dichlorophenol 
 
033 -30.3 ± 0.6 -29.1 ± 0.4 1.2 ± 0.7 2,6-dimethoxyphenol 
 
034 -36.6 ± 0.6 -24.3 ± 0.4 12.3 ± 0.7 
4-methyl-2-
methoxyphenol 
 
035 -23.9 ± 0.7 -19.6 ± 0.4 4.3 ± 0.8 2-hydroxybenzaldehyde 
 
036 -24.1 ± 0.5 -23.7 ± 0.4 0.4 ± 0.6 2-ethylphenol 
 
037 -41.6 ± 0.7 -24.9 ± 0.4 16.7 ± 0.8 2-methoxyphenol 
 
CH3O
O
H3C
OH
Cl
Cl
OH
H3C
O
CH3
O
CH3
O
OH
H3C
O
OH
OH
CH3
O
H3C
OH
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038 -19.4 ± 0.5 -16.5 ± 0.4 2.9 ± 0.6 2-methylbenzaldehyde 
 
039 1.4 ± 0.5 -3.6 ± 0.4 5.0 ± 0.6 
1-ethyl-2-
methylbenzene 
 
041 -5.4 ± 0.5 -21.1 ± 0.4 15.7 ± 0.6 piperidine 
 
042 -4.1 ± 0.5 -13.1 ± 0.4 9.0 ± 0.6 tetrahydropyran 
 
043 7.6 ± 0.4 0.6 ± 0.4 7.0 ± 0.6 cyclohexene 
 
044 -7.6 ± 0.5 -21.3 ± 0.4 13.7 ± 0.6 1,4-dioxane 
 
045 -62.0 ± 0.6 -48.3 ± 1.2 13.7 ± 1.3 
2-amino-9,10-
anthraquinone 
 
046 -43.7 ± 0.6 -40 ± 3 3.7 ± 3.1 
1-amino-9,10-
anthraquinone 
 
CH3
O
CH3CH3
NH
O
O
O
H2N
O
O
O
O
NH2
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047 -51.6 ± 1 -59 ± 5 7.4 ± 5.1 
1-(2-
hydroxyethylamino)-
9,10-anthraquinone 
 
048 -61.0 ± 0.6 -49.6 ± 1.5 11.4 ± 1.6 
1,4-diamino-9,10-
anthraquinone 
 
049 -11.4 ± 0.5 -13.2 ± 0.4 1.8 ± 0.6 dibenzo-p-dioxin 
 
050 -9.1 ± 0.4 -17.3 ± 0.4 8.2 ± 0.6 anthracene 
 
051 -52.9 ± 0.7 -39.9 ± 1.2 13.0 ± 1.4 
1-amino-4-hydroxy-
9,10-anthraquinone 
 
052 -8.0 ± 0.5 -12.0 ± 2.9 4.0 ± 2.9 diphenyl ether 
 
a Molecule identification number as assigned in the SAMPL4 challenge. 
b Hydration free energy calculated using united atom parameters from ATB 2.0. 
c Experimental hydration free energy. 
d The unsigned difference between calculated and experimental hydration free energies. 
5.2.1 Molecular Geometry 
As an initial validation of the topologies and parameters generated by the ATB, each molecule was 
energy minimized in vacuum and the resulting structure was compared to that obtained after geometry 
optimization at the B3LYP/6-31G* level of theory138-140 in implicit solvent (water) using GAMMES-
US.47 The RMSD after performing a least squares fit on all atoms was calculated for each of the 214 
molecules. The maximum value of the RMSD was 0.073 nm. Over 66% of molecules had an RMSD 
HO
HN
O
O
O
O NH2
NH2
O
O
NH2
OHO
O
O
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value below 0.01 nm. Approximately 94% had an RMSD value below 0.03 nm. This suggests that 
the geometry of the molecules is well maintained in all cases. 
5.2.2 Hydration Free Energies 
Values for the other 47 molecules that formed part of the SAMPL4 challenge are listed in Table 5.1. 
The results for all 214 molecules are also presented graphically in Figure 5.1, which shows a plot of 
the values calculated using UA parameters versus the experimental values. The 167 molecules are 
shown as blue crosses while the SAMPL4 molecules (Table 5.1) are indicated by yellow triangles. 
The solid line has a slope of one and represents a one-to-one agreement between the calculated and 
experimental numbers. The two dotted lines represent a 5 kJ/mol deviation from the ideal line. As 
can be seen in Figure 5.1 the points are approximately equality distributed about the line 
corresponding to a one-to-one agreement between the calculated and experimental values. The overall 
statistics for the comparison to the available experimental data are given in Table 5.2. For the UA 
topologies the average error (AE) was 0.29 kJ/mol, the root mean square error (RMSE) was 9.5 
kJ/mol, the average unsigned error (AUE) was 6.7 kJ/mol, the Kendall tau statistic (Tau) was 0.75, 
the Pearson correlation coefficient (R) was 0.91 and the slope of a line of best fit using linear 
regression was 1.12. Given the fact that the GROMOS 53A6 is a united atom force field, it is to be 
expected that the results for the UA topologies are slightly better than for the AA topologies. It should 
also be noted that the results obtained with ATB version 2.0 are essentially identical to those obtained 
using version 1.0. The differences in the versions relevant to this study are primarily related to the 
treatment of symmetry in the molecules and the assignment of charge groups. Namely, it is ensured 
that chemically equivalent groups are assigned identical partial charges and where possible atoms are 
grouped into neutral charge-groups in-line with the design of the GROMOS force field. This involved 
small rearrangements in the assignment of partial charges. However, as these changes were small, no 
significant change in the hydration free energies was expected. The statistics for the SAMPL4 
molecules were similar to those obtained for the whole data set and are discussed in more detail later. 
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Table 5.2 Statistics for the comparison of the experimental and calculated hydration free energies for 
different sets of molecules calculated using parameters generated by the Automated Topology Builder 
(ATB). Values are in kJ/mol. 
  AEa RMSEb AUEc Taud Re Slopef 
Total UAg 0.29 9.49 6.71 0.75 0.91 1.12 
 AAh -3.43 10.31 7.21 0.77 0.92 1.17 
Small Organic  0.56 3.98 3.37 0.74 0.95 1.04 
SAMPL0  3.85 8.50 7.16 0.76 0.91 1.21 
SAMPL1  -0.03 13.34 9.63 0.64 0.82 1.33 
SAMPL2  -2.78 10.51 8.53 0.83 0.95 1.23 
SAMPL4 Sub.i UA 1.09 10.02 7.61 0.60 0.85 0.99 
 Rev.j UA 0.96 9.96 7.53 0.60 0.85 1.00 
 AA -3.60 9.82 7.75 0.62 0.89 1.11 
a Average error. 
b Root mean square error. 
c Average unsigned error. 
d Kendall’s tau statistic. 
e Pearson’s correlation coefficient. 
f Slope of linear regression. 
g United atom force field. 
h All atom force field. 
i Values submitted as part of the SAMPL4 challenge. 
j Revised values incorporating an analysis of convergence at each λ-value. 
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Figure 5.1 A plot of the calculated versus experimental hydration free energies (FE) for 214 
molecules.  Values were calculated using united atom ATB 2.0 topologies. SAMPL4 molecules 
(Table 5.1) are indicated by yellow triangles. The remaining 167 molecules are indicated by blue 
crosses. The solid line has a slope of one and represents a one-to-one agreement between the 
calculated and experimental numbers. The two dotted lines represent a 5 kJ/mol deviation from the 
ideal line. 
 
A set of 75 small organic molecules for which high quality solvation energy data is available was 
used as an initial test of the ATB. This test set consisted of alcohols, alkanes, cycloalkanes, alkenes, 
alkynes, alkyl benzenes, amines, amides, aldehydes, carboxylic acids, esters, ketones, thiols and 
sulphides. The AUE for these molecules was 3.4 kJ/ mol, the RMSE was 4.0 kJ/mol and 77% of the 
molecules lay within 5 kJ/mol of the experimental value. The largest deviation from experiment was 
8.5 kJ/mol. What is clear from this result is that while the ATB parameters perform well for the 
majority of molecules, certain functional groups lead to systematic deviations from experiment. This 
is illustrated graphically in Figure 5.2 which shows a plot of the calculated versus experimental 
hydration free energies for molecules containing a single identifiable functional group. While 
alcohols, thiols/sulphides, ketones and aldehydes are on average evenly distributed around the 
experimental values (average signed error < 2 kJ/mol), the hydration free energies of esters and 
carboxylic acids are systematically underestimated by 6 and 5 kJ/mol respectively. In contrast, alkyl 
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benzene groups and alkenes as well as amides and primary amines are overestimated by between 3 
and 5 kJ/mol on average. 
 
Figure 5.2 Comparison of calculated with experimental hydration free energy (FE) values for 75 
small organic molecules classified by a characteristic functional group. 
 
Of the set of 167 molecules, 92 were taken from previous SAMPL challenges. The AUE for molecules 
in the SAMPL0, SAMPL1 and SAMPL2 data sets was 7.2 kJ/mol, 9.6 kJ/mol and 8.5 kJ/mol 
respectively. The RSME for molecules in the SAMPL0, SAMPL1 and SAMPL2 data sets was 8.5 
kJ/mol, 13.3 kJ/mol and 10.5 kJ/mol respectively. These are significantly larger than for other 
molecules in the data set and dominate the statistics. Approximately 40% of the molecules in the 
SAMPL data sets still lay within 5 kJ/mol of the experimental value but, the largest deviation from 
experiment was 42 kJ/mol. This is in part a reflection of the uncertainty in the hydration free energies 
of molecules contained in SAMPL challenges (which were as large as 8 kJ/mol) and in part a 
reflection of the fact that these molecules contained a range of functional groups not commonly found 
in biomolecular systems. For example, molecules containing multiple halogens showed the largest 
deviations from experiment. This suggests that it will be possible to greatly improve the overall 
performance of the ATB by optimizing the parameters for a small number of atom types. Indeed, 
sulphur-containing compounds, carboxylic acids, esters, amides and amines are known to be not 
optimal within the GROMOS force field.18 
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5.2.3 Analysis of the SAMPL4 data set 
The hydration free energies that were submitted as part of the SAMPL4 challenge (id 529) were based 
on UA topologies and calculated over 2 days using an initial iteration of the automated pipeline 
described in the methods. The values and overall statistics for ATB 2.0 UA topologies using an 
updated version of our automated pipeline with improved convergence checking are provided in 
Table 5.1 and Table 5.2. The hydration free energies for 23 of the 47 molecules were predicted within 
5 kJ/mol of the experimental value. The largest deviations from experiment, 27 and 28 kJ/mol, were 
for two aliphatic tertiary amines diphenhydramine (023) and amitriptyline (024), respectively. Other 
molecules for which the calculated hydration free energy deviated significantly from experiment 
included piperidine (041), which contains a secondary amine, and 4-propylguaiacol (006), 4-methyl-
2-methoxyphenol (034) and 2-methoxyphenol (037) each of which contains a methoxy group.  
5.2.4 Automated TI Protocol 
The automated protocol to obtain the hydration free energies based on thermodynamic integration 
(TI) proved highly effective. TI was the method of choice because the convergence of the overall 
integral can be effectively monitored and systematically improved. In TI, the convergence does not 
rely on the degree of overlap of two ensembles and is not dependent on an exponentially weighted 
function. To maximise efficiency of the method the λ-values were preferentially placed in regions of 
high curvature and the convergence at each point monitored independently. This ensured sampling 
was concentrated in those regions that had the greatest impact on the overall hydration free energy. 
Plots of <∂V(r)/∂l>λ versus λ for 3 example molecules are shown in Figure 5.3. The individual lines 
in each panel represent the change in hydration free energy in water, vacuum and the difference 
between vacuum and water. Note, an implicit assumption in the estimation of the total error is that 
existing points represent, to some degree, the highest order feature of the underlying curve. This 
aspect of the problem is irreducible, as the form of the underlying function is not known. However in 
practice, given the shape of the curves illustrated in Figure 5.3, 9 equally spaced points were sufficient 
to identify the turning point in all cases. 
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Figure 5.3 Example thermodynamic integration curves generated by the automated protocol for 
methylcyclohexane (a) 1,4-dioxane (b) 5-fluorouracil (c). Values of <∂V(r)/∂λ>λ in water and vacuum 
are shown in squares and triangles respectively, the final free energy curve (Eq. 10) is shown in 
circles. 
 
The overall statistics for two sets of calculated values for molecules in the SAMPL4 challenge using 
UA topologies are listed in Table 5.2. For the values submitted as part of the challenge (sub. UA) the 
systems were only simulated twice for 200 ps at each λ-value. The revised values (rev. UA) were 
obtained after the values of <∂V(r)/∂l>λ had been deemed to have converged at each λ-value based 
on the criteria described above. Overall, the difference between the two sets is negligible. However, 
by ensuring the convergence of <∂V(r)/∂l>λ at each λ-value the overall number of points required to 
achieve a specific integration error could be greatly reduced resulting in a 2-fold increase in 
computational efficiency with no loss of precision. Note, in all but one case the systems were 
simulated until the uncertainty in the integration was £1 kJ/mol. In one case the algorithm was 
terminated once a total time limit was reached (SAMPL4 ID 001). In many cases the integration error 
was significantly less than one. For these cases the computational efficiency of the algorithm could 
be improved further by lowering the default initial sampling values.  
5.2.5 Computational Cost 
The computational costs associated with the analysis of the SAMPL4 results comprised of two parts: 
the generation of the parameters and the calculation of the free energy values themselves. The time 
required to generate the parameters is dominated by the time required to optimize the molecules at 
the B3LYP/6-31G* level of theory which is highly dependent on the size of the molecule. The average 
time required for the optimization of SAMPL4 molecules was 26 central processing unit (CPU) hours. 
The average simulation length and computational time used to obtain the values listed in Table 5.1 
for the SAMPL4 compounds are shown in Table 5.3. As can be seen, to achieve a statistical 
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uncertainty of 1.0 kJ/mol or less, the mean total simulation length per molecule was 14 ± 4 ns and the 
mean time per molecule was 175 ± 50 CPU hours. Table 5.3 also shows how the average simulation 
time and final result vary with the statistical uncertainty. The last row in Table 5.3 illustrates the 
average difference in the results compared to that obtained using a tolerance of 1.0 kJ/mol. Note the 
actual difference between the results is much less than the statistical uncertainty. 
Table 5.3 Average simulation lengths and computational times required to achieve a given statistical 
error. The hydration free energy (FE) difference is the average difference between the free energies 
obtained for a given statistical error calculated with respect to an error of 1 kJ/mol. 
 1 kJ/mol Error 
2 kJ/mol 
Error 
3 kJ/mol 
Error 
4 kJ/mol 
Error 
Simulation Time (ns) 14 ± 4 12 ± 3 10 ± 3 9 ± 2 
 CPU (hrs) 175 ± 50 150 ± 37 125 ± 37 112 ± 25 
FE Difference (kJ/mol) - 0.6 ± 0.6 1.1 ± 0.9 1.2 ± 0.9 
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5.3 Conclusions 
A set of 214 molecules including those of the SAMPL0, 1, 2 and 4 challenges has been used to test 
and validate the all atom and united atom topologies generated using what was at the time the latest 
version of the Automated Topology Builder (ATB version 2.0) against structural (optimised 
geometries) and thermodynamic (hydration free energies) data. Note that the all atom results were 
included as supplementary material in the published article and have not been included in this 
document. Very good agreement between the QM optimized structures and the energy minimized 
structures was obtained. There was also good overall agreement between the predicted and 
experimental hydration free energies for the majority of molecules investigated. For 117 of 214 
molecules examined, the predicted hydration free energy was within 5 kJ/mol of the experimental 
value, with the AUE between the calculated and experimental values of 6.7 kJ/mol and the RMSE of 
9.5 kJ/mol. The AUE for a set of small organic molecules with high quality hydration free energy 
data was only 3.4 kJ/mol and the RMSE was 4.0. The AUE for SAMPL0, 1, 2 and 4 ranged between 
7.2 and 9.6 kJ/mol with the RMSE between 8.5 and 13.3 kJ/mol reflecting both the intrinsic 
uncertainty in some of the experimental values included in the SAMPL data sets, as well as the fact 
that the GROMOS force field is primarily intended for biomolecular systems and has yet to be 
optimized for certain functional groups. This suggests that further significant improvements in the 
predictive ability of the ATB is possible. Finally, it should be noted that the values presented are 
based on fully automated protocols that require no manual intervention. The actual values submitted 
as part of the SAMPL4 challenge itself were generated over a period of 48 hours using a distributed 
computing resource. The implementation of robust parameterisation and validation protocols within 
the ATB combined with the increasing availability of distributed computing resources provides the 
potential to perform free energy calculations in a high throughput manner and undertake large-scale 
optimization of molecular force fields.  
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Chapter 6  
Expanded ATB Validation: Prediction of Solvation Energy in Water and Hexane 
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6.1 Experimental Data 
The validation of the ATB described in the previous chapter was extended by the calculation of the 
solvation energy for more molecules as well as for an apolar solvent, hexane. For this purpose, 
experimental solvation energy data from three published datasets were aggregated and mapped to 
existing molecules in the ATB database, molecules which were not already present in the ATB 
database were submitted. The datasets used were: FreeSolv, a dataset of 643 hydration free energies 
of small, neutral molecules144; the Schrodinger OPLS solvation energy validation dataset published 
in Shivakumar et al.145, which contains hydration free energies of 239 small molecules145; the 
Minnesota Solvation Database – version 2012, which consists of 3037 solvation energies and transfer 
free energies for 790 unique molecules in 92 solvents146. Note that while many of the molecules 
within these databases are identical, the reported experimental values differ significantly in some 
cases. A total of 885 unique molecules were identified with experimental solvation energy values in 
water (DGH2O) and 59 unique molecules with solvation energy values in hexane (DGhexane). A number 
of these unique molecules were charged species, while others were deemed inappropriate for 
validation purposes due to their large size or high experimental uncertainty. A final set of 611 small 
neutral molecules with experimental DGH2O and 40 with DGhexane were chosen. Since the number of 
molecules with experimental DGhexane was limited, several approaches were investigated to expand 
the amount of apolar solvation data. The accurate calculation of solvation energy for long-chain 
alkanes is computationally challenging due to the requirement of large periodic boxes and the time to 
adequately equilibrate such solvent-solute systems. However, strong correlations between the 
solvation energy of solutes in different apolar solvents was observed and further investigated as a 
potential means of extending the available apolar solvation data. 
6.1.1 Estimating DGhexane from Alternative Apolar Solvents 
To determine whether the DGhexane could be inferred from the solvation energy in other solvents, the 
correlation between DGhexane and various alternative apolar solvents were calculated. Figure 6.1 shows 
the correlation between 7 alternative apolar solvents and DGhexane, the corresponding correlation 
statistics are presented in Table 6.1. Solvent combinations are only shown for those cases where 
greater than 20 molecules were found to have values in both solvents, however, similar results were 
observed for other solvent combinations. Figure 6.1 and Table 6.1 show that in all cases the 
experimental solvation energy in the alternative apolar solvent is strongly linearly correlated with that 
of hexane. A comparison between the last two columns of Table 6.1 also indicates that the difference 
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between the agreement to a linear fit and the DGhexane values directly (i.e. a one-to-one 
correspondence) is marginal when compared to the typical experimental uncertainty of 1-2 kJ/mol. 
 
Figure 6.1 Individual comparisons of experimental solvation energy between alternative apolar 
solvents and hexane. The average RMSE to exact agreement (red line) is 1.1 kJ/mol. 
 
Table 6.1 Correlation statistics for predicting DGhexane from alternative apolar solvents. 
Alternative Solvent Slope Intercept R2 
RMSE to linear 
fit (kJ/mol) 
RMSE to DGhexane 
(kJ/mol) 
cyclohexane 0.87 -2.2 0.96 1.2 1.5 
hexadecane 0.92 -2.0 0.95 1.1 1.3 
heptane 0.98 -0.5 0.96 1.1 1.1 
decane 0.97 -1.1 0.99 0.6 0.9 
pentane 0.95 -1.0 0.97 0.8 0.9 
nonane 0.96 -1.3 0.99 0.5 0.8 
octane 0.97 -1.1 0.99 0.7 0.9 
average    0.9 1.1 
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Given the difference between the individually fitted linear models and a direct one-to-one mapping 
to DGhexane was small, the correlation between DGhexane and the mean of all available apolar solvation 
data available in the Minnesota database146 was examined. The alternative apolar solvents considered 
in this analysis were: pentane, cyclohexane, heptane, octane, nonane, decane, undecane, dodecane, 
pentadecane, hexadecane. Figure 6.2 shows the correlation between DGhexane and the mean of all 
available apolar solvation data, the R2 to exact agreement (red line) for the 57 molecules used for this 
analysis was 0.97, suggesting the average value is highly predictive of the value in hexane. The 
corresponding RMSE was 1.1 kJ/mol which is close to the uncertainty in the calculation. Therefore, 
the average of the available apolar solvation data was used as a proxy for DGhexane (an additional 
uncertainty 1 kJ/mol was incorporated into the error estimate). Note, molecules in the Minnesota 
database146 for which the data was obviously inconsistent, for example if $%&'()*+,'-(&,'//,0(1,2(), 	≠$%*567-(&,' 	− $%*567/,0(1,2(),	were not included in this analysis. 
 
Figure 6.2 Comparison between the average experimental apolar solvation energy (DGsolv)  and the 
value in hexane for 57 molecules in Minnesota database.146 Only molecules for which DGsolv data in 
hexane and multiple alternative apolar solvents was available have been included. The RMSE and R2 
to exact agreement (red line) is 1.1 kJ/mol and 0.97 respectively. 
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6.2 Solvation energy in a Polar and an Apolar Solvent 
Using the alternative apolar solvents (pentane, cyclohexane, heptane, octane, nonane, decane, 
undecane, dodecane, pentadecane, hexadecane) as estimates of the experimental DGhexane allowed for 
the expansion of molecules for which we could calculate DGhexane from 40 to 145. Solvation energies 
for ATB generated force fields were calculated in SPC48 water or GROMOS 54A7 hexane78 using 
the automated protocol outlined in Section 2.3 and the simulation setup as described in Section 1.3.4. 
Figure 6.3 shows the comparison between experimental and calculated DGH2O (left) for 611 
molecules, the AUE and RMSE to exact agreement are 5.5 kJ/mol and 7.6 kJ/mol respectively. This 
result is comparable to that presented in Chapter 5, while the agreement is not as good as that obtained 
for 214 small organic molecules (RMSE of 4.0 kJ/mol) it is also significantly lower than that obtained 
for the 47 SAMPL4 compounds (RMSE of 10.0 kJ/mol). This reflects the fact that many of the 611 
molecules are large compared to the 214 small organic molecules dataset and contain a wide range 
of functional groups, similar to those of the SAMPL4 dataset. The results for the DGhexane (right, 
Figure 6.3) are significantly better than those for water, the AUE and RMSE to exact agreement are 
3.2 kJ/mol and 4.3 kJ/mol respectively. Note that if only the 40 molecules for which direct hexane 
data is available are considered the results are effectively equivalent: AUE and RMSE of 3.2 kJ/mol 
and 4.5 kJ/mol respectively. Also important to note, is that the molecules used for DGhexane 
calculations were much smaller and had a lower complexity in terms of variety and combinations of 
functional groups than those use for DGH2O calculations. 
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Figure 6.3 Agreement between calculated and experimental solvation energy (DG) for small 
molecule force fields generated by the ATB. The agreement to experiment for solvation in water (left) 
for 611 molecules has an AUE and RMSE of 5.5 kJ/mol and 7.6 kJ/mol respectively. The result for 
the solvation in hexane (right) for 145 molecules has an AUE and RMSE of 3.2 kJ/mol and 4.3 kJ/mol 
respectively. 
 
The agreement to experimental solvation energy of the ATB outputs, as shown in Figure 6.3, can at 
best be described as fair. Considering that a difference of 5.7 kJ/mol in the free energy corresponds 
to an order of magnitude difference in relative populations, these results suggest that for some 
molecules the predictive ability of calculations performed with the ATB force field would be limited. 
6.2.1 Mono-Functional Group Molecules 
The identification of which parameters account for the deviation from experimental solvation energy 
is critical for being able to improve the performance of the ATB. One approach that was applied was 
to identify molecules which have experimental solvation energy data and only contained a single type 
of functional group (e.g. primary alcohol, secondary amine, chloro etc.). The functional groups used 
by organic chemists to classify chemical moieties are often the basis for assumptions of parameter 
transferability and are used heavily by the ATB to assign Lennard-Jones parameters from the 
GROMOS force field. They therefore provide a means of identifying if the parameters assigned to 
particular groups account for specific biased errors in the results. These errors are much more difficult 
to identify for molecules with multiple functional groups due to possible error compensation, or 
synergistic effects between particular groups. The results for a dataset of 357 mono-function 
molecules which have experimental DGH2O and 130 molecules which have DGhexane data (or a 
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surrogate apolar solvent) are shown in Figure 6.4. The AUE and RMSE for the DGH2O results (upper, 
Figure 6.4) are 4.5 kJ/mol and 6.0 kJ/mol respectively, while the results for DGhexane (lower, Figure 
6.4) are 3.2 kJ/mol and 4.3 kJ/mol respectively. The DGH2O results for 357 mono-functional molecules 
are slightly improved on the larger dataset of 611 molecules. The fact this improvement is relatively 
small suggests the majority of the error resides in isolated functional groups and not due to combined 
effects. For the results in DGhexane no difference is observed (to the first decimal), this is in large part 
due to the fact that 130 of the 145 molecules in the combined dataset only contain a single type of 
functional group. 
The statistics for the agreement to experiment for individual functional groups are presented in Table 
6.2, those groups which have an RMSE of greater than 6 kJ/mol are considered to be performing 
considerably poorly and are highlighted in bold. Using the same RMSE value to discriminate those 
groups which perform reasonably and those which perform poorly, Figure 6.5 combines the data from 
Figure 6.4 and Table 6.2 to highlight the distribution of results for the two cases.  
 
107 
 
Figure 6.4 Agreement between calculated and experimental solvation energy (DG) for small 
molecule containing only a single type of functional group. The agreement to experiment for solvation 
in water (upper) for 357 molecules has an AUE and RMSE of 4.5 kJ/mol and 6.0 kJ/mol respectively. 
The result for the solvation in hexane (lower) for 130 molecules has an AUE and RMSE of 3.2 kJ/mol 
and 4.3 kJ/mol respectively. 
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Table 6.2 Statistics of the agreement to experimental solvation energy for individual functional 
groups. Groups with an RMSE greater than 6 kJ/mol are highlighted in bold. 
 DG
H2O (kJ/mol)  DGhexane (kJ/mol) 
Chemical group N AE AUE RMSE R2  N AE AUE RMSE R2 
alcohol I 14 -3.40 3.75 4.70 0.66  10 0.06 1.37 1.68 0.99 
alcohol II 11 -3.55 3.55 3.86 0.69  1 -3.44 3.44 3.44 - 
alcohol III 4 -3.12 3.20 3.72 0.40  1 -5.73 5.73 5.73 - 
aldehyde 8 -3.50 3.74 4.07 0.03  5 -2.81 2.81 2.85 1.00 
alkane 21 -3.77 3.91 4.30 0.00  15 -2.64 2.64 2.88 0.99 
alkene 19 0.00 1.68 2.42 0.08  6 -1.34 1.49 1.66 0.97 
alkyne 8 2.19 2.38 3.07 0.00  5 0.70 0.80 1.00 0.99 
amide 8 -1.05 2.25 2.96 0.68  4 -0.61 1.28 1.45 0.91 
amine I 8 3.88 4.01 4.70 0.09  5 3.02 3.02 3.48 0.98 
amine II 8 13.64 13.64 13.70 0.93  - - - - - 
amine III 4 23.77 23.77 24.43 0.65  - - - - - 
aniline 2 7.68 7.68 7.68 -  2 3.68 3.68 3.68 - 
aromatic amine II 7 7.60 7.60 8.36 0.05  - - - - - 
bromo 15 -1.34 2.68 3.00 0.70  8 -5.41 5.41 6.18 0.59 
bromophenyl 3 -1.23 1.23 1.40 0.98  2 -4.80 4.80 4.95 - 
carboxylic acid 5 -5.92 5.92 6.14 0.04  5 -2.44 2.44 2.70 0.95 
chloro 22 -1.18 2.35 4.23 0.32  6 -4.72 4.72 5.40 0.96 
chlorophenyl 25 -1.12 4.42 5.23 0.06  3 -1.16 1.16 1.51 0.79 
cycloalkane 7 -1.30 1.57 2.02 0.02  3 -2.39 2.39 2.58 0.98 
cyclopropane 1 6.51 6.51 6.51 -  1 1.91 1.91 1.91 - 
ester 30 -7.07 7.07 7.39 0.89  2 -5.34 5.34 5.35 - 
ether 16 5.55 6.23 7.61 0.18  - - - - - 
fluoro 4 3.97 3.97 4.45 0.96  - - - - - 
fluorophenyl 1 3.77 3.77 3.77 -  - - - - - 
guanidine 1 5.69 5.69 5.69 -  - - - - - 
imidazole 2 7.16 7.16 7.34 -  1 5.35 5.35 5.35 - 
iodo 8 -1.23 2.21 2.65 0.51  6 -4.55 4.55 4.70 0.95 
ketone 18 -1.98 2.46 3.30 0.31  10 -3.20 3.20 3.52 0.98 
nitrate 5 4.58 4.94 6.25 0.80  - - - - - 
nitrile 3 -0.44 1.39 1.41 0.27  3 2.43 2.43 2.49 0.99 
nitro 4 3.68 3.68 3.88 0.00  4 -8.88 8.88 9.00 0.64 
nitrophenyl 1 -1.88 1.88 1.88 -  - - - - - 
phenol 8 0.77 4.85 5.99 0.35  - - - - - 
phenyl 33 3.21 3.66 4.48 0.67  7 -0.76 1.66 1.82 0.81 
phosphate 1 2.13 2.13 2.13 -  1 -14.62 14.62 14.62 - 
pyridine 9 3.82 5.41 5.76 0.86  4 -9.77 10.70 11.86 0.97 
sulfide 2 3.60 3.60 3.84 -  2 -0.48 0.69 0.84 - 
sulfinyl 1 13.31 13.31 13.31 -  - - - - - 
sulfonyl 1 12.92 12.92 12.92 -  - - - - - 
thioether 5 1.54 3.86 4.24 0.91  4 -0.64 0.64 0.86 1.00 
thiol 4 -6.24 6.24 6.55 0.15  4 0.59 1.08 1.29 0.93 
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Figure 6.5 Agreement between calculated and experimental solvation energy (DG) for small 
molecule containing only a single type of functional group, separated into reasonable and poor 
agreement. A cutoff of an RMSE of 6 kJ/mol was used to discriminate the two cases. 
 
Figure 6.4, Figure 6.5 and Table 6.2 show similar trends to the results presented in Chapter 5, namely 
that the agreement to experiment is reasonable for certain functional groups and poor for others. This 
is primarily due to two factors: 1) that the Lennard-Jones parameters are taken from the GROMOS 
force field which has been predominantly parameterised for biomolecules such proteins; and 2) 
differences in the charges assigned to particular groups by the ATB and those of the GROMOS force 
field. Parameterisation of the non-bonded terms in the GROMOS force field has primarily involved 
the adjustment of atomic charges and the Lennard-Jones C12 parameters, with the Lennard-Jones C6 
term held fixed and based on estimates of London dispersion and atomic polarizabilities using the 
Slater-Kirkwood equation147. Unrefined Lennard-Jones parameters are likely to account for the 
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majority of the error in results such as the DGH2O of molecules containing esters, which have an AE 
and RMSE of -7.07 and 7.39 kJ/mol respectively. Since the GROMOS force field does not contain 
specific Lennard-Jones parameters for esters the ATB simply assigns oxygen terms used for ethers 
and ketones. Conversely, the DGH2O values of carboxylic acids are an example of a systematic 
difference in the atomic charges since there are specific oxygen parameters for carboxylic acids in 
the GROMOS force field. The resulting AE and RMSE for molecules containing a carboxylic acid is 
-5.92 and 6.14 kJ/mol respectively.  
The results in Figure 6.4, Figure 6.5 and Table 6.2 also show that while much of the error is due to 
systematic deviations from experiment for individual groups, there is also a significant degree of 
unbiased error (scatter), particularly for solvation in water. The systematic errors are highlighted by 
the similarity between the AE and AUE values for most functional groups (Table 6.2), while the 
degree of scatter is evident from the extremely poor R2 values for most functional groups in water. 
The stark difference between the R2 values for DGH2O and DGhexane are in large part due to a wider 
range of experimental values within particular groups for DGhexane (due to the sensitivity of DGhexane 
to the number of alkyl carbons). However, a significant component of the difference is also likely due 
to the insensitivity of DGhexane to the atomic charges. This insensitivity results from the fact that the 
GROMOS 54A7 hexane solvent model is entirely neutral.  
These results suggest that systematic errors in DGsolv are likely due to inappropriate Lennard-Jones 
parameters for particular functional groups, while the scatter in DGsolv results is likely the result of 
inaccuracies in the assignment of other force field terms such as the atomic charges. It is important 
to stress however that force field parameters are often tightly coupled and therefore the degree to 
which they can be considered as independent is limited. For example, the values of DGH2O are 
dependent on the water model, atomic charges (e.g. fitted to gas phase or implicit solvent QM 
electrostatic potentials) as well as the Lennard-Jones parameters. For any individual molecule, the 
values of each of those terms will introduce a shift in the value calculated for DGH2O. The same is 
also true for bonded terms, differences in the distribution of confirmations of a molecule within a 
solvent environment can have a very strong effect on calculated DGsolv values. Thus, only by 
combining the results from related molecules which have been assigned parameters in a consistent 
manner can these various contributions begin to be isolated and individually tested. 
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6.2.2 Hydrocarbon Parameters 
The performance of the force field parameters assigned to hydrocarbons are of particular importance 
to the parameterisation of organic compounds as these terms account for most of the degrees of 
freedom with these models. Therefore inaccuracies in these parameters will have a significant effect 
on the calculated properties for all other molecules. Any systematic errors are critically important 
when refining parameters of particular functional groups as such efforts will implicitly correct for 
any underlying bias due to those parameters which are treated as independent and held fixed, and 
result in a fundamental degradation of the model. 
Figure 6.6 highlights the results for the solvation energy of the 84 hydrocarbon molecules presented 
as a part of Figure 6.4, Figure 6.5 and Table 6.2. The RMSE and R2 to a linear best fit for the 
agreement between calculated and experimental DGH2O (Figure 6.6, left) was 3.6 kJ/mol and 0.82 
respectively. The agreement for DGhexane (Figure 6.6, right) has an RMSE of 2.3 kJ/mol and an R2 of 
0.96. As was seen more generally in the results for all the mono-functional molecules, there is a 
significant systematic error both for DGH2O and DGhexane, as well as considerably more scatter in the 
results for DGH2O than DGhexane. Of particular concern are the results for the solvation of pure alkanes 
in water and hexane, for which DGsolv are on average off by -3.8 and -2.6 kJ/mol respectively. These 
results suggest that some of the functional groups which currently agree very well with experiment 
may do so because of a compensation of errors. While others, such as the primary alcohols (AE of -
3.4 kJ/mol) are currently not performing so well due to an underlying bias coming from the alkane 
parameters.  
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Figure 6.6 Agreement between calculated and experimental solvation energy (DG) for 84 
hydrocarbon molecules in water (left) and 36 hydrocarbons in hexane (right). The RMSE for DG in 
water and hexane is 3.6 kJ/mol and 2.3 kJ/mol respectively, while the R2 to the line of best fit is 0.82 
and 0.96 respectively. 
 
The biases observed in the DGH2O of alkanes are very likely due to the fact the GROMOS united atom 
Lennard-Jones terms were parameterised with neutral atomic charges. It appears that the systematic 
decrease in DGH2O results from the non-zero charges obtained when fitting to the QM electrostatic 
potential. While the bias of -2.6 kJ/mol in DGhexane for pure alkanes is likely due to inaccuracies or 
trade-offs made during the parameterisation of the GROMOS united atom Lennard-Jones terms. This 
suggests that before the parameters for individual functional groups are optimised, those for the 
hydrocarbons, particularly the alkanes, need to be analysed and refined to remove the underlying bias. 
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6.3 Conclusions 
The results presented in this chapter show significant systematic errors in solvation energy for ATB 
outputs when clustered by functional group. The common parameters between molecules for such a 
clustering scheme are the Lennard-Jones terms, indicating that these biases will likely be corrected 
through optimisation of the Lennard-Jones parameters for particular functional groups. 
A concerning aspect of the DGH2O results presented in this chapter is the significant amount of scatter, 
illustrated by the R2 to the line of best fit for most of the functional groups in Table 6.2. While a bias 
in the results can be corrected by adjusting parameters common to all molecules which contain a 
particular functional group, unbiased errors however cannot be reduced in the same manner. These 
either result from: (1) incorrect assumptions about the transferability of those parameters which are 
common to all molecules clustered according to a particular functional group; (2) from errors in the 
assignment of those parameters which are different between molecules, such as the atomic charges 
and bonded terms which the ATB assigns using a combination of results from QM calculations and 
simple rules; or (3) the omission of important degrees of freedom from the model, for example using 
a united atom rather than an all atom carbon model. An investigation into the sources of error in the 
solvation energy results is presented in the following chapter, this includes an analysis of the 
dependence of the DGH2O results on the water model, the potential for improved results using an all 
atom carbon model and the accuracy of the atomic charges assigned by the ATB.   
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Chapter 7  
Analysis of the Sources of Error in the ATB Solvation Energy Results 
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7.1 Solvation Energy of the All Atom ATB Force Fields 
The GROMOS force field has been predominantly parameterised with a united atom carbon model 
in which the carbon and hydrogen atoms of primary, secondary and tertiary carbons are represented 
a a single charge site and Lennard-Jones particle. Coarse graining the carbons in this way offers 
significant computational efficiency for systems with large numbers of aliphatic carbons such as lipid 
bilayers, where a united atom model has less than half the degrees of freedom of the all atom 
equivalent. While aliphatic carbons can be modelled with reasonable accuracy as united atoms78 this 
is not the case for aromatic carbon atoms. The carbon parameter that was parameterised in the 
GROMOS force field for aromatic carbons is used by the ATB both for aromatic carbons as well as 
for the all atom carbon model. For this reason, it has been generally assumed that the performance of 
the all atom force field produced by the ATB would be worse than the united atom output. This 
assumption was supported by the slightly poorer performance of the all atom model in the ATB 
validation study included as Chapter 5, where the RMSE of the agreement between experimental and 
calculated DGH2O values for the all atom and united atom models were found to be 10.3 and 9.5 kJ/mol 
respectively. However, this result was confounded by the fact that the molecules included in that 
particular dataset contained many parameters which are now known to be inaccurate e.g. Lennard-
Jones terms for the poorly performing functional groups highlighted in Table 6.2 and Figure 6.5. 
Therefore any contribution to the errors from the different carbon models was convoluted with other 
sources of uncertainty. 
Another factor influencing the assessment of relative performance between the all and united atom 
carbon models is the increased sampling time required to achieve convergence using an all atom 
model. This is due to the potential energy surface of a united atom model being smoother facilitating 
the interconversion between alternative configurations of the system. This was not explicitly taken 
into account when the calculations presented in Chapter 5 were performed and likely resulted in an 
increase in statistical uncertainty in the all atom results. The TI protocol outlined in Section 2.3 
addresses this issue by using an improved method to assess ensemble average convergence (described 
in Section 2.1) than the one used previously. 
In order to conclusively asses the relative performance of the all atom and united atom carbon models 
produced by the ATB, DGH2O and DGhexane were calculated with both models for the same set of 
hydrocarbons and the calculated values compared to experimentally determined ones. The united 
atom results were included in Chapter 6 (Figure 6.6), the RMSE and R2 for the DGH2O of 84 
hydrocarbon molecules were found to be 3.6 kJ/mol and 0.82 respectively, while for DGhexane of 36 
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molecules the RMSE was 2.3 kJ/mol and the R2 was 0.96. The results for the same sets of molecule 
with an all atom carbon model are shown in Figure 7.1, the RMSE and R2 for the comparison to 
experimental values of DGH2O (Figure 7.1, left) is 2.7 kJ/mol and 0.97 respectively. While the DGhexane 
results (Figure 7.1, right) have an RMSE and R2 of 3.4 kJ/mol and 0.94 respectively.  
 
Figure 7.1 Comparison between calculated and experimental solvation energy (DG) for 84 
hydrocarbon molecules in water (left) and 36 hydrocarbons in hexane (right). The RMSE for DG in 
water and hexane is 2.7 kJ/mol and 3.4 kJ/mol respectively, while the R2 to the line of best fit is 0.97 
and 0.94 respectively.  
 
These results show that for DGH2O the all atom carbon model has a significantly lower RMSE (2.7 
compared with 3.6 kJ/mol) and a dramatically improved R2 (0.97 as compared with 0.82). However, 
the all atom DGhexane results show a decrease in performance in both RMSE and R2 (from 2.3 to 3.4 
kJ/mol and 0.96 to 0.94 respectively). The first thing to note is the unexpected performance in the 
prediction of DGH2O for the all atom carbon model of alkanes and cycloalkanes given that the 
Lennard-Jones terms were specifically parameterised for aromatic carbons. The effect of this 
parameterisation is clearly evident from the DGhexane results, where good agreement to experiment 
was found for molecules containing phenyl groups (blue triangles in the right panel of Figure 7.1). 
As discussed in Chapter 6 (Section 6.2.1), differences in the atomic charges between the GROMOS 
force field and those assigned by the ATB is expected to have a systematic effect on the calculated 
values of DGH2O using the same Lennard-Jones terms. However this will not influence DGhexane results 
as the hexane solvent model is entirely neutral. This suggests that the improved performance of the 
alkanes and cycloalkanes with respect to DGH2O (Figure 7.1, left) is likely due to a compensation 
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between the enhanced attraction due to the atomic charges from the ATB and the Lennard-Jones 
parameters. The expected lack of accuracy in the Lennard-Jones parameters is evident from the 
systematic error of alkane and cycloalkane molecules in the all atom DGhexane results (Figure 7.1, 
right). The effect of different atomic charges also explains the significant systematic error in DGH2O 
for molecules containing phenyl groups (Figure 7.1, left) despite the fact that the Lennard-Jones terms 
were parameterised on aromatic compounds. 
By far the most striking result of the direct comparison between the all and united atom models is the 
reduced unbiased error (scatter) in the all atom DGH2O results (Figure 7.1, left). The R2 is 0.97 for the 
all atom results as compared with 0.82 for the united atom case (Figure 6.6, left). There are a number 
of possible explanations for this: (1) the omission of hydrogen atoms causes a fundamental 
degradation of the model (note that previous GROMOS parameterisation and validation efforts have 
involved far fewer compounds and thus the random scatter may not have been evident); (2) incorrect 
assumptions about the transferability of united atom Lennard-Jones parameters; (3) inaccuracies in 
the assignment of other force field parameters for the united atom model e.g. atomic charges. Note 
that for cases 1 and 2 a similar degree of scatter would be expected in the DGhexane results as well. As 
will be shown in the following section, the cause of the scatter in the united atom case is in fact due 
to inaccuracies in the atomic charge assignments. 
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7.2 The ATB Charge Model 
The ATB derives atomic charges by applying the Merz and Kollman fitting scheme148 as implemented 
in GAMESS US47 to electrostatic potential (ESP) surfaces calculated from the optimised geometry at 
the B3LYP/6-31G* level of theory in conjunction with the PCM implicit solvation model of water. 
This ESP charge fitting scheme consists of calculating the electric field at a series of equally spaced 
grid points on 4 molecular surfaces at 1.4, 1.6, 1.8 and 2.0 times the distance of the van der Waals 
surface of the molecule, calculated using the algorithm of Connolly149. Atomic charges are then 
obtained by performing a least square fit of Coulomb point charges located at the centre of each atom 
to the electric field at the grid points. For small molecules such as benzene, using the point density of 
the Merz and Kollman fitting scheme (1 point per Å2) the point charges are fitted against around 1000 
grid points. The fitting problem is therefore over determined and results in a single optimal charge 
distribution. However, there is a considerable error associated with modelling the electrostatic 
potential of a molecule as a series of point charges located at each atomic site. There are simply 
insufficient degrees of freedom to reproduce all features of the electrostatic potential of a molecule 
as calculated with a QM model, particularly when the conformational dependence of the electrostatic 
properties of a molecule is also considered. This results in the well reported problem of overfitting in 
ESP charge fitting schemes.150-152 Overfitting artefacts are most apparent for buried atoms as their 
contribution to the electric field at the ESP grid points is small relative to more exposed atoms, 
resulting in significantly different charges being assigned to buried atoms in near identical local 
chemical environments. 
7.2.1 Modification of ESP Fitted Charges 
One approach to reduce the artefacts of ESP fitted charges associated with fitting to a single 
conformation of the molecule is to symmetrize charges based on molecular symmetry and rotatable 
bonds. The ATB achieves this by averaging the fitted charges on chemically equivalent atoms. The 
identification of chemical equivalence is based on a calculation of the automorphic nodes of the 
molecular graph. 
Another modification to the ESP charges made by the ATB is due to the attempt to obtain integer 
charge groups i.e. collections of neighbouring atoms for which the sum of charges is close to an 
integer value. This is done using a slightly modified version of the algorithm of Canzar et al.153 with 
any residual charge on a charge group redistributed such that the distortion of the dipole is minimised. 
The redistribution is only performed however if the associated difference in dipole energy is less than 
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½ kT according to the Generalized Born implicit solvent model. The rational for grouping charges in 
this way is to reduce artefacts associated with the splitting of dipoles at the cutoff (discussed in more 
detail in Section 3.2). The assumption is that such a modification of the atomic charge distribution is 
within the uncertainty of the point charge electrostatic model, and that any error introduced will be 
small relative to the error associated with not using charge groups. However, the results presented in 
Table 3.1 (Section 3.2.1) show that the effect of not using charge groups (if any) is very small. This 
was shown for both a single cutoff at 1.4 nm and a twin-range cutoff scheme (with short and long 
cutoffs at 0.8 and 1.4 nm respectively), when combined with a long-range reaction field correction. 
Note that charge groups were first introduced when simulations were typically performed with a 
single cutoff at 0.8 nm and without long-range charge corrections. The results in Section 3.2.1 
suggests that charge groups are perhaps not required with the typical cutoff and long-range 
corrections used at present, and the potential errors resulting from the modification of atomic charges 
to obtain integer charge groups should be avoided. 
7.2.2 United Atom Charges 
For united atom outputs produced by the ATB, the atomic charges are derived from ESP charges 
fitted to the molecule on which the QM calculations were performed i.e. with explicit hydrogens. The 
charge on united atom sites are obtained by simply adding any charge on the connected hydrogen 
atoms to its connected carbon atom. 
As part of an ongoing collaboration with the group of Dr Daan Geerke at the Vrije Universiteit 
Amsterdam, in particular Koen Visscher, an alternative method for obtaining united atom charges has 
been developed. The method involves directly fitting atomic charges for a united atom model to an 
ESP obtained from a QM calculation. The least-squares fitting procedure has been implemented as a 
standalone application which fits Coulombic point charges at specified locations to values of the 
electric field at a series of points. This is analogous to the fitting procedure used by Merz and 
Kollman148, the difference being that the number and position of the Coulombic point charges is not 
restricted. This alternative united atom charge model has been incorporated into a development 
version of the ATB along with the additional input of an ESP calculated by QM at the B3LYP/6-
31G* level of theory. The symmetrisation of atomic charges has been retained, however the use of 
charge groups has not. 
A comparison of experimental and calculated DGH2O for 84 hydrocarbons with the updated ATB 
united atom charge model is shown in Figure 7.2, the RMSE and R2 are 2.3 kJ/mol and 0.97 
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respectively. The improvement in performance with respect to the previous united atom charge 
method (Figure 6.6, left) is dramatic for both the RMSE and R2 which were 3.6 kJ/mol and 0.82 
respectively. 
 
Figure 7.2 Performance of the updated ATB united atom charge model with respect to the solvation 
energy in water (DG), the RMSE and R2 are 2.3 kJ/mol and 0.97 respectively. 
 
Figure 7.2 clearly shows that the scatter in the DGH2O results of the united atom hydrocarbons (Figure 
6.6, left) were predominantly due to errors in the united atom charges assigned by the ATB. Also 
clear from Figure 7.2 is that the GROMOS united atom Lennard-Jones parameters (in combination 
with the ATB charges and the SPC water model) introduces a bias in the pure alkane results, with the 
calculated DGH2O values lower on average than the experimentally determined ones by 1.2 kJ/mol. A 
systematic error is also clear in Figure 7.2 for molecules containing phenyl groups. This bias is similar 
to that found for the DGH2O all atom results on the same set of molecules (Figure 7.1, left). This was 
expected since the aromatic carbon Lennard-Jones parameters are the same in both the all and united 
atom carbon models. 
Another notable difference between the all atom DGH2O results (Figure 7.1, left) and those for the 
improved united atom charge model (Figure 7.2) is the degree of scatter in the pure alkane values. 
The R2 of the pure alkanes for the all and united atom cases are 0.50 and 0.83 respectively. The 
significantly higher scatter in the all atom case is likely due to artefacts associated with buried carbons 
using the ESP fitting scheme. The removal of hydrogen atoms in the united atom fitting procedure 
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reduced the number and degree of buried sites thus decreasing the source of error associated with 
overfitting.   
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7.3 Effect of the Water Model on Calculated DGH2O Values 
An obvious and important factor to consider when analysing the performance of calculated DGH2O 
values is the effect of the water model. While many water models have been proposed, most 
biomolecular simulations are performed with either TIP3P154, TIP4P154, SPC48 or SPC/E155. The 
decision as to which water model to use will often depend on the choice of force field, as it is generally 
assumed that a particular water model is implicitly incorporated into its parameterisation. Thus, while 
many proposed water models show improved performance with respect to particular experimental 
properties22-23, 156, their use is often limited by the unknown degree to which they will be compatible 
with the other parameters of a force field. The GROMOS force field, from which the ATB Lennard-
Jones parameters have primarily been taken, has been parameterised using the SPC48 water model, 
which is the reason this water model was chosen for DGH2O calculations in this work. However, the 
effect of using an alternative water model on the calculation of DGH2O is an important consideration 
when attempting to understand all the factors which influence the result. While the effect of the water 
model is expected to systematically shift the calculated DGH2O values for similar molecules, whether 
this shift is uniform for all molecules is unknown. For example, the calculated DGH2O values for 
molecules containing phenyl groups are systematically higher than the experimentally determined 
values (Figure 7.1 and Figure 7.2). An alternative water model may interact more favourably with 
phenyl groups and result in systematically lower DGH2O values. 
To test the effect of an alternative water model on calculated DGH2O values, a subset of 18 
hydrocarbons were chosen from the larger set of 84 presented previously, and the values of DGH2O 
calculated using both the SPC and SPC/E water models. The SPC/E water model of Berendsen et 
al.155 is very similar to that of SPC, differing only by 0.0276 and 0.0138 e in the charge on the oxygen 
and hydrogen atoms respectively. This difference results in improvements to the agreement with the 
experimental density, heat of vapourisation and diffusion constant of liquid water at 300 K. The all 
atom carbon model was used for this analysis since it only contained two sets of Lennard-Jones 
parameters: one for the carbon atoms and one for the hydrogens. Figure 7.3 shows the comparison of 
the agreement between experimental and calculated DGH2O values for the SPC (smaller, transparent 
markers) and SPC/E water models (larger, solid markers). The average difference between the results 
for the two water models is 1.8 kJ/mol and the slope of the line of best fit for the SPC and SPC/E 
cases are 0.77 and 0.73 respectively. This result strongly suggests that the effect of using the SPC/E 
water model is a uniform increase in the calculated DGH2O values.  
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Figure 7.3 Difference in calculated hydration free energy (DG) for the SPC and SPC/E water models; 
the SPC results are shown in smaller transparent markers. The average difference between the DG 
results for SPC and SPC/E water models calculated for 18 hydrocarbons is 1.8 kJ/mol. 
 
Since the result shown in Figure 7.3 is only for the relative effect on DGH2O values between two water 
models calculated for 18 molecules, it would be inappropriate to suggest the same outcome will 
necessarily hold for the general case. However, this result does confirm the anticipated behaviour a 
that a change in water model will introduce a systematic shift in calculated DGH2O values for 
molecules containing similar force field parameters. This result also agrees with the work of 
Shivakumar et al.157 who compared the hydration free energy for 18 molecules with the SPC, TIP3P 
and TIP4P water models. They found effectively no difference between the SPC and TIP3P, while 
significant differences were observed for TIP4P. The largest difference was in the intercept of the 
linear fit which differed from the SPC and TIP3P water models by 1.7 kJ/mol and 3.3 kJ/mol for two 
subsets of 13 molecules and 5 molecules respectively. Note that the SPC and TIP3P water models are 
very similar so it is unsurprising that effectively no difference was observed. 
If a systematic shift is illustrative of the general case, it confirms the common assumption that force 
fields parameterised against solvation properties are fundamentally coupled to the solvent model 
used. The best-case scenario is that this coupling is uniform, as found in this work and by Shivakumar 
et al.157 However, it may well be the case that parameters specific to particular functional groups 
show a stronger dependence to a given solvent model than others, and would thus require many 
individual adjustments to force field parameters in order to be compatible with an alternative solvent 
model. For this reason, along with the fact the SPC/E water model shifted the calculated DGH2O values 
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further from experiment, the SPC water model was used for all subsequent DGH2O calculations 
performed as part of this study.   
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7.4 Refinement of Hydrocarbon Lennard-Jones Parameters 
The DGH2O results for both the all atom hydrocarbons (Section 7.1) as well as the united atom 
hydrocarbons with improved atomic charges (Section 7.2.2) show significant systematic errors which 
account for the majority of the deviation from the experimental values. As an initial attempt to correct 
the bias in both models the Lennard-Jones parameters of the united atom CH2 and aromatic carbon 
were modified to increase DGH2O for molecules containing united atom alkane chains and decrease 
DGH2O for molecules containing phenyl groups. Specifically, the C6 term of the united atom CH2 
Lennard-Jones parameter (attractive component) was decreased to make alkane interactions with the 
oxygen atoms of SPC water less favourable and thus increase DGH2O. While for the aromatic carbon 
the C12 term of the Lennard-Jones parameter (repulsive component) was decreased in order to 
increase the interaction between the aromatic carbon and the oxygen atoms of SPC water and thus 
decrease DGH2O. Note that the all atom alkane model showed minimal systematic error (Figure 7.1) 
with the average error in DGH2O for such molecules of only 0.1 kJ/mol. The Lennard-Jones parameters 
for these were therefore not modified. Also, since the Lennard-Jones parameters for aromatic carbon 
atoms are the same in both the all and united atom models, modifications of this parameter were tested 
using the united atom model only. The two chosen parameters were decreased by a factor of 1%, 2% 
and 5% of their original values in the GROMOS force field and the DGH2O calculated by TI for each. 
Alternative parameters were tested using the same set of 18 hydrocarbons as used in Section 7.3 
above. For both parameter modification, a decrease of 5% yielded the best improvement on the chosen 
subset of 18 hydrocarbons.  
The DGH2O values were then recalculated for the larger set of 84 hydrocarbons using the modified 
Lennard-Jones parameters for both the all and united atom models. The results of these calculations 
are shown in Figure 7.4. The RMSE and R2 for the updated all atom model are 1.9 kJ/mol and 0.95 
respectively, while for the updated united atom model the RMSE and R2 are 1.4 kJ/mol and 0.98 
respectively. When these results are compared to those with the GROMOS force field carbon 
Lennard-Jones parameters, the improvement in the average error for the united atom alkanes was 
from -1.2 to -0.7 kJ/mol, while for molecules containing phenyl groups the improvement in average 
error for the united atom case was from 2.7 to 0.9 kJ/mol, and for the all atom case from 3.5 to 0.9 
kJ/mol. These results show a significant improvement in the agreement to experimental DGH2O values, 
however for the larger set of hydrocarbons a degree of systematic error for alkanes and phenyl 
containing molecules still remains.  
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Figure 7.4 The solvation energy in water (DG) for 84 hydrocarbon molecules with updated united 
atom CH2 and aromatic carbon Lennard-Jones parameters. The RMSE for the all (left) and united 
(right) atom models are 1.9 and 1.4 kJ/mol respectively; the R2 to the line of best fit in the two cases 
are 0.95 and 0.98 respectively. 
 
Also clearly evident in Figure 7.4 is the notable difference between the scatter in the DGH2O results 
for the all and united atom models, illustrated by a larger RMSE (1.9 as compared to 1.4 kJ/mol) and 
a lower R2 (0.95 as compared to 0.98). As discussed previously this is likely due to overfitting 
artefacts in the all atom ESP charges. 
Note that while modifying the Lennard-Jones terms in this way has improved the agreement of DGH2O 
with experiment, alternative modifications would result in similar improvements. For example, 
increasing C6 in order to increase the attractive component between particular atoms has a similar 
effect to decreasing the C12 term, only with a lower sensitivity due to the exponent on the respective 
terms. Also, the effect of this particular change on other target properties such as DGhexane, liquid 
density and heat of vapourisation is unknown. Thus, a more systematic refinement of the Lennard-
Jones hydrocarbon parameters is required prior to the large-scale optimisation of parameters for 
particular functional groups. 
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7.5 DGH2O of Mono-Functional Group Molecules 
The combination of the updated united atom ATB charge model (Section 7.2.2) and minor adjustment 
of the carbon Lennard-Jones parameters (Section 7.4) has resulted in a significant improvement in 
DGH2O results for both the all and united atom hydrocarbons. The accuracy of these terms is 
particularly important when considering the refinement of Lennard-Jones parameters of atoms in 
specific functional groups. This is because when molecules are clustered according to functional 
groups the hydrocarbon parameters are the only other terms within the model. Therefore any 
inaccuracies in these will be implicitly incorporated into the refinement of those specific to a 
particular functional group as a compensation of errors.  
While the refinements to the hydrocarbon parameters yielded improved performance, a bias of -0.7 
and 0.9 kJ/mol remains in the pure alkanes and phenyl containing molecules respectively. These 
refinements however, particularly the improvement of the united atom charges, should have an effect 
on the calculated DGH2O values for molecules containing a single type of functional group (mono-
functional) by reducing the scatter in the results. In order to test this, DGH2O values for 356 mono-
functional molecules were calculated with the updated united atom ATB parameters. The results are 
shown in Figure 7.5 and Table 7.1. The performance of a particular functional group was classified 
as either reasonable or poor according to an RMSE cutoff of 6 kJ/mol, and plotted separately in Figure 
7.5. Those functional groups which showed poor agreement were also highlighted in bold in Table 
7.1. The overall RMSE and R2 for the results in Figure 7.5 and Table 7.1 is 6.4 kJ/mol and 0.75 
respectively. However, if the 9 functional groups (87 molecules) which have an RMSE of greater 
than 6 kJ/mol are omitted, the RMSE and R2 for the remaining 31 groups is 3.2 kJ/mol and 0.93 
respectively. 
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Figure 7.5 Agreement between calculated and experimental solvation energy (DG) for small 
molecule containing only a single type of functional group with refined united atom carbon 
parameters. The results have been separated into reasonable (top) and poor (bottom) agreement, a 
cutoff of an RMSE of 6 kJ/mol was used to discriminate the two cases. The overall RMSE and R2 is 
6.4 kJ/mol and 0.75 respectively. For the split between reasonable and poor agreement the RMSE is 
3.2 and 11.7 kJ/mol respectively, while the R2 in for the two cases is 0.93 and 0.20 respectively. 
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Table 7.1 Statistics of the agreement to experimental solvation energy for the refined ATB united 
atom model. Groups with an RMSE greater than 6 kJ/mol are highlighted in bold. 
   DGH2O (kJ/mol) 
Chemical group N  AE AUE RMSE R2 
alcohol I 14  4.03 4.65 5.03 0.92 
alcohol II 11  -2.42 2.99 3.27 0.20 
alcohol III 4  -2.87 2.87 3.22 0.53 
aldehyde 8  -2.29 2.29 2.50 0.77 
alkane 21  -0.7 0.86 1.04 0.80 
alkene 19  0.47 1.06 1.33 0.57 
alkyne 8  0.43 0.65 0.74 0.97 
amide 8  -3.33 3.40 4.00 0.70 
amine I 8  8.72 8.72 8.80 0.68 
amine II 12  19.79 19.79 20.01 0.77 
amine III 4  23.1 23.1 23.68 0.62 
aniline 2  4.39 4.39 4.85 - 
aromatic amine II 7  5.73 5.73 7.09 0.03 
bromo 15  -1.23 2.41 2.96 0.70 
bromophenyl 3  -0.38 0.90 0.95 0.93 
carboxylic acid 5  -5.90 5.90 6.10 0.49 
chloro 33  -1.13 2.10 2.57 0.77 
chlorophenyl 15  1.52 3.13 3.91 0.27 
cycloalkane 7  0.13 0.64 0.83 0.67 
cyclopropane 1  9.89 9.89 9.89 - 
ester 32  -8.59 8.59 9.42 0.96 
ether 17  5.03 5.67 6.44 0.47 
fluoro 4  2.77 2.77 3.1 0.98 
fluorophenyl 1  2.68 2.68 2.68 - 
guanidine 1  6.57 6.57 6.57 - 
imidazole 2  2.86 3.96 4.89 - 
ketone 18  -4.35 4.4 4.82 0.46 
nitrate 5  5.24 5.24 5.74 0.98 
nitrile 4  -2.44 2.44 2.89 0.90 
nitro 4  3.71 3.71 4.14 - 
nitrophenyl 1  -2.32 2.32 2.32 - 
phenol 8  -2.42 3.59 4.79 0.42 
phenyl 33  1.07 1.61 1.91 0.92 
phosphate 1  -0.61 0.61 0.61 - 
pyridine 9  3.68 3.68 4.18 0.96 
sulfide 2  -0.40 0.40 0.40 - 
sulfinyl 1  5.36 5.36 5.36 - 
sulfonyl 1  -2.55 2.55 2.55 - 
thioether 5  -1.84 2.07 3.04 0.69 
thiol 4  -5.36 5.36 5.59 0.00 
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A comparison of the DGH2O results for the mono-functional molecules with updated united atom 
parameters (Figure 7.5 and Table 7.1) to the previous united atom results on mono-functional 
molecules (Figure 6.4 and Table 6.2) shows a slightly worse overall agreement to experiment for the 
updated parameters, an RMSE of 6.4 kJ/mol as compared with 6.0 kJ/mol respectively. This increase 
in the overall RMSE is mostly due to the results for amines and the esters, both appear to perform on 
average worse with the new united atom charges. Also, the datasets for the secondary amines and 
esters contained more molecules when run with the updated united atom parameters, 4 and 2 
additional molecules respectively. The fact that no overall improvement in DGH2O results was 
obtained with the updated united atom parameters is not surprising given that the Lennard-Jones 
parameters specific to many functional groups have not been optimised and known to have systematic 
errors. Therefore, reducing the underlying bias in the united atom alkane parameters was expected to 
improve the agreement of some groups and decrease it for others.  
The most significant difference in the results with the updated united atom model is due to the 
improved atomic charges and associated reduction in scatter. This is evident in the improved R2 
values for individual functional groups. For example, the updated united atom parameters resulted in 
an increase in the R2 of the alkynes from 0.0 to 0.97, the nitriles improved from 0.27 to 0.90 and the 
primary alcohols from 0.66 to 0.92. While this reduction in scatter has little effect on the overall 
agreement to experiment for a particular functional group, it does make the quantification of 
systematic errors more precise. This is critical for being able to accurately refine parameters which 
are responsible for the bias e.g. Lennard-Jones terms. 
Another notable effect evident in the results for mono-functional molecules with the updated united 
atom model (Figure 7.5 and Table 7.1) is the clear additive effect of containing multiple poorly 
performing terms within a given molecule. This effect is most evident for the esters (magenta 
pentagons in the bottom panel of Figure 7.5) where those molecules containing a single ester group 
have an error of ~8 kJ/mol, those containing two esters have an error of ~15 kJ/mol and the molecule 
containing three esters has an error of 25 kJ/mol. This strongly suggests that a correction to one or 
more terms in the esters will shift the calculated DGH2O by an amount proportional to the number of 
esters in a particular molecule. Note that this trend is not as apparent in the DGH2O results of the 
previous united atom model (see top right plot in Figure 6.5) where those molecules containing one 
or two esters were both off by ~5 kJ/mol from the experimental values and the molecule with three 
esters off by 11 kJ/mol. It therefore appears that the errors associated with the previous united atom 
charges were obfuscating the true underlying trend. 
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7.6 Conclusions 
In this chapter, the dependence of various force field terms on the calculated solvation energy was 
analysed, particularly on the DGH2O values of hydrocarbons. The parameters of hydrocarbons are of 
importance as they account for the majority of interaction when modelling biomolecular systems. The 
extended validation of the ATB presented in Chapter 6 showed a significant degree of both unbiased 
and systematic error in the pure hydrocarbons. It has been shown in this chapter that the largest source 
of the unbiased error in the DGH2O values of hydrocarbon is due to the atomic charges. For the all 
atom carbon model, it appears this is due to artefacts associated with the fitting of ESP charges on a 
single configuration of the system. While for the united atom model, the source of random error was 
due to the method employed by the ATB to generate the atomic charges assigned to the united atom 
sites. Dramatic improvements in both the RMSE and R2 in DGH2O results were obtained when the 
united atom charges were obtained by directly fitting to an ESP obtained from a QM calculation. 
The effect of an alternative water model on the calculated DGH2O values was also tested on a subset 
of hydrocarbons and found to introduce a systematic shift in the values of about 1.8 kJ/mol. This 
result confirmed the assumption that the choice of water model has a significant effect on the 
calculated DGH2O values and is therefore implicitly incorporated into the parameterisation of force 
fields for which DGH2O is used as a target property. However, whether the effect of an alternative 
water model on calculated DGH2O values is systematic across all molecules is unclear given that the 
hydrocarbons tested only contained two sets of Lennard-Jones parameters. 
It was also found that when the significant error associated with the united atom charges was reduced 
the underlying systematic error associated with the unrefined Lennard-Jones parameters could be 
more precisely determined. In the case of pure alkanes and molecules containing phenyl groups, the 
reduction in the random error made the bias in the DGH2O results due to differences in the GROMOS 
and ATB charge models more apparent. While the bias was reduced by modifying particular Lennard-
Jones terms for the united atom CH2 and aromatic carbon, the effect of such changes on other target 
properties is unknown and therefore the proposed changes, while indicative of the ability of improve 
the model, should not be considered to be definitive refinements. 
The reduction of the scatter in the of DGH2O values observed for united atom hydrocarbons was also 
observed for individual functional groups when the DGH2O values were calculated for a set of 356 
mono-functional molecules. This will allow for a much more precise refinement of parameters 
specific to particular functional groups in order to remove underlying biases which account for the 
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majority of the errors with respect to experimental target properties such as DGH2O. However, in order 
refine force field terms with respect to a range of target properties, a systematic approach to searching 
parameter space for optimal values is required. Such a method is presented in the following chapter. 
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Chapter 8  
Optimization of Empirical Force Fields by Parameter Space Mapping: A Single-Step Perturbation 
Approach 
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8.1 Introduction 
Historically, searching parameter space has relied on the use of chemical intuition to guide manual 
(ad-hoc) testing of parameter combinations.21, 24-25 Despite the fact that parameters for individual 
atoms within molecules are expected to be highly correlated, fitting has generally been performed 
against specific physical properties in series. This can result in the force field being internally 
consistent but biased by the manner in which specific reference data is incorporated into the model. 
To overcome these difficulties a number of protocols that employ a more systematic approach to 
searching parameter space have been developed. In low dimensional cases, parameter space can be 
mapped directly. For example, already in 1981 Berendsen et al.48 used parameter space mapping to 
derive the highly effective simple point charge (SPC) water model. Specifically, the geometry of the 
water was fixed and the C6 dispersion term inferred from molecular polarizabilities. Using these 
assumptions it was possible to express the parameterisation problem as a 2-dimensional search with 
the charge-separation between the oxygen and the hydrogens and the C12 repulsive term of the 
Lennard-Jones potential on the oxygen as independent variables. They then directly searched 
parameter space to optimize the model to reproduce density and heat of vaporization of liquid water 
at 298 K and atmospheric pressure, while simultaneously ensuring the model lead to a second peak 
in the radial distribution function.  
A more automated approach to searching parameter space can be achieved by treating force field 
parameters as dynamic variables and minimizing the difference between a calculated property and a 
particular reference during a MD or Monte Carlo simulation.156, 158-159 For example, Berweger et al.156 
and Njo et al.160 used the Berendsen weak coupling method50 to optimize 6-12 Lennard-Jones and 
atomic charge parameters. Berweger et al.156 applied this method to refine the SPC water model by 
coupling the oxygen Lennard-Jones s parameter to liquid density and the oxygen-hydrogen atomic 
charge separation to heat of vaporization. For a temperature of 300K they obtained values very close 
to those found by Berendsen et al.48 While this type of approach can be effective in some cases, it 
relies on there being a strong dependence between a given force field parameter and an instantaneous 
property of the system and for the relationship between these terms to be known a priori, else the 
procedure can become trapped or diverge. 
It is possible to further generalize the searching of parameter space by using an optimization algorithm 
to minimize an objective function that captures differences between calculated and reference physical 
properties.22, 161-164 Faller et al.162 applied a simplex algorithm to optimize the 6-12 Lennard-Jones 
parameters and atomic partial charges for a series of simple liquids (i.e. 2-methylpentane, 
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tetrahydrofurane, cyclohexene, and cyclohexane). The parameters were optimized with respect to the 
heat of vaporization and the density of the liquid at 298K and 1 atm while holding the bonded terms 
fixed. Although equivalent atoms (carbons and hydrogens within each molecule) were constrained to 
have identical values, marked differences were observed in the values assigned to carbons and 
hydrogens in alternative molecules, suggesting overfitting. More recently, Wang et al.22 refined a 3-
site and 4-site water model in a similar manner against six experimental properties namely the density, 
heat of vaporization, thermal expansion coefficient, isothermal compressibility, isobaric heat 
capacity, and dielectric constant over a range of temperature and pressure. In this work, the 
contribution of each of the experimental properties were weighted to obtain an overall target function.  
To avoid overfitting and parameters converging to non-physical values, the problem was regularized 
by penalizing parameters that strayed too far from their original settings.22 Wang et al. showed that 
small changes in the parameterisation of the TIP3P and TIP4P water models could lead to significant 
improvements in the models performance.22 Like the work of Faller et al.162 they focused on the 
parameterisation of individual molecules using instantaneous and time-dependent properties of the 
system.  
Note that for all methods which combine multiple properties into a single target function, exactly how 
individual terms are weighted introduces an additional degree of uncertainty to the problem. The 
weighting of individual properties is unavoidable as different properties can have different units and 
all will depend differently on the underlying force field parameters. While necessary, all such 
weighting schemes are somewhat arbitrary, they can severely influence the final results and often 
reflect assumptions about the relative importance of individual properties in a specific application. 
The ability of force fields to accurately reproduce thermodynamic properties such as binding affinities 
or partitioning behaviour is critically important for many applications. As noted above, the direct 
incorporation of these properties into the parameterisation of force fields is challenging as they in 
principle depend on the full extent of the phase space available to the system. While the change in 
the free enthalpy or Gibbs energy (DG) can be easily calculated by Monte Carlo and MD simulation 
using standard perturbation or integration methods165 these are resource intensive and not well suited 
to automated parameterisation procedures. However, a number of approximate but efficient methods 
for predicting DG can in principle be used. For example, Gerber et al.166 estimated changes in the free 
energy as a function of individual force field parameters based on first order derivatives of the free 
energy with respect to a coupling parameter l. While this was used to estimate changes in the binding 
free energy associated with modifying trimethoprim bound to dihydrofolate reductase, the same 
principle could be used to guide parameterisation. Indeed, Smith et al.167 extended this approach to 
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incorporate higher order derivatives and was able to predict the effect of changing the charge 
distribution in a diatomic molecule on the free energy of hydration. In principle, a complete Taylor 
expansion could be used to predict the change in free energy associated with any combination of 
parameters from a single simulation, but as Liu et al.168 later showed this is formally equivalent to 
free energy perturbation43 assuming a single reference state, Eq. 35. 
 
(35) 
where H is the system Hamiltonian, R refers to a reference state, X refers to the perturbation end state, 
kB is Boltzmann’s constant and T is the temperature. As the average in Eq. 35 is only over the 
reference state ensemble, the free energy for a wide range of alternative end states (X) can be 
estimated from a single trajectory of this reference state.168 This has the advantage that a trajectory at 
a given reference state can be pre-calculated and the change in free energy associated with any change 
in the Hamiltonian determined by resampling the stored trajectory. However, the accuracy of the 
results relies on a fundamental assumption: that the trajectory at the reference state (R) contains a 
representative sample of configurations appropriate for the alternative end states (X). Single-step 
perturbation (SSP)45, 160, 168 (also referred to as one-step perturbation44, 169 and single-step free energy 
perturbation170) has predominantly been used for the prediction of differences in binding free energies 
in drug design applications. It has also been used to examine the sensitivity of peptide conformations 
to changes in torsional parameters171-172 however its utility in terms of facilitating the incorporation 
of thermodynamic data in the parametrization of empirical force fields more generally has not been 
investigated extensively. 
Here we propose a general approach to finding optimal empirically derived force field parameters by 
directly mapping the difference between calculated and reference thermodynamic properties with 
respect to parameter space. In this work SSP is used to rapidly calculate the solvation energy for 
alternative parameter combinations, while pure liquid properties are explicitly calculated for 
particular parameter combinations in the same region of parameter space. We demonstrate the 
approach by refining the 6-12 Lennard-Jones parameters of chlorine (εCl and σCl) for a set of 10 
aromatic-chloro compounds. Refinement is performed with respect to the solvation energy in water 
and hexane as well as pure liquid density and heat of vaporization (where available) for all 10 
compounds simultaneously. The assumptions and challenges of this methodology are discussed along 
with its practical utility for the large-scale parameterisation of transferrable force fields. 
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8.2 Methods 
8.2.1 Solvation Energy Maps 
To determine the difference between the calculated and experimental solvation energies (DGexp) for 
alternative combinations of force field parameters, a reference set of parameters (HR, Eq. 35) was 
chosen and the solvation energy corresponding to this reference set (DGR) calculated. The difference 
in the solvation energy with respect to experiment corresponding to an alternative parameter 
combination X (Δ%1;++< ), is then given by: 
 (36) 
where Δ%>→<  is calculated using Eq. 35. Eq. 36 can be used to generate difference maps within the 
region of parameter space of interest. In this case solvation energies (DGsolv) are used as the target 
parameter. Reference Δ%*567@  values for benzene and 11 aromatic-chloro compounds in water and 
hexane were calculated using an automated thermodynamic integration (TI) protocol.56, 99 The 
specific compounds investigated and the available experimental reference data is presented in Table 
8.1. The change in the solvation energy as a function of a change in εCl and σCl (Δ%*567>→<) was calculated 
as the difference between the change in free energy in solvent and in vacuum: 
 (37) 
where both ΔG*567,)&@→B  and ΔG7(2CCD@→B  are calculated using Eq. 35. 
8.2.2 SSP Ensemble Generation 
As noted above the average in Eq. 35 is only over the reference state ensemble. This means that using 
SSP the free energy for a wide range of alternative parameter combinations can be estimated from a 
single trajectory of a given reference state.168 This has the advantage that such a trajectory can be pre-
calculated and the change in free energy associated with any change in the Hamiltonian determined 
by resampling this stored trajectory. Reference ensembles were generated for all molecules in each 
solvent and in vacuum. Details of the simulations are provided below. Configurations were stored 
every 10 steps (20 fs) for a total of 500,000 frames for water and 225,000 frames for hexane. The 
energy of each frame was then recalculated with an alternative Hamiltonian (HX) where each HX 
corresponded to points on regular 10×10 grid over the range εCl= [0.8, 3.2] and σCl = [0.17, 0.47]. To 
 GXdiff =  G
R + GR!X   Gexp
 GR!Xsolv =  G
R!X
solvent   GR!Xvacuum
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improve the overall efficiency of the calculations, the energy for the reference state and the 100 
alternative parameter combination HX were calculated simultaneously for each frame using m_ener 
from the GROMOS++ analysis library67. This has the advantage that the pairlist need only be 
generated once for each frame. To further improve throughput the reference trajectory was split into 
a series of smaller sets and the calculation parallelized by processing each set of configurations 
independently.  
8.2.3 Estimation of Uncertainty 
The statistical uncertainty in applying Eq. 35 was estimated by comparing the results obtained using 
subsets of the trajectory. Specifically, E configurations were sampled with a random uniform 
probability from the reference trajectory. Eq. 35 was then applied to each subset, i, to estimate Δ%F〈>→<〉I	for this sample. This was repeated J times. The standard deviation of the set of values Δ%F〈>→<〉I was taken as an estimate of the statistical uncertainty in Δ%>→< according to: 
 
(38) 
where m is the number of repeated samples, n is the sample size and Δ%〈>→<〉I############ the mean. This estimate 
of Δ%C)2,'&(;)&K>→< will be dependent to some degree on the choice of n, and whether a statistically 
significant number of configurations corresponding to low energy states in state X (the alternative 
state) are present in the trajectory generated at state R (reference trajectory). Note, given that the 
contribution of any given configuration to the change in free energy has an exponential dependence, 
the above uncertainty estimate should only be taken as a qualitative indicator of the convergence of 
Eq. 35. It is used here to assess the relative confidence with which the values of Δ%>→<  calculated 
for alternative combinations of εCl and σCl should be treated. Values for $%C)2,'&(;)&K>→<  were calculated 
with m = 100 and the sample size n set to the value such that n/N = 0.3 where N is the total number 
of configurations. 
8.2.4 Pure Liquid Systems 
Equivalent difference maps to those generated for the solvation energies were also generated for the 
heat of vaporization (DHvap) and liquid density (rliquid) for each of the aromatic-chloro compounds 
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listed in Table 8.1 (where experimental data was available). The heat of vaporization, Hvap, was 
calculated using: 
 
(39) 
where U is the total potential energy, N is the number of molecules, R is the ideal gas constant and T 
is the temperature. MD simulations of the neat liquids with alternative chlorine Lennard-Jones 
parameters were performed for a 5×5 grid covering the range εCl= [0.8, 3.2] and σCl = [0.17, 0.47]. 
Pure liquid systems were equilibrated while gradually decreasing the coupling to the barostat50. Once 
the systems were equilibrated, configurations were stored every 1000 steps (2 ps) and total potential 
energy every 10 steps (20 fs) from which liquid density (rliquid) and the potential energy of the liquid 
phase <U>liquid were calculated respectively. To determine average potential energy of each 
compound in the gas phase <U>gas the liquid was converted into a gas by translating the position of 
the center of mass of each molecule along x, y and z such that the minimum intermolecular distance 
was 50 nm.  The system was then simulated for 100 ps at constant temperature with the total potential 
energy stored every 10 steps (20 fs). 
8.2.5 Interpolation of the Difference Maps 
The final difference maps were generated by fitting a series of bivariate cubic splines to the calculated 
grid points using a least-squares procedure. The maximum root-mean squared error in the fit and 
lowest adjusted R2 for all grid interpolations were 0.4 kJ/mol and 0.997 respectively. 
8.2.6 MD Simulations 
All calculations were performed using the GROMOS11 simulation package173 in conjunction with 
the GROMOS 54A7 force field18 as implemented in the Automated Topology Builder (ATB)41, 99, 153. 
The initial parameters for the each of the compounds were the same as those used in Koziara et al.99 
The partial charges on the atoms were obtained by applying the Merz and Kollman fitting scheme to 
electrostatic potential surfaces calculated at the B3LYP/6-31G* level of theory in conjunction with 
the PCM implicit solvation model representing water.148 The starting structures were taken from the 
QM optimized geometries generated by the ATB. Initial velocities were taken from a Maxwell-
Boltzmann distribution at 298 K. Bond lengths were constrained using SHAKE49 with a geometric 
tolerance of 10-4. The equations of motion were integrated using a time step of 2 fs. All simulations 
 Hvap =  Uvap + p V =
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were performed at constant temperature (298 K) and pressure (1 atm) using a Berendsen thermostat 
and barostat50 and coupling times of 0.1 and 0.5 ps, respectively. While the Berendsen thermostat 
does not formally sample microstates from either the canonical or microcanonical ensembles, the 
discrepancy is small and not a significant source of error in most practical application including the 
calculation of solvation energy.86-87 The isothermal compressibility was 4.575 × 10-4 (kJ/mol/nm3)-1. 
For the simulations in vacuum the temperature was maintained by applying stochastic dynamics with 
a reference temperature of 298 K and an atomic friction coefficient of 91 ps-1. Non-bonded 
interactions were calculated using a triple-range scheme. Interactions within a shorter-range cutoff of 
0.8 nm were calculated every time step. Interactions between 0.8 and 1.4 nm were updated every 5 
steps together with the update to the pairlist. A reaction field correction was applied for the truncation 
of electrostatic interactions beyond the long-range cutoff. The relative dielectric permittivity of the 
reaction field correction was 6152 and 2 for water and hexane solvents respectively, the values used 
in pure liquid simulations are provided in Appendix I (Table A.1). Note that during TI calculations, 
stochastic coupling with a reference temperature of 298 K and an atomic friction coefficient of 1 ps-
1 was applied to prevent thermal decoupling of solvent and solute components of the system. This 
thermal decoupling effect is an issue when interactions between components of a system are 
completely turned off while using a thermostat algorithm which rely on heat exchange within a system 
to maintain equipartition (unpublished work). 
8.2.7 Generation of the Starting Configurations for the TI and SSP Calculations 
Each solute molecule was placed in a cubic periodic box (minimum distance to the solute box wall 
1.4 nm) and solvated with either SPC48 water or GROMOS 54A7 hexane78. The vacuum systems 
were generated from a given configuration in solvent by simply deleting all solvent molecules within 
the simulation box.  
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8.3 Results and Discussion 
To demonstrate the potential of the parameter space mapping approach we have applied it to the 
refinement of Lennard-Jones parameters for an aromatic-chloro atom within the context of the 
GROMOS force field. The target data against which the GROMOS force field is parameterised 
includes the density and heats of vaporization at room temperature and pressure as well as solvation 
energies in polar and apolar solvents. We note that the development of the GROMOS force field has 
focused primarily on functional groups found within proteins, lipids, nucleotides and sugars.  In tests 
associated with the SAMPL4 challenge it was found that the GROMOS 54A7 force fields (as 
implemented in the ATB) performed well relative to other force fields in terms of the calculation of 
hydration free energies for compounds containing groups found in proteins, but relatively poorly for 
compounds containing halogens such as chlorine. Here we have considered benzene together with a 
set of 11 aromatic-chloro compounds listed in Table 8.1. The interaction parameters of benzene give 
good agreement to the reference data (Table 8.1) suggesting any deviation between the experimental 
and calculated values for this set of aromatic-chloro compounds can be primarily attributed to εCl and 
σCl values, thus providing an ideal test case for the demonstration of this methodology in low 
dimensionality. This set of molecules was also chosen as they can be described using just three sets 
of van der Waals parameters (atom types; C, H and Cl) and have a limited number of unique bonded 
terms. 
As a starting point for the refinement procedure, values for the solvation energies in water (DGH2O) 
and hexane (DGhexane), as well as the heats of vaporization (DHvap) and liquid density (rliquid) (where 
available) were calculated using the standard aromatic carbon, hydrogen and chlorine parameters 
from the GROMOS 54A7 force field, the Lennard-Jones parameters of chlorine were εCl = 1.256 
kJ/mol and  σCl = 0.347 nm corresponding to C6 = 8.7647´10-3 nm6 kJ/mol and C12 = 1.5296´10-5 
nm12 kJ/mol. The results for DGH2O, DGhexane, DHvap and rliquid are shown in Table 8.1. All calculated 
values for benzene are in good agreement with experiment. In the case of the 11 chorine-containing 
molecules, the calculated values for DGH2O, DGhexane, Hvap and rliquid differed significantly and 
systematically from experiment with the average error (AE) between the calculation and experiment 
being 2.4 kJ/mol, -1.0 kJ/mol, -2.8 kJ/mol and -85.1 kg m-3 respectively. The corresponding root 
mean squared error (RMSE) is 3.5 kJ/mol, 1.3 kJ/mol, 2.9 kJ/mol and 88.5 kg m-3 respectively. Two 
points should be noted. First, the calculated value for the DGH2O of hexachlorobenzene deviates from 
the proposed experimental value by ~ 9 kJ/mol, which is substantially larger than the deviation for 
any other compound. In addition, the uncertainty in the experimental value for hexachlorobenzene 
was reported to be ~ 5 kJ/mol. Second, direct experimental data for DGhexane is only available for 2 of 
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the aromatic-chloro compounds (chlorobenzene and 1,4-dichlorobenzene). Several approaches were 
taken to expand the amount of apolar solvation data. Experimental solvation energy data for 1,2-
dichlorobenzene is available in heptane (-25.15 kJ/mol), undecane (-25.56 kJ/mol), and hexadecane 
(-25.77 kJ/mol). The values in these apolar solvents differ by only ~ 0.6 kJ/mol. To determine whether 
the DGhexane could be inferred from the solvation energy in these other solvents the correlation 
between the mean of all available apolar solvation data and the solvation in hexane was examined. 
This analysis was performed on 57 molecules for which hexane and multiple alternative apolar 
solvents were available in the Minnesota database146, see Section 6.1.1 for details. The R2 to exact 
agreement between the mean of the available apolar solvation data and DGhexane for these 57 molecules 
was 0.97 (Figure 8.1), suggesting the average value is highly predictive of the value in hexane. The 
corresponding RMSE was 1.1 kJ/mol which is close to the uncertainty in the calculation. Therefore, 
the average of the available apolar solvation data was used as a proxy for DGhexane	(an additional 
uncertainty 1 kJ/mol was incorporated into the error estimate). For 1,3-dichlorobenzene, 1,2,3-
trichlorobenzene, 1,2,4-trichlorobenzene, 1,3,5-trichlorobenzen, 1,2,3,4-tetrachlorobenzene, 1,2,3,5-
tetrachlorobenzene and 1,2,4,5-tetrachlorobenzene no apolar solvation data is available. However, 
experimental partition data is available. DGhexadecane was estimated as DGH2O – DGH2Oàhexadecane (where 
DGH2Oàhexadecane is the transfer free energy from water to hexadecane) and DGhexadecane used as a proxy 
for DGhexane. As these values represent derived data and include the additional uncertainty in DGhexane 
they were used for validation only (not parameter refinement)174. These values are shown in brackets 
in Table 8.1 and Table 8.2. 
 
Figure 8.1 Comparison between the average experimental apolar solvation energy (DG) and the value 
in hexane for 57 molecules in Minnesota database.146 Only molecules for which DG data in hexane 
and multiple alternative apolar solvents was available have been included. The RMSE and R2 to exact 
agreement (red line) is 1.1 kJ/mol and 0.97 respectively. 
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Table 8.1 Experimental and calculated solvation energies in water (DGH2O) and hexane (DGhexane), heat of vaporization (DHvap) and liquid density (rliquid) 
for benzene and 11 aromatic-chloro compounds; calculated using εCl= 1.256 kJ/mol, σCl = 0.347 nm as the chlorine Lennard-Jones parameters. Values 
for DGhexane shown in brackets are estimated from the partition constants between water and hexadecane. 
  DGH2O (kJ/mol)  DGhexane (kJ/mol)  DHvap (kJ/mol)  rliquid (kg m-3) 
  exp.175 calc. (TI)  exp.146 calc. (TI)  exp. calc.  exp. calc. 
benzene  -3.6 ± 2.5 -4.0 ± 1.0  -16.6 ± 0.8 -16.2 ± 1.0  33.9176 32.70 ± 0.05  873.5177 870.8 ± 0.5 
chlorobenzene  -4.7 ± 2.5 -2.4 ± 0.5  -21.5 ± 0.8 -20.9 ± 0.5  40.97178 39.29 ± 0.05  1100.9177 1052.2 ± 0.5 
1,2-dichlorobenzene  -5.7 ± 2.5 -4.9 ± 0.5  -25.5 ± 1.4a -25.4 ± 0.5  50.23179 47.02 ± 0.05  1300.3180 1211.6 ± 0.5 
1,3-dichlorobenzene  -4.1 ± 2.5 -2.3 ± 0.5  (-24.9 ± 2.8) -26.1 ± 0.5  48.60179 44.96 ± 0.05  1283.5180 1197.2 ± 0.5 
1,4-dichlorobenzene  -4.2 ± 2.5 -3.1 ± 0.5  -23.8 ± 0.8 -25.6 ± 0.5  - -  - - 
1,2,3-trichlorobenzene  -5.2 ± 2.5 -6.2 ± 0.5  (-28.4 ± 2.8) -30.0 ± 0.5  - -  - - 
1,2,4-trichlorobenzene  -4.7 ± 2.5 -3.7 ± 0.5  (-29.6 ± 2.8) -30.1 ± 0.5  54.03179 51.38 ± 0.05  1448.4180 1331.7 ± 0.5 
1,3,5-trichlorobenzene  -3.3 ± 2.5 -1.1 ± 0.5  (-28.5 ± 2.8) -30.6 ± 0.5  - -  - - 
1,2,3,4-tetrachlorobenzene  -5.6 ± 2.5 -4.9 ± 0.5  - -34.4 ± 0.5  - -  - - 
1,2,3,5-tetrachlorobenzene  -6.8 ± 2.5 -2.3 ± 0.5  (-33.4 ± 2.8) -34.8 ± 0.5  - -  - - 
1,2,4,5-tetrachlorobenzene  -5.6 ± 2.5 -2.3 ± 0.5  (-33.5 ± 2.8) -34.8 ± 0.5  - -  - - 
hexachlorobenzene  -10 ± 5143 -0.8 ± 0.5  - -42.8 ± 0.5  - -  - - 
AE (RMSE) b  2.4 (3.5)  -1.0 (1.3)  -2.8 (2.9)  -85.1 (88.5) 
avalue is an average of undecane (-25.56 kJ/mol), hexadecane (-25.77 kJ/mol) and heptane (-25.15 kJ/mol) 
bvalue excluding benzene 
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The precise choice of reference Lennard-Jones parameters from which the perturbations are 
performed is arbitrary provided the SSP approximation holds i.e. the ensemble of configurations 
generated with the reference values has sufficient overlap with the ensemble of configurations 
corresponding to an alternative set of parameters. In this work, εCl = 1.256 kJ/mol, σCl = 0.347 nm 
were used to generate the reference ensembles in water while εCl= 1.491 kJ/mol, σCl = 0.320 nm were 
used to generate the reference ensembles in hexane. Individual difference maps in DGH2O, DGhexane, 
DHvap and rliquid as a function of εCl and σCl were calculated where experimental data was available. 
These are provided in Appendix I (Figure A.1, Figure A.3, Figure A.4 and Figure A.5). 
Hexachlorobenzene was omitted from the refinement procedure due to the large uncertainty in the 
only available experimental value (DGH2O).174 Example DGH2O difference maps for chlorobenzene, 
1,2-dichlorobenzene and 1,2,4,5-tetrachlorobenzene are shown in Figure 8.2a, Figure 8.2c and Figure 
8.2e, respectively. The corresponding uncertainty in the SSP calculation is shown in Figure 8.2b, 
Figure 8.2d and Figure 8.2f, respectively. The crosses in Figure 8.2 indicate the value of the reference 
parameters used. Figure 8.2 shows that for single molecules, large regions of parameter space agree 
equally well with the experimental DGH2O reference data. This is particularly evident in the case of 
chlorobenzene (Figure 8.2a) when the combined experimental (2.5 kJ/mol) and calculation 
uncertainty is also considered. 
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Figure 8.2 Absolute hydration free energy difference between calculated and experimental values 
(left) and single-step perturbation error estimate (right) for chlorobenzene (a and b), 1,2-
dichlorobenzene (c and d), 1,2,4,5-tetrachlorobenzene (e and f). Crosses indicate the value of 
reference Lennard-Jones parameters. 
 
The plots of the estimated uncertainty in the SSP calculations (Figure 8.2b, Figure 8.2d and Figure 
8.2f, and Figure A.2, Figure A.3) indicate that the SSP calculations are highly predictive for small 
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changes in σCL and the uncertainty has very little dependence on εCL. As expected the greatest 
uncertainty is found for cases where the alternative value of σCL is smaller than the reference value 
(cavity deletion). The uncertainty is also strongly dependent on the number of chlorine atoms in the 
molecule. This is because an appropriate arrangement of the solvent must be sampled at multiple sites 
simultaneously.  
The individual error maps for each of the calculated properties (Figure 8.2, Figure A.1, Figure A.3, 
Figure A.4 and Figure A.5) show a continuous contour in parameter space that agrees with the 
experimental value. The gradient of the surface orthogonal to the minima is proportional to the 
number of chlorine atoms in the molecule. It should be noted that there is a degree of uncertainty in 
the individual error maps due to the uncertainty in each of the experimental reference values. Possible 
systematic or statistical errors in the available reference data is a major challenge in any 
parameterisation procedure. Frequently, data pertaining to either a single molecule or a small number 
of molecules is used to parameterise a specific group. This not only holds the danger of overfitting 
(optimizing for a given target molecule) but also optimizing to potentially unrepresentative data. To 
avoid basing the parameterisation on a single molecule and to reduce the effect of errors in the 
reference data the difference maps were combined and averaged for each property over all molecules 
considered.  The average unsigned error (AUE) surfaces for DGH2O (10 compounds) and DGhexane (3 
compounds) along with the corresponding combined uncertainty in the SSP calculations is shown in 
Figure 8.3. The average unsigned error (AUE) surfaces for rliquid and DHvap for the 4 aromatic-chloro 
compounds that form liquids at standard temperature and pressure are shown in Figure 8.4. The 
striking feature of the plots in Figure 8.3 and Figure 8.4 is that even when data from multiple 
molecules is combined a wide range of alternative εCl and σCl values would yield equally good 
agreement with experiment for any given property.  
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Figure 8.3 Average unsigned error (AUE, left) and combined single-step perturbation error estimate 
(right) for DGH2O (a and b) and DGhexane (c and d). AUE for DGH2O includes all aromatic-chloro 
molecules in Table 8.1 excluding hexachlorobenzene, AUE for DGhexane includes chlorobenzene, 1,4-
dichlorobenzene and 1,2-dichlorobenzene. Crosses indicate the value of reference Lennard-Jones 
parameters. 
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Figure 8.4 Average unsigned error (AUE) heat map for combined rliquid (a) and DHvap (b) for the 4 
aromatic-chloro compounds listed in Table 8.1 that form liquids at standard temperature and pressure. 
 
In order to reduce the range of εCl and σCl values further, the AUE surfaces for each of the calculated 
properties were combined to produce Figure 8.5. AUE surfaces for DGH2O, DGhexane and DHvap, which 
all have units of kJ/mol, were simply averaged. However, this was not possible in the case of rliquid 
which has units of kg m-3. Due to this difference, the percentage error (100 × $%&'(&)%*+,$%*+, ) was taken 
instead. This still requires an arbitrary scaling factor to be applied. In this work a 1% error was 
assumed to be equivalent to an error of 1 kJ/mol. Figure 8.5a shows the combined AUE contours 
together with a color scale. Figure 8.5b shows contours together with lines representing the minima 
for each of the AUE surfaces in Figure 8.3 and Figure 8.4: DGH2O (red triangles), DGhexane (yellow 
diamonds), DHvap (green squares) and rliquid (blue circles). 
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Figure 8.5 (a) combined average unsigned error (AUE) of DGH2O, DGhexane, DHvap and rliquid, where 
the error in rliquid is incorporated as the percentage error: 100 ´ |rcalc –rexp| /rexp. (b) the minimum 
contours of the individual AUE surfaces for DGH2O (red triangles), DGhexane (yellow diamonds), DHvap 
(green squares) and rliquid (blue circles). 
 
While a wide range of alternative εCl and σCl combinations yielded equally good agreement to 
experiment for individual properties, when the results from different properties were combined only 
a limited range of values could satisfy all data for all molecules simultaneously. However, several 
points should be noted. First, the surface surrounding the apparent optimal value is very flat. This 
means a range of values would yield essentially identical agreement with experiment and that in this 
case choosing values of εCl and σCl with a precision of more than 3 significant figures is not 
appropriate. Second, from Figure 8.5b it can be seen that the lines corresponding to the minimum in 
DGH2O, DHvap and rliquid intersect at εCl = 1.38 kJ/mol and σCl = 0.327 nm. 
To validate the calculation of solvation energies using SSP, values for DGH2O and DGhexane predicted 
using SSP were compared with those obtained by TI. This was done for each of the 10 compounds at 
the intersection point of DGH2O, DHvap and rliquid shown in Figure 8.5b (εCl= 1.38 kJ/mol and σCl = 
0.327 nm). The values are given in columns 3, 4 and 6, 7 of Table 8.2 and presented graphically in 
Figure 8.6. As can be seen from Figure 8.6 there is an almost 1 to 1 correspondence between the 
values estimated using SSP and those calculated using TI. The RMSE of 0.3 kJ/mol is well within 
the range expected given the statistical uncertainty of the TI calculations, estimated to be ~ 0.5 kJ/mol. 
In addition, from Table 8.2 it is evident that there is a marked improvement in the agreement with 
experiment for DGH2O, DHvap and rliquid. Considering all compounds for which data is available the 
AE between the calculation and experiment is 0.6 kJ/mol, -0.1 kJ/mol and -1.1 kg m-3 respectively. 
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The corresponding root mean squared error (RMSE) is 2.3 kJ/mol, 0.8 kJ/mol and 5.1 kg m-3 
respectively. If hexachlorobenzene is excluded the AE and RMSE between the calculation and 
experiment for the DGH2O decreases to 0.0 kJ/mol and 1.5 kJ/mol, respectively, essentially within the 
combined uncertainty of the calculation and experiment. The minimal line for DGhexane does not 
intersect the other lines at εCl = 1.38 kJ/mol and σCl = 0.327 nm but does pass close to the initial 
chlorine parameter combination of εCl= 1.256 kJ/mol and σCl = 0.347 nm. As a consequence there is 
a slight increase in combined error in the case of DGhexane with the AE being –1.6 kJ/mol and the 
RMSE being 1.8 kJ/mol. There could be a number of reasons for why DGhexane does not agree with 
the other target properties considered. For example, only a limited amount of direct experimental data 
is available for DGhexane. Alternatively, it is possible that the parameters used for the hexane solvent 
(an entirely neutral united atom model) are not optimal, leading to a systematic shift in the calculated 
values for DGhexane.  Given these additional uncertainties it would be inappropriate to place excessive 
weight on the increase in error in the DGhexane, particularly considering the overall improvement 
obtained with respect of all other reference properties. 
 
Figure 8.6 Comparison between solvation energy calculated using single step (SSP) perturbation and 
thermodynamic integration (TI) for solvation in water (circles) and hexane (triangles). The overall 
RMSE to perfect agreement is 0.3 kJ/mol, TI calculations were converged to a statistical uncertainty 
of 0.5 k/mol. 
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Table 8.2 Experimental and calculated solvation energies in water (DGH2O) and hexane (DGhexane), heat of vaporization (DHvap) and liquid density (rliquid) for 11 
aromatic-chloro compounds; calculated using εCl= 1.38 kJ/mol, σCl = 0.327 nm as the chlorine Lennard-Jones parameters. Values for DGhexane shown in brackets 
are estimated from the partition constants between water and hexadecane for these compounds. 
 
 
DGH2O (kJ/mol)  DGhexane (kJ/mol)  
ΔH#$%&  
(kJ/mol)  
'()*+),&  
(kg m-3) 
   exp.175 calc. (TI) calc. (SSP)  exp.146 calc. (TI) calc. (SSP)  exp. calc.  exp. calc. 
chlorobenzene  -4.7 ± 2.5 -3.5 ± 0.5 -4.0 ± 0.5  -21.5 ± 0.8 -21.1 ± 0.5 -21.1 ± 0.5  40.97178 40.61 ± 0.05  1100.9177 1093.6 ± 0.5 
1,2-dichlorobenzene  -5.7 ± 2.5 -6.0 ± 0.5 -6.2 ± 0.5  -25.5 ± 1.4a -26.1 ± 0.5 -25.9 ± 0.5  50.23179 49.77 ± 0.05  1300.3180 1295.8 ± 0.5 
1,3-dichlorobenzene  -4.1 ± 2.5 -4.7 ± 0.5 -4.1 ± 0.5  (-24.9 ± 2.8) -25.9 ± 0.5 -  48.60179 47.66 ± 0.05  1283.5180 1285.9 ± 0.5 
1,4-dichlorobenzene  -4.2 ± 2.5 -4.3 ± 0.5 -4.7 ± 0.5  -23.8 ± 0.8 -26.2 ± 0.5 -26.0 ± 0.5  - -  - - 
1,2,3-trichlorobenzene  -5.2 ± 2.5 -8.2 ± 0.5 -8.0 ± 0.5  (-28.4 ± 2.8) -30.7 ± 0.5 -  - -  - - 
1,2,4-trichlorobenzene  -4.7 ± 2.5 -5.3 ± 0.5 -5.3 ± 0.5  (-29.6 ± 2.8) -30.9 ± 0.5 -  54.03179 55.22 ± 0.05  1448.4180 1453.5 ± 0.5 
1,3,5-trichlorobenzene  -3.3 ± 2.5 -2.8 ± 0.5 -2.8 ± 0.5  (-28.5 ± 2.8) -30.5 ± 0.5 -       
1,2,3,4-tetrachlorobenzene  -5.6 ± 2.5 -6.4 ± 0.5 -6.8 ± 0.5  - -35.4 ± 0.5 -  - -  - - 
1,2,3,5-tetrachlorobenzene  -6.8 ± 2.5 -3.8 ± 0.5 -4.3 ± 0.5  (-33.4 ± 2.8) -35.7 ± 0.5 -  - -  - - 
1,2,4,5-tetrachlorobenzene  -5.6 ± 2.5 -5.1 ± 0.5 -4.8 ± 0.5  (-33.5 ± 2.8) -35.9 ± 0.5 -  - -  - - 
hexachlorobenzene  -10 ± 5143 -3.7 ± 0.5 -  - -44.0 ± 0.5 -  - -  - - 
AE (RMSE)  0.6 (2.3) [0.0 (1.5)]b   -1.6 (1.8)   -0.1 (0.8)  -1.1 (5.1) 
avalue is an average of undecane (-25.6 kJ/mol), hexadecane (-25.77 kJ/mol) and heptane (-25.15 kJ/mol) 
bcalculated excluding hexachlorobenzene
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Before discussing the potential and limitations of the proposed approach it is important to note that 
the primary purpose of the current manuscript is to describe and illustrate the methodology. While 
the location at which the minimal lines for DGH2O, DHvap and rliquid intersect (εCl = 1.38 kJ/mol and 
σCl = 0.327 nm) leads to a significant improvement in the calculated properties for this series of 
aromatic-chloro compounds over those parameters used previously, we do not propose that these 
parameters are optimal in all cases. What is clear is that a very wide range of Lennard-Jones 
parameters were equally effective at reproducing individual experimental quantities.  No single 
property was sufficient to constrain the chloro- Lennard-Jones parameters even when considering 
multiple molecules simultaneously. Only when multiple different properties with an orthogonal 
dependence on εCl and σCl were combined could an optimal region of parameter space be defined. In 
this case, the parameters were primarily constrained by rliquid which shows a very strong dependence 
on σCl. Conversely, DGH2O, DGhexane and DHvap show a stronger dependence on εCl. What is also clear 
is that while it was possible to significantly improve the agreement with experiment, it was not 
possible to fit all of the available experimental data simply by varying εCl and σCl. The question is, 
however, whether the remaining discrepancies are due to errors in experimental reference values, the 
choice of functional form, the assumption of transferability, and/or inaccuracies in other interaction 
parameters e.g. atomic charges and solvent model. For this work the partial charges were assigned 
based on a simple fit to the electrostatic potential derived quantum mechanically.  While good 
agreement with experiment was obtained using these charges, the use of an alternative charge model 
would potentially influence DGH2O and DHvap significantly meaning that a different set of εCl and σCl 
values would become optimal. Also, as noted above the value of σCl was heavily constrained by rliquid. 
However, rliquid will also be potentially very sensitive to slight changes in the carbon-chlorine bond 
length. The use of parameter space mapping in combination with perturbation approaches can in 
principle be simply extend to higher dimensions in order to consider the effects of altering a wide 
range of parameters simultaneously. For example, considering parameter grids in more than 2 
dimensions allows for the optimization of Lennard-Jones parameters of functional groups containing 
multiple atoms. The methodology can also be extended in a more discretized manner by testing the 
effects of alternative collections of parameters, such as a different charge model, sets of bonded 
parameters or even alternative functional forms to describe particular interactions. However, while 
extending the dimensionality of grids is in principle trivial, it comes with considerable practical 
challenges in terms of computational requirements and the complexity of analysing and interpreting 
the data.  
The primary challenge in parameter space mapping is the need to examine a wide range of alternative 
parameter combinations in order to identify the full range of potentially optimal regions in parameter 
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space with respect to a given set of target properties. This is required in order to be able to combine 
different maps efficiently i.e. identify a consensus region for which all properties are at or close to 
their minimum. This avoids the poor conditioning of the problem associated with searching high-
dimensional surfaces using local gradients (i.e. the system becoming trapped in local minima or 
converging to unphysical values). In practice this requires that it is possible to estimate a given target 
property with high efficiency. Here, this was achieved by using SSP to examine the effect of changing 
in the Lennard-Jones parameters with respect to solvation energies. It should be noted, however, that 
while in this study SSP was only used to examine the effect of changes in the Lennard-Jones 
parameters, Eq. 35. is in principle applicable to any combination of force field parameters or even the 
functional form used to calculate the interatomic interactions. In addition to quantities directly 
dependent on differences in free energy such as solvation energies, binding free energies and 
conformational propensities it can in principle also be extended to any target data that can be 
calculated as derivatives of thermodynamic quantities or from changes in the probability of states. 
It is important to note that while in principle SSP approaches can be used to map a wide range of 
target properties onto any set of force field parameters, for many combinations of target properties 
and force field parameters this may not be appropriate. Aspects which should be considered include: 
(1) the convergence of SSP for a given combination of target property and force field parameter i.e. 
the overlap of configurational ensembles and the uncertainty in the prediction of the target property; 
(2) the physical rational for empirically parameterizing a specific force field parameter with respect 
to a particular combination of target properties; (3) the degree to which the force field parameters 
being optimized can be considered as independent from those parameters which are being held fixed; 
(4) the dimensionality of the problem required to consider all highly correlated degrees of freedom. 
For example, we do not consider this approach appropriate for optimizing atomic charge distributions 
or dihedral parameters with respect to the thermodynamic properties of pure liquids and/or solvation 
energies. Such parameters are perhaps more suited to being derived from quantum mechanical 
calculations than being empirically fitted. However, the method is perfectly suited to testing whether 
the agreement to experiment can be fundamentally improved with an alternative scheme for assigning 
atomic charges, or whether the same Lennard-Jones parameters can be used for the oxygen atom in a 
primary, secondary or tertiary alcohol or with different neighbouring groups. 
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8.4 Conclusions 
A method for the systematic parameterisation of empirical force field by mapping the difference 
between calculated and reference data with respect to parameter space has been presented. The 
method was illustrated by applying it to the refinement of chorine Lennard-Jones parameters for 
aromatic-chloro compounds against experimental data for DGH2O, DGhexane, DHvap and rliquid. The 
advantage of mapping complete surfaces in parameter space as opposed to considering single points 
is that it simplifies the combination of multiple types of reference data from multiple molecules, as 
well as providing insight into the dependence of specific target properties to changes in force field 
parameters. We have shown that the refinement of Lennard-Jones parameters against multiple 
molecules simultaneously led to improved robustness and explicitly ensured transferability. The 
consideration of individual properties in isolation led to a broad range of equally valid solutions but 
the combination of multiple experimental reference properties identified a specific region of 
parameter space as being optimal. 
The applicability of any parameterisation approach will ultimately depend on its computational cost, 
accuracy and robustness. By directly mapping parameter space, a large number of parameter 
combinations can be tested against all the available reference data for sets of related molecules 
simultaneously. SSP methods can be utilized to efficiently incorporate thermodynamic properties 
directly into the parameterisation procedure. The methodology outlined here can also be used to 
systematically test assumptions about parameter transferability i.e. the similarity of the chemical 
environment of an atom or collections of atoms between molecules, as well as to assess the 
performance of alternative forms of the interaction functions, with the ultimate aim of producing 
accurate and consistent force fields suitable for a wide range of applications. 
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Chapter 9  
Summary and Conclusions 
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Recent advances in parallelisation algorithms and computational hardware is enabling classical MD 
simulations to be performed over ever-increasing time and length scales. As a result, MD simulations 
are increasingly being used to understand a wide range of processes which occur at the atomic and 
molecular scale. One such application is the use of free energy calculations in drug discovery 
efforts.181-183 However, whether results obtained by MD simulation have any bearing on reality 
depends on the ability of the model to reproduce the relevant properties with sufficient accuracy.174 
To determine whether this is the case requires an understanding of: (1) the errors associated with the 
equations and parameters used to represent the system, (2) the errors resulting from the evaluation of 
model equations i.e. choices pertaining to the fidelity of the simulation, (3) appropriateness of the 
boundary conditions and the algorithms used to maintain them, and (4) whether the simulation has 
adequately sampled the relevant states. In this thesis, I have detailed a number of contributions that I 
have made to the understanding of these aspects for classical MD simulation, with a particular focus 
on simulations involving small molecules. 
While well validated force field parameters are available for biomolecules such as proteins, this is 
not the case for small molecules. A common validation property for small molecules is the ability to 
reproduce the solvation energy, as accurately reproducing the solvation energy is highly correlated 
with correctly predicting the binding affinity of ligand:protein complexes. In order to facilitate the 
large-scale validation of small molecule force field parameters with respect of experimental solvation 
energy, Chapter 2 describes a fully automated protocol for the calculation of solvation energy by TI. 
The protocol employs an iterative error minimisation strategy that utilises a novel method for 
estimating the standard error of an ensemble average obtained from a time series (2.1) as well as an 
analytical error analysis of the Trapezoidal integration method (2.2) in order to obtain calculated 
solvation energy values within a predefined target uncertainty. I have shown that this approach 
improves both the efficiency and robustness of solvation energy calculations by dynamically 
adjusting the number and length of MD simulations according to the convergence properties of the 
TI calculation for individual molecules. As shown in Figure 2.10, the failure to ensure adequate 
convergence of TI calculations can introduce a systematic error in solvation energy calculations 
which in turn can influence force field validation and parameterisation results. 
The evaluation parameters of an MD simulation, such as those which determine the boundary 
conditions and simulation fidelity, were investigated in terms of their effect on properties calculated 
from an MD simulation. Chapter 3 details the effect of particular temperature coupling schemes as 
well as the influence of various cutoff effects on the calculation of solvation energy. I found that when 
using the Berendsen thermostat to maintain constant temperature during the calculation of solvation 
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energy by TI, stochastic coupling is required to maintain thermalisation of the solute and thus ensure 
the accuracy of the calculation. I also found that the typical twin-range cutoff scheme that is used in 
simulations performed with the GROMOS force field introduces a systematic error on the order of 1 
kJ/mol to the calculated solvation energy in SPC water. Similarly, Chapter 4 describes the effect of a 
multiple-time-step integration algorithm implemented in particular versions of the GROMACS 
simulation package on the results of MD simulations of lipid membranes. The change to the default 
integration algorithm was found to have a significant effect on the fluidity of lipid membranes, as 
indicated by the average area per lipid, when compared with results obtained under reference 
conditions. These results highlight the importance of consistency and rigorous testing in MD code 
development as well as the need to parameterise force field under appropriate reference conditions so 
as to avoid implicitly incorporating the effects of time-saving techniques. 
Chapter 5 and Chapter 6 describe the validation of small molecules parameters produced by the ATB 
web server41 with respect to solvation energy in water and hexane. This work consisted of over 1000 
individual solvation energy calculations which were performed with the automated protocol that I 
developed and describe in Chapter 2. The Lennard-Jones parameters assigned by the ATB are chosen 
from existing terms in the GROMOS force field which has been predominantly parameterised to 
reproduce the pure liquid and solvation properties of biomolecules. As illustrated by Figure 5.2 and 
Figure 6.4, the accuracy of the solvation energy prediction varies significantly between molecules 
which contain particular functional groups. The ATB was found to perform better for molecules 
which contain functional groups that are present in common biomolecules (e.g. alcohols and ketones). 
A detailed analysis of the sources of error in the solvation energy results (Chapter 7) identified that a 
combination of sub-optimal Lennard-Jones parameters and incompatibilities between the GROMOS 
Lennard-Jones terms and the ATB charge model is the most likely cause of the systematic errors 
observed. In Chapter 7 I also showed that the method used by the ATB to generate point charges for 
united atom carbons is introducing significant scatter to the calculated solvation energy values. The 
testing of an alternative method resulted in an improvement in the R2 from 0.82 to 0.97 for the 
agreement between calculated and experimental solvation energy in water for 84 hydrocarbon 
molecules (Section 7.2.2). Chapters 5, 6 and 7 illustrate that by performing validation on a large-
scale, sources of error can be systematically identified, which can be subsequently used to guide 
parameterisation efforts. 
The use of classical MD simulations to represent molecular systems involves a considerable degree 
of approximation to the underlying physics. This fundamentally compromises the ability of MD 
simulations to reproduce all the physical properties of a system simultaneously. However, this fact 
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should not impede exhaustive efforts to reproduce collections of related properties with a single force 
field, or be used to justify a multitude of force fields fitted for specific applications. While some 
classical force field parameters can be readily derived from QM calculations e.g. atomic charges, 
others, such as 6-12 Lennard-Jones terms, are more suited to being fitted empirically to 
experimentally determined quantities such as solvation and pure liquid properties. This is due to the 
fact that the 6-12 Lennard-Jones model of van der Waals interactions is a simplistic approximation to 
the underlying physics and therefore relies on reproducing the average effects of those degrees of 
freedom not present in the model. In Chapter 8 I describe a method that I developed for empirically 
fitting classical force field parameters with respect to multiple physical properties simultaneously. 
This is achieved by explicitly mapping the difference between calculated and target properties in a 
series of related molecules. The method utilises single-step perturbation approaches to efficiently 
calculate changes in the free energy of a system as a function of alternative parameter combinations. 
As a simple illustration of the method in a low-dimensionality, it was applied to refine the Lennard-
Jones parameters of chlorine atoms in a series of 10 chloro-benzene compounds. It was found that for 
the optimisation of Lennard-Jones parameters with respect to a single experimental thermodynamic 
property (e.g. solvation energy, heat of vapourisation or liquid density), a large range of parameter 
combinations satisfied the target constraint equally well. This was also found to be the case when 
multiple related molecules were considered simultaneously. Only when multiple target properties 
were combined could the ambiguity be reduced and an optimal region of parameter space identified. 
For this particular set of molecules, the method was able to achieve RMSE values for the agreement 
to experimental solvation energy in water and hexane of 1.5 and 1.8 kJ/mol respectively, along with 
an RMSE of 0.8 kJ/mol for the heat of vapourisation and an RMSE of 5.1 kg m-3 for the liquid density 
(Table 8.2). If this result is illustrative of the general performance of classical MD simulations, it 
suggests that the commonly used functional forms are able to achieve better accuracy on a wide range 
of properties than has typically been assumed.  
This work has identified a number of cases which could lead to incorrect conclusions being drawn on 
the ability of classical MD simulations to reproduce a wide range of experimental properties. For 
example, I have shown that the calculated solvation energy for a given compound is dependent on a 
number for factors: the statistical precision of the calculation (Section 2.3), the appropriate choice 
and configuration of the thermostat algorithm (Section 3.1), the treatment of long-range interactions 
(Section 3.2), the solvent model (Section 7.3), as well as the interaction parameters used to represent 
the molecule (in particular the atomic charges Sections 7.2, and Lennard-Jones terms Sections 7.4 
and 8.3). Failure to consider the factors which contribute to the values calculated for particular 
properties and as a result implicitly incorporating these contributions in parameterisation of force 
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fields undermines the accuracy of the MD simulations and places fundamental limitations of their 
utility. If force field parameterisation efforts do not properly deal with the sources of uncertainty in 
both the calculated and experimental values, along with the ambiguity of considering individual target 
properties in isolation, incorrect conclusions will be made about their limitations. This may lead to 
the premature incorporation of additional degrees of freedom which will only serve to exacerbate the 
problem of the over fitting of force fields, rendering them useful to specific applications only. 
In this work, I have shown that by considering related molecules collectively, systematic errors due 
to inaccuracies or incompatibilities in their common parameters can be robustly identified. I have also 
shown that identical parameters in a series of related molecules can be optimised simultaneously with 
respect to a range of target properties. The optimisation of force field parameters in this way mitigates 
against the effect of experimental uncertainty and reduces the potential for overfitting. Additionally, 
the grouping of molecules makes explicit assumptions about the transferability of the parameters 
being optimised, as well as providing a means of testing these assumptions. The transferability of 
force field parameters is critical to the predictive ability of classical MD simulations due to the 
underdetermined nature of force field parameterisation and the fact that most applications are 
indirectly related to the target properties used in parameterisation. The suitability of treating a 
particular term as identical in multiple molecules is dictated by its sensitivity to the local chemical 
environment. A closely related issue is the degree of correlation between force field parameters, 
which determines whether particular terms can be considered effectively decoupled and can therefore 
be optimised independently. For the true performance of classical MD simulations to be realised, the 
transferability and independence of force field parameters must be assessed and used to inform large-
scale, systematic parameterisation with respect to a wide range of target properties.  
This work has identified systematic errors in the hydrocarbon parameters for both the united and all 
atom carbon models produced by the ATB (Sections 6.2.2, 7.1, 7.2.2 and 7.4). Since the parameters 
of carbon and hydrogen atoms account for the majority of the force field terms in organic molecules, 
it is critical that these components of the model are as accurate as possible. The high correlation that 
was found for the solvation energy of hydrocarbons in water with the all atom ATB model (Figure 
7.1) suggests that the systematic error identified in the hydrocarbon model can be significantly 
reduced through refinement of the Lennard-Jones parameters. It is important to note the all atom ATB 
hydrocarbon model consisted of predominantly two Lennard-Jones parameters, one for the carbons 
and one for the hydrogens (the exceptions being the buried tertiary and quaternary carbon atoms). 
This result indicates a higher degree of transferability for Lennard-Jones parameters than has been 
typically assumed. The parameter space mapping method presented in Chapter 8 is highly suited to 
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rigorously testing the transferability of the hydrocarbon Lennard-Jones parameters as well as 
optimising them against all the available solvation and pure liquid data. Once the ATB hydrocarbon 
model has been optimised, attention can then be turned to optimising the force field parameters 
assigned by the ATB to other atoms and functional groups. To this end, parameter space mapping can 
be used to test, for example, whether the Lennard-Jones parameters of the oxygen atom in an alcohol 
group can be treated as identical to that of an ester. As well as whether the Lennard-Jones parameters 
of the carbons neighbouring the oxygen atoms in such groups can be treated as identical to those in 
an alkyl chain. In this way, the transferability and independence of force field parameters can be 
rigorously determined and used to progressively generate consistent set of parameters that are both 
accurate and robust, making them suited to a wide range of applications. 
The rapid extension of MD simulations to longer time-scales and larger systems has resulted in a shift 
in the factors which dictate their accuracy. While adequate sampling is still a major limiting factor in 
many applications, the increase in time and length scales necessitates improvements in the other 
aspects of the model which now have a significant impact on their performance. Fortunately, the same 
increase in computational power which has facilitated improved sampling, also enables large-scale 
validation and subsequent refinement of the models. The methods and approaches that I have 
presented in this thesis will help the development of consistent force fields which are suitable for 
small molecules as well as common biomolecules such as proteins and lipids. Thus, rather than 
assigning parameters to small molecules that were parameterised to reproduce the properties of 
biomolecules, accurate parameters for common biomolecules can be taken from those which have 
been parameterised on small molecules. The parameterisation of entire force fields from individual 
functional groups in small molecules will alleviate cancellation of errors, ensures consistency and 
enable the true accuracy of classical MD simulations to be realised. 
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Table A.1 Experimental relative dielectric permittivity (ε) used in the pure liquid simulations. 
 ε 
Benzene 2.27a 
Chlorobenzene 5.63a 
1,2-Dichlorobenzene 9.93a 
1,3-Dichlorobenzene 5.04a 
1,2,4-Trichlorobenzene 4.15b 
aData from Smyth et al.184 
bData from Laurence et al.185; temperature: 293.15K 
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Figure A.1 Individual absolute difference maps between the calculated and experimental solvation 
energy in water calculated by single-step perturbation (SSP). Crosses indicate the Lennard-Jones 
parameter values used to generate reference ensembles for the SSP calculations. 
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Figure A.2 Individual single-step perturbation (SSP) uncertainty maps for calculation of solvation 
energy in water. Crosses indicate the Lennard-Jones parameter values used to generate reference 
ensembles for the SSP calculations. 
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Figure A.3 Individual absolute difference maps between calculated and experimental solvation 
energy in hexane (a, c, e) and corresponding single-strep perturbation (SSP) uncertainty (b, d, f). 
Results are shown for chlorobenzene (a and b), 1,4-dichlorobenzene (c and d), 1,2-dichlorobenzene 
(e and f). Crosses indicate the Lennard-Jones parameter values used to generate reference ensembles 
for the SSP calculations. 
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Figure A.4 Individual absolute difference maps between the calculated and experimental heat of 
vaporization at 298 K and atmospheric pressure. 
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Figure A.5 Individual absolute difference maps between the calculated and experimental liquid 
density at 298 K and atmospheric pressure. 
 
 
