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QUANTIZATION OF A COMPLEX HIGHER ORDER
DERIVATIVE THEORY USING PATH INTEGRALS
CARLOS A. MARGALLI AND J. DAVID VERGARA
Abstract. This work addresses the quantization of a self-interacting higher
order time derivative theory using path integrals. To quantize this system and
avoid the problems of energy not bounded from below and states of negative
norm, we observe the following steps: 1) We extend the theory to the complex
plane and in this sense we double the degrees of freedom. 2) We add a total
derivative to fix the convenient boundary conditions. 3) We check that the
complex structure is consistent. 4) To map from the complex space to the
real space we introduce reality conditions as second class constraints and we
check that the interactions do not generate more constraints. 5) We built the
measure of the complex path integral and we show that including currents the
theory is projected to a self-interacting real theory that is renormalizable.
1. Introduction
The aim of this paper is to study the quantization of interacting high order time
derivative theories using path integrals [1, 2, 3, 4, 5, 6, 7, 8]. It is common knowledge
that the quantization of these kind of systems cannot be done consistently if we add
interactions, since the decouple ghosts reappear again in this instance [9]. Then,
one is forced to select in these cases between a Hamiltonian no bounded from below,
i.e. no vacuum state, or states with negative norm, i.e. ghosts [10, 11]. So it seems
that there is no way to quantize consistently these systems. However, in recent
years there are a renewal interest in these kind of theories, because they are an
example of systems with Lorentz symmetry breaking [12, 13]. The usual way to
treat these theories is to consider a perturbative approach [4, 6] or an effective
approach [2, 3]. Both approaches have the disadvantage that in the procedure they
lost degrees of freedom, i.e. at the end we only have a description of the low energy
modes. If, we consider that these theories are only the effective part of a more
fundamental theory, this kind of approach have a full justification. However, if
we consider that these theories are fundamental we are losing physically relevant
information of the theory. An alternative approach was proposed in [14] in order
to avoid loosing physically relevant information. However, this approach uses the
gauge/gravity correspondence then until now has only been formulated in the case
of Anti-de-Sitter space.
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To capture this lost information in [15], was proposed a procedure to quantize
complex high order derivative theories at the level of particles and in [16] this work
was extended to field theory using a canonical quantization. In this paper we
generalize this procedure using path integrals and we analyze the full consistency
of the procedure. The key point of our method is not quantize directly the real high
order time derivative theory. Instead of that we quantize a complexified version of
the theory and we project this theory to the real space. To realize this projection
we analyze the consistency of the problem in the context of Dirac’s quantization of
systems with constraints and we show what type of interactions can be introduced
consistently in the model. The first step in the procedure is to complexify the
original high order derivative theory. This implies that the original degrees of
freedom of the theory are duplicated. The second step is to add a total derivative
to the action, this derivative change the variables that are fixed at the boundary
and consequence selects what fields are associated to the real degrees of freedom,
this two steps are analyzed in section 2. In Section 3, we will look more closely at
the complex structure of the theory and we check that the complexified equations
of motion satisfy the Cauchy-Riemann conditions. The next step is to map the
complex higher order derivative theory to a theory of real scalar fields. To make this
mapping consistently we introduce a set of reality conditions that reduce the degrees
of freedom of the complex theory and turn out the new theory real. We show that
this reality conditions can be interpreted as second class constraints and we show
that the free theory is closed under the evolution of this constraints. In Section 5 we
introduce the interactions and we show that there are several types of interactions
that are consistent with the reality conditions in the sense that the addition of
these terms to the total Hamiltonian do not produce additional constraints, and
in this sense we prove that our procedure is fully consistent inclusive when we add
interactions. Section 6 is devoted to the quantization of the theory using path
integrals. We introduce a measure in the extended space that includes the full set
of second class constraints. This measure will project the complex theory to a real
one. Because we add sources, to properly take into account the interactions. We
add as additional conditions the relationships that we obtain for the sources from
the equations of motion and reality conditions. To apply our results in Section 7 we
quantize a high order derivative theory that corresponds to the Schwinger model
via bosonization [17].
2. Structure of a Complex Higher Order Derivative Theory
The Bernard-Duncan model is the most basic higher order time derivative field
theory with action given by
(2.1) S0 =
∫
d4x
1
2
[−(✷ϕ)2 + (m21 +m
2
2)∂µϕ∂
µϕ−m21m
2
2ϕ
2]
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where the scalar field ϕ is real. In this point one can think of quantizing this model
following the usual procedure in quantum field theory, but we will find problems
as the existence of negative norm states, the energy is unbounded from below and
the dispersion matrix is non unitary. However, these troubles can be considered as
interpretation failure following the ideas of Pais and Uhlenbeck [1] and the conclu-
sions of Hawking and Hertog [5], taking into account to two independent Hilbert
spaces. In spite of all, it is not possible to include interactions in the system.
In this work we want to take a step forward and analyze an extension to the
complex plane of the Bernard-Duncan model. This extension implies that the
theory is not Hermitian. However, we will show that this complex model can be
consistently restricted to a real phase space. This restriction is implemented using
second class constraints following the Dirac’s formalism [18], and we show that the
constraint surface is preserved by the inclusion of some kind of interactions.
Firstly we establish a complexification of the Bernard-Duncan theory, i.e., we
define that the higher order field is complex
(2.2) φ ≡ φR + iφI .
With this complexification, the number of degrees of freedom is duplicated. Sec-
ondly we attach a total derivative term to the complex Lagrangian density, this
does not modify the equations of motion, but it allows to pick out the boundary
conditions in terms of the field φ and the acceleration φ¨.
The Lagrangian density attaching the total derivative term is
(2.3) S =
∫
d4x
{
1
2
[(✷φ)2 + (m21 +m
2
2)∂µφ∂
µφ−m21m
2
2φ
2] + ∂µφ(∂
µ
✷φ)
}
with a complex field φ and a Lagrangian density which is an complex analytic
function.
The above (2.3) is used to obtain directly the respective momenta
π0 =
∂L
∂φ˙
− ∂µ
∂L
∂∂µφ˙
+ ∂ν∂σ
∂L
∂∂ν∂σφ˙
(2.4)
π1 =
∂L
∂φ¨
− ∂µ
∂L
∂∂µφ¨
(2.5)
π2 =
∂L
∂φ(3)
(2.6)
resulting explicitly
π0 = φ
(3) − 2∇2φ˙+ (m21 +m
2
2)φ˙(2.7)
π1 = 0(2.8)
π2 = φ˙(2.9)
which are separable in real and imaginary parts. From these momenta we obtain
four constraints which later we will study using Dirac’s theory of constraints [18, 19].
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To solve the equations of motion of (2.3) we need to specify the initial conditions
φ(~x, t = t0), φ˙(~x, t = t0), φ¨(~x, t = t0) and φ
(3)(~x, t = t0). The above define the
configuration space of the Lagrangian theory and it shows that we have 8 linearly
independent solutions, because our theory is complex.
From the Ostrogradsky Hamiltonian description of the third order theory (2.3)
[20], we define the independent fields
(2.10) φ = φ, η = φ˙, ξ = φ¨,
that will be used to establish clearly the appearance of constraints.
Fields and momenta allow us to introduce the Hamiltonian theory that is com-
plex, but it is not clear the way we introduce higher order quantities. In next
subsection, by means of Schwinger action’s principle we argue reasons to introduce
these fields (2.10) and these momenta (2.4) that result in a consistent Hamiltonian
theory.
2.1. The Schwinger Variational Principle. In order to show the effect of bound-
ary conditions, we use the Schwinger variational principle [21], applied to the action
(2.3) resulting
(2.11) δS =
∫
d4x−
1
2
φ
{
✷(✷) + (m21 +m
2
2)✷+m
2
1m
2
2
}
φ+
∫
d3x {π0δφ+ π2δξ} ,
where we find that the fields φ and ξ are naturally fixed on the boundary and in
this sense the definitions in (2.4) -(2.6) are consistent. Also, from the variation we
see that there are only 2 complex degrees of freedom in the configuration space, 4
in the phase space (φ, ξ, π0, π2), instead of the 3 complex that we see in (2.10), and
this implies that our theory has constraints.
The Hamiltonian density resulting from Ostrogradsky’s Theory is
H = π1ξ + π0π2 + 2π2∇
2η − (m21 +m
2
2)ηπ2 −
1
2
ξ2 −
1
2
(∇2φ)2 + ξ∇2φ(2.12)
−
(m21 +m
2
2)
2
η2 +
(m21 +m
2
2)
2
∇φ· ∇φ +
m21m
2
2
2
φ2 − η∇2η + (m21 +m
2
2)η
2
−ξ∇2φ+ (∇2φ)2 + π0π2 − ηπ0.
QUANTIZATION OF A COMPLEX HIGHER ORDER DERIVATIVE THEORY USING PATH INTEGRALS5
The Hamiltonian density (2.12) in terms of real and imaginary parts is
HR = π1RξR + π0Rπ2R + 2π2R∇
2ηR − (m
2
1 +m
2
2)ηRπ2R −
1
2
ξ2R(2.13)
−
1
2
(∇2φR)
2 + ξR∇
2φR −
(m21 +m
2
2)
2
η2R +
(m21 +m
2
2)
2
∇φR· ∇φR
+
m21m
2
2
2
φ2R − ηR∇
2ηR + (m
2
1 +m
2
2)η
2
R − ξR∇
2φR + (∇
2φR)
2
+π0Rπ2R − ηRπ0R
−[π1IξI + π0Iπ2I + 2π2I∇
2ηI − (m
2
1 +m
2
2)ηIπ2I −
1
2
ξ2I
−
1
2
(∇2φI)
2 + ξI∇
2φI −
(m21 +m
2
2)
2
η2I +
(m21 +m
2
2)
2
∇φI · ∇φI
+
m21m
2
2
2
φ2I − ηI∇
2ηI + (m
2
1 +m
2
2)η
2
I − ξI∇
2φI + (∇
2φI)
2
+π0Iπ2I − ηIπ0I ],
HI = [π1RξI + π1IξR + π0Rπ2I + π0Iπ2R + 2π2R∇
2ηI + 2π2I∇
2ηR
−(m21 +m
2
2)ηRπ2I − (m
2
1 +m
2
2)ηIπ2R − ξRξI −∇
2φR∇
2φI(2.14)
+ξR∇
2φI + ξI∇
2φR − (m
2
1 +m
2
2)ηRηI + (m
2
1 +m
2
2)∇φR· ∇φI
+m21m
2
2φRφI − ηR∇
2ηI − ηI∇
2ηR + 2(m
2
1 +m
2
2)ηRηI
−ξR∇
2φI − ξI∇
2φR + 2(∇
2φR)(∇
2φI)
+π0Rπ2I + π0Iπ2R − ηRπ0I − ηIπ0R].
In this part we have found a real phase space with 12 real degrees of freedom, but
with the Schwinger variational method we have 8 degrees of freedom. In fact, it
suggests which the Hamiltonian theory is incomplete and we need to incorporate
the constraints and in the next section this problem is faced using the Dirac’s
Method. Furthermore, in the spirit of the Complex Hamiltonian in the next section
we analyze how to introduce a complex symplectic structure in such way that the
Hamiltonian equations satisfy identically the Cauchy-Riemann conditions and in
this way the evolution of the theory be analytical.
3. Hamilton’s Equations and Cauchy-Riemann equations
In this section we study the complex Hamiltonian structure and we select the cor-
rect symplectic structure in such way the classical evolution respects the analyticity
of the system.
3.1. Complex Structure. In this part of the work, we are going to determine the
minimal element that produces the temporal evolution in this complex description.
From the separation in real and complex parts (2.2), we can establish a deeper
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analysis, in this case the Legendre transformation for the Hamiltonian density (2.12)
is
L = φ˙Rπ0R − φ˙Iπ0I + η˙Rπ1R − η˙Iπ1I + ξ˙Rπ2R − ξ˙Iπ2I −HR(3.1)
+i[φ˙Iπ0R + φ˙Rπ0I + η˙Iπ1R + η˙Rπ1I + ξ˙Rπ2I + ξ˙Iπ2R −HI ].
where we introduce two symplectic structures. One for the real part of the Hamil-
tonian density and another one for the imaginary part.
To begin with we define a new notation that establish a more compact description
ΘaA = (φR, ηR, ξR, φI , ηI , ξI),(3.2)
ΠbB = (π0R, π1R, π2R, π0I , π1I , π2I),(3.3)
with the index a running from a = (φ, η, ξ) and b = (π0, π1, π2) and the subscripts
A,B = (R, I) run over the real and imaginary parts. From the variation of the
Lagrangian density (3.1) we obtain
Θ˙aR =
∂HR
∂ΠaR
=
∂HI
∂ΠaI
, Θ˙aI =
∂HI
∂ΠaR
= −
∂HR
∂ΠaI
,(3.4)
Π˙aR =
∂HR
∂ΘaR
=
∂HI
∂ΘaI
, Π˙aI = −
∂HI
∂ΘaR
=
∂HR
∂ΘaI
.(3.5)
This is the full set of Hamilton equations and this system satisfies the Cauchy-
Riemann conditions and in consequence the evolution given by these equations is
analytical. From the symplectic structure given in (3.1) the Poisson brackets are
(3.6) {ΘaA(t, ~x),ΠbB(t, ~x
′)} = JABδ
a
b δ
3(~x− ~x′),
where we have defined JAB as
JAB =


1 si A = B = R
0 si A 6= B
−1 si A = B = I
From this expression we obtain the general definition
{F,G} =
∫
d3x′(
δF
δφR
δG
δπ0R
−
δF
δπ0R
δG
δφR
)− (
δF
δφI
δG
δπ0I
−
δF
δπ0I
δG
δφI
)(3.7)
+(
δF
δηR
δG
δπ1R
−
δF
δπ1R
δG
δηR
)− (
δF
δηI
δG
δπ1I
−
δF
δπ1I
δG
δηI
)
+(
δF
δξR
δG
δπ2R
−
δF
δπ2R
δG
δξR
)− (
δF
δξI
δG
δπ2I
−
δF
δπ2I
δG
δξI
).
It is important to mention that in the parenthesis(3.6) there are several terms with
oppositive signs, they appear as a natural consequence of the complex structure
and Legendre transformation (3.1).
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3.2. Constraints in the System. In order to analyze the dynamics of the system
we will use the Poisson brackets of (3.7) and now we consider the Dirac’s Theory of
constraints in order to handle systematically the restrictions which we have found
in the definition of the momenta.
From the momenta (2.7)-(2.9) we get four primary constraint since we have
divide the real and imaginary parts
γ1 = π1R, γ2 = π1I ,(3.8)
γ3 = π2R − ηR, γ4 = π2I − ηI .
These constraints satisfy
(3.9) {γa, γb} = Cabδ(~x − ~x′)
and
(3.10) Cab =


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

 ,
with determinant given by
(3.11) det (Cab) = 1.
The temporal evolution of constraints is accomplished through the Cauchy-Riemann
equations and we find that by the analyticity, it is associated with either the real
or imaginary parts of the complex Hamiltonian density
γ˙1 =
∫
d3x′{γ1,HR + α1γ1 + α2γ2 + α3γ3 + α4γ4}(3.12)
= [−2∇2 + (m21 +m
2
2)]γ3 + π0R + α3 ≈ 0,
γ˙2 = [−2∇
2 + (m21 +m
2
2)]γ4 + π0I − α4 ≈ 0,(3.13)
γ˙3 = −γ1 −∇
2φR − α1 ≈ 0,(3.14)
γ˙4 = −γ2 −∇
2φI + α2 ≈ 0,(3.15)
where we see that these constraints form a complete set, since from (3.12)-(3.15)
we obtain the Lagrange multipliers α’s and because the expression (3.9) this set is
made of second class constraints. This of course implies that we pass from 12 to 8
real degrees of freedom of the complex phase space. This constraint (3.8) define a
new symplectic structure through the Dirac’s brackets
{F (t, ~x0), G(t, ~x)}
∗ = {F (t, ~x0), G(t, ~x)}(3.16)
−
∫
dx′dx′′{F (t, ~x0), γa(t, ~x′)}C
abδ(~x′ − ~x′′){γb(t, ~x′′), G(t, ~x)}.
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From the definition (3.16) the new symplectic structure results
{φR(t, ~x), π0R(t, ~x0)}
∗ = δ3(~x− ~x0)(3.17)
{φI(t, ~x), π0I(t, ~x0)}
∗ = −δ3(~x− ~x0)
{ηR(t, ~x), ξR(t, ~x0)}
∗ = −δ3(~x− ~x0)
{ηI(t, ~x), ξI(t, ~x0)}
∗ = δ3(~x− ~x0)
{ξR(t, ~x), π2R(t, ~x0)}
∗ = δ3(~x− ~x0)
{ξI(t, ~x), πI(t, ~x0)}
∗ = −δ3(~x− ~x0).
We will use this new symplectic structure for the following computations, and in
this way we have incorporated the correct boundary conditions.
To quantize the system we need to promote the Dirac’s brackets (3.17) to com-
mutators and this procedure is quite simple since the matrix (3.10) is constant,
then we can use the constraints (3.8) directly in the Hamiltonian and from them
eliminate the variables (ηR, ηI , π1R, π1I).
In the reduced space the Hamiltonian density is given by
HC = HCR + iHCI(3.18)
HCR = π0Rπ2R −
1
2
ξ2R −
(m21 +m
2
2)
2
π22R +
m21m
2
2
2
φ2R +
1
2
(∇2φR)
2(3.19)
+
(m21 +m
2
2)
2
(∇φR)
2 + π2R∇
2π2R
−[π0Iπ2I −
1
2
ξ2I −
(m21 +m
2
2)
2
π22I +
m21m
2
2
2
φ2I +
1
2
(∇2φI)
2
+
(m21 +m
2
2)
2
(∇φI)
2 + π2I∇
2π2I ]
HCI = [π0Rπ2I + π0Iπ2R − ξRξI − (m
2
1 +m
2
2)π2Rπ2I(3.20)
+m21m
2
2φRφI +∇
2φR∇
2φI
+(m21 +m
2
2)∇φR· ∇φI + π2R∇
2π2I + π2I∇
2π2R].
In this way at this moment the dynamics of the system is given by the Hamiltonian
density (3.18) with the symplectic structure (3.17).
The reduced Hamiltonian density written in terms of complex variables (φ, ξ, π0, π2)
is
HC = π0π2 −
1
2
ξ2 −
(m21 +m
2
2)
2
π22 +
m21m
2
2
2
φ2 +
1
2
(∇2φ)2(3.21)
+
(m21 +m
2
2)
2
(∇φ)2 + π2∇
2π2.
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The Hamiltonian density (3.21) is tightly related to the Bernard-Duncan Hamil-
tonian density [15, 2]. We can see it by means of the canonical transformation
φ(~x, t) = φ(~x, t), πφ(~x, t) = π0(~x, t) + ▽
2π2(~x, t),(3.22)
πφ˙ = −ξ +∇
2φ(~x, t), φ˙(~x, t) = π2(~x, t),
that imply
HD = πφφ˙−
1
2
π2
φ˙
−
(m21 +m
2
2)
2
φ˙2 +
(m21 +m
2
2)
2
(▽φ)2 +
m21m
2
2
2
φ2(3.23)
−▽φ·▽πφ˙,
where it should be taken into account that our theory is complex.
Now, it is possible to apply the four constraints (3.8) to the Lagrangian density
(3.1) which confirm the Dirac brackets
LC = π0φ˙+ π2ξ˙ −HC = π0RηR − π0IηI + π2Rξ˙R − π2I ξ˙I −HCR(3.24)
+i[π0RηI + π0IηR + π2Rξ˙I + π2I ξ˙R −HCI ],
and as we proceeded it is necessary to set a new compact notation
ΛcC = (φR, ξR, φI , ξI),(3.25)
ΥdD = (π0R, π2R, π0I , π2I),(3.26)
with c = φ, ξ for the superscript of Λ, d = π0, π2 for the subscript of Υ and
C,D = R, I. From the variation of the Lagrangian density (3.24) result the Cauchy-
Riemann and Hamilton equations
Λ˙aR =
∂HCR
∂ΥaR
=
∂HCI
∂ΥaI
, Λ˙aI =
∂HCI
∂ΥaR
= −
∂HCR
∂ΥaI
,(3.27)
Υ˙aR =
∂HCR
∂ΛaR
=
∂HCI
∂ΛaI
, Υ˙aI = −
∂HCI
∂ΛaR
=
∂HCR
∂ΛaI
,(3.28)
with the Dirac bracket
{F,G}∗ =
∫
d3x′(
δF
δφR
δG
δπ0R
−
δF
δπ0R
δG
δφR
)− (
δF
δφI
δG
δπ0I
−
δF
δπ0I
δG
δφI
)(3.29)
+(
δF
δξR
δG
δπ2R
−
δF
δπ2R
δG
δξR
)− (
δF
δξI
δG
δπ2I
−
δF
δπ2I
δG
δξI
)
that follows directly from the Dirac bracket (3.16). Explicitly, the parentheses are
(3.30) {ΛaA(t, ~x),ΥbB(t, ~x
′)}∗ = IABδ
a
b δ
3(~x− ~x′),
where the matrix IAB is
IAB =


1 si A = B = R
0 si A 6= B
−1 si A = B = I
10 CARLOS A. MARGALLI AND J. DAVID VERGARA
4. Reality Conditions in the model
At this moment our model is still complex and the idea now is to introduce
conditions that project our system to the real space. The idea of reality conditions
that lead to real theories was proposed initially by Ashtekar in the context of
general relativity [22]. The reality conditions have been important in order to give
a physical sense to a complex theory such that these conditions are used to cancel
the effect of the imaginary part [15]. In the original formulation of Ashtekar these
conditions were implemented through the scalar product. However, in the Ref. [23]
it was shown that these conditions can be implemented as second class constraints.
For our case this procedure is more useful, since in the quantization of the theory
the reality conditions can be implemented directly in the path integral. Another
important point is that the full set of reality conditions is fixed by the evolution
of the system, that means that starting from a set of constraints we evolve this
set to show if the dynamics is consistent with the reality conditions, if appear new
constraints we include these new conditions and we finish when the algebra is closed
under the evolution.
In our case, in order to reduce to a real Hamiltonian density it is necessary to
consider as starting point two constraints that generate a complete set
(4.1) Σ1 = π0I +∇
2π2I −m
2
2π2I , Σ2 = π0R +∇
2π2R −m
2
1π2R,
and their time evolution is
(4.2) Σ˙1 =
∫
d3x′ {Σ1,HCR} = (−∇
2 +m22)Σ4 Σ˙2 = (−∇
2 +m21)Σ3
where Σ3 and Σ4 are given by
(4.3) Σ3 = −ξR +∇
2φR −m
2
2φR, Σ4 = −ξI +∇
2φI −m
2
1φI .
In order to obtain the complete set we need to establish that these are the full set
of constraints and then are closed.
The time evolution of the secondary constraints is
(4.4) Σ˙3 = −Σ2 Σ˙4 = −Σ1.
In this way the system is closed. The full algebra of constraints is
(4.5) {Σa,Σb} = Dabδ(~x− ~x′)
and
(4.6) Dab =


0 0 0 −(m21 −m
2
2)
0 0 −(m21 −m
2
2) 0
0 (m21 −m
2
2) 0 0
(m21 −m
2
2) 0 0 0

 ,
with determinant given by
(4.7) det (Dab) = (m
2
1 −m
2
2)
4
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and the inverse matrix exist when m1 6= m2 resulting
(4.8) Dab =


0 0 0 β2
0 0 β2 0
0 −β2 0 0
−β2 0 0 0

 ,
with β2 = 1
(m2
1
−m2
2
)
. In conclusion since, we include 4 reality conditions as second
constraints, in consequence the degrees of freedom of our theory change from 8 to
4. We must notice that the matrix (4.6) is invertible only in the case thatm1 6= m2.
This means that for equal masses the reality conditions are not more second class
constraints, and the theory will have several sectors [24, 11, 25, 26]. So, in this
work we only consider the case m1 6= m2.
The phase space that we have decided to use for convenience is given by (φR, φI , π2R, π2I).
In order to set the new reduced theory, we establish the Dirac bracket
{FR(t, ~x), GR(t, ~x0)}
∗∗
≡ {FR(t, ~x), GR(t, ~x0)}
∗
(4.9)
−
∫
d3y {FR(t, ~x),Σa(t, ~y)}
∗
Dab {Σb(t, ~y), GR(t, ~x0)}
∗
and the fundamental brackets are
{φR(t, ~x), π2R(t, ~x0)}
∗∗ =
1
(m21 −m
2
2)
δ3(~x − ~x0),(4.10)
{φI(t, ~x), π2I(t, ~x0)}
∗∗
=
1
(m21 −m
2
2)
δ3(~x− ~x0),
Though, in principle we can choose a different set of starting reality conditions this
election is not arbitrary since in this case the cancelation of the imaginary part of
the Hamiltonian density is quite clear. This statement implies that the phase space
is established by the reality conditions (4.1) and (4.3) in order to express an inverse
transformation using these conditions.
For this reason we emphasize that the phase space is (φR, φI , π2R, π2I). Ap-
plying strongly the conditions (4.1) and (4.3) in the density (3.21), we obtain the
Hamiltonian density
HCKG =
(m21 −m
2
2)
2
π22R +
m22(m
2
1 −m
2
2)
2
φ2R +
(m21 −m
2
2)
2
(▽φR)
2(4.11)
+
(m21 −m
2
2)
2
π22I +
m21(m
2
1 −m
2
2)
2
φ2I +
(m21 −m
2
2)
2
(▽φI)
2.
The Lagrangian density (2.3) with the constraints and reality conditions is now
LCKG = (φ˙π0 + ξ˙π2)⌊cons−HCKG = (m
2
1 −m
2
2)φ˙Rπ2R(4.12)
+(m21 −m
2
2)φ˙Iπ2I −HCKG.
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The expression (4.11) has a direct relationship with the Hamiltonian density of two
real Klein-Gordon fields. The difference is only a contact transformation, given by
σR = (m
2
1 −m
2
2)
1
2φR, pR = (m
2
1 −m
2
2)
1
2π2R,(4.13)
σI = (m
2
1 −m
2
2)
1
2φI , pI = (m
2
1 −m
2
2)
1
2π2I .
Using this transformation in the Hamiltonian density (4.11) we get
HKG =
1
2
p2R +
m22
2
σ2R +
1
2
(▽σR)
2 +
1
2
p2I +
m21
2
σ2I +
1
2
(▽σI)
2.(4.14)
The contact transformation (4.13) will be very useful in order to introduce the
respective sources in the path integral formalism.
In next section we will explore in more detail the reality conditions (4.1) and
(4.3) since by means of these structures we will include interaction potentials in
this complex higher order model.
4.1. Interpretation of the Reality Conditions. Up to now, we have established
that is possible to reduce a complex higher order system to a first order real system
and it results to be Hermitian at the moment of quantizing. Reality conditions used
as second class constraints [23] play a role fundamental in this reduction as well
as to promote a contact transformation that allows to recognize the real system
as the system of two real Klein-Gordon fields. However, this method is not the
only possible since our starting point (4.1) was given by hand and not following a
systematic procedure.
Taking this into account we observe that the particular map which relate the
complex phase space (φ, φ˙, πφ, πφ˙) to the real phase space (ψ1, πψ1 , ψ2, πψ2) is
ψ1 =
1
(m21 −m
2
2)
1
2
(im22φ− i(−ξ +∇
2φ)),
ψ2 =
1
(m21 −m
2
2)
1
2
(m21φ− (−ξ +∇
2φ)),
πψ1 = i
1
(m21 −m
2
2)
1
2
((π0 +∇
2π2)−m
2
1π2),
πψ2 =
1
(m21 −m
2
2)
1
2
((π0 +∇
2π2)−m
2
2π2.(4.15)
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In order to show that the phase space (ψ1, ψ2, πψ1 , πψ2) is real we assume that it is
complex, resulting
(ψ1R + iψ1I) =
1
(m21 −m
2
2)
1
2
[(m21 −m
2
2)φI − iΣ3],
(ψ2R + iψ2I) =
1
(m21 −m
2
2)
1
2
[(m21 −m
2
2)φR − iΣ4],
(πψ1R + iπψ1I ) =
1
(m21 −m
2
2)
1
2
[(m21 −m
2
2)π2I + iΣ2],
(πψ2R + iπψ2I ) =
1
(m21 −m
2
2)
1
2
[(m21 −m
2
2)π2R + iΣ1].(4.16)
In conclusion if the phase space is complex, the imaginary part is proportional to
the reality conditions or constraints (4.1) and (4.3) and then the phase space is real
implementing these conditions.
The reality conditions obtained from the complex mapping, that generates a real
phase space, results in reality conditions which are no minimal expressions, since
(m21 −m
2
2)φ
∗ = (m21 +m
2
2)φ+ 2(ξ −∇
2φ),
(m21 −m
2
2)π
∗
2 = −(m
2
1 +m
2
2)π2 + 2(π0 +∇
2π2),
(m21 −m
2
2)(π
∗
0 +∇
2π∗2) = (m
2
1 +m
2
2)(π0 +∇
2π2)− 2m
2
1m
2
2π2,
(m21 −m
2
2)(−ξ
∗ +∇2φ∗) = −(m21 +m
2
2)(−ξ +∇
2φ) + 2m21m
2
2φ2(4.17)
and by separating in real and imaginary parts
Σ3 + iΣ4 = 0, Σ2 + iΣ1 = 0,
m22Σ2 + im
2
1Σ4 = 0, m
2
1Σ3 + im
2
2Σ4 = 0.(4.18)
The conditions (4.17) can’t be used as constraints [15] since the conjugated variables
in our system aren’t dynamic variables unless we consider the components as real
independent fields in that case (4.1) and (4.3) have a similar complex dynamics to
our proposal.
The relationship between the method described with second class constraints or
reality conditions and the method of a complex canonical transformation is
σR = ψ2, σI = ψ1,
pR = π2, pI = π1.(4.19)
Summarizing, starting from the complex Bernard-Duncan model with 12 real de-
grees of freedom, we reduce it to four real degrees of freedom. For that we use four
constraints that appears from the definition of the momenta Eq. (3.8) and four re-
ality conditions. In this way the reality conditions generate a real first order theory
that is directly related to complex higher order theory. It is important to highlight
that the reality conditions are second class constraints whose Poisson bracket is a
constant matrix. So at the quantum level we don’t have problems to implement
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these brackets. This description is incomplete since this model has neither the self-
interactions between the fields nor the interaction with external fields. In order to
introduce these effects in this model, we will aggregate self-interaction potentials
whose application of the reality conditions result in consistent potentials into the
reduced space.
5. The Interaction Potentials
With the purpose of including interactions into the model we take into account
the following criteria: i) The interactions must be real quantities one’s we apply
the reality condition and constraints. ii) In principle it is possible to include real
interactions that dependent of momenta, we don’t take into account this possibil-
ity. This possibility modifies the definition of the momenta and it can result in
a non-Lorentz-invariant theory. iii) By consistency of the theory we require that
the interacting Hamiltonian does not generate new constraints, to implement this
condition we select a set of interactions that commute with the reality conditions
Σ1 and Σ2. In this way, it is possible to choose interaction potentials that are
exclusively dependent of the fields and in addition automatically to commute with
the reality conditions Σ3 and Σ4. This criterion assumes that the time evolution of
the constraints is not modified by the interaction terms.
5.1. Selection Criteria of the Interaction Potentials. In order to study these
criteria we going to consider an example in a way that it will be possible to extend
to other interaction potentials. To select this interaction potential we take into
account that applying the reality conditions this potential results in a real Lorentz
invariant term. In order to find such expression, we consider the conjugate field φ∗
but since it is not a variable of the system, we replace the conjugate expression using
the reality conditions. In this way, the reality conditions allow to find consistent
real interaction potentials at the reduced space.
Now, it is possible to define a bar field inside the extended space that collapses
in a conjugate field inside the reduced space, resulting
(5.1) φ¯ =
(m21 +m
2
2)
(m21 −m
2
2)
φ−
2
(m21 −m
2
2)
(−ξ +∇2φ),
whenever m1 6= m2 and different from zero. The expression of (5.1) is φ¯ 6= φ
∗ on
the extended space in general, but it can be reduced to the conjugate field inside
the reduced space, resulting
(5.2) φ∗ = φ¯|rec = φR − iφI .
This reduced space is gotten of applying the reality conditions Σ3 and Σ4 on the
extended space which we will denote by |rec.
The last statement suggests that the selection of interaction potentials inside
the extended space is dependent of the reality conditions in such a way that by
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restricting the phase space the interaction potentials don’t leave the reduced space.
The components of field in terms of φ and his conjugate φ¯ are
φR =
1
2
(φ + φ¯) |cre, φI =
1
2i
(φ− φ¯) |cre(5.3)
that allow us to introduce the possible interaction potentials
U1int(φ, ξ) =
∫
d3x
g1
4!(m21 −m
2
2)
2
[m21φ+ (ξ −∇
2φ)]4,(5.4)
U2int(φ, ξ) =
∫
d3x
g2
4!(m21 −m
2
2)
2
[m22φ+ (ξ −∇
2φ)]4,
U3int(φ, ξ) =
∫
d3x
g3
4!(m21 −m
2
2)
2
[m21φ+ (ξ −∇
2φ)]2[m22φ+ (ξ −∇
2φ)]2.
Including these expressions we obtain an interacting Hamiltonian density that is
called total Hamiltonian density and if we commute it with the reality conditions
we obtain proportional elements to the reality conditions since every potential is
real.
The interaction potentials (5.4) applying the reality conditions (4.3) are
U1int |cre=
∫
d3x
g1
4!
ψ42 , U
2
int |cre=
∫
d3x
g2
4!
ψ41 ,(5.5)
U3int |cre=
∫
d3x
g3
4!
ψ22ψ
2
1 .
The last procedure establishes a way of introducing self-interactions which can be
applied in a systematic form. In the next section we shall explore another kind
of interaction that is possible to introduce and we will consider the path integral
quantization of the model.
5.1.1. Some Interaction Potentials. Following the last procedure, we can consider
some different interaction potentials that have the same characteristic in common.
From the Hamiltonian formalism we write the real and imaginary parts in terms of
the fields (5.3), resulting
U4int(φ, ξ) =
∫
d3x
−g4
(m21 −m
2
2)
3
2
(m21φ+ ξ −∇
2φ)(m22φ+ ξ −∇
2φ)2,
U5int(φ, ξ) =
∫
d3x
g5
(m21 −m
2
2)
3
2
(m21φ+ ξ −∇
2φ)3,(5.6)
U6int(φ, ξ) =
∫
d3x
−ig6
(m21 −m
2
2)
3
2
(m22φ+ ξ −∇
2φ)3,
U7int(φ, ξ) =
∫
d3x
−ig7
(m21 −m
2
2)
3
2
(m22φ+ ξ −∇
2φ)(m21φ+ ξ −∇
2φ)2,
where by applying the reality conditions (4.3), we obtain
U4int |cre= g4ψ2ψ
2
1 , U
5
int |cre= g5ψ
3
2 ,(5.7)
U6int |cre= g6ψ
3
1 , U
7
int |cre= ψ1ψ
2
2 .
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It is important to emphasize that the reality conditions or second class constraints
are a closed set under the time evolution. We showed it in the equations (4.16)
where was exhibited that the imaginary part of the fields ψ’s vanish module the
reality conditions (4.1), (4.3). Now, if we include the potentials (5.5) and (5.6) to the
Hamiltonian density (3.21), the evolution of the reality conditions is not modified
by interactions. This will be helpful in order to build the path integral in such a
way that the sources are consistent with the theory. Furthermore, considering the
dependence between the fields due to the constraints and reality conditions we will
have to take into account the dependence between the sources.
6. Path Integral and Complex Sources
In order to establish the path integral and to introduce the appropriate sources
of the fields, we have to analyze the classical properties of these sources. These
properties express a relationship between the sources in such way that the imaginary
terms are canceled in the Hamiltonian density and in this form the Cauchy-Riemann
equations will be preserved. With these principles, the path integral formulation
with currents is quite manageable.
6.1. Equations of Motion with currents. Let us consider a free complex Hamil-
tonian density which include the currents of fields and momenta
(6.1) HS = H− Jφ−Kπ0 − Lη −Mπ1 −Nξ −Oπ2.
Note that we have included every kind of currents that belong to the complex
Bernard-Duncan model. Using the Cauchy-Riemann conditions for the complex
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Hamiltonian density (6.1), together with (2.12), we obtain the equations of motion
φ˙R =
∂HSR
∂π0R
= 2π2R − ηR −KR, φ˙I = −
∂HSR
∂π0I
= 2π2I − ηI −KI ,
π˙0R =
∂HSR
∂φR
= ∇2(∇2φR)− (m
2
1 +m
2
2)∇
2φR +m
2
1m
2
2φR − JR,(6.2)
π˙0I =
∂HSR
∂φI
= −∇2(∇2φI) + (m
2
1 +m
2
2)∇
2φI −m
2
1m
2
2φI + JI ,
η˙R =
∂HSR
∂π1R
= ξR −MR, η˙I = −
∂HSR
∂π1I
= ξI −MI ,
π˙1R =
∂HSR
∂ηR
= 2∇2π2R − (m
2
1 +m
2
2)π2R + (m
2
1 +m
2
2)ηR
−2∇2ηR − π0R − LR,
π˙1I =
∂HSR
∂ηI
= −2∇2π2I + (m
2
1 +m
2
2)π2I − (m
2
1 +m
2
2)ηI
+2∇2ηI + π0I + LI ,
ξ˙R =
∂HSR
∂π2R
= 2π0R + 2∇
2ηR − (m
2
1 +m
2
2)ηR −OR,
ξ˙I = −
∂HSR
∂π2I
= 2π0I + 2∇
2ηI − (m
2
1 +m
2
2)ηI −OI ,
π˙2R =
∂HSR
∂ξR
= π1R − ξR −NR, π˙2I =
∂HSR
∂ξI
= −π1I + ξI +NI .
Using the equations of motion (6.2), the four constraints resulting of the momenta
(3.8) and, the four reality conditions (4.1) and (4.3), we obtain that the currents
are related by
JR = (−∇
2 +m21)NR, JI = (−∇
2 +m22)NI(6.3)
LR +OR = (∇
2 −m22)KR, LI +OI = (∇
2 −m21)KI .
From the expression (6.1) the currents are independent quantities into the extended
space, but if we consider the reduced space defined by the constraints and the reality
conditions. The currents aren’t independent and we obtain relationships between
them (6.3). In our procedure, the relationships are established by the constraints
and reality conditions and the total derivative plays a fundamental role in order to
define the fields and the currents.
6.2. Path Integral. In this section, we will be concerned with establishing the
complex higher order theory in terms of the path integral formalism, in order to
get a consistent quantization that includes interaction potentials. To introduce the
path integral, we shall use an integration measure that considers every constraint
and reality condition. Taking as starting point the complex Hamiltonian density
with complex currents (6.1), we will build the integration measure on the path
integral following the Senjanovic’s method [27]. However, it is necessary to add
independently the classical relations between the currents, since they are classical
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fields and are not quantized in the usual description. It is important to mention
that the source terms into the Hamiltonian density are complex quantities that obey
the equations of Cauchy-Riemann for multiple variables, that are handled in the
expressions above (6.3), in such a way that the imaginary part of the Hamiltonian
density is zero including every constraint and reality condition.
To begin with, we study the path integral with currents that describe the an-
nihilation and creation process. In order to include the currents, we choose the
respective complex fields, φ, η, ξ and their respective momenta π0, π1, π2. So,
to introduce the measure of integration, we consider in the path integral that the
real and imaginary parts are independent, and we include as functional Dirac’s
deltas every second class constraint resulting of the momenta (3.8) together with
the reality conditions (4.1) and (4.3).
To apply the Senjanovic’s method we define the set of constraints as
(6.4) Ωi = (γ1, γ2, γ3, γ4,Σ1,Σ2,Σ3,Σ4)
that allows to establish the respective determinant of the Poisson brackets, resulting
(6.5) {Ωi,Ωj} = Gijδ(~x− ~x′),
with
(6.6) det (Gij) = (m
2
1 −m
2
2)
4.
The integration measure on the path integral is
(6.7) Dµ = DΘaRDΠaRDΘ
a
IDΠaI det | {Ωi,Ωj} |
8∏
i
δ(Ωi)
where
∏
i regards a product of Dirac deltas on each constraint.
The currents in terms of this notation are
JaA = (JR, LR, NR, JI , LI , NI)(6.8)
KbB = (KR,MR, OR,KI ,MI , OI)
with a = J, L,N , b = K,M,O and A,B = R, I. The generating functional using
the above elements is
Z =
∫
Dµ exp[i
∫
d4x(Θ˙aRΠaR − Θ˙
a
IΠaI −HR +Θ
a
RJaR −Θ
a
IJaI(6.9)
+ΠaRK
a
R −ΠaIK
a
I ) + i(Θ˙
a
RΠaI + Θ˙
a
IΠaR −HI +Θ
a
RJaI + Θ
a
IJaR
+ΠaRK
a
I +ΠaIK
a
R)],
where HR and HI are given in (2.13) and (2.14) respectively and we use the no-
tation given in (3.2), (3.3). We must notice that the determinant of the second
class constraints only contribute to the generating functional with a constant fac-
tor proportional to the difference of the masses of the scalar fields. This factor is
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not important in the case of different masses, but perhaps is quite relevant in the
limit of equal masses.
Using the the Dirac’s delta functional in (6.9) we integrate over the fields
(ηR, ηI , ξR, ξI , π0R, π0I , π1R, π1I). From this the path integral is reduced to
ZR =
∫
DφRDφIDπ2RDπ2I exp{i
∫
d4x
(
[(m21 −m
2
2)φ˙Rπ2R + (m
2
1 −m
2
2)
φ˙Iπ2I −HCKG + φR(∇
2NR −m
2
2NR + JR) + φI(−∇
2NI +m
2
1NI − JI)
+π2R(−∇
2KR +m
2
1KR + LR +OR) + π2I(∇
2KI −m
2
2KI − LI −OI)]
+i[φR(∇
2NI −m
2
2NI + JI) + φI(∇
2NR −m
2
1NR + JR)
+π2I(−∇
2KR +m
2
2KR + LR +OR)
+π2R(−∇
2KI +m
2
1KI + LI +OI)]
)
}.(6.10)
and since the Hamiltonian density is still complex, this expression does not include
completely the final map to the real space.
Up to this point, we have the path integral without constraints. The benefit of
preserving the imaginary part of the Hamiltonian density, is that in the imaginary
part of (6.10), we obtain the equations (6.3) as a consequence of the measure of
the path integral. In conclusion, the imaginary part, that could generate ghosts,
disappears from the path integral using the classical relationship of the currents
(6.3). In this way, we obtain
ZR =
∫
DφRDφIDπ2RDπ2I exp{i
∫
d4x
(
[(m21 −m
2
2)φ˙Rπ2R(6.11)
+(m21 −m
2
2)φ˙Iπ2I −HCKG + (m
2
1 −m
2
2)φRNR + (m
2
1 −m
2
2)φINI
+(m21 −m
2
2)π2RKR + (m
2
1 −m
2
2)π2IKI ]
)
}.
Finally, we can apply the contact transformation
σR = (m
2
1 −m
2
2)
1
2φR, pR = (m
2
1 −m
2
2)
1
2π2R,(6.12)
σI = (m
2
1 −m
2
2)
1
2φI , pI = (m
2
1 −m
2
2)
1
2 π2I ,
ℵR = (m
2
1 −m
2
2)
1
2NR, ℵI = (m
2
1 −m
2
2)
1
2NI ,
kR = (m
2
1 −m
2
2)
1
2KR, kI = (m
2
1 −m
2
2)
1
2KI ,
and the Jacobian of this transformation is
| J |=
1
(m21 −m
2
2)
2
, dφRdπ2RdφIdπ2I =| J | dσRdpRdσIdpI .(6.13)
The expressions (6.13) transform the path integral (6.11) into
ZKG = S
∫
DσRDσIDpRDpI exp{i
∫
d4x (σ˙RpR +σ˙IpI(6.14)
−HKG(σR, σI , pR, pI) + σRℵR + σIℵI + pRkR + pIkI)}
where HKG is the expression (4.14). In expression (6.14), S is a constant quantity
that results from the determinant (6.6) and the jacobian expression (6.13) resulting
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from the contact transformation. It will allow to define the generating functional
of interactions using the free generating functional.
6.2.1. Generating Functional of Interactions. Using the free generating functional
(6.14) it is possible to build the generating functional with interactions and we
obtain
Zint =
∫
DσRDσIDpRDpI exp{i
∫
d4x (σ˙RpR + σ˙IpI(6.15)
−HCKG −
g1
4!
σ4R −
g2
4!
σ4I −
g3
4!
σ2Rσ
2
I + σRℵR
+σIℵI + pRkR + pIkI)}
that in terms of the free generating functional are
Zint1 = exp{−
ig1
4!
∫
d4x(
δ
iδℵR
)4}ZKG,(6.16)
Zint2 = exp{−
ig2
4!
∫
d4x(
δ
iδℵI
)4}ZKG,(6.17)
Zint3 = exp{−
ig3
4!
∫
d4x(
δ
iδℵR
)2(
δ
iδℵI
)2}ZKG,(6.18)
and it shows that is possible to introduce interactions in the high order derivative
theory whereas these interactions are compatible with the constraints and the re-
ality conditions. In this way, our procedure allows to quantize the complex higher
order theory (2.3), with the interactions (5.4). In next section, we will apply this
method to the Schwinger model in order to check for an explicit example how it
works.
7. Using the Method
In order to explore the scope of the method that includes the boundary conditions
(φ, φ¨), we analyze a concrete example that shows limit cases of our description.
Between all the possible examples, we have the Schwinger model that is a good
starting point since it has been explored exhaustively and is a very important model,
if we want to study higher order time derivative theories. In this electrodynamics
into two dimensions, we find a phenomenon known as Bosonization that is easily
viewed using the higher order time derivative theories [17]. In this section, we
apply the method here described, starting from the general description of the 2-
dimensional electrodynamics to a real higher order theory that is a particular case
of our complex model.
7.1. The Schwinger model. In this section, we apply the above method to the
Schwinger model, and we compare with a previous procedure [17].
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Consider the Schwinger model that is a formulation of the massless electrody-
namics in 1 + 1 dimensions. The Lagrangian density of departure is
(7.1) LED = −
1
4
FµνF
µν + ψ¯[iγµ(∂µ − ieAµ)]ψ,
with Fµν = ∂µAν − ∂νAµ. This electromagnetic Lagrangian density is coupled to
a Dirac Lagrangian density with zero mass. On the classical level it is well known
that the vector current is conserved, but we must also consider the chiral current
that results classically to be also a conserved quantity, since the electron has zero
mass. But the focus is on the respective quantized model. In this case the chiral
current is not more a conserved quantity resulting in a breaking of the classical
symmetry. This phenomenon is known as chiral anomaly and its consequences can
be studied by means of a non local transformation of (7.1) that is given by
Aµ = −
1
e
εµν∂
νϕ+
1
e
∂µη, ψ = exp(iγ
5ϕ+ iη)κ,(7.2)
ψ¯ = κ¯ exp(iγ5ϕ− iη).
with two-dimensional Dirac matrices
[γµ, γν] = 2gµν , γµγ5 = ǫµνγν ,
ǫ01 = −ǫ10.(7.3)
Using the expressions (7.2) we get
(7.4) Fµν =
1
e
εµν✷ϕ, ✷η = 0.
and the gauge transformation is expressed in terms of the field η
(7.5) A′µ(x) = Aµ(x)+∂µΛ(x) = −
1
e
εµν∂
νφ+
1
e
∂µ(η+eΛ) = −
1
e
εµν∂
νφ+
1
e
∂µη
′,
implying that this field doesn’t appears in the Lagrangian density. The classical
Lagrangian density using the transformation (7.2) is
(7.6) L =
1
2e2
(✷ϕ)2 + κ¯iγµ∂µκ,
where it has been decouple the bosonic part given by the field ϕ from the fermionic
part given by the field κ. In order to realize the quantization, it is used the path
integral in which the non local transformation is applied (7.2), implying the appear-
ance of the chiral anomaly in the associated Faddeev-Popov Jacobian. To cancel
this anomaly the total Lagrangian density acquires a new term. Our starting point
is precisely this full effective action giving place to
(7.7) S0 =
∫
d4x
1
2
[−(✷ϕ)2 +m21∂µϕ∂
µϕ]
with the field ϕ real. An important fact to bear in mind is that the Schwinger
model is a particular case of the Bernard-Duncan model (2.1) with m22 = 0 and
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m21 =
e2
pi
. The next step is to realize the complexification as we described previously
including the total derivative, with the result
(7.8) S =
∫
d4x
1
2
[(✷φ)2 +m21∂µφ∂
µφ] + ∂µφ(∂
µ
✷φ)
and applying a variation of the action in order to obtain the momenta, we have
(7.9) π0 = φ
(3) − 2∇2φ˙+m21φ˙, π1 = 0, π2 = φ˙.
With these momenta we can obtain the respective Hamiltonian density
HS = π1ξ + π0π2 + 2π2∇
2η −m21ηπ2 −
1
2
ξ2 −
1
2
(∇2φ)2 + ξ∇2φ(7.10)
−
m21
2
η2 +
m21
2
∇φ· ∇φ − η∇2η +m21η
2 − ξ∇2φ+ (∇2φ)2
+π0π2 − ηπ0
and, we obtain the respective constraints
γ1 = π1R, γ2 = π1I ,(7.11)
γ3 = π2R − ηR, γ4 = π2I − ηI .
These restrictions are second class constraints. Using these constraints we define
the respective Dirac brackets
{φR(t, ~x), π0R(t, ~x0)}
∗ = δ3(~x− ~x0)(7.12)
{φI(t, ~x), π0I(t, ~x0)}
∗ = −δ3(~x− ~x0)
{ηR(t, ~x), ξR(t, ~x0)}
∗ = −δ3(~x− ~x0)
{ηI(t, ~x), ξI(t, ~x0)}
∗ = δ3(~x− ~x0)
{ξR(t, ~x), π2R(t, ~x0)}
∗ = δ3(~x− ~x0)
{ξI(t, ~x), πI(t, ~x0)}
∗ = −δ3(~x− ~x0).
The second class constraints are applied strongly to the Hamiltonian density ones
the Dirac brackets are imposed. The resulting Hamiltonian density is
(7.13) HC = π0π2 −
1
2
ξ2 −
m21
2
π22 +
1
2
(∇2φ)2 +
m21
2
(∇φ)2 + π2∇
2π2.
The following step is to impose the reality conditions in order to reduce the com-
plex space to real space and check if the time evolution does not generate another
constraint. In this case, the complete set of reality conditions is
Σ1 = π0I +∇
2π2I , Σ4 = −ξI +∇
2φI −m
2
1φI(7.14)
Σ2 = π0R +∇
2π2R −m
2
1π2R, Σ3 = −ξR +∇
2φR
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where Σ1 with Σ2 are two arbitrary constraints and Σ3 with Σ4 are consequence
of the time evolution of the first two constraints. These second class constraints
imply the next Dirac brackets
{φR(t, ~x), π2R(t, ~x0)}
∗∗
=
1
m21
δ3(~x − ~x0),(7.15)
{φI(t, ~x), π2I(t, ~x0)}
∗∗
=
1
m21
δ3(~x− ~x0).
The real Hamiltonian density is
HCKG =
m21
2
π22I +
m21
2
(▽φI)
2 +
m41
2
φ2I +
m21
2
π22R +
m21
2
(▽φR)
2(7.16)
This Hamiltonian density isn’t a higher order time derivative theory and is a real
quantity. Now, it is possible to define a contact transformation
(7.17) σR = m1φR, pR = m1π2R, σI = m1φI , pI = m1π2I .
Using the above expressions the new Dirac brackets are
{σR(t, ~x), pR(t, ~x0)}
∗∗
= δ3(~x − ~x0),(7.18)
{σI(t, ~x), pI(t, ~x0)}
∗∗
= δ3(~x− ~x0),
and the Hamiltonian density is
HKG =
1
2
p2I +
1
2
(▽σI)
2 +
m21
2
σ2I +
1
2
p2R +
1
2
(▽σR)
2.(7.19)
In this way, we see the relationship between our real Hamiltonian density (7.19)
with our complex higher order time derivative Hamiltonian density (7.13). This
relationship shows the complex Schwinger model with the border conditions (φ, φ¨)
is linked to the Hamiltonian density of two real Klein-Gordon fields, a massless field
and other massive excitation. This result is well known [28] and in this way our
procedure reproduces the correct result. Our method is also applicable to another
boundary condition in such a way that it is possible to fix (φ, φ˙) without the total
derivative.
8. Conclusions
In this work, it was introduced a method that makes it possible to map from a
complex higher order derivative theory with interaction potentials, the complex in-
teracting Bernard-Duncan model, to an interacting theory of two real Klein-Gordon
fields. This complex extension to the higher order derivative theory is a consequence
of thinking in a more general theory with a complex structure that is possible to
quantize using the reality conditions and avoiding problems as unbounded energy
and states of negative norm. The complex theory allows to gain more flexibility
in order to establish a different concept of hermiticity, by means of reality condi-
tion, resulting of a complex classical mechanics to describe a higher order derivative
theory. The key point was to establish a complex structure into the Hamiltonian
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formalism using Ostrogradsky method and to develop a mapping mechanism to a
real space. The basic idea is to use the reality conditions [22], corresponding to
this complex theory, as second class constraint and to aggregate interaction poten-
tials that are mapped to real quantities applying these conditions. It is not easy
to set the interaction potentials because they must not generate additional condi-
tions that constrain the degrees of freedom when the temporal evolution is done.
Moreover we showed that is possible to set up a complex description using the clas-
sical mechanics, stated by Ostrogradsky, consistent with Hamilton’s equations and
Cauchy-Riemann equations. The information that is given by this complex descrip-
tion is predetermined in such a way that the complex structure of multi variables
is respected and in consequence the Cauchy-Riemann equations are satisfied. An-
other step in the method was to raise the derivative order of the theory in such way
to select the appropriated boundary conditions. The original order of the theory is
recovered through second class constraints using the Dirac’s theory of constraints
[18, 19]. However, this complex higher order derivative theory has double degrees
of freedom when compared to the real Bernard-Duncan theory. In order to reduce
this extra degrees of freedom, we directly introduce two constraints that evolve in
another two constraints resulting in a complete set of second class that reduces this
theory to a real description. These constraints are the reality conditions.
From this description, the quantization is possible using the path integral with
the Senjanovic’s method [27] developed to quantize a theory with second class con-
straints. Using complex currents and developing a formalism that includes them
separating in components the constraints are applied and the relationship between
higher order fields is exhibited resulting from a complex structure and reality con-
ditions. The complex currents are not independent in this higher order derivative
model if reality conditions are established. This is consistently with Ostrodrasky’s
method [20]. As a final point on the path integral applied to the complex Bernard-
Duncan model with currents, we conclude that it can reduce to quantize two Klein-
Gordon fields with currents using the path integral and applying constraints and
taking into account a contact transformation. Furthermore, the cancelation of the
imaginary part of the path integral generates the relations between the currents
which are also obtained classically by means of Hamiltonian equations of motion
including currents.
To include interaction potentials, we considered quantities in the Hamiltonian
density that do not generate new constraints and they must preserve a closed set
of constraints when the temporal evolution is established (5.4). These interaction
potentials are generated by currents either in the complex space or real space using
the reality conditions. The interaction potentials be attached to the Hamiltonian
density result in a renormalizable theory that is defined into the reduced space (5.5)
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[16].Finally, we used that method in the Schwinger model [17] obtaining consistent
results.
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