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RÉSUMÉ
Cette communication concerne la recherche d’une condition systé-
matique de stabilité pour les méthodes de prédiction linéaire de type
moindres carrés, dans le cas d’un extrait de signal observé. Sauf le
cas d’une matrice normale de Toeplitz, il existe très peu de résultats
liés à la structure de la matrice normale, et non pas au prédicteur
lui-même. Nous obtenons une condition suffisante générale puis des
conséquences originales, qui concernent en particulier la méthode ré-
gularisée de Kitagawa et Gersch.
ABSTRACT
In this communication, a structural stability condition is sought for
least squares linear prediction methods, in the given data case. Save
the Toeplitz case, very few results are known in connection with the
structure of the sample covariance matrix, rather than the predictor
itself. A general sufficient condition is provided, and several original
consequences are drawn. Special attention is paid to Kitagawa and
Gersch regularized prediction method.
1 Introduction
Cette étude concerne le problème classique de la prédic-
tion linéaire dans le cas pratique où seul un extrait x D
[x1; : : : ; xn; : : : ; xN ]
t du signal est observé. Nous proposons
une condition systématique de stabilité stricte du filtre prédic-
teur qui s’applique aux méthodes de prédiction linéaire inter-
prétables selon le principe des moindres carrés. Contrairement
aux tests de stabilité classiques [1] ou à d’autres conditions
suffisantes [2], cette condition s’applique directement à la ma-
trice normale, et non pas au prédicteur lui-même. Elle permet
finalement de distinguer certaines méthodes structurellement
stables, c’est-à-dire qui ne produisent que des filtres prédic-
teurs stables.
La stabilité de la méthode fenêtré (c’est-à-dire pré- et post-
fenêtré, ou encore méthode autocorrélation, ou approche Yule-
Walker) est un résultat classique, lié au caractère Toeplitz
positif de la matrice normale [3, 4]. Le cas post-fenêtré est
également connu pour être stable, bien que la matrice normale
associée ne soit pas de Toeplitz [5]. D’autres méthodes sont
connues pour ne pas présenter de garantie de stabilité, en
particulier la méthode covariance, la méthode covariance
modifiée (ou encore aller-retour, ou méthode des moindres
carrés) et la méthode pré-fenêtrée [6]. Pour d’autres encore,
telles que la méthode d’estimation régularisée introduite par
Kitagawa et Gersch [7], la question de la stabilité n’est pas
tranchée. Dans ces différents cas, la matrice normale est
encore positive mais n’est plus de Toeplitz.
2 Conditions de canonicité
2.1 Formulation du problème
Soit M une matrice hermitienne positive fonction de x, et
J .a/ D ayMa (1)
un critère quadratique à minimiser par rapport à l’innovateur
a D [1 j Äat]t, ou au prédicteur ade taille P . Notre objectif est
de mettre en évidence des conditions portant sur la structure de
la matrice M pour garantir la stabilité du filtre récursif défini
par les coefficients du prédicteur solution Oa , RÄ1r; en notant
M D
"
 ry
r R
#
: (2)
On dira alors que la matrice M et le vecteur Oa sont canoniques.
L’idée développée ici exploite directement la condition néces-
saire et suffisante de réalisabilité pour les filtres linéaires : un
filtre est réalisable (i.e.,, causal stable) si et seulement si les
pôles de sa transformée en z, H.z/, sont de module inférieur à
un. Dans le cas présent,
H.z/ D 1
1ÄPPkD1 akzÄk D z
P
A.z/
;
en notant
A.z/ , z P Ä
PÄ1X
kD0
aPÄkz
k : (3)
L’étude porte sur certaines garanties d’appartenance au disque
unité des zéros du polynôme normalisé A.z/ de degré P , non
pas directement à partir de ses coefficients (ce problème est
très classique [1, 2]), mais des coefficients de la matrice M .
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2.2 Condition suffisante
Pour une matrice carrée M de taille n  n, notons respecti-
vement M , M , M et M les matrices .n Ä 1/  .n Ä 1/ nord-
ouest, sud-est, nord-est et sud-ouest extraites de P . Selon cette
notation, la matrice R introduite en (2) n’est autre que M , et
1 , M Ä M
est la matrice de déplacement dont le rang définit la distance à
Toeplitz [8].
Théorème 2.1 — Si M > 0 et M 6 M , alors M est
canonique.
Démonstration : Le principe de la démonstration rappelle à
son début celui de la prédiction dans L2 [3, 4], dont il constitue
en fait une généralisation. Soit A.z/ un polynôme normalisé
dont au moins un zéro z0 est de module supérieur à un :
A.z/ D .z Ä z0/B.z/; (4)
où B.z/ est un polynôme normalisé de degré P Ä 1, et soit
QA.z/ D .z Ä 1=z?0/B.z/ (5)
le polynôme normalisé de degré P obtenu en « repliant » z0 en
1=z?0, c’est-à-dire à l’intérieur du cercle unité, et tel que A etQA ont même restriction sur le cercle unité, d’après le résultat
classique suivant :
x8 z; z0 2C; z0 6D 0 et jzj D 1 ) jz Ä z0j D j1Ä z=z?0j:
(6)
x Notons enfin a, b et Qa, et a, b et Qa les innovateurs
et les prédicteurs associés respectivement à A, B et QA,
conformément à la notation (3). L’objectif est de montrer que
dans les conditions du Théorème 2.1, le critère J défini par (1)
diminue systématiquement après « repliement » d’un pôle, ce
qui garantit que le minimum est atteint à l’intérieur du cercle
unité.
En termes d’innovateurs, la relation (4) s’écrit
a D
"
b
0
#
Ä z0
"
0
b
#
;
qui, reportée dans (1), donne l’expression :
J .a/ D by.M C jz0j2 M Ä z0 M Ä z?0 M/b:
De la même façon, la relation (5) fournit
jz0j2 J .Qa/ D by.jz0j2 M C M Ä z0 M Ä z?0 M/b;
et la différence des deux expressions précédentes fournit le
résultat fondamental :
J .a/Ä jz0j2 J .Qa/ D .jz0j2 Ä 1/by1b; (7)
qui permet de conclure immédiatement J .a/ > J .Qa/, donc
que le polynôme OA qui minimise J n’admet aucun zéro hors
du cercle unité. Montrons de plus que les zéros de OA sont
strictement à l’intérieur du cercle unité. Soit QB.z/ D .z Ä
z0=jz0j/B.z/ le polynôme obtenu en déplaçant z0 sur le cercle
unité. Un calcul analogue au précédent donne
x J .a/Ä jz0jJ .Qb/ D J .Qb/Ä jz0jJ .Qa/ D .jz0j Ä 1/by1b;
(8)
x par conséquent J .a/ > J .Qb/ > J .Qa/, et les zéros de OA sont
strictement à l’intérieur du cercle unité. Autrement dit, Oa et M
sont canoniques. 
Exemple 2.1 (Cas Toeplitz). Dans le cas où M est une matrice
de Toeplitz, on a1 D 0, et le résultat (7) se ramène à la forme
classique J .a/ D jz0j2 J .Qa/. Le Théorème 2.1 s’applique si
M > 0.
Exemple 2.2 (Cas diagonal). Dans le cas d’une matrice M
diagonale, les conditions du Théorème 2.1 sont satisfaites par
toute suite croissante de coefficients diagonaux positifs. C’est
un exemple trivial d’une matrice canonique non Toeplitz.
Exemple 2.3 (Cas mixte). La somme de deux matrices véri-
fiant séparément les conditions du Théorème 2.1 les vérifie
également. Ainsi, une matrice de Toeplitz dont la diagonale est
augmentée par une suite croissante positive reste canonique.
2.3 Conditions suffisantes raffinées
Pour une matrice M donnée, la validité des deux conditions
M > 0 et M 6 M dépend de la valeur de , tandis que
le prédicteur solution Oa D MÄ1r n’en dépend pas ! Cette
situation n’est pas contradictoire ; elle indique simplement que
le théorème démontré admet une forme relaxée, qui ne dépend
plus de .
Corollaire 2.2 — Soit M.m/ , M C .m Ä /vvt, où v D
[1; 0; : : : ; 0]t. Alors M est canonique si les conditions du
Théorème 2.1 s’appliquent à M.m/, pour au moins un m 2eC.
La démonstration est évidente. En pratique, si M ne vérifie
pas la condition M > 0, il faut choisir m >  pour espérer
obtenir M.m/ > 0. D’autre part, si M ne vérifie pas M 6 M ,
il faut choisir m <  pour espérer obtenir M.m/ 6 M .
Ainsi, la vérification simultanée des deux conditions, si elle est
possible, se produit dans un intervalle ]m1;m2] tel que M.m1/
et M Ä M.m2/ sont positives au sens large.
On peut aussi remarquer que la condition M > 0 est
trop restrictive : pour tous les développements effectués,
la positivité de ayMa importe pour des vecteurs du type
innovateur a D [1 j Ä at]t seulement. On en déduit une
condition suffisante plus lâche, dont la démonstration exploite
simultanément le Corrolaire 2.2 :
Théorème 2.3 — Si M > 0 et M.ryMÄ1r/ 6 M , alors M
est canonique.
Dans l’idée de caractériser les matrices canoniques, on
pourrait se demander si les conditions du Théorème 2.3 sont
des conditions nécessaires. Il est facile de vérifier que tel
n’est pas le cas, en exhibant un contre-exemple. Ainsi, si M
est une matrice de Toeplitz positive, considérons la matrice
Q D M Ä "vwt, où v D [0; : : : ; 0; 1]t. Pour des valeurs de "
positives et proches de zéro, la matrice Q reste positive et les
zéros du prédicteur associé restent à l’intérieur du cercle unité
(par argument de continuité). Pourtant la positivité est mise en
défaut pour la matrice de déplacement Q Ä Q D Ä"vwt, ainsi
que pour toute matrice Q Ä Q.m/ D mvvt Ä "vwt.
2.4 Stabilité structurelle
En tant que tel, les conditions de canonicité mises à jour
sont d’un intérêt modeste par rapport aux tests déjà existants,
car il n’est pas plus simple de tester la positivité d’une matrice
que la stabilité d’un prédicteur. De plus, le calcul de Oa D MÄ1r
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est un préalable nécessaire à la vérification des conditions
du Théorème 2.3. En revanche, ces conditions permettent
d’examiner la stabilité structurelle de certaines méthodes de
prédiction linéaire. L’objectif est de diviser ces méthodes en
deux groupes :
– les méthodes structurellement stables ne produisent que des
filtres prédicteurs stables ;
– les autres produisent des prédicteurs parfois instables.
3 Application en prédiction linéaire
3.1 Cas générique
Les cas les plus classiques se rapportant à notre étude (Sec-
tions 3.2, 3.3 et 3.4) correspondent à des formes quadratiques
J du type J .a/ D kXak2; où les variantes se distinguent par
la forme de la matrice X . Par identification, on a M D XyX ,
matrice hermitienne positive au sens large par construction.
3.2 Forme fenêtrée
Dans ce cas, M est une matrice de Toeplitz, strictement
positive si x 6D 0, dont les coefficients sont
Mmn D
NCmin.m;n/X
kD1Cmax.m;n/
x?kÄm xkÄn :
Les conditions de canonicité sont donc remplies. Démontré
dans le cadre de la prédiction linéaire à passé fini des processus
stationnaires d’ordre deux, ce résultat est classique. En effet,
M s’interprète comme la covariance d’un tronçon (de taille
P C 1) d’un processus dont Oa est le prédicteur d’ordre P ,
solution des équations de Yule-Walker.
3.3 Forme covariance
Dans ce cas, la matrice M est proche de Toeplitz. A par-
tir de ses coefficients : Mmn D
PNC1
kDPC2 x
?
kÄm xkÄn; ceux
de la matrice 1 s’en déduisent aisément. En notant xn D
[xn; : : : ; xnÄPC1]
t, on obtient ainsi 1 D xPxyP Ä xN xyN , ma-
trice de rang 2. Ce résultat est connu car il détermine la dis-
tance à Toeplitz de M , donc la complexité des algorithmes
de Levinson généralisés qui permettent de l’inverser rapide-
ment [8]. En revanche, il exprime aussi que1 n’est pas, en gé-
néral, une matrice positive. En exhibant des contre-exemples,
il est par ailleurs connu que la forme covariance ne fournit pas
toujours un prédicteur stable [6].
La forme covariance modifiée associe la prédiction avant et
arrière en rendant persymétrique la matrice M par addition de
la forme covariance et de son expression retournée (obtenue
par inversement du temps). On obtient ainsi une matrice 1
de rang 4, qui n’est pas nécessairement une matrice positive.
Cette méthode n’est pas structurellement stable, contrairement
à la méthode de Burg [9] dont elle se rapproche. La pratique
montre néanmoins que cette forme modifiée est plus souvent
stable que la forme covariance standard.
3.4 Forme pré-fenêtrée et forme post-fenêtrée
Ces deux formes sont intermédiaires entre la forme cova-
riance et la forme fenêtrée. On vérifie sans difficulté que la ma-
trice de déplacement1 vaut respectivement ÄxN xyN et xPxyP .
Ce dernier cas assure donc la canonicité, résultat mentionné
sans démonstration dans [5].
3.5 Formes régularisées
Kitagawa et Gersch [7] ont proposé une méthode d’analyse
spectrale auto-régressive dont la solution minimise un critère
des moindres carrés régularisés. Il s’agit de la forme pré-
fenêtrée, augmentée d’un terme régularisant qui favorise la
douceur du spectre recherché :
J
KG
.a/ D J .a/C 
PX
pD1
p2ka2p: (9)
 est un paramètre de régularisation (positif) et k détermine
l’ordre de la douceur considérée, conformément à l’identité
[7] Z 1=2
Ä1=2
dk A.e2i f /d f k
2 d f D .2/2k PX
pD1
p2ka2p:
On vérifie facilement qu’il est possible d’exprimer la matrice
M
KG
à partir de la matrice M de la forme standard en ajoutant
une suite croissante positive à la diagonale :
x M
KG
D M C  diagfp2kgpD0;::;P : (10)
x Évidemment, le même principe de régularisation s’applique
également aux autres formes de fenêtrage. La forme fenêtrée
possède l’intérêt particulier de fournir la structure matricielle
« Toeplitz + diagonale » de l’Exemple 2.3. Nous obtenons
ainsi le résultat suivant :
Corollaire 3.1 — La variante fenêtrée de la méthode de
prédiction régularisée proposée par Kitagawa et Gersch [7]
est structurellement stable, pour tout ordre de douceur k > 0
et tout  > 0.
En pratique, Kitagawa et Gersch incorporent simultané-
ment plusieurs ordres de douceur en ajoutant les termes adé-
quats au critère (9). Cette extension reste évidemment stable.
De la même façon, on peut étendre l’approche de Kitagawa et
Gersch à des valeurs de k non entières, sans remettre en cause
la stabilité structurelle de la méthode.
Quant à la forme pré-fenêtrée régularisée originale, on
montre qu’une certaine quantité de régularisation suffit à
la rendre stable, conformément au résultat suivant (qui se
généralise aisément à d’autres variantes) :
Corollaire 3.2 — Pour k > 0, le prédicteur issu de la forme
pré-fenêtrée régularisée est stable si
 >
PX
pD1
jxNC1Äpj2
p2k Ä .p Ä 1/2k :
Démonstration : La matrice de déplacement de M
KG
s’écrit
1
KG
D  Ä xN xyN , avec
 , diag

p2k Ä .p Ä 1/2k
pD1;::: ;P :
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D’après l’expression du déterminant
det1
KG
D p

1Ä Ä1xyNÄ1xN
 PY
1
Ä
p2k Ä .p Ä 1/2k ;
la condition  > xyNÄ1xN est nécessaire à la positivité de
1
KG
. Elle est aussi suffisante, car les P Ä 1 conditions issues
des mineures s’avèrent moins restrictives. 
4 Conclusion
Dans le cadre de la théorie et des algorithmes pour la
prédiction linéaire, il est bien connu qu’une matrice normale
M s’inverse d’autant plus rapidement que sa distance à
Toeplitz, c’est-à-dire le rang de sa matrice de déplacement
1, est faible. Dans cette communication, nous montrons que
la positivité de la matrice 1 permet d’assurer la stabilité
du filtre prédicteur estimé. Parmi les méthodes classiques de
prédiction linéaire basées sur le principe des moindres carrés,
ce résultat permet de démontrer dans un cadre unificateur la
stabilité structurelle des méthodes fenêtrée et post-fenêtrée,
résultats déjà connus, mais également de la variante fenêtrée
de la méthode régularisée de Kitagawa et Gersch [7]. Il fournit
également une borne inférieure du paramètre de régularisation
rendant stable la méthode originale de Kitagawa et Gersch.
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