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The critical two-dimensional classical Ising model on the square lattice has two topological
conformal defects: the Z2 symmetry defect D and the Kramers-Wannier duality defect Dσ. These
two defects implement antiperiodic boundary conditions and a more exotic form of twisted boundary
conditions, respectively. On the torus, the partition function ZD of the critical Ising model in the
presence of a topological conformal defect D is expressed in terms of the scaling dimensions ∆α
and conformal spins sα of a distinct set of primary fields (and their descendants, or conformal
towers) of the Ising conformal field theory. This characteristic conformal data {∆α, sα}D can be
extracted from the eigenvalue spectrum of a transfer matrix MD for the partition function ZD. In
this paper, we investigate the use of tensor network techniques to both represent and coarse-grain
the partition functions ZD and ZDσ of the critical Ising model with either a symmetry defect D or
a duality defect Dσ. We also explain how to coarse-grain the corresponding transfer matrices MD
and MDσ , from which we can extract accurate numerical estimates of {∆α, sα}D and {∆α, sα}Dσ .
Two key new ingredients of our approach are (i) coarse-graining of the defect D, which applies to
any (i.e. not just topological) conformal defect and yields a set of associated scaling dimensions ∆α,
and (ii) construction and coarse-graining of a generalized translation operator using a local unitary
transformation that moves the defect, which only exist for topological conformal defects and yields
the corresponding conformal spins sα.
I. INTRODUCTION
A conformal defect is a universality class of critical
behavior at the junction of two critical systems. Rele-
vant examples include point impurities, interfaces and
boundary phenomena in critical 1D quantum systems, as
well as line defects, interfaces and boundaries in critical
2D classical systems1–5. A topological conformal defect
in a conformal field theory (CFT) is a particular type
of conformal defect that is totally transmissive5 and can
be deformed without affecting the value of correlators
as long as it is not taken across a field insertion. It can
also be regarded as defining a form of twisted boundary
conditions for that CFT.
The goal of this paper is to investigate the use of ten-
sor network techniques to describe topological conformal
defects in microscopic lattice models. For simplicity, we
analyze the two-dimensional critical Ising model, work-
ing mostly with the 2D classical statistical spin system,
but also repeatedly connecting to the (1+1)D quantum
spin chain. The critical Ising model turns out to have
two non-trivial topological conformal defects: a symme-
try defect D and a duality defect Dσ6. The symmetry
defect D relates to the global Z2 spin-flip symmetry of
the Ising model and implements antiperiodic boundary
conditions, whereas the duality defect Dσ relates to the
Kramers-Wannier self-duality of the critical Ising model
and can be thought of as implementing some form of
twisted boundary conditions.
A. Defects and transfer matrices
Consider the statistical partition function Z of the
critical 2D classical Ising model on a square lattice with
periodic boundary conditions (that is, on a torus), made
of m × n sites. By the operator-state correspondence
of CFT2, this partition function is expressed in terms
of the scaling dimensions ∆α and conformal spins sα of
some specific set of scaling operators φα, namely, those
in the conformal towers of the three local primary fields
of the Ising CFT: the identity, energy-density and spin
primaries. We can extract {∆α, sα} from the spectrum
of eigenvalues of a transfer matrix M for the partition
function Z, fulfilling Z = Tr (Mm) [see Fig. 1(a)].
In the presence of a topological conformal defect D, the
modified partition function ZD is expressed now in terms
of the scaling dimensions and conformal spins {∆α, sα}D
of other conformal towers, corresponding to a different
set of primary fields. We can again extract {∆α, sα}D
from the spectrum of eigenvalues of a modified transfer
matrix MD for the partition function ZD, fulfilling ZD =
Tr ((MD)
m) [see Fig. 1(b)].
In this paper, we build tensor network representations
of the transfer matrices MD and MDσ for the two topo-
logical conformal defects D and Dσ of the critical Ising
model and explain how to extract accurate estimates
of the corresponding scaling dimensions and conformal
spins {∆α, sα}D and {∆α, sα}Dσ , which we regard as
a characterization of these defects. These estimates are
obtained by first coarse-graining and then diagonalizing
the transfer matrices MD and MDσ .
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2Figure 1. (a) Partition function Z on a square lattice made
of n × m sites with periodic boundary conditions in both
directions (a torus), and the corresponding transfer matrix
M , such that Z = Tr (Mm). (b) Partition function ZD on
the same torus, where the defect D implements some form of
boundary conditions, and the generalized transfer matrix MD,
such that ZD = Tr ((ZD)m).
We emphasize that on a sufficiently small m× n torus,
say in the range n ∼ 10 − 20, one can already diago-
nalize the transfer matrix MD for defect D, and thus
obtain numerical estimates of {∆α, sα}D, by using exact
diagonalization techniques. Why do we then need to use
tensor networks? As we will review, these estimates for
{∆α, sα}D are affected by non-universal, finite-size cor-
rections, which diminish with growing n. The merit of
tensor network techniques is then merely that, through
proper coarse-graining, they allow us to consider a much
larger n than exact diagonalization techniques, thus pro-
ducing more accurate numerical estimates. However, the
coarse-graining of the tensor network introduces trunca-
tion errors, which must be kept under check and effectively
limit the size n that can be reliably considered.
In the absence of defects, the use of tensor networks
to obtain more accurate estimates of the conformal data
{∆α, sα} by diagonalizing a transfer matrix M for the
partition function Z was proposed and demonstrated in
Ref. 7. In this paper, we generalize the proposal of Ref. 7
to the presence of defects, focusing on topological confor-
mal defects for concreteness. This requires several new
steps, which we list here. The first two steps, which apply
to generic line defects on a 2D classical partition function
(equivalent to a point defect in a 1D quantum model),
are: (i) encoding of the defect D as a 1D tensor network,
which upon insertion in the 2D tensor network for the
clean partition function Z produces a tensor network for
the defect partition function ZD as well as a tensor net-
work for the corresponding defect transfer matrixMD; (ii)
coarse-graining of the partition function ZD / transfer ma-
trix MD. Diagonalization of the coarse-grained transfer
matrix MD will yield the scaling dimensions ∆α associ-
ated to defect D. Steps (i) and (ii) apply to a generic
type of conformal defect. Topological conformal defects
are special in that we can extract additional conformal
data, namely, the conformal spins sα, by following two
additional new steps: (iii) identification of a local unitary
transformation that moves the location of the topological
defect, so as to be able to define a generalized transla-
tion operator TD that commutes with the transfer matrix
MD; (iv) coarse-graining of the generalized translation
operator TD and diagonalization of the product TDMD
of coarse-grained versions of the translation operator TD
and the transfer matrix MD.
The main result of this paper is the proposal of the
steps (i) and (iv) described above to extract accurate
estimates of the {∆α, sα}D associated to a topological
conformal defect, together with a thorough demonstration
of the approach for the symmetry defect D and duality
defect Dσ of the critical Ising model. We also propose
steps (i)-(ii) to extract accurate estimates of the ∆α
associated to a generic (i.e. non-topological) conformal
defect D, which we demonstrate with specific examples.
B. Structure of this paper
Sections II–IV are mostly devoted to discussing back-
ground material, whereas Secs. V-VIII contain our main
results.
In Sec. II, we review the Ising model in the absence of a
defect. This includes the 2D classical Ising model on the
square lattice, the 1D quantum Ising model, and the Ising
CFT that effectively describes the previous two lattice
models at criticality. We introduce the partition function
Z and transfer matrix M , and relate the eigenvalue spec-
trum of M to the conformal data {∆α, sα} of the three
local primary fields of the Ising model. In Sec. III, we re-
view the use of tensor networks to represent the partition
function Z and transfer matrix M , and of coarse-graining
algorithms for tensor networks, which allow us to obtain
estimates of {∆α, sα} with smaller finite-size errors than
is possible with exact diagonalization. In Sec. IV, we
review the properties of the topological defects D and
Dσ of the critical Ising model, including their associated
field content and their fusion rules.
Sections V and VI analyze the symmetry defect D and
the duality defect Dσ, respectively. On the lattice, the
topological character of a defect appears to be related
to the existence of a local unitary transformation that
changes the location of the defect. We identify such lo-
cal unitary transformations for D and Dσ, which also
allow us to fuse these defects and confirm the expected
fusion rules. We express the partition functions ZD and
ZDσ of the critical Ising model in terms of transfer matri-
ces MD and MDσ , and propose generalized translation
operators TD and TDσ , which commute with MD and
MDσ , respectively. Working with a tensor network rep-
resentation of all the above objects, we then consider a
3coarse-graining transformation for the products MDTD
and MDσTDσ , whose eigenvalue spectra yield the confor-
mal data {∆α, sα}D and {∆α, sα}Dσ .
It turns out that, from a tensor network perspective,
the two topological conformal defects of the Ising model
are very different. Indeed, as we will see in Sec. V, the
symmetry defect D can be readily incorporated into a
tensor network by employing Z2-symmetric tensors8, in
which case D is represented by a simple unitary matrix
V acting on a bond index. This implies, in particular,
that the defect transfer matrix MD and translation op-
erator TD are obtained from the clean transfer matrix
M and translation operator T by insertions of V . This
also applies to the coarse-grained version of MD and
TD , and we conclude that one can extract the new set
of {∆α, sα}D with remarkably little effort by recycling
the coarse-grained tensor networks used for the critical
Ising model without a defect. On the other hand, we
will see in Sec. VI that representing the duality defect
Dσ requires using different tensors altogether (as does a
generic conformal defect), which one needs to explicitly
coarse-grain.
In Sec. VII we then briefly discuss the case of a generic
(i.e. non-topological) conformal defect D, for which we can
also extract the scaling dimensions {∆α}D by diagonaliz-
ing a transfer matrix MD for the defect partition function
ZD, and demonstrate the performance of the approach
for a known continuous family of conformal defects of the
critical Ising model.
Section VIII concludes the paper with a discussion
of the present tensor network approach, including its
extension to defects in other critical lattice models, a
discussion of different coarse-graining transformations
one can use, and a comparison to other tensor network
approaches (based on explicitly realizing scale invariance
of the tensor network under coarse-graining) that can
also be used to extract conformal data. Finally, several
appendices contain technical discussions, as well as a
study of the Z3 symmetry defects of the three-level Potts
model.
C. Source code
The numerical results we present were obtained using
a Python 3 implementation of the algorithms we describe.
The source code is available at https://arxiv.org/src/
1512.03846/anc, licensed under the MIT License, a per-
missive free software license. It can be used to reproduce
our results and as the ultimate reference on details of the
algorithms we describe here.
II. CRITICAL ISING MODEL
In this section, we review the critical Ising model on the
lattice, both the 2D classical partition function and the 1D
quantum spin chain. We also review their continuum limit,
the Ising conformal field theory. Universal properties of
the phase transition (conformal data) can be numerically
estimated using exact diagonalization. The accuracy of
these numerical estimates is limited by non-universal,
finite-size corrections.
A. Classical partition function
The classical Ising model is defined by its Hamiltonian
K = −∑〈i,j〉 σiσj , where i and j label sites on the lattice
and σi is a classical spin variable on site i that can take
the values ±1. ∑〈i,j〉 is a sum over nearest-neighbor pairs
of sites. The partition function at inverse temperature β
is
Z =
∑
{σ}
e−βK =
∑
{σ}
eβ
∑
〈i,j〉 σiσj , (1)
where
∑
{σ} is a sum over all the spin configurations.
Here, we consider that the spins inhabit the sites of a
square lattice with periodic boundaries in both direc-
tions (a torus). The Ising Hamiltonian K is invariant
under a simultaneous flip of all the spins so that if we
map σi 7→ −σi for all sites i the Hamiltonian remains
unchanged: K 7→ K. Flipping a spin twice recovers
the original configuration, so the spin-flip symmetry is a
global, internal Z2 symmetry. This symmetry is preserved
at high temperatures (low β) and spontaneously broken
at low temperatures (large β). At β = 12 log(1+
√
2) there
is a second-order phase transition that separates the low
temperature symmetry-breaking, ordered phase from the
high temperature disordered phase.
The Ising model on the square lattice also has a
order-disorder duality called the Kramers-Wannier du-
ality which states that a low temperature Ising model
is equivalent to a high temperature model on the dual
lattice. At the critical point, the model is self-dual under
this duality map.9
On a torus made of m× n spins we can write down a
transfer matrix M such that Z = Tr(Mm). The transfer
matrix M (which is made of 2n× 2n entries) is associated
to a row of n spins. Many questions about the model can
be answered in terms of the eigenvalue spectrum of M .
We omit here the explicit form of M , which we will later
build using tensor networks.
B. Quantum spin chain
The one-dimensional quantum Ising model is defined
by the Hamiltonian
H(h) = −
(
n∑
i=1
σzi σ
z
i+1 + h
n∑
i=1
σxi
)
. (2)
On every site i there is a quantum spin and σz and σx
are Pauli matrices. The parameter h is the strength of a
transverse field.
4The Hamiltonian is symmetric under a global spin-flip
or, in other words,
ΣxH (Σx)
†
= H, (3)
where Σx =
⊗n
i=1 σ
x
i , and there are again two phases: a
symmetry-breaking phase for small transverse magnetic
field, and a disordered phase for large magnetic field, with
a continuous quantum phase transition at h = 1.
The Kramers-Wannier duality for the quantum model
equates it with another spin chain living on the dual
lattice with a similar Hamiltonian but with external field10
h˜ = 1h . As in the classical model, the spin chain is
Kramers-Wannier self-dual at the critical point.
The partition function of the quantum model for in-
verse temperature βQ is ZQ = Tr
(
e−βQH
)
. A trans-
fer matrix for this partition function can be written as
MQ ≡ e−
βQ
m H , so that ZQ = Tr ((MQ)m). Through
the standard classical-quantum mapping, MQ also corre-
sponds to a transfer matrix for the partition function of
a classical two-dimensional Ising model11. However, this
classical dual is not the isotropic Ising model that we dis-
cussed above, but an extremely anisotropic one with very
different couplings in different directions. The anisotropic
and isotropic classical models are, nevertheless, in the
same universality class, and hence the universal proper-
ties of the quantum and the classical Ising models are
the same. To extract these universal properties we will
mostly concentrate on studying the classical model.
C. Ising CFT
As we have mentioned above, the classical square lattice
Ising model has a critical point at β = 12 log(1 +
√
2) and
the Ising spin chain has a quantum critical point at h = 1.
The continuum limits of both of these critical points are
described by the Ising CFT. The universal properties of
the phase transition are captured by the conformal data
of this CFT.
Consider the torus formed by parameterizing the two
coordinates (x, y) of the plane by a complex variable
w ≡ x+ iy and by identifying the points w, w + 2pi and
w + 2piτ , for τ = τ1 + iτ2 a complex modular parameter
that defines the shape of the torus. A purely imaginary
modular parameter τ = iτ2 produces a torus consisting
of a rectangle with periodic boundaries.
On a torus defined by a complex modular parameter τ ,
the partition function of a CFT is
ZCFT = Tr
(
e−2piτ2(L0+L0−
c
12 )e2piiτ1(L0−L0)
)
= Tr
(
e−2piτ2HCFTe2piiτ1P
)
. (4)
Here L0 and L0 are the Virasoro generators and HCFT =
L0 + L0 − c12 and P = L0 − L0 are the Hamiltonian and
momentum operators that generate translations in the
directions Im(w) and Re(w), respectively, while c is the
central charge.12
The scaling operators φα of the CFT are eigenoper-
ators of dilations on an infinite plane. The operator-
state correspondence identifies them with states |φα〉 that
are the eigenstates of L0 and L0: L0|φα〉 = hα|φα〉 and
L0|φα〉 = hα|φα〉. hα and hα are known as the holomor-
phic and antiholomorphic conformal dimensions of φα. In
terms of the eigenvalues of L0 and L0 we can rewrite the
partition function as
ZCFT =
∑
α
e−2piτ2(hα+h¯α−
c
12 )+2piiτ1(hα−h¯α), (5)
=
∑
α
e−2piτ2(∆α−
c
12 )+2piiτ1sα , (6)
where ∆α = hα + hα and sα = hα − hα are known as the
scaling dimension and conformal spin of φα, respectively.12
The scaling operators come in conformal towers built
up from the primary operators. If hp and hp are the
conformal dimensions of a primary operator, then the
scaling operators in its conformal tower have conformal
dimensions of the form h = hp + k and h = hp + l, where
k, l ∈ N.12
The Ising CFT is a conformal field theory of central
charge c = 12 . For a unitary c =
1
2 CFT the conformal
dimensions h and h¯ of the primaries can take the values
0, 12 and
1
16 .
2 However, not all the possible combinations
of these values of h and h¯ are realized as local primary
operators in the CFT. The Ising CFT only includes the
three “diagonal” primary operators that have h = h. They
are called the identity 1 for (0, 0), the energy density 
for ( 12 ,
1
2 ) and the spin σ for (
1
16 ,
1
16 ). Because of the Z2
symmetry of the model, the conformal towers come with
a parity (a Z2 charge). This parity is +1 for 1 and , and
−1 for σ.
We will see later in Sec. IV that the non-diagonal
combinations of h and h are relevant to the discussion of
topological conformal defects of the Ising CFT.
D. Extracting the universal data
For a critical, classical lattice model that has a CFT as
its continuum limit, the partition function on an m× n
torus (corresponding to τ = imn ) can be written as
13
Z =
∑
α
e2pi
m
n (
c
12−∆α)+mnf+O( mnγ ), γ > 1. (7)
The sum is again over scaling operators. Equation (7)
only differs from Eq. (5) in two non-universal terms. One
non-universal term is the free energy term mnf , where
f is the free energy per site at the thermodynamic limit.
The second is the subleading finite-size correctionsO ( mnγ ),
which become negligible for a large torus. The transfer
matrix M corresponding to a row of n sites of the lattice
so that Z = Tr (Mm) then has eigenvalues13
λα = e
2pi 1n (
c
12−∆α)+nf+O( 1nγ ). (8)
5More generally, if the transfer matrix M corresponds
instead to l rows of n sites, so that now Z = Tr
(
M
m
l
)
,
then its eigenvalues are13
λα = e
2pi ln (
c
12−∆α)+lnf+O( lnγ ). (9)
Thus, if we manage to diagonalize a transfer matrix for
large n, the subleading, non-universal corrections will
become negligible, whereas we can extract f by varying
l and n while keeping ln fixed. We can then rescale M
by elnf (or equivalently we can rescale the Boltzmann
weights eβσiσj in the partition function Z) to get rid of
the free energy term in the eigenvalue spectrum. From
now on we will always assume the transfer matrix M has
been rescaled in this way, so that its spectrum is
λα ≈ e2pi ln ( c12−∆α). (10)
The equality is approximate because we have left out the
subleading, non-universal, finite-size terms. Each of the
eigenvalues λα then tells us the value of c12 −∆α for one
of the scaling operators φα. The scaling dimension ∆1 of
the identity operator is always 0 and for a unitary CFT
this is the smallest scaling dimension possible. Thus we
can obtain c from the largest eigenvalue λ0 and the rest
of the λα’s give us the rest of the scaling dimensions.14
For a critical quantum spin chain of n spins the spec-
trum of the Hamiltonian is13
Eα = a+ b
[
2pi
1
n
( c
12
−∆α
)
+ nf +O
(
1
nγ
)]
(11)
where a and b are non-universal constants and γ > 1 as
before. We could thus extract all the same critical data
by diagonalizing the quantum Hamiltonian H instead of
the transfer matrix M of the classical partition function
Z. In this work we choose, however, to work mostly with
the transfer matrix.
For a translationally invariant lattice model, such as the
Ising model, the transfer matrix M commutes with the
translation operator T = e
2pii
n P that implements a discrete
translation by one lattice site. Each eigenstate of T , with
eigenvalue e
2pii
n pα , has well-defined momentum pα. As
discussed above, the momentum operator is P = L0 − L0
and thus the momentum pα corresponds to a conformal
spin sα = h − h. Hence we can diagonalize T and M
simultaneously to obtain both the scaling dimensions
∆α and the conformal spins sα for the scaling operators
φα. In fact, we can get away with even less work by
diagonalizing only the product T ·M , which corresponds to
the transfer matrix on a torus with a modular parameter
τ that has real part τ1 = Re(τ) = 1/n and imaginary
part τ2 = Im(τ) = l/n. The eigenvalues of T ·M are the
products of the eigenvalues of T and M ,
λ˜α = λα · e 2piin pα ≈ e2pi ln ( c12−∆α)+ 2piin sα , (12)
where we have again scaled away the free energy con-
tribution and ignored the subleading finite-size correc-
tions. The real part Re(log λ˜α) = 2pi ln
(
c
12 −∆α
)
then
yields the scaling dimension ∆α and the imaginary part
Im(log λ˜α) =
2pii
n sα the conformal spin sα. Note that
because of the periodicity of e
2pii
n sα , the spin can only be
determined modulo n, a point we will come back to later.
Thus to obtain scaling dimensions and conformal spins
{∆α, sα} of the CFT numerically we can construct T ·M
for a finite but sufficiently large system and diagonalize
it using an exact diagonalization algorithm. Results ob-
tained in this manner are shown in Fig. 2. They clearly
show the structure of the conformal towers coming out
correctly and the accuracy of the estimates of ∆α for
the operators with lowest scaling dimensions is remark-
ably good. However, for operators with higher scaling
dimensions the numerical estimates start to deteriorate
significantly. This is due to the subleading finite-size cor-
rections, which are still large at the system size n = 18
that we used here.
Unfortunately if we try to push for larger systems the
computations quickly become prohibitively expensive be-
cause the dimension of the transfer matrix grows as 2n
and the cost of exact diagonalization grows as the third
power of this dimension. To diminish the effect of these
non-universal corrections, we can describe the system
using tensor networks and apply tensor network coarse-
graining algorithms to reach large system sizes, as we
review in the next section.
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Figure 2. The scaling dimensions (vertical axis) and conformal
spins (horizontal axis) of the first scaling operators of the Ising
CFT obtained from exact diagonalization of a transfer matrix
of n = 18 sites. The scaling operators are divided by their
parity, i.e. their eigenvalue under the Z2 symmetry operator
Σx that commutes with the transfer matrix. The crosses mark
the numerical values that can be compared with the circles
that are centered at the exact values. Several concentric circles
denote the degeneracy Nα of that (∆α, sα) pair. The primary
fields identity I, spin σ and energy density  appear at the
basis of their three conformal towers.
III. TENSOR NETWORKS
In this section, we first review how tensor networks can
be used to express the partition function Z and its trans-
6fer matrix M . We then describe how a coarse-graining
algorithm for tensor networks can be used to analyze
larger systems than with exact diagonalization, as first
proposed and demonstrated in Ref. 7. By diagonalizing a
transfer matrix M corresponding to a large number n of
sites we can reduce very significantly the errors, due to
finite-size corrections, in the estimates of scaling dimen-
sions and conformal spins {∆α, sα}. This comes at the
price of introducing truncation errors.
A. Tensor network representation
In terms of the Boltzmann weights Bij = eβσiσj the
partition function is
Z =
∑
{σ}
∏
〈i,j〉
Bij , (13)
with the sum and the product being over all spin con-
figurations and all nearest-neighbor pairs, respectively.
Periodic boundary conditions in both directions are again
assumed. Such a partition function Z can be written as
a tensor network in several ways. We will be using the
network shown in Fig. 3(a) on the right. The first network
in Fig. 3(a) is a straight-forward translation of Eq. (13)
into the graphical tensor network notation. In it for every
spin there is a four-index Kronecker delta δijkl. Each of
the four indices connects to one of the neighboring spins
through the matrix B. On the right this is then rewritten
in terms of tensor Aijkl = BijBjkBklBli that encodes the
interactions around a plaquette of spins. Every index of
A corresponds to one spin. We will be working with this
latter network, which we denote Zn,m(A). Notice that
here m and n label the number of rows and columns of
tensors A, not of spins, with each tensor accounting for
two spins. However, all the expressions in the preceding
section can be seen to remain valid due to the isotropy of
the original spin model. We also note that, alternatively,
one can build a single tensor A for each spin following
the construction in Ref. 15.
From Fig. 3(a) it is clear that we can write Z = Tr (Mm)
where the transfer matrix is as in Fig. 3(b), or in other
words
Mk1k2...knj1j2...jn =
∑
i1,i2,...,in
n∏
α=1
Aiαjαiα+1kα . (14)
Here all the iα indices are summed over and in+1 is identi-
fied with i1. When writing Tr (Mm) we have interpreted
M as a linear map from Vj to Vk, where Vj (respectively
Vk) is the tensor product of the vector spaces of the
indices jα (respectively kα).
Implementing a lattice translation in the network is
straight-forward, and shown in Fig. 3(c). In Fig. 3(d)
is the operator T ·M , which we want to diagonalize in
order to extract universal data of a phase transition (see
previous section).
It should be noted here that when we translate between
network diagrams and equations, our convention is that
reading an equation from left to right corresponds to
reading a diagram from either left to right or bottom to
top, but never right to left or top to bottom.
The Z2 symmetry of the Ising model plays an important
role in the tensor network representation, as we will see
later when we consider a system with a topological defect.
For a model with a global internal symmetry, the symme-
try can be made manifest in the tensors themselves. This
is covered in length in Refs. 8, 16, and 17. For the present
discussion it suffices to know that for the Ising model,
we use tensors that fulfill the identity in Fig. 4, namely,
tensors that are left unchanged if we apply a spin-flip
matrix V on each of the indices. The spin-flip matrix V
here is nothing but σx, but we call it V for consistency
with the case where it acts on a coarse-grained index. As
explained in Appendix A, in general V is some unitary
representation of the non-trivial element of the symmetry
group Z2. In other words it is a unitary matrix such
that V 2 = 1. We call a tensor that obeys the invariance
property of Fig. 4 a Z2 invariant tensor. The vector space
attached to each index of a Z2 invariant tensor can be
understood as the direct sum of two subspaces, one for
each parity ± (i.e. each Z2 charge). In this way, we can
attach a parity to each eigenvalue/vector of the transfer
matrix and, by extension, to the corresponding scaling
operators φα (discussed in the previous section).
B. Coarse-graining
A tensor network coarse-graining transformation maps
a network like Zn,m(A) [see Fig. 3(a)] to a smaller net-
work Zn′,m′(A′) that is of the same form but consists
of tensors A′. Each A′ corresponds to a small region of
the original network Zn,m(A) and describes longer length
scale features of the system. For concreteness we consider
a coarse-graining where each A′ corresponds to four of
the original tensors A and n′ = n2 and m
′ = m2 , i.e. the
coarse-graining has scaled the linear size of the system by
a factor of 12 .
Ideally, this coarse-graining would be such that the orig-
inal network Zn,m(A) and the coarse-grained Zn2 ,m2 (A
′)
would contract to exactly the same value: the partition
function Z. In practice small errors, called truncation
errors, need to be introduced to keep the computational
cost from growing too large, and thus the two networks
contract to only approximately the same value.
We can use such a coarse-graining repeatedly to produce
a series of tensors A(0) 7→ A(1) 7→ . . . 7→ A(s) such that
A(0) ≡ A and each A(s) represents 4s of the original ten-
sors A(0). For each tensor A(s) the network Z n
2s ,
m
2s
(
A(s)
)
is an approximate representation of the original network
Zn,m(A
(0)). This is illustrated in Fig. 5. As first pro-
posed and demonstrated in Ref. 7, we can then use the
coarse-grained tensors A(s) to produce a transfer matrix
M representing many spins and extract {∆α, sα} with
7Figure 3. In this figure and throughout the paper we use the usual graphical tensor network language where tensors are
represented by various shapes and their indices by legs coming out from them. A leg connecting two tensors is summed over. (a)
The partition function Z of a classical two dimensional lattice model on a torus as a tensor network, first using the Boltzmann
weights Bij = e−βEij and then in terms of the tensor Aijkl = BijBjkBklBli. We call the network on the right Zn,m(A). δijk
and δijkl are three- and four-way Kronecker deltas that fix all their indices to have the same value. (b) The transfer matrix M
as a tensor network. (c) The one-site translation operator T . (d) The translation operator composed with the transfer matrix.
Figure 4. The invariance of tensor A under the symmetry
transformation V .
smaller finite-size corrections. We emphasize that al-
though Ref. 7 described this approach in the context of
a particular coarse-graining scheme, namely the tensor
entanglement-filtering renormalization (TEFR) method,
it can be used with any coarse-graining scheme that ac-
curately preserves the partition function Z or transfer
matrix M .
A key role in any coarse-graining scheme is played by
the dimension χ of the indices of A(s), called the bond
dimension of the network. The bond dimension controls
both the computational cost of the coarse-graining, which
grows as a power of χ, and the truncation errors intro-
duced at each coarse-graining step, which decrease with
growing χ. For the purpose of estimating {∆α, sα}, a use-
ful coarse-graining scheme is then one where a sufficiently
small χ (leading to a sufficiently small computational
cost) can be kept over several coarse-graining steps (so
that large system sizes can be considered, reducing the
finite-size corrections) while at the same time keeping the
truncation errors sufficiently small, so that they do not
significantly affect the numerical estimates. Thus, for a
fixed bond dimension χ (that is, for a fixed computational
cost per coarse-graining step), the best numerical esti-
mates are obtained by applying a number of iterations s
such that the finite-size corrections and truncation errors
are of the same magnitude, and their cumulative effect
on the results is at a minimum.
Figure 5. Repeating a coarse-graining produces a series of
tensors A(s) and corresponding networks that all contract
to approximately the same value. We think of each A(s) as
representing a local patch of the system at a different length
scale. With a 2×2 7→ 1 coarse-graining like the one we consider,
a network Z2k,2k(A) can be coarse-grained to a single tensor
in k steps.
The specific coarse-graining scheme that we use in this
paper is called tensor network renormalization (TNR)18.
It is based on inserting approximate partitions of unity
into the network, consisting of isometric and unitary
tensors, that can be optimized to minimize the truncation
error. We will not explain the details of the algorithm
in this paper, but refer the reader to Refs. 19 and 18.
However, an outline of the algorithm can be found in
Appendix A. Similar results to the ones obtained in this
paper with TNR could equally well be obtained (perhaps
with less accuracy or increased computational cost) using
any coarse-graining that acts sufficiently locally, such
8as the simpler tensor renormalization group algorithm20.
This point is elaborated further in the discussion section.
Applying a 2× 2 7→ 1 coarse-graining transformation s
times, a transfer matrix of 2s × (2s · ns) tensors A can be
coarse-grained down to the transfer matrix M (s) in Fig. 6,
consisting of a row of ns tensors A(s). The computational
cost thus scales logarithmically in system size. Interpreted
as a matrix, M (s) has dimensions χns × χns , and can be
diagonalized for sufficiently small values of ns and χ.
We diagonalize M (s) simultaneously with a translation
operator T (s), also shown in Fig. 6. T (s) is a translation by
2s sites in the original system and its eigenvalues yield the
conformal spins modulo ns, as explained in Appendix A.
In Appendix B we show how to perform a final coarse-
graining step on the composite operator T (s) ·M (s) to
raise the periodicity of the conformal spins to 2ns.
Figure 6. The coarse-grained transfer matrix and translation
operator.
C. Numerical results
In Fig. 7, we show scaling dimensions and conformal
spins {∆α, sα} obtained by diagonalizing a transfer ma-
trix that has been coarse-grained using TNR. To obtain
the scaling dimensions we have coarse-grained a trans-
fer matrix of 4 tensors A(s) for s = 7 (corresponding
to 2 × 4 × 27 × 27 = 217 ≈ 130 000 spins) using bond
dimensions χ′ = 14 and χ = 28 (the TNR scheme we use
has two relevant bond dimensions, see Appendix A). For
the conformal spins a slightly larger system was used, as
explained in Appendix B. The numerical results are in
excellent agreement with the exact values even higher up
in the conformal towers, in contrast with the exact diago-
nalization results in Fig. 2. Table I shows a comparison
of the numerical values to the exact ones for the primary
fields. For the central charge we obtain c = 0.500091
where the exact value would be 12 .
D. Multi-scale entanglement renormalization
ansatz
We conclude this section by recalling that, as explained
in Ref. 21, if we apply TNR to a tensor network repre-
senting the Euclidean path integral e−βQH of a quantum
Hamiltonian H, we obtain a multi-scale entanglement
renormalization ansatz (MERA) for the ground state of
H. Such a MERA, shown in Fig. 8, is built of tensors
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Figure 7. By coarse-graining and diagonalizing a transfer
matrix for the classical square lattice Ising model we have
obtained scaling dimensions (vertical axis) and conformal
spins (horizontal axis) of the first few scaling operators with
lowest dimensions in the Ising CFT. The crosses mark the
numerical values that should be compared with the circles
that are centered at the exact values. The scaling operators
are divided according to their Z2 charge, that is their parity
under a global spin-flip. Several concentric circles denote the
degeneracy Nα of that (∆α, sα) pair. Although it is not clear
from the figure, these degeneracies also come out correctly.
Primary
(
h, h
)
∆TNR ∆exact sTNR sexact
1 (0, 0) – 0 0 0
 (1/2, 1/2) 1.000256 1 0 0
σ (1/16, 1/16) 0.125109 0.125 0 0
Table I. The scaling dimensions and conformal spins of the
primary fields of the Ising CFT obtained using TNR, con-
trasted with the exact values. No numerical value for the
scaling dimension of the identity operator is provided because
we extract the central charge c by assuming that ∆1 = 0
exactly. The central charge we get is c = 0.500091 whereas
the exact one is c = 1
2
. The conformal spins we obtain are
exactly zero without any numerical errors, because we know
that the possible eigenvalues of the translation operator for
a four site system are ±1 and ±i, which yields the possible
conformal spins −1, 0, 1 and 2.
(called disentanglers and isometries) that are produced
during the coarse-graining of the Euclidean path integral.
We have observed empirically that the partition function
of the 2D classical Ising model that we study is also the
Euclidean path integral of the 1D quantum model. It
then follows that the disentanglers and isometries pro-
duced during the coarse-graining of the classical partition
function Z can be put together into a MERA that repre-
sents the ground state of the Hamiltonian H for the 1D
quantum Ising model. This observation will extend to the
case of topological defects, discussed in Secs. V and VI.
9Figure 8. A MERA for a state of eight spins in a system
with periodic boundaries. Such a network for the ground
state of a spin chain can be obtained by applying TNR to
a tensor network describing the Euclidean path integral of
the quantum Hamiltonian21. The tensors in the network are
the same unitaries and isometries as used in Appendix A.
Even though our notation does not reflect it, the unitaries and
isometries on different layers generally differ from each other.
IV. TOPOLOGICAL DEFECTS
In this section, we review the topological conformal
defects (often referred to simply as topological defects) of
the Ising CFT. On a torus these defects can be thought
of as different boundary conditions, and their presence
modifies the operator content of the partition function.
The Ising CFT has two different non-trivial topological
defects, which we introduce in this section and whose
lattice realization will be analyzed in the next two sections.
As stated earlier in Eq. (4), the partition function of a
CFT on a torus can be written as
ZCFT = Tr
(
e−2piτ2HCFTe2piiτ1P
)
. (15)
We consider now a twisted partition function ZD of the
form22
ZD = Tr
(
De−2piτ2HCFTe2piiτ1P
)
. (16)
D is the twist operator, which can be thought of as
implementing a special type of boundary condition on
the torus. If D commutes with all the generators of the
Virasoro algebra it is called a topological conformal defect
(topological defect for simplicity). A twist operator can
be seen as a line defect that loops around the torus. If
the defect is topological the loop can be freely deformed
without affecting correlation functions in the system as
long as the defect is not moved across a field insertion. The
conformality of the defect also means that it is invariant
under scale transformations.6,23
The twisted partition function ZD for a topological
defect can be written as a sum of terms corresponding
to scaling dimensions and conformal spins {∆α, sα}D,
similarly as for the non-twisted Z in Eq. (5). However,
the {∆α, sα}D present in the sum are in general different
from those of the non-twisted Z.6,23
For the Ising CFT, all possible topological defects can
be built as linear combinations of three defects which we
denote D1, D and Dσ. They are known as the simple
defects of the Ising CFT and are related to the same
irreducible representations of the Virasoro algebra as the
primary fields 1,  and σ, hence the names.6,24 The D1
defect is the trivial defect or rather the lack of any defect
where the twist operator is just the identity. The partition
function for it, ZD1 = Z, has been the topic of the last
two sections of the paper. D is also known as the (Z2)
symmetry defect and Dσ is called the (Kramers-Wannier)
duality defect.
The operators present in the twisted partition functions
ZD and ZDσ come organized in conformal towers built on
top of primary operators, each of which is identified with
conformal dimensions (h, h) that may take values 0, 12 and
1
16 , just like for the operators of the non-twisted ZD1 . The
combinations of h and h that are present in each partition
function are shown in Table II. Note that together the
three partition functions include all the possible pairs
(h, h).6
ZD1 0
1
2
1
16
0 1
1
2

1
16
σ
ZD 0
1
2
1
16
0 ψ
1
2
ψ
1
16
µ
ZDσ 0
1
2
1
16
0 X
1
2
Y
1
16
X Y
Table II. The primary operators with conformal dimensions
(h, h) included in the Ising partition functions with different
defects in them. The horizontal axis is h, the vertical one is h.
The operators in ZD1 and ZD have established names shown
in the table, with the ZD1 ones already familiar to us from
earlier in the paper. The ones included in ZDσ we denote X,
X, Y and Y in the absence of more a established convention.
Consider bringing two defects next to each other so
that they effectively behave as one defect. This gives rise
to fusion rules for topological defects. The fusion rules of
the topological defects of the Ising model are the same as
the fusion rules of the primary operators, namely
D ×D = D1 (17)
Dσ ×D = Dσ (18)
Dσ ×Dσ = D1 +D. (19)
The next two sections are devoted to analyzing the two
non-trivial defects D and Dσ on the lattice. Similarly
as we have done in the two preceding sections for the
trivial defect D1, we will first study the realization of
each defect in the quantum and classical lattice models,
then discuss how to represent them using tensor networks,
and finally study how to coarse-grain these networks.
We will then diagonalize transfer matrices for the twisted
partition functions and extract the scaling dimensions and
conformal spins of the scaling operators. In the process
we will also end up discussing how these defects can be
moved around and how their fusion rules manifest in the
lattice models.
V. SYMMETRY DEFECT D
In this section, we review how to realize, on the lat-
tice, the symmetry defect D of the Ising CFT in the
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classical and quantum Ising models and present a way of
implementing D in a tensor network. We discuss how to
coarse-grain this tensor network representation and use it
to numerically evaluate the scaling dimensions and con-
formal spins {∆α, sα}D of the operators in the twisted
partition function ZD .
A. Lattice representation
The symmetry defect D is directly related to the Z2
spin-flip symmetry of the Ising model. Consider the
classical Ising model on a square lattice and draw a closed
loop around a connected region of spins. If one flips the
spins encircled by the loop, then most of the terms −σiσj
in the Hamiltonian are unaffected, but along the loop
there is a string of nearest-neighbor pairs where one of
the spins is flipped and the other one is not and their
couplings become σiσj . This string is the classical lattice
realization of the D defect.
We are interested in a partition function ZD where
such a defect forms a non-contractible loop around a torus.
ZD is said to have antiperiodic boundary conditions due
to how most of the spins are coupled ferromagnetically
but along the boundary the coupling is antiferromagnetic.
Analogously, in the quantum spin chain the D defect
is realized by changing the sign of one of the nearest-
neighbor terms to obtain
HD = −
(
n−1∑
i=1
σzi σ
z
i+1 − σznσz1 +
n∑
i=1
σxi
)
. (20)
Let us concentrate on the quantum case for a moment
and consider moving and fusing D defects. In the Hamil-
tonian 20 the defect is located on the coupling between
spins n and 1. If we conjugate the Hamiltonian with σxn,
we effectively move the defect by one site:
σxnHDσ
x
n = −
(
n−2∑
i=1
σzi σ
z
i+1 +
n∑
i=1
σxi (21)
−σzn−1σzn + σznσz1
)
. (22)
σxn is unitary and Hermitian and conjugating by it does not
affect the spectrum of the Hamiltonian. Using σx to move
defects one can easily check that taking a Hamiltonian
with two D defects and moving them to the same site
gives the usual Ising Hamiltonian H. This is the fusion
rule D ×D = D1.
Similarly in the classical model a D defect can be
moved by flipping a spin that is next to it. This is because
flipping a spin changes all its couplings from ferromagnetic
to antiferromagnetic or vice versa. Such a spin-flip is only
a matter of relabeling a degree of freedom and does not
affect the partition function. Now consider a system with
two D defects parallel to each other and move one of
them until there is only a string of spins between the two
defects. Flipping the spins between the defects changes
all the antiferromagnetic couplings to ferromagnetic and
we are left with the usual Ising model — a D1 defect.
B. Tensor network representation
In a tensor network Zn,m(A) that represents a partition
function ZD1 [see Fig. 3(a)], every bond corresponds to
one classical spin. If we multiply one of the legs i of
a tensor Aijlk with a spin-flip matrix V this makes the
corresponding spin i couple antiferromagnetically to its
neighbors on one side. Thus, the network for ZD is as
depicted in Fig. 9(a), where the defect lives on a string of
bonds. The same figure shows the transfer matrix MD
for this twisted partition function.
Just as in the system without a defect, by diagonal-
izing MD we can extract the scaling dimensions of the
operators in ZD . For the conformal spins we would need
to diagonalize MD simultaneously with the translation
operator. However, the usual lattice translation T does
not commute with MD because the translation moves
the defect by one lattice site. We can move the defect
back to where it was by conjugating the tensor A that
is next to the defect with V from above and below, as
shown in Fig. 9(b).
Thus the operator TD = V T commutes withMD . We
call TD the generalized translation operator for the D
defect. It is the notion of translation under which the
partition function with a D defect is translation invari-
ant.25,26 TD ·MD , shown in Fig. 9(c), has a spectrum
of the form in Eq. (12) from which the conformal spins
and scaling dimensions of the operators in ZD can be ob-
tained. Figure 10 shows estimates for {∆α, sα} obtained
numerically by diagonalizing a transfer matrix consisting
of n = 18 tensors. The structure of the bottom of the con-
formal towers can be clearly recognized, but the accuracy
of the estimates deteriorates quickly as we look at larger
scaling dimensions. We shall see below that again increas-
ing the system size by using a coarse-graining algorithm
will greatly improve these estimates.
C. Coarse-graining
Coarse-graining the symmetry defect is trivial when
we use a coarse-graining scheme that is based on using
Z2 invariant tensors: By utilizing the invariance of all
the tensors involved we can move the string of spin-flip
matrices V to the next scale without any additional nu-
merical effort. In other words, as is shown in Fig. 11, a
network Zn,m(A) that has V matrices on a string of bonds
coarse-grains into a network Zn
2 ,
m
2
(A′) with matrices V ′
on a string of bonds. A′ is the same tensor that we obtain
when coarse-graining a network without a defect. V ′’s are
the spin-flip matrices of the bonds of the coarse-grained
network, i.e. the unitary representations of the non-trivial
element of Z2 under which A′ is Z2 invariant. Similarly,
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Figure 9. (a) The tensor networks for the partition function
ZD and its transfer matrixMD , that fulfills ZD = Tr
(
MmD
)
.
V is the Pauli matrix σx that flips a spin. (b) The invariance
property of A and the fact that V 2 = 1 imply that conjugating
the tensor next to the defect from above and below with V
moves the defect by one site. (c) The operator TD ·MD whose
diagonalization produces the conformal data {∆α, sα}D for
ZD . Here, TD is the translation operator that commutes
with the transfer matrix MD .
the generalized translation operator TD coarse-grains
into a translation operator T ′D at next scale with a V
′
on one of the legs. How, exactly, this happens when us-
ing TNR is explained in Appendix A. However, this also
holds for other coarse-graining schemes, provided that Z2
symmetric tensors are used.
The coarse-graining of ZD or MD can be iterated.
We then diagonalize an operator TD ·MD similar to
that in Fig. 9(c), but with A(s)’s and V (s)’s instead of
A’s and V ’s. The form of V (s) is determined by the
Z2 invariance property of A(s). Notice that if we had
already coarse-grained an equivalent network without
defects, then we already have the tensors A(s) and V (s)
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Figure 10. The scaling dimensions (vertical axis) and confor-
mal spins (horizontal axis) of the first scaling operators in ZD
obtained from exact diagonalization of a transfer matrix of
n = 18 sites. The scaling operators are again divided by their
Z2 charge. The crosses mark the numerical values that can
be compared with the circles that are centered at the exact
values. Several concentric circles denote the degeneracy Nα of
that (∆α, sα) pair.
and the only additional computational work required is
the diagonalization of TD ·MD .
Figure 11. Coarse-graining a D defect produces a similar
defect at the next scale. A(i) and A(i+1) are the same tensors
that we obtain when coarse-graining a system without a defect
and V (i) and V (i+1) are the spin-flip matrices of the bonds
they are on.
D. Numerical results
As mentioned earlier in Sec. IV, the primary fields
present in ZD are µ, ψ and ψ with the conformal di-
mensions ( 116 ,
1
16 ), (
1
2 , 0) and (0,
1
2 )
6. µ has parity +1,
ψ and ψ have parity −1. Numerical results for the scal-
ing dimensions and conformal spins of these primaries
obtained with the TNR method are shown in Table III.
Similar values for some of the first descendants are shown
in Fig. 12. The results are in excellent agreement with
the exact results even higher up in the conformal towers.
The parameters used to obtain these results are the same
12
as for the D1 case: A transfer matrix of 27 × (4 × 27)
tensors A(0) (corresponding to 2×4×27×27 = 217 spins)
coarse-grained with bond dimensions χ′ = 14 and χ = 28
for the scaling dimensions and a transfer matrix twice as
wide and with one additional coarse-graining step for the
conformal spins, as explained in Appendix B.
Primary
(
h, h
)
∆TNR ∆exact sTNR sexact
µ (1/16, 1/16) 0.1249287 0.125 10−16 0
ψ (1/2, 0) 0.5000704 0.5 0.4999847 0.5
ψ (0, 1/2) 0.5000704 0.5 −0.4999847 −0.5
Table III. The scaling dimensions ∆ and conformal spins s for
the primaries of ZD as obtained with TNR compared with the
exact values. Note that one could easily see that the conformal
spins must be half-integers in the parity −1 sector and integers
in the parity +1 sector by observing that (TD)
n = Σx, the
Z2 symmetry operator. However, we choose to present the
numerical values for the conformal spins, including the small
numerical errors, to demonstrate the accuracy of our method.
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Figure 12. The scaling dimensions (vertical axis) and confor-
mal spins (horizontal axis) of the first scaling operators of
the two-dimensional classical Ising model with a D defect as
obtained with TNR. The crosses mark the numerical values
and the circles mark the exact values. The scaling operators
are divided according to their Z2 charge, that is their parity
under a global spin-flip. Several concentric circles denote the
degeneracy Nα of that (∆α, sα) pair.
E. MERA
By using TNR to coarse-grain the tensor network for
ZD we get a MERA for the ground state of the quantum
model with a D defect. As shown in Fig. 13 it is like
the defectless MERA, but with a spin-flip matrix V (s) at
every layer and a different top tensor. Note that this is a
special case of an impurity MERA, discussed in Ref. 27.
Figure 13. A MERA for the ground state of the quantum spin
chain that has a symmetry defect in it, produced by coarse-
graining the tensor network for ZD with TNR. Compared to
the MERA without a defect [Fig. 8] the only differences here
are the spin-flip matrices and the different top tensor. Like the
V ’s, the new top tensor can also be obtained without additional
numerical work. The dotted green line traces the path of the
defect through the coarse-graining. Note how at every layer of
the MERA the defect is situated between two sites. We could
have chosen the defect to take different paths through the
network by choosing slightly different coarse-graining schemes
(see Appendix A for details on the scheme we use). Shown in
pale blue is the causal cone of the site that is situated next
to the defect. The dotted green line of the defect follows the
edge of this causal cone. This is a special case of the more
general situation where a defect may affect the tensors within,
and only within, its causal cone. We shall encounter the more
general situation in the next section, specifically in Fig. 19.
VI. DUALITY DEFECT Dσ
In this section, we first review the realization, on a
quantum spin chain, of the Kramers-Wannier duality
defect Dσ of the Ising CFT, and how one can move the
defect with a local unitary operator. We then construct
a tensor network representation of the duality defect Dσ
for the classical partition function. We discuss how the
defect can be coarse-grained following a strategy that is
common to any type of line defect since, in contrast to
the symmetry defect D, we are not able to incorporate
the duality defect Dσ into the bond index. Finally, we
present numerical results for the scaling dimensions and
conformal spins {∆α, sα}Dσ of the scaling operators in
the twisted partition function ZDσ .
A. Lattice representation
The duality defect Dσ is related to the Kramers-
Wannier self-duality of the critical Ising model in a manner
similar to how the symmetry defect D is related to the
Z2 symmetry of the model. To the best of our knowledge,
its explicit realization on the classical partition function
was not known (although Ref. 28 reports related work).
For the quantum spin chain, the Dσ defect is realized in
the Hamiltonian10
HDσ = −
(
n−1∑
i=1
σzi σ
z
i+1 +
n−1∑
i=1
σxi + σ
y
nσ
z
1
)
. (23)
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Note that, in addition to the new term involving σy, the
one-site term σx is missing from the nth site. We say that
in this Hamiltonian the defect is on site n.
As before for the D defect, we need a way to move
the Dσ defect from one site to the next. The quantum
Ising model can be mapped to a theory of free Majorana
fermions with a Jordan-Wigner transformation. In the
Majorana fermion picture the Dσ defect corresponds to
one fermion missing from the chain. There it is then
clear what moving the defect means. Translating this
back to the spin chain language gives the two-site unitary
operator10 (acting here on sites 1 and n)
UDσ =
[(
R
pi
4
z
)
n
⊗
(
R
pi
4
y R
pi
4
x
)
1
]
CZ1,n. (24)
Here Rαa = eiασ
a
= 1 cos(α) + iσa sin(α) with σa’s be-
ing the Pauli matrices and CZ1,n is a controlled-Z gate
|0〉〈0|n ⊗ 11 + |1〉〈1|n ⊗ σz1 . Which site is considered the
control qubit for CZ does not matter because CZ is sym-
metric under swapping of the two sites. UDσ moves the
defect in the sense that
UDσHDσU
†
Dσ
= −
(
n∑
i=2
σzi σ
z
i+1 +
n∑
i=2
σxi + σ
y
1σ
z
2
)
,(25)
which is like HDσ but with the defect now on site 1. We
will be referring to UDσ , HDσ and U
†
Dσ
without men-
tioning which site the defect is on and which sites UDσ
operates on as this should be clear from the context.
Next, we briefly investigate how the fusion rules come
about in the quantum Hamiltonian. We take a Hamilto-
nian that has a D defect on one site and a Dσ defect on
another. By moving either one (or both) of the defects
by conjugating with UDσ or V we can bring both of the
two defects to site n. The resulting Hamiltonian is
HD×Dσ = −
(
n−1∑
i=1
σzi σ
z
i+1 +
n−1∑
i=1
σxi − σynσz1
)
. (26)
This is related to HDσ by conjugation with the unitary σzn.
Therefore it is the same defect Dσ up to a local change of
basis, thus demonstrating the fusion rule D ×Dσ = Dσ.
Next consider a Hamiltonian with two Dσ defects on
different sites, such as
−
∑
i 6=1,4
σzi σ
z
i+1 +
∑
i 6=1,4
σxi + σ
y
1σ
z
2 + σ
y
4σ
z
5
 . (27)
If we use conjugation by UDσ to bring the defect on site
1 to site 4 we get the Hamiltonian
HDσ×Dσ = −
∑
i 6=3,4
σzi σ
z
i+1 +
∑
i 6=4
σxi + σ
z
3σ
x
4σ
z
5
 .(28)
This is like the usual Ising Hamiltonian of n− 1 spins but
now with an extra spin (the 4th one) that is otherwise
decoupled, but controls the coupling between spins 3 and
Figure 14. The partition function ZD1+D and its transfer
matrix MD1+D that is the classical equivalent of HDσ×Dσ .
CNOT is a controlled-NOT gate |0〉〈0| ⊗ 1+ |1〉〈1| ⊗ σx with
the dot marking the control qubit. H = 1
2
(σx + σz) is the
Hadamard matrix that transforms between the spin basis and
the parity eigenbasis. Because H2 = 1 the presence of the
Hadamards in the transfer matrix does not affect the partition
function but it ensures the transfer matrix is spin-flip invariant.
5. HDσ×Dσ is invariant under σx4HDσ×Dσσx4 and we can
decompose it into two sectors according to the parity of
the 4th spin. In the +1 sector the coupling between spins
3 and 5 is ferromagnetic and we have the usual Ising chain
of n − 1 spins. In the parity −1 sector the coupling is
antiferromagnetic and we get the Hamiltonian for the
Ising model with D defect. This is the sense in which
Dσ ×Dσ = D1 +D in the quantum Ising model.
B. Tensor network representation
Since we do not know how to represent the duality defect
Dσ in the classical Ising model, a priori we also do not
know how to insert it into a tensor network Zn,m(A) [see
Fig. 3(a)]. However, because of the duality between the
classical transfer matrix and the quantum Hamiltonian,
one would expect that if we had a transfer matrix MDσ
with a Dσ line defect looping through it, conjugatingMDσ
with the unitary UDσ would move the defect. We can make
use of this intuition and the fusion ruleDσ×Dσ = D1+D
to construct a tensor for Dσ. As a reminder, in Fig. 15(a)
we have written the operator UDσ using the tensor network
notation. In the quantum Hamiltonian HDσ×Dσ , having
two duality defects Dσ on site k appeared as the term
σzk−1σ
x
kσ
z
k+1. The tensor network analog of this is an
auxiliary spin in the network that, when written in the
parity eigenbasis, controls the coupling along a defect line.
The partition function ZD1+D and the transfer matrix
MD1+D that implement such defect are shown in Fig. 14.
We now have a tensor representing two duality defects
Dσ on the same site: the CNOT with the two Hadamard
gates. We can move one of the defects away by conju-
gating with UDσ , thus obtaining the tensor for a single
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Figure 15. (a) The unitary that moves the Dσ defect by one site. Here Rαa = eiασ
a
= 1 cos(α) + iσa sin(α) with σa’s being
the Pauli matrices. CZ denotes a controlled-Z gate |0〉〈0| ⊗ 1+ |1〉〈1| ⊗ σz. Compared to the UDσ in Eq. (24) this one has an
additional factor of −i. We are in fact free to multiply UDσ with an arbitrary phase, because to move a defect we multiply it
with UDσ and U
†
Dσ
and the phases cancel. Because of this phase freedom in UDσ , when extracting the conformal spins from
the eigenvalues of the translation operator [see Eq. (12)] the conformal spins are only determined up to an additive constant.
The phase has been chosen here so that the conformal spins come out correctly, which relies on us knowing at least one of the
exact conformal spins of the operators in ZDσ . (b) Taking the tensor network equivalent of having two Dσ defects on the same
site and moving one of them away with UDσ yields two copies of the same tensor contracted with each other. We call this
tensor Dσ and identify it as the tensor representing a single duality defect. Its explicit form is shown in (c). (c) The Dσ tensor
obtained using the procedure in (b). Bij = eβσiσj are the Boltzmann weights of the Ising model, H is the Hadamard operator
H = 1√
2
(σz + σx), and the dots are Kronecker δ’s that fix all their indices to have the same value. Note how the tensor marked
with a Y , defined at the bottom as 1⊗ 〈0|+ σy ⊗ 〈1|, is almost like a controlled-Y gate. Y denotes the same tensor but with
the indices i and j transposed. (d) The Dσ defect as represented by the tensor in (c) can be unitarily moved by conjugating
with UDσ . (e) The fusion rule Dσ ×D = Dσ as it manifests in the defect tensors. z denotes the σz Pauli matrix. (f) MDσ
composed with the translation operator TDσ that commutes with it.
Dσ defect, as shown in Fig. 15(b). The explicit form of
the tensor we obtain is shown in Fig. 15(c). We have
omitted the calculation deriving this form as it is a long
and uninformative exercise in using the properties of Pauli
matrices.
The form of the Dσ tensor shown in Fig. 15(c) is phys-
ically intuitive though: The Kramers-Wannier duality
maps the Ising model to an equivalent model on the dual
lattice (with a degree of freedom in every plaquette). Re-
call how the D defect can be seen as separating two parts
of the system, one of which has been transformed with
a spin-flip and the other one has not. Similarly the Dσ
defect is the boundary separating a part of the system
that has been mapped with the Kramers-Wannier duality
from the part that has not. At this boundary we would
expect spins on the dual lattice side [in Fig. 15(c) on
the right] to represent domain walls between spins of the
original lattice [left, top and bottom in Fig. 15(c)]. The
tensor Yijk = 1ij δ0,k+σ
y
ij δ1,k does exactly that: Yijk 6= 0
if and only if k = 0 and i = j (no domain wall between
spins i and j) or k = 1 and i 6= j (a domain wall between
spins i and j). The index k of Yijk (marked in the figure
with a small arrowhead) thus directly represents a domain
wall and it is related to the free index on the right by a
simple Hadamard rotation. The B matrices meanwhile
provide the usual Ising couplings between the spins of the
original lattice.
The tensor for the duality defect Dσ fulfills the property
that it moves by one lattice site under conjugation by
UDσ , as illustrated in Fig. 15(d). We can also observe the
fusion rule Dσ ×D = Dσ by multiplying the Dσ tensor
with V as in Fig. 15(e). The result is the same tensor
Dσ multiplied by two Pauli matrices σz from above and
below. This represents the same defect, because the Pauli
matrices only provide a local change of basis.
Thus we propose the transfer matrix MDσ for the
15
twisted partition function ZDσ to be the one in Fig. 15(f).
The validity of this this choice is ultimately confirmed
by the numerical results shown below. As with the sym-
metry defect D, the usual lattice translation T moves
the duality defect Dσ and we need to build a generalized
translation operator TDσ = UDσT that commutes with
MDσ . This, too, is shown in Fig. 15(f).
In Fig. 16, we show scaling dimensions and conformal
spins {∆α, sα}Dσ for the operators in ZDσ , obtained by
diagonalizing TDσ ·MDσ for 18 sites. The results repro-
duce the expected conformal towers, confirming that our
choice of tensor Dσ indeed represents the duality defect.
Again, the accuracy of the numerical estimates quickly
deteriorates with increasing scaling dimensions. Next, we
will discuss how to coarse-grain in the presence of a Dσ
defect, which will let us reach larger system sizes and
more accurate results.
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Figure 16. The scaling dimensions (vertical axis) and confor-
mal spins (horizontal axis) of the first scaling operators in ZDσ
obtained from exact diagonalization of a transfer matrix of
n = 18 sites. The scaling operators are again divided by their
Z2 charge. The crosses mark the numerical values that can
be compared with the circles that are centered at the exact
values. Several concentric circles denote the degeneracy Nα of
that (∆α, sα) pair.
C. Coarse-graining
Coarse-graining the symmetry defect D was particu-
larly simple because the global Z2 symmetry is explicitly
realized in the individual tensors of the tensor network.
This is no longer the case for the Kramers-Wannier self-
duality. As a result, we need to coarse-grain the tensors
for Dσ as we would coarse-grain any other line of impurity
tensors (representing a generic conformal defect), that is,
without being able to exploit that they correspond to a
topological defect. For a sufficiently local coarse-graining
scheme, such as TNR18 (but also TRG20 and its gener-
alizations, see Sec. VIII), a line defect is coarse-grained
into a line defect at the next scale. The details of how
we coarse-grain the line defect using TNR are explained
in Appendix A. The same appendix also shows how the
translation operator TDσ is coarse-grained in this process.
Under TNR, the duality defect Dσ is coarse-grained
into a line defect with a width of two tensors. The coarse-
grained transfer matrix M (s)Dσ and translation operator
T
(s)
Dσ
are thus as shown in Fig. 17. The operator T (s)Dσ ·
M
(s)
Dσ
can then be exactly diagonalized and its eigenvalue
spectrum yields the scaling dimensions and conformal
spins {∆α, sα}Dσ of the scaling operators with lowest
dimensions in ZDσ . There is, however, a small technical
subtlety in how to extract the conformal data from the
spectrum that is discussed in Appendix D.
Figure 17. The coarse-grained transfer matrix for the Dσ
defect composed with the generalized translation T (s)Dσ .
D. Numerical results
As discussed earlier, the primaries present in ZDσ are
the ones with the conformal dimensions ( 12 ,
1
16 ), (0,
1
16 ),
( 116 ,
1
2 ) and (
1
16 , 0). The first two have parity +1, the latter
two −1. Numerical results for the scaling dimensions and
conformal spins of these primaries obtained with the TNR
method are shown in Table IV. Similar values for some
of the first descendants are shown in Fig. 18. The results
are again in excellent agreement with the exact results
even higher up in the conformal towers. These results
were obtained by coarse-graining a transfer matrix of
25×(4×25) A(0) tensors using TNR with bond dimensions
χ = 22 and χ′ = 11. Again, a slightly larger system was
used for obtaining the conformal spins, see Appendix B.
E. MERA
As was the case with the D1 and D defects, coarse-
graining the network for ZDσ with TNR produces a
MERA for the ground state of the spin chain with Dσ de-
fect. This MERA is shown in Fig. 19. As the figure shows,
only the tensors within the causal cone of the defect are
different from the ones in the D1 MERA in Fig. 8. Such
a MERA is known as an impurity MERA27. It should
be noted that unlike for a general impurity MERA the
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Figure 18. The scaling dimensions (vertical axis) and confor-
mal spins (horizontal axis) of the first scaling operators of the
two-dimensional classical Ising model with a Dσ defect as ob-
tained with TNR. The crosses mark the numerical values that
can be compared with the circles that are centered at the exact
values. Several concentric circles denote the degeneracy Nα
of that (∆α, sα) pair. The keen-eyed reader may notice that
high up in the conformal towers some of the momenta differ
from those shown in Fig. 16. This is because the periodicity
of the momenta in these results is lower, so that for instance
the conformal spins −4 + 7
16
and 4 + 7
16
are indistinguishable.
Primary
(
h, h
)
∆TNR ∆exact sTNR sexact
X (1/16, 0) 0.0626656 0.0625 0.0624974 0.0625
X (0, 1/16) 0.0626656 0.0625 −0.0624974 −0.0625
Y (1/16, 1/2) 0.5627685 0.5625 −0.4374828 −0.4375
Y (1/2, 1/16) 0.5627685 0.5625 0.4374828 0.4375
Table IV. The scaling dimensions ∆ and conformal spins s for
the primaries of ZDσ as obtained with TNR compared with
the exact values. Note that, as with D, one can analytically
deduce the possible values of the conformal spins in the two
parity sectors by observing that (TDσ )
2n−1 = 1√
2
(1+ iΣx),
where Σx is the global spin-flip operator. However, we choose
to present the numerical values for the conformal spins, includ-
ing the small numerical errors, to demonstrate the accuracy
of our method.
impurity tensors in Fig. 19 can be moved with the unitary
operator UDσ .
VII. GENERIC CONFORMAL DEFECTS
This paper is devoted to the study of topological confor-
mal defects using tensor network techniques. As discussed
in the introduction, the main difference between a generic
(i.e. non-topological) conformal defect and a topological
conformal defect is that in the latter case there is a local
unitary transformation that moves the location of the
defect. This allowed us to define a generalized translation
Figure 19. A MERA for the ground state of the quantum
spin chain that has a duality defect in it, produced by coarse-
graining ZDσ with TNR. The tensors in this MERA are the
same ones that are used in coarse-graining the Dσ defect in
Fig. 27. Even though our notation does not reflect it, the
unitaries and isometries on different layers generally differ
from each other. The arrow marks the position of the defect
and the pale blue region is the causal cone of the defect site.
operator TD whose eigenvalues yield the conformal spins
sα associated with the defect D.
For a non-topological defect, the absence of a local
unitary transformation that moves the defect implies that
we can no longer define the translation operator TD, and
therefore we cannot extract conformal spins. However,
we can still build a tensor network representation of a
non-topological defect D, and thus of the corresponding
partition function ZD on a torus and its transfer matrix
MD. In addition, we can still coarse-grain and diagonalize
the transfer matrix MD corresponding to a number n of
sites much larger than what is accessible with exact diag-
onalization. The spectrum of MD for a non-topological
defect is no longer given by Eq. (10), but it still provides
information about the universal properties of the system.
A. Family of defects for the Ising model
As a simple example, we consider a continuous fam-
ily of conformal defects Dγ of the critical Ising model1,4
where the coupling between spins across the defect is
proportional to a real number γ ∈ [0, 1]. The choice γ = 0
corresponds to no coupling across the line and thus to
open boundary conditions, whereas γ = 1 corresponds
to periodic boundary conditions, and thus no defect. Ig-
noring again finite-size corrections of higher order in n−1,
the eigenvalues λα(γ) of MDγ can be expressed as
λα(γ)
λ0(γ)
= e−
2pi
n ∆α(γ). (29)
At γ = 1, ∆α are the scaling dimensions of the Ising CFT.
For general γ, ∆α can be predicted analytically using a
description in terms of fermionic operators. This will be
discussed in detail in future work (Ref. 29). The result is
that ∆α behave linearly in θ = tan−1
(
1−γ
1+γ
)
.
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B. Numerical results
Figure 20 shows estimates for ∆α as functions of θ,
obtained by diagonalizingMDγ for a system of size n = 18,
using exact diagonalization. The results are compared
with the analytic values, which appear as lines. Figure 21
shows similar estimates obtained by diagonalizing a coarse-
grained transfer matrixM (s)Dγ , effectively reaching a system
size of roughly 4 000 spins. Here we have used the same
coarse-graining strategy as for the duality defect Dσ in
Sec. VI, with bond dimension χ = 22 and χ′ = 11. Again,
the results obtained using coarse-graining show greater
accuracy with respect to the analytic predictions, but
even exact diagonalization gets many of the qualitative
features of the spectrum correct.
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
θ
0
1
2
3
4
5
∆
α
(θ
)
Figure 20. Numerical estimates for ∆α(θ) = − n2pi log
(
λα(θ)
λ0(θ)
)
obtained using exact diagonalization on a system of size n = 18.
Here λα(θ) are the eigenvalues of MDγ and θ = tan
−1
(
1−γ
1+γ
)
.
The lines are the analytic predictions coming from free fermion
calculations29. The blue and red colors mark the parity odd
and parity even sectors, respectively. At the extreme left
at θ = 0 is the case of periodic boundary conditions, where
the ∆α are the scaling dimensions of the Ising CFT. At the
extreme right at θ = pi
4
is the case of open boundary conditions.
The numerical results clearly show qualitative agreement with
the analytic values, but accuracy deteriorates significantly
after the first few ∆α’s.
VIII. DISCUSSION
In this paper, we have explained how to compute ac-
curate numerical estimates of the scaling dimensions and
conformal spins {∆α, sα}D associated to a topological
conformal defect D, or the scaling dimensions {∆α}D
associated to a generic (i.e., non-topological) conformal
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Figure 21. Numerical estimates for ∆α(θ) = − n2pi log
(
λα(θ)
λ0(θ)
)
obtained by coarse-graining and then diagonalizing a transfer
matrix for a system of roughly 4 000 spins. λα(θ) are the
eigenvalues of MDγ and θ = tan
−1
(
1−γ
1+γ
)
. As in Fig. 20,
θ = 0 corresponds to periodic boundary conditions, θ = pi
4
corresponds to open boundary conditions and the lines are the
analytic predictions coming from free fermion calculations29.
The blue and red colors mark the parity odd and parity even
sectors, respectively. The numerical and analytic values are
seen to agree to a high precision, owing to the fact that the
coarse-graining has significantly reduced finite-size effects.
defect D. For simplicity, we have focused on the topologi-
cal conformal defects of the critical Ising model, namely
the symmetry defect D and duality defect Dσ, and have
briefly considered also a family of non-topological, con-
formal defects. In order to improve significantly on the
numerical estimates readily available through exact di-
agonalization, we have used a particular coarse-graining
transformation: tensor network renormalization (TNR).
Our numerical results clearly demonstrated that tensor
network techniques are a useful tool to characterize con-
formal defects in critical lattice models.
We conclude this paper with a short discussion on ap-
plying this approach to other lattice models, on using
other coarse-graining schemes for the same purpose, and
on an alternative, more direct route to extracting confor-
mal data from critical lattice models based on building a
lattice version of the scaling operators of the theory.
A. Conformal defects in other models
The tensor network approach described in this paper
can be applied to line defects on any critical 2D classical
partition function on the lattice (or point defects on any
critical 1D quantum lattice system). Let us recall what
the requirements of the approach are.
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The scaling dimensions {∆α}D associated to a confor-
mal defect D can be extracted from the eigenvalues of the
transfer matrix MD for the partition function ZD that
includes that defect. Thus, we only need to have a lattice
representation of the line defect D, from which to build
ZD and MD.
In addition, for a topological conformal defect D, the
associated conformal spins {sα}D can be extracted from
the eigenvalues of a generalized translation operator TD,
built by composing a one-site translation with the appli-
cation of the local unitary transformation that moves the
defect back to its initial position, as explained in Secs. V
and VI for the symmetry defect D and duality defect
Dσ of the critical Ising model. Thus, in this case we also
need to have a lattice representation of the local unitary
transformation that moves the location of the defect D.
Symmetry defects, associated to a global internal sym-
metry group G, are a type of topological conformal defect
that is particularly easy to deal with within the tensor
network formalism. Indeed, as we did in the case of the Z2
group of the Ising model, for each group element g ∈ G we
can create a line defect Dg as a form of twisted boundary
conditions by inserting copies of a unitary representation
Vg along a vertical line of bond indices. This is remark-
ably simple when using G-symmetric tensors to represent
the tensor network. In this case, each tensor index is
labeled by irreducible representations of G, and Vg acts
diagonally on the irreducible representations by placing a
different complex phase on each of the them. As in the
Ising model, the position of the line defect can be moved
by a local unitary transformation that acts on single sites.
Thus, we have all the required elements to extract both
scaling dimensions and conformal spins for any defect
arising from an internal symmetry. This is illustrated
in Appendix C by presenting results for the symmetry
defects of the 3-state Potts model.
Duality defects are in general more difficult to char-
acterize, but a lattice representation is known in several
models (see Ref. 28). Finding a unitary transformation
that moves the duality defect ought to also be possible
after a case-by-case analysis. Then, we would be able to
use the tools described in this paper.
B. Why tensor network renormalization?
In this paper, we have employed a particular choice of
coarse-graining transformation, namely, the tensor net-
work renormalization (TNR) scheme, to coarse-grain the
tensor network representation of the generalized transfer
matrix MD and translation operator TD corresponding to
a topological defect D, in order to extract accurate esti-
mates of the associated scaling dimensions and conformal
spins {∆α, sα}D (or just {∆α}D for a generic conformal
defect). However, we could have used many other coarse-
graining schemes.
Indeed, any coarse-graining transformation that accu-
rately preserves the spectra of MD and TD will allow
us to extract the conformal data. Examples of such
coarse-graining transformations include tensor renormal-
ization group (TRG)20, higher-order tensor renormaliza-
tion group (HOTRG)30, tensor entanglement-filtering
renormalization (TEFR)7, the second renormalization
group (SRG)31, and higher-order second renormalization
group (HOSRG)30.
TRG is the simplest option, and already produces a
very significant gain of accuracy with respect to exact
diagonalization, since much larger systems can be con-
sidered for an equivalent computational cost, without
introducing significant truncation errors, so that the es-
timates for {∆α, sα}D are less affected by non-universal,
finite-size corrections.
The accuracy of TRG can be further increased, for the
same bond dimension and similar computational cost, in
a number of ways. Several improved algorithms, such
as SRG and HOSRG, are based on computing an envi-
ronment that accounts for the rest of the tensor network
during the truncation step of the coarse-graining. The use
of a global environment has the important advantage that
it leads to a better truncation of bond indices, and thus to
more accurate results, compared to an equivalent scheme
that does not employ the environment (for instance, SRG
compared to TRG, or HOSRG compared to HOTRG).
However, in the context of studying defects, the use
of a global environment also has a second, less favorable
implication. Since in order to truncate a given bond index
we use a cost function that is aware of the whole tensor
network, the resulting coarse-grained tensors will notice
the presence of the defect even when the defect is away
from those tensors (recall that in a critical systems corre-
lations decay as a power-law with the distance). Consider
a tensor network for the partition function ZD with line
defect D, where the line defect is initially characterized
by a column of tensors that is inserted into the tensor
network for the partition function Z in the absence of
the defect, as we have done in this work. Then under a
coarse-graining transformation such as SRG or HOSRG,
the coarse-grained tensor network will consist of a collec-
tion of different tensors that depend on their distance to
the defect. In other words, the representation of the defect
will spread throughout the whole tensor network, instead
of remaining contained in a (single or double) column of
tensors, as was the case in this paper. As a matter of fact,
for topological defects this can be prevented through a
careful analysis, since in some sense these defects can be
made invisible to neighboring tensors (since their location
can be changed through local unitary transformations).
For generic conformal defects, however, one needs to con-
sider a mixed strategy where the global environment is
used in order to coarse-grain the partition function Z in
the absence of a defect, as well as the defect tensors in
ZD, but is not used in order to coarse-grain the rest of
tensors in ZD, which are recycled from Z.
A direct comparison of computational resources re-
quired by several of these approaches has shown that
TNR provides significantly more accurate estimates than
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the above methods for {∆α, sα} from the transfer matrix
M and translation operator T in the absence of a defect,
see e.g. Ref. 18. The ultimate reason is that TNR, thanks
to the use of disentanglers to remove short-range correla-
tions/entanglement in the partition function, provides a
much more accurate description of the partition function
when using tensors with the same bond dimension. We ex-
pect the same to be true for the estimation of {∆α, sα}D
from the transfer matrixMD and translation operator TD
in the presence of a topological defect D (or just {∆α}D
from MD in the presence of a generic conformal defect
D).
It is worth emphasizing, however, that a simpler al-
gorithm such as TRG, which is easier to code, already
provides much better accuracy than exact diagonalization.
C. Alternative approach to extracting conformal
data from a critical lattice model
In this paper, we have extracted the scaling dimensions
and conformal spins {∆α, sα}D associated to a topological
conformal defect D by diagonalizing the transfer matrix
MD and translation operator TD of a corresponding parti-
tion function ZD on the lattice. This approach is based on
generalizing, to the case of a line defect, the observation
of Ref. 7 that the operator-state correspondence of a CFT
allows us to extract the scaling dimensions and conformal
spins {∆α, sα} of local scaling operators of the underlying
CFT by diagonalizing the transfer matrix M and transla-
tion operator T of the clean partition function ZD on the
lattice. Indeed, as discussed in Sec. II, the operator-state
correspondence relates the scaling operators φα of the
theory with the energy and momentum eigenvectors |α〉
of the Hamiltonian H and momentum P operators of
the same theory (where the transfer matrix M and the
translation operator T can be thought of as the exponen-
tials of H and P , respectively), allowing the extraction
of {∆α, sα} directly from (a properly normalized version
of) the spectra of energies and momenta {Eα, pα}.
An alternative, more direct way of extracting {∆α, sα}
from a lattice system is also possible, by identifying a lat-
tice version of the corresponding scaling operators φα, and
studying their transformation properties under changes
of scale and rotations. This alternative approach was
recently made possible by the introduction of the ten-
sor network renormalization (TNR)18,32. The key of the
approach is that, through the use of disentanglers that
eliminate short-range correlations / entanglement from
the coarse-grained partition function Z, at criticality it is
possible to explicitly realize scale invariance: the tensor
network before and after coarse-graining is expressed in
terms of the same critical fixed-point tensor. As explained
in Ref. 32, it is then possible to build a transfer matrix
R in scale, representing a lattice version of the dilation
operator of the CFT, whose eigenvectors correspond to
a lattice version of the scaling operators φα, while the
eigenvalues are the exponential of the scaling dimensions
∆α (conformal spins sα are also extracted by analysis of
two-point correlators).
This direct approach is computationally more chal-
lenging, since it requires ensuring that scale invariance
is explicitly realized during the coarse-graining, before
building and diagonalizing the scale transfer matrix R.
However, it also has some remarkable advantages. On the
one hand, it appears to provide even more accurate results
for {∆α, sα} than the diagonalization of the space-time
transfer matrix M discussed in this paper, see Appendix
in Ref. 32. Even more important is the fact that, using
the explicit lattice representation of the scaling operators
φα obtained from the scale transfer matrix R, we can
study the fusion of two such operators into a third one,
thus yielding the operator product expansion (OPE) coef-
ficients of the CFT, which can not be obtained from the
space-time transfer matrix M . These possibilities extend
to the presence of defects, as demonstrated in Ref. 32 for
the symmetry defect D of the Ising model.
Finally, we also emphasize that in the context of quan-
tum spin systems, conformal defects have already been
studied using MERA. In that case, scale invariance was
explicitly used to extract the scaling dimensions ∆α at-
tached to a conformal defect that represented an impurity,
an open boundary or an interface between two critical
systems, see Refs. 33 and 27.
Note added. A few weeks after this manuscript was
posted on the arXiv, Aasen, Mong, and Fendley posted a
paper with independent, closely related work on topolog-
ical defects of the classical square-lattice Ising model34.
While the emphasis in our paper is on the use of tensor
network methods, Ref. 34 is centered on constructing an-
alytical models. Thus, the two papers nicely complement
each other.
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Appendix A: Tensor network renormalization
This appendix gives a quick overview of the tensor
network renormalization (TNR) scheme that we use and
shows how to adapt it to coarse-graining the topological
defects D and Dσ of the Ising model. It also shows
how the translation operators T , TD and TDσ are coarse-
grained in the process.
TNR is a coarse-graining transformation for tensor net-
works that is based on inserting approximate partitions
of unity into the network and optimizing them to min-
imize the truncation error. It removes all short-range
correlations during the coarse-graining and thus manages
to realize a proper renormalization group flow with the
right fixed point structure. Full details of the algorithm
can be found in Refs. 18 and 19 and will not be repeated
here. As a summary and a reminder, Fig. 22 shows the
progression of a TNR coarse-graining step. It shows how a
network Zn,m
(
A(i)
)
is coarse-grained into a new network
Zn
2 ,
m
2
(
A(i+1
)
, where each tensor A(i+1) corresponds to
four A(i)’s. χ and χ′ mark the dimensions of the bonds.
They control the accuracy of the approximations done in
the algorithm but also the computational cost: Higher
bond dimensions mean smaller truncation errors but re-
quire more memory and computation time.
All the tensors used in coarse-graining the Ising model
are Z2 invariant in the following sense: For every bond in
the network there exists a unitary matrix representation V
of the non-trivial element of Z2, called the spin-flip matrix
of that bond, such that for any tensor t in the network,
multiplying all the legs of t with the appropriate spin-flip
matrix gives back t again. The spin-flip matrices for the
different bonds are in general different, but we use V or
V (i) to denote all of them: The bond they are on defines
the correct V unambiguously. Figure 23 illustrates, as an
example, the Z2 invariance of the w tensor. Information
on how such symmetry properties can be implemented
and how to make computational use of them can be found
in Refs. 8, 16, and 17.
If we coarse-grain a transfer matrix multiplied with a
lattice translation by two sites, the translation is coarse-
grained into translation by one site at the next scale, as
shown in Fig. 24. More generally, a translation by an even
number of sites n is coarse-grained into a translation by
n
2 sites at the next scale. Because of this, the translation
operator T (s) [Fig. 6, back in Sec. III] is a translation
by 2s sites at the original scale. Thus the eigenvalues of
T (s) are
(
e
2pii
2sns
sα
)2s
= e
2pii
ns
sα and the conformal spins
are determined modulo ns. To obtain the conformal spins
with more possible values we can do an additional coarse-
graining step on T (s) ·M (s), as explained in Appendix B.
1. Coarse-graining the D defect
The TNR coarse-graining explained above can accom-
modate for a D defect without any changes. As explained
Figure 22. An overview of the tensor network renormalization
procedure that we use. The network is assumed to repeat as
exactly similar in all directions. χ and χ′ are the (maximum
allowed) dimensions of the bonds they point at and all similar
bonds in the network. The tensors with red borders are
complex conjugates of the ones with the same shape but with
black borders. (a) The tensors used in TNR. (b) The u tensor
is unitary whereas vL, vR and w are isometric. (c) Insertion
of u’s, vL’s and vR’s as approximate partitions of unity. The
fact that vL and vR are not unitary introduces a truncation
error. u, vL and vR are optimized to minimize this error.
(d) Some of the tensors have been contracted together to the
one defined in (h). Because the network repeats itself in all
directions the u’s and u†’s at the edges of the network have
disappeared: they cancel with their counterparts in the next,
similar blocks of tensors above and below the one shown. (e)
Another approximate partition of unity has been inserted into
the network as ww† and the purple tensor has been split into
two using a truncated singular value decomposition, as is done
in Levin & Nave’s tensor renormalization group20. (f) Tensors
in (e) are contracted to form the new network of tensors A(i+1),
defined in (g).
Figure 23. The Z2 invariance property of the w tensor (in
yellow). V is the spin-flip matrix of the index it is on. Note
that all the three V ’s in this figure may in fact be different
matrices, although our naming convention does not reflect
this. Similar properties hold for all the tensors involved in
coarse-graining the Ising model.
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Figure 24. One step of coarse-graining for the operator T (i) ·
M (i). The lattice translation by two sites gets coarse-grained
into a translation by one site at the next scale. Periodic
boundaries in the horizontal direction are assumed even when
they are not explicitly shown. The tensors with red borders
are complex conjugates of the ones with the same shape but
with black borders. (a) The first step of the TNR algorithm
has been applied to the tensors A(i). (b) A number of tensors
are contracted to form A(i+1). We also define the operators
W and R. (c) The operator R has been conjugated with W .
∼ denotes that the operators in (b) and (c) have the spectrum,
or in other words that WRW † has the same spectrum as R.
This is true because, although W is isometric and not unitary,
it acts like a unitary on M , as shown in (e). (d) The unitaries
and isometries cancel and we are left with the coarse-grained
transfer matrix and translation operator.
in Sec. V, a D defect in a tensor network is a realized by
having spin-flip matrices on a string of bonds. Figure 25
shows how, using the Z2 invariance property of all the
tensors in the network, such a defect coarse-grains into
a similar string of spin-flip matrices at the next scale.
Hence, we can coarse-grain as if there was no defect, and
at any scale i we can insert a D defect into the system
as a string of spin-flip matrices V (i), that are the repre-
sentations of the non-trivial element of Z2 under which
the matrix A(i) is Z2 invariant.
In Sec. V, we introduced the generalized translation
Figure 25. Coarse-graining a system with a D defect in it. By
repeatedly using the Z2 invariance of the different tensors and
the fact that
(
V (i)
)2
= 1 we can take the string of spin-flip
matrices V (i) “through” the TNR procedure to the next scale.
In the figure, the network is assumed to repeat as exactly
similar in all directions. The tensors with red borders are
complex conjugates of the ones with the same shape but with
black borders. Steps (a), (b), (e) and (g) are the same steps
as taken in the usual TNR algorithm [see Fig. 22]. At steps
(c) and (f) we have moved the spin-flip matrices to different
legs using the Z2 invariance of the tensors and the fact that(
V (i)
)2
= 1. At step (d) the spin-flip matrices at the top and
the bottom have canceled with similar matrices coming from
the parts of the network above and below the one shown here.
operator TD that is the proper notion of translation
for a system with a D defect. Figure 26 shows how
the generalized two-site translation operator is coarse-
grained into a generalized one-site translation at the next
scale. The procedure is the same as what we did with the
usual lattice translation in Fig. 24, except for the spin-flip
matrices that get transferred to the next scale. Again,
this generalizes to a generalized translation by an even
number of sites n that is coarse-grained into a generalized
translation by n2 sites at the next scale. Thus we know
how to construct the generalized translation operator T (i)D
at any scale with no additional numerical work needed.
2. Coarse-graining the Dσ defect
Coarse-graining the symmetry defect D is easy be-
cause of the Z2 invariance of the tensors in the TNR
procedure. The Kramers-Wannier symmetry of the criti-
cal Ising model is not similarly explicitly realized in the
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Figure 26. One step of coarse-graining for the operator T (i)D ·M
(i)
D
. The generalized translation by two sites gets coarse-grained
into a generalized translation by one site at the next scale. Periodic boundaries in the horizontal direction are again assumed
even when they are not explicitly shown. The tensors with red borders are complex conjugates of the ones with the same shape
but with black borders. Steps (a-d) are a repetition of what was done in Fig. 25, with some of the intermediate steps omitted.
∼ again denotes that the two operators in (d) and (e) have the same spectrum. That they indeed do have the same spectrum is
not obvious, but can be shown with an argument exactly like the one used in Fig. 24(e). We have omitted this argument for the
sake of brevity. In steps (f) and (h) we use the Z2 invariance of u and w to move the spin-flip matrices in the network. In steps
(g) and (i) the u and w tensors cancel with their complex conjugates because of their unitarity and isometricity.
individual tensors and does not help in coarse-graining
the Dσ defect. Instead we treat the string of Dσ tensors
as we would treat any other string of impurity tensors.
Coarse-graining such a string can be done using a varia-
tion of the usual TNR scheme. The only change is that
the unitaries and isometries that are in the vicinity of
the Dσ tensors need to be optimized for their respective
environments19. The tensors elsewhere in the network are
the same ones used in coarse-graining D1. This modified
scheme is shown in Fig. 27.
In Fig. 27, we depict the Dσ defect as a two-tensor-wide
string. This is because regardless of whether we start with
a two-tensor or one-tensor-wide string it is coarse-grained
into a two-tensor-wide string at the next scale.36 For the
first coarse-graining step we can simply choose D(0)σ,I = Dσ
and D(0)σ,II = A and at all later scales the defect will consist
of two-tensor-wide string.
The generalized translation operator T (i)Dσ is coarse-
grained as in Fig. 28. The principle is the same as for
T (i) and T (i)D , but implementation is not quite as sim-
ple because the defect-moving unitary U (i)Dσ needs to be
contracted with what is essentially a MERA ascending
superoperator37 to get the U (i+1)Dσ at the next scale. The
computational time to perform this coarse-graining of
U
(i)
Dσ
scales asymptotically as O(χ10), whereas all the
other steps in the TNR procedure (with or without a
defect) are at most O(χ7)19, making this step the compu-
tational bottleneck.
The argument in Fig. 28 can be generalized to show
that a generalized translation by an even number of sites
n is coarse-grained to a generalized translation by n2 sites
at the next scale, with the unitary U (i+1) being the one
defined in Fig. 28(i). Analogously to how a one-tensor
string of Dσ’s becomes a two-tensor string under coarse-
graining, the two-site operator UDσ coarse-grains into a
three-site operator U (1)Dσ . Because of this in Fig. 28 U
(i)
Dσ
is
shown as a three-site operator that is then coarse-grained
into a three-site operator U (i+1)Dσ .
Appendix B: Increasing the period of the conformal
spins
The method we present in Sec. III and Appendix A
yields conformal spins modulo n, where n is the number
of tensors in the transfer matrix. This appendix describes
an additional coarse-graining step that can be taken to
increase the period to 2n. We explain how to do this for
a model with no defect, but the method can easily be
adapted to accommodate for the presence of a defect.
To get conformal spins with a period of 2n we want to
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Figure 27. The TNR procedure to coarse-grain a line defect
of two tensors. The network is assumed to repeat as similar
above and below the part shown, where as on the left and
the right it is assumed to consist of tensors A(i). The tensors
with red borders are complex conjugates of the ones with the
same shape but with black borders. (a) The new tensors used
in coarse-graining the defect. They have the same unitarity
and isometricity properties as their counterparts in the usual
scheme [see Fig. 22]. (b – d, f) The steps of the usual TNR
algorithm are repeated for the new isometries and unitaries
that coarse-grain the defect. The isometries and unitaries are
optimized to again minimize truncation errors, but for the
environments that include the D(i)σ,I and D
(i)
σ,II tensors. (e) The
different tensors are contracted together to form D(i+1)σ,I and
D
(i+1)
σ,II , defined in (g) and (h), that represent the defect at
next length scale.
diagonalize the operator T ·M of 2n tensors. Assume,
however, that we can numerically only afford to diago-
nalize a transfer matrix of n tensors, i.e. a matrix with
dimensions χn × χn. We can use an additional layer of
isometries to coarse-grain T ·M down to n tensors (with-
out changing the bond dimension). The scheme we use
to do this is shown in Fig. 29.
This additional coarse-graining does not utilize uni-
taries the same way TNR does and thus does not remove
all short-range correlations. Because of this it causes a
truncation error that is relatively large. In practice we
find that doing a single such coarse-graining does not
qualitatively affect the results: Some accuracy is lost in
the scaling dimensions but the conformal spins come out
correctly to high accuracy. This lets us match the results
obtained with and without the additional coarse-graining
and pick the best of both worlds: Use the additional
coarse-graining to get the values for the conformal spins
and for the scaling dimensions use values obtained without
the additional coarse-graining.
Appendix C: Results for the 3-state Potts model
In this appendix, we present results for the critical
3-state Potts model on the square lattice. It is defined by
the partition function
Z =
∑
{s}
∏
〈i,j〉
eβδsi,sj . (C1)
si are the local degrees of freedom which take three values,
say 0, 1 and 2, and δsi,sj is a Kronecker δ that is 1 only
if neighboring degrees of freedom are in the same state
and 0 otherwise. The sum and the product are over all
configurations and all nearest-neighbor pairs, respectively.
The model has a critical point at β = log(
√
3 + 1) and
the continuum limit at criticality is described by a c = 45
CFT.
If we permute the three different values of si with the
same permutation at every site the Boltzmann weights
remain unchanged. Thus the 3-state Potts model has
a global internal S3 symmetry, S3 being the symmetric
group for three elements. For every element of S3, of
which there are 6, there is topological defect for the CFT.
We will concentrate here on three elements 1, a and
a2 that form the Z3 subgroup of S3. This is because
Z3 is Abelian, and manipulating symmetry preserving
tensors is computationally much less intensive for Abelian
symmetries than for non-Abelian symmetries.
We call the defects related to these three group elements
D1, Da and Da2 and the corresponding twisted partition
functions ZD1 , ZDa and ZDa2 . As discussed in Sec. VIII,
the tensor network methods used for the D defect of
the Ising model can be generalized to these symmetry
defects of the Potts model. Hence we can extract the
conformal spins and scaling dimensions of the scaling
operators present in the partition functions ZD1 , ZDa and
ZDa2 .
The numerical results we obtain are shown in Fig. 30.
Because of the Z3 symmetry each scaling operator comes
with a Z3 charge, and we have organized the results by
this charge. The agreement with the exact values is
again excellent. To obtain these results we coarse-grained
and diagonalized a transfer matrix of 26 × 4 × 26 A(0)
tensors (≈ 32 000 of the original degrees of freedom). The
bond dimensions used in coarse-graining were χ = 30 and
χ′ = 15. For the conformal spins, a slightly larger system
was used, as explained in Appendix B.
Appendix D: Number of degrees of freedom in ZDσ
In this appendix, we explain the correct way to count
the degrees of freedom in a system with a Dσ defect. This
affects how we normalize the transfer matrix to extract
conformal data.
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Figure 28. One step of coarse-graining for the operator T (i)Dσ ·M
(i)
Dσ
. The generalized translation by two sites gets coarse-grained
into a generalized translation by one site at the next scale. Periodic boundaries in the horizontal direction are assumed even
when they are not explicitly shown. All the tensors used in these diagrams are familiar from Fig. 27 and Fig. 22 and we have
skipped a few intermediate steps that are just a repetition of what is done in those figures. (a) Because U (i)Dσ moves the Dσ defect
we can move the unitaries to the other side of the transfer matrix as shown. (b) Unitaries and isometries have been inserted
into the network. This is like the insertion in the first step of the TNR procedure in Fig. 27, but without the v isometries and
only on one side of the transfer matrix. Thus the truncation error introduced by this insertion is at most the truncation error
introduced in the TNR step, because less projections are performed. (c) Using again the property that U (i)Dσ moves the defect
allows us to move the unitaries back to where they were originally. (d) The first step of the TNR procedure in Fig. 27 has
been applied to the tensors of the transfer matrix. (e) Some of the tensors have been contracted to form A(i+1), D(i+1)σ,I and
D
(i+1)
σ,II , as in Fig. 25(e). Again, ∼ denotes that the operators in (e) and (f) have the same spectrum. This can be shown with an
argument exactly analogous to the argument in Fig. 24(e). (g) Pair of unitaries uu† have canceled and the graph of the network
has been reorganized to make it easier to read. (h) The isometries and unitaries have been contracted to form U (i+1)Dσ , defined in
(i). Note that the definition of U (i+1)Dσ is nothing but a MERA ascending superoperator acting on two U
(i)
Dσ
’s.
We build the transfer matrixM (s)Dσ from the tensors A
(s),
D
(s)
σ,I , and D
(s)
σ,II and diagonalize it. We use the dependence
of M (s)Dσ on the system size to determine the free energy
term lnf in the spectrum, as explained in Sec. II, and
then normalize this term away. ln is the number of spins
included in the transfer matrix. For the usual Ising model
network Zn,m(A) every bond corresponds to a spin and
there are twice as many spins as there are A(0) tensors.
However, the bonds on the right side of the Dσ tensor are
special: they correspond to only half a spin. This needs
to taken into account when determining f .
That there is half a spin missing can be seen from the
way the fusion rules manifest in the lattice models or
straight from the explicit form of the Dσ tensor. Perhaps
the clearest way is to use the Jordan-Wigner transforma-
tion to map the quantum spin chain of n spins into a
chain of 2n Majorana fermions. There, the Dσ defect is
realized as one Majorana mode missing from the chain.
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Figure 29. The additional coarse-graining step to increase the
period of the conformal spins. The tensors with red borders
are complex conjugates of the ones with the same shape but
with black borders. (a) z is a coarse-graining isometry, with
all of its legs having dimension χ. B is the tensor obtained
at the end of the coarse-graining. (b) zz† pairs have been
inserted in the network as approximate partitions of unity.
They can be optimized the same way the TNR isometries are
optimized, see Ref. 19. (c) ∼ denotes that the operators in
(b) and (c) have the same spectrum. This can be shown with
an argument exactly analogous to the argument in Fig. 24(e).
(d) The A tensors have been split into two using a truncated
singular value decomposition, as in Levin & Nave’s tensor
renormalization group20. (e) Some of the tensors have been
contracted together into B, defined in (a). The bond dimension
of B is the same as the bond dimension of the original tensor
A.
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Figure 30. The scaling dimensions and conformal spins of the first scaling operators of the square lattice 3-state Potts model
with various defects as obtained with TNR. Every row of three plots includes the results for one of the defects we study: at the
top the trivial defect D1, in the middle the defect Da and at the bottom the defect Da2 . Crosses mark the numerical values,
circles mark the exact values. Several concentric circles denote the degeneracy Nα of that (∆α, sα) pair. Although it is not clear
from the figure, these degeneracies also come out correctly.
