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The Stacey-Sigmar model for tokamak equilibrium as presented in the literature relies
heavily on the neoclassical theory of the electrostatic field. Its neglect of Gauss’s law
is inconsistent with the potential formulation of electrodynamics. Its treatment of the
dynamic electric field generated by the central heating and poloidal field coils also is
suspect. Its derivation of the viscosity term remains incomplete and does not account
for the varying pitch angle of the magnetic field. A derivation of the viscosity term
which respects the pitch angle can account for the radial force commonly ascribed to
the radial electrostatic field, thereby obviating the desire to neglect Gauss’s law.
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In their recent paper1, Bae, Stacey, and Solomon present a model for plasma rotation
within a tokamak. Their work focuses on the adaptation of the concentric circular flux
surface model2 to a geometry which better represents what is believed to exist within a
D shaped tokamak3. Part of that belief system is the assertion that a neutral fluid model
can support the presence of an electrostatic field. To accomplish that presumption, the
neoclassical interpretation of the quasi-neutral approximation states that Gauss’s law is not
to be considered among the fundamental equations governing the physics. Such an approach
is not consistent with the potential formulation of electrodynamics, however, as it ascribes
an incorrect number of degrees of freedom to the electromagnetic fields.
The authors assume in their Eqn. (41) a form for the electrostatic potential of
Φmodel(r, θ) ≡ Φ¯(r)[1 + Φ
c(r) cos(θ) + Φs(r) sin(θ)] , (1)
where the approximation is between the physical (unknowable) potential and that of the
model Φphysical ≈ Φmodel, not between the symbol for the model’s potential and its definition
in terms of the Fourier degrees of freedom considered by the model. The same form is
assumed for the electron density in Eqn. (22a) while the electron temperature is assumed
to be constant over the flux surface, thus the model for the electron pressure is defined as
pe(r, θ) ≡ Te(r)n¯e(r)[1 + n
c
e(r) cos(θ) + n
s
e(r) sin(θ)] . (2)
Their expression in Eqn. (19) for the physical electron poloidal equation of motion in units
of force density retains only the pressure and electric field terms
0 = h−1θ ∂θpe(r, θ) + ene(r, θ)Eθ(r, θ) , (3)
for Eθ = −h
−1
θ ∂θΦ in the static case, which can be written in terms of the degrees of freedom
specified by the Stacey-Sigmar model as
0 = −eΦ¯[1 + nce cos(θ) + n
s
e sin(θ)][Φ
s cos(θ)− Φc sin(θ)]
+Te[n
s
e cos(θ)− n
c
e sin(θ)] , (4)
where the poloidal measure factor hθ and the mean electron density n¯e cancel out of the
equation and the dependence on r is implicit; note the distinction between Eqn. (3) which
represents the physics and Eqn. (4) which defines the Stacey-Sigmar model thereof. The
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authors then claim in their Eqn. (42) that the approximate solution
 Φc
Φs

 ≈

 nce
nse

Te/eΦ¯ (5)
is valid over the entire region of consideration. Let us now examine under what conditions
the RHS expression constitutes a valid solution.
To account for the toroidal geometry of the device, one must integrate the force density
over the flux surface to evaluate the net force on the plasma medium, as is done for the ion
equations of motion. Considering first the concentric circular flux surface approximation2
upon which their model1 is based, the unity, cosine, and sine moments of the flux surface
average are given by the integral expressions

XU(r)
XC(r)
XS(r)

 = (2π)−1
∫ pi
−pi
dθ[1 + ε cos(θ)]X(r, θ)


1
cos(θ)
sin(θ)

 , (6)
where ε ≡ r/R0 is the ratio of the minor radial location to the central major radius. Taking
those moments of Eqn. (4) yields the system

0
0
0

 ∝


4eΦ¯ (nseΦ
c − nceΦ
s) + 4ε(Ten
s
e − eΦ¯Φ
s)
4(Ten
s
e − eΦ¯Φ
s) + εeΦ¯(nseΦ
c − 3nceΦ
s)
4(eΦ¯Φc − Ten
c
e) + εeΦ¯(n
c
eΦ
c − nseΦ
s)

 (7a)
≡


U
C
S

 , (7b)
where the constant of proportionality is equal to 1/8. The terms with a factor of ε arise
explicitly from consideration of the toroidal measure factor R/R0 = [1+ ε cos(θ)] and would
not be present for a cylindrical containment vessel R0 → ∞ with vanishing aspect ratio.
In the limit ε → 0 one can indeed say that Eqn. (5) gives a solution of equations C and
S with U satisfied identically; however, in that limit nc,se → 0 by continuity. The proposed
solution in Eqn. (5) is in fact a zeroth order expression equivalent to the statement 0 = 0, a
fact which the authors obfuscate by introducing the arbitrary renormalization nc,se ≡ εn˜
c,s
e .
For finite R0, Eqn. (5) is valid only on the magnetic axis r = 0, yet the authors apply
this model throughout the confinement region where, at its greatest, the flux surface aspect
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ratio ε approaches 1/3. Passing the full system of equations [U,C, S] to one’s favorite
computer algebra software, one finds that no explicit solution can be found for [Φ¯,Φc,Φs].
The expression for U is conspicuous by its absence from the model1,2, when the unity moment
of every other equation is considered.
One can linearize the form of Eqn. (7a) by rewriting [U,C, S] in terms of Te/eΦ¯, yielding
the equivalent system

0
0
0

 ∝


4εnse 4n
s
e −4(n
c
e + ε)
4nse εn
s
e −(4 + 3εn
c
e)
−4nce (4 + εn
c
e) −εn
s
e




Te/eΦ¯
Φc
Φs

 . (8)
In matrix form, one should instantly recognize a set of linear, homogeneous algebraic equa-
tions whose only (unique) solution is trivial, [Te/eΦ¯,Φ
c,Φs] = [0, 0, 0]. If one asserts that Te
is not zero, then Φ¯, defined as the mean potential difference between locations on the flux
surface and the magnetic axis, must be infinite. Since the secondary authors (Stacey and
Solomon) were informed of this issue4 as early as 2007, their continued support for the use
of a model with such obvious difficulties is hard to understand.
A detailed investigation of these equations published elsewhere5 considers the expansion
to third order of the logarithmic expression
0 = Te(r)∂θne(r, θ)− ene(r, θ)∂θΦ(r, θ) (9a)
= [∂θne(r, θ)]/ne(r, θ)− ∂θeΦ(r, θ)/Te(r) (9b)
= ∂θ{log[ne(r, θ)/C(r)]− eΦ(r, θ)/Te(r)} . (9c)
Inserting the degrees of freedom specified by the Stacey-Sigmar model into that expression
simply recovers Eqn. (4), which can be satisfied only by the trivial solution in toroidal
geometry. According to the theory by Maxwell, the electrostatic field (more specifically the
scalar potential in Lorenz gauge) is independent of the apparent motion of the sources, thus
it must be determined by the Poisson equation and not an equation of motion.
Some further, ancillary remarks now follow. Since the integrals over the Miller flux
surfaces have to be done numerically, one wonders why the authors do not work directly
with the 2-D equilibrium data provided by the experimentalists rather than its 1-D summary.
A derivation of their new term ν1dj found in Eqn. (34), for the Stacey-Sigmar model in the
concentric circular flux surface approximation, has been available in the literature6 since
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2011 (and earlier on the arXiv); a term arising from the change in the gyroviscous coefficient
dependent upon the gyrofrequency still is missing from their ν2dj . One should note that the
effect of ν1dj points in the direction opposite to that of ν
2
dj; in other words, the new Stacey-
Sigmar model1 claims the gyroviscous force pushes in a direction opposite to that claimed for
the last 30 years7. In their evaluation of the unity moment of the radial momentum balance,
Eqn. (B4), they neglect the contributions of the inertial term −〈rˆ · nm(V · ∇)V〉, and of
the radial shear viscous force −〈rˆ · ∇ · ΠS〉 on account of their assumption in Eqn. (A7) that
|Bθ/B| ≈ 0, which together are sufficient to balance the force from the pressure gradient
and V ×B terms6 without invoking the presence of a radial electric field Er.
Finally, the authors in several places mention comparison of their model1 with results
obtained in the concentric circular flux surface approximation2. Readers should be made
aware that the calculations presented in that paper did not include the effect of the toroidal
electric field despite its Eqn. (27) implying the contrary. The relevant lines of the code used
for that evaluation read:
202: Y_i = extmomhat_tor_i + beta*vth_i*vr_hat_i/nustar_iz
203: Y_z = extmomhat_tor_z + beta*vth_z*vr_hat_z/nustar_zi
which account for the NBI momentum input and the radial flux term but not the toroidal
electric field. Whether or not the authors1 are accounting for Eφ numerically is unclear, since
the only experimental profiles displayed are those of the poloidal and toroidal components
of the carbon velocity. The presence of the loop voltage in its Table 1 suggests that it is;
however, correspondence with the primary author8 indicates that such may not be the case.
In order to assess the reproducibility of their results, the authors should clearly state how the
toroidal electric field is evaluated in their numerical calculation. Unpublished investigations
(available on the arXiv) indicate that its effect on the toroidal velocities is not insignificant,
and a method for its determination given the time rate of change of the current through the
central solenoid and poloidal field shaping coils is available in the literature9.
In closing, a few remarks on the source of the difficulties faced by the neoclassical model
for plasma physics are in order. Much confusion abounds over what many call the quasi-
neutral approximation, which might be better nominated as the neutral fluid limit. For
comparison, the quasi-static approximation states that ∇ · Jmodel = 0 when ∇ · Jphysical =
−∂tjphysical is vanishingly small; its electrostatic analogue is ∇ · ǫ0Emodel = 0 when ∇ ·
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ǫ0Ephysical = jphysical is vanishingly small, such that Ephysical ≈ Emodel = 0. No theory of
electromagnetism is complete without the inclusion of Gauss’s law, which is conspicuous by
its absence from the model equations1,2. For example, consider Chapters 2 and 4 in Dendy’s
textbook10. In Chapter 2, Elliott specifies the low frequency MHD system in terms of 14
scalar equations, retaining only the curl equations from the Maxwell system, and variables
(ρ, p,V,J,E,B) representing mass density, pressure, fluid velocity, current density, and the
electromagnetic fields; however, in Chapter 4, Hopcraft includes explicitly a 15th equation
∇ · B = 0 (sometimes known as Gauss’s law for magnetism) which no one would argue
against unless they are holding onto a magnetic monopole. To reach a count of 14 degrees
of freedom, one must ascribe a total of 6 degrees of freedom to the electromagnetic fields,
contrary to the physical requirement of 3 degrees of freedom in matter and 2 in vacuum,
which are identified with the polarization states of the constituent photons.
As every student of electromagnetic field theory should know, the classical equations of
Maxwell can be expressed most succinctly11–13 as d ⋆ dA = J for ddA ≡ 0, in terms of the
exterior derivative d, the Hodge dual ⋆, the connection 1-form A, and the current 3-form
J . Those equations in coordinate-free notation, while impractical for any particular calcu-
lation, demonstrate the physical equivalence of the inhomogeneous Maxwell equations; the
Maxwell-Ampere relation is nothing but Gauss’s law in a different frame of reference. The
homogeneous equations are satisfied identically in the potential formulation, while the inho-
mogeneous equations are constrained by continuity of the source ∂µJ
µ = 0 and the potential
∂µA
µ = 0. One can easily show that even the most basic of derivations, such as that for the
cold plasma dispersion relation14, when done in the field formulation without Gauss’s law,
are not consistent with results derived from the potential formulation of electrodynamics.
Simply put, no one can do better than Maxwell by doing less.
REFERENCES
1C. Bae, W. M. Stacey, and W. M. Solomon, Nuclear Fusion 53, 043011 (2013).
2W. M. Stacey, R. W. Johnson, and J. Mandrekas, Physics of Plasmas 13, 062508 (2006).
3W. M. Stacey and C. Bae, Physics of Plasmas 16, 082501 (2009).
4R. W. Johnson, in 12th US-EU Transport Taskforce Workshop (US-DOE and the General
Atomics Energy Group, 2007).
6
5R. W. Johnson, Mechanics Research Communications 38, 146 (2011).
6R. W. Johnson, Journal of Plasma Physics 77, 829 (2011).
7W. M. Stacey and D. J. Sigmar, Phys. Fluids 28, 2800 (1985).
8C. Bae, “private communication,” (2013).
9R. W. Johnson, Eur. Phys. J. D 59, 407 (2010).
10R. Dendy, ed., Plasma Physics: an Introductory Course (Cambridge University Press,
Cambridge, UK, 1993).
11W. R. Davis, Classical Fields, Particles, and the Theory of Relativity (Gordon and Breach
Science Publishers, New York, NY, 1970).
12L. H. Ryder, Quantum Field Theory (Cambridge University Press, Cambridge, UK, 1985).
13M. Nakahara, Geometry, Topology and Physics (IOP Publishing Ltd., Bristol, UK, 1990).
14R. W. Johnson, Physics of Plasmas 19, 062103 (2012).
7
