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Abstract 
In this paper we will continue our researches regarding e-Business and e-Government modeling on Social Media presented in 
(Stoica, Pitic, & Mihaescu, 2013). Among message and user parameters we add a new parameter used to describe the 
geographical dispersion of Twitter messages. This new parameter will characterize the way one set of messages will spread in 
Social Graph from the physical word point of view. The first model, presented as “A Novel Model for E-Business and E-
Government Processes on Social”, will be extended with the geographical parameter PG. We will define and we will describe the 
Markov Model used to organize the messages gathered from social media. The main idea of building the Markov Model is to assign 
a geographical location to each user who send a message and every re-broadcast will define a transition.  
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1. Introduction 
Social Media offers a huge amount of data which was not available before technological revolution. The data is 
used by data mining scholars in new ways, like the user interactions on social networks (Macskassy, 2012), (Wilson, 
Boe, Sala, Puttaswamy, & Zhao, 2012), (Viswanath, Mislove, Cha, & Gummadi, 2009) or (Wilson, Sala, Puttaswamy, 
& and Zhao, 2012), the community structure (Leskovec, Lang, Dasgupta, & Mahoney, 2008), (Weng, Menczer, & 
Ahn, 2013) , the marketing on social networks (Arthur, Motwani, Sharma, & Xu, 2009), (Hartline, Mirrokni, & 
Sundararajan, 2008) or privacy related researches (Hader & Brown, 2010). 
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Data gathering from social networks can be achieved using free or paid tools as Tweetarchivist or Sproutsocial. 
In our studies we used TW-Crawler, a software presented in (Stoica, Pitic, & Tara, 2012). 
2. Used entities 
The models that are proposed can be used, theoretical, in any social network. However, the practical way of obtaining 
entities will be network dependent. Some of the definitions was presented in (Stoica, Pitic, & Mihaescu, 2013).  
 
 Definition 1. We note with U the user of a social network.  
 Definition 2. We note with M the message that is transmitted by a user to some U. 
 Definition 3. We note with @, @ , the multitude of users mentioned in a message. We have @={U1, …, 
Un}. 
 Definition 4. We note with #, #   , the terms of interest from a message. We have # = {T1, ..., Tn}, where, 
Ti = 1, n, is a term of interest. 
 Definition 5. We note with B the message body, B = M {@, #}.  
 Definition 6. We note with #ext the set of terms that are similar or derived from an original term  
 Definition 7. We note with SG (Social Graph) the directed graph with nodes formed of users, which is 
derived from a term (#), a user (U) or geographical informations (G).  
 Definition 8. We note with C a generic classification of users or messages.  
 Definition 9. We note with G information related to geographic location of a user (U). 
 
3. General architecture 
We extend the architecture presented in (Stoica, Pitic, & Mihaescu, 2013). In the same paper we present the 
modules used to obtain the PM and the PU parameters of the model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      Figure 1. The general architecture 
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4. Defining the Markov chain from the Social Graph (SG) 
The starting point in the construction of the Markov model is the SG (Social Graph). A graphic representation of 
SG we presented it in figure 2. The example from the figure it’s done on about 15.000 data obtained by using our 
Twitter data gathering application (TW-Crawler) with # = {”Kindle”}. From SG we displayed only the conglomerate 
with the highest density using Ubigraph library. 
Figure 2. 3D preview of a SG (“Kindle” Social Graph) 
 
Each sphere represents a person in the virtual community and the links between them are given by retransmitting 
the message (retweet for Twitter). 
At a closer look we observe the user names in each node (Figure 3). 
Figure 3. 2D preview of a SG (“Kindle” Social Graph) 
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The idea behind the construction of Markov chain is to assign to each person the geographic location and the 
retransmission of a message to form a transition. In this way, instead of having transitions from one person to another 
we are going to have transitions from a one geographical region to another.  
In our studies we focused on two types of regions: countries and cities. As a general rule, if we want to study a 
global phenomenon we should focus on country level (or even on a continental scale). On the other hand when we 
study a regional or cultural dependent topic we will use a smaller granularity (cities or districts). 
The first step in constructing the Markov model is to generate the probability matrix, using the formula: 
 
Pij = (number of  i  j transitions) / (total number of transitions) 
 
The graphical view of the Markov model can be generated from this matrix. We can observe the probabilities on 
which one message “migrate” from one regions the other. 
 
5. Accessing the geographical data. Architecture and limitations 
We have studied how the social activity that is related to “kindle” term actually maps in geographically context; 
we have extracted the geo-location for the most relevant tweets and put them on the map. From technical perspective 
this was a real challenge because most of the tweets doesn’t provide the geo-location. We have to go further and fetch 
the profile details for each user, which requires a tremendous amount of time (figure 5) user profile time variation. As 
it can be seen in the following image the geo-location fetching module is composed from three main subcomponents: 
the user profile fetching module, the location extractor and the KML document generator. 
User profile fetching Location extractor
GoogleMaps service
KML document 
generator
Twitter service
 
 
Figure 4. Obtaining geographic data  
 
 
This is basically pretty similar with the tweets fetching module used to gather messages, but it is working under 
very restrictive conditions. Because it is fetching the user profile, Twitter imposes some extra limitation not just to 
ensure fair access for everyone but also to protect user privacy. Fetching of user profile requires that application to 
obtain an access token; token expires after a period so this module has to be able to renew the access token. As the 
tweets fetcher it has to be fully recoverable in case of errors. 
The time of getting user profile data is surprisingly high, as we can see in Figure 5. 
 
Figure 5. User profile fetch time variation 
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Figure 6. Valid vs. invalid user locations 
 
Location extractor is the module that interact with GoogleMaps geo-location service and it main porpoise is to 
translate the user location for e.g. (Tokyo, Japain) to the (35.41,139.41). Once the (longitude, latitude) position is 
resolved this is passed to the KML document generator module. It has to be mentioned that there are a lot of invalid 
geo-location information provided by users. This can be depicted in the following chart, only 31% percent from all 
user profiles provide valid location information. 
The KML generator it has a pretty simple job to generate a XML standard document that can be loaded by 
GooogleEarth or GoogleMaps; the structure of such document looks like: 
 
<kml xmlns:gx="http://www.google.com/kml/ext/2.2" xmlns:atom="http://www.w3.org/2005/Atom" 
xmlns="http://www.opengis.net/kml/2.2"> 
  <Document>  
    <Folder id="features"> 
      <name>Features</name> 
      <Placemark id="New_York,_NY,_USA"> 
        <name>Cyrano Nymous</name> 
        <description>&lt;h1&gt;New York, NY, USA&lt;/h1&gt;&lt;br/&gt;New York, NY, 
USA</description> 
        <Point> 
          <extrude>1</extrude> 
          <altitudeMode>relativeToGround</altitudeMode> 
          <coordinates>-74.0059731,40.7143528,50</coordinates> 
        </Point> 
      </Placemark> 
      <Placemark id="Dublin,_Co._Dublin,_Ireland"> 
        <name>Maha</name> 
        <description>&lt;h1&gt;Dublin, Co. Dublin, Ireland&lt;/h1&gt;&lt;br/&gt;Dublin, Co. 
Dublin, Ireland</description> 
        <Point> 
          <extrude>1</extrude> 
          <altitudeMode>relativeToGround</altitudeMode> 
          <coordinates>-6.2674937,53.344104,50</coordinates> 
        </Point> 
      </Placemark> 
    </Folder> 
  </Document> 
</kml> 
 
The following image shows how the social activity is distributed on earth. It can be observed a greater concentration 
of tweets in Europe in special in Germany, France and Ireland; also on USA New York area and west coast. At first 
look the first map may not be so obvious about the real number of tweets concentrated around a specific region but if 
we take a closer look we could identify the local communities of users; the structure of social network is deeply 
affected by the real live. We may expect that user communities to be word wide spread, but as we can observe the 
online user communities maps real live relations. The communities are focused on compact places especially in big 
cities. 
69%
31%
Invalid
Valid
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Figure 7. Geographical repartition of tweets 
 
As we can notice, a series of interesting information can be obtained directly from these global data. The 
construction of Markov model will give an extra dimension to these information, answering the question: How do 
messages “migrate” from one region to another? 
 
6. Obtaining the geographical parameter (PG) 
The architecture of the desired module can be seen in figure 8. 
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Figure 8. Module Architecture 
 
This parameter has two main dimensions: the global distribution of the messages which indicate the reached 
geographical regions and the migration of the messages from one region to the other.  
 (PG) parameter can represent, for instance, the set of geographical regions reached by an online marketing 
campaign. Interpreting this parameter gives us different kind of information:  
- If the regions of interests was reached by our campaign 
- What other regions was reached 
- What regions should be targeted so out message would spread as we need 
To obtain this parameter we will build the Markov model, using the following steps: 
1) Data gathering 
2) Building SG 
3) Purge the isolated nodes 
4) Get the geographical localization of the remaining nodes 
5) Build the probability matrix 
6) Graphical representation of the Markov model 
7) Interpreting the graphic and obtaining the result 
7. An example of obtaining the PG parameter 
For the determination of the PG parameter we built the Markov model. By accessing the geographical positioning 
data and social graph we obtained as a first step the transition probability matrix from table 1 and then the graph from 
the figure 9. 
 
Table 1. Transition probabilities matrix 
  1 2 3 4 5 6 7 9 10 11 
1 0.6095 0.006 0.0131 0.0012 0.0393 0.0143 0.0095 0.0429 0 0.0155 
2 0.4419 0 0 0 0 0 0 0.3721 0 0 
3 0.5385 0 0 0 0 0 0 0.0769 0.0769 0 
9 0.4286 0 0 0 0.102 0.0204 0.0204 0 0 0.0204 
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12 0.6667 0 0 0 0.1111 0 0 0 0 0 
33 0.8 0 0 0 0 0.2 0 0 0 0 
 
  13 14 15 16 17 18 19 20 21 23 
1 0.0012 0.0024 0.0012 0.1976 0.0048 0.006 0.0012 0.0012 0.0012 0.0024 
2 0 0 0 0.186 0 0 0 0 0 0 
3 0 0 0 0.2308 0 0 0 0 0 0 
9 0 0 0 0.2041 0.1837 0 0 0 0 0 
12 0 0 0 0.2222 0 0 0 0 0 0 
33 0 0 0 0 0 0 0 0 0 0 
 
  24 26 27 28 29 30 31 32 34 35 
1 0.0012 0.0012 0.0024 0.0071 0.0012 0.0024 0.0024 0 0.0012 0.0012 
2 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0.0204 0 0 
12 0 0 0 0 0 0 0 0 0 0 
33 0 0 0 0 0 0 0 0 0 0 
 
  36 39 43 44 46 47 48 49 
1 0.0024 0.0012 0.0012 0.0012 0.0012 0.0012 0.0012 0 
2 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0.0769 
9 0 0 0 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 
33 0 0 0 0 0 0 0 0 
 
The next table contains the list of countries presented in table 1. 
 
Table 2. The country list which retweeted messages with # = {“Kindle”} 
1-> USA 17-> Italy 33-> Israel 
2-> Ireland 18-> Czech Republic 34-> Pakistan 
3-> France 19-> Philippines 35-> Kenya 
4-> Nepal 20-> Kazakhstan 36-> Ecuador 
5-> Canada 21-> Japan 37-> Thailand 
6-> India 22-> Delhi 110021 39-> Iran 
7-> Australia 23-> Indonesia 40-> Puerto Rico 
8-> Romania 24-> Austria 41-> Macedonia 
9-> Germany 25-> The Netherlands 42-> Morocco 
10-> Jamaica 26-> Colombia 43-> Burundi 
11-> Spain 27-> Mexico 44-> Belize 
12-> China 28-> South Africa 45-> Egypt 
13-> New Zealand 29-> Poland 46-> Bolivia 
14-> Sweden 30-> Venezuela 47-> Malaysia 
15-> Switzerland 31-> Chile 48-> Russia 
16-> UK 32-> Bulgaria 49-> Brazil 
 
The absence of the value 38 from the table can be explained by the fact that “UK” and “United Kingdom” was 
returned as different countries from the user profiles and we decide to group them. 
On our data, Romania does not appear in the Markov model because, even though there are posts from our country, 
they were not retransmitted, so they were eliminated in the first stage of the construction of the chain of Markov. 
As we expected, most of the messages are grouped around USA, 61% of the messages are coming back here, and 
from other countries all posts go here (blue arcs in figure 8).   
Let’s see the case study for country 9 - Germany. If we want to aim for this country, the graphic indicates us that, 
in addition to sending messages to users in Germany, another country of concern could be 2- Ireland, 37% of the 
messages arriving here in Germany (thick red arc in figure 8). 
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In this case we have PG  = {Germany, Ireland, USA}. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. The Markov model for # = {“Kindle”} 
8.  Conclusions  
In this paper we have extended previous formal entity definitions by adding a geographical parameter. We use 
Markov model to obtain a migration pattern of the messages from social networks, by mapping the PG parameter on 
social graph. An interesting result was that the user communities tends to have a geographically locality. We used 
Google Maps technology to visualize the user location. Ubigraph library allows us to have an inside view on the 
topology size and connections of Social Graph. We apply the classifications in the geo-location context and observed 
that each region in the word has a specific footprint. 
We realized a case study using # = {“Kindle”}. 
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