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Abstract
Specifications and implementations of systems need to be concerned w ith the inter­
actions that can occur w ithin a system and model the data structures appropriately. 
We are interested in combinations of formal methods which consider the state and dy­
namic requirements of a system. We recognise that many such combinations already 
exist, including, C S P  || B  and C i r c u s , but we are concerned with a state description, 
being accessed and updated by control components with dynamically reconfigurable 
interconnections. Our work is motivated by what we see in Peer-to-Peer networks and 
Object-Oriented systems where instantiation and dynamically reconfigurable intercon­
nection are essential paradigms. For example, in a Peer-to-Peer network nodes can act 
as both server and client in exchanging data to complete a certain task. Nodes are also 
independent and can leave or join the network at any time. In Object-Oriented sys­
tems, an object instance can be created w ith a unique reference. This reference can be 
used by other objects to communicate w ith the object. Our aim is to provide a formal 
framework which supports this kind of interaction so that the integrity of each active 
object or node is preserved, and so that we can reason about the overall behaviour of 
the system.
The approach we consider in this thesis is a combination of the 7r-calculus and the 
B-Method. In order to be able to reason about specifications based on both these 
notations we need common semantics. We define an approach which enables the in­
terpretation of a B  machine as a 7r-calculus labelled transition system. This allows 
the integration of machines into parallel combination w ith 7r-agents. As a result, this 
work extends B  machines with instantiation and 7r-calculus dynamic reconfiguration 
capabilities.
We use a behavioural type-system with variant types to maintain low level server/client 
style consistencies between instances of machines and 7r-process agents. (For example, 
all agents call operations that relate to some machine in the specification.) Using 
the type system, we identify a class of 7r-agents whose behaviour w ith respect to the 
machine instances allows a weakest pre-condition style proof to be carried out on the 
agents. We use this property to define an approach for detecting agents that might 
cause a machine instance to diverge.
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C h a p te r  1
I n t r o d u c t i o n
Implementations of distributed systems involve setting up a network or networks, man­
aging the communication that occur between the nodes in a network and also the 
transfer of data between nodes. Networks can be static and made up of a fixed number 
of nodes or they can be more dynamic in which the number of nodes in a network may 
vary. When proposing an implementation of a distributed system, developers must be 
concerned with network architectures, their capacity, and bandwidth [14]. For example, 
when deciding upon an architecture a decision has to be made as to whether each part 
of a network performs the same role, acting as a server and a client. A  network in 
which the nodes can act as a client or a server is considered to be a Peer-to-Peer (P2P) 
network.
In a P2P  network clients can connect to each other directly. This is not the case in a 
standard client-server network. The difference can be exemplified w ith a file sharing 
system. In a client-server model, clients must transfer files via the server and the server 
must have sufficient capacity to deal with the storage of all the files. However, in a 
P2P  network the central server is used to setup and manage the connection between 
clients but the file transfer is done between the clients directly. The clients would need 
to be able store the files to be transferred. Clients can contact the server for additional 
services. In a Peer-to-Peer network the bandwidth of the servers in a network do not 
impact 011 the bandwidth available to the clients because they are connecting directly 
to each other. One example of a popular P 2P  network was Napster [47], which was an 
application of a dynamic distributed system which facilitated music sharing between 
users. When a user joined a network they announced the files they wished to share to 
a central server. A  search request from a user results in that user being informed as to 
the other peers in the network who have these files available for download. A  protocol 
then supports the connection to the identified peers so that the file can be downloaded. 
The peers only connect to the server in order to join the network and for announcing 
and searching for files. For example, Figure 1.1 illustrates a message exchange between 
a node and a server and the link between nodes which would be initiated following the 
message exchanges.
P2P  networks are typically large-scale w ith potentially millions of nodes which join and 
leave regularly, and from the above description they are autonomous but co-operate to
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Server
Node
Figure 1.1: Napster architecture
share and retrieve resources. Much of the research which has been conducted in the 
area of P 2P  Networks has focused on describing possible network architectures and also 
on simulations to reason about the performance of networks. Orthogonally, the formal 
methods community has also contributed to reasoning about distributed systems but 
has focused on proving the correctness of communication protocols. For example, the 
process algebra CSP  [24], has been used to prove properties of communication protocols 
and security protocols [13, 40]. The research emphasis has not been on examining 
networks which change or evolve in their architecture. We are interested in exploring 
how to specify systems which are dynamic in nature (m o b i l i t y ) so that we can support:
• dynamic instantiation,
• dynamic interaction,
• evolving capability.
In this thesis we w ill focus on the first two aspects. We want to be able to describe dy­
namic systems and be able to reason about how data is passed around in such systems. 
In the case of P 2P  networks this means being able to support varying the number of 
nodes in a network, and changing the way nodes are connected in a network.
The viewpoint from which we begin our investigation into modelling distributed systems 
is commonly referred to as the m u l t i - v i e w  approach [6]. This approach is analogous to 
modelling an object using traditional engineering methods. In traditional engineering 
when presenting a model of some 3-D object, it is normal to present a diagram that 
shows the object from several positions (views). A  simple 3-D object would have four 
views: front, side, top and the perspective. Objects with more complicated faces w ill
3require more views so that we can accurately convey the nature of an object. Consis­
tency between the views is expressed by measuring the lengths of the same edges in 
the different views and determining that they are the equal. W ithout consistency the 
views of an object cannot be combined into a unified view.
In modelling systems using formal methods, at least two views are always identifiable; 
these are the dynamic-view and the state-view. The dynamic-view is predominantly 
concerned with concurrency and execution control such as loops, branches and pro­
cedure calls. The state-view is concerned w ith variables their relationships, and pro­
cedures to change the values of the variables. Notations such as the process algebra 
CSP  is suitable for capturing dynamic-view requirements whereas state based notations 
such as B-Method [1], Z [69] and Object-Z [57] are suitable for capturing state-view 
requirements. Thus, if we want to use the multi-view approach to specifying systems, 
using the most appropriate notations, we w ill be required to specify at least two models. 
Verifying the consistency of these two models requires a common semantics between 
the notations used.
Examples of integrated formal notations which combine both the dynamic and state- 
based view are C S P 2B [9], CSP[|B [56], Circus [68], and CSP-OZ [58]. A ll of these 
notations make use of CSP  and B, Object-Z or Z. The C S P 2B  approach converts the 
CSP  view of a specification into the B  notation and therefore does not retain sepa­
ration of the two views. In contrast separation of the views is an inherent part of 
CSP||B. Furthermore, CSP||B provides techniques for establishing consistency between 
a B  specification and a CSP  specification, and these w ill be reviewed in the next section. 
Circus combines Z and CSP  but instead does not force the same degree of separation as 
in CSP[|B since it allows Z constructs and CSP constructs to be freely mixed within a 
specification. This is because the underlying semantics is based on the Unified Theories 
of Programming [25] and CSP and Z are re-defined in this model. The benefit of this 
approach is that it includes an expressive refinement calculus but any tools for Circus 
w ill need to be built from scratch. However, a model checker [20] is emerging for the 
approach and also an automatic translator from Circus to JC SP  [19]. Finally, CSP-OZ 
is an approach which combines CSP  and Object-Z, retains the separation of concerns 
between the notations and supports compositional verification based on slicing tech­
niques [8].
We consider retaining separation between the two views as important because we be­
lieve that it results in clearer specifications and also enables the use of existing tools and 
techniques. We also wish to retain this separation when specifying systems which are 
dynamic in nature. This is important so that dynamic creation and dynamic interac­
tion occurring w ithin a system can be represented solely in its dynamic-view. Trying to 
incorporate these aspects into a system’s state-view would result in complicated mod- 
.els. Up until now, none of the above approaches have presented a mature approach to 
modelling systems w ith mobility. An  extension to Circus is being investigated which 
relates to incorporating mobility [61].
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In the following sections we review the CSP||B approach w ith particular emphasis on 
its architectural limitations related to dynamic creation and dynamic interaction.
1.1 Background
The Formal Methods group at the University of Surrey have been working on develop­
ing techniques for specifying and verifying distributed systems so that the patterns of 
behaviour are made explicit and captured completely separately from the specification 
of the data in the system. The approach is referred to as CSP||B. CSP is a process 
algebra, first introduced by Hoare [24], that is concerned with the evolution of systems 
as they execute sequences of events. The B-Method, proposed by Abria l [1], focuses 
on defining how the state of a system can be queried and updated through operations. 
Early papers detailing the CSP||B approach [63, 64] focused on the sequential aspects 
of CSP and were concerned with identifying how sequences of events could control the 
way the data was being updated. The CSP processes are referred to as controllers. 
Consider the example in Figure 1.2 which illustrates a controller, called R C t r l , cycling 
through a sequence of operation calls of the R e p e a t e r  machine. Note that each opera­
tion is associated with an event. We w ill revisit this correspondence in Chapter 4.
M A C H I N E  R e p e a t e r
V A R I A B L E S  n  
I N I T IA L I S A T I O N
n  0
O P E R A T IO N S
r e s e t  = n := 0;
i n c  =  P R E  n  >  0  T H E N  n  := n  + 1 E N D  ; 
d o  =  P R E  n  >  0  T H E N  
C H O I C E  n  := n  + 1 O R  n  := n  -  1 E N D  
E N D
E N D
R C t r l  = i n c  —» d o  —> r e s e t  —> R C t r l  
Figure 1.2: Example component: M A C H I N E  and c o n t r o l l e r
1.1.1 F a ilu re s -d iv e rg e n ce s  s e m a n t ic s  o f  m ach in e s
In order to consider the composition of a controller and a machine, the B  machine 
needs to be provided with a CSP  semantics. Morgan [37] provides failures-divergences
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semantics for event systems in terms of the weakest precondition of a sequence of op­
erations, and this enables other CSP  semantics to be given to B  machines [56].
A  sequence of operation calls is a trace of M  if it  can possibly occur, that is when it is 
not guaranteed to block. This is defined as follows
D e fin it io n  1.1.1. T h e  t r a c e s  o f  a  m a c h i n e  M  a r e  t h o s e  f o r  w h i c h  
- i w p ( i n i t ; t r ,  f a l s e ) h o ld s .
t r  is the sequential composition of the operation calls of M ,  and i n i t  is the initialisation 
of the system. The CSP trace (me, d o ,  i n c , i n c ,  d o ,  r e s e t ) is considered a trace of the 
R e p e a t e r  machine since ->w p ( i n i t ;  me; d o ;  in c ;  me; d o ;  r e s e t ,  f a l s e ) holds. Note that 
there is a one-to-one correspondence between the CSP events and operation calls. The 
CSP||B approach only concerns w ith non-blocking B  machines (apart from in [64]) and 
so all sequences of operation calls are possible traces.
In order to differentiate between divergent and non-divergent traces we need to de­
termine whether the sequence is guaranteed to terminate following initialisation (i.e. 
establish t r u e ) .  A  sequence is a divergence if it  is not guaranteed to establish t r u e  
(e.g. - i w p ( i n i t ;  in c ;  d o ;  d o ,  t r u e ) ) .  Furthermore, this means that at least one opera­
tion w ithin that sequence is called outside its precondition. In this example, the second 
invocation of the d o  operation may occur in a state where the precondition n  >  0 does 
not hold (because it is possible to reach a state in which n  = 0).
A  sequence does not diverge if it is guaranteed to terminate. This is defined as follows
Defin ition . 1 .1 .2. N o n - d i v e r g e n t  t r a c e s  o f  a  m a c h i n e  M  a r e  t h o s e  f o r  w h i c h  
w p ( i n i t ;  t r ,  t r u e )  h o ld s .
Since w p ( i n i t ;  i n c ;  d o ;  r e s e t ,  t r u e )  holds, the trace ( i n c ,  d o ,  r e s e t )  is non-divergent. 
This ensures that all preconditions hold when the operations are called.
1.1 .2  C o n s is te n c y  o f  c o m b in e d  s p e c if ic a t io n s
B  and CSP were chosen because they were individually mature notations with strong 
tool support [18, 39]. The goal in their integration was to preserve the original seman­
tics of both languages whilst building a framework for defining and reasoning about a 
combined system. The overhead of keeping both descriptions separate is the additional 
proof obligations that need to be proved for each particular system in order to show 
that the combined views are consistent. Consistency in the CSP||B approach means 
demonstrating divergence freedom and deadlock freedom of the process/machines pairs. 
Divergence-freedom is at the core of the approach and this must be established before 
considering any other safety and liveness properties of interest. Ensuring divergence 
freedom means the safe execution of operations w ithin their preconditions. This is an
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Figure 1.3: A  CSP and B  combined system architecture
important property because the invariants of machines in a combined specification need 
to be preserved. If operations are called outside their preconditions then no guarantees 
can be made about the state of the machines and hence their invariants.
The first paper on CSP|| B [63] only considered one process and one machine and 
this pair was referred to as a component. In Figure 1.2 it is clear that the precondi­
tions of the operations hold when the operations are called by R C t r l .  As we stated 
above, divergent behaviour can occur by performing repeated d o  operation calls since 
the precondition may not always hold. Previous results [62] have identified conditions 
sufficient to guarantee P  || M  to be divergence free for a controller P  and a machine 
M .  These results require the identification of a c o n t r o l  lo o p  i n v a r i a n t  (CLI) on the 
state of the B machine M , which must be true at every recursive call. For example, 
an appropriate C LI for the component described in Figure 1.2 is n  = 0. It is estab­
lished by considering the semantics of the B  operations as they are called within the 
controller, and essentially computing the weakest precondition required to establish 
the CLI. Discharging this weakest precondition proof obligation is referred to as c o n s i s ­
t e n c y  c h e c k in g . Consistency checking in this context was based on a C L I  technique [62].
Later work by Schneider and Treharne developed a particular architectural style of 
specification which enables a composition of these components. The architecture en­
sures that any interaction between components is restricted to communication between 
controllers [55]. Hence, machines cannot communicate with each other directly, but 
only via their respective controllers, as is shown in Figure 1.3. The controller processes 
can also perform events which do not have corresponding B operations.
Theoretical results have been established in the approach to show that divergence free­
dom and deadlock freedom can be proven for specifications which are made up of several 
B  machines and CSP processes [55, 56]. In [55] Schneider and Treharne establish that 
a number of P* || M i components, where P i  is a CSP  process and M* is a machine, are 
divergence free once we have shown that each component P {  || M j is divergence free. 
Consistency checking via the C L I technique is used to prove individual components and 
then, from the CSP semantics of parallel composition, divergence freedom is preserved.
Some attempts have been made to provide tool support for the C L I technique. For
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example, in [7] an evaluation of a shallow embedding of B  in the theorem prover PVS, 
proposed by Munoz et al. [38], concluded that the consistency checks could not be 
supported in w ithin this framework. The proof obligations that were produced using 
the embedding were not of the correct form. Consistency checking means checking 
each precondition so that each operation can be executed safely. In this work the first 
precondition was always assumed to be true which was not adequate. However, the 
thesis did clarify the role of control predicates in the control loop invariant technique. 
They were seen as predicates which captured the information held w ithin the process 
parameters of the CSP controllers and their relationship with the underlying state in 
the B machines. In this thesis we w ill also use a notion of control predicates but it w ill 
be slightly different, as we shall see in Chapter 5.
More recently, Evans and Treharne [17] have proposed a deep embedding of the B  re­
lational model again in PVS . They also utilise use of previous work by Dutetre and 
Evans [13, 40] to prove properties based on CSP  traces, sequences of events. CSP  has 
three main semantic models that can be used to reason about CSP  process: traces 
model, stable failures, and failures-divergences model [46, 53]. Using the B relational 
model and the traces model w ithin PVS  allows the proofs provided by Treharne in [62] 
to be mechanised and support for consistency checking can be provided w ithin a theo­
rem prover.
The architecture in CSP||B is based on P j  \\ M i  component building block. The notion 
of defining specifications based on encapsulated components is also being considered by 
Lau et al. [29]. In their emerging work they consider a component as an encapsulated 
object with an invocation unit. These units are not like the CSP  processes in CSP||B 
because they do not provide any control. However, in Lau et al.’s work they define a 
set of connectors to group components together. When systems are composed using 
these connectors they exhibit some properties by virtue of the composition. The com­
position is hierarchical and does not allow any dynamic treatment of the components,
i.e. they cannot be dynamically re-configured to interact with other components during 
the evolution.
The architecture in CSP||B is also very strict. It does not support:
• the dynamic creation of B  machines since all M i  components have to be identified 
upfront,
• dynamic interaction since all CSP  channels in the P {  components are statically 
defined and each M j  component is tightly coupled with its P i  controller.
1.2 T hesis aim s
In the previous section we noted that the architecture of a CSP||B specification is not 
flexible. In a P2P  network we need to be able to create new nodes and pass nodes
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between servers, and this requires a dynamic architecture. We also need to reason 
about the integrity of the data held w ithin a system.
Thus, we need a formal framework which enables us to reason about dynamic creation 
of state and mobility of state. We could consider extending CSP||B to deal with these 
aspects. The following example shows that it may be possible to hard-code a notion of 
dynamic behaviour in CSP  but we would also need to extend the verification techniques 
in order to reason about the integrity of the data as it is passed around in a specification. 
It may be possible to do this in CSP||B but it may not provide a general solution, in this 
thesis we prefer to examine a new combination of a mobile process calculus and B. The 
reason is that we want to see what benefits can be gained from using an established 
mobile calculus rather than extending CSP to capture the notion of mobility. We 
feel that this research w ill inform possible extensions of CSPjjB to deal w ith mobility. 
In choosing to integrate the 7r-calculus with B  the major issues to be addressed in 
developing our new 7r |B framework are the following:
• establishing a common semantic framework so we can consider 7r and B  in parallel,
• structuring the allowed communication patterns between 7r and B  (using a type 
system),
• verifying that 7r-specifications call the B  operations w ithin their preconditions and 
ensure that this remains true when the B machines instances are being passed 
around in a specification.
In this thesis we concentrate on developing a verification framework to ensure that 
machine instances do not diverge as a result of the 7r-specification calling operations 
outside their preconditions. As in CSP]|B this is the core property that needs to be 
verified in order to ensure consistency between an event-based and state-based speci­
fication. It is the most important property because other properties such as deadlock 
freedom can only be verified after divergence freedom has been established.
1 .2.1 M o t iv a t in g  d y n a m ic  b e h a v io u r  u s in g  a n  e x a m p le
Generally dynamic instantiation and reconfiguration are not native to CSP. For ex­
ample, a standard CSP  example is the ’’Dining Philosophers Problem” [53]. Each 
philosopher and fork has the same behaviour so using the CSP renaming mechanism, 
it is possible to instantiate n  philosophers, n  forks and reason about the behaviour of 
that system. However, the model does not cover the situation where another philoso­
pher wishes to join the system with one fork or when a philosopher wishes to leave 
the system. Note that what is true about a model with n  philosophers and n  forks 
is also true about a model with n  + 1 philosophers and n  + 1 forks. In some systems 
we do not need to be concerned about such additional behaviour. However, there are 
systems where dynamic instantiation and reconfiguration are essential in order to pro­
vide correct behaviour. For example, consider the following system where the system’s 
progress is dependent on the number of active components.
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E xam p le  1.2.1. T h e  I n s e c t o l o g i s t  F i e l d  D a y .
I n  a  c e r t a i n  f i e l d  i n  a  v i l l a g e  c a l l e d  L e s k o v d o l  a t  s u m m e r  t h e r e  a r e  a  n u m b e r  o f  g r a s s h o p ­
p e r s .  A  n u m b e r  o f  i n s e c t o l o g i s t s  a r e  h a v i n g  a  f i e l d  d a y  t r y i n g  t o  c a t c h  t h e m .
T h e  p r i n c i p a l  a i m  o f  a n  i n s e c t o l o g i s t  i s  t o  c a t c h  a  g r a s s h o p p e r .  T h e  p r i n c i p a l  a i m  o f  
t h e  g r a s s h o p p e r  i s  t o  a v o i d  t h e  i n s e c t o l o g i s t s  a n d  f i n d  a  m a t e .
T h e  p r i n c i p a l  w a y  a n  i n s e c t o l o g i s t  c a t c h e s  a  g r a s s h o p p e r  i s  t o  s i t  i n  o n e  s p o t  o n  t h e  
f i e l d  a n d  l i s t e n  f o r  t h e  g r a s s h o p p e r ’s  m a t i n g  c a l l .  O n c e  h e  h e a r s  s u c h  a  c a l l  h e  w o u l d  
i d e n t i f y  t h e  l o c a t i o n  o f  t h e  g r a s s h o p p e r  a n d  i n d i c a t e  t o  h i s  c o l l e a g u e s  t h a t  h e  i s  p u r s u i n g  
t h e  g r a s s h o p p e r  a t  t h a t  l o c a t i o n .  A n  i n s e c t o l o g i s t  c a n  c h a s e  a t  m o s t  o n e  g r a s s h o p p e r .  
H e  m a y  c a t c h  a  g r a s s h o p p e r  i f  h e  i s  n e a r  a  g r a s s h o p p e r  a n d  s e e s  i t  s k i p .
A  c a u g h t  g r a s s h o p p e r  h a s  n o  f u r t h e r  u s e f u l  b e h a v i o u r .
T h e  p r i n c i p a l  t e c h n i q u e  f o r  f i n d i n g  a  m a t e  a v a i l a b l e  t o  t h e  g r a s s h o p p e r  i s  g e n e r a t i n g  a  
m a t i n g  c a l l  w h i c h  g i v e s  a w a y  h i s  l o c a t i o n .  I f  a  g r a s s h o p p e r  h e a r s  t h e  c a l l  o f  a n o t h e r  
g r a s s h o p p e r  h e  c a n  c h o o s e  t o  s k i p  t o w a r d s  t h e  o t h e r  g r a s s h o p p e r  o t h e r w i s e  i t  r e m a i n s  
s t i l l ,  g e n e r a t i n g  c a l l s  w h e n e v e r  i t  c a n .
A n  i m p o r t a n t  t e c h n i q u e  f o r  a v o i d i n g  i n s e c t o l o g i s t s  a v a i l a b l e  t o  a  g r a s s h o p p e r  i s  t o  s t o p  
c a l l i n g  o n c e  i t  d e t e c t s  t h a t  a n  i n s e c t o l o g i s t  i s  n e a r .  I n  s u c h  s i t u a t i o n  t h e  g r a s s h o p p e r  
w o u l d  r e m a i n  s t i l l  ( u n l e s s  i t  h e a r s  a  c a l l  o f  a n o t h e r  g r a s s h o p p e r ) .  H o p e f u l l y ,  t h e  i n ­
s e c t o l o g i s t  w o u l d  t h e n  h e a r  t h e  c a l l  o f  a n o t h e r  g r a s s h o p p e r  n e a r  b y ,  a n d  t h i n k  t h a t  t h e  
f i r s t  g r a s s h o p p e r  h a s  m o v e d  o n .  I f  n o n e  o f  h i s  c o l l e a g u e s  a r e  m o v i n g  t o  t h a t  l o c a t i o n  h e  
w o u l d  a l t e r  h i s  c o u r s e  i n  p u r s u i t ,  o t h e r w i s e  h e  w o u l d  r e m a i n  s t i l l  a n d  l i s t e n  f o r  a  c a l l  
f r o m  a  n e w  l o c a t i o n  o r  s e e  s o m e t h i n g  s k i p .
In order to build a CSP  model of the system above n  insectologists and s  active 
grasshoppers need to be specified. As grasshoppers are caught in the system s  de­
creases.
Suppose a requirement of the system is that in all evolutions of the system an insectol­
ogist may eventually catch a grasshopper. Suppose another requirement is that as long 
as there are two distinct grasshoppers in the field they can eventually find each other. 
In order to build a model of the system with the above properties dynamic creation is 
required. W ithout dynamic creation, new grasshoppers cannot be added. Thus, in the 
case where the number of insectologists becomes greater than the number of grasshop­
pers it is possible to reach a state where each grasshopper has an insectologist that is 
near it. The insectologist would sit and listen for a new call but no grasshopper would 
feel safe to generate a new call. A  7r-calculus model would not suffer this drawback 
because the possibility of a new grasshopper joining the field would always be available.
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In addition to dynamic creation it is also important to ensure unique identity of the 
grasshopper components and this is illustrated using the following example. A  form of 
dynamic creation can be modelled in CSP  using internal choice indexed over an infinite 
set and interleaving.
E xam p le  1 .2.2. G i v e n  P  C N,
G R A S S H O P P E R ( P ) = 
{ c r e a t e !x - >  A C T I V E H O P P E R ( x )  ||| G R A S S H O P P E R ( P  U  { x } ) )
However, one has to be careful with the process above because its semantics do not 
actually mean, that under all contexts (or environments), the identities of all A C -  
T I V E H O P P E R  components that the G R A S S H O P P E R ( P )  process can generate are all 
distinct. This would cause problems with composition of various distributed parts of a 
system unless instantiation is managed centrally. A  7r-calculus process modelling this 
behaviour is as follows:
G R A S S H O P P E R n = \ ( u  v ) ( c r e a t e { v ) . 0  \ A C T I V E H O P P E R f i v ))
In essence G R A S S H O P P E R m is replicated infinitely. Each replication can output the 
channel v , which can be interpreted as a unique identity, on channel c r e a t e . The 
semantics of the calculus means that v  is distinct from a n y  other free channel found in 
any other part of the system. Consider the following environments in each case,
C S P  : A C T I V E H O P P E R (1) ||| G R A S S H O P P E R (0)
tt: A C T I V E H O P P E R f i z )  \ G R A S S H O P P E R n
In CSP we might reach a point where two grasshoppers are instantiated with identity 1 . 
However, in the 7r-calculus z is considered to be a free channel so there is no possibility 
that G R A S S H O P P E R n can instantiate another grasshopper w ith channel 2. Thus, the 
implications of 7r-calculus dynamic instantiation are slightly stronger.
The above example illustrated the need for flexibility when considering dynamic instan­
tiation and interaction. We showed that 7r-calculus has built in constructs to manage 
this whereas in CSP it had to be achieved in a hard-coded way.
1 .2.2 P ro p e r t ie s  a n d  b e n e f its  o f  a 7r-c a lc u lu s  a n d  B  in te g ra t io n
The 7r-calculus is a process algebra with operational semantics in the style of [44]. There 
are fully abstract denotational models for the 7r-calculus such as [60, 23, 22]. However, 
(unlike in CSP) these have not been based on classic set theory hence are difficult to 
use in practice. Therefore, integrating 7r-calculus and B  must take place on the basis of 
7t’s operational semantics. Although, it is recognised that such semantics do not offer 
extensional accounts of the behaviour of processes, it is a starting point for giving any
1.2. Thesis aims 11
such account.
Furthermore, the 7r-calculus is primarily a name-passing algebra, which means that it 
does not come boxed w ith basic data values such as integers and sets. A  remarkable 
approach to including them in the syntax is to model them as processes. For example, 
in [33] the advised method for incorporating the values { t r u e ,  f a l s e }  in the syntax is 
to encode them as follows (where we use pseudo language to illustrate that each value 
requires a process with three states),
D e f in it io n  1.2.1. G i v e n  a  c h a n n e l  x ,
t r u e  =  l .  I n p u t  o n  x  c h a n n e l s  t  a n d  f ,
2 . o u t p u t  o n  t ,
3 .  s t o p .
f a l s e  =  1 . I n p u t  o n  x  c h a n n e l s  t  a n d  f ,
2 . o u t p u t  o n  f ,
3 . s t o p .
This approach of modelling data as processes has influenced a study on the expressibil- 
ity of the 7r-calculus with respect to other languages. For example, it has been found 
that the typed 7r-calculus can act as a suitable abstraction [50] for object oriented lan­
guages such as the Object Calculus of Abadi and Cardelli. Other studies in this domain 
are [65, 66, 26, 43].
In our work we draw inspiration from many of the above mentioned studies. Most im­
portantly of all, we recognise the need for a type-system over the 7r-calculus agents when 
considering systems with machines. We considered the type-system expressed in [21] 
which is specifically designed for enforcing requirements on the channels in client/server 
architectures using s e s s i o n  t y p e s .  However, the simpler type-system of Sangiorgi et al. 
in [52] is sufficient for our purposes because we only consider machines without input 
and output parameters.
Unlike the research on expressibility of the 7r-calculus, we take an abstract view of state 
and operations and therefore determining whether the B-Method syntax is completely 
encodable into the 7r-calculus is not part of this study. In giving a 7r-semantics to B 
machines the principal question that we ask is: if there is an encoding what transitions 
would we like a machine to support. We capture the behaviour of a machine directly 
into the labelled transition relations for the 7r-calculus. Furthermore, whilst the ap­
proach of encoding data as processes mentioned above is robust, we needed three states 
to model each truth value. Therefore, it  is not clear how a specification based on such 
an approach would deal with complex data or indeed scale down for model checking. 
In general when attempting to model state in a process algebra one is faced with a 
state explosion problem and therefore there is much to be gained from separating out 
the data-rich aspects of a specification, which is not needed to determine the flow of
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control. Therefore, allowing B  to handle data for the 7r-calculus offers the merit of 
reduced process complexity.
We have noted above that the 7r-calculus can act as a suitable abstraction for object 
oriented languages which means that at an implementation level the 7r-calculus relates 
to object oriented languages in the same way that the B  syntax relates to imperative 
languages. Some research in the B  community has also focused on identifying rela­
tionships between the B  method and object-oriented systems, for example [31, 11, 59]. 
Snook et al. points out most object-oriented systems follow a hierarchical structure. 
This is echoed in Lau et al.’s [29] observations but they go further in saying that the 
classes at the bottom of the hierarchy are mainly concerned with state whereas those 
higher up deal with coordinating behaviour. Therefore, the separation of state and be­
haviour expressed in this thesis corresponds to reasoning about systems in the object 
oriented domain, where the objects concerned with state could be modelled in B  and 
those with coordinating behaviour could be described using 7r-calculus.
1.3 T hesis overview
Chapter 2 presents background material on the B-Method and the specification lan­
guage for abstract machines. Chapter 3 presents the particular style of 7r-calculus used 
in the thesis. Chapter 4 begins the technical contribution of the thesis, by showing 
how to combine 7r-calculus and B. This is done by defining a labelled transition se­
mantics for B machines, so that they can interact with 7r-calculus processes. A  type 
system is used to structure interaction between ir processes and B  machines. Chap­
ter 5 discusses specifications of systems combining 7r-calculus and B, focusing on their 
construction and reasoning about them. In particular we focus on the verification of 
machine divergence freedom, which means checking that machine operations are called 
when their preconditions are satisfied. Chapter 6 presents a technique for verifying ma­
chine divergence freedom by means of rely-guarantee, weakest-precondition style proof 
obligations. Chapter 7 presents an example specification called the Resource Alloca­
tion Service (RAS), demonstrating the mobile and dynamic features of our new n  \ B  
framework. Finally, Chapter 8 concludes and indicates directions for further research.
C h a p t e r  2
T h e o r e t i c a l  f o u n d a t i o n s  o f  t h e  
D - M e t h o d
2.1 O verview  o f th e  B -M eth od
The B-Method [1] provides a methodology and notation for modelling requirements, 
specifying component interfaces, capturing design decisions, providing implementations 
and maintenance, w ithin the framework of a formal software development life cycle. The 
key principles are incremental construction of layered software components and corre­
spondingly the incremental verification and validation of these components. It is an 
industrial strength method and has been used to develop transport systems including 
the Paris Metro [3] and New-York Subway [16]. The Paris Meteor system is a driverless 
system controlling 8 stations, 9 trains over 8.5km servicing 350,000 passengers per day. 
The Canarsie Line in New York is also a driverless system controlling 24 stations, 53 
trains over 17km and is required to be operational 24 hours per day, 7 days per week, 
and involves interoperability between lines and suppliers.
The B-Method is based on first-order predicate calculus with set notation. It includes a 
simple ‘pseudo’ programming language called Abstract Machine Notation(AMN). A M N  
includes mechanisms for structuring components which enforce information-hiding and 
data encapsulation sim ilar to those found in object-oriented approaches. This facil­
itates the abstract specification of different components w ithin a large development, 
while enforcing rigorous control of component interfaces. Abstract specifications can 
be verified to ensure the correctness of software components.
The B-Method also supports refinement steps by which abstract models are transformed 
into lower-level, more concrete specifications from which code can be generated. The 
A M N  can be used during the whole development lifecycle. In this thesis we focus on 
the abstract specification mechanism of B and how to combine these with 7r-calculus 
specifications.
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Currently there are several tools which support the B-Method such as the B-Toolldt [39] 
and ProB [30]. The toolkit is made up of a suite of tools to support the formal soft­
ware development lifecycle described above. The tools are also capable of translating 
implementations into highly maintainable, separately compilable source code (C) and 
executables.
2.2 B predicate language and in terpretation
The B-Method is essentially a first-order predicate calculus language with set notation. 
In this thesis we denote the set of all B  predicates as 1Z and use R  to denote a member 
of TZ. We also identify a v a l u e - d o m a i n  into which B  predicates are interpreted as T>b -
As in any first-order predicate calculus language, the B-Method is defined on an infi­
nite set of names which are used for free and bound variable names in expressions. We 
denote the set of all free names of a predicate R , with f n ( R ) which is finite and the set 
of bound names with b n ( R ) .
For a given R ,  we define a function v a l  which returns values for free names during its 
interpretation.
D e fin it io n  2.2.1. V a l u a t i o n  f u n c t i o n  
G i v e n  a  B  p r e d i c a t e  R ,  a  v a l u a t i o n  f u n c t i o n  v a l  f o r  R  i s  d e f i n e d  a s  f o l l o w s ,
v a l  E f n ( R )  — * V g
Valuations, which are disjoint on the set of variables on which they are defined, can 
be combined. The notation [ v a l \ , v a fa ] where v a l \  and v a h , are valuations such that 
d o m ( v a l i )  n  d o m ( v a l 2 ) = 0 is the common extension of v a l \  and v a h -
E xam p le  2.2.1. L e t  v a i l  = {(x , 1)} a n d  v a l 2  = { ( y ,  2)}. T h e n ,
[ v a i l ,  v a l 2 ] =  { ( x ,  1), (y , 2)}
Note that the bound names of any predicate we consider here are chosen to be dif­
ferent from any free names of the predicate. Given a predicate of the form 3 x . R
we say v a l  s a t i s f i e s  3 x . R  if  there is a value s E T>b  such that interpreting R  with 
[ v a l ,  {(z, s)}] is true. Similarly, given a predicate of the form V x . R  we say v a l  s a t i s f i e s  
V x . R  if for all values s E V b  , interpreting R  with [ v a l ,  {(#, s)}] is true.
2.3 T he M A C H I N E  declaration
The main specification construct within the B-Method is a machine. A  machine de­
clares a list of variables and operations which modify and query those variables. The 
notation used to write a machine is A M N  discussed below. In this thesis we use M  to
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M A C H I N E  M
S E T S  I d e n t i f i e r ; I d e n t i f e r  — { C o n s t a n t , ... , C o n s t a n t }  
C O N S T A N T S  cL, ... , c m  
P R O P E R T I E S  J  
V A R I A B L E S  v a r \ , ... , v a r n
I N V A R I A N T  I  
I N I T I A L I S A T I O N  T  
O P E R A T I O N S  
o p e r a t i o n  =  P R E  R  T H E N  S  E N D  
E N D
Figure 2.1: The M A C H I N E  declaration
denote a generic machine whose pattern is given in Figure 2,1. The S E T S  clause defines 
the finite sets upon which a specification is built. Constants w ithin a specification are 
declared in the C O N S T A N T S  clause and the predicate J  in the P R O P E R T I E S  clause 
constrain those constants. The clause V A R I A B L E S  contains a list of state variables in 
M  as mentioned above. The I N V A R I A N T  clause gives the predicate I  which defines 
an invariance on the system. It must declare some constraint on each state variable. 
The I N I T I A L I S A T I O N  T  defines the assignments to set the in itia l states of M . An 
O P E R A T I O N  takes the form P R E  R  T H E N  S  E N D  and enables us to reach subse­
quent states. We w ill examine those further in Section 2.4.
Throughout the thesis we use the specification of a typical C l o c k  shown in Figure 2.2 
w ith two operations t i c k  and t o c k  to illustrate various aspects of our work. When 
executing an operation such as t i c k , the precondition is assumed to be true, and it is 
the responsibility of the caller of the operation to ensure that its precondition is indeed 
true. Executing t i c k  changes the state of the machine and the resulting state must 
satisfy the invariant. Clearly, executing t i c k  followed by t o c k  is valid but t i c k  followed 
by t i c k  is invalid and we w ill discuss this in more detail in the sections that follow.
2.4 A bstract M achine N o ta tio n  and sem antics
We have already seen that operations can take the form P R E  R  T H E N  S  E N D .  
Definition 2.4.1 identifies all the A M N  syntax used in specifying initialisation clauses 
and operations of machines. Note, S± ;  S 2 is n o t  permitted in the bodies of operations. 
Rather this construct w ill be relevant when we consider sequences of operations.
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M A C H I N E  Clock  
V A R I A B L E S  n n  
I N V A R I A N T  n n — 1  v  n n — 2  
IN I T IA L I S A T I O N n n  := 1  
O P E R A T IO N S  . 
t i c k  = P R E  n n  =  1 T H E N  n n  := 2  E N D  ; 
t o c k  =  P R E  n n  =  2  T H E N  n n  : =  1 E N D  
E N D
Figure 2.2: The C l o c k  machine.
D e fin it io n  2.4.1.
S  : : =  s k i p  |
x  := E  |
S i  || S 2 |
SriS 2 |
I F  R  T H E N  S i  E L S E  S2 E N D  \ 
C H O I C E  S i  O R  S 2  E N D  \ 
P R E  R  T H E N  S  E N D  \ 
S E L E C T  R  T H E N  S  E N D  \ 
A N Y  x  W H E R E  R  T H E N  S  E N D
The expression x  : =  E  is called an assignment statement and denotes that x  becomes 
identified with the value of E  (e.g. x  := 0 and x  := y  + 2). The construct S i || S 2  is a 
concurrent execution of commands S \  and S2. Both S i  and S2 must not overlap on the 
variables which are changed (i.e. if  S \  =  x  :— E  and S 2  = y  : =  F  it is always the 
case that x  is not the same as y). The I F  and C H O I C E  statements specify branching 
in execution. A  S E L E C T  statement introduces a guard R .  The difference between a 
precondition and a guard is that the guard blocks the execution of the statement if the 
machine state before the execution does not satisfy it. In contrast a statement with 
a precondition can be executed from any state. We revisit these differences later. An 
A iV Y  statement introduces a local variable x  with properties described in R .
As mentioned above an A M N  statement captures a s t a t e  t r a n s i t i o n  of a machine. There 
are two way to define a denotation for state transitions: by a relation between machine 
states, and by a predicate transformer. In this thesis we think of a machine state as 
a valuation v a l  that satisfies a certain predicate. W ith  that in mind in Figure 2.3 we 
have shown how the relational model and the predicate transformer model relate to 
each other. In the simplest case, executing an A M N  statement S  from a machine state 
v a l b ef 0re reaches a new machine state v a l af t er which may give new values to the vari­
ables. In a relational denotation of S ,  these states are related. A  predicate transformer
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VO/lhpfnri
relational
after
satisfies
Hbefore
predicate transformer
Figure 2.3: Relational Semantics vs Predicate Transformer Semantics
denotation relates predicates R before and R af t e r  if executing from a machine state which 
satisfies R before we can reach a machine state which satisfies R a f t e r -  In that sense the 
two approaches are equivalent to each other but it is found that the latter gives rise to 
simpler definitions.
The predicate transformer mechanism used in the case of the B-Metliod is D ijkstra ’s 
weakest-precondition calculus [12].
D e f in it io n  2.4.2. W e a k e s t  P r e c o n d i t i o n  
G i v e n  a  B  p r e d i c a t e  R a a n d  A M N  s t a t e m e n t  S ,
[■S}Ra
i s  t h e  l e a s t  B  p r e d i c a t e  R b  w h i c h  m u s t  b e  t r u e  o f  t h e  s t a t e  b e f o r e  t h e  e x e c u t i o n  o f  S  f o r  
S  t o  t e r m i n a t e  a n d  e s t a b l i s h  a  s t a t e  w h e r e  R a i s  t r u e .
The notation [ S ] P  is equivalent to w p ( S ,  P )  for any S .  We shall use the latter because 
we already used square brackets for joining separated state in Section 2.2.
We present the predicate transformer definitions which are inductive over the syntax. 
D e f in it io n  2.4.3. A s s u m i n g  w p ( S i ,  R a ) a n d  w p ( S 2 ,r R a ) a r e  d e f i n e d  f o r  p r e d i c a t e
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R a , a n d  A M N  e x p r e s s i o n s  S \ ,  S 2 ,
w p ( s k i p ,  R a ) =  R a
w p ( x  := E ,  R a ) =  R a { E / x }
w p ( x  := E  || y  := F ,  R a ) — w p ( x ,  y  := E ,  F ,  R a )
w p ( S i ; S 2 , R a ) =  w p ( S l ,  w p ( S 2 , R a ) )
w p ( I F  R c T H E N  S x E L S E  S 2  E N D , R a ) = ( R c A  w p ( S l t  R a ) )  A
( - i ( R c )  =+ w p ( S 2 , R a ) )  
w p ( C H O I C E  Sx  O R  S 2  E N D , R a ) =  w p ( S u  R a ) A w p ( S 2 , R a )
w p ( P R E  R c T H E N  Sx E N D , R a ) = R c A wp(5i, i?a)
w p ( S E L E C T  R c T H E N  Sx E N D , R a ) =  R c =+ wp(5i, J2fl)
w p ( A N Y  x  W H E R E  R c T H E N  Sx E N D , R a ) =  V ( x ) . ( R c => w;p(5i, R a))
In the definition of 7gp(a; := E ,  R a), the notation ^{^/a;} denotes the substitution 
of every free occurrence of x  with E  in the predicate R a . Furthermore, observe that 
weakest precondition is defined above for parallel composition of simple assignments. 
In the general case, it is defined as a reduction on two substitutions in normalised form 
as discussed in [54].
We illustrate the workings of Definition 2.4.3 with the aid of some examples below.
E xam p le  2.4.1. T h i s  e x a m p l e  c a l c u l a t e s  t h e  i n i t i a l  c o n d i t i o n  o n  n n  a n d  m m  s o  t h a t  
t h e  p a r a l l e l  a s s i g n m e n t  e s t a b l i s h e s  t h e  p o s t c o n d i t i o n  n n  >  m m ,
w p ( n n  := n n  + 1 [] m m  := m m  + 1, n n  >  m m )
=  w p { n n ,  m m  := n n  *+ 1, m m  + 1, n n  >  m m )
=  ( n n  >  m m ) { n n + 1 ,  m m + 1 / nn , m m }
— ( n n  + 1 > m m  + 1)
— n n  >  m m
E xam p le  2.4.2. T h i s  e x a m p l e  s h o w s  a n  A M N  c o m m a n d  w h i c h  c a n  r e a c h  t h e  d e s i r e d
p o s t c o n d i t i o n  n n  >  1 o n l y  i f  i t  i s  e x e c u t e d  f r o m  a  s t a t e  w h i c h  d o e s  n o t  s a t i s f y  t h e
p r e c o n d i t i o n  ( i . e .  t h e  c o m m a n d  i s  w r o n g  w i t h  r e s p e c t  t o  t h e  d e s i r e d  p o s t c o n d i t i o n  a n d  
t h e r e f o r e  a  c o r r e c t  e x e c u t i o n  o f  t h e  c o m m a n d  c a n n o t  e s t a b l i s h  t h e  p o s t c o n d i t i o n ) ,
w p ( P R E  n n  =  0 T H E N  A N Y  x x  W H E R E  x x  e N
T H E N  n n  x  E N D  E N D ,  n n  >  1)
= ( n n  = 0) A w p ( A N Y  x x  W H E R E  k c G N  T H E N  n n  := x  E N D  E N D , n n  >  1)
— n n  =  0 A V x x . ( x x  e N  w p ( n n  x x ,  n n  >  1))
= n n  = 0 A V x x . ( x x  G N  => n n  >  \ { x x / n n } )
— n n  =  0 A V x x . ( x x  E N =+ x x  >  1)
=  n n  — 0 A f a l s e
— f a l s e
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As in [12], the weakest precondition operator is monotonic w ith respect to implication 
and distributive with respect to conjunction of predicates.
D e f in it io n  2.4.4. F o r  a n y  A M N  s t a t e m e n t  S ,
1 . w p ( S , i? l => R 2 ) = w p ( S ,  R l )  => w p ( S ,  R 2 )
2 .  w p ( S , R l  A R 2 )  =  w p ( S , R l )  A wp(s, i?2)
D e f in it io n  2.4.5. T w o  A M N  c o m m a n d s  S \  a n d  S 2  a r e  e q u i v a l e n t  i f ,  f o r  a l l  p r e d i c a t e s  
R , w p ( S 1 , R )  =  w p ( S 2 , R ) .
The following special conditions are defined for A M N  commands [1].
D e f in it io n  2.4.6. A b o r t i n g  a n d  t e r m i n a t i o n
1 . a b t ( S )  =  V R . - > w p ( S , R )
2 . t r m ( S )  =  ->a b t ( S )
An  execution of S  from a machine state that satisfies a b t ( S )  cannot establish any final 
predicate R .  Executing from such a machine state is called d i v e r g e n c e .  The machine 
states that satisfy the predicate t r m ( S )  are those for which an execution of S  w ill 
terminate and establish a machine state which satisfies R .
E xam p le  2.4.3. A  c l a s s i c  e x a m p l e  o f  a n  a b o r t i n g  c o m m a n d  i s  t h e  f o l l o w i n g ,  
t r m ( P R E  f a l s e  T H E N  s k i p  E N D )  =  f a l s e  A w p ( s k i p ,  R )  =  f a l s e  
f o r  a n y  R .
N o t e  t h a t ,
a b t ( P R E  f a l s e  T H E N  s k i p  E N D )  — t r u e
D u e  t o  t h e  f a c t  t h a t  t h e  p r e c o n d i t i o n  o f  t h i s  s t a t e m e n t  i s  d e l i b e r a t e l y  f a l s e ,  a b t ( S )  t e l l s  
u s  t h a t  w e  c a n  e x e c u t e  t h i s  s t a t e m e n t  f r o m  a n y  m a c h i n e  s t a t e  a n d  n o t  t e r m i n a t e .
Another special predicate we consider here is a mechanism for linking before and after 
machine states [1].
D e f in it io n  2.4.7. G i v e n  A M N  s t a t e m e n t  S ,
p r d x ( S )  = - iw p ( S ,  x  x ' )
w h e r e  x  a n d  x '  a r e  t w o  d i s t i n c t  l i s t s  o f  v a r i a b l e  n a m e s  o f  i d e n t i c a l  l e n g t h .  T h e  l i s t  x  i s  
t h e  v a r i a b l e  n a m e s  o n  w h i c h  S  i s  d e f i n e d  a n d  x ' i s  a  f r e s h  l i s t .
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Following classical convention, in p r d f f S )  the list x  hold the before-values and x '  hold 
the after-values. Thus, the predicate p r d  is the weakest precondition such that it is not 
the case that after the execution of the statement we can distinguish x  and x ' .
E xam p le  2.4.4. F o r  e x a m p l e ,  s u p p o s e  t h a t  a n  o p e r a t i o n  i s  d e f i n e d  a s  f o l l o w s ,
o p e r a t i o n  =  P R E  0 < n n  < 5 T H E N  n n  := n n  + 1 E N D
A s s u m e  t h a t  t h e  m a c h i n e  h a s  j u s t  o n e  v a r i a b l e  n n .
p r d n n ( o p e r a t i o n ) = - > w p ( P R E  0 < n n  <  5 T H E N  n n  \ =  n n  + 1 E N D , n n '  fa n n )
=  -i(0 < n n  < 5 A w p ( n n  : =  n n  + 1, n n '  fa n n ) )
=  ->(0 < n n  < 5) V - > w p ( n n  : =  n n  +  1, n n '  fa n n )
=  (0 < n n  < 5) => p r d n n ( n n  : =  n n  + 1)
= (0 < n n  < 5) => (n n ' = n n  + 1)
The predicate (0 < n n  < 5) =4> (n n ' = n n  A- 1) above formalises the relationship
between the before and after value of n n  following the execution of the operation.
E xam p le  2.4.5. S u p p o s e  w e  e x t e n d  E x a m p l e  2 - 4 - 4  s o  t h a t  t h e  m a c h i n e  h a s  t w o  v a r i ­
a b l e s  n n  a s  b e f o r e  a n d  a  n e w  v a r i a b l e  m m ,
p r d n n t m m ( o p e r a t i o n )  =  (0 < n n  <  5) => (n n ' =  n n  + 1 A m m '  = m m )
E s s e n t i a l l y ,  a f t e r  t h e  e x e c u t i o n  o f  o p e r a t i o n ,  m m  r e m a i n s  u n c h a n g e d .
As we w ill be considering A M N  statements within the context of a given machine M  
the example above shows that we can safely extend the frame x  in p r d ^ ( S )  to be the 
list of variables from the clause V A R I A B L E S  of M  for any statement S  in M . Thus, 
in following sections we write p r d v A R i A B L E s { S )  when we consider S  in the context of 
some machine M  with a list of V A R I A B L E S .
2.5 Som e useful properties
In this section we present properties of A M N  statements from [1]. They w ill be impor­
tant in proving the results of Chapter 4 and 5.
Observe that Definition 2.4.6 is second order. A  more convenient result is the following. 
Theo rem  2.5.1. F o r  a n y  A M N  s t a t e m e n t  S ,
1 . a b t ( S )  4 +  ~ > w p ( S ,  t r u e )
2 .  t r m ( S )  44* w p ( S , t r u e )
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Deriving the weakest precondition of a sequential composition statement has the effect 
of nesting weakest preconditions together as can be seen in Definition 2.4.3. The fol­
lowing results consider the predicates t r m  and p r d  of sequential compositions in terms 
the individual t r m  and p r d  predicates.
T heo rem  2.5.2. G i v e n  a  A M N  s t a t e m e n t s  S i  a n d  S 2 .
1.
t r m ( S i \ S 2 ) 44* ( t r m ( S { )  A
\ / x ' . ( p r d x ( S i ) =4* w p ( x  : = x ' , t r m ( S 2 ) ) ) )
2.
p r d f f S i ]  S 2 ) 4 +  { t r m ( S i )  =4*
3 x " . ( w p ( x '  := x " , p r d z ( S i ) )  A w p ( x  : =  x " , p r d f f S f ) ) )
In the statements above the lists x ,  x f , and x "  are all lists of variable names. These 
lists are pairwise distinct, and of identical length. In each case x 1 represents the extra 
free names in the predicate p r d % ( S )  for each S  respectively.
2.6 P red icate ty p e  system
The B-Method includes a type system with which predicates can be typed so that we 
are not required to prove meaningless expressions. In this thesis we adopt the standard 
typing system for B  defined in [1] and consider only well-typed machines.
In the verification framework presented in Chapter 6 we w ill introduce predicates for 
verification purposes which can refer to variables, constants, and enumerated values, 
from the machines in our specifications. We say a predicate R  b e l o n g s  t o  m a c h i n e  M  
if a ll the free variables in R  are variables of M  and R  is well-typed with respect to M ’s 
signature.
Informally, the signature of a machine M , S I G ( M ) ,  is a typing environment that con­
sists of the following:
• the P A R A M E T E R S  of M  w ith their type,
• the given S E T S  of M  and the types of enumerated constants w ith their type,
• the C O N S T A N T S  w ith their type,
• tlie V A R I A B L E S  w ith their type,
• the signature of each o p e r a t i o n  from O P E R A T I O N S .
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The signature of an operation is a construct that corresponds to the name of the oper­
ation. In this thesis we only consider operations without input and output parameters.
As an example, recall the C l o c k  machine from Figure 2.2 and the predicate n n  = 1. 
Clearly, n n  — 1 b e l o n g s  t o  C l o c k  since n n  is a variable of C l o c k  and the predicates are 
well typed with respect to the signature of the machine.
C h a p t e r  3
T h e o r e t i c a l  f o u n d a t i o n s  o f  t h e  
7 r - c a l c u l u s
This chapter presents an overview of the syntax of the 7r-calculus. A ll the definitions 
can be found in [52] but we annotate them w ith examples here. F irstly  we describe the 
process syntax. Secondly we present the operational semantics followed by a desription 
of processes and their traces. F ina lly  we introduce the type-system.
3.1 P rocess syn tax
The 7T-calculus syntax is defined on an infinite set of names J \ f . These names have no 
internal structure apart from what is required to distinguish one from another [15]. 
Their purpose is to denote the interaction points of process agents. We use small case 
letters z, q , b , a , c , d , w , v  ... or words such as c h a n n e k  where i  is an appropriate 
index to represent members of A f .
Capita l letters such as P  and Q  denote processes. (Sometimes we also use capi­
talised words such as P R O C E S S .) A  process is sometimes referred to as an a g e n t  
or a c o m p o n e n t .  Agents are constructed from the following syntax.
D e f in it io n  3.1.1.
P v .  =  Q  | ( P l  | P 2 ) | ( v  v ) ( P )  | I P  
Q : :  =  0 | tr.P | ( Q 1 + Q 2 )
7r = a ( w )
I *(w)
I T
I [wi =  W2 ]7T
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The process (0) cannot perform any action. The process i r . P  is a process which performs 
the action corresponding to a prefix 7r prior to becoming process P .  Prefixes can 
be an input action a ( w ) ,  output action a ( w ), internal action r, and matching prefix 
[ w i  — W2 \ t t .  The latter most prefix allows action 7r to execute only when w i  and w 2  are 
identical objects in M .  The process Q \  + Q 2  is a choice between executing either Q i  
or Q 2 and the choice is resolved depending on which action from Q \  or Q 2  is executed 
first. Sometimes Q \  + Q 2 is also called a summation and Q i  is used to denote
indexed choice over the finite set C .  The process (P i \ P 2 ) is the concurrent execution 
of processes P i and P 2 . ( u  v ) ( P )  creates a new name v  w ith scope P . Finally, (!P) is 
an infinite number of Ps running concurrently.
3.1.1 Binding, a-conversion
In this section we provide definitions for identifying free and bound names, a-conversion 
and we make a note about operator precedence.
D e fin it io n  3.1.2. F r e e  a n d  B o u n d  n a m e s ,
A  n a m e  z  i n  n - c a l c u l u s  i s  s a i d  t o  b e  b o u n d  i f  i t  l i e s  w i t h i n  a n  o c c u r r e n c e  o f  a ( z )  
o r  ( v  z ) .  T h e  s y n t a x  6n(P) d e n o t e s  t h e  s e t  o f  b o u n d  n a m e s  o f  p r o c e s s  P  a n d  f n ( P ) 
d e n o t e s  a l l  n a m e s  i n  P  t h a t  a r e  n o t  i n  b n ( P ) .
We assume that all processes use the standard naming convention which states that all 
bound names of a process P  must be chosen to be distinct, from all free names of P , 
and all names in a substitution.
A  substitution is expressed with { l / b } ,  where t  and b are names from J \ f , and denotes 
a function mapping b onto t  and every other name from A f  not equal to b onto itself. 
A  substitution can also be expressed as (h>-> in/ 6l)  ^6n} where & i,. . . ,  bn are distinct 
and denotes the functional composition of each {**/&,-} f°r 1 — * — n - The application 
of substitution { l / b }  t° a process P , written P { 1 / b } ,  denotes the substitution of every 
free occurrence of b in P  with t .  A  formal definition can be found in defined in [52].
E xam p le  3.1.1. C o n s i d e r  t h e  f o l l o w i n g  p r o c e s s e s  w h i c h  d o  n o t  m e e t  t h e  n a m i n g  c o n ­
v e n t i o n ,
x ( a ) . y ( a ) . P  
' a ( m )  . b ( a ) . P  
(iK 0 ) . P ) { W/ a }
( b ( a ) . P ) { a /  w ]
I n  t h e  f i r s t  p r o c e s s  t h e  n a m e  a  b o u n d  b y  t h e  x  c h a n n e l  i s  d i f f e r e n t  f r o m  t h e  n a m e  a  
b o u n d  b y  t h e  y  c h a n n e l .  I f  a  £  f n ( P ) ,  w e  s a y  t h a t  i t  i s  b o u n d  b y  t h e  i n n e r  m o s t  b i n d i n g  
m e c h a n i s m  w h i c h  i n  t h i s  c a s e  i s  y ( a )  a s  i n  o t h e r  p r o g r a m m i n g  l a n g u a g e s .
W e  h a v e  a  s i m i l a r  s i t u a t i o n  i n  t h e  p r o c e s s  a ( m ) . b ( a ) . P . T h e  n a m e  a  i n  a ( m )  i s  d i f ­
f e r e n t  f r o m  t h e  n a m e  a  i n  b ( a ) .
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I n  t h e  t h i r d  e x a m p l e  t h e  n a m e  a  i n  b ( a )  i s  d i f f e r e n t  f r o m  t h e  n a m e  a  u s e d  i n  t h e  s u b ­
s t i t u t i o n .
I n  t h e  l a s t  e x a m p l e  t h e  n a m e  a  i n  b ( a ) i s  a g a i n  d i f f e r e n t  f r o m  t h e  n a m e  a  u s e d  i n  t h e  
s u b s t i t u t i o n .
Process expressions such as those in Example 3.1.1 above are valid expressions but 
they are not useful and very confusing. As with other calculi substitutions are em­
ployed when a process does not meet the naming convention so that it is re-written to 
a process that does. This is called a-conversion and defined in Definition 3.1.3 below. 
The principal difference w ith other notations is that, in the 7r-calculus, a-conversion 
has to be employed actively rather than just once. This is because expressions such as 
(6(a).P){u’/ a} and ( b ( a ) . P ) { a / w }  can arise as result of an input action as we shall see 
later in Section 3.2. When such circumstances arise, the practise is to use a-conversion 
to change the bound occurrence of the name a  to some name that does not clash before 
applying the substitution. This activity is common during transition derivations.
The rules for a-conversion are given below and we use the operator P  — n Q  to denote 
it.
D e f in it io n  3.1.3. a - C o n v e r s i o n
1 .  I f  t h e  n a m e  q  d o e s  n o t  o c c u r  i n  P  t h e n  P { q / w }  i s  t h e  p r o c e s s  o b t a i n e d  b y  r e p l a c i n g  
a l l  f r e e  o c c u r r e n c e s  o f  w  i n  P  w i t h  q ,
2 .  A  c h a n g e  o f  b o u n d  n a m e s  i n  a  p r o c e s s  P  i s  t h e  r e p l a c e m e n t  o f  a  s u b t e r m  x ( w \ ) . Q  
o f  P  b y  x ( w 2 ) . ( Q { W2/ W1} ) ,  o r  t h e  r e p l a c e m e n t  o f  a  s u b t e r m  ( v  V \ ) Q  o f  P  b y  
( v  v 2 ) ( Q { V2/ Vl }) w h e r e  i n  e a c h  c a s e  w 2  o r  v 2  d o e s  n o t  o c c u r  i n  Q ,
3 .  A  p r o c e s s  P  i s  a - c o n v e r t i b l e  t o  Q ,  P  Q  i f  Q  c a n  b e  o b t a i n e d  f r o m  P  b y  a  
f i n i t e  n u m b e r  o f  c h a n g e s  o f  b o u n d  n a m e s .
In the definition above note the precedence of the operators in the second clause. We 
follow the convention that a substitution binds more tightly than all process operators. 
Hence, the substitutions are applied to Q  alone after the decision to swap the w i  for 
w 2 in  the a ( w i )  prefix or V\ for v 2 in the ( u  i^) construct.
E xam p le  3.1.2. T h e  p r o c e s s  a b o v e  i s  a - c o n v e r t e d  i n  t h e  f o l l o w i n g  w a y :
x ( a ) . b ( a ) . P  =7r- x(a).6(c).(P{c/ a}) w h e r e  c  f n ( P )  U  b n ( P )
We also adopt the standard convention that prefixing, and replication bind more tightly 
than parallel composition, and prefixing more tightly than sum. Note the following 
examples:
E xam p le  3.1.3.
7r.P  | Q i s (tr.P) 1 Q
!P  1 Q i s m  1 Q
7r.P  + Q i s ( tt . P  ) +  Q
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a  a
b a ( b )
b
Figure 3.1: Hidden Channel is Announced(Bound Output)
3.1.2 Examples of 7r-calculus agents
The first important feature of the behaviour of 7r-calculus process agents is the ability 
to generate new free names at runtime. New names are distinct from all pre-existing 
free names of a given process hence they are also called f r e s h .  The second important 
feature is that an agent can communicate names to other agents thus extending their 
scope and its opportunity for interaction.
Consider the following examples which show the behaviour of some 7r-calculus processes. 
The first one aims to highlight the special behaviour attributed to 7r-agents known as 
bound output. The second one focuses on the behaviour of an agent that is attempting 
to input. The last one examines the different interactions when concurrent execution 
is possible.
E xam p le  3.1.4. T h e  p r o c e s s ,
( u  b ) ( a ( b ) . P )
c a n  o u t p u t  t h e  n a m e  b o n  c h a n n e l  a  a n d  t h e n  c o n t i n u e  a s  P .  T h e  n a m e  b i n  t h e  
i n t e r a c t i o n  i s  f r e s h  a n d  b fa a .  A f t e r  t h e  o u t p u t  o n  a  t h e  s c o p i n g  m e c h a n i s m  ( y  b ) i s  
r e m o v e d  h e n c e  i f  b £ f n ( P ) t o  a n  o b s e r v e r  i t  a p p e a r s  t h a t  t h e  p r o c e s s  h a s  g a i n e d  a  n e w  
c h a n n e l  f o r  i n i t i a t i n g  c o m m u n i c a t i o n  a s  s h o w n  i n  F i g u r e  3 . 1 .  O b s e r v e  t h a t  b y  u s i n g  
t h e  r u l e s  f o r  a - r e n a m i n g  w e  c a n  r e n a m e  t h e  b t o  a  c  s u c h  t h a t  c  £  f n ( ( y  b ) ( a ( b ) . P ) .  
W e  w o u l d  t h e n  h a v e  t h e  p r o c e s s ,
( v  c)(a.P{y})
w h i c h  w o u l d  t h e n  o u t p u t  t h e  c h a n n e l  c ,  c fa a .  H o w e v e r  t h e  i n t e n d e d  b e h a v i o u r  c a p t u r e d  
b y  t h e  c o n t i n u a t i o n  p r o c e s s  P { ° / b }  d o e s  n o t  c h a n g e  f r o m  t h a t  o f  P  b e c a u s e  i n  b o t h  c a s e s  
t h e  n e w  n a m e  w a s  u n k n o w n  t o  t h e  e n v i r o n m e n t  p r i o r  t h e  i n t e r a c t i o n .
a ( b ) . P
E x a m p l e  3 .1 .5 .  The process,
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c a n  i n p u t  a  n a m e  o v e r  c h a n n e l  a .  S u p p o s e  a  n a m e  v  a r r i v e s  o n  c h a n n e l  a  t h e n  t h e  c o n ­
t i n u a t i o n  p r o c e s s  i s  P { v / ( , } .  T h u s ,  t h e  b e h a v i o u r  o f  P  i s  c h a n g e d  b y  f o r c e f u l l y  r e n a m i n g  
e a c h  n a m e  b i n  P  t o  c h a n n e l  v .  I f  t h e  p r o c e s s  a ( b ) . P  m e e t s  t h e  n a m i n g  c o n v e n t i o n ,  
o n e  c a n  c o n s i d e r  t h e  s e t s  f n ( a ( b ) . P ) ,  b n ( a ( b ) . P ) ,  a n d  (A f \ ( f n ( a ( b ) . P ) U b n ( a ( b ) . P ))) 
a s  d i s j o i n t .  T h e  c h a n n e l  v  c o u l d  h a v e  b e e n  c h o s e n  f r o m  a n y  o f  t h o s e  t h r e e  s e t s .  W h i l e  
t h e  l a t t e r  i s  n o t  s u r p r i s i n g  t h e  f o r m e r  t w o  c a n  b e  a  s o u r c e  o f  c o n f u s i o n .
S u p p o s e ,  v  E f n ( a ( b ) . P )  a n d  v  E f n ( P )  t h e n  t h e  c o n t i n u a t i o n  p r o c e s s  P { v / b }  a f t e r  
t h e  i n p u t  a c t i o n ,  i s  s i m p l y  a  p r o c e s s  w h e r e  t h e  c h a n n e l  b i s  a l s o  i d e n t i f i e d  w i t h  v  i n  
a d d i t i o n  t o  t h e  v  a l r e a d y  i n  P .  I t  i s  e v e n  p o s s i b l e  t o  r e c e i v e  t h e  c h a n n e l  a  o n  c h a n n e l  
a  t h u s  t h e  c o n t i n u a t i o n  p r o c e s s  b e c o m e s  P { a / b } .
I f  v  E b n ( a ( b ) . P )  t h e n  w e  c a n  a - c o n v e r t  t h e  b o u n d  n a m e  o c c u r r e n c e  o f  v  i n  a ( b ) . P  
b e f o r e  p r o c e e d i n g  b e c a u s e  t h i s  d o e s  n o t  c h a n g e  t h e  i n t e n d e d  b e h a v i o u r  o f  t h e  p r o c e s s .  
F o r  e x a m p l e  i f  b — v ,  f i r s t l y  w e  c h a n g e  t h e  p r o c e s s  t o  a ( w ) . P { w / f o r  a n y  w   ^
n a m e s ( a ( b ) . P )  a n d  t h e n  w e  a p p l y  t h e  i n p u t  a c t i o n  s o  t h e  c o n t i n u a t i o n  p r o c e s s  i s
© r  /*}){*/-}■
E xam p le  3.1.6. C o n s i d e r  t h e  f o l l o w i n g  p r o c e s s ,
a ( x ) . P  | ( u  b ) ( a ( b ) . Q ) w h e r e  b E f n ( Q )
As d i s c u s s e d  i n  E x a m p l e  3 . 1 . 4  a  n a m e  b c a n  be  o u t p u t t e d  o n  c h a n n e l  a  i n  t h e  a g e n t  
( y  b ) ( a ( b )  Q ) . A l s o  t h e  p r o c e s s  a ( x ) . P  c a n  i n p u t  a  n a m e  o n  c h a n n e l  a  a s  d i s c u s s e d  i n  
E x a m p l e  3 . 1 . 5 .  I n  t h e  c o n c u r r e n t  c o m b i n a t i o n  a b o v e  t h e s e  c a p a b i l i t i e s  f o r  i n t e r a c t i o n  
a r e  s t i l l  a v a i l a b l e  i n d i v i d u a l l y .  H o w e v e r ,  s i n c e  t h e  n a m e  a  i s  f r e e  o n  b o t h  a g e n t s  t o  
t h e  l e f t  a n d  t h e  r i g h t  o f  t h e  c o n c u r r e n c y  o p e r a t o r  a n d  o n e  c a n  i n p u t  w h i l e  t h e  o t h e r  
c a n  o u t p u t .  A  f u r t h e r  p o s s i b i l i t y  f o r  a c t i o n  i s  p o s s i b l e .  A n  i n t e r n a l  a c t i o n  w h i c h  c o r r e ­
s p o n d s  t o  t h e  t w o  a g e n t s  c o m m u n i c a t i n g  t h e  b b e t w e e n  t h e m s e l v e s .
T o  s e n d  b v i a  c h a n n e l  a ,  i n  t h e  r i g h t  a g e n t  b i s  a - c o n v e r t e d  s o  t h a t  i t  i s  d i f f e r e n t  f r o m  
a l l  f r e e  n a m e s  o f  a ( x ) . P .  O n c e  a  n a m e  i s  c h o s e n  t h e n ,  i n  o r d e r  t o  m a k e  s u r e  t h e  n a m ­
i n g  c o n v e n t i o n  i s  m e t ,  w e  r e n a m e  a l l  b o u n d  n a m e s  i n  a ( x ) . P  s o  t h a t  t h e y  a r e  d i f f e r e n t  
f r o m  t h e  c h o s e n  n a m e .
S u p p o s e  t h a t  i n  t h e  p r o c e s s e s  a b o v e  a - r e n a m i n g  w a s  n o t  n e c e s s a r y  a n d  t h e  n a m e  b w a s  
a l r e a d y  d i f f e r e n t  f r o m  a l l  f r e e  n a m e s  a n d  b o u n d  n a m e s  o f  a ( x ) . P . T h e n  t h e  s c o p e  o f  b i s  
e x t e n d e d  s o  t h a t  i t  a c t s  o v e r  b o t h  t h e  l e f t  a n d  r i g h t  c o n t i n u a t i o n  a g e n t s  P { b / x }  \ Q -  
T h u s  t h e  p r o c e s s  a b o v e  e v o l v e s  t o  [ y  b ) ( P { b / x }  \ Q ) .
S u b s e q u e n t l y ,  P { b / X }  c a n  u s e  b a s  a n  i n t e r a c t i o n  p o i n t  w i t h  Q  i n  f u r t h e r  e x e c u t i o n .  
N o t e  t h a t  t h i s  c h a n n e l  i s  p r i v a t e  b e t w e e n  P { b / X }  a n d  Q  u n t i l  e i t h e r  p r o c e s s  d e c i d e s  t o  
o u t p u t  t h e  c h a n n e l  t o  t h e  e n v i r o n m e n t .
B y  this and sim ilar communications 7r-calculus processes are said to change configura­
tions and move at runtime.
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3.2 O perational sem antics
The most commonly used semantics for the 7r-calculus are operational. These are given 
in three relations between agents; the structural congruence relation, the reduction 
relation and a labelled transition relation. This section revisits each of them in turn.
3.2.1 Structural congruence
As with algebra, the 7r-calculus has an equivalence relation by which we can change the 
structure of a process without altering its behaviour. In the 7r-calculus, this relation is 
called s t r u c t u r a l  c o n g r u e n c e .
We need to define the following notions before structural congruence. The occurrence 
of a 0 is d e g e n e r a t e  if it occurs to the left or right of a summation process Q \  + Q 2 , 
and n o n - d e g e n e r a t e  otherwise. For example in the process 0 + a ( z ) . 0  the 0 to the left 
is degenerate and the 0 under the output prefix is non-degenerate.
A  c o n t e x t  is an expression built from Definition 3.1.1, where a non-degenerate occur­
rence of 0 is replaced with [•]. For example ( v  v)([«] | Q ) for some 7r-calculus process 
Q  is a context. We denote the 7r-calculus process obtained from replacing the [•] with 
P ,  C [ P ] ,
A  c o n g r u e n c e  is an equivalence relation S , such that for every process P  and Q , if 
(P, Q )  G S  then (C[P], C [ Q ] )  G S  for every context C .
Structural congruence is defined as the smallest congruence ~ n  that satisfies the fol­
lowing set of axioms.
D e fin it io n  3.2.1. S t r u c t u r a l  C o n g r u e n c e
1 . R u l e s  o f  e q u a t i o n a l  r e a s o n i n g
R E F L  P = n P
S Y M M  i f  P  =w Q  t h e n  Q  P
T R A N S  i f  P  =7r Q  a n d  Q  R  t h e n  P  R
C O N G  i f  P = „  Q  t h e n  C [ P ] =* C [ Q ]
A L P H A  i f  P  = n Q  t h e n  P  = n  Q
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2 .  A x i o m s  o f  s t r u c t u r a l  c o n g r u e n c e
S C  -  M A T  [x  =  x f a . P  ^  tt. P
S C  -  S U M  -  A S S O C  Q x A  (Q2 + Qa) = n  (Qi + Qa) + Q a
S C  -  S U M  -  C O M M  Q x A  Q 2 =vr Q i  + Qi
S C - S U M - I N A C  Q + 0 = ^ Q
S C  -  S U M  -  C O M P  f a  w ) ( Q x  A  Q 2 ) = n  Q i  + f a  w ) Q 2  i f  w  $  f n ( Q x )
S C  -  P A R  -  A S S O C  P x  I (P2 | P 3) =tt ( P i  I Pa) I P a
S C  -  P A R  -  C O M M  P x  | P 2  = n  P 2  | P x
S C - P A R - I N A C  P \ 0 = n P  
S C  — R E S  f a  w x ) f a  W2 ) P  =7r f a  w 2 ) f a  w x ) P  
S C  -  R E S  -  I N A C T  f a  w ) 0 = n  0
S C  -  R E S  -  C O M P  f a  w ) ( P x  i P 2 ) =tt P x  \ f a  w ) P 2  i f  w  <£ f n ( P x )
S C - R E P  \ P = n P \ \ P
A  detailed explanation can be found in [52]. Here we give some examples of using 
structural congruence.
E xam p le  3.2.1. U s i n g  s t r u c t u r a l  c o n g r u e n c e  i t  c a n  b e  s h o w n  t h a t  r e s t r i c t i n g  a  n a m e  
n o t  f r e e  i n  a  p r o c e s s  h a s  n o  e f f e c t  o n  c h a n g i n g  t h e  p r o c e s s  b e h a v i o u r .  I f  w e  s a y  t h a t  a  
n a m e  i s  n o t  f r e e  i n  a  p r o c e s s  t h i s  m e a n s  t h a t  t h e  n a m e  m i g h t  s t i l l  a p p e a r  a s  a  b o u n d  
n a m e .  H o w e v e r , i f  t h e  n e e d  a r i s e s  w e  c a n  c h a n g e  t h e  b o u n d  o c c u r r e n c e  t o  a n o t h e r  n a m e  
u s i n g  a - c o n v e r s i o n .  T h u s ,  e s s e n t i a l l y  i t  m e a n s  t h a t  t h e  n a m e  d o e s  n o t  e x i s t  i n  s u c h  a  
w a y  t h a t  a  p r o c e s s  m a y  u s e  i t  t o  i n t e r a c t .
z £ f n ( P )  = »  ( y  z ) ( P )  = P
( y  z)(P ) = (v z ) ( P  | 0) = P  | ( v  z ) ( 0) = P  | 0 = P
We illustrate the workings of structural congruence further by proving the following 
propositions. These propositions were set as exercises in [52] and are believed to have 
been proved elsewhere in the literature. We quote them here to illustrate a proof by 
structural induction using = 7r.
P ro p o s it io n  3.2.1. I f  P  = „  Q  c a n  be  i n f e r r e d  w i t h o u t  u s i n g  t h e  a x i o m  S C  — M A T  
t h e n  f n ( P )  = f n ( Q ) .
P r o o f .  B y  structural induction,
Base Cases: It is clear that in every axiom of Definition 3.2.1 for structural congruence 
except S C  — A d  A T  the free names of the agents to the left and right of the are equal.
For example if  P  = f a  .z)(0) and Q  =  0 then P  =  ^ Q  and clearly f n ( P )  =  f n ( Q ) .  
(This is not true for [x  =  x ] i r.P  k . P  because x  6 f n ( [ x  =  (cfy.P) however it is not 
necessary that x  € f n f a . P )  for some prefix 7T.)
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R -IN TER  ( a w i . P i  + P 2  \ a ( w 2 ) . P 3  + P a )  — * P i  \ P z { W l/ w 2 }
R-TAU r.P' + Pi — ► P'
P i  — > P [
R -PAR  P x | P 2 — » P [  | P 2
P — > P' 
(v z)P — > P'
P l = - n P 2  P 2 — > P 2  P 2 = r P j  
P i  — > P [
Table 3.1: Reduction relation
Inductive Case: Suppose we have that there is an agent D  such that P  D  and 
f n ( P )  =  f n ( D ) .
Since P  Q  is true then by T R A N S  of Definition 3.2.1 it must be the case that D  = n  
Q .  Then by similar reasoning as in the base cases we can conclude that f n ( D )  =  f n ( Q )  
and from f n ( P ) = f n ( D )  we have that f n ( P )  =  f n ( Q ) .  □
Proposition 3.2.2. E v e r y  p r o c e s s  i s  s t r u c t u r a l l y  c o n g r u e n t  t o  a  p r o c e s s  o f  t h e  f o r m ,
( y  a*, ... , x m ) ( P i  | ... | P n | \ Q i  | ... | ... !Q k ) 
f o r  s o m e  n a t u r a l  n u m b e r s  m , n  a n d  k  a l s o  w h e r e  e a c h  P i  i s  a  s u m m a t i o n .
P r o o f .  Any process P , we have that,
P  = n  (v a ) ( ( P  + 0) | (0 + 0)) where a  f n ( P )
□
3.2.2 R e d u c t io n
The reduction relation shows how a system can evolve independently of its environ­
ment. The 7r-calculus reduction relation is a binary relation denoted by P  — * Q  and 
indicates that process P  can evolve to Q  in a single autonomous step. The reduction 
relation is defined using a set of inference rules. We are using the rules outlined in 
Table 3.1. A  proof of a reduction is called a r e d u c t i o n  d e r i v a t i o n ( s e e  Example 3.2.2) 
and it is a tree whose root is the reduction that is inferred. The leaves of the tree are 
instances of R  — I N T E R  and R  — T A U .
R-RES
R-STRUCT
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Note that the rule R  — S T R U C T  allows the application of structural congruence to 
change the process both before and after a reduction. It is thus the case that the re­
duction relation P  — > Q  is closed under structural congruence P  = w Q .
Consider the following example which considers a complex interaction and illustrates 
the rules of Table 3.1.
Example 3.2.2. C o n s i d e r  t h e  p r o c e s s ,
P I  =  ( y  c)(c(a).P | \ ( u  z ) ( c z . 0 | Q ) )
W e  w a n t  t o  s h o w  t h a t ,
P I  — , ( v  c ) { { v  r n ) ( P { m /a}I Q { m L ) )  I \ { y  z ) ( c z .  I Q ) )
f o r  s o m e  c h a n n e l  m .
A p p l y i n g  s t r u c t u r a l  c o n g r u e n c e  a n d  a - c o n v e r s i o n  w e  c a n  s h o w  t h a t ,
P I  = n P 2
f o r  P 2  =  ( u  c ) ( c ( a ) . P  + 0 | ( v  ?n)(cm.0 + 0 | Q{m/ 2} + 0) | \ ( v  z ) ( c z .0 | Q )) 
H e n c e ,  t o  s h o w  t h e  a b o v e  r e d u c t i o n  w e  c a n  u s e  R  — S T R U C T  a n d  m u s t  s h o w  t h a t ,
P 2 ^ { u  c ) ( S y  m ) { P { m U }  | «{"*/»}) | \ ( v  z ) ( c z . O  | Q ) )  (3.1)
T o  s h o w  t h e  a b o v e  r e d u c t i o n  w e  c a n  u s e  R  — R E S  h e n c e ,  m u s t  s h o w  t h a t ,
c(a).P 4- 0 | (V ?7i)(cm.O + 0 | Q{m/ 2} + 0) | !(i/ z ) ( c z . 0 j Q ) — »
( y  m ) { P { m / a }I Q { m / z })I \ { v  z ) ( c z . O  I Q )  (3'2)
S h o w i n g  t h e  a b o v e  r e d u c t i o n  w e  c a n  u s e  R  — P A R ,
c(a).P  + 0 | (//m )(cm .0 + 0 | Q{m/ Z} + 0) — *
(1/ m ) ( P { m / a }  I Q { " / , } )  (3-3)
S i n c e  m  w a s  s p e c i a l l y  c h o s e n  s o  t h a t  i t s  n o t  f r e e  i n  t h e  c ( a ) . P  4- 0 p o r t i o n ,  w e  c a n  u s e  
R — S T R U C T  t o  c h a n g e  t h e  p r o c e s s  w i t h  s t r u c t u r a l  c o n g r u e n c e  s o  t h a t  t h e  m  i s  o n  t h e  
o u t s i d e .
( v  m ) ( c ( a ) . P  +  0 | c?n.0 + 0 | Q{m/ x} + 0) 
( v  m)(P{™/«} I Q r u ) )
T h e n  w e  a p p l y  R  — R E S ,
c ( a ) . P  + 0 | C772.0 + 0 | Q{?n/ z} + 0 — *
P { m / a }  I Q{m/ 4
c(a).P  + 0 | C7B.0 + 0 -+ 0 — »
P{m/a}
By R — Par,
(3.4)
(3.5)
(3 .6 )
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S i n c e  w e  c a n  d e r i v e  b y  R  — I N T E R  t h a t ,
c(a).P A 0 I cm.O + O— *
P { m ! a }  I 0 (3'7)
w e  c a n  u s e  R  — S T R U C T  t o  s h o w  t h e  a b o v e  r e d u c t i o n .
H e n c e ,  3 . 2 . 2  i s  a  v a l i d  r e d u c t i o n  o f  P l .
3.2.3  L a b e lle d  t r a n s it io n  se m a n tic s
The labelled transition relation shows how a process can interact with its environment. 
As the reduction relation, the labelled transition relation for the 7r-calculus is defined 
using a set of inference rules and form a binary, reflexive, and transitive relation be­
tween processes written, P  S L  Q .
The label a  on the arrow above is called an action. Actions are defined as follows. 
Definition 3.2.2. A c t i o n  L a b e l s
a  : : =  a  w  \ a w  \ a ( v )  j r
The label a  w  is an input action and results from an input prefix. The a w  label is an 
output action and a ( v ) is an output action of a bound name v .  Both actions result 
from an output prefix as we shall see below. Finally, r  represents internal action which 
can result from t  prefix or concurrent synchronisations. These action labels are not to 
be confused with the actual action prefixes from the syntax Section 3.1.
We use the terminology s u b j e c t  and o b j e c t  of a label to represent the channel link in­
volved in communication and the name being transmitted, respectively (e.g. s u b j ( a  w )  =  
a  and o b j ( a  w )  = w ) .  Note also that b n ( a w ) = 0, f n ( a w )  =  (a, w }, b n ( a  w )  =  0, 
f n ( a  w )  = {a, w } ,  b n ( a ( v )) = {fa}, and f n ( a ( v ) )  =  {a}.
The axioms for inferring labelled transitions are defined in Table 3.2.
This first set of transition rules deal with o u t p u t , i n p u t , i n t e r n a l  a c t i o n , m a t c h i n g  
and c h o i c e  in a way that corresponds to the informal explanations of the syntax from 
Section 3.1. The input transition generates a substitution in the continuation of the 
process. The match transition allows the process to continue only if the names to the 
left and right are identical. In a summation if the left process succeeds to interact the 
right is discarded. (Hence, there should be one more rule with the R  extension that 
allows the right to interact first discarding the left. The same should be noted with the 
other rules.)
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O U T
INP
TA U
M A T
SUM -L
PA R -L
C O M M -L
C LO SE -L
RES
O PEN
R E P -A C T
R E P -C O M M
R E P -C LO S E
 t r u e ____
a ( w ) . P ^ P
t r u e
a W . P ^ 2 P r / ttl}
t r u e  
r . P  -T+ p
ir.P  - Z +  p '
[ w  =  w ] n . P  P '
P  -SL P '
p +  q
P  \ Q - Z + P 1 \ Q
w h e r e  bn(a) C \ f n ( Q )  =  0
P ^ l p '  Q  Q '  
p  | g  ^  f a  v ) ( P '  | g o
P  -E L , p '
w h e r e  v  D f n ( Q )  — 0
(z/ u)(P) ( v  v ) ( P ' )
p  a v ) p t
{ y  v ) P  P '
P  Q ) p 1
w h e r e  v  names (a) 
w h e r e  v  a
!P -L U  p ' | !P
p  a w  ^ p /  p  a w p n
!P (P ' | P ") | !P
p  p t  p  a v p t t
!P ( ( u  v ) ( P '  | P ") | !P)
Table 3.2: Labelled Transitions
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Rule P A R - L  allows processes in parallel to progress independently. In the case where 
a  contains a bound name we must be careful that this name does not clash with the 
free names of P  as usual but also of Q  as this would infringe on the name’s uniqueness 
from all other names in the combination P '  | Q .
Synchronisation of processes composed with parallel is achieved through the rules 
C O M M - L  and C L O S E - R .  The latter deals specifically with the communication of a 
bound name. An important point to note about the 7r-calculus is that communication 
between concurrent agents is always binary and not multi-way as in C S P  [24]. Note 
also that when two agents communicate over parallel a r  transition is generated. The 
side condition of rule C L O S E - L  requires that we check whether the name to be com­
municated is not in the free names of the receiving agent. We discussed this point 
with the aid of Example 3.1.6. Although not formally necessary it is often useful to re­
name all bound names in Q  that might clash with the fresh name being communicated.
The rule R E S  is used to infer actions under the restriction operator. The notation 
n a m e s ( a ) denotes the set of names used in the action. Thus the rule has the side 
condition that the restricted name v  is not equal to the subject or object of a .  If the 
former is true then there is no action. If the latter is true, then the applicable rule is 
O P E N  instead.
O P E N  in effect removes the restriction in the process expression making the name 
available to the environment. The side condition v  fa a  is necessary to block transi­
tions when v  is used as the subject of the action.
F ina lly  R E P - A C T ,  R E P - C O M M ,  and R E P - C L O S E  are used to derive transitions of 
processes of replication. They capture that \ P  is an infinite parallel composition of P .  
Notice that deriving transitions of \ P  we can either remove the ! using R E P - A C T  or 
consider how two P s  might communicate concurrently using R E P - C O M M  and R E P -  
C L O S E .
The following example illustrates how Definition 3.1.1 relates to Definition 3.2.2.
E xam p le  3.2.3. T h e  f o l l o w i n g  b a s i c  t r a n s i t i o n  d e r i v a t i o n s  a r e  t r u e  b y  t h e  r u l e s  o f  
T a b l e  3 . 2 ,
a ( w \ ) . P  P { W2 / w i }  w h e r e  w \  fa w 2
a {w ) .p S L P
r . P  -±-t P  
( v  w ) ( a ( w ) . P )  a-^ ->  P  f o r  s o m e  w  6 A f
The following example shows a more complex transition derivation where a-conversion 
is required actively to ensure that continuation processes maintain the naming conven­
tion.
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E xam p le  3.2.4. C o n s i d e r  a g a i n  t h e  p r o c e s s ,
P l  = f a  c)(c(a).P | \ f a  z ) ( c z . O  | Q ))
W e  w a n t  t o  s h o w  t h a t ,
P l  - U  f a  c ) ( f a  m ) ( P {m/ a} | Q { m / X} )  | \ f a  z ) ( c z . O  | Q ) )
f o r  s o m e  m  € A f .
T o  s h o w  t h e  a b o v e  t r a n s i t i o n  d e r i v a t i o n  w e  u s e  R E S  a n d  n e e d  t o  s h o w  t h a t ,
c ( a ) . P  | \ f a  z ) ( c z . 0 | Q )
T ^
( y  m ) { P { m U }  | <2{"7*}) | \ ( v  z ) ( c z . O  \ Q )
T o  s h o w  t h e  a b o v e  t r a n s i t i o n  d e r i v a t i o n  w e  m u s t  u s e  C L O S E - L ,  i n s t e a d  o f  C O M M - L  
( b e c a u s e  t h e  a g e n t  e x p r e s s i o n s  d o  n o t  p a t t e r n  m a t c h )  a n d  m u s t  s h o w  t h a t
a n d
\ { v  z)(c.OI Q
Q { m / , } )  I K"z)(cz.o I Q )
N o t i c e  t h a t  C L O S E - L  f o r c e s  u s  t o  c h o o s e  a n  m  t h a t  d o e s  n o t  e x i s t  ( i s  n o t  f r e e )  i n  t h e  
c ( a ) . P  c o m p o n e n t .  N o t e  a l s o  t h a t  u s i n g  a - r e n a m i n g ,  w e  c a n  c h a n g e  t h e  b o u n d  n a m e s  i n  
c ( a ) . P  t o  c ( b ) . P { h/ a }  s o  t h a t  w e  c a n ,  f o r  e x a m p l e ,  i n f e r  a  t r a n s i t i o n  c ( b ) . P { b j a} S - %
P { b I a } { m / b }  h o w e v e r  t h i s  i s  n o r m a l l y  d o n e  o n l y  t o  m e e t  t h e  n a m i n g  c o n v e n t i o n .  I n  
m o s t  c i r c u m s t a n c e s  c h o o s i n g  a  f r e s h  n a m e  i s  s u f f i c i e n t .
T h e  f i r s t  c o n j u n c t  o f  t h e  l a b e l l e d  t r a n s i t i o n  d e r i v a t i o n  c a n  be  s h o w n  b y  a p p l i c a t i o n  
o f  I N P  d i r e c t l y .  W e  a p p l y  R E P - A C T  t o  t h e  s e c o n d  c o n j u n c t  a n d  n e e d  t o  s h o w  t h e  
f o l l o w i n g .
(y z)(c.0 | Q  
W e  a p p l y  O P E N  a n d  a - r e n a m e  t h e  p r o c e s s  t o  r e a c h ,
c m .  0 | Q { m / z } ^ Q { m / z }
T o  s h o w  t h e  a b o v e  t r a n s i t i o n  d e r i v a t i o n ,  i t  i s  n e c e s s a r y  t o  a p p l y  P A R - L ,
_ n c m  „c?n.O — > 0
w h i c h  i n  t u r n  i s  d i s c h a r g e d  t h r o u g h  a p p l i c a t i o n  o f  O U T .
Hence, the transition derivation 3.2.4 valid.
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3 .2 .4  S om e  u se fu l re s u lts
The following is a collection of results about the free names of a process throughout its 
evolution.
Lem m a  3.2.1. S u p p o s e  P  p ' }
1 .  i f  a  = a  w  t h e n  a ,  w  € f n ( P )  a n d  f n ( P ' )  C  f n ( P ) ,
2 .  i f  a  =  a  w  t h e n  a  E f n ( P )  a n d  f n ( P ' )  C  f n ( P ) U {w},
3 .  i f  a  =  a ( w ) t h e n  a  E f n ( P )  a n d  f n ( P ' )  C  f n ( P )  U {?//}, 
i f  a  = r  t h e n  f n ( P ' )  C  f n ( P ) .
The following lemma shows the transition of a process under substitution. Note the 
relationship is only one way.
Lem m a  3.2.2. I f  P  P 1 t h e n  P a  P ' a ,  p r o v i d e d  i f  a  =  ~ a (w )  t h e n  w   ^f n ( P a )  U 
n a m e s  ( a ) .
The following result identifies the relationship between structural congruence and the 
labelled transition relation and between the reduction and the labelled transition rela­
tion is as follows.
Lem m a 3.2.3. H a r m o n y  L e m m a
1 . i f  P  =7r-T+ Q  t h e n  P  Q ,
2 .  P  — > P '  i f f  P  -1+=* P ' .
w h e r e  d e n o t e s  t h e  r e l a t i o n a l  c o m p o s i t i o n  o f  a n d
It is thus possible to reason about processes using whichever of the reduction or r  
transition is more convenient, provided we work up to structural congruence.
The proofs to the lemmas presented in this section can be found in [52]
3.3 R easoning about processes using traces
The traditional method for reasoning about process equivalence in the 7r-calculus is 
a bisimulation relation [35]. In this thesis however, we opt for a simpler notion of 
equivalence that is one based on t r a c e  s. Trace equivalence equates more processes 
than bisimulation relations (hence it is less discriminating). It can be shown that any 
bisimulation relation is a subset of trace equivalence; this makes trace equivalence quite 
useful if the purpose is to show that two processes are not bisimilar. This is done by
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establishing that the two processes are not trace equivalent which is mostly straight­
forward. We define a mechanism for identifying a set of traces for a given process P i  
below, sim ilar definitions can be found in [4].
iff*Firstly, we write P i  = >  P n as a shorthand for:
* * trD e fin it io n  3.3.1. P i  =+  P n d e n o t e s  t h e  f o l l o w i n g ,
1 . P \  = = >  P i f o r  a n y  P \ ,
2 . P i U Yk®1 p n i j y  t } i e r e  e x i s t s  a  P n_ i s u c h  t h a t  P \  P n- i  a n d  P n - i  P n -
Note that () denotes an empty sequence, t r ^ a  denotes the sequence t r  appended with 
a  and o T ' t r  denotes t r  prepended w ith a .
The set of t r a c e s  of a process is then defined as follows.
D e fin it io n  3.3.2. T r a c e s  
G i v e n  a  tv- c a l c u l u s  p r o c e s s  P i ,
t r a c e s ( P i )  =  {(oq,... ,a n_ i) | 3 (Pn).Px <Q1,E § l_l) p n}
The syntax {aq, . . .  , a n ) denotes a sequence of actions which we call a t r a c e .  Given a 
trace t r ,  we write t r '  =4 t r  if the trace t r '  is a prefix of t r  and t r '  -< t r  if the trace t r '  
is a proper prefix of t r .  We also define a function w e a k  as follows.
D e f in it io n  3.3.3. G i v e n  a  t r a c e  t r
( 0  t r =  (),
w e a k ( t r )  — < t r '  t r  =  r ^ t r ' ,
[ o T ' w e a k f t r ' )  t r  ~  a ^ t r '  A a  t .
The set t r a c e s  (P) gives a set of sequences of actions that might include r  actions. The 
set w e a k  ( t r a c e s  (P)) gives a set of sequences of actions that does not contain t  actions.
D e f in it io n  3.3.4. T r a c e  E q u i v a l e n c e
1 .  T w o  p r o c e s s e s  P  a n d  Q  a r e  t r a c e  e q u i v a l e n t  d e n o t e d  b y  P  & t r  Q  i f  w e a k ( t r a c e s ( P f )  
w e a k  ( t r a c e s  ( Q j ) .
2 .  T w o  p r o c e s s e s  P  a n d  Q  a r e  s t r o n g  t r a c e  e q u i v a l e n t  d e n o t e d  b y  P  ~ t r  Q  I f  
t r a c e s  ( P )  — t r a c e s  ( Q ) .
3.4 T yp e system
In this section we focus on the type-system [52, p.263] that we refer to when considering 
combinations of 7r-calculus processes and B  machines in Chapters 4 and 5.
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3.4.1 T y p e  g ra m m a r a n d  p ro ce ss  s y n ta x
The definition of a type system is based on a collection of types. These are presented 
in Table 3.3. In this section we consider only one basic type u n i t , which has only one.
Base Types B n : : =  u n i t
Type Constructors V  ::= B F \ L  \ [ l \ - V \ ,  ... , ln - V n ]
Channel Types L  i V  | o V  \ $ V
Types 5, T  ::= L  | V
Table 3.3: Type Grammar
element *. We adopt a type constructor called the variant type which we discuss in the 
next section. Channel types come in three flavours with which we can define a more 
precise capability on a given channel. The capabilities are i  for input, o  for output and 
jj for dual input and output. Note that Definition 3.3 makes no special distinction be­
tween values and channel types other than u n i t .  For example, suppose i T  is a channel
type where T  is the type oT i. This means that i T  is a channel type that can input a
value which is a channel type that can output a value of type T i. Furthermore, there 
is no lim it to the depth of [j, i , and o  operators. For example consider the channel type 
i o $ o $ T .  This is done to appeal to the 7r-calculus core feature; the ability to send any 
channel as a value over another channel (which may itself be a channel that can send 
a channel e.t.c.).
Using channel types, the process syntax of Definition 3.1.1 is decorated to represent the 
extra information of what the channels are supposed to represent. We only decorate 
the v  operator as follows,
Definition 3.4.1.
1. A n y  p r o c e s s  P  i s  d e c o r a t e d  i f  i t  d o e s  n o t  c o n t a i n  t h e  v  o p e r a t o r ,
2 .  g i v e n  a  d e c o r a t e d  p r o c e s s  P ,  ( u  w  : L ) ( P )  i s  a l s o  d e c o r a t e d .
The notation w  : L  signifies that w  is assigned the type L .  For clarity many approaches 
to typing also decorate the input prefix operator but this is not necessary for performing 
correct typing derivations as we shall see later.
3 .4 .2  T h e  v a r ia n t  c o n s t ru c t
One particular mechanism we use over and above the core 7r-calculus syntax is the 
variant construct [52, p.255]. Sim ilar constructs have been proposed in the literature
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to study encodings of Object Oriented languages [50, 65, 66, 43].
A  variant type is of the form [h -P i,  • • • , L -  V n ) where each k  from 1 to n  is called 
a label and is unique. A  value of this type has the structure ( - V  where v  is a value of 
the type corresponding to V i .  The ordering in the labels does not matter. For example 
if  we had the natural numbers N  as a base type it is possible to express a variant 
[ a p p l e s - V I ,  pears_N] and the corresponding values would be,
[ a p p l e s J 3 ,  a p p l e s - 1, ... , p e a r s  J d ,  p e a r s - 1, ... ]
Variant values are communicated to specialised processes called variant destructors. 
These act in a very sim ilar manner to the s w i t c h  command, common in imperative 
languages. We add variant destructors to the syntax of Definition 3.1.1.
D e f in it io n  3.4.2.
P  ::=
| D e f i n i t i o n  3 . 1 . 1
| c a s e  v  o f  [h -O i)  > -Pi; ••• ; ln - ( w n ) > P n ]
Effectively by this mechanism we offer a choice of processes from P i  to P n . The Wi  
names might appear free in the corresponding P i  process. In the construct,
c a s e  v  o f  [ h - ( w i )  o P i;  ... ; ln - ( w n ) > P n ]
however, each Wi is a bound name. Thus this mechanism is a way of binding names 
sim ilar to input prefix in Definition 3.1.2. The value of is instantiated at the point 
of process selection as the transition semantics show below.
D e fin it io n  3.4.3. L a b e l l e d  t r a n s i t i o n s  o f  a  v a r i a n t
________________________ i  £ 1 ... n ________________________
c a s e  k - r n  o f  [l1 f i w 1 ) >  P x; ; ln - ( w n ) t> P„] P i { m / W. }
Note above that the label k - m  has been selected. The process creates a r  action and 
the continuation is the process P i  w ith m  substituted for W{.
E xam p le  3.4.1. C o n s i d e r  t h e  p r o c e s s ,
P  = c a s e  v  o f  [ d a s h - ( a )  \> o u t ( a ) . 0; d o t —( b )  t> ( v  n  : § u n i t ) ( o u t ( n ) ) . 0 ]  
w h e r e  v  i s  o f  t h e  t y p e  [ d a s h J f t u n i t ,  d o t J ^ u n i t ] .
T h e  p r o c e s s  p { dasfl—'m / w h e r e  m  i s  a  c h a n n e l  o f  t y p e  $ u n i t  e v o l v e s  t o  o u t ( m ) . 0. T h e  
p r o c e s s  P {dot—m/ v} e v o l v e s  t o  ( y  n ) o u t ( n ) . 0.
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3.4.3 T y p in g  d e r iv a t io n s
A  typing system for the 7r-calculus is defined inductively using a set of inference rules. 
A  process P  is well typed if there is a valid typing derivation of process P .  A  typing 
derivation has as its root the proposition T b P  and is represented as an inverted 
proof tree.
The T denotes a type environment which is a store where typing information is recorded 
about the constants and the free names of the process being typed. A  typing assign­
ment such as w  : L  can be thought of as a mapping (w , L )  hence T denotes a finite set 
of such type assignments. We use the following notation w ith type environments. The 
notation s u p p ( V )  denotes the set of names on which V  is defined (the domain of T). 
The notation F('ty) = L  denotes that the name w  is assigned the type L  in T. Given two 
type environments IT and T 2 , the syntax rfa lfa  denotes their union where, V 2 is often 
a single type assignment as in IT, w  : L .  When such operations on environments are 
performed it is im plicitly assumed that the names on which IT is defined is different 
from the set of names on which V 2  is defined.
Performing a typing derivation involves unfolding a process P  using the inference rules 
below. A t each step this activity might free up certain bound names whose typing 
information is added to the typing environment for the next step. Thus in general the 
first step involves a processes which has no free names. Given a P  such that H P )  = 0, 
P  is well typed if 0 b P  where 0 denotes the empty type environment. Such P s are 
often called p r o g r a m s .  In our thesis we might want to begin the typing derivation of 
a process at arbitrary steps. In such cases we must be careful to furnish every free 
name of the process that is to be typed with some type in the environment. Hence the 
following definition.
D e fin it io n  3.4.4. C l o s e d  t y p e  e n v i r o n m e n t
A  t y p e  e n v i r o n m e n t  V  i s  c l o s e d  w i t h  r e s p e c t  t o  a  p r o c e s s  P  i f  f o r  e v e r y  w  £ f n ( P ) ,  
r ( w )  = L  f o r  s o m e  c h a n n e l  t y p e  L .  A  p r o c e s s  P  i s  c l o s e d  i f T  \~ P  f o r  s o m e  T, c l o s e d  
w i t h  r e s p e c t  t o  P .
We can check the proposition T b P  with the following rules. The type system 
outlined in Table 3.4 is one where link types are split into capabilities for input and 
output. The rules are fairly straightforward and we w ill investigate them with the use 
of an example below.
The main purpose for adding capabilities to types is that it enables the capture of re­
quirements on the use of channels in a process. For example, it is often the case that we 
wish to enforce that a certain channel is used only in output subject position whichever 
process receives it. The capabilities for input, output and both input and output are 
linked by rules of subtyping. The operator for subtyping takes the form S  <  T  which 
means that S  is a sub-type of T .  Its definition is given in Table 3.5
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T -N A M E
T -B A SE -V
T, w  : T  h w  : T
r  h v  : B  v e B  
F  F  a :  i S  F ,  w : S  V  P
T-INPS P h a ( w ) . P
r  h a :  o T  F  w  : T  F  \ -  P
T-O UTS F  h ' a ( w ) . P
F  \ -  v . S  S  < T
SU BSU M PT IO N F  h v  : T
F  h P  F  h Q
T -P A R F  b P  | Q
F  h P  F  h Q
T -SU M F  h P + Q
r  i- : i\ T  F  F  w 2 ' 4 T  F  h P
T -M A T T F  [iwi = w 2 ] P
T-N IL F  F  0
r  f  p
T -R E P F  \-  I P
P, w  : L  F  P
T-RES F  F  ( u  w  : P)(P)
r  h P
T -TAU r  h t . p
P h v : [ h - . T u  . .. Zn- T n] /o?' e a c h  i  £  l . . n  F ,  X{ : T i
T -V A R r  (- c a s e v  o f  [ h _ ( x i )  >  P p ,  . . .  ; ln _ ( x n ) !> P n]
P h m  : T
T -V A R -V F  F  L_m : [L.T]
Table 3.4: Typing Rules
42 Chapter 3. Theoretical foundations of the 7T-calculus
SU B -R EF
SUB-TRAN S
SUB-iJJ
SUB-JJ 0
SUB-II
S U B -0 0
SUB-BB
SUB-VAR
T  <  T
S  <  S '  S '  < T  
S  < T
JjT < %T
Hr < oT
S  < T  
i S  <  %T
T  <  S  
o S  < o T
T < S  S  < T  
(|5< [}T
__________ for each 1 £ l . . n  S j  < T j__________
[Zi—iSi, ... , ln —S n ] < [Zi_Ti, ... , Zn_Tn-j-m]
Table 3.5: Subtyping rules
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In Table 3.5, perhaps counter-intuitive is the fact that (jT < o T  and § T  <  i T  by rules 
S U B - f a O ,  |}I}. The type o l  is a super-type o f  § T  because one can use a channel of 
type flT  in any situation where a channel of type o T  is required. The reverse is of 
course not true. The same goes for a channel of type i T .
Another point to make here is that, as constructs, the type o T  is contravariant while i T  
is covariant, and ftT is invariant by rules S U B - { 0 0 ,  I I ,  B B }  respectively. This means 
that it is safe to output a link w ith less capability than what is required, for example 
o ^ T  <  o i T  is false but o i T  < oijT is true. It is also safe to input a link with more 
capability than what is required, for example ifjT  < U T  is true but U T  < jj/T is false.
In contrast only j| o T  <  Jjo T  and jj/T < [ji T  are true.
Example 3.4.2. C o n s i d e r  t h e  p r o c e s s ,
P  =  ( v  z  : [j V ) ( o u t ( z ) . 0  | z ( y ) . c a s e  v  o f  [ o n c e f a x )  > ic{*).0, t w i c e _ ( y )  t> y(*).y(*).0]) 
C o n s i d e r  a  t y p i n g  d e r i v a t i o n  o f  P  w h e r e  o u t  : o o V  a n d  V  =  [o n c e - 0  u n i t ,  t w i c e - O  u n i t ] .
T h u s  w e  n e e d  t o  s h o w  t h a t  { o u t  : o o V }  b  P .  B y  r u l e  T - R E S  i t  m u s t  be  t h e  c a s e  t h a t ,  
{ o u t  : o o V ,  z  : (} V }  b
o u t ( z ).0 | z ( v ) . c a s e  v  o f  [ o n c e - ( x )  > aT(*).0, t w i c e J g y )  t> y ( * ) . y ( * ) .0]
B y  r u l e  T - P A R .
{ o u t  : o o V ,  z  : § V }  b  o u t ( z ).0 a n d
{ o u t  : o o V , z : $ V }  b z ( y ) . c a s e  v  o f  [once_(a;) t> af(*).0, t w i c e - ( y )  t> y{*).y{*).0]
(3.8)
T a k i n g  t h e  f i r s t  b r a n c h  b y  r u l e  T - O U T S .
{ o u t  : o o V , z  : (JV} b  o u t  : o $ V  a n d
{ o u t : o o V ,  z : \ JV} b  z : \ \ V  a n d  (3.9)
{ o u t  : o o V , z  : f{ V }  b  0
T h e  s e c o n d  c o n j u n c t  i s  c l e a r l y  t r u e .  T h e  t h i r d  i s  t r u e  b y  T - N I L .  W e  l o o k  a t  t h e  f i r s t
c o n j u n c t  i n  m o r e  d e t a i l  b y  u s i n g  S U B S U M P T I O N .
{ o u t  : o o  V , z  : H V } b o u t  : o o  V  a n d
T /  14 T /  3 ’ 1 0 )o o  V  <  op 1/
C l e a r l y  o o V  <  odV i s  t r u e  b e c a u s e  b y  r u l e s  S U B - 0 0  a n d  t h e n  S U B - $ I  w e  h a v e  t h a t  
< o k  a n d  t h e n  t r u e  r e s p e c t i v e l y .
B a c k t r a c k i n g  t o  3 . 8  w e  n o w  c h e c k  t h e  s e c o n d  c o n j u n c t .  B y  r u l e  T - I N P S  w e  h a v e  t h a t ,
{ o u t  : o o V , ^:{jV} b z  : i V  a n d
{ o u t  : o o V , z : $ V ,  v  : V }  b c a s e  v  o f  [ o n c e f f x )  > af{*).0, t w i c e f a y )  t> y (*)-2/{*)-0]
(3.11)
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T h e  f i r s t  c o n j u n c t  i s  t r u e  b y  S U B S U M P T I O N  a n d  t h e n  S U B ~ $ I . B y  T - V A R  w e  c h e c k  
t h e  s e c o n d  c o n j u n c t ,
{ o u t  : o o V ,  z  : jjV, v  : V }  h v  : [ o n c e - 0  u n i t , t w i c e - 0  u n i t ]  a n d
{ o u t  : o o V , z : \ \ V ,  v  : V ,  x  : o  u n i t }  h af(*).0 a n d
{ o u t  : o o V ,  z  : jJV, v  : V ,  y  : o  u n i t }  b y(*).]/{*)•0
(3.12)
T h e  f i r s t  c o n j u n c t  i s  c l e a r l y  t r u e  w h i l e  t h e  s e c o n d  a n d  t h i r d  c o n j u n c t  a r e  t r u e  t h r o u g h  
a p p l i c a t i o n  o f  T - O U T S  a n d  i n  e a c h  c a s e  T - B A S E  a n d  f i n a l l y  T - N I L .
H e n c e  t h e  p r o c e s s  i s  c o r r e c t l y  t y p e d .
3 .4 .4  T y p e d  la b e lle d  t r a n s it io n  ru le s
It must be noted that the definition of labelled transition rules for the typed 7r-calculus is 
slightly different in presentation from that in Section 3.2.3. Main ly the bound output 
action a ( v )  is replaced with the action ( y  v  : T ) a  v  to show the type of the name 
being outputted. Thus the transition rules of Table 3.6 apply instead of the originals 
in Table 3.2. Clearly with these rules we cannot infer any new transitions than what
p  av. p /
O PEN  ( u  v  : T ) P  (" ^ 2 “ w P '
p ( » v y T ) a v p , Q  av^ Q ,
CLO SE-L  P  | Q  ——> ( v  v  : T ) { P '  \ Q ' )
p  v :T } Ev p i  p  p
— w h e r e  v  D f n ( Q )  — 0
R EP -C LO SE  \ P  J U  ( { y  v  : T ) ( P '  \ P " )  \ \ P )
Table 3.6: Typed Transition Rules
is possible with the original semantics in Table 3.2. We w ill use either a ( v )  or ( v  v  : 
T)~a  v  depending on whether it is important to emphasise the type of the name v  in 
the bound output action.
3.4.5 P ro p e r t ie s  o f  a  t y p e  s y s te m
The substitution lemma expressed below illustrates that the application of a substitu­
tion where the names involved have matching types in a process yields a well typed 
process.
Lemma 3.4.1. S u b s t i t u t i o n  L e m m a
U,
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1. r  b  p ,
2 . r(a )  = S ,
3 . r  b v  : S  t h e n
r  b P (V a } -
The subject reduction theorem shows that the typing rules are consistent with the 
operational semantics of 7r-processes. The theorem also illustrates the types of names 
used in a transition of the system. It takes the view that free output is a special case 
of bound output. Thus, in the last case the theorem applies when x  — v  or when x  f  v  
in which case the action is equivalent to free output a v .
Theo rem  3.4.1. S u b j e c t  R e d u c t i o n  
I f  P  b P , a n d  T i s  c l o s e d ,  a n d  P  -T+ P '  t h e n ,
1 .  i f a  =  r t h e n V  h P ' ,
2 .  i f  a  =  a  v  t h e n  t h e r e  i s  a  T  s u c h  t h a t ,
( a )  r  b  a  : i T ,
( b )  i f T b v  : T  t h e n T  b  P ' .
3 .  i f  a  — { y  x  : T ) a v  t h e n  t h e r e  i s  a  T  s u c h  t h a t ,
( a )  r  b  a  : o T ,
( b )  T , x :  T  b  v  : T ,
( c )  T, x  : T  b P ' .
The following results allow the removal or addition of names that are not free in the 
process which is being typed.
Lem m a  3.4.2. S t r e n g t h e n i n g  
7 /r , x  : T  b P  a n d  x   ^f n ( P ) t h e n  T b P .
Other useful results 
Lem m a  3.4.3. W e a k e n i n g
I f P  b P  t h e n  r ,  x  : T  b P  f o r  a n y  x  s u c h  t h a t  x  s u p p ( T ) .
The proofs to the results above can be found in [52].
F ina lly  it must be noted that the definitions in [52] are a simpler version of [42] where a 
requirement is enforced that names w ith type o T  are used only in output and i T  only 
for input. The definitions presented here and in [52] do not support this requirement 
explicitly. We prefer to use [52] because we want to adhere to some standardisation of 
the syntax and because the book offers an integrated approach. It is believed that [52] 
can be extended to [42] however we do not investigate this here. Instead we compensate 
for the drawback by typing various parts of the systems we consider separately, and by 
explicitly mentioning the type of the name in the environment.
46 Chapter 3. Theoretical foundations of the n-calculus
E xam p le  3.4.3. I f  F, z : o T  b P  i s  v a l i d  t h e n  w e  k n o w  t h a t  P  u s e s  z  t o  o u t p u t  
o n l y .  I f T , z : i T  b Q  i s  v a l i d  t h e n  w e  k n o w  t h a t  Q  u s e s  z  t o  i n p u t  o n l y .  T h u s  w e  
a l s o  k n o w  t h a t  F, 2 : j}T b P  | Q  i s  v a l i d .
C h a p t e r  4
L i n k i n g  t h e  P - M e t h o d  a n d  
7 r - c a l c u l u s
This chapter defines an approach to model B  machines without input and output as 7r- 
calculus style labelled transition systems. F irstly  we develop a prelim inary B-Machine 
labelled transition system that models operations as events. Th is stage is not dissim­
ilar to what one would have to undertake in-order to combine B  and CSP  at labelled 
transition system level. We illustrate that there is a relationship between the labelled 
transition system we developed and the more familiar representations such as Morgan’s 
failure-divergenee semantics [37].
We then extend the prelim inary labelled transitions system to a 7r-style labelled tran­
sition system. We also define a set of typing rules which integrate w ith those presented 
in Chapter 3 so that a process containing a B-Machine can be typed.
4.1 Prelim inary labelled  transition  system
A  labelled transition system consists of a set of states, a set of labels, a set of elementary 
or in itia l states, and a relation connecting the states and labels. For a given M  these 
are organised in a tuple as follows,
D e fin it io n  4.1.1.
L T S m  = (STjfc, O P E R A T I O N S , I N I T M , — >m )
In the sub-sections that follow, we proceed to give definitions towards each of the 
elements of Definition 4.1.1.
4 .1 .1  A  se t o f  s ta te s  a n d  a se t o f  la b e ls
The states which we w ill be using are the valuations (v a l ) described in Section 2.2. The 
reason for being that explicit about states here, is that in following sections we w ill
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be working in both the relational and predicate transformer models for B-Machines. 
Primarily, it gives us the ability to interpret a given machine predicate as a set of the 
valuations which satisfy it. Another reason is that it gives a clearer idea of what the 
state of a machine is when we integrate it into a 7r-calculus agent, as we shall see in 
Section 4.3.
Consider the I N V A R I A N T  predicate I  of M  which must declare (at least) the type of 
every variable in the list V A R I A B L E S . Then we can define a global state space for our 
preliminary labelled transition system as,
D e fin it io n  4.1.2. G l o b a l  s t a t e - s p a c e  o f  M
G i v e n  t h e  I N V A R I A N T  I  o f  M , t h e  g l o b a l  s t a t e - s p a c e  o f  M , S T m  i s  t h e  s e t  o f  v a l u ­
a t i o n s  v a l  s u c h  t h a t ,  v a l  s a t i s f i e s  I .
Taking all v a l s  which satisfy I  might be considered too constraining, because I  might 
express relationships between V A R I A B L E S  as well as typing information. For example, 
if we have a conjunct n n  > m m  w ithin the invariant then we would not have the 
valuation {(nn, 1), ( m m ,  1)} within S T m ■ In general such state could form part 
of the state-space that is reachable only after divergence but in our case we simply 
take all states that satisfy the invariant and one special state that does not satisfy any 
predicate including I .  This special state, J_ is added explicitly to the state-space as 
S T -fo  111 Section 4.1.3.
E xam p le  4.1.1. C o n s i d e r  t h e  m a c h i n e  C l o c k  2 . 2  w h e r e  t h e  i n v a r i a n t  s t a t e s  t h a t  n n  6 
1..2 t h e n ,
S T  c lock = { { ( n n ,  1)}, {(nn, 2)}} 
i s  t h e  s t a t e  s p a c e  o f  t h i s  m a c h i n e .
The set of labels w ill be the names of the operations of M  as they are already unique 
identifiers. In following sections we w ill treat the O P E R A T I O N S  clause of a machine 
as a set.
4 .1 .2  A  se t o f  in i t ia l  s ta te s
The I N I T I A L I S A T I O N  clause of M  provides the A M N  substitution T  which assigns 
the in itia l values. T  is constructed from a sub-class of A M N  substitutions. Guard 
and precondition are excluded as there is no sensible pre-initial state. Furthermore, 
it assigns a value to every x  6 s e t - o f  ( V A R I A B L E S )  and cannot refer to past states 
(i.e. a variable must not appear on the right hand side of an assignment). This has 
the effect that the predicate p r d v A R i A B L E s ( T )  contains only decorated versions of the 
original V A R I A B L E S .
Before proceeding we introduce the following notation. Given a list of names l i s t  we de­
note with s e t - o f ( l i s t )  the set where each member is an element of the list. Furthermore, 
let us postulate that for any s e t - o f (  V A R I A B L E S )  there is a set s e t - o f (  V A R I A B L E S 1)
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such that s e t - o f  ( V A R I A B L E S )  f l s e t - o f ( V A R I A B L E S ' )  — 0 and there is a natural 
bijective function d a s h  : s e t - o f ( V A R I A B L E S )  >—» s e t - o f  ( V A R I A B L E S ' ) .  We des­
ignate p r i m e d ( v a l )  to denote the valuation s e t - o f  ( V A R I A B L E S ) '  — * T>b  given by, 
v a l  o  d a s h - 1 .
The notation above is necessary because we would like to keep our state space consistent 
in  the sense that all v a l s  w ithin it  must be functions from s e t - o f  ( V A R I A B L E S )  to T>b - 
When considering predicates like p r d v A R I A B L E s ( T )  however we need a mechanism for 
modifying the variables in a controlled manner.
E xam p le  4.1.2. S u p p o s e  w e  h a v e  v a l  =  {(m, 1)}, e v a l u a t i n g  x  — 2 i s  f a l s e .  W i t h  
p r i m e d ( v a l )  = {(m, 1)} o {(a/,#)} = { (Y , l) }  w e  c a n  e v a l u a t e  x '  =  2 a n d  t h i s  i s  a l s o  
f a l s e .
We are now ready to define the set of in itia l states as follows,
D e fin it io n  4.1.3. I N I T m  G i v e n  t h e  I N T I A L I S A T I O N  c l a u s e  T  o f  M , t h e  s e t  o f  i n i t i a l  
s t a t e s  I N I T m  a r e  t h o s e  v a l  £ S T m  f o r  w h i c h  t h e r e  i s  a  c o r r e s p o n d i n g  p r i m e d ( v a l )  w h i c h  
s a t i s f i e s  p r d VAR i A B L E s ( T ) .
Definition 4.1.3 gives us the in itia l nodes. Note that we do not keep the p r i m e d ( v a l )  
in  I N I T m  but its undecorated version v a l .
E xam p le  4.1.3. T h e  i n i t i a l i s a t i o n  s t a t e m e n t  f o r  C l o c k  s t a t e s  t h a t  n n  ' .=  1 t h u s ,
I N I T  Clock =
{ v a l  | v a l  € S T m  A p r i m e d ( v a l )  s a t i s f i e s  p r d y A m A B L E S ( n n  := 1)}
= { v a l  | v a l  £ S T m  A p r i m e d ( v a l )  s a t i s f i e s  - * ( n n '  1)}
= {{(nn, 1)}}
4 .1 .3  A  la b e lle d  t r a n s it io n  r e la t io n  fo r  m a ch in e s  w it h o u t  I / O
The labelled transition relation for a machine M  w ill be denoted by,
— S T &  x  O P E R A T I O N S  x S T f i  
where S T f i  denotes S T m  U {_L} and _L is a divergent state.
Recall from Section 2.2 the notation that allows us to combine machine states. The ex­
pression [ v a l \ > v a l 2 ] where v a l \  and v a l 2 are valuations such that d o m ( v a l i ) r \ d o m ( v a l 2 ) — 
0 denotes the common extension of v a l \  and v a l 2 . Thus we have that [ v a l i , v a l 2 ] is an­
other valuation w ith which we can evaluate a predicate whose free names are within 
both v a l i  and v a l 2 .
E xam p le  4.1.4. S u p p o s e  v a i l  =  {(nn, 1)} a n d  v a l 2  =  {(mm, 2)} t h e n ,
[ v a l  1, v a l 2 ]  =  {(nn, 1), (mm, 2)}
t h u s  w e  c a n  e v a l u a t e ,
[ v a i l ,  v a l 2 ]  s a t i s f i e s  ( n n  >  m m )
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This notation is necessary because for an A M N  expression S ,  where S  is not constrained 
like the initialisation statement T  in the previous section, the predicate p r d  v a r i a b l e s  (5) 
might refer to a before-state. In other words it produces a predicate which needs to be 
interpreted with a valuation assigning a value to both V A R I A B L E S  and V A R I A B L E S ' .
In the definitions that follow we w ill write p r d  v a r i a b l e s  { o p e r a t i o n ) and a b t  ( o p e r a t i o n )  
in the place of p r d v A R i A B L E s ( S )  and a b t ( S )  where S  is the GSL command defining the 
operation o p e r a t i o n  w ithin M .
D e f in it io n  4.1.4. B  M a c h i n e s  w i t h o u t  I / O
G i v e n  M ,  w h e r e  v a l i  £ S T M , v a h  £ S T m  a n d  o p  £ O P E R A T I O N S ,
1.  ( v a l i ,  o p ,  v a l / )  £ — >M  i f  [ v a l i ,  p r i m e d ( v a l 2 )] s a t i s f i e s  p r d VA R i A B L E S ( o p ) ,
2 .  ( v a l i ,  o p ,  _L) £ — >m  i f  v a l i  s a t i s f i e s  a b t ( o p ) ,
3 . (_L, o p ,  v a l 2 ) £ — f o r  a l l  v a l 2 £ S T ^ .
The first item captures divergent behaviours leading non-deterministically to any state 
in S T m  as well as good behaviours leading to valid states in — >m - This is an un­
avoidable effect of p r d  v a r i a b l e s  [ S ) .  Some divergences in the second item overlap with 
those of the first (i.e. they already exist) but they are not re-introduced by Defini­
tion 4.1.4.The second item simply adds ( v a l i ,  o p ,  1 )  for every v a l \  which can cause 
divergence. The final item introduces X  as a divergent state mapping it to anything in 
S T j j j  for any operation o p .
E xam p le  4.1.5. C o n s i d e r  t h e  o p e r a t i o n s  o f  m a c h i n e  C l o c k  c a l l e d  t i c k  a n d  t o c k  a n d  
i t s  l a b e l l e d  t r a n s i t i o n  s y s t e m  i n  F i g u r e  f . l .  I t  c a n  b e  s h o w n  t h a t ,
p r d n n ( t i c k )  = ( n n  =  1 =+ n n '  — 2) 
a b t ( t i c k )  = ( n n  fa 1) 
p r d n n ( t o c k )  =  ( n n  = 2 => n n '  =  1) 
a b t  ( t o c k )  = ( n n  fa 2)
T h e n  b y  D e f i n i t i o n  4 - 1 - 4  w e  h a v e  t h a t ,
— * Clock =  { ( { ( n n , l ) } , t i c k , { ( n n , 2 ) } ) }  U { ( { ( n n ,  2)}, t i c k ,  v a l )  j v a l  £ S T c i o c k }  U 
{ ( v a l ,  t i c k ,  _L) | v a l  £ S T c i o c k  A  v a l  fa  { ( n n ,  1 ) } }
U
{({(nn, 2)}, t o c k ,  { ( n n ,  1)})} U {({(nn, 1)}, t o c k ,  v a l )  \ v a l e  S T c i o c k }  U 
{ ( v a l ,  t o c k ,  _L) | v a l e  S T c i o c k  A v a l  fa {(nn, 2)}}
U
{(J_, t i c k ,  v a l )  | v a l  £ 5T^/ocA.} U {(±, t o c k , v a l )  j £ v a l  £ S T / lock}
We require that L T S m  follows Morgan’s failure-divergence semantics for action systems. 
We confirm this in the next section.
4.2. Correspondence with Morgan's failures-divergences semantics for action systems
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t o c k
t o c k
t i c k
t i c k
t o c k
t i c k
valid transition 
invalid transition
Figure 4.1: The familiar transition of C l o c k
4.2 C orrespondence w ith  M organ’s failures-divergences se­
m antics for action  system s
This section assumes that we are provided w ith a machine M  that is internally con­
sistent, i.e. its in itia l state satisfies the invariant and every operation in M  executed 
from a state in which its precondition is true re-establishes the invariant. We show that 
executing a sequence of operations from L T S m  follows Morgan’s failures-divergences 
semantics for action systems.
4 .2 .1  P r e l im in a r ie s
F irstly  we formalise the notion of t r a c e  through L T S m  sim ilar to the way it is done for 
the 7r-calculus in Section 3.3.
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We write ( v a l ]  = = >  v a l n ) as a shorthand for the following, 
D e fin it io n  4.2.1.
1 . v a l v a l  f o r  a n y  v a l ,
2 . v a l
tr'rfo,,)
w h e r e  a n E  O P E R A T I O N S .
Then the set of traces through L T S m  is given by the function t r a c e s  as follows, 
D e fin it io n  4.2.2. L T S m  T r a c e s
t r a c e s ( L T S M ) =  { ( a u . . . , a n ) \ 3 ( v a h  G I N I T M i  v a l n E  S T & . v a h  {aiA ^ n) v a ln }
We define the set of divergent traces in L T S m  as follows,
D e fin it io n  4.2.3. D i v e r g e n c e s
D ( L T S m )  =  { t r  | t r  E  t r a c e s ( L T S M ) A 3 ( v a l  E I N I T M ) . ( v a l  1 )}
Finally we relate a sequence of labels to a A M N  statement for sequential composition 
as follows,
D e fin it io n  4.2.4. B y  i n d u c t i o n  o n  t h e  l e n g t h  o f  t r ,  
i f  t r  — () t h e n  ( t r ) b = s k i p
i f  t r  = t U  ( o p e r a t i o n )  t h e n  ( t r ) b =  (t r )b; o p e r a t i o n
4.2.2 C o r re s p o n d e n c e
Recall from Chapter 1, Morgan’s failures-divergences semantics provides definitions for 
identifying a trace of the system, what is meant by a divergent trace and a failure of 
the system. A  trace t r  of the system is one for which ->w p ( ( i n i t ) ^ t r ,  f a l s e ) = t r u e  
where i n i t  is an initialisation statement. The effect of this statement is to check if 
the guards of all individual commands within t r  are met. A  trace is divergent if 
- i w p ( ( i n i t ) ' ~ '  t r , t r u e )  =  t r u e .  The effect of this statement is to check if the precondi­
tions of all individual commands w ithin t r  are met. We must show that every trace
through the labelled transition system is also identified by Morgan’s definitions and 
those traces which end in a divergent state are identified as divergent. Since we restrict 
to commands whose guards are triv ia lly t r u e  we do not need to consider the failures of 
system, and this is discussed in [56].
Firstly, note that by Definition 4.1.1 an operation is executable from any state.
4.2. Correspondence with Morgan’s failures-divergences semantics for action systems
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Lem m a  4.2.1. F o r  a n y  v a i l  € S T f i  t h e r e  i s  a  v a l 2  £ ,S T f i  s u c h  t h a t ,
op
v a i l  — > m  v a l 2
P r o o f .  B y  Definition 4.1.1 either v a i l  =  _L, or v a i l  satisfies a b t ( o p ) ,  or 
[ v a i l ,  p r i m e d ( v a l 2 )] satisfies p r d v a r i a b l e s ( ° p ) -
If [ v a i l ,  p r i m e d ( v a l 2 )] satisfies p r d v A R i A B L E s ( ° V ) then by Theorem 2.5.2(.2),
[ v a l  1, p r i m e d ( y a l 2 )\ must satisfy at least t r m ( o p ) .  We have by definition of t r m  that
t r m ( o p )  = - i a b t ( o p )  hence we have that na il = X , or v a i l  satisfies a b t ( o p ) ,  or v a i l
satisfies ->a b t ( o p ) .
In the case na il = 1  we have by Definition 4.1.1 that (X, o p ,  v a l 2 )  £ — >m  all
v a l 2  £ S T f i .  Hence we have the case. □
The first requirement is that all traces through L T S m  are valid,
T heo rem  4.2.1. T h e  t r a c e s  o f  L T S m  
G i v e n  M  w h e r e  T  i s  t h e  i n i t i a l i s a t i o n  s t a t e m e n t  t h e n  f o r  a l l  t r a c e s  t r ,
t r  €  t r a c e s  ( L T S m ) w p ( T ] ( t r ) i , f a l s e )
P r o o f .  B y  induction on the length of the trace,
Case l(Base Case):
Suppose t r  — {) then we have that () £ t r a c e s ( L T S M )  and clearly - iw p ( T \  (£r)&, f a l s e )  — 
- \ w p ( T ; s k i p ,  f a l s e )  = - > w p ( T ,  f a l s e )  — t r u e  as T  by definition is a noil-guarded state­
ment. Thus the case is true in both directions.
Case 2(Inductive Case):
Assume t r 11 £ t r a c e s ( L T S M )  4+ - iw p ( T \  ( t r n ) b ,  f a l s e )  for all traces t r n  of length n .
Case 2.1 Suppose that t r  =  t r n  " ( o p )  for some operation o p .
We have to show that t r n  " ( o p )  £ t r a c e s ( L T S M )  - > w p ( T \  (t r n ) &; o p ,  f a l s e ) .
If t r n  " ( o p )  £ t r a c e s  ( L T S m ) then t r n £ t r a c e s  ( L T S m )- We apply the inductive hy­
pothesis and derive that ->w p ( T \  (£rn)&, f a l s e )  is t r u e .
Since o p  has no guard, by Definition 2.4.3, w p ( o p ,  f a l s e )  is f a l s e .
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Substituting above gives - iw p ( T \ ( t r n ) b , w p ( o p , f a l s e ) )  is t r u e  which is equivalent to 
~ ' w p ( T \ ( t r n ) b , \  o p ,  f a l s e ) ) .
In the reverse case, if - iw p ( T \ ( t r n ) b , \  o p ,  f a l s e ) )  and as above w p ( o p ,  f a l s e )  is f a l s e  
we have that ->w p ( T ;  ( t r n ) b , f a l s e )  is t r u e .  B y inductive hypothesis we have that 
t r n E t r a c e s ( L T S M ) -  Hence for some v a l  E I N I T m  and v a l n E S T ^  we have that
v a l  f U  v a l n . B y  Lemma 4.2.1 we have that for any v a l n and some v a l n + i ,  v a l n — * m  
v a l n + 1. Hence we have that t r n  ' ~ ' ( o p ) E t r a c e s ( L T S M ) -  □
The following result is used in the proof of Theorem 4.2.2 to identify a starting state 
and a final state for a given non-divergent trace. The lemma applies to divergent traces 
as well, but it does not offer any valuable result because in such cases any final state is 
possible.
Lem m a  4.2.2. S u p p o s e  f o r  s o m e  v a l n  w e  h a v e  t h a t  p r i m e d ( v a l n )  s a t i s f i e s
p r d v A R i A B L E s ( T ;  ( t r ) h ) 
w h e r e  T  i s  a n  i n i t i a l i s a t i o n  s t a t e m e n t .
T h e n  f o r  s o m e  v a l  E I N I T m  w e  h a v e  t h a t ,
i/V
v a l  ==> v a l n 
P r o o f .  By induction on the length of the trace,
Case l(Base Case):
Let t r  — {), then suppose for some v a l n , p r i m e d ( v a l n ) satisfies p r d y A R i A B L E S ( T ;  s k i p ) . 
Then from definition of p r d  we have that p r i m e d ( v a l n ) satisfies,
- i w p ( T \  s k i p ,  V A R I A B L E S  Y  V A R I A B L E S ' )
which is the same as ~ ^ w p (  T ,  V A R I A B L E S  /  V A R I A B L E S ' ) .  Thus by Definition 4.1,3, 
v a l Tl E I N I T m • Thus we have that for some v a l ,
v a l  v a l n
Case 2(Inductive Case):
Suppose for some v a l m , p r i m e d ( v a l m ) satisfies p r d v A R i A B L E s { T ;  (t r m ) b) then for some 
v a l  E I N I T m  we have that,
t r m
v a l  =+> v a l m
Case 2.1:
Let t r  — t r m " ( o p )  for some operation o p .
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Suppose we have that p r i m e d ( v a l n ) satisfies p r d v A R i A B L E s ( T ]  ( t r m ) b ; o p ) .  B y Theo­
rem 2.5.2(.2) we have that,
p r d  VA R I A B L E S  ( T I (t r m ) b \ o p )
=4>
t r m ( T \  ( t r m ) b) =4> 
3 V A R I A B L E S "  . w p ( V A R I A B L E S '  := V A R I A B L E S ' )  p r d V A R I A B L E S ( T \ ( t r m ) b ) )  A 
w p ( V A R I A B L E S  : =  V A R I A B L E S ", p r d  v a r i a b l e s  ( o p ) )
Thus p r i m e d ( v a l n ) satisfies,
Zrra(T; (£rm)&) =>
3 V A R I A B L E S "  . w p ( V A R I A B L E S '  := V A R I A B L E S " , p r d VAR l A B L E s ( T ] ( t r m ) b ) )  A 
w p ( V A R I A B L E S  : =  V A R I A B L E S ",  p r d V A R I A B L E S ( o p ) )
We have that p r i m e d ( v a l n ) satisfies t r m ( T \  (t r m ) b) because the predicate has no free 
names hence needs no evaluation. Thus we have that p r i m e d [ y a l n ) satisfies,
3 V A R I A B L E S " . w p ( V A R I A B L E S '  : =  V A R I A B L E S " ,  p r d V A R I A B L E S ( T - , ( t r m ) b ) )  A 
w p ( V A R I A B L E S  : = V A R I A B L E S " , p r d V A R I A B L E S ( o p ) )  
Thus for some v a l m  we have that, [ p r i m e d  ( p r i m e d  ( v a l m ) ) , p r i m e d ( v a l n )\ satisfies 
w p  ( V A  R I A  B L E S '  : = V A R I A B L E S ' p r d VA R i A B L E s ( T \ ( t r m ) b ) )
and
w p (  V A R I A B L E S  := V A R I A B L E S " , p r d v A R i A B L E s ( o p ) )  
However the predicate w p ( V A R I A B L E S '  := V A R I A B L E S " ,  p r d V A R I A B L E S ( T - , ( t r m ) b ) )  
does not contain the names V A R I A B L E S '  thus we have that p r i m e d ( p r i m e d ( v a l m ) )  
satisfies,
w p ( V A R I A B L E S '  V A R I A B L E S ", p r d V A R I A B L E S ( T - ( t r m ) b) )
Removing the decorations we have that p r i m e d ( v a l m ) satisfies p r d v a r i a b l e s  ( T ; (t r m ) b ) .
So we can apply the inductive hypothesis and derive that for some v a l  £ I N I T m  we 
have that
trm
v a l  = 4  v a l m  
Above we also had that [ p r i m e d ( p r i m e d ( v a l m)), p r i m e d ( v a l n )\ satisfies 
w p ( V A R I A B L E S  : =  V A R I A B L E S " , p r d VAr i a b l e s ( o p ) )
Removing the decorations on v a l m  we have that
[ v a l m , p r i m e d ( v a l n ) \  s a t i s f i e s  p r d  v a r i a b l e s  ( o p )
Op * ,Thus by Definition 4.1.1 we have that v a l m  — v a l n . Thus by definition of ==> we 
have that for some v a l  sucli that v a l  £ I N I T m ,
trm ~{op)
v a l  =4* v a l n
□
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The second theorem shows that a divergent trace in L T S m  is identified as divergent 
accordingly.
Theo rem  4.2.2. D i v e r g e n c e  
G i v e n  M  w h e r e  T  i s  t h e  i n i t i a l i s a t i o n  s t a t e m e n t  f o r  a n y  t r ,
t r  6 D ( L T S m ) -|w p ( T f i t r ) b , t r u e )
P r o o f  By induction on the length of the trace,
Case l(Base Case):
Suppose t r  — ( ) then ()  ^D ( L T S m ) and - > w p ( T \  s k i p , t r u e ) is false as T  by definition 
cannot diverge. Hence, case is true vacuously in both directions.
Case 2(Inductive Case):
Assume t r n £ D ( L T S m ) <=> ~ ' W p ( T \  (t r n ) b , t r u e ) for all traces t r n of length n .
Case 2.1:
Suppose t r  =  t r n " ( o p )  for some operation o p .
We have to show that t r n " ( o p )  £ D ( L T S m ) ~ i w p ( T ’, ( t r n )b', o p ,  t r u e ) .
If t r n " ( o p )  £ D ( L T S m ) then t r n £ D ( L T S m ) or t r n  D ( L T S m ) and for some v a l n
i,7* a opand v a l  £ I N I T m , v a l  =+ v a l n and v a l n — >m  -L. The latter is possible only if v a l n  
satisfies a b t ( o p ) .
Suppose t r n £ D ( L T S m ) then we can apply the inductive hypothesis and conclude
that ~ ' w p ( T \ ( t r n )}} , t r u e ) is true. We have that w p ( o p ,  t r u e )  =+  t r u e  for any
o p  hence we have that w p ( T ; ( t r n ) b ,  w p ( o p , t r u e ) )  =>> w p ( T \  ( t r n ) b ,  t r u e )  from
rules of weakest precondition. Thus we have that ~ ' w p ( T \ ( t r n ) b , w p ( o p , t r u e ) )  V 
w p ( T ] ( t r n ) b ,  t r u e )  and we have -»w p ( T \ ( t r n ) b ,  t r u e ) .  Thus it  must be the case 
that - iw p ( T \  (t r n ) b , w p ( o p , t r u e ) )  which is equivalent to ->w p ( T \  ( t r n ) b \  o p ,  t r u e ) .
Suppose t r n  £  D ( L T S m ) and for some v a l n and v a l  £ I N I T m , v a l  = >  v a l n and 
v a l n satisfies a b t ( o p ) .  Then by applying the negation of the inductive hypothesis we 
have that w p ( T \ ( t r n ) b ,  t r u e )  is true. By Theorem 2.5.2(.l) we can conclude that 
w p ( T \ ( t r n ) b ,  R )  is true for any predicate R .  Let R valn be the least predicate that 
v a l n satisfies. Then w p ( T \  ( t r n ) b ,  R va ln) is true. We have that v a l n satisfies a b t ( o p )  
hence R valn => a b t ( o p ) .  Hence from rules of weakest precondition we have that 
w p ( T \ ( t r n ) b ,  a b t ( o p ) )  is true. This implies w p ( T \  ( t r n ) b ,  = w p ( o p , t r u e ) ) .  Since 
T  and the operations of ( t r n )b  contain no guards we have that the above implies 
- iw p ( T \ ( t r n ) b , w p ( o p ,  t r u e ) )  which in turn is equivalent to - > w p ( T \  ( t r n ) b ; o p ,  t r u e ) .
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In the reverse case , if  ->w p ( T \  (t r n)b; o p ,  t r u e ) is true then,
- iw p ( T ; ( t r n ) b , t r u e )
V
3 V A R I A B L E S ' . N p r d VA R i A B L E s { T - , ( t r n)b) 
w p ( V A R I A B L E S '  := V A R I A B L E S ,  t r m ( o p )))
by negation of .Theorem 2.5.2(.l).
Suppose, - iw p ( T ;  (t r n ) b , t r u e ) is true then we can apply the inductive hypothesis and
t r nconclude that t r n € D ( L T S m )- Thus we have that for some v a l  6 I N I T m , ve i l ==> _L. 
B y  Definition 4.1.1 we have that X  X  hence we have that t r n  o p ) E D ( L T S m )-
Suppose,
3 V A R I A B L E S ' .  -i(p r d v A R i A B L E s ( T \ ( t r n)b) =+ 
w p ( V A R I A B L E S ' V A R I A B L E S , irm(op)))
is true.
By Definition of prd and t r m  we have that,
3 V A R I A B L E S ' . N N ^ w P ( T ; { t r n ) b , V A R I A B L E S  V A R I A B L E S ' ) )  V 
w p ( V A R I A B L E S '  := V A R I A B L E S ,  w p ( o p , t r u e ) ) )  
which is equivalent to 
3 V A R I A B L E S ' . ^ w p { T ; ( t r n ) b , V A R I A B L E S  J  V A R I A B L E S ' )  A 
w p ( V A R I A B L E S '  := V A R I A B L E S ,  ^ w p ( o p ,  t r u e ) )
Thus there is a valuation v a l n such that p r i m e d ( v a l n ) satisfies
- > w p ( T ]  ( t r n ) b , V A R I A B L E S  Y  V A R I A B L E S ' )
and
w p ( V A R I A B L E S '  V A R I A B L E S , ->w p ( o p ,  t r u e ) )
If p r i m e d ( v a l n ) satisfies w p ( V A R I A B L E S '  := V A R I A B L E S ,  - > w p ( o p ,  t r u e ) )  and by 
Theorem 2.5.1 ~ ^ w p ( o p ,  t r u e )  implies a b t ( o p )  we have that v a l n satisfies a b t ( o p )  hence, 
by Definition 4.1.1, v a l n — °%m  X.
Since p r i m e d ( v a l n ) satisfies ~ ^ w p ( T \ ( t r n ) b , V A R I A B L E S  J  V A R I A B L E S ' . )  (which is 
equivalent to p r d v a r i a b l e s  ( T ; ( t r n ) b ) ) ,  we have by Lemma 4.2.2 that for some v a l  E
I N I T m , v a l  ==+ v a l n . Thus we have that v a l  i? = 2^  X. Thus, t r n ^ ( o p )  E D ( L T S m )-
□
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4.3 Linking 7r-calculus and B -M eth od
We define an approach which enables the interpretation of a B  machine as a 7r-calculus 
labelled transition system so that it  can be integrated into combinations w ith 7r-calculus 
processes. The interpretation is achieved through the labelled transition system L T S m  
explained in the previous section. The result of this work naturally extends B  machines 
with instantiation and 7r-calculus dynamic reconfiguration capabilities.
Essentially, we think of a 7r-calculus agent as a client and a given machine M  as a 
server. In that respect, the nature of the 7r-calculus forces us to consider mechanisms 
which solve the following three technical problems.
Firstly, the actions of the 7r-calculus are of higher granularity than the execution se­
mantics of a B  machine operation. The execution semantics of an operation w ith input 
and output
o u t  <—  o p e r a t i o n ( i n )
are that the operation with input i n  executes spontaneously assigning the values to 
the outputs o u t .  However, in the 7r-calculus inputs and outputs execute sequentially. 
Thus, a one to one mapping of action to operation execution as it was adopted for 
combinations with C S P ,  would not work here.
We do not consider machines with input and output, however we must provide a suitable 
base case for an extension later. Thus we take the view that o u t  <—  o p e r a t i o n ( i n ) has 
three stages of execution: the operation selection stage-o p e r a t i o n ( i n ) ,  execution stage, 
and output stage o u t .  As Figure 4.2 shows we have only operation selection followed 
by execution. Our operation selection does not need to consider inputs since our B 
operations do not have inputs and outputs.
Event Based: v a l  —— —- v a k
7r-style: v a l  - ? 2 — v a l  state update
Figure 4.2: Executing an operation in 7r-calculus
Secondly, we must provide a mechanism by which a 7r-calculus agent is only permitted 
to select from a predefined set of operations. Otherwise an agent might request an op­
eration that a machine cannot execute. In a later extension it would also be necessary 
to ensure that inputs to operations are of an appropriate type.
Finally, suppose a system of 7r-calculus agents and machines come into contact with an 
agent that attempts to mimic the services that M  provides to its environment. This 
adds a level of non-determinism which could result in a fault at M ,  because an agent 
of the system might call two operations in sequence hoping that both would be exe­
cuted by M  in sequence, however the first might be picked up by the agent mimicking
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Figure 4.3: Architecture between machines and processes
M . Th is problem is analogous to the well-known print server security example which 
justifies the use of behaviour type systems in 7r [42].
For the reasons above it is essential to adopt a t y p e — s y s t e m  when considering machine/br- 
calculus integration. We use the type-system presented in Chapter 3 which is extended 
here to act over machine agents.
4 .3 .1  T h e  l in k  b e tw e e n  M  a n d  tt
As mentioned above we see a machine M  as a server servicing requests to execute op­
erations. In contrast to the CSP||B architecture the services are offered via a single 
channel from J \ f . We use the name z  to denote this channel for a particular machine. 
We also call z a m a c h i n e  r e f e r e n c e  to an instance of M .  Figure 4.3 shows the process 
topology which we aim to achieve w ith the definitions that follow. The channel z  is 
decorated with type jj V m  which we explain in the following section. To execute an 
operation a given 7r-agent would select the operation by making an appropriate call 
via the channel z .  The instance of M  listening on z  would receive the call and then 
execute the requested operation before it is ready to interact again.
Firstly, we extend the state-space S T f i  adding points of machine activity as follows. 
B E G I N  is the point when M  is not initialised, R E A D Y  is the point when M  is 
ready to execute an operation, and for each operation of M ,  B O D Y o p i , is when o p i  
is being executed. If I S  — { B E G I N ,  R E A D Y , B O D Y o p i , . . .  , B O D Y opn} where 
O P E R A T I O N S  — { o p i ,  . . .  , o p n }  then the extended state-space is given by the 
following definition,
D e fin it io n  4.3.1. S T f i M  =  I S  x S T ^ .
For a given M ,  we define a system of 7r-processes [Js]] M ( z )  where [[■?]] M (z) denotes a 
process abstraction parametrised by channel 2 and s  € S T j M . In Section 4.3.2 we give a 
syntactic definition for the process ^ ( R E A D Y ,  v a l ) } ] M ( z )  for any v a l  and the existing 
transition rules apply. We define [[(B O D Y o p , v a l ) ] ] M ( z )  as a prim itive process with
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transition rules in Section 4.3.3. In the same section we w ill introduce transition rules 
for the prim itive process [ [ ( B E G I N ) ] ]  M ( z ) .  The process is written [ [ ( B E G I N ) ^ M ( z )  
because the state of the variables of M  is not important at point B E G I N . Before we 
proceed to link these agents with a labelled transition system we integrate them into 
the type system of Chapter 3.
4 .3 .2  T h e  7 r-ca lcu lus ty p e -s y s te m  a n d  M
In this section we explain the type fj V m  delegated from the previous section, define 
the agent \ f R E A D Y ,  v a l ) ] ] M ( z )  for any v a l  and give rules for typing machine agents 
l s ] ] M ( z )  where s  £ S T f a M . The reader is also asked to recall the operational semantics 
and type construction of the variant type from Section 3.4.2 and the typing environ­
ment that corresponds to the signature of a machine from Section 2.6.
We translate the O P E R A T I O N S  clause of M  to variant type which is denoted by V m  
for a particular M . This type is used in a typing derivation of a combined B  and 
7r-calculus system. By  giving a machine reference like z the type jj V m  we specify that 
 ^ can be used to send or receive variant labels that correspond to execution calls for 
particular operations. From the point of view of a machine agent the type of z  is i V m  
because it is only permitted to input operation calls on z . From the point of view of 
agents other than M  the type of z is o  V m  because they are only permitted to output 
operation calls on 2.
The following Definition 4.3.2 generates V m  from the signatures of O P E R A T I O N S  of 
M . Since we do not consider I/O  the definition has only one clause.
D e fin it io n  4.3.2. G i v e n  m a c h i n e  M  w h e r e  o p e r a t i o n  i s  d e f i n e d  i n  i t s  O P E R A T I O N S  
c l a u s e ,
o p e r a t i o n - u n i t  £ V m  i f f  o p e r a t i o n  i s  d e f i n e d  i n  S I G ( M )
The type u n i t  denotes the fact that o p e r a t i o n  has no inputs.
E xam p le  4.3.1. C o n s i d e r  m a c h i n e  C l o c k  w h i c h  h a s  t w o  o p e r a t i o n s  t i c k  a n d  t o c k ,
VClock — { t i c k - u n i t , t o c k - u n i t }  
i s  t h e  v a r i a n t  t y p e  c a p t u r i n g  t h e  o p e r a t i o n s  s i g n a t u r e  o f  C l o c k .
The labels that can pass along z of type V c io c k  are thus, t i c k - f a )  to execute t i c k  and 
t o c k - f a )  to execute t o c k .
Any system of agents that might come in contact with the machine on channel z must 
be typeable'w ith z : o V m  in the environment. This ensures that this system only 
outputs on z. Also, no agent can request an operation that M  cannot service as the 
following example shows. (Note that we write typing-derivations as inverted trees with 
the conclusions at the top and the hypothesis at the root.)
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E xam p le  4.3.2. C o n s i d e r  a  t y p i n g  d e r i v a t i o n  w h i c h  f a i l s  b e c a u s e  a  n - a g e n t  i s  a t t e m p t ­
i n g  t o  m a k e  a  C l o c k ,  r i n g .  T h e  i n f e r e n c e  i s  t h a t  o f  t y p i n g  r u l e  T - O J J T .
d e r i v a t i o n  f a i l s
{ Z : o V c i o c k }  R Z '• 0  VClock i z  • O V C l o c k ]  l~ r i n g „ ( * )  : VC lock  { z  : o V C l o c k }  l~ 0
{ z  : o V c l o c k } I- z r i n g - ( * ) . 0
We are now ready to give a syntactic definition of the agent ^ ( R E A D Y , v a l ) ] ]  M  ( z )  for 
any M .
D e fin it io n  4.3.3. F o r  a n y  M ,  v a l  E S T ^ ,  a n d  z ,
[ [ ( R E A D Y ,  v a l ) ] ] M ( z ) =  z ( o ) . c a s e  o  o f
[Zi t> [ [ ( B O D Y o p { l l ) , v a l ) ] ] M ( z ); ... ; 
ln i> l ( B O D Y o p ( l l ) , v a l ) ] ] M ( z ) ]  
w h e r e  [Zi, ... , ln ] — V m  a n d  o p ( l i )  i s  t h e  o p e r a t i o n  t h a t  c o r r e s p o n d s  t o  l a b e l  U.
Thus a machine agent in a R E A D Y  state, awaits the input of an operation call on its 
reference channel and then executes the B O D Y  process that matches the operation call.
We now proceed to give typing rules for machine agents in state B E G I N  and B O D Y  in 
Table 4.1. The significance of channels i n i t M  and d i v  w ill be explained in the following
T b i n i t M  : i  u n i t  V  F  z  : i V u  
T B -B E G IN  T F  [ [ ( B E G I N ) ] ] M ( z )
T F  d i v  : o  u n i t  V  F  z  \ i V m  
T B -B O D Y  T b [ [ ( B O D Y o p , v a l ) ] ] M ( z >
Table 4.1: Machine agent typing rules
section. Note we have not defined a rule for the agent [ [ ( R E A D Y , v a l ) ] ] M ( z ) .  As 
this agent is defined syntactically in Definition 4.3.3 we propose the following typing 
derivation.
P ro p o s it io n  4.3.1. F o r  a n y  M  a n d  v a l  E S T ^  t h e  t y p i n g  d e r i v a t i o n
T b [ [ ( R E A D Y , v a l ) ] ] M ( z )  
h o l d s ,  w h e r e  T(2:) = i V m , F ( d i v )  =  o  u n i t .
P r o o f .  B y  the typing derivation T - I N P ,  followed by T - V A R  and for each l j E V m , 
T B - B O D Y , we have that,
T b K R E A D Y ,  v a l ) ] ] M ( z )  
holds. □
Note that the theorem above also captures that machines only ever input on the machine 
reference channel.
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4.3.3 7r-style o p e ra t io n a l s e m a n t ic s  fo r  M a c h in e s  w ith o u t  I / O
Given L T S m  for some machine M  and channel z with capability i V m , the 7r-style op­
erational semantics of M  are defined in Tables 4.2 and 4.3. Rule R B  — B O D Y  in
_______________ vail yf___
RB-BODY HBODY^,), ™ a)]M (z) I v a l 2 ) ] ] M ( z )  ^ X
Table 4.2: Reductions of M
LB -BEG IN
LB-BO D Ya
LB -BO D Yb  \ ( B O D Y o p { l ) , „ d m M ( z )  ] [ ( R E A D Y , X)]]M {z}
Table 4.3: Labelled transitions of M
Table 4.2 is necessary to ensure that the harmony lemma 3.2.3 extends over machine 
agents which is an important result in the 7r-calculus. We use mainly the rules of 4.3. 
By rule L B  — B E G I N , the agent [ [ ( B E G I N ) ] ]  M  ( z )  can initialise to the machine agent 
[[(R E A D Y , v a l ) ] ] M ( z )  where v a l  £ I N I T m  which can process operation requests. We 
have set this transition to produce a visible i n i t M  action because in our view it is useful 
for the environment to know that a machine has been initialised. In other applications 
this might be unnecessary.
Rule L B  — B O D Y a  corresponds to both divergent and non-divergent state transitions of 
the machine M . The process \ ( B O D Y o p(q, v a l l ) ] ] M ( z )  can evolve to l ( R E A D Y , v a l 2 ) ] ] M (.
by producing a r  if v a i l  -^ -> m  v a l 2 . Note v a l 2  is not the divergent state but a diver­
gence could still have been the cause of this transition (i.e. the system is divergent but 
selects a good final state by chance).
Correspondingly, L B  — B O D Y b  applies to state transitions where the final state is the 
divergent state. We have set this transition to produce a d i v * action.
Note we have not provided transition rules for the agent | ( R E A D Y , v a l ) ] ] M ( z )  for any 
M  where the following result applies.
 — rj  v a l  £ I N I T m  
l ( B E G I N ) i M ( z )  ' m^ ' l ( R E A D Y , v a l ) ] \ M ( z )
-------------------------v a l 1  m l 2 ------------------------- v a l 2  7  X
l ( B O D Y o p y i) , v a l l ) ) ] M ( z ) ^  \(R, v a l 2 ) ] ] M ( z )
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L em m a  4.3.1. F o r  a n y  m a c h i n e  M , s t a t e  v a l  £ S T m  a n d  m a c h i n e  r e f e r e n c e  z ,
1 { R E A D Y ,  v a l ) l M ( z )  <2= bT> l ( B O D Y o p { l ) ,
P r o o f .  B y  definition of =4> we need to consider two transition derivations. The first 
where a  =  z  I , which is inferred using Definition 4.3.3 and rule I N P  where we let
P '  =  c a s e  I o f
[ h > l ( B O D Y o p ( k ) , tiai)]]M (z); ; 
ln > l ( B O D Y o p { h ) , ™ ;)]M (z>]
The second where a  — r  which is inferred using P '  above and Definition 3.4.3. □
In following chapters we w ill state that
K R E A D Y ,  v a l ) ] ] M { z )  - U
in reference to Lemma 4.3.1 because the r  after the 2: I has no significance to our work 
and is simply a product of the variant construct.
By the transitions of Table 4.3 we have introduced an action i n i t M  when a machine is 
initialised. More importantly before evolving to the divergent state a machine produces 
an d i v  action. Normally, divergence in a process algebra is interpreted as total non­
determinism including the possibility of performing an infinite sequence of r  actions. 
Thus, machine divergence in our model is different. In a system of tt agents and ma­
chines, the design decisions we have taken w ill facilitate the identification of a machine 
divergent trace. Thus, we can use traces to reason about machine divergences in tt. 
We have still retained some level of non-determinism however, as a diverging machine 
might still produce a r  instead of the d i v .  The following example should illustrate these 
points with the aid of the C l o c k  machine.
4 .3 .4  E x a m p le s  w it h  m a ch in e  C l o c k
The following diagram visually presents the 7r-style transitions that machine C l o c k  can 
make. We can now use C l o c k  in a tt specification.
E xam p le  4.3.3. C o n s i d e r  t h e  f o l l o w i n g  p r o c e s s  w h i c h  c a n  b e  i n t e r p r e t e d  a s  a n  i n f i n i t e  
s u p p l y  o f  C l o c k  i n s t a n c e s .
M G E N  X  \ ( p  z  : $ V c l o c k ,  i n i t C l o c k  : |ju n i t )
(c r e a t e C l o c k ( z ) . i n i t C l o c k . 0  \ [ [ B E G I N S  G lock( z ) )
T h e  p r o c e s s  i s  r e p l i c a t e d  i n f i n i t e l y .  E a c h  r e p l i c a n t  c a n  c r e a t e  a  n e w  i n s t a n c e  o f  a  C l o c k  
a s  s h o w n  i n  F i g u r e  4 . 5 .  O b s e r v e  t h a t  m a c h i n e  c r e a t i o n  c o r r e s p o n d s  t o  t w o  t r a n s i t i o n s  a s  
i l l u s t r a t e d  i n  F i g u r e  4 - 6 .  A t  f i r s t  o n l y  t h e  c h a n n e l  c r e a t e C l o c k  i s  a v a i l a b l e  w h i c h  o u t p u t s  
a  f r e s h  m a c h i n e  r e f e r e n c e  ( c h a n n e l  z ) .  F o l l o w i n g  t h i s  i n t e r a c t i o n , t h e  e n v i r o n m e n t  
k n o w s  t h e  m a c h i n e  r e f e r e n c e  b u t  i t  c a n n o t  i n t e r a c t  o n  i t  u n t i l  t h e  m a c h i n e  i s  i n i t i a l i s e d ;  
t h e  i n i t i a l i s a t i o n  i s  a c h i e v e d  b y  a  i n t e r n a l  s y n c h r o n i s a t i o n  o n  c h a n n e l  i n i t C l o c k .
[l(
flB
G/J
V)D
(S>
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Figure 4.4: 7r-caleulus style LTS of Clock m achine
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(a) (b) (c)
Figure 4.5: Machine Creation
Figure 4.6: Machine Creation Transitions
The ability to create infinite number of instances of machines is essential to our specifi­
cation style. Therefore, in the final section we proceed to give a general definition and 
prove some results about them.
4.4 Som e resu lts about m achine agents
This section revisits some of the results given in Chapter 3 about the 7r-calculus and 
extends them to processes containing machine agents.
F irs tly  note that the rules of structural congruence extend over machine agents in a 
natural way without the need to give special cases.
E xam p le  4.4.1. F o r  s o m e  tt- c a l c u l u s  a g e n t  D ,
D  | [[(AEG//V)]]m (*> =„ D  | l ( B E G I N ) l M ( z }  | 0
=* D  | [[(B£G/A1]]m (z) | V  «0(0)
=„ (y w ) ( D  | | | 0)
=* ( u  w ) ( D  | [[(Si5G/iV)]M (Z»
66 Chapter 4. Linking the B-M ethod and n-calculus
f o r  s o m e  w  € N  s u c h  t h a t  w  z  a n d  w   ^f n ( D ) .
In view of that any result on the 7r-calculus processes which is not dependent on the 
syntax also applies to processes containing machine agents. One example of such a 
result is the Harmony Lemma 3.2.3 where the processes P  and Q  might contain machine 
agents.
As the Substitution Lemma 3.4.1 and Subject Reduction Theorem 3.4.1 are dependent 
on the syntax we extend them here in Lemma 4.4.1 and Theorem 4.4.1 respectively.
Lem m a  4.4.1. I f ,
1 . r  h p ,
2 . r(a ) = s ,
3 . r  h v  : S  t h e n
r  h p {«/„}.
P r o o f .  B y structural induction on P .
Case l(Base Case):
Case 1.1:
Suppose T b l ( B E G I N ) \ M ( z ) ,  T ( z )  = [j V m  and T  b v  : $ V M -
Then we need to show that F  b \ [ ( B E G I N ) ^ M ( z ) { v / z }  which is true by application 
of rule T B  — B E G I N .
Case 1.2:
Suppose T b [[(BODYop, val)1M (z) ,F(z )  = $VM &nd T b v : $VM-
Then we need to show that F  b  ^ ( B O D Y o p , v a l ) ] ]  M  ( z )  { v  /  z }  which is true by appli­
cation of rule T B  — B O D Y .
Case 1.3:
Suppose T b [ [ ( R E A D Y ,  v a l ) ^ M ( z ) ,  F ( z )  = $ V M  and F  b v f a V M -
Then we need to show that T b ^ ( R E A D Y , v a l ) ] ] M ( z ) { v / z }  which is true by Propo­
sition 4.3.1.
The remaining proof is identical to Lemma 3.4.1. □
We extend the subject reduction theorem where agents P  and P '  might contain machine 
agents.
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T heo rem  4.4.1. I f T  b P ,  a n d  F  i s  c l o s e d , a n d  P  P '  t h e n , 
1 .  i f  a  =  r  t h e n  F  b P ' ,
2 .  i f  a  = a  v  t h e n  t h e r e  i s  a  T  s u c h  t h a t ,
( a )  F  b a  : i T ,
( b )  i f  F  b v  : T  t h e n  P  b P ' .
3 .  i f  ex. = [ y  x  : T ) a v  t h e n  t h e r e  i s  a  T  s u c h  t h a t ,
( a )  F  b a  : o T ,
' (b ) T, x  : T  b v  : T ,
( c )  r ,  X : T  b P * .
P r o o f .  B y  induction on P  P ' .
Case l(Base Case):
Case 1.1:
Suppose r  b [ { ( B E G I N ) ] ) M { z )  w ith F  closed (i.e. F ( z ) ,  F ( d i v )  and F ( i n i t M )  are
defined), by L B  — B E G I N  we have that
l ( B E G I N ) h M ( z ) <n^ *  l ( R E
By rule T B  — B E G I N  we have that F  b i n i t M  : i  u n i t  and we have that T b * : 
u n i t .  B y  Proposition 4.3.1 we have that F  b [[(R E A D Y , v a l ) ] \ M ( z )  holds. Hence case 
holds.
Case 1.2:
Suppose r  b [[(B O D Y o p , v a l ) ^ M ( z )  by L B  — B O D Y a  we have that 
l ( B O D Y op, l ( R E A D Y , v a l 2 ) H M ( z )
By rule T B  — B O D Y  we have that F  b d i v  : o  u n i t  and we have that F  b 
* : u n i t  which is not sufficient however by Proposition 4.3.1 we have that P b 
( { ( R E A D Y , v a l 2 ) ] ] M ( z )  holds already. Hence, case holds.
Case 1.3:
Suppose r  b \ ( B O D Y o p , v a l ) ^ M ( z )  w ith F  closed (i.e. r(z ), r ( d i v )  and r ( i n i t M )  
are defined), by L B  — B O D Y b  we have that
\ [ ( B O D Y op, v a l ) i M ( z )  ^  X)]]M (z)
B y  rule T B  — B O D Y  we have that F  b d i v  : o  u n i t  and we have that F  b * : u n i t  
and by Proposition 4.3.1 we have that F  b [ [ ( R E A D Y , L ) ] ]  M ( z )  holds. Hence, case 
holds.
T h e rem aining proof is identical to  Theorem  3.4.1. □
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4.5 T he M G E N E R A T O R  specification
We define a simple process that we find useful later on in our specifications.
D e fin it io n  4.5.1.
M G E N E R A T O R  X  \ ( v  z  : {j V m x , i n i t M i  : jju n i t )
( c r e a t e M i  ( z ) . i n i t M i .0 | [ [ B E G I N ] ) M i ( z ) )  \
...  i
\ ( u  z  \ jj V M n , i n i t M n : $ u n i t )
(c r e a t e M n ( z ) . i n i t M n .O | ^ B E G I N ) ] M n ( z ) )
w h e r e  M \ , ... , M n a r e  t h e  m a c h i n e s  w e  w i s h  t o  c o n s i d e r  i n  a  s p e c i f i c a t i o n .
Let P  I  x  denote that there exists an ouput action a  with subject x , and a process P '  
such that, P  - U  p ' .
The following lemma shows that M G E N E R A T O R  can output on a c r e a t e M i  channel.
Lem m a 4.5.1. / /M i,  ... , M n a r e  t h e  m a c h i n e s  w e  w i s h  t o  c o n s i d e r  i n  a  s p e c i f i c a ­
t i o n ,
M G E N E R A T O R  J. c r e a t e M i
f o r  a n y  1 < i  <  n .
P r o o f .  We have that,
M G E N E R A T O R
= 7T
G  z : \ \ V M i , i n i t M i  ■ [ju n i t ) (c r e a t e M i ( z ) . i n i t M i .0 | [ [ B E G I N ] M . { z ) )  \ M G E N E R A T O R  
for any 1 <  i  <  n .
By transition rules P A R - L , R E S ,  and P A R - L  we have that
( ( v  z  : jtV m { , i n i t M i  '■ Hu n i t ) (c r e a t e M i ( z ) . i n i t M i .0 | [ [ B E G I N S M . ( z ) )  | 
M G E N E R A T O R )  { c r e a t e M i
□
Lem m a 4.5.2. G i v e n  a  p r o c e s s  P  w h e r e  P  = n  P I  \ M G E N E R A T O R  f o r  s o m e  P I  
a n d  P  p '  f o r  a n y  a  t h e n  P '  = F P 2  | M G E N E R A T O R  f o r  s o m e  P 2 .
P r o o f .  B y case analysis on P  - U  P '  the lemma is triv ia lly  true in each case. □
The following theorem shows that M G E N E R A T O R  is always capable of outputting on 
a c r e a t e M i  channel.
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T heo rem  4.5.1. I f  M \ ,  ... , M n a r e  t h e  m a c h i n e s  w e  w i s h  t o  c o n s i d e r  i n  t h e  s p e c ­
i f i c a t i o n ,  f o r  a n y  t r a c e  t r  i f
M G E N E R A T O R  P '
t h e n  P '  I  c r e a t e M i  f o r  1 < i  <  n .
P r o o f .  Let t r m  be a trace of length m  and let t r  =  t r m  for some m  6 N.
Then we have that,
M G E N E R A T O R  ^  P '
We have that M G E N E R A T O R  = F 0 ) M G E N E R A T O R , then by application of
Lemma 4.5.2 m  times we have that for some P2, P '  = n P 2  \ M G E N E R A T O R .
By rule P A R - R  and Lemma 4.5.1 we have that P '  j. c r e a t e M i  for 1 <  i  <  n .  □
The final result shows that M G E N E R A T O R  is not the cause of machine divergence. 
As Lemma 4.5.2 shows M G E N E R A T O R  always evolves to a process of the form P 2  \ 
M G E N E R A T O R  for any action. B y  performing a transition derivation of a c r e a t e M  i ( z )  
action we can show that the machine that has been created on z is a component of 
P 2  and is accessible by the context. Hence, in general it is not possible to show that 
M G E N E R A T O R  is a machine divergent free system (i.e. it is possible to provide a 
context which executes an operation from a diverging state). The result below resolves 
this problem by ignoring those traces that involve communication between active ma­
chines and the context. Hence in all evolutions of M G E N E R A T O R  that we consider 
the active machines are blocked in a B E G I N  state.
Let r e f  ( P )  denote the set of f r e e  channels in P  that correspond to machine references. 
T heo rem  4.5.2. S u p p o s e  f o r  s o m e  m  6 N,
M G E N E R A T O R  { a u  Qm) p m
s u c h  t h a t  f o r  a l l  i  a n d  j ,  w h e r e  i  <  j  w e  h a v e  t h a t  s u b j ( a i )  ^ r e f ( P j ) .  
T h e n ,  
- ' ( P m  1 d i v )
P r o o f .  By induction on the length of the trace.
Case l(Base Case):
Suppose m  = 0. We have that,
M G E N E R A T O R  Y  M G E N E R A T O R
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where r e f  ( M G E N E R A T O R )  = 0 as there are no free machine references.
We need to show that,
- i ( M G E N E R A T O R  i  d i v )
Which is true as there is no sequence of transition rules that would infer that,
M G E N E R A T O R  A  P '
for any P ' .
Case 2(Inductive Case):
Suppose for some f c e N w e  have that,
M G E N E R A T O R  {oci’A = A  ak)  P k 
such that for all i  and j ,  where i  <  j  we have that s u b j ( a j )  /  r e f  ( P i ) .
Then,
- > ( P k i  d i v )
Let m  =  k  4-1.
We have that M G E N E R A T O R  0 | M G E N E R A T O R  hence by applying Lemma 4.5.2,
k  times we have that for some process P2, P k = n P 2 | M G E N E R A T O R .  Since
r e f  ( M G E N E R A T O R )  = 0 we have that r e f  ( P L )  — r e f ( P 2 ) .
If a k is constrained so that only those actions are allowed for which s u b j ( a k ) fz r e f ( P 2 )  
then there are two remaining possibilities. E ither a k =  t  as a result of some i n i t M i  
interaction or c r e a t e M i  z  from the M G E N E R A T O R  component.
In either case the action is not one where a machine agent in P 2  can move to a 
( B O D Y op( i ) ,  v a l )  state for any v a l  and variant label I. We know that an d i v  is possible
only from one of these states from the rules of Table 4.3. Hence, if P k  P m  where 
for some P3, P m  =7r P 3  | M G E N E R A T O R  we know that -i(P3 J. d i v ) .
We know that -> (M G E N E R A T O R  j. d i v )  from the base case and we know that ->(P3 J, 
d i v ) .  Hence by P A R - L  and P A R - R  follows that
-'(Pm i  div)
□
C h a p t e r  5
C o n s t r u c t i n g  C o m b i n e d  
S p e c i f i c a t i o n s
This chapter uses the 7r-calculus in an applied manner to capture the general character­
istics of the systems we consider. The first section looks at certain properties a process 
must have so that it can control B  machines. The next two sections specify a method 
for constructing such processes using hiding, parallel, infinite replication and the se­
quential constructs of the 7r-calculus respectively. We conclude this chapter by defining 
the term c o n t r o l  s y s t e m  which is the unit of specification in our new tt \ B  framework. 
We also define the property of machine divergence freedom for control systems.
5.1 C om bined specification  in n  and B
5 .1 .1  M e d ia to r s
M e d i a t o r s  are 7r-processes that w ill run concurrently with B  Machines. We think of 
machine instances as being transmitted from one mediator to another throughout the 
evolution of a system. The transmission takes place along designated channels which 
we refer to as c o n t r o l  p o i n t s .  Sim ilar to CSP||B, we aim to develop a structured, and 
compositional framework for verification of machine divergence freedom properties. For 
this purpose we constrain the mobility of machine instances as follows.
Firstly, after passing a machine reference to another mediator, a mediator cannot make 
more operation calls to that machine or pass the reference again. In a system of medi­
ators, if in itia lly  each machine reference is associated with at most one mediator then 
the above property ensures that throughout the evolution of the system each machine 
reference is associated with at most one mediator.
In a closed system of mediators, machine mobility is internalised (in the sense of the 
private 7r-calculus [49, 5]). Mediators only receive machines instances which they do not 
already control as shown in Figures 5.1 and 5.2. In Figure 5.1, control of M  is passed
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Figure 5.1: Dynamic transfer of a machine
from M e d i a t o r l  to M e d i a t o r 2  via the c o n t r o l  p o i n t  so that M  becomes associated with 
M e d i a t o r 2 .  In Figure 5.2, control of M  is passed from M e d i a t o r l  to M e d i a t o r 2  via the 
c o n t r o l  p o i n t  but M e d i a t o r l  retains control of M .  Thus, two mediators are associated 
with M  and this is not allowed. The rest of this section formalises the above.
In a given 7r-calculus agent D , we identify all free channels on which machine instances 
are transmitted as c o n t r o l  p o i n t s .  These channels must obey the following properties 
which are enforced by a type system in Section 5.2.
D e fin it io n  5.1.1. C o n t r o l  p o i n t s
1 . C o n t r o l  p o i n t s  a r e  u s e d  t o  t r a n s m i t  m a c h i n e  r e f e r e n c e s  o n l y .
2 .  C o n t r o l  p o i n t s  a r e  m o n a d i c  c h a n n e l s .
3 .  C o n t r o l  p o i n t s  a l w a y s  t r a n s m i t  t h e  s a m e  k i n d  o f  m a c h i n e .
To help us identify the control points we partition the infinite name space J\f, in three 
parts. The set of all control points is denoted with CV, such that CV C Af. Let CV 
range over c p i  for some appropriate index i .  Then, the set of control points in a given 
agent D , given by f n ( D )  C\CV is denoted with c p ( D ) .  Notice that this set might be 
empty but if it is not, its members are from the free channels in D .  There may be 
hidden channels within D  which also transmit machine references but we do not need 
to take these into account because control points are communication channels between 
mediators.
The set of all machine references is denoted by AAV, such that AAV C Af, and AAV fl
CV =  0. Let AAV range over bi,zi for some appropriate index i. The set of machine
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Figure 5.2: Architecture we want to avoid
references in a given mediator D ,  given by f n ( D )  C \ M H  is denoted w ith m r e f ( D ) .  The 
set A f \ ( C V  U M H )  is denoted by S A f  for standard names. For example, the agent
D  X  a . c p i ( z ) 7 z i  op_{*).0
is a simple process where a  6 S A f ,  c p ( D )  =  { c p \ }  and m r e f ( D )  —  {zi} and in such a 
simple case we w ill normally omit the subscript.
We capture the desired behaviour of mediators using a predicate called m e d i a t o r  p r e d i ­
c a t e  defined below. This predicate addresses certain rely-guarantee style properties on 
the use of channel names. This technique is adopted from [32].
D e f in it io n  5.1.2. A  p r e d i c a t e  M  o m v - c a l c u l u s  a g e n t s ,  i s  a  m e d i a t o r - p r e d i c a t e  i f  w h e n ­
e v e r ,
M ( D )  A D  - U  D '
w h e r e  D  i s  a  tv- c a l c u l u s  a g e n t  t h e n
1 . F o r  a n y  a  € S A f  i f ,
a  — a  w  A w  £  S A f  t h e n  M ( D ' ) ,  
a  — a w  t h e n  w  £  S A f  A M ( D ' ) ,  
a  — a  (v ) t h e n  v  6 S A f  A M ( D ' ) ,
2 .  F o r  a n y  c p  € C V  if ,
a =  c p  z  A ( z  £  M H  A z  m r e f ( D ) )  t h e n  M ( D ' ) ,
a = c p  z  t h e n  z  £  M H  A z ^ m r e f ( D ' )  A M ( D ' ) ,
a = c p  ( z )  t h e n  f a l s e , ( i . e .  i t  i s  n o t  p o s s i b l e )
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3 .  F o r  a n y  z  e  M R  if ,
a  =  z  I t h e n  f a l s e
a  =  z  I t h e n  t r u e  f o r  s o m e  v a l i d  l a b e l  I £ V m  A M ( D ' ) ,  
ct — 'z ( I )  t h e n  f a l s e ,
f .  I f  a  =  r  t h e n  M ( D ' ) .
E xam p le  5.1.1. C o n s i d e r  t h e  f o l l o w i n g  p r e d i c a t e ,
M ( ( v  f ) ( x ( f ) . c p ( z ) . 0)) = t r u e  f o r  a n y  f  £ S N \ { x }
M ( c p ( z ) .  0) = t r u e  
M (  0) = t r u e
M  i s  a  m e d i a t o r  p r e d i c a t e  a c c o r d i n g  t o  D e f i n i t i o n  5 . 1 . 2 .
D e fin it io n  5.1.3. D  i s  a  m e d i a t o r  i f  t h e r e  i s  a  m e d i a t o r  p r e d i c a t e  M  s u c h  t h a t  M ( D )  
h o l d s .
Definition 5.1.3 and 5.1.2 identify the behavioural constraints on mediators. These 
w ill be important later in this chapter when we consider constructing mediators and 
composing them into larger systems. We illustrate the definitions in the following four 
examples.
Firstly, mediators are not permitted to output control points.
E xam p le  5.1.2. C o n s i d e r  t h e  f o l l o w i n g  p r o c e s s  w h i c h  o u t p u t s  a  c h a n n e l  w h i c h  i s  l a t e r  
d e t e r m i n e d  t o  b e  a  c o n t r o l  p o i n t ,  b £ M R .
D  — ( v c p ) ( x ( c p ) . c p { b ) . b  t i c k ( * } . 0 )
D  h a s  n o  c o n t r o l  p o i n t s  i n i t i a l l y  ( c p ( D )  = 0/ b e c a u s e  c p  i s  a  h i d d e n  c h a n n e l .
H o w e v e r ,
D  *-Gp) D l
w h e r e  D \  — c p ( b ) . b  t i c k ( * ) . 0. D \  h a s  a  c o n t r o l  p o i n t  c p .  H o w e v e r ,  D e f i n i t i o n  5 . 1 . 2 ( . l )  
i s  i n v a l i d a t e d  b e c a u s e  w h e n e v e r  a  =  a  ( v )  t h e n  v  £ S N .  T h e r e f o r e ,  D  i s  n o t  a  m e d i a ­
t o r .
The framework proposed in this thesis does not allow dynamic communication of the 
control points. Thus, in addition to disallowing the output of control points, we also 
disallow the input of control points, which is why Definition 5.1.2(.l) contains an as­
sumption that w  £ S N  in the case a  — a  w .  This assumption is formally justified 
when we consider constructing mediators in Section 5.2. The constraint on control 
points ensures that throughout the evolution of a mediator its set of control points can 
only decrease. Proposition 5.1.1 below establishes that the set of control points can 
only decrease by considering the remaining actions by which a mediator can evolve.
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P r o p o s i t i o n  5 .1 .1 . For any a  and agent D , if  D is a mediator and D  - —>• D' then 
cp(D')  C  cp(D).
Proof. A ssum e D  is a  m ed ia to r  th e n  th e re  is a  m ed ia to r p re d ic a te  M .  A ssum e th a t ,  
D D'.
C ase 1: F or any  a =  x v  w here  x £  Af an d  v £ Af by  D efin ition  5 .1 .2 ( .l)  v £  SAf  
or by  D efin ition  5.1.2(.2) v £  AAV hence  v CV. F rom  L em m a 3.2.1 we have th a t  
fn(D')  C f n ( D ) U { v } .  I t ,  follows th a t  fn(D')C\CV  C  (fn (D )U {v })D C V .  However since 
v £  CP, {v]C\CV = 0. H ence, (fn (D )U {v})C \C V  — fn(D)r\CV.  T h u s , cp(D')  C cp(D).
C ase 2: For any  a  =  x (v) w here  x £  Af  a n d  v £  Af by D efin ition  5.1.2 v £  SAf. 
F rom  L em m a 3.2.1 we have th a t  fn(D')  C  fn (D )  U {fa}. I t , follows th a t  fn (D ')  fl CV C 
(fn(D )U { v } )  f)CV. However, since v ^  CP, { v } D C V  =  0. H ence, ( fn (D )U {v } )D C V  =  
fn (D )C \C V .  T h u s , cp(D')  C  cp(D).
C ase 3: F o r any  o th e r  a  n o t covered by  p rev ious cases. F rom  L em m a 3.2.1 we have 
th a t  fn(D')  C  fn (D ).  H ence, it  follows th a t  fn(D')  n  CV C fn (D )  fl CV. H ence, 
cp(D') C  cp(D).
□
Secondly, n o te  th a t  in  th e  case a = c p  z  of D efin ition  5.1.2, th e  c o n tin u a tio n  m ed ia to r 
c an n o t refer to  th e  z  m ach ine  reference (z m ref(D')).  T h is  c o n s tra in t ensures th a t  
a  m e d ia to r is allow ed to  o u tp u t  a  m ach ine  reference on ly  once (un less th e  m ed ia to r 
in p u ts  th e  m ach ine  reference back  in  a  la te r  in te rac tio n ).
E x a m p le  5 .1 .3 .  Consider the following process where cp £  CV. The process inputs a 
machine reference b and then evolves to a concurrent system of two processes trying to 
output the machine reference.
D =  cp(b).(cp(b ) .0 | cp(b).O)
After performing the trace (cp z, cp z),  D progresses to D 2 == (0 | cp(z).O) where 
z  £  m ref(D 2) and this invalidates Definition 5.1.2(.2). Therefore, D  is not a mediator.
In  th e  exam ple  above D can  o u tp u t  a  m ach ine  reference tw ice. If  a  m ed ia to r is p e r­
m itte d  to  o u tp u t  th e  z  channel m ore  th a n  once th e n  we can n o t g u a ra n te e  th a t  only  
one m ed ia to r  is com m u n ica tin g  to  th e  m ach ine  a long z a t  any  one tim e  th ro u g h o u t th e  
evo lu tion  of a  sy stem  of m ed ia to rs .
If  no m ed ia to r is p re p a re d  to  o u tp u t  a  m ach ine  reference m ore  th a n  once th e n , in 
a  sy s tem  of m ed ia to rs , no  m ed ia to r can  in p u t a  p a r tic u la r  m ach ine  reference m ore  
th a n  once. T h is  ju stifies  th e  a ssu m p tio n  z  /  m ref(D )  in  th e  case a  =  cp z  o f Def­
in itio n  5.1.2(.2). T h e  assu m p tio n  is fo rm ally  ju stif ied  w hen  we consider co n stru c tin g  
m ed ia to rs  in  S ection  5.2.
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E x a m p le  5 .1 .4 . Consider the following process, which inputs two machine references 
in sequence and then outputs them.
D — cp(b).cp(c).cp(b).cp(c).  0
D is not a mediator if the following is permitted to occur,
D  -2-4 D' T -4  cp(z).cp(z).0
This is because cp (z ) .cp (z ) .0 is not a mediator as discussed in the previous example. 
However, Definition 5.1.2 is vacuously true if the z  channels are the same. Hence, 
we do consider D to be a mediator under the assumption that the two z  channels are 
different.
F u rth e rm o re , th e  c o n s tra in t in  D efin ition  5.1.2(.2) ensures th a t  m ed ia to rs  c a n n o t m ake 
o p e ra tio n  calls on a  m ach ine  a fte r o u tp u ttin g  its  reference.
E x a m p le  5 .1 .5 . Consider the following process, which accepts any machine reference 
z over control point cp and then concurrently executes two sub-processes which interact 
on a hidden channel d.
D — cp(b).(y d)(b tick-(*).d.O \ d.cp(b).0)
Suppose D performs a cp z  action for  some machine reference z to process D ' . Then 
the observable execution of D' is such that ~z tickJffi) always occurs before cp z because 
of the synchronisation on the hidden d. D is therefore, a valid mediator. Note however, 
if the process had been defined so that b tick—(*) is placed after the d, then it would 
not be a valid mediator.
In  th e  above exam ple if D  h a d  been  defined so th a t  b tickJffi) is p laced  a fte r th e  d, 
d u rin g  th e  evo lu tion  of D, cp z  m ay  occur before th e  z  tick- ( *) for som e m ach ine  ref­
erence 2 . I f  t h a t  h a p p e n s  th e n  we can n o t g u a ran tee  th a t  th e  o p e ra tio n  w ill b e  execu ted  
correc tly  because  th e  en v iro n m en t has access to  th e  2 channel a n d  m ay ex ecu te  its  ow n 
o p era tio n s before D.
All th e  exam ples above serve to  h igh ligh t th e  co n s tra in ts  we p lace on m ed ia to rs . W e 
have p laced  a  re s tric tio n  on com m u n ica tin g  con tro l p o in ts  so th a t  it  m akes i t  easier to  
iden tify  w here m achines com e in  co n tac t w ith  m ed ia to rs . W e also p lace  a  re s tr ic tio n  
on th e  com m unication  of m ach ine  references. T h is  c o n s tra in t ensures th a t  on ly  one 
m ach ine reference can  b e  asso c ia ted  w ith  a  p a r tic u la r  m ed ia to r a t  any  one tim e. I t  
enables us to  iden tify  if a  given m ed ia to r  D  is consis ten t for execu ting  B M achines 
w ith o u t hav ing  to  consider th e  env ironm en t. C onsidering  m ed ia to rs  a n d  th e ir  associ­
a te d  m achines in  th is  way m ean s th a t  we can  prove consistency  co m positiona lly  for 
large system s b u ilt from  m an y  m ed ia to rs  as we shall see in  C h a p te r  6.
T h e  following p ro p o sitio n  sum m arises som e basic  re su lts  a b o u t th e  se t o f m ach ine  
references th ro u g h o u t th e  evolu tion  of a  m ed ia to r.
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P r o p o s i t i o n  5 .1 .2 .  Given any mediator D , suppose D — * D ',
1. if  a  =  cpz for some control point cp, cp £  cp(D), and machine reference z, 
z  £  m ref(D ), then mref(D')  C  (mref ( D ) \ { z } ) ,
2. if  a  =  cp z  for some control point cp, cp £  cp(D), and machine reference z, 
z  £  M R ,  then m ref(D ')  C  (m ref(D ) U {2 }),
3. in all other cases m ref(D ')  C m ref(D ).
Proof. C onsider p ro p o sitio n  5 .1 .2 ( .l) . B y  L em m a 3.2.1 we have th a t  fn (D ')  C  fn(D).  
Hence f fn (D ')  D M R ) \ { z }  C  ( f n ( D ) D M R ) \ { z } .  B o m  D efin ition  5.1.2.2 we have th a t  
z  m ref(D').  H ence z  fn(D') P \M R .  H ence, ( f n ( D ' ) n M R ) \ { z }  =  (fn(D')  P M R ) . 
T herefo re , (fn(D') fl M R )  C  (fn (D ) P  jW7£)\{2:} from  w hich it  follows d irec tly  th a t  
mref(D')  C  (mref ( D ) \ { z } ) .
C onsider p ro p o sitio n  5 .1 .2(.2). B y  L em m a 3.2.1 we have th a t  fn (D ')  C  fn (D )  U { z } .  
H ence, (fn(D') fl M R )  C  ((fn(D)  U {2:}) f! M R )  an d  ((fn(D)  U {2:}) Pi M R )  =  
((fn(D)  n  M R )  U {*}). T herefo re , (fn(D' Pi M R ) )  C ((fn(D)  p  M R )  U { z } )  from  
w hich  it  follows d irec tly  th a t  mref (D 1) C  m ref(D )  U { z } .
C onsider p ro p o sitio n  5 .1 .2(.3). B y  L em m a 3.2.1 we have th a t  fn (D ')  C  fn (D )  or 
fn(D')  C fn (D )  U {a }  for som e a f  M R .  W e check th e  second b ra n c h  becau se  i t  
includes m ore  nam es. (fn(D')  P  M R )  C  ((fn(D)  U {a}) P  M R ) .  A gain  it  follows th a t  
((fn(D)  U {a}) P  M R )  =  (fn(D)  P  M R ) .  T herefo re , (fn(D') P  M R )  C  (fn(D)  P  M R )  
from  w hich it  follows d irec tly  th a t  m ref(D ')  C  m ref(D ).  □
T h e  following L em m a estab lishes th e  basis  for u sing  s tru c tu ra l congruence  on  m ed ia to rs . 
W e a im  to  show  th a t  given a  m e d ia to r  D i,  if D\ D2 th e n  D 2 is a  m ed ia to r. In  p rov ing  
th is  a n d  o th e r  th eo rem s a b o u t m ed ia to rs  we a d o p t th e  following genera l app roach . D  is 
a  m ed ia to r  hence th e re  is a  m ed ia to r  p re d ic a te  M  such th a t  M (D )  ho lds an d  from  th e  
defin ition  of m ed ia to r p red ica tes  above we have th a t  if D \ - N  £)[ th e n  u n d e r ce rta in  
con d itio n s on  a  by  D efin ition  5.1.2, M (D [)  holds. W e are  req u ired  to  find  a  m ed ia to r 
p re d ic a te  M '  for w hich M ‘(D2) ho lds. A n  M '  is co n s tru c te d  by  ad d in g  every process 
t h a t  is s tru c tu ra lly  co n g ru en t to  a  p rocess for w hich M  gives tru e . W e lin k  betw een  M  
a n d  M '  u sing  resu lts  a b o u t s tru c tu ra l  congruence  such as th e  H arm o n y  L em m a 3.2.3 
on  page  36. In  show ing th a t  M '  is indeed  a  m e d ia to r  p red ica te , as F ig u re  5.3 show s, we 
essen tia lly  com plete  a  sq u are . If  M '(D 2) ho lds th e n  th e re  is a  D\  such  th a t  D2 = n D\ 
a n d  M (D \)  is tru e , if D 2 th e n  D\  -% • D[ for som e D( such  th a t  D( = w D'2. W e
know  th a t  M (D ()  is tru e , hence  we can  lin k  back  a n d  say  th a t  M'(D'2) is tru e .
A n im p o r ta n t p o in t to  n o te  is th a t  in  a  m e d ia to r such  as [a — o\tt.D i for som e prefix  
7r th e  n am e  a is n o t a  m ach ine  reference (i.e. a M R ) .  T h is  is becau se  all m ach ine 
references are  fresh  w henever th e y  a re  received so processes of th e  above form  are  n o t 
useful. For exam ple, consider th e  tra n s itio n s  of cp(a).[a — b f i .D i ,  i t  is never going to  
be  th e  case th a t  th e  a a n d  b m a tch . C orresp o n d in g ly  w henever we derive D \ = % D2,
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F ig u re  5.3: S im ple p ro o f m e th o d  for m ed ia to rs
th e  ru le  S C  — M A T  is never u sed  w ith  m ach ine  references. F or exam ple we do n o t 
w an t a  case [a =  a]ri operation-fa).D\ = n r i operation-fa).D\  w here  a €  A41Z. As a 
re su lt th e  following p ro p e rty  ho lds w hich is used  in  th e  p ro o f of L em m a 5.1.2.
L e m m a  5 .1 .1 . Given mediator D\ if D\ D2 then m ref(D \)  =  m ref(D 2).
Proof. B y  P ro p o sitio n  3.2.1 if D\ D2 can  b e  derived  w ith o u t S C  — M A T  th e n  
fn (D \) =  fn (D 2). m ref(D i)  =  m ref(D 2) follows d irec tly  from  fn (D \)  =  fn (D 2) since 
m ref(D i)  =  (fn(D\)  fl MTZ) a n d  m ref(D 2) =  (fn(D2) fl M1Z).
In  th e  case [a =  afa.Di  =  n.Di, fn([a  =  a]7r.D i) =  {a} U fn fa .D i) .  W e know  th a t  
a ^  M .V  hence mref([a  — afa.Di)  =  (({a}  U fnfar.Di)) D A4TZ) =  (fnfa .D i) nA47Z). 
m reffa .D i)  — (fnfa .D i) C\A4fZ) so mref([a — a]7r.Di) =  mreffar.Di). □
A g ram m ar for sequen tia l m ed ia to rs  is given in  th e  n e x t section  w here  [a =  afa.Di 
w here a E M7Z  is o m itted  form ally.
L e m m a  5 .1 .2 . Given mediator D \ if  Di D 2 then D 2 is a mediator.
Proof. Di is a  m ed ia to r hence th e re  ex ists a  m ed ia to r p red ica te  M  such  th a t  M ( D i)  
holds. W e need  to  show  th a t  th e re  is a  m ed ia to r p red ica te  M '  such th a t  M '(D 2) holds.
C onsider th e  following p re d ic a te  defined for any  D 2,
M '(D 2) 4  ( 3 D i . D i = „ D 2 A M (D i))  
W e need  to  show  th a t  M '  is a  m e d ia to r  p red ica te .
(5.1)
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ft
A ssum e th a t  M '(D 2) is t ru e  a n d  D 2 — > D2. T h e n  since M '(D 2) is tru e , by E q u a ­
tio n  5.1, we have th a t  3 D \.D \  = n D 2 A M {D \) .  T h e n  since D2 - 2  D2 a n d  Di = F D2 
by H arm o n y  L em m a 3.2.3 we have th a t  D\ - U  D[ such  th a t  a  =  p  a n d  D( = n D2 for 
any  a.
T h u s , case analysis on  P for each  of th e  categories of D efin ition  5.1.2 we id en tify  th e  
following:
S ince we have th a t  a  — p  an d  by  L em m a 5.1.1, m ref(D 2) =  m ref(D i)  we conclude 
t h a t  a  sa tisfies th e  sam e co n d itions as p.
C ase 1:
S up p o se  p  =  cp z  w here  cp £ CV  a n d  2 £ M H  an d  z  ^  m ref(D 2).
T h e n  a  =  cp z  a n d  since m ref(D 2 ) =  m re /(D i) ,  we have th a t  z m ref(D{).  T h u s,
M (D i)  is t ru e  a n d  D\  ^ - 4  D[ w here  ^ £ M H  a n d  2 m ref(D i)  so by  D efin ition  5.1.2, 
M (D [)  is tru e . Since, M (D [)  t r u e  an d  D[ D 2 by  E q u a tio n  5.1, M '(D '2 ) is tru e .
H ence, we have show n th a t  if M '(D 2 ) is t ru e  a n d  D 2 D 2 w h ere  cp £ CV an d  
2: 6  M H  a n d  2: ^  m ref(D 2) th e n  M '(D 2) is tru e .
C ase 2:
S up p o se  P  =  cp(z ) w here  cp £ CV.
T h e n  a  — cp(z)  a n d  by  ap p ly in g  D efin ition  5.1.2 we have th a t  M  is n o t a  m ed ia to r 
p red ica te . T h is  is a  co n trad ic tio n  of th e  h y p o th esis . H ence it  is n o t  th e  case th a t  
D2 - 2  D2 a n d  th e  case is t r u e  vacuously.
T h e  p ro o f of every  o th e r  case a  w hich satisfies th e  cond itions in  D efin ition  5.1.2 is sim i­
la r to  th e  above cases so th a t  M '(D 2 ) ho lds can  b e  derived  or th e  case is t r u e  vacuously.
T h u s  M '  is a  m ed ia to r p red ica te . □
5.2 C onstructing a m ediator
In  th e  p rev ious sec tion  we iden tified  th e  b eh av io u r th a t  7r-calculus ag en ts  m u st have in  
o rd e r to  o p e ra te  in  p ara lle l w ith  m achines. W e re fe rred  to  th e se  agen ts as mediators. 
T h e  following tw o sections offer th e  basis  for c o n s tru c tin g  m ed ia to rs  from  th e  7r-calculus 
sy n tax .
80 Chapter 5. Constructing Combined Specifications
M'
5 .2 .1  M e d i a t o r s  w i t h  p a r a l l e l ,  h i d i n g  a n d  i n f i n i t e  r e p l i c a t i o n
We p resen t th ree  re su lts  w hich en su re  th a t  m ed ia to r p ro p e rtie s  are  p reserved  th ro u g h  
th e  in tro d u c tio n  of h id ing , para lle l, an d  in fin ite  rep lica tio n  op era to rs .
T h e  first re su lt of th is  section  show s th a t ,  re s tr ic tin g  nam es from  ( S N  U CV ) in  a  
m ed ia to r p ro d u ces a n o th e r m ed ia to r. I ts  p ro o f follows a  sim ilar p a tte rn  to  th a t  of 
L em m a 5.1.2 in  w hich we c o n s tru c t a  m ed ia to r  p red ica te  M '  from  th e  m ed ia to r p red i­
ca te  M  w hich d e te rm in es th a t  D  is a  m ed ia to r a n d  t r y  to  show  th a t  M '  is a  m ed ia to r 
p red ica te . As F ig u re  5.4 show s, th e  se t o f agen ts w hich sa tisfy  M '  co n ta in s  th e  se t of 
agen ts w hich sa tisfy  M .  In  a d d itio n , M '  con ta in s th e  se t o f agen ts  from  M  each con­
s tru c te d  w ith  (v a) in fro n t, for any  a 6  ( S N  U CV). T h is  is because , as th e  d iag ram  
show s, an  agen t D 2 from  M '  can  execu te  a  p  ac tio n  w hich essen tia lly  opens th e  b o u n d  
nam e, so th e  re su ltin g  agen t is D[,  an  agen t for w hich M  ho lds (ru le  OPEN  33). In  all 
o th e r tra n s itio n s  (re su ltin g  from  ru le  RES)  th e  n am e rem ains h id d en  th u s  th e  re su ltin g  
agen t D2 rem ains in  M b
L e m m a  5 .2 .1 . If D is a mediator then for any a £  (S N c C V ) ,  (v a)(D) is a mediator.
Proof. A ssum e th a t  D  is a  m ed ia to r, an d  a £  (S N u C V ) .  T h e n  th e re  ex ists  a  m ed ia to r 
p red ica te  M  such  th a t  M (D )  holds.
W e w an t to  find a  m ed ia to r p red ica te  M '  such  th a t  M '((v  a)(D))  holds.
C onsider th e  following M' for any  D 2 a n d  a £  ( S N  UCV).
M '(D 2) =  (M (D 2) V 3 D 1 .M (D i)  A (v  a)(Z>x) =  (5.2)
W e need to  show  th a t  M '  is a  m ed ia to r p red ica te .
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A ssum e th a t  D2 - 2  D '2 A M '(D 2). T h en , M (D 2) or 3 D i .M (D i)  A (v  a)(D{) — D2 
for a e  (SAf U CV).  W e only  need  to  consider th e  3 D i.M (D±)  A (v a)(D i)  =  D2 
b ra n c h  because, we a lread y  know  th a t  if M  (D2) is t ru e  th e n  D 2 is a  m e d ia to r  a n d  M '  
is th e  sam e as M .
C ase 1:
S up p o se  (3 =  c (a )  for som e channel c.
T h e n  from  tra n s it io n  ru le  O PE N  we derive t h a t  if,
d M d ’2
then
Di - U D [
w here  (v a)(D \)  — D 2 an d  D[ — D2.
C ase 1.1:
S up p o se  c E SAf  an d  a E SAf.
T h e n , since M (D \)  is t ru e  a n d  D\ - U  D(  we have th a t  M (D ()  is t ru e  by  D efini­
tio n  5.1.2. Since, M (D ()  is t ru e  a n d  D( — D 2 we have th a t  M '(D 2) is t ru e  by E q u a ­
tio n  5.2.
T h u s , M '(D 2) is t ru e  a n d  D 2 2 -1  for som e c E SAf  an d  a E SAf  im plies M '(D 2) is 
tru e .
C ase  1.2:
S up p o se  c E SAf  an d  a E CV.
T h e n  by  ap p ly in g  D efin ition  5.1.2 we have th a t  M  is n o t a  m e d ia to r  p red ica te . T h is
is a  co n trad ic tio n  of th e  h y p o th esis . H ence i t  is n o t th e  case th a t  D 2 2 2  D2 an d  th e  
case is t ru e  vacuously.
C ase 1.3:
S up p o se  c E CV  or c E A47Z. 
follows a  sim ilar a rg u m en t to  case 1.2.
C ase 2:
For any  o th e r (3 n o t covered by  Case 1 above.
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In  all cases below , from  tra n s itio n  ru le  RES,  we have th a t  if
d 2 - + d ^
th en
D i - + D [
w here fa a )(D \)  =  D2 an d  fa a)D[ =  D'2.
In  ad d itio n  we know  th a t  3 D \ .M (D \)  A fa a)(D\) =  D2 from  th e  hypo thesis .
In  all cases below  by th e  side cond ition  of RES  we have th a t  a £  {c, cp}.
C ase 2.1:
S uppose  (3 — c v for som e c £  SAf  a n d  v £  SAf.
T h e n  from  D efin ition  5.1.2 app lied  to  D\  i t  follows th a t  M (D [)  is tru e . Since fa a)D{ =  
D '2 by E q u a tio n  5.2 we have th a t  M'(D'2) is tru e . T h u s, we have th a t  M '(D 2) is t ru e  
and  D 2 for som e c £  SAf  a n d  v £  SAf  im plies M '(D 2) is tru e .
C ase 2.2:
S uppose  (3 =  cv  for som e c £  SAf.
T h e n  from  D efin ition  5.1.2 app lied  to  D\  follows th a t  v £  SAf  a n d  M (D ()  is tru e . 
Since fa a)D[ =  D2 by E q u a tio n  5.2 we have th a t  M '(D 2) is tru e . T h u s , we have th a t  
M '(D 2) is tru e  an d  D 2 > D2 for som e c £  SAf  im plies v £  SAf  a n d  M '(D 2) is tru e .
C ase 2.3:
S uppose  (3 =  c(v)  for som e c £  SAL an d  a fa v.
S im ilar to  C ase 2.2 above we can  conclude th a t  M '(D 2) ho lds a n d  D 2 c-^-l D2 for som e 
c £  SAf  im plies v £  SAf  a n d  M '(D 2) holds.
C ase 2.4:
S uppose  (3 =  cp z  for som e m ach ine  reference z m ref(D 2) an d  cp £  CV-
T h e n  z ^  m ref(D \)  because  D2 =  fa a)(D i).  W e have th a t ,  M (D \)  is t ru e  an d
Di ^-4  £)' hence from  D efin ition  5.1.2, M (D [)  is tru e . Since, M (D {)  is t ru e  an d  
fa a)D( =  D2 by E q u a tio n  5.2 we have th a t  M '(D 2) is tru e . T h u s , we have th a t
M '(D 2) is tru e  a n d  D 2 D 2 for som e m ach ine  reference z fz m ref(D 2) an d  cp £  CV  
im plies M '(D 2) is tru e .
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C ase 2.5:
S u p p o se  P = c p  z  for som e cp E CP.
B y D efin ition  5.1.2 we have th a t  M (D i)  is t r u e  an d  D\ D[  im plies 2: f  mref (D() 
a n d  M (D {)  is tru e . T h e n  since, [v  a)D[ — D2 a n d  2: m ref(D {)  we have th a t
2: m ref(D 2). S ince, M (D [)  ho lds an d  (y a)D[ =  D2 by  E q u a tio n  5.2 we have th a t
M '(D 2) holds. T h u s , we have th a t  M '(D 2) is t r u e  a n d  D 2 D 2 im plies M '(D 2) is 
t ru e  a n d  2: /  m ref(D 2).
C ase 2.6:
S u p p o se  P =  cp (z ) for any  z.
T h e n  from  D efin ition  5.1.2 we have th a t  M (D {)  ho lds a n d  D\ CV~ J )  im plies false. 
So M  is n o t a  m e d ia to r  p re d ic a te  w hich  is a  co n trad ic tio n . H ence it  is n o t th e  case 
th a t  P — cp (z ) in  D2 D2.
C ase 2.7:
S u p p o se  P — z  I for som e m ach in e  reference z  for som e valid  lab e l I.
S im ilar to  C ase  2 .6 .
C ase  2.8:
S u p p o se  P — z I for som e m ach in e  reference 2: for som e valid  labe l I.
T h e n  from  D efin ition  5.1.2 we have th a t  M (D \)  ho lds a n d  Di 5-L D[ im plies M (D ()  
is tru e . Since, M (D {)  is t ru e  a n d  (y a)D[ — D 2 by  E q u a tio n  5.2 we have th a t  M '(D 2)
is tru e . T h u s , we have th a t  M '(D 2) is t ru e  a n d  D2 — > D2 im plies M '(D 2) is tru e . 
C ase  2.9:
S u p p o se  P =  z{l)  for som e m ach in e  reference 2: for som e valid  lab e l I.
S im ilar to  C ase 2 .6 .
C ase 2.10:
S u p p o se  P — r .
F ro m  D efin ition  5.1.2 we have th a t  M (D \)  is t ru e  an d  D\  —L+ D( im plies M (D [ ) is 
tru e . W e have th a t  M (D {)  is t ru e  a n d  D\ D( hence M (D {)  is tru e . S ince, M (D [)  
is t ru e  a n d  (u a)D[ =  D 2 b y  E q u a tio n  5.2 we have th a t  M '(D 2) is tru e . T h u s , we have 
show n th a t  for an y  D2 if M '(D 2) is t ru e  a n d  D 2 — D 2 th e n  M '(D 2) holds.
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T h u s  M '  is a  m ed ia to r p red ica te . □
T h e  second re su lt show s th a t  p lac ing  tw o m ed ia to rs , th a t  a re  d is jo in t on th e ir  m ach ine 
references, in p ara lle l y ields a  b igger m ed ia to r.
L e m m a  5 .2 .2 . For any mediator D\ and mediator D 2 such that mref (D{)r\mref (D2) =  
0 we have that D\ \ D2 is a mediator.
Proof. A ssum e th a t  D\  is a  m ed ia to r, D 2 is a  m ed ia to r a n d  m ref(D \ ) D m ref(D 2 ) =  0. 
T h u s  by D efin ition  5.1.3 we have th a t  th e re  are  m ed ia to r  p red ica tes  M \  an d  M2 such  
th a t ,  M \(D \)  an d  M2 (D2 ) hold . W e need  to  find  a  m ed ia to r  p red ica te  M '  such  th a t  
M '(D i  | D2) holds.
C onsider th e  following p red ica te  for any  D 3,
M'(D3) = 3D4,A>.(Mi(D4) a a
m ref(D f)  H m ref(Df) — 0 A
(D3 =  DA I D5 V (5.3)
3 . a\ , . . .  a i^. (Qrj, • • • j U71 G SAf  A 
D3 =  (v  a i , . . .  , a n)(D 4 \ D 5))))
T h e n  th e  goal is to  show  th a t  M '  is a  m ed ia to r  p red ica te .
A ssum e M '(D 3 ) th en ,
3 D4, D$.(M i(Da) A M2 (DJ) A
m ref(D 4) fl mref(D§) =  0 A 
(D3 — D4 I D$ V 
3 . a\ , . . .  Oji . (a~i, . . .  , Oji E SAf  A
D3 — (v  a i, . . .  , a n)(D 4 j D 5))))
A ssum e th a t  D3 - 2  for any  p.
F irstly , consider each P w ith  th e  M i(D f)  A M2 (D3) A m ref(D 4) n  mref(D§) — 
0 A D3 =  Da I D§ b ran ch  of 5.3.
(In  th e  in te re s t o f b rev ity  we consider only th e  tra n s itio n  ru les PAR-L, COMM-L  an d  
CLOSE-L  in tro d u ced  in T ab le  3.2 on page 33 w here th e  left agen t in itia te s  an  in te rac ­
tion . T h e  p ro o f for PAR-R, COMM-R  an d  CLOSE-R  a re  sym m etrica l.)
C ase 1:
A ny p  such th a t  P A  T-
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F rom  ru le  PAR-L  we can  infer th a t  if,
Dt  | D 5 - + D ' i  | D 5
w here  D ^ ~ D '4 \ D$ th en ,
D i - ^ D ' i
C ase 1.1:
S u p p o se  (3 =  cp z  for som e co n tro l p o in t cp a n d  z <? mref (D/).
Since z ? m ref(D /)  a n d  D3 =  D4 \ we have th a t  z <£ m ref(D 4) a n d  z ^  m ref(D 5). 
W e have th a t  mref (D fanm ref (D5 ) =  0 a n d  z m ref(D 5) an d  by  P ro p o s itio n  5.1.2 th a t  
m ref(D 4) C (m ref(D 4) U {z}) h ence  m ref(D 4) fl m re /(D 5) =  0. W e have th a t  M i(D 4)
is tru e , a n d  _D4 D 4 for som e cp E CV a n d  z /  m re /(D 4) hence  by  D efin ition  5.1.2, 
i t  is th e  case th a t  MfaD'/) is tru e . Since D '3 — D 4 | D 5 by  E q u a tio n  5.3 we have th a t  
is tru e .
T h u s , if M '(D 3) is t ru e  a n d  D 3 33-4 o r som e cp E CV an d  z ? m ref(D 3) th e n  
M '(D /)  is tru e .
C ase  1.2:
S u p p o se  f3 =  ~cp z  for som e co n tro l p o in t cp a n d  z E m ref(D 3).
Since mref (D 4)  fl mref(D§)  =  0 a n d  D 4 33-4 D4 we have th a t  z /  rnref(D/). B y  P ro p o ­
s itio n  5.1.2 we have th a t  m ref(D 4) C m re /(D 4) \{ z } , hence m ref(D 4) fl mref(D§) =  0.
W e have th a t  MfaDf) is tru e , a n d  D 4 -3-4 D{  for som e cp E CV  h ence  by  D efini­
tio n  5.1.2, MfaD'L) is t ru e  an d  z ^  7nref(D 4). S ince, =  D4 | D5, an d
M2 (D?) ho ld , an d  mref(D'A)  fl m ref(D 5) =  0 by  E q u a tio n  5.3 we have th a t  
ho lds. Since, z m ref(D 5) a n d  z ^  m ref(D 4) th e n  z m ref(Df).
T h u s  if M '(Ds)  is t ru e  a n d  D3 334 D ' or som e cp E CV  th e n  z /  mref(Dfa) an d  M'(D^) 
is tru e .
C ase 1.3:
In  all o th e r cases (excep t r ,  cp z, cp z)  a ssum e th a t  in  each case (3 m a tch es one of 
th e  clauses in  D efin ition  5.1.2. M\  is a  m ed ia to r p red ica te  hence by  D efin ition  5.1.2 we
have th a t ,  M i(D 4) is tru e , a n d  D 4 — > D ?  im plies MfaD'f). W e have th a t  M i(D 4) is
tru e , an d  D 4 D4 hence M i(D 4) holds.
B y  p ro p o sitio n  5.1.2 we have th a t  m ref(D 4) C mref(D4) a n d  mref  (D4) fl mref  (D5) =  0 
lienee m ref(D 'A) fl mref (Dfa =  0. S ince, =  DA \ D5, M i(D A) a n d  M 2 (D?) hold , 
a n d  m ref(D A) fl m ref(D 5) =  0 by  E q u a tio n  5.3 we have th a t  is tru e .
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T h u s  if M '(D f)  is tru e  an d  £>3 £)' th e n  M '(D f)  holds.
C ase 2:
S uppose  P =  r.
(T h is  case rep resen ts  a  com m u n ica tio n  betw een  tw o sub -agen ts.)
C ase 2.1:
F rom  ru le  COMM-L  we can  infer th a t  if,
D4 I D5 ^ D '4 I D'b
w here D'Z — D'A | D'b th e n ,
Da ^ D [  A
for som e 7r-calculus nam es x a n d  y.
C ase 2.1.1:
L et x E CV  an d  y  E mref (D4). T h e n  we have th a t  y  E M R  a n d  since mref (D 4 ) fl 
mref (DQ  = 0  we have th a t  y f  mref (D 5 ).
W e have th a t  M fiD f)  is t ru e  an d  DA —f  for x ^  (yp  anc[ y  ^  mref (D 4 ) th u s  by
D efin ition  5.1.2 y  ^  mref(D'f) a n d  M\(D'A) is tru e .
W e have th a t  M2 (D5) is tru e  an d  D 5 D'b for x E CV an d  y  E M R  an d  y mref (Df) 
th u s  by D efin ition  5.1.2 M 2 (D'f) is tru e .
B y P ro p o sitio n  5.1.2 we have th a t  mref (D 4 ) C m ref(D A) \ { y }  a n d
mref(D'b) C mref(Df)  U { y } .  T h u s  since mref (D 4 ) fl m ref(D 5 ) =  0 we can  conclude
th a t  mref (D '4 ) fl mref(Df)  =  0.
D2 =  D{ | .Dg, th u s  by E q u a tio n  5.3 we have th a t  M '(D f)  is tru e . So M '(D f)  is t ru e  
an d  D3 ——>• £>3 an d  M ^ D ^ ) is tru e .
C ase 2.1.2:
If x a n d  y  m a tch  w ith  one of th e  b ranches in  D efin ition  5.1.2 such  th a t  x f  CV  an d  
y £ M R .  L et, D4 —h  £>4 a n d  £>5 D'b so th e  following com binations are  possible.
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2. a i  =  x I a n d  a 2 — x I w h ere  x €  M H  a n d  I is an  o p e ra tio n  lab e l for som e 
m achine.
T h e  la t te r  co m b in a tio n  falls o u t by  co n tra d ic tio n  becau se  we a lread y  have th a t  M 2 (D§)
rg I .
is t ru e  a n d  if — > D 5 for x £  M H  a n d  lab e l I th e n  M2 is n o t a  m e d ia to r p red ica te  
by  D efin ition  5.1.2. W e assu m ed  th a t  M 2 is a  m e d ia to r p re d ic a te  hence  i t  is n o t th e  
case th a t  D§ X-i D'b for z  £ MH.
In  th e  la t te r  case. W e have th a t  M i(D 4) ho lds a n d  D4 — i  for x £  SAf  an d  y £ SAf
th u s  by  D efin ition  5.1.2 M i (Da) is tru e .
W e also have th a t  M 2 (D§) ho lds a n d  D§ — L, for x g  g j \ f  anc] y  ^  g j \ f  ^ lus by 
D efin ition  5.1.2 M2 (D§) is tru e .
R o m  P ro p o s itio n  5.1.2 we have th a t  m ref(D A) C mref(Df)  an d  mref(Dfi) C mref(DJ). 
T h u s , since m ref(D 4) D m ref(D j)  =  0 we can  conclude th a t  m ref(D A) fi mref(D'5) =  0.
D'z — D'a | D'5, th u s  by  th e  defin ition  for M '(D f)  (in E q u a tio n  5.3) we have th a t
M '(D f)  is tru e . So M '(D 3) is t r u e  a n d  D 3 - U  a n d  M '(D f)  is tru e .
C ase  2.2:
R o m  ru le  CLOSE  — L  we can  in fer th a t  if,
D4 | D 5 - U ( v  a)(D i \ D'b) 
w here  D% =  DA | D '5 th e n ,
Da D ’a A 
D s ^ D ' s
for th e  follow ing com bin a tio n s of 7r-calculus nam es:
1. x £ SAf  an d  a £  SAf, or
2. x £  CV an d  a £ M H , or
3. x £ M H  a n d  a is an  o p e ra tio n  label.
T h e  la t te r  tw o co m b in a tio n s fall o u t vacuously.
W e a lread y  have th a t  M \(D 4) is t r u e  a n d  if D4 X-^> DA for x £  CV an d  a £ M H  th e n  
M2 is n o t a  m ed ia to r  p re d ic a te  by D efin ition  5.1.2. W e assum ed  th a t  M 2 is a  m ed ia to r
p re d ic a te  hence  it  is n o t th e  case th a t  D 4 X-^> D'A for for x £ CV a n d  a £  MH.
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Sim ilarly, we a lread y  have th a t  M 2( A )  is t ru e  an d  if A  £)' for x €  M R  a n d  
o p e ra tio n  label a th e n  M2 is n o t a  m ed ia to r p red ica te  by D efin ition  5.1.2. W e assum ed  
th a t  M2 is a  m ed ia to r p red ica te  hence i t  is n o t th e  case th a t  A  £)' for x E M R  
an d  o p era tio n  labe l a.
T h u s  we only  have to  check th e  forem ost com bination . W e have th a t  M i ( A )  is t ru e  
and  A  DA for x E SAf  an d  a E SAf  th u s  by  D efin ition  5.1.2 M i (Da) is tru e .
W e also have th a t  M 2( A )  ho lds a n d  £>5 for x E SAf  a n d  a E SAf  th u s  by
D efinition  5.1.2 M2 (D'b) is tru e .
From  P ro p o sitio n  5.1.2 we have th a t  r a r e / (£>4) C mref (D4) an d  mref(Df)  C r a r e / (£>5). 
T h u s, since r a r e / ( A ) fl r a r e / ( A )  — 0 we can  conclude th a t  mref(D'f) f! mref(D() — 0.
F rom  P ro p o sitio n  5.1.2, since MfiD'f) an d  M2 (D'f) hold , an d  rare/(£>4)n ra re /(£ > 5) =  0, 
a E SAf  an d  D'% =  (nu a)(DA) \ we can  conclude th a t  3 .n E N i, a\ . . .  an E 
SAf  A £>3 =  (u a\, . . .  an)(D'A \ D'f) an d  correspondingly , by  E q u a tio n  5.3, th a t  
M'(D'f) holds.
T h u s  M '( A )  is tru e  an d  A  —r-> im plies th a t  M '(D 2).
Now we consider each P w ith  th e  second b ran ch  of 5.3,
M i ( A )  A M 2( A )  A r a r e / ( A )  n  mref  ( A )  =  0 A 
3 au . . .  , an .(a i ,  . . .  , an E SAf  A £>3 =  ( y  a i, . . .  , a n)(D 4 | £>5))
C ase 3:
P — T (a i)  for som e channel x E SAf. F rom  tra n s itio n  ru le  OPEN  we derive th a t  if,
D3 ^  D'z
th en
(// a2, . . .  , a „ ) ( D 4 | D5) ^ D ' 3
w here =  (v 0 ,2 , . . .  , a „ )(D ( | D 5 ).
C ase 3.1: L e t n =  1, so from  above,
( A  | A )  ^ £ 3
th e n  D'^  — D  ^ | A -
5.2. Constructing a mediator 89
F rom  PAR-L we have th a t  D 4 3 %
T h u s , x £  SAf,  a4 £  SAf  a n d  since M (D 4) is t ru e  an d  D4 — L £)' We have th a t  M (D A) 
is t ru e  by  D efin ition  5.1.2. F ro m  P ro p o s itio n  5.1.2 we have th a t  mref (DA) C mref (D4 ) 
an d  since mref  (D 4) n  mref  (£>5) =  0 we have th a t  mref {Da)D mref  (Dg) =  0. W e a lready  
have th a t  M (D f)  is tru e . T h u s  M (D A) a n d  M (D 5) ho ld , an d  mref (DA) n  mref  (Dg) =  0 
an d  D3 =  D'a I D5. H ence by  E q u a tio n  5.3, M (D 3) is tru e .
C ase 3.2: For any  n >  1 , by  app ly in g  ru le  R E S , n — 1 tim es an d  th e n  by  PAR-L  we 
can  d educe  th a t ,
Da 3 3 /  d 'a
T h u s , x £  SAf, cii £ SAf an d  since M (D 4) is t r u e  a n d  D 4 DA we have th a t  M (D*/ is 
t ru e  by  D efin ition  5.1.2. P ro m  P ro p o s itio n  5.1.2 we have th a t  m ref(D A)  C  mref (B  4 ) an d  
since mref  (D4) fl mref  (D g) =  0 we have th a t  mref  (Zfa) D mref (D 5 ) =  0. W e a lread y  have 
th a t  M (D 5) is tru e . T h u s  M (D A) a n d  M (D /)  ho ld , a n d  m ref(D A) fl mref (D5 ) =  0 an d  
=  fa a2, . . .  , an )(D 4 | D 5). So we can  conclude th a t  3 .m  £  N i, a4 . . .  am £  
5 A / A D 3 =  fa  a i, . . .  am)(DA \ D 5) a n d  correspondingly , by  E q u a tio n  5.3, we 
have th a t  M '(D 3) is tru e .
T h u s , M '(D 3) is t ru e  a n d  D3 — + D3 for som e £ £  5 A / an d  a\ £  <SA/" im plies th a t  
M '(D 3) is tru e .
C ase 4:
For any  o th e r  f3 n o t covered by  C ase 3 above. A ssum e th a t  in  each case (3 m atch es one 
of th e  clauses of D efin ition  5.1.2. B y  app ly in g  ru le  RES,  we have th a t  if
d 3 - N d '3
th e n
fa a2, ... ,an)(-t>4 I A > ) f a  a2, ... ,an)(g) 
w here  D§ =  (v a\, . . .  an X Q ) w ith  th e  following possib ilities for Q,
1. Q =  D '4 | D 5 or,
2 . Q =  D4 | Dg or,
3. Q =  fa an+i ) ( D '4 | Dg) for som e an + i .
T h e n  for an  a rb itra ry  n, by  ap p ly in g  RES, n — 1 tim es we can  infer th a t ,
(Di  | D$) Q
T h e n  by th e  sam e a rg u m en t as in  C ases 1 a n d  2 we have th a t  M  (DA) is t ru e  a n d  (in 
co rrespondence  w ith  each Q above) e ith er,
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1. mref(DA) D mref(D^) =  0 or,
2. mref(DA) n  mref(Dfi) =  0 A M(D'b) or,
3. a,i+ i €  SAf, m ref(D 'A) D mref(Dfi) — 0 A M(D'b)
Since Dg =  (i/ o i, . . .  an ) (Q ) , by E q u a tio n  5.3 app lied  to  each case above we deduce 
th a t  M(D3) holds.
Thus we have shown that for any D3 if M'(D3) is true and D3 - 2  D'z then M'(Dq) is
tru e . In  p a r tic u la r  if p — cp z th e n  M'(D3) is tru e  a n d  D3 -2  D ' im plies z mref(D3)
an d  M'(D3) is tru e . H ence by  D efin ition  5.1.2 is a  m ed ia to r p red ica te . □
T h e  final re su lt p resen ted  in  L em m a 5.2.3 show s th a t  if a  m ed ia to r h as  no  m ach ine 
references in  its  se t of free nam es th e n  we can  rep lica te  i t  in fin ite ly  a n d  re ta in  m ed ia to r 
p ro p e rtie s  over th e  re su ltin g  agent.
L e m m a  5 .2 .3 . If mref(D) =  0 and D is a mediator then \D is a mediator.
Proof. Consider the predicate,
M'(D2) =  3D\.(D\ is a  m ed ia to r) A D2 = n D\ \\D (5.4)
W e need to  show  th a t  M' is a  m ed ia to r p red ica te .
A ssum e th a t  M'(D2) is tru e  a n d  D2 — > D2 th e n  accord ing  to  th e  defin ition  of M' in  
E q u a tio n  5.4,
3 DifDi is a  m ed ia to r) A D2 = n D\ \\D
Case 1:
S uppose  by  PAR-L we conclude th a t  Di \\D - 2  D[ \\D in  w hich case D[ is a  m ed ia to r. 
Since, D2 D[ | ID by defin ition  of M' in  E q u a tio n  5.4 we have th a t  M'(D2) holds. 
C ase 2:
Suppose by COMM-L and REP-ACT we conclude that P = r and D\ | D \\D - 2  D[ | 
D' |\D.
O bserve th a t  if P is a  com m unica tion  of s ta n d a rd  nam es, D\ - U  D[ an d  D LL, 
D' w here {x , v} C SAf, th e n  from  mref(D) — 0 we have th a t  mref(D') =  0 so 
mref(D{) D mref(D') = 0.
If p is a communication of machine references, D\ - U  D[ and D LU, D' where cp 6 CV 
and 2 E AA1Z, then from mref(D) = 0 and the fact that D\ is a mediator we have that
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2: /  m ref(D ( ) an d  { z }  — m ref(D ')  so ag a in  we have th a t  m ref(D {) Pi inref(D') =  0.
D( is a  m ed ia to r, D' is a  m e d ia to r a n d  m ref(D [)  n  mref(D') — 0, so we can  app ly  
L em m a 5.2.2 an d  conclude th a t  (D[ j D') is a  m ed ia to r.
T h e n  becau se  D 2 = w | D !) |!U  we can  ap p ly  defin ition  of M ‘ in  E q u a tio n  5.4 an d  
conclude th a t  M '(D 2) ho lds.
C ase 3:
W e id en tify  th a t  (3 =  t  by  ap p lica tio n  of R E P -A C T  an d  COMM-R. P ro o f  sim ilar to  
C ase 2.
C ase 4:
S up p o se  by  R E P -A C T  a n d  CLOSE  — L we conclude th a t  j3 — r ,  D \  j D \\D 
(1/ o)(D[  | A )  |!D
A  is a  m e d ia to r  so a  6  S N .  D[  is a  m e d ia to r a n d  D' is a  m ed ia to r. W e have th a t  
m ref(D ) =  0 so m ref(D') — 0. T herefo re , by  L em m a 5.2.2, (U ( [ D ') is a  m ed ia to r. 
S ince a £  S N  by  L em m a 5.2.1, (u a)(D[ \ D') is also a  m ed ia to r.
S ince D 2 (y a)(D[  | D ') |!D we can  ap p ly  defin ition  of M '  in  E q u a tio n  5.4 an d  
conclude  th a t  M '(D 2) holds.
C ase 5:
W e iden tify  th a t  [3 — r  by  a p p lica tio n  of by  R E P -A C T  a n d  CLOSE-R. P ro o f  sim ilar 
to  C ase 4.
C ase  6:
S u p p o se  by  P AR-R  we conclude th a t  D \  [!£> Dx \ Q, w here  Q c an  b e  in  one of th e  
follow ing form s;
C ase 6.1:
S up p o se  Q D' |!D . T h e n  th e  p ro o f is s im ila r to  case 1 due  to  REP-ACT.
C ase 6.2:
S u p p o se  Q “ tt (D ' | D") j!D. T h e n  p ro o f  is s im ila r to  C ase 2 d u e  to  REP-COMM.  
C ase 6.3:
S up p o se  Q = n (z /a )(D / | D") |!£>. T h e n  p ro o f is sim ilar to  C ases 4 d u e  to  REP-CLOSE.
Thus M '  is a mediator predicate.
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T h e  agen t 0 is a  m ed ia to r so M ' ( 0 | \D) ho lds so 0 \\D is a  m ed ia to r. W e have th a t  
0 |!D  = „ ! / )  so by L em m a 5.1.2, \D is a  m ed ia to r. □
5 .2 .2  S e q u e n t i a l  f i n i t e  c o n t r o l l e r s
In  th is  section  we define th e  b u ild ing  b locks for m ed ia to rs  called  seq u en tia l fin ite  con­
tro llers. T h e ir  defin ition  is given in  te rm s  of a  ty p e  sy stem  because  by  do ing  so we a re  
b e tte r  eq u ip p ed  to  h an d le  su b s titu tio n s . T h is  is im p o r ta n t because  of th e  sep a ra tio n  
betw een s ta n d a rd  nam es, con tro l p o in ts  a n d  m ach ine references.
W e begin  by  d isallow ing th e  following types. A ny su p e r ty p e  §§oVm  is disallow ed 
because  we do n o t w ish  to  consider channels w hich tra n sm it con tro l p o in ts  for reason  
p o in ted  o u t in  Section  5.1. F u rth e rm o re , th e  ty p es }j Vm  an d  i Vm  a re  disallow ed because  
m ed ia to rs  only ever o u tp u t  on Vm  ca rry in g  channels.
D e f in i t io n  5 .2 .1 . Any type T  such that jfjjo Vm  <  T  or T  <  IVm  is not an allowed 
type for channels in a mediator.
N ote th a t  by th e  defin ition  above, th e  ty p e  %$oVm  is n o t allowed as it  is o f th e  form  
j\T  for a  T  th a t  is n o t allowed.
W e achieve th e  se p a ra tio n  of th e  nam e space Af  from  th e  prev ious section  u sing  th e  
following defin ition .
D e f in i t io n  5 .2 .2 . Given a typing environment T and some channel a,
1 . i f  a : T  for any T, such that Jfrj Vm <  T  for some machine M  then a €  CV,
2. if a : T for any T, such that j} Vm  <  T  for some machine M  then a £ M H ,
3. if a : T  for any T  such that it is not the case that fj Vm  <  T  or  fit) Vm  <  T then
a £  SAf.
W h en  ty p in g  a  given p rocess th e  ty p e  of a  p a r tic u la r  channel in  th e  env ironm en t F  
de te rm in es if th e  channel is a  con tro l p o in t, a  m ach ine  reference or a  s ta n d a rd  nam e.
A sequen tia l fin ite  con tro ller is th e  sm allest se t o f agen ts th a t  satisfies th e  following:
D e f in i t io n  5 .2 .3 . Sequential finite controller (SFC)
Assume SC is an SFC,
1. 0 is an SFC,
2. a (w ).SC  is an SFC,
3. a (w ).SC  is an SFC,
5.2. Constructing a mediator 93
4■ r .S C  is an SFC,
5. [a =  b\Tr.SC is an SFC (for any prefix t t  from items 2, 3, 4 above),
6 . (v x : T ) ( S C ) is an SFC where it  is not the case that T  =  oVm or T  =  Vm,
7. if  SCi and SC2 are SFCs then (SC\  +  SC2) is an SFC.
N o te  th a t  in  item  5 of D efin ition  5.2.3 th e  n am es in  a  m a tc h  prefix  a re  n o t o f ty p es  oVm ,
h ence  by  D efin ition  5.2.2 th e y  a re  n o t m ach in e  references. T h is  re q u ire m e n t com es from  
th e  p rev ious sec tion  (see L em m a 5.1.1). F u rth e rm o re , item  6 of D efin ition  5.2.3 p ro ­
h ib its  th e  h id in g  of m ach in e  references to  p rev en t th e  possib ility  for exp ressing  b o u n d  
o u tp u t  o f such  channels w hich  is n o t in te n d e d  b eh av io u r for m ed ia to rs . F in a lly  n o te  
th a t  th e  s ta n d a rd  n am in g  conven tion  for tt processes, in tro d u c e d  in  Section  3.1.1, a p ­
p lies to  SFC s.
W e specialise th e  ty p in g  sy s tem  from  S ection  3.4 in  th e  specific case of SF C  agen ts, to  
allow  u s  to  ty p e  SF C s th a t  a re  m ed ia to rs .
F irs tly , we in tro d u c e  a  fu n c tio n  filter below.
D e f in i t i o n  5 .2 .4 . Given a typing environment T and a name x such that x €  suppfT), 
r  filter x denotes the typing environment
{ ( h j )  I ( m )  e  r  A (i =  x =+ =(T(i) <  oVm ))}
for any machine M .
T h e  o p e ra to r  rem oves a  n am e  from  V if  i t  is o f a  m ach ine  reference  type . N o te  
th a t  i t  leaves th e  en v iro n m en t u n ch an g ed  if th e  n am e  h a d  a  d ifferen t ty p e . T h u s, 
if r  b  x : oVm  th e n  T filter x is n o t defined  on  x how ever, if  F  b  x : T  for a  
T  yl oVm  th e n  V filter x — T.
U sing  th e  o p e ra to r  we override th e  ru les T-OutS  a n d  T-Mat  specifically  for use w ith  
SF C s. W ith  th e se  new  ru les we m eet th e  c o n s tra in t th a t  a  m ach ine  reference  m u st n o t 
a p p e a r  in  th e  c o n tin u a tio n  of a  m e d ia to r  a f te r  o u tp u t  a n d  m u s t n o t a p p e a r  in  m a tc h  
prefixes.
D e f in i t io n  5 .2 .5 .
T b  a :  o T  F  b  w :  T  F  filter w  b  SC
T b  a(w ).S C
F  b  a : T  r  b  b : T  F  b  SC  T  f  oVM 
r  b  [a =  b]SC
T- OutS
T-Mat
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T h e  following two resu lts , L em m a 5.2.4 an d  T h eo rem  5.2.1, w ork tow ard s th e  p ro o f of 
T h eo rem  5.2.2 w hich ju stifies  th a t  we have a  co rrec t im p lem en ta tio n  of th e  m ed ia to r 
req u irem en ts  of D efin ition  5.1.3.
E ssen tia lly  th ese  a re  m odified  versions of th e  s u b s titu tio n  an d  su b je c t red u c tio n  resu lts  
in Section  3.4. T h e  m ain  m od ifica tion  is th a t ,  w henever we s u b s t i tu te  v for x a n d  x 
is a  m achine reference th e n  we assum e v  is fresh. S im ilarly  in  su b je c t red u c tio n  we 
assum e m ach ine references received th ro u g h  in p u t a re  fresh. T h is  fac t w ould  n o t be  
form ally  proved u n til S ection  5.3 w here m a c h in e /m e d ia to r  system s a re  considered .
L e m m a  5 .2 .4 . Substitution Lemma  
Given a sequential finite controller SC  if,
1. T b  SC,
2. F(x) =  T,
3. T b  v . T  A ( T  =  oVM =4 v i f n ( S C ) ) ,  
then r  b  S C { v/ x).
Proof. B y in d u c tio n  on th e  d e p th  of th e  deriv a tio n  of S C  . A ssum e tru e  for SC'.
C ase 1:
C onsider ru le  T-Nil. W e have th a t  T b  0 an d  T b  0{v/ x} is th e  sam e as T b  0 
hence th e  case is com plete.
C ase 2:
S uppose  we have th a t  T b  a(w : S ) .S C ' , T fa )  =  T , an d
T b  v : T  A (T  =  oVm =4 v ^  fn (a(w  : S).SC')).  W e need  to  show  th a t  
r  b  { a { w . S ) . S C ' ) { v / x}.
N ote  by th e  n am in g  convention , w fa x an d  w / v  an d  w is n o t defined in  T.
B y ru le  T-InpS , we derive th a t  F b  a : iS, an d  F, w : S  b  SC'. (F ,w  : S )(x) =  T  
because  we have th a t  T fa )  =  T. S ince we have th a t  F b  v  : T  A ( T  =  oVm  => 
v ^  fn(SC'))  by W eakening 3.4.3 we also have th a t  F, w : S  b  v : T  A ( ( T  =  
oVm A v 4. fn (SC '))  =4 true). H ence, we can  ap p ly  th e  in d u c tiv e  hypo th esis  de­
ducing  th a t  r ,  w : S  b  S C '{ V/ X}.
If  a =  x, th e n  T  =  iS  th e n  from  F b  a : iS  an d  W eakening lem m a 3.4.3, we have 
th a t  F , w : S  b  a : iS. W e have th a t  F b  v : iS  A ( T  =  oVm  A v ^  fn (SC )).  
T h u s  from  F, w : S  b  S C '{V/ X}  a n d  T, w : S  b  v : iS  by  app ly in g  ru le  T- 
InpS dow n we have a  deriv a tio n  of T, w : S  b  v(w  : S ) . (S C '[v / x}).  S ince w is
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n o t free in  v(w  : S).SC ' { v/ x} we can  a p p ly  th e  S tren g th en in g  3.4.2 a n d  derive th a t  
T b  v(w  : S ) .(S C '{v / x}) w hich is th e  sam e as T b  (a(w : S ) .S C '{ V/ x}) since a — x.
S u p p o se  a J  x, since we a lread y  have th a t  T b  a : iS  we a p p ly  W eakening 
lem m a 3.4.3 to  derive F , w : S  b  a : iS. T h e n  from  T , w : S  b  S C '{ V / x} 
a n d  F , w : S  b  a : iS  by  ap p ly in g  ru le  T-InpS  dow n we have a  d e riv a tio n  of 
T, w : S  b  a(w : S ) . (S C '{V/ x}).  S ince w is n o t free in  a(w : S ) .(SC ' { v/ x})  we 
can  ap p ly  S tren g th en in g  3.4.2 a n d  derive th a t  T b  a(w  : S ) . (S C '{ v / x})  w hich is th e  
sam e as T b  (a(w  : S ) .S C '{v / x})  since a ^  x.
C ase 3:
S up p o se  we have th a t  F b  a (w ) .S C ' ,  a n d  T(a;) =  T , an d  F b  v : T  A ( T  =  
oVm  rf* v ^  fn (a(w ).S C ')) .
W e need  to  show  th a t  T b a (w ) .S C '{v / x }.
B y ru le  T-OutS  we can  conclude th a t  for som e 5 , F b  a : oS a n d  F b  w : S  an d  
r  filter w b  SC'.
(Now we m u st consider d ifferen t cases of S.)
C ase 3.1:
S u p p o se  5  =  o Vm so  F b  w : o Vm • F rom  F filter w b  S C 1 a n d  F b  w : o Vm we 
conclude th a t  w ^  fn (SC ')  hence  also from  W eakening 3.4.3 ( r  filter w ) ,w  : oVm  b  
SC'. A lso n o te  th a t  (T filter w), w : oVm — F.
C ase 3.1.1:
S up p o se  x =  w so we need  to  show  th a t  x is n o t in  th e  free n am es of SC'.  R o m  r ( s )  =  
T  an d  F b  w : o Vm  we conclude th a t  T  =  o Vm  • S ince T  =  o Vm  a n d  ( T  =  o Vm  rf* 
v  ^  fn (a(w ).S C '))  we have th a t  v ^  fn (a (w ).S C ') .  H ence v /  w a n d  v ^  fn(SC')  
a n d  v yL a. T h u s  T  =  o Vm  a n d  v  ^  fn (SC ')  hence T  — oVm  rf* v fn(SC').  
R irth e rm o re , r  b  v : oVm  a n d  we have th a t  v J  w a n d  (T filter w), w : oVm  =  F 
h ence  we have th a t  (T filter w ) ,w  : oVm  b  v : oVm • r (a ;)  =  oVm  an d  x — w an d  
(F  filter w ) ,w  : oVm  =  F hence  ((T  filter w ) ,w  : oVm ) ( x ) =  oVm • T h u s  we can  
ap p ly  th e  in d u c tiv e  h y p o th esis  a n d  derive t h a t  ((T  filter w ) ,w  : oV m ) b  S C '{V/ x}. 
F u rth e rm o re , w ^  fn (SC ') ,  x — w , a n d  v ^  fn (SC ')  hence w ^  fn (S C '{v/ x})  an d
v t M s c ' i y * } ) -
Since ((T  filter w), w : oVm ) b  S C '{V/ x } a n d  ( r  filter w), w : oVm  = T w e  have th a t  
T b  S C '{V/ X}.  S ince v <£ fn (S C '{v / x})  a n d  F b  v : oVM, F filter v b  S C '{V/ X}.
H ence F  b  a : ooVm , a n d  F b  v : oVm , a n d  T  filter v b  S C '{ V/ x }  so by  app ly in g  
T-OutS  dow n we have a  d e riv a tio n  of F b  a (v ) .(S C '{v / x })  w hich is th e  sam e as
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F  b  (a (w ) .S C ') {v /  x} w here  x =  w.
C ase 3.1.2:
S uppose  x f  w.
( it is s till possib le th a t  v a n d  x a re  m ach ine  references.)
C ase 3.1,2.1:
S uppose  T  =  oVm , th e n  v f  w, v a a n d  v 4. fn (SC ')  from  th e  h y p o thesis  
r  b  v . T  A ( T ^ oVm  =S> v £ fn (a (w ) .S C ') ) .
H ence we have th a t  V filter w  b  v : T  A ( T  — oVm  =» v ^ f n ( S C ' ) ) .  W e also have 
th a t  T filter w b  SC' above an d  since ( r  filter w)(x)  =  T  since T(aj) =  T  a n d  x w. 
H ence we can  ap p ly  th e  in d u c tiv e  hyp o th esis  an d  derive th a t  F filter w b  S C '{ V/ X}. 
C learly  a x because  th e  ty p es w ith in  th is  case are  d ifferen t (a : oS a n d  x : S),  hence 
we can  ap p ly  ru le  T-OutS  dow n a n d  derive T b  a(w ).(SC ' { v / x })  w hich is th e  sam e 
as F  b  (a (w ) .S C ') {v / x}.
C ase 3.1.2.2:
S uppose  T  oVm  an d  S — oVm , th e n  again  v f  w since F b  v : T  an d  F b  w : 
oVm • H ence, we s till have th a t  F filter w b  v : T  A (T  — oVm  =+ v fn(SC')).
H ence, as above we can  ap p ly  th e  in d u c tiv e  hyp o th esis  a n d  derive th a t  F filter w  b  
S G ' V U } .
If  x — a , th e n  T  =  oS. So we have th a t  F filter w b  v : T , so F b  v : oS , hence 
we can  ap p ly  T-OutS  dow n a n d  derive th a t  F  b  v ( w ) . (S C '{v/ x}). S ince here  x — a, 
we have a  deriv a tio n  of F b  (a (w ) .S C ') {v / x }.
If  x a th e n  we can  ap p ly  ru le  T-OutS  dow n an d  derive th a t  F  b  a (w ) . (S C '{v j x}) 
w hich is th e  sam e as T b  (a (w ) .S C ') {v / x } since x f  a.
C ase 3.1.3:
S uppose  T f  oVm  a n d  S oVm , th e n  clearly  T filter w =  T by  defin ition  of fil­
te r  5.2.4. H ence, we have th a t  F b  SC',  an d  F(a;) =  T , a n d  F b  v : T  A ( T  — 
oVM =+ v f  fn(SC')).  So we can  ap p ly  th e  in d u c tiv e  h y p o thesis  a n d  derive th a t
r  b  s c ' { v/ x}.
If  x — w th e n  S =  T,  so T  b  v : S, an d  app ly in g  T-OutS  dow n we have th e  deriv a tio n  
T b  H(v) . ( S C  { v /  x })  w hich is th e  sam e a s T  b  (a (w ) .S C ') {v j x }  since x — w.
I f  x =  a th e n  oS =  T, so T b  v : oS, an d  app ly in g  T-OutS  dow n we have th e  
d e riva tion  F b  v (w ) . ( S C [ v / x })  w hich is th e  sam e as T b  (a (w ) .S C ') {v j x }  since
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x — a.
If  x fa w a n d  x fa a th e n  we can  ap p ly  T-OutS  dow n d irec tly  a n d  o b ta in  a  deriv a tio n  
of r  b  l i (w ) .(S C '{v / x } )  w hich  is th e  sam e as F  b  (a (w ) .S C ') {V/ x }  since x fa w 
an d  x /  a.
C ase 4:
S u p p o se  we have th a t  F b  [a =  b]SC', F(x) =  T, F b  v : T  A (T  =  oVm  => 
v fn([a =  b]SC')). W e need  to  show  th a t  F b  ([a =  b]SC'){v / x }.
B y  ap p ly in g  ru le  T-Mat  we have th a t  F b  a : }j5, a n d  F b  b : $5,, a n d  F  b  SC'  
for som e ty p e  S. W e have th a t  F b  v : T  A ( T  =  oVm  =4* v ^  fn (SC '))  from  th e  
h y p o th es is  so we can  ap p ly  th e  in d u c tiv e  h y p o th esis  an d  derive t h a t  F b  S C '{ V/ x}.
I f  a =  x o r b =  x th e n  T  =  §S. T h u s  we have th a t  F b  v : §S h ence  by  app ly in g  T- 
Mat  dow n we have a  d e riv a tio n  of F b  fa =  &](,S'C'/)-fa /x }, o r F  b  [a =  'u ](5C /) { V a;} 
respectively . In  each case th is  is equ ivalen t to  T b  ([a =  b]SC '){v / x}.
C ase  5:
S u p p o se  we have th a t  T b  r .S C ' , F(x)  =  T, F b  v : T  A ( T  =  oVm  "4 v  ^  
fn (r .SC ')) .  W e need  to  show  th a t  F b  ( r .S C ') {v / x}.
B y ap p ly in g  ru le  T -T A U we have th a t  F b  S C ' . W e have th a t  F b  v : T  A ( T  =  
oVm  v $ fn (SC'))  from  th e  h y p o th es is  so we can  ap p ly  th e  in d u c tiv e  hyp o th esis  
a n d  derive th a t  F b  S C '{ V/ X}.
Since we have F b  S C '{V/ x } we can  a p p ly  ru le  T-TAU  down  a n d  get th e  deriva tion , 
r  b  t . ( S C ' ) { v / x} w hich  is th e  sam e as T b  ( t .S C ' ) { v/ x }.
C ase 6:
S u p p o se  we have th a t  F  b  f a y :  S )(S C ')  such  th a t  i t  is n o t th e  case t h a t  S =  oVm , 
r f a )  — T , T  b  v : T  A ( T  =  oVm  => v ^  f n (fa V : 0)faG '))) .  W e need  to  show  
t h a t r  b  (fa y : S ) ( S C ' ) ) { v / x}.
N ote  by  th e  s ta n d a rd  n am in g  convention  it  is th e  case th a t  x fa y, a n d  v fa y, a n d  y is 
n o t  defined in  F.
B y ru le  T-RES  we have th a t  F, y : S  b  SC'.  B y  W eakening 3.4.3 we derive th a t  
(F , y : S)  b  v : T  an d  since (T  =  oVm  => v fn(fa  y : S )(S C ')))  a n d  v fa y 
we also have th a t  ( T  =  oVm  v ^  fn faC'))-  S ince F(a;) =  T  we have th a t
( r ,  y : S)(x)  =  T. H ence we can  ap p ly  th e  in d u c tiv e  h y p o th esis  an d  derive th a t  
r ,  y : S  b  S C '{ v/ x }.
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Since we have th a t  T, y : S  b  S C '{V/ x}, by app ly ing  ru le  T-RES  dow n we have 
a  derivation  on T b  {y y : S )(SC ' { v /  x}) w hich is th e  sam e as F  b  ((v y \
s)(sc'WU).
C ase 7:
S uppose  we have th a t  F  b  SC\  -+ SC2 , r ( z )  =  T,  T  b  v : T  A ( T  =  oVm =>
v </z fn(SC\  +  SC2). W e need  to  show  th a t  Y b  (SC\ +  SC2) { V/ x}.
B y app ly ing  ru le  T-SUM  we have th a t  F  b  SC\  an d  Y  b  SC2. H ence we can
ap p ly  th e  in d u c tiv e  hyp o th esis  to  b o th  agen ts a n d  derive th a t  Y b  S C \ { V/ x]  an dr b  sc2{v/x}.
Since we have th a t  T b  S C \{ V/ x) a n d  Y b  SC2{ V/ x}  we can  ap p ly  T-SUM  dow n 
an d  derive th a t  F  b  S C \{ V j x } +  SC2{ V/ x} w hich by defin ition  of su b s ti tu tio n  is th e  
sam e as T b  (SC\ +  SC2) { V/ x}.  □
L em m a 4.4.1 show s th a t  ty p in g  derivations are  p reserved  by  s u b s titu tio n . T h is  p ro p e r ty
will b e  used  in T h eo rem  5.2.2 w hich show s th a t  a  well ty p e d  SFC  is a  m ed ia to r. To
o b ta in  th a t  re su lt we also need  to  d em o n s tra te  th e  S u b jec t R ed u c tio n  T h eo rem  w hich 
w ould give us th e  ab ility  to  reason  a b o u t th e  ty p es of p rocesses as th e y  evolve.
T h e o r e m  5 .2 .1 . Subject reduction for controllers If  F  b  SC, with Y closed, and 
S C  - U  SC',
1. If ol =  t  then T b  SC',
2. If a  =  a v then there is a T  such that,
(a) F  b  a : iT ,
(b) i f Y  b  v : T  A T  oVM then, F  b  S C ’,
(c) i f Y  b  v : o Vm  A v £  fn (SC ) th en Y  b  SC'.
3. If a. — {y x : S )a  v then there is a T  such that,
(a) F  b  a : oT,
(b) T ,x  : S  b  v : T,
(c) ( T , x : S )  filter v b  SC'
(d) each component of S  is a link type.
Proof. B y in d u c tio n  on  S C  SC'. A ssum e tru e  for SC'.
C ase 1:
S uppose  T b  r . S C  an d  t . S C  - U  SC' (by ru le  Tau). B y ru le  T-TA U if  T  b  r .SC '
th e n  r  b  S C ' . W e have T b  t .SC'  hence we have Y b  S C '.
C ase 2:
S uppose  T b  a(w : T ) .S C ' , an d  a(w : T ).SC ' S C '{V/ w) (by ru le  Inp) for som e
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v fa w a n d  w £ V by  n am in g  convention . B y  ru le , T-InpS  we in fer t h a t  T  b  a : iT  
a n d  r ,  w : T  b  SC'.
W e n eed  to  show  th a t ;
if T b  v : T  A T  fa oVM th e n  T  b  SC'  an d ,
if r  b  v : oVm  A v fn (S C )  th e n  T  b  5C ". S ince T  b  v : T,  by  W eaken­
ing  3.4.3, we have th a t  T, w : T  b  v : T. W e also have th a t  ( r ,  w : T )(w )  =  T.
Since T, w : T  b  S C ' , if T  b  v : T  A T  fa oVm  th e n  by  th e  S u b s titu tio n
lem m a 5.2.4 we infer T, w : T  b  S C '{ V/ W}. I f  T  b  v : oVfa A v fn (SC )
th e n , we have th a t  T  =  oVm  => v ?  fn (S C ).  H ence we can  ap p ly  th e  S u b s titu tio n
lem m a as above a n d  again  in fer T , w : T  b  S C '{ V/ W}. T h e n  in  b o th  cases, since
w is no  longer free in  th e  n am es of S C '{ V/ W},  by  S tre n g th e n in g  we can  infer th a t
r  b  S C '{V/ W}.
C ase 3:
S u p p o se  r  b  ~av.SC , a n d  ~av.SC'  ^ f Y } av g(j> (by ru le  Out) w here  x an d  S  are  
e m p ty  lists.
B y  ru le  T-OutS  we derive th a t  for som e T,  T  J -  a : oT, T  b  v : T,  an d  
T filter v b  SC'  w hich  is th e  sam e as (T, x : S) filter v b  SC'  for th e  em p ty  
lis ts  x a n d  S.
C ase 4:
S uppose , T b  fa v : T )(S C )  a n d  fa v : T )(S C ) f j L-sL 4 T')av SC'  w h ere  by D efini­
tio n  5.2.3, i t  is n o t th e  case th a t  oVm  is in  th e  lis t S  an d  T  fa oVm • B y  ty p in g  ru le  
T-RES  we in fer t h a t  T, v : T  b  SC.
B y  ru le  O PE N  we in fer t h a t  SC  ^  ffa}av S C ' . W e also have th a t  (T, v : T)  b  SC  
so, by  th e  in d u c tiv e  h y p o th es is  we have (T, v : T)  b  a : oT ,  a n d  ( r ,  v : T ) , x :
S  b  v : T , ( ( r ,  v : T), x : S) filter v b  SC'.  B y  side co n d itio n  of O PEN  we
have th a t  a fa v hence  if F , v : T  b  a \ o T  th e n  it  m u st b e  th e  case th a t  T b  a : oT.
H ence we have th a t  if T b  fa v : T )(S C )  an d  fa v : T )(SC [) ^  X-L_v-T)av 
th e re  is a  T  such  th a t  T b  a : oT,  a n d  (F , v : T ), x  : S  b  v : T , an d
( ( r ,  v : T), x : S) filter v b  SC'.
C ase 5:
S u p p o se  we have th a t  F  b  [a =  a] S C  a n d  [a =  a] S C  -3+ SC'  th e n  b y  ru le  Match 
we in fer th a t  S C  SC'.  B y  ru le  T-Mat  we have th a t  for som e T , T  b  a \ §T  an d  
r  b  SC.  H ence we can  a p p ly  th e  in d u c tiv e  h y p o th esis  in  each  case of a.
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C ase 6:
S uppose  we have th a t  T b  SC\  +  SC2, a n d  SC\  +  SC2 SC{ th e n  by  ru le  SUM- 
L, we have th a t  SC\ SC[. (For b rev ity  we consider on ly  SUM-L  as th e  case for 
SUM-R  is sim ilar.) B o m  ru le  T-SUM  we have th a t  T b  SC\  hence  case follows from  
ind u c tiv e  h y p o th esis  in  each case of a.
Case 7:
S uppose, we have th a t  V b  (v  x \ T )(S C )  an d  (y x : T )(SC ) (y x : T )(SC ')  
th e n  by ru le  R E S , S C  > g Q f  g y  sfoe cond ition  of RES,  th e  su b je c t o t a  is n o t 
equal to  x, an d  F  is n o t defined on x by n am in g  convention, a n d  it  is n o t th e  case th a t  
T  =  o Vm by D efinition  5.2.3.
B y ty p in g  ru le  T-RES  we have th a t  F, x : T  b  SC.  H ence case follows from  ind u ctiv e  
h y p o thesis  in each case of a  w here  as £ is n o t in  th e  free nam es of (v  x  : T )(S C ')  we 
can  app ly  S tren g th en in g  3.4.2. □
W e use T h eo rem  5.2.1 in th e  following p ro o f to  show  th a t  a  well ty p e d  seq u en tia l fin ite  
con tro ller is a  m ed ia to r.
T h e o r e m  5 .2 .2 . Given an SFC agent, SC, if there is a F closed with respect to SC  
and
T b  SC
then SC  is a mediator.
Proof. S uppose  th e re  is a  F closed w ith  re sp ec t to  SC,  a n d  T b  SC,  an d  SC  is an  
SFC. T h e n  if SC  is a  m ed ia to r, by  D efin ition  5.1.3 th e re  m u s t b e  a  m ed ia to r p red ica te  
M  such th a t  M (S C )  holds.
W e c o n s tru c t a  p red ica te  M  as follows. For any  SC
m (s c ) =  3 r . r  b  s c  (5 .5 )
W e need  to  show  th a t  M  is a  m ed ia to r  p red ica te .
A ssum e M (S C ) an d  SC  — » SC'  th e n  3F.F  b  SC.  B y  case analysis on P we m u s t 
show  th a t  in each case th e  re levan t im p lica tion  of D efin ition  5.1.2 holds.
C ase 1:
If P — a w th e n  by S u b je c t R ed u c tio n  5.2.1 th e re  is a  T  such  th a t  F b  a : iT ,  if 
T b  w  : T  th e n  F  b  SC'  an d  if F b  w \ o V M A w <£ fn (SC )  th e n  T  b  SC'.
For any  T  such th a t  it  is n o t th e  case th a t  jj Vm  <  T  or JJj} Vm  <  T  we have th a t  
T b  a : iT ,  if F b  w : T  th e n  F b  SC'.  H ence by  D efin ition  5.2.2 we deduce  
a £  S N  an d  w £  S N .  W e also know  F b  SC'  so M (S C ')  is tru e . T h u s  we have th a t  
M (S C )  holds, a n d  SC  LCi SC', a n d  a £  S N ,  a n d  w £  S N ,  an d  M (S C ')  hence, th e
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im p lica tio n  of D efin ition  5.1.2 holds.
W e need  to  consider tw o cases for T.
If  T  =  oVm  such  th a t  Fa  : IoVm a n d  if T F w : o V m  A w fn (S C )  th e n  F b  SC'. 
B y D efin ition  5.2.2 we have th a t  a £  CV a n d  w €  M H .  S ince w fn (S C )  we have 
th a t  w mref (SC)  by  defin ition  of mref. W e have th a t  F b  S C ' h ence  M (S C ')  
is t ru e  by  E q u a tio n  5.5. T h u s , we have th a t  M ( S C ) is tru e , an d  S C  LU{ SC', an d  
a 6  CV, a n d  w 6  M H ,  an d  w ^  fn (S C ),  an d  M (S C ')  is t r u e  hence, th e  im p lica tio n  of 
D efin ition  5.1.2 holds.
If  T  =  Vm  th e n  we v io la te  D efin ition  5.2.1 w ith  F F a : i Vm  b ecau se  i Vm  is n o t 
allow ed. H ence, i t  is n o t th e  case th a t  ft =  a w for an  a such  th a t  F b  a : IVm - 
H ence, th e  im p lica tio n  from  D efin ition  5.1.2 ho lds vacuously.
C ase 2:
ft — a w th e n  by  S u b je c t R ed u c tio n  5.2.1 th e re  is a  T  such  th a t ,  F F a : oT,  
r  b  w  : T,  r  filter w b  SC'. (H ere th e  lis ts  x an d  S  a re  e m p ty  hence we have 
o m itte d  th e m  for clarity .)
For any  T  such  th a t  it  is n o t th e  case th a t  Jj Vm <  T  or jj(j Vm <  T,  by  D efin ition  5.2.2 
we have th a t  a E SJV a n d  w £  SAf. S ince, F filter w F SC'  by  E q u a tio n  5.5 we 
have th a t  M (S C ')  is tru e . T h u s , M (S C ) is tru e , a n d  S C  LC) SC', a n d  a E SAf, a n d  
w E SAf, a n d  M (S C ')  is t ru e  hence, th e  im p lica tio n  of D efin ition  5.1.2 holds.
T h e re  a re  tw o cases to  consider.
I f  T  =  oVm  such  th a t  F F a : ooVm , F F w : oVm , by D efin ition  5.2.2 we have 
th a t  a E CV a n d  w €  M H .  S ince F filter w F SC'  an d  F F w : o Vm by  defin ition  
of filter an d  L em m a 5.2.4, w ^  fn (SC ') .  F ro m  defin ition  of mref, since w ^  fn (SC ')  
we have th a t  w mref (SC').  W e have th a t  F filter w b  SC'  hence  M (S C ') .  T h u s ,
M (S C )  is tru e , a n d  S C  LUfi S C ' , a n d  a E CV, an d  w E M H ,  a n d  M (S C ')  is t ru e  
hence, th e  im p lica tio n  of D efin ition  5.1.2 holds.
I f  T  =  Vm such  th a t  F b  a : oV m , F F w : Vm, th e n  by D efin ition  5.2.2 we 
have th a t  a E M H . F F w  : Vm hence  w is a  valid  o p e ra tio n  label. W e have 
th a t  F  filter w F SC'  hence  M (S C ') .  T h u s , M ( S C ) is tru e , a n d  S C  LU, S C ,  an d  
a E M H ,  a n d  w is a  valid  o p e ra tio n  label, a n d  M (S C ')  is t ru e  hence, th e  im p lica tion  
of D efin ition  5.1.2 holds.
C ase 3:
ft =  (v w : S )a w ,  (w hich is equ ivalen t to  a(w)).  B y S u b jec t R ed u c tio n  5.2.1 th e re  is
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a  T  such  th a t ,  V b  a  : oT,  an d  T, w : S  b  w : T,  (F , w : S) filter w  b  SC'.
For any  T  such th a t  it  is n o t th e  case th a t  [j Vm  <  T  or $ V m  <  T,  by  D efin ition  5.2.2 
we have th a t  a £  SAf  a n d  w  £  SAf. Since, T filter w b  SC'  by  E q u a tio n  5.5 we
have th a t  M (S C ')  is tru e . T h u s, M (S C )  is tru e , an d  S C  a-J-> SC', a n d  a £  SAf, an d  
w £  SAf, an d  M (S C ')  is tru e  hence, th e  im p lica tion  of D efin ition  5.1.2 holds.
B y D efin ition  5.2.3 th e re  is no S C  such th a t  S C  ^  w-fiY4 ^ aw g(j/  o r g ( j  ^  q q /
H ence th e  im p lica tions of D efin ition  5.1.2 w here a €  CV a n d  w £  AAR  or a e  AAR  
an d  w is an  o p e ra tio n  label, ho ld  vacuously.
C ase 4:
P =  r ,  by  S u b je c t R ed u c tio n  5.2.1 T  b  S C 1. H ence by E q u a tio n  5.5 we have th a t  
M (SC ')  is tru e . H ence th e  im p lica tions of D efin ition  5.1.2 holds.
T h u s  M  is a  m ed ia to r p red ica te . □
T h is  section  gave th e  basis for bu ild ing  basic  processes using  a  ty p e  sy stem  w hich are  
m ed ia to rs. In  th e  rem ain d er of in  th is  th esis  if we say th a t  S C  is a  seq u en tia l fin ite  
con tro ller we im plic itly  assum e th a t  th e re  is a  T such th a t  T is closed w ith  re sp ec t to  
SC  and  F  b  SC.
U sing th e  re su lts  L em m a 5.2.1, L em m a 5.2.2 an d  L em m a 5.2.3 we can  c o n s tru c t la rg er 
processes w hich are  m ed ia to rs . O ne d raw back  so far is th a t  th e  ru les do n o t allow 
th e  co n stru c tio n  of m ed ia to rs  u sing  prefixed p ara lle l com position . T h e re  are, however, 
valid m ed ia to rs  (such as E x am p le  5.1.5) of th is  form . In  such  cases one has to  show  
th a t  th e  process is a  m ed ia to r before it  can  be  u sed  to  c o n s tru c t la rger system s.
5.3 C ontrol system s
A s m en tioned  above, m ed ia to rs  o p e ra te  co n cu rren tly  w ith  B -M achines in  an  agen t 
w hich we call a  control system. A s th e re  a re  m an y  w ays to  com bine m ed ia to rs  an d  
m achines to g e th e r in  a  com plete  system , th is  section  is a b o u t defin ing  a  com bina tion  
s ty le  th a t  is su itab le  for th e  k in d  of verification  u n d e rta k e n  in  C h a p te r  6.
F irstly , consider th e  following agen t from  D efin ition  4.5.1
M  GENERA TOR  —! (z/ * : createM1 (z). mitAfi.O | [[BEGIN]] Ml(z)) |
. . .  i
!(v z : $VM„)(createMn (z).im tM n.O\ i[BEGIN]\Mii{z))
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w here  Mi, 1 < i <  n a re  th e  m ach ines we w ish  to  consider in  a  specification . In  
C h a p te r  4 we show ed th a t  th is  agen t is alw ays p re p a re d  to  o u tp u t  a  new  m ach ine  Mi 
in s ta n c e  on  th e  co rresp o n d in g  createMi channel an d  th a t  it  is n o t resp o n sib le  for caus­
ing  m ach ine  d ivergence in  th e  m ach ines i t  can  o u tp u t. T herefo re , th is  ag en t is a  useful 
co m p o n en t in  any  specifica tion  becau se  i t  generalises m ach ine  c rea tio n  for any  o th e r 
co m p o n en t of th e  system .
In  th e  system s, we consider, an  in te ra c tio n  over a  createMi is to  b e  th e  p o in t a t  w hich a  
fresh  m ach ine  Mi is sen t o u t in  one of its  in itia l s ta te s  a n d  received by  a  m ed ia to r (w hich 
cou ld  itse lf b e  a  collection of sm aller m ed ia to rs). In  th a t  sense, th e  createMi channel 
is a  con tro l p o in t as it  sends m ach in e  references, how ever i t  is a  specia l case, because  
i t  is th e  on ly  one w hich is allow ed to  o u tp u t  b o u n d  n am es as m ach ine  references. T h is  
w as th e  reason  w hy  in  D efin ition  5.1.2 on page  73, b o u n d  o u tp u t  of m ach in e  references 
w as n o t an  allow able b eh av io u r for m ed ia to rs.
H ow ever, if w ith in  a  given m e d ia to r  we d esig n a te  som e of th e  co n tro l p o in ts  to  be  
createMi co n tro l p o in ts , we m u s t en su re  th a t  all m ed ia to rs  of o u r specifica tion  use 
th e se  channels on ly  to  in p u t m ach ine  references. O therw ise  a  m e d ia to r could  m im ic 
M GEN ERATO R  a n d  th e re  is no  w ay to  g u a ra n te e  th a t  th e  m ach ines received on 
createMiS a re  in  th e ir  in itia l s ta te s .
C onsider a  m ed ia to r  w here  all con tro l p o in ts  are  h id d en  excep t th e  createMi channels. 
Such  m ed ia to rs  can  be  considered  to  b e  like a  b lack  box  w ith  re sp ec t to  th e  in te rn a l 
m ach ine  m ovem ents. In  som e sense all co m p o n en ts  th a t  h an d le  m ach in es  in  a  specifi­
ca tio n  have been  defined hence  th e  m e d ia to r  is complete. createMi is th e  only  w ay a  
new  m ach ine  can  link  w ith  a  m ed ia to r. N o m ach ine  is ever rem oved once c rea ted  (due 
to  s tru c tu ra l  congruence). In  exam ple  5.1.3, con tro ller 2 is com plete.
D e f in i t io n  5 .3 .1 . If M i, . . .  ,M n are machine definitions we wish to consider in a 
specification, mediator D is complete i f
1. cp(D)  C {createMi, . . .  , createMn} , and
2. there is a F  closed with respect to D , such that T(createMi)  =  ioVMi f or I  ^  ^  n
and r  h  D .
N o te  above we assum e th a t  D  is a lread y  a  m e d ia to r  an d  we rev e rt to  th e  n o rm al type- 
sy s tem  o u tlin ed  in  T ab le  3.4. A lso n o te  th a t  th e  process D  m u s t b e  ty p e a b le  w ith  th e  
ty p es  of createM  se t to  p e rm it in p u t  o f m ach ine  references only. If  D  o u tp u ts  on  a  
createM  th e n  it  w ould  n o t ty p e  check.
In  following defin itions we w rite  cp : CV  to  d en o te  th a t  th e  n am e  cp is of som e con tro l 
p o in t ty p e  (see D efin ition  5.2.2). C orrespond ing ly , we w rite  z : AAV  to  d en o te  th a t  th e  
n am e  z is of som e m ach ine  reference ty p e  an d  x : SAf  to  d en o te  th a t  th e  nam e  x is of
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som e type , o th e r th a n  m ach ine  reference or con tro l p o in t. T h e n  a  defin ition  of con tro l 
sy stem , is a  ty p e d  process as follows:
D e f in i t io n  5 .3 .2 . Given a complete, mediator D, a control system C SYSTEM d is a 
process where, for  some natural numbers n and m,
1 .
CSYSTEM d
(v  createM,-.CV,  . . .  . createM,, : CV, : # VMl, . . .  , z m : ) V Mm)
(OI M m j W  I I [M lM m(*m> I M GENERATOR)
where M \ , . . .  , Mm are instances of machines we consider in the specification
and each Xi, for  1 <  i <  m is some machine state from STfj. and,
2 . there is a F  that is closed with respect to CSYSTE M d such that
(a) for all names a 6  suppfT),  F (a )  fa AAV and F (a )  fa CV (i.e. there are no 
free channels that are machine references or control points),
(b) F  b  CSYSTEM D .
T h e  first item  gives th e  s tru c tu re  of a  ty p ica l con tro l sy s tem  process. U sing  th e  
s tru c tu ra l congruence ru les any  p rocess th a t  is p o ten tia lly  a  con tro l sy s tem  can  b e  
of th is  form  by  v ir tu e  of P ro p o s itio n  3.2.2. T h e  second  ite m  of th e  defin ition  s ta te s  
th a t  in a  con tro l sy stem  th e re  a re  no  visible m ach ine references or con tro l p o in ts  an d  
also th a t  C SYSTE M  is co rrec tly  ty p e d  an d  ensures th a t  th e  ty p es  for th e  h id d en  
createM  channels an d  m ach ine  references z\, . . .  , zm have b een  specified correctly . 
N o te  th a t  M i, . . .  , Mn a re  m ach ines we w ish  to  consider in  th e  specifica tion  w hereas,
M i, . . .  , Mm a re  in stan ces  of those.
As th e  sy stem  above evolves, m ach ines g e t e m itted  from  M G ENERATOR  a n d  are  
b o u n d  w ith  th e  m ed ia to r. T h u s , D  evolves to  o th e r  m ed ia to rs  w hich  have m ore  m ach ine  
references w ith in  th em . For exam ple  if D creaEMf k j j f  w here  k E m ref(D '),  a fte r 
an  a p p ro p ria te  r  tra n s itio n , such th a t  CSYSTEM  —fa  CSYSTEM '  th e n , th e  con tro l 
sy stem  takes on th e  following form .
CSYSTEM ?,  = *
(v createMi : |}{JVmu *•* » createMn :CV,
Zi : AA.V, . . .  , zm : AAV, Zm+ 1 •
( £ '  I W m . ( * i ) I ■■■
I I M I  I D w i W w i >  I M G EN ERATO R)
for som e in itia l s ta te , xm+\ E S T ^  of M\. D 1 can  now  execu te  o p e ra tio n  calls on th e  
m ach ine in stan ce  a t  zm+i.
Finally , n o te  th a t  we can  w rite  m ed ia to rs , th a t  have no  m achines in  c o n tac t w ith  th e m  
in  o th e r w ords m ref(D ) =  0. W e call such  m ed ia to rs  machine closed.
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D e f in i t io n  5 .3 .3 . A mediator D is machine closed if, m ref(D )  =  0.
L e m m a  5 .3 .1 .  Given a mediator D , if D is machine closed and D = F D\ j D2 then 
D\ is machine closed and D 2 is machine closed.
Proof. W e have th a t  m ref(D ) =  mref  (D  i ) U mref (D2), (from  fn (D ) =  fn (D i)U fn (D 2). 
m ref(D ) — 0 th u s  0 =  mref (D \)C m ref (D2) hence m ref(D \) — 0 a n d  mref (D2) — 0. □
C o n tro l sy stem s w here  D  is m ach in e  closed, com ple te  m ed ia to r ta k e  th e  following form : 
CSYSTEM D = n(v createM : CV, x : SAf)(D  | M GENERATO R)
Such con tro l sy stem s need  n o t have any  ac tive  m ach ine  processes a n d  we refer to  tho se  
sy stem s as b e in g  in  a n  initial state.
E x ecu tin g  a  m e d ia to r in  th e  c o n tex t of a  con tro l sy stem  m eets  th e  req u irem en t from  
D efin ition  5.1.2 th a t  every m ach ine  reference received on  a  co n tro l p o in t is fresh.
T h e o r e m  5 .3 .1 .  Suppose a mediator D is defined as follows,
(y Vp : CV)(D X | D2)
for  any mediator D \,  D 2 and cp : CV such that, m ref(D i)  n  m ref(D 2) — 0 and D is 
complete.
Suppose also we have a C SYSTE M d such that CSYSTEM d  — + C SY ST E M d 1 where 
for any
cp £ CV and z E M H ,  D\ L U  D[, for  some D( then 
z m ref(D i) and mref(D{)  D m ref(D 2) — 0.
Proof. B y  considering  th e  tra n s it io n  d e riv a tio n  of CSYSTEM d - U  CSYSTEM d > w here  
one of th e  leaves is D\ D(.
C ase 1:
S u p p o se  cp — createMi for som e m ach ine  Mi w hich we consider in  th e  specification .
T h e n  by u sing  th e  tra n s it io n  ru les we can  conclude th a t  th e  in te ra c tio n  to o k  place 
b etw een  M G EN ERATO R  a n d  D\.
D 1 | M G EN ERATO R = nU  Z)(D[ \ I r iW .O  \ [[(BEGIN)]]M.(z))
T h e n  v ia  th e  ap p lica tio n  of CLOSE-R  we can  conclude th a t  th e  above is t ru e  w here 
2 ^  /n ( D i) .
I f  2: ^  fn (D i)  th e n  we th a t  2: m ref(D i) .  B y  P ro p o s itio n  5.1.2 we have th a t  m ref(D /1) C
m ref(D i)  U [ z ]  a n d  we have th a t  m ref(D \)  O m ref(D 2) — 0 h ence  we have th a t
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m ref(D[)  D m ref(D 2) — 0.
C ase 2:
In  all o th e r  cases by u sing  th e  tra n s itio n  ru les we can  conclude th a t  th e  in te rac tio n  
to o k  place betw een  D\ a n d  D2.
D x | D2 H ->D [  J D2
for som e D2.
B y ru le  COMM-R  we conclude th a t  D2 - ^ 4  D2 a n d  D\ ^ 4  D[ (confirm ing  th e  h y p o th ­
esis).
S ince D2 is a  m ed ia to r we can  conclude th a t  z m ref(D 2). A lso by  L em m a 5.1.2, 
m ref(D 2) C m ref(D 2 ) \ { z }  an d  m ref(D [ ) C  m ref(D i)  U { z } .  We  have th a t  m r e f (D i)n  
m ref(D 2) =  0 so z  j. m ref(D i)  a n d  (m re /(D i)  U { z } )  fl (mref (D2 ) \ { z } )  — 0. So we 
have th a t  z /  mref (Di)  an d  m ref(D 2) fl m ref(D 2) = 0 .  □
T h is  th eo rem  illu s tra te s  th a t  con tro l system s alw ays evolve to  o th e r  con tro l system s.
T h e o r e m  5 .3 .2 . For any complete D and a, if the control system, C SYSTE M p,  
performs
C SYSTEM p  — + P' then P' is a control system.
Proof. B y  D efin ition  5.3.2 C SYSTE M p  does n o t have any  visible m ach ine  references 
or con tro l po in ts.
In  th e  case w here ct is a  b o u n d  o u tp u t  ac tion , by  D efin ition  5.1.2 D  c an n o t o u tp u t  
a  con tro l p o in t. S ince D  is com plete  it  can n o t o u tp u t  a  m ach ine  reference. H ence if 
D' is th e  co n tin u a tio n  of D  by  D efin ition  5.3.1 we have th a t  D'  is com plete  an d  by 
L em m a 5.1.2, mref(D')  C m ref(D).  H ence no m ach ine  references or con tro l p o in ts  are  
v isib le in P ' . B y S u b jec t R ed u c tio n  3.4.1 we have th a t  P'  is well ty p ed . T h u s  P'  is a  
con tro l system .
In  th e  case w here  a  is a  free o u tp u t  ac tio n  we can  show  th a t  a  does n o t involve m ach ine  
references or con tro l p o in ts . H ence, if D'  is th e  co n tin u a tio n  of D  we have th a t  D'  is 
com plete  an d  by  L em m a 5.1.2, m ref(D')  C m ref(D).  H ence no m ach ine  references or 
con tro l p o in ts  a re  v isib le in  P ' . B y  S u b jec t R ed u c tio n  3.4.1 we have th a t  P'  is well 
ty p ed . T h u s  P'  is a  con tro l system .
In  th e  case w here a  is an  in p u t ac tion , again  we c a n n o t observe any  a  th a t  in p u ts  a  con­
tro l p o in t o r a  m ach ine reference. T h e  first is t ru e  by  D efin ition  5.2.1 w hich s ta te s  th a t  
none of th e  channels of D  have th e  ty p e  i \j Vm  for any  M . T h u s  if D' is a  co n tin u a tio n  
process of D , we have th a t  D'  is com plete  a n d  by  L em m a 5.1.2, m ref(D')  C  m ref(D).
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H ence no  m ach ine  references or co n tro l p o in ts  are  visible in  P ' . B y  S u b je c t R ed u c­
tio n  3.4.1 we have th a t  P'  is well ty p ed . T h u s  P' is a  con tro l sy stem .
In  th e  case a  is a r  a c tio n  th e n  we can n o t uncover any  m ach ine  references or con tro l 
p o in ts  th u s , if D' is a  c o n tin u a tio n  p rocess of D,  we have th a t  D'  is com ple te  a n d  by 
L em m a 5.1.2, m ref(D')  C  m ref(D ).  H ence no m ach ine  references or co n tro l p o in ts  are  
v isib le in  P'. B y  S u b jec t R ed u c tio n  3.4.1 we have th a t  P '  is well ty p ed . T h u s  P'  is a  
co n tro l system .
□
5.4 S em an tic  d e fin itio n  o f m ach in e  d iv e rg en ce  freed o m
W e consider a  co n tro l sy s tem  to  be  a  specifica tion  of a  sy stem . W e w an t to  b e  ab le  
to  verify  th a t  th e  co n tro l sy stem s we w rite  a re  machine divergence-free so t h a t  no  m a­
ch ine in s tan ce  t h a t  is c rea ted  o r m a n ip u la te d  by  a  m ed ia to r en te rs  in to  a  d ivergen t 
s ta te . In  S ection  1 .1 .2 'we n o te d  th a t  m ach in e  divergence freedom  is an  essen tia l p ro p ­
e r ty  of com bined  specifications, w ith o u t w hich in v arian ts  of m ach ine  in s tan ces  can n o t 
b e  g u a ran teed . T h is  sec tion  gives a  sem an tic  defin ition  of th is  req u irem en t using  traces.
R ecall th a t  P  J. div d en o tes  th a t  th e  tra n s itio n  d e riv a tio n  P  P' ho lds, as in  Sec­
tio n  4.5.
P r o p o s i t i o n  5 .4 .1 . For any machine M  and operation of the machine op and machine 
reference z,
[[(B O D Y op, -L)]]m (z) |  div =  true
Proof. Follows d irec tly  from  th e  ru les in  T ab le  4.3. □
U sing  P ro p o s itio n  5.4.1 as a  base  case, it  is possib le  to  give a  defin ition  of P  x =  true 
ind u c tiv e ly  over tlie  sy n ta x  of P  as a  se t of b a rb s  [36]. However, h e re  we will ju s t  use 
th e  tra n s it io n  ru les.
C o n tro l system s are  m ach ine  d ivergence free if th e  following holds.
D e f in i t io n  5 .4 .1 .  Given a control system CSYSTE M d , CSYSTEM d is machine di­
vergent free if,
■ C SYSTEM d [ d f a  =  false 
and there exists a CSYSTEMDk such that, 
CSYSTEM d CSYSTEM Dk
CSYSTEM d l ~ d w =  false
for any trace tr and,
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T h e  above defin ition  assum es th a t  div is considered  to  b e  a  special channel in  th e  
specification. In  th e  con tro l sy stem s th a t  we consider div m u st never be  h idden . W e 
will use th is  defin ition  in  th e  n ex t c h a p te r  w hen  we consider th e  verification  of m ach ine  
divergence freedom  p ro p e rtie s  of con tro l system s.
C h a p t e r  6
V e r i f i c a t i o n  o f  a  C o m b i n e d  
S p e c i f i c a t i o n
T h is  c h a p te r  p resen ts  a  tech n iq u e  for iden tify ing  a  se t of w eakest p reco n d itio n  p ro o f 
ob liga tions on  a  m e d ia to r  D.  D ischarg ing  th e se  p ro o f ob liga tions m ean s th a t  th e  spec­
ification  CSYSTEM d is m ach ine  d ivergence-free. M achine divergence freedom  is an  
essen tia l p ro p e rty  of com bined  specifica tions w ith o u t w hich we c a n n o t m ake any  g u a r­
an tees a b o u t th e  s ta te  of th e  m ach ine  in s tan ces  con tro lled  by  m ed ia to rs .
6.1 M ach in e  co n s is te n t m e d ia to rs
T h e  tech n iq u e  th a t  we p ro p o se  focuses on  a  com ple te  m ach ine  closed m e d ia to r D  an d  
is analogous in  a p p lica tio n  to  a  ty p in g  d e riva tion . H ere, in s tead  of channels ty p es, we 
a tta c h  p red ica tes  to  co n tro l p o in ts  t h a t  a c t as a ssu m p tio n s (in  a  re ly -g u a ran tee  sty le) 
w ith in  D. T h e  co n tro l p o in t a ssu m p tio n s  p lay  an  im p o r ta n t ro le becau se  w hen  m a­
chines a re  p assed  a ro u n d  in  a  specifica tion  we will need  to  reaso n  a b o u t th e ir  s ta te  
w h en  th e y  leave a  m ed ia to r, a n d  w hen  th e y  a re  received by a n o th e r. W h en  a  m ach ine  
leaves a  m e d ia to r’s con tro l we need  to  p rov ide  a  g u a ran tee  a b o u t its  s ta te  w hereas 
w hen  a  m ach ine  is received by  a  m e d ia to r th e n  we need  to  re ly  on  it  b e in g  in  a  p a r tic ­
u la r  s ta te . T h e  overall o u tcom e is a  w eakest p re -co n d itio n  p re d ic a te  w hich takes th ese  
a ssu m p tio n s  in to  accoun t a n d  also ensu res th a t  D  executes w ith o u t causing  m ach ine  
d ivergence in  betw een  th e  co n tro l po in ts .
W e assu m e th a t  D  is c o n s tru c te d  u sing  th e  L em m a 5.2.1, L em m a 5.2.2 an d  th e  ru les 
for c o n s tru c tin g  a  seq u en tia l fin ite  con tro lle r (SFC),  D efin ition  5.2.3. N o te  th is  sec tion  
does n o t consider m ed ia to rs  w ith  in fin ite  rep lica tio n , co n s tru c te d  u sin g  L em m a 5.2.3. 
W e consider such  m ed ia to rs  in  S ection  6.4. H ence, th e  defin itions t h a t  follow show  
how  to  decom pose a  D  w ith  fin ite  execu tio n  in to  co rresp o n d in g  SFC s, iden tify ing  th e  
con tro l p o in t assertio n s a n d  finally  co n v ertin g  th e m  to  wp p red ica tes.
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Firstly , in th is  section  we m ake use of th e  B m ach ine  ren am in g  m echanism . T h is  m ech­
an ism  allows th e  ren am in g  of th e  s ig n a tu re  of a  lib ra ry  m ach ine  M  an d  its  variab les list 
so th a t  several in stances can  b e  in c luded  in to  a  la rg er specification . T h e  s tru c tu re  of th e  
nam es, used  to  define a  lib ra ry  m achine, is string —M ACH INE , s tr ing-V A R IAB LE S , 
s tr ing-O PERATIO N S  for a  given string. To in co rp o ra te  tw o different in stan ces  of a  
m ach ine  th e  specifier m odifies string to  b e  d ifferent from  one to  th e  o th e r. W e propose  
to  use th e  7T-calculus n am e used  to  reference th e  channe l for com m unica tion  w ith  th e  
m ach ine in stan ce  in  p lace  of string. T h is  is on ly  possib le  because  th e  sem an tics of 
th e  7r-calculus ensu res th a t  th e se  n am es a re  d ifferen t from  each o th e r for each m ach ine 
in s tan ce  in  our specification .
G iven a  B p red ica te  R  w here  fn(R)  C  se t-o f(V A R IA B L E S)  for som e fin ite  lis t of 
VARIABLES , use z - ( R )  to  d en o te  th e  p red ica te
wp(VARIABLES := z -V A R IA B L E S , R) w here  Z-VARIABLES  is a  lis t of v ariab le  
nam es w here each item  in  VARIABLES  is p refixed  w ith  a  z _  string .
E x a m p le  6 .1 .1 .
Z-(nn  =  1) =  z -n n  =  1 
z - (n n  >  1 A m m  G N ) =  z -n n  >  1 A z -m m  £  N
Z-(R1  =4 R2) =  z - ( R l )  =4 Z—(R2) through distributivity of wp
In  a d d itio n  to  ren am in g  variab les so th a t  th e y  are  iden tified  w ith  th e  7r channe l u sed  to  
com m unica te  w ith  th e  p a r tic u la r  B  m ach ine  we also ren am e  th e  m ach in e ’s o p era tions. 
W e d en o te  w ith  z-operation  th e  expression  o b ta in ed  from  rep lac ing  every  free n am e  x 
in  th e  o p e ra tio n  of th e  m ach ine  called operation w ith  Z-X. For exam ple,
E x a m p le  6 .1 .2 . Consider the definition of operation tick of machine Clock 2.2, then 
we have that, 
Z-tick  =  P R E  z -n n  =  0 THEN Z-nn := 1 END
Secondly, given th e  d ynam ic  n a tu re  of be ing  able to  pass m achines a ro u n d  a  specifica­
tio n  we need  to  define a  m echan ism  for tagg ing  m ach ine s ta te  req u irem en ts  a t  con tro l 
p o in ts . T h is  is because  w hen  we consider th e  d isassem bled  SFC s we m ay  need  to  
m ake assu m p tio n s a b o u t th e  s ta te  of incom ing  m ach ines in  an  SFC  befo re  th e y  are  
m an ip u la ted . T o illu s tra te , consider th e  following com plete  m ed ia to r  D ,
E x a m p le  6 .1 .3 .
D =  fa c p : f a V M)(SC l | SC2)
w here SC\ an d  SC2 a re  SFC  m ed ia to rs  sh a rin g  th e  con tro l p o in t cp. In  d isassem bling  
th is  expression  we rem ove th e  h id in g  o p e ra to r  an d  th e n  p roceed  to  check w h e th e r SC\ 
an d  SC2 a re  m ach ine  divergence-free in  iso lation . However, n e ith e r SFC  m ed ia to r has 
enough  in fo rm atio n  to  show  m ach ine  consistency  on  its  own. T h is  is because  th ro u g h  
con tro l p o in t cp th e y  m ig h t exchange m ach ines betw een  th em , a n d  w ould  n o t know  th e  
s ta te  of th e  incom ing  m achine. T h u s , in  som e sense we m u st also show  th a t  th e  tw o 
a re  suitable to  b e  in  para lle l w ith  each o th e r. SC\  a n d  SC2 a re  su itab le  if w henever 
one sends a  m ach ine  on  cp i t  is in  a  s ta te  th a t  th e  o th e r expects  a n d  vice versa.
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D e f in i t i o n  6 .1 .1 .  Assertion tags
1. The agent 0 is a tagged mediator,
2. Given a mediator D such that,
D  = »  (y  : <joVM)(D') 
for some tagged mediator D ' . The process
(v cpR : (joVM)(D')
is a tagged mediator for some B predicate R such that,
3. the predicate R belongs to M .
T h e  tag s  a re  expressed  as B  p red ica tes  a n d  do  n o t affect th e  n am e  cp. T ags a re  supp lied  
m an u a lly  for each co n tro l p o in t D  in  th e  ag en t excep t th e  createMi b ecause  for th ese  
channels th e  a sse rtio n  is p re -se t by  th e  in itia lisa tio n  s ta te m e n t of M  as we sha ll see 
below . In  p rov id in g  a  ta g  th e  specifier m u s t en su re  th a t  th e  p re d ic a te  belongs to  th e  
m ach in e  M  for w hich cp w ill t ra n s m it  references. T h e  m ach ine  is iden tified  from  th e  
ty p e  given to  cp, w hich is of th e  fo rm  (JoVm  d iscussed  in  th e  p rev ious section . R ecall 
t h a t  ntR  belongs to  a  m ach ine  M 5”  m ean s th a t  R  is w ell-typed  w ith  re sp ec t to  th e  
s ig n a tu re  of M .
W h ile  d isassem bling  a  p rocess a n d  checking for m ach ine  consistency, th e  p red ica te  tag s  
a re  reco rded  in  a  fu n c tio n  called  assert defined  as follows,
D e f in i t io n  6 .1 .2 .
assert €  CV  -+»7Z 
where 7Z is the set of all B  predicates.
T h e  n o ta tio n  assert(cp)  =  R  w here  R E 7Z, den o tes  th a t  th e  con tro l p o in t cp is assigned 
th e  p re d ic a te  R  in  assert.
D e f in i t i o n  6 .1 .3 .  A given function assert is closed with respect to a mediator D if  for  
every cp such that cp E cp (D ) we have assert(cp) =  (R ) for some predicate R.
W e prov ide  th e  assertio n  fu n c tio n  assert- in it  w hich is only  defined on  th e  createMi 
co n tro l p o in ts  w here  th e  p red ica te s  a re  p re -se t as follows.
D e f in i t io n  6 .1 .4 . If M \,  . . .  , Mn are the machines we wish to consider in the spec­
ification.
The function assert- in it  is defined as follows,
assert- in it  (createMi)  =  Ri
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for each 1 <  i <  n where Ri is a predicate as follows,
Ri — wp(VARIABLES'M. :=  VARIABLESm0  prdvARiABLESMi ( T m J)
where Tm{ is the initialisation statement of machine Mi, VARIABLESm{ is Mi corre­
sponding list of variables, and VARIABLES'M. is a list where each item of VARIABLES Mi 
is decorated.
Recall from  Section  4.1.2 th a t  th e  effect of prdvARlABLEs(TMi) on th e  in itia lisa tio n  
s ta te m e n t Tm, gives a  p red ica te  w here  th e  free n am es a re  all d eco ra ted  versions of th e  
rea l variables. T h u s , in th e  defin ition  above we have app lied  a  su b s titu tio n  to  re la te  
th e  p rim ed  variab les w ith  th e ir  u n p rim ed  co u n te rp a rts . For exam ple, in  th e  case of 
m achine Clock.
Example 6.1.4.
prdnn(nn :=  1) =  (nn' — 1) ' 
wp(nn' :=  nn, (nn' — 1)) =  (nn =  1)
W e are  now  read y  to  define a  fu n c tio n  on m ed ia to rs  th a t  m ap s th e m  to  a  p red ica te  
w hich is th e  w eakest p reco n d itio n  so th a t  D  executes w ith o u t m ach ine  divergence. 
W e call th is  function  DIVp( D , assert) w here p is a  se t of m ach ine  references, D  is 
a  m ed ia to r, an d  assert is an  a sse rtio n  func tion  defined above. T h e  se t p is used  to  
co n stra in  D IV  to  a  p a r tic u la r  su b se t of m ach ine  references th a t  we w ish  to  exam ine. 
In  all app lica tio n s p is a  su b se t o f th e  m ach ine  reference se t m ref(D ).  W h en  p is th e  
0 in p a r tic u la r , D IV  checks w h e th e r th e  m ed ia to r m eets  all con tro l p o in t a ssertions in 
a  rely  g u a ran tee  style. In  all o th e r cases DIVP does w h a t DIV® does an d  in  ad d itio n , 
o u tp u ts  th e  w eakest p reco n d itio n  so th a t  th e  m achines in  p w ould  n o t diverge. For all 
p rac tica l p u rp o ses  p =  m ref(D ),  we have th e  e x tra  fu n c tio n a lity  for p ro o f purposes.
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D e f in i t i o n  6 .1 .5 .  Given a tagged mediator D and a function assert closed with respect 
to D ,
DIVp(D, assert)
is defined as follows,
1. i f  D = „  (y v : S)(D ') where S  is not a control point type (see Definition 5.2.1) 
then
DIVP( D , assert) =  DIVp( D \  assert)
2. if D —n (y  cpR : S)(D ') and (joVm  <  5  (i.e. cp is a control point) then
DIVP(D, assert) =  DIVp(D ' , assert U {(cp , R )})
3. D S C  | D' where S C  is a sequential finite controller then
DIVP( D , assert) = D I V pnmref ( s c ) ( S C , assert) A
DIVpr\mref(D') (D  , assert)
fa D  = 7r 5(7 where S C  is a sequential finite controller then
DIVP(D , assert) =  wp (convert (D) p, true) 
with function assert, see Definition 6.1.6 for  convert(D)p
T h e  first case allows us to  ignore  a  h id d e n  channe l w henever th e  ch an n e l is n o t a  con tro l 
p o in t. T h e  second case iden tifies th e  co n tro l p o in t cp w ith  p re d ic a te  D in  th e  assert 
fu n c tio n  a n d  con tinues to  check D' w ith  th e  e x tra  in fo rm atio n . T h e  th i r d  case requ ires 
t h a t  we check b o th  ag en ts  of a  pa ra lle l com position . O bserve t h a t  we c o n s tra in  p so 
th a t  each ag en t o f pa ra lle l co m b in a tio n  is converted  u sing  th o se  m ach in e  references 
th a t  a re  app licab le  to  it. In  th e  case of in fin ite  rep lica tio n , we need  on ly  consider one 
execu tio n  of th e  rep lica ted  process.
T h e  la s t case of D efin ition  6.1.5 is defined  as follows.
D e f in i t io n  6 .1 .6 .  Given a sequential finite controller SC  and a function assert, closed 
with respect to S C , convert(SC)p is defined for p C  mref (SC) as follows.
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Assuming convert(SCi) p, convert(SC2)p are defined, 
converted) p — skip
b $ P
where z  is a machine reference and I is an operation label
( convert(SCi)pnmref{SCl) i f  z  <£ p
convert (z I. S C i)p =  <
[z^op(l);  convert(SCi) pn mref (SGl) z E p
where cp is a control point
I convert(SCi)pnmref{SCl) if z  £ pP R E  z-asser t(cp)
THEN skip END * & P
and for any prefix t v  which is not covered by the cases above 
convert ( t v .  S C\) p =  convert(SCi) p
where v is a standard name 
convert((v v : S ) (S C i) )p — convert(SCi)p
convert(SC\ +  SC2)p =  CHOICE convert (S C i)pnmref(sCi) OR
convert(SC2 )pnmref(SC2) END
T h e  agen t 0 is converted  to  skip as it  does n o t p e rfo rm  any  ac tions. A n  o p e ra tio n  call 
z l  is converted  to  th e  A M N  z -o p ( l)  w hich h as  th e  effect of p re -p en d in g  every  variab le  
used  in  th e  defin ition  of op(l) w ith  th e  s tr in g  jz_ as d iscussed  above. A t an  in p u t con­
tro l p o in t we need  to  c a p tu re  th a t  a  new  m ach ine  h as  a rrived  w ith  an  ex p ec ted  s ta te  
c a p tu re d  in assert(cp). T h is  p ro d u ces a  g u a rd  th a t  m u st d ischarge  any  su b seq u en t 
s ta te  u p d a te s  perfo rm ed  on th e  new  m achine. T h e  n am e chosen to  rep re sen t th is  new  
m ach ine is d ifferen t from  o th e r  s trin g s th a t  have been  u sed  since th e  p rocess conform s 
to  th e  n am in g  convention.
A t an  o u tp u t  con tro l p o in t we m u st check w h e th e r th e  m ach ine  is in  a  s ta te  th a t  is com ­
p lian t w ith  th e  ex p ec ta tio n s  of o th e r  m ed ia to rs  w hich m igh t receive it. In  o th e r  w ords 
its  s ta te  m eets th e  assert(cp) cond itio n  before o u tp u t. T h is  p ro d u ces a  p re-co n d itio n  
hence assertion  v io la tions are  tre a te d  in  a  sim ilar w ay to  o p e ra tio n  executions.
where cp is an input control point
SELE C T b-assert(cp)
THEN skip E N D ; convert(SCi)pXJ^
convert(cp(b).SCi)p =
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All o th e r  sy n ta c tic  c o n s tru c ts  a re  s im p ly  ignored  by  convert excep t th e  su m  o p e ra to r  
w hich  is converted  to  an  A M N  choice. N o te  th a t  a t  each s tag e  th e  en v iro n m en t p is 
c o n s tra in ed  w ith  th e  rem ain in g  m ach ine  references in  th e  co n tin u a tio n  process.
B y o b ta in in g  DIV%(D, assert) — true for a  m ach in e  closed D  we can  conclude th a t  D  
is machine-consistent.
D e f in i t io n  6 .1 .7 .  Machine-Consistent Mediator 
Given a machine closed, tagged mediator D, and there exists a function assert closed 
with respect to D such that
D I V f D , assert) — true
then D is machine-consistent.
In  th e  re s t of th is  c h a p te r  we prove th a t  if D  is machine-consistent th e n  a  con tro l 
sy s tem  C SYSTEM p  is m ach in e  divergence-free.
6.2 Exam ple
In  th is  section  we p re sen t tw o exam ples w hich  illu s tra te  a  d raw b ack  of th e  D IV  p red i­
c a te  a n d  how  th is  is resolved.
E x a m p le  6 .2 .1 . Consider the controllers,
SC\ =  createCl(w).w tick-(*).71p(w).cp(b).b t ick -(* ) .cp(b ) .0 
SC2 =  cp(m ).m  tock-(*).cp(m ).cp(n).n  tock-(*).0  
D =  (v cpR : [\o[tick—unit, took-unit]) (SC\ | SC2)
which are responsible for controlling a single Clock machine from Figure 2.2. Controller 
SCi is responsible for creating an instance of the machine and controls the executions
of the tick operation. Similarly, controller SC 2 communicates with SC\ along control
point cp and is responsible for controlling the executions of the took operation.
T h e  follow ing show s th a t ,  D  is n o t machine-consistent b ecause  th e re  is no  assertio n  
p re d ic a te  R  for co n tro l p o in t cp th a t  is s tro n g  enough  to  m eet th e  p re -co n d itio n s of 
b o th  tick a n d  took.
W e p re -se t assert-init(createCP) =  (nn — 1) as req u ired  by  D efin ition  6.1.4. T h e n , we 
need  to  show  th a t  D IVq(D, assert-in it)  =  true by  D efin ition  6.1.7. A pp ly in g  D efini­
tio n  6.1.5.
D I V f S C i  | SC2, assert-in it  U {(cp , R )})  =  true 
for som e B p re d ic a te  R  w hich  can  b e  one of th e  following,
R l  =  (nn — 1)
R2  =  (nn =  2)
R3 =  (nn  =  1 V nn — 2)
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Clearly, nn — 1 belongs to  Clock an d  nn =  2 belongs to  Clock since nn  is a  v ariab le  
of Clock a n d  th e  p red ica tes  a re  well ty p e d  w ith  re sp ec t to  th e  s ig n a tu re  of th e  m achine.
A  fu r th e r  ap p lica tio n  of D efin ition  6.1.5 m eans th a t  we have to  show  th a t ,
DTVfh(SCit assert-in it  U { (c p , R )})  =  true, A
D I V / S C 2 , assert-in it  U { ( c p , R )})  =  true
L et us check th e  first c lause w ith  R  =  R I  an d  by D efin ition  6.1.5 we m u st show  th a t ,  
wp(convert(SC\)Q, true) =  true. However, by  D efin ition  6.1.6,
wp (convert (S Ci) q>, true) =  wp (SELECT w -n n  =  1 THEN skip E N D ;
w - t ic k ; P R E  w -n n  =  1 THEN skip E N D ;
SELE C T b-nn  =  1 THEN skip E N D ;
b -t ick ; P R E  b-nn =  1 THEN skip END, true)
= w p (S E L E C T  w -n n  =  1 THEN skip END-, 
w-tick; P R E  W-nn =  1 THEN skip END-, 
SELE C T b-nn  =  1 THEN skip END-,
P R E  b-nn  =  1 THEN b-nn  :=  2; 6_rm  =  1)
= w p (S E L E C T  w -n n  =  1 THEN skip END-, 
W-tick; P R E  w -n n  — 1 THEN skip END; 
SELECT b-nn  =  1 THEN skip END; 
b-nn  =  1 A 2 = 1 )
=false
H ence it  is n o t th e  case th a t  DIV$(SCi, assert-in it  U {(cp, R I ) } )  =  true.
6.2. Example 117
Now consider th e  p re d ic a te  R  — R2.
wp(convert(SCi)q, true) = w p (S E L E C T  w -n n  — 1 THEN skip E N D ;
w-tick; P R E  w -n n  — 2 THEN skip E N D ;
SELE C T b-nn =  2  THEN skip E N D ;
b -t ick ; P R E  b-nn =  2 THEN skip END, true)
^ w p  (SE LEC T w -n n  =  1 THEN skip END-,
W -tick ; P R E  w—nn =  2 THEN skip END;
SELE C T b-nn  — 2 THEN skip END, b-nn =  1) ^
= w p (S E L E C T  w -n n  =  1 THEN skip END;
W-tick; P R E  w -n n  =  2 THEN skip END,  
b-nn =  2  => b-nn =  1)
=false
H ence it  is n o t th e  case th a t  D IV ^ S C i,  assert-in it  U {(cp,  R 2)}) =  true.
Now  consider th e  p red ica te  R — R3.
wp(eonvert(SFCi)0 , true) = w p (S E L E C T  W-nn  =  1 THEN skip END;
w-tick; P R E  W-nn =  1 V b-nn  =  2 THEN skip END; 
SE LE C T b-nn  =  1 V b-nn  =  2 THEN skip END; 
b-tick; P R E  b-nn =  1 V b-nn  =  2 THEN skip END, true)
= w p (S E L E C T  w -n n  =  I THEN skip END;
W-tick; P R E  w -n n  =  1 V b-nn — 2 THEN skip END; 
SE LE C T b-nn  =  1 V b-nn =  2 THEN skip END, 
b-tick; b-nn =  1 V b-nn  =  2)
(con£)
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(cont)
= w p (S E L E C T  w -n n  =  1 THEN skip E N D ;
W-tick\ P R E  w -n n  =  1 V b-nn =  2 THEN skip E N D ;
SELE C T b-nn =  1 V b-nn  =  2 THEN skip E N D ,
b-nn  =  1)
= w p(S E L E C T  w -n n  =  1 THEN skip E N D ; 
w -tick\ P R E  w -n n  =  1 V b-nn  =  2 THEN skip E N D , (g ^
( b-nn  =  1 V b-nn  =  2) 4* b-nn =  1)
= w p (S E L E C T  w -n n  =  1 THEN skip E N D ; 
w - t ic k ; tu_nn  =  1 V b-nn  =  2 THEN skip END,
b-nn  =  2 4> 6_nn  =  1)
= false
From  E q u a tio n  6.1 a n d  E q u a tio n  6.3 we can  deduce  th a t  th e re  is no i? such  th a t  
assert(cp) =  R  an d  D IV ^ S C i,  a sse ri)  =  Zrwe. T h u s , 5(7i is n o t machine-consistent.
A s we have a lready  identified  one of th e  p a r tic ip a tin g  con tro llers as be in g  d ivergen t 
(by D efinition  6.1.5 DIVq(SCi | SC2, assert) be ing  a  co n junc tion ) we do n o t need  
to  consider SC2 to  deduce  th a t  D  is n o t machine-consistent.
D  is n o t machine-consistent, n o t b ecause  th e  o p e ra tio n  calls a re  in  th e  w rong  o rd er b u t  
because  only  one con tro l p o in t is used  a n d  th e re  is no p red ica te  w hich can  be  assigned 
to  cp th a t  s im u ltan eo u sly  m eets  th e  p re -co n d itio n  an d  p o s t-co n d itio n  of tick. B u t  in  
fact, if we consider th e  sequence of o p era tio n s  called  from  w ith in  D  th e ir  p re-co n d itio n s 
will be  m et. T herefo re , h av ing  ju s t  one co n tro l p o in t is n o t enough  in th is  exam ple to  
prove m ach ine consistency. C onsider ad d in g  an  e x tra  con tro l p o in t w hich w ould  n o t 
change th e  in ten d ed  b eh av io u r of D.
E x a m p le  6 .2 .2 . Consider the following controllers,
SC3 =  createCl(w).w tick-fa).cp2 (w).cpi(b).b  tick-fa).'cp2 (b) .0
SC4 =  cp2 (m ).m  tock-(*).cp 1 (m).cp2 (n).n  tock-fa ) .0
D2 =  {» cp? 1 -.iHoVm.cp?* : t o V M)(SC 3 | SC 4)
where cp\ is used to pass control from SC4 to SC3 so that SC3 can perform ticks and 
similarly cp2 used to pass control from SC3 to SC4 so that SC4 can perform tocks.
H ere by D efinition  6.1.5, we need  to  define tw o assertio n  p red ica tes  befo re  co m m ittin g  
to  verify SC3 an d  SC4 ind iv idually . L e t tho se  b e  as follows:
R I =  (nn =  1) 
R2 =  (nn =  2)
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C onsider D efin ition  6.1.6 ap p lied  to  SC3 w ith  assert(cpi) — R I  a n d  assert(cp2) — R2.
wp (convert (SC3)®, true) = w p (S E L E C T  w -n n  =  1 THEN skip E N D ;
W-tick\ P R E  w -n n  =  2 THEN skip E N D ;
SE L E C T  b-nn =  1 THEN skip E N D ;
b -t ick ; P R E  b-nn  =  2 THEN skip END, true)
= w p  (SE LEC T w -n n  =  1 THEN skip E N D ;
W -tick ; P R E 1 =  2 THEN skip E N D ;
SE LE C T b-nn =  1 T P W  s/cfy E7VD; 
b-tick, b-nn  =  2)
= w p (S E L E C T  w -n n  =  1 THEN skip E N D ;
W -tick ; P P E  wrami. =  2 THEN skip E N D ;
S E L E C T  b-nn =  1 THEN skip E N D ;
P P E  6_?rn =  1 THEN b-nn  :=  2, b-nn  =  2)
—w p(SELE C T w -n n  =  1 THEN skip E N D ;
W-tick; P R E  w -n n  =  2 THEN skip E N D ;
SE LE C T b-nn =  1 THEN skip END, 
b-nn  =  1)
= w p (S E L E C T  w -n n  =  1 THEN skip E N D ; 
w -t ic k ; P P E  w -n n  — 2 THEN skip END,  
b-nn — 1 im psb-nn  =  1)
—w p(SELE C T w -n n  =  1 T PE iV  s/rip E N D , 
w -tick ,  w -n n  =  2 )
—w p(SELE C T w -n n  — 1 THEN skip END,
P R E  w -n n  =  1 THEN W-nn  2; W-nn — 2)
—w p(SELE C T W—im  =  1 THEN skip END, w —nn — 1)
—(w -n n  =  1 rf- — 1)
= tru e
(6.5)
120 Chapter 6. Verification o f a Combined Specification
Now consider D efin ition  6.1.6 app lied  to  SC4 .
wp(convert(SC,4)0 , true) = w p (S E L E C T  w -n n  =  2 THEN skip E N D ;
w-tock; P R E  w -n n  =  1 THEN skip E N D ;
SELE C T b-nn =  2 THEN skip E N D ; 
b-tock , £rue)
= w p (S E L E C T  w -n n  =  2 THEN skip E N D ; 
w -to ck ; P R E  W-nn =  1 THEN skip E N D ;
SELECT b-nn =  2  THEN skip E N D ;
P R E  b-nn — 2 THEN b-nn :=  1, true)
= w p  (SE LEC T w -n n  =  2 THEN skip E N D ;
W-tock ; P R E  w -n n  =  1 THEN skip E N D ;
SELE C T b-nn =  2 THEN skip END, b-nn =  2)
= w p (S E L E C T  w -n n  =  2 THEN skip END; 
w-tock; P R E  W-nn =  1 THEN skip END,  
b-nn =  2  =4> b-nn =  2)
= w p (S E L E C T  w -n n  =  2 P P E /V  ElVD; 
w-tock, w -n n  — 1)
= w p (S E L E C T  w -n n  =  2 THEN skip END;
P R E  w -n n  — 2 THEN w -n n  := 1, W-nn  =  1)
= w p (S E L E C T  w -n n  — 2 THEN skip END, w -n n  =  2)
—(w -n n  — 2  =4> w _ n n  =  2)
—true
(6.6)
T h u s,
DIV0 (SCz, assert- in it  U { (cp i, P I ) ,  (cp2, P 2 )} ) =  true
an d
DIV0 (SC4 , assert-in it  U { (cp i, P I ) ,  (cp2, P 2 )} ) =  i/rze 
hence by D efin ition  6.1.5 we can  conclude th a t
DIVq(D2, assert-in it)  =  true
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T herefo re , D 2 is machine-consistent. F rom  th e  exam ples above we m u st b e  c lear a b o u t 
th e  p u rp o se  of th e  con tro l p o in ts  in  a  specifica tion  because  th e  a sse rtio n s reflect th e  
re ly  g u a ran tee  co n d itions b e tw een  th e  contro llers.
6.3 Som e usefu l re su lts  a b o u t  D I V
W e are  w ork ing  to w ard s a  consistency  p ro o f to  show  th a t  if a  m e d ia to r  D  is m achine- 
co n sis ten t th e n  th e  co n tro l sy s tem  C SYSTE M p  is m ach ine  divergence-free. T h is  is 
p re sen ted  in  Section  6.5. In  th is  sec tion  we prove a  n u m b er of s u p p o r tin g  re su lts  a b o u t 
th e  D IV  p re d ic a te  w hich w ill b e  u sed  in  in  th e  proofs of th e  th eo rem s in  S ection  6.5.
T h e  following L em m a show s th a t  th e  u n d e c o ra te d  D IV  p re d ic a te  of a  seq u en tia l fi­
n ite  con tro ller is a  co n ju n c tio n  of th e  d eco ra ted  D IV {zy p red ica tes  for every  m ach ine 
reference z in  th e  con tro ller.
L e m m a  6 .3 .1 . For any sequential finite controller SC, p C mref (SC) and some func­
tion assert closed with respect to SC,
1. DIVP( S C , assert) => D IV fiS C , assert) for any 8  C  p.
2. !\zep D IV [Z}(SC, assert) <(=> DIVP(S C , assert)
Proof. B y  s tru c tu ra l  in d u c tio n  on seq u en tia l fin ite  contro llers. C ase 1 show s th a t  th e  
firs t h a lf  o f th e  th eo rem  is co rrec t a n d  C ase 2 show s th e  second half. N o te  th a t  in  
p ro v in g  C ase 1 we have effectively p roved  th e  reverse  im p lica tion  of C ase  2.
C ase 1:
C ase 1.1 (B ase C ase):
S u p p o se  S C  =  0,
L e t S C  =  0. W e have th a t  m re /(0 )  =  0.
T h e n  we need  to  show  th a t ,
D IV fi0, assert) =+ DIV$(0, assert)
w hich  is tru e .
C ase  1.1 (In d u c tiv e  C ase):
A ssum e th a t  for any  seq u en tia l fin ite  con tro lle r SC±, p C  m ref(SC \)  a n d  som e fu nc tion  
assert closed w ith  re sp ec t to  SCi,
DIVP(SC \ , assert) =4> DIV§(SC\, assert)
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for any  5 C p .
C ase 1.1.1:
L e t SC  =  cp(b).SG\ w here  cp is a  co n tro l p o in t.
T h e n  we need  to  show  th a t ,
DIVp(cp(b).SC i , assert) =4 D IV s(cp(b).SC i , assert) 
w here 5 C p C m ref(cp(b).SCi).
B y D efin ition  6.1.6,
DIVp(cp(b).SC \ , assert)
— wp(SELECT b-assert(cp) THEN skip E N D ; convert(SCi) p[J{by, true) 
=  b-assert(cp)  =4 D /V pU^ } .(5 C i, assert)
=4 by ind u c tiv e  hyp o th esis  
b-assert(cp)  =4 assert)
w here b (? p.
B y D efinition  6.1.6,
DIV§(cp(b).SCi , assert)
=  wp(SELECT b-assert(cp) THEN skip E N D ; cora/erX 5(7i)<5U{&}, true)
=  b-assert(cp)  =4 D JV (5u{ ^ (5 C 'i, assert)
w here 6 ^  p.
T h u s  we have th e  case.
C ase 1.1,2:
L et 5(7 =  bl.SCi w here 6 is a  m ach ine  reference.
T h e n  we need to  show  th a t ,
D /V p(6Z.5(7i, assert) =4 DIVs(bl.SCi, assert) ' 
w here 5 C p C mref (bl.SCi).
C ase 1.1.2.1:
S uppose  & ^  p.
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B y D efin ition  6.1.6,
DIVp(bl.SC\, assert)
=  becau se  b p
wp (convert(SCx )pnmref(sc1) 5 true) 
D I V ( S C \ , assert) 
rf> by  in d u c tiv e  h y p o th esis  
DIV§f}rnrej:(gQ1 ')(SCi, assert)
B y D efin ition  6.1.6,
D IVs(b l .S C i , a sse rt)  
becau se  6 ^ / 9  a n d  <5 C p 
=  wp (convert(SCi)Snmntf(SCi)> t r u e ) 
^  T)?Y5nmre/(5Cl)(5C 'i, a sse rt)
T h u s  we have th e  case.
C ase 1.1.2.2:
S u p p o se  b € p.
B y  D efin ition  6.1.6,
DIVp{b l .S C \, assert)
=  wp(b-op(l); convert(SCi)pnmreI(sCl), true) 
=  w p(b-op(l) ,  DIVpnmref(Ls c 1 )(SC i ,  a s se rt))  
rf- by  in d u c tiv e  h y p o th esis  
w p(b-op( l ), D /V 5nmre/(5Cl)(5 C i, a s se rt))
T h e n  e ith e r  b e  S or b ^ 8 .
C ase 1.1.2.2.1:
S up p o se  6 ^  <5.
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B y D efin ition  6.1.6,
D IV s(b l.SC i , assert)
=  wp(convert(SCi)snmrcf(SC!), Hue)
— E7F(5nmre/(5C7i) » assert)
=  wp(skip, DIVsnmref(SCi){SCi, assert))
=  since th e  variab les in b-op(l)  
do n o t affect any  variab les in  DIVsnmrefiSCriiBCi, assert) since b f  8  
wp(b-op(l) , DlVsnmref(SCi)(SCi, a sse rt))
T h u s  we have th e  case.
C ase 1.1.2.2.2:
S uppose  b €  5.
B y D efin ition  6.1.6,
D IV s(b l.SC i , assert)
=  w p(b -op( l), E /K <5nrore/(5C1)(«5'Cfi ,  a sse rt))
T h u s  we have th e  case.
C ase 1.1.3:
L e t S C  =  ~cp(b).SC\ w here cp is an  o u tp u t  con tro l p o in t an d  & is a  m ach ine  reference.
T h e n  we need  to  show  th a t ,
DIVp(cp(b).SC i, assert) =$> DIVs(cp(b).SC \ , assert) 
w here 8  C p C  m ref(cp(b).SC\).
(N ote th a t  cp{b).SCi  is th e  sam e as execu ting  an  o p e ra tio n  w here  th e  p re-co n d itio n  is 
equivalen t to  b-assert(cp ) .)
H ence, th e  case is s im ilar to  C ase 1.1.2.
C ase 1.1.4:
For any  prefix  7r n o t covered by th e  cases above suppose  SC  =  tt.SC i . T h e  p ro o f is 
sim ilar to  C ase 1.1.2.1
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Case 1.1.5:
W h e re  v is a  s ta n d a rd  n am e  S C  =  (u v : S )(S C i) .  T h e  p ro o f is s im ila r to  C ase 1.1.2.1 
C ase  1.1.6:
A ssum e th a t  in d u c tiv e  h y p o th esis  ex ten d s  to  ag en t SC2.
S u p p o se  S C  =  SC i +  SC2.
T h e n  we need  to  show  th a t ,
DIVP(SC\ +  SC2, assert) 4> DIVs(SC\  +  SC2, assert) 
w here  5 C p  C  m ref(SC \  +  SC2).
B y D efin ition  6.1.6,
DIVp{SCi  +  SC2) assert)
DIVpfXTnref{SC\)(.SC\, asseit) A DIVpf^mrej(SC2)(P C2 1 assert)
=4 by  in d u c tiv e  h y p o th esis  
DIVsnmrefisCi) assert) A DIVgf)mreygQ 2/ S C 2, assert)
B y  D efin ition  6.1.6,
DIVfaSCi  +  SC2, assert)
=  DIVsnmrettsCDiSCi, assert) A D IV 6nmref{SC2){SC2, assert)
T h u s  we have th e  case.
C ase  2:
C onsider =4.
C ase  2 .1(B ase C ase):
L e t S C  =  0. W e have th a t  m ref(0) =  0.
T h e n  we need  to  show  th a t ,
A 0 , assert) 4* D il/faO , assert)
z6.mref(  0)
DIV%(0, assert) =4 DIV$(0, assert)
which is the same as
126 Chapter 6. Verification of a Combined Specification
w hich is tru e .
C ase 2 .2 (Induc tive  Case):
A ssum e th a t  for any  seq u en tia l fin ite  con tro ller SC\, p  C m ref(SC i),  an d  fu n c tio n  
assert closed w ith  re sp ec t to  SC\,
D IV{z}(SC i,  assert) rf- DIVP(SC\, assert)
z €/0
C ase 2.1.1:
L e t SC =  cp(b).SC\ w here  cp is an  in p u t con tro l p o in t.
T h e n  we need to  show  th a t ,
DIV{z}(cp(b).SC i, assert) rf> DIVp(cp(b).SC\ , assert)
z£p
w here p C  m ref(cp(b).SC\).
B y D efin ition  6.1.6,
DIV{z}(cp(b).SC \,  assert)
zep
— f \  w p(SELECT b-assert(cp) THEN skip E N D ; c o n v e r t(S C i)^ \ j {b), true) =
z€p
— b-assert(cp) =+ D I V ^ U[by(SCi, assert) 
zep
=  b-assert(cp)  rf> A D IV {l}u{b)(SCu  assert)
z&p
rf- by L em m a 6 .3 .1 (.l)
b-assert(cp)  rf> A (D IV{Z)(SCU assert) A D IV {b}(SC \, assert)) 
zep
b-assert(cp)  rf- A {DIV{Z){SCU assert)
ze(Pu{b})
rf- by ind u c tiv e  hypo thesis  
b-assert(cp)  rf- DIVpl){b} (S C i , assert) 
w here 6 ^  p.
B y D efinition  6.1.6,
D /V r/9(c p (6 ) .5 C i, assert)
=  wp(SELECT b-assert(cp) THEN skip E N D ; concert (5(71 )plJ{b}, true)
=  b-assert(cp)  rf> D /V pU^ j.(5 C ,i ,  assert)
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w here  b /  p.
T h u s  we have th e  case.
C ase  2.1.2:
L e t S C  =  bl.SCi  w here  & is a  m ach in e  reference.
T h e n  we need  to  show  th a t ,
/ \  D IV { t } (bl.SCu  assert) DIVp(b l .S C \ , assert)
zEp
w here  p C mref (bl.SCi).
C ase 2.1.2.1:
In  th e  case w here  b ^  p.
B y D efin ition  6.1.6,
/ \  D IV {z}(bl.SCu  assert)
zEp
becau se  b p
— DIV{zyFxmref(ci(31 'y(SC\, assert)
zEp
=  th e  sam e as
DIV{zy(SC\, assert) A DIV 0 (SC\  , assert)
zE(prunref (SC\))
=> by  in d u c tiv e  h y p o th esis  
DIVpnmref^sc1 )(SC 1, assert) A D I V f S C i ,  assert)
B y D efin ition  6.1.6,
DIVp(bl.SC1: assert) =  DIVpnmref(sCi)(SCi, assert) 
T h u s  we have th e  case.
C ase 2.1.2.2:
S up p o se  b e  p.
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B y D efin ition  6.1.6,
DIV{z}(bl.SC \ , assert)
zCp
DIV{b} (b l .S C i , assert) A D /V {zj(6Z .5C i, assert)
z€p\{b}
trm (b-op(l))  A b/b—VARIABLES'.(prdb_ yARiABBEs (b —op(l)) =4
wp(b-V A RIA B LE S := b-V A RIA B LE S', D IV{b}(SC1, assert)))
A
A  £>/V{2}(M .SC i , o ssert)
=  since b ^  p\{&}
trm (b-op(l))  A V VARIABLES'.(prdb_ VARIABLES(b-op(l))  =4
wp(b-V A RIA B LE S b-V A RIA B LE S', DIV{b}(SCu  assert)))
A
<zsser£)
*e/A{f>}
=^
trm (b-op(l))  A V b-VARIABLES'.(prdb_ VARIABLES(b-op(l))  =4
(w p(& _V A i?L4£LD 5 :=  b-V A RIA B LE S', D IV{b}(SCi, assert))
A
asse ri))
2S/AD}
) since we can  m ove th e  co n ju n c ts  u n d e r th e  V s ta te m e n t because
( M  A  ^ r w ( s ,C i, assert)) fl s e t -o f  (b-VARIABLES') =  0
/n (  D /lfa zj.(5 C i, assert))  fl s e t -o f  (b-VARIABLES) — 0)
^ep\{6}
t im (b—op(l)) A \ /b —VARIABLES'.(prdb_ yARiABi Es (b —op(l)) =4 
w p(6_ V A R IA B LES :=  b-VARIABLES  
D IV{by(SCi, assert) A
, assert)
zep\{b}
)) th ro u g h  d is tr ib u tiv ity  of wp an d  d isjo in t assignm ent,
trm (b-op(l))  A V b-VARIABLES'.(prdb_ VARiABLEs(b -o p ( l) )  =4
wp(b-V A RIA B LE S := b-VARIABLES', / \  DIV{z ] (SC1, assert)))
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=> by  in d u c tiv e  h y p o th esis  
t rm (b -o p ( l )) A V b-V A R IA B IE S'.(prdh_ VARIABLEs(b -o p ( l) )  =+
w p (b -V A R IA B IE S  := b -V A R IA B IE S ' , DIVP(SCX, assert)))
=4> T h eo rem  2.5.1 
wp(b-op{l)\  convert(SC\)p, true)
B y D efin ition  6.1.6,
DIVp(bl.SC \ , assert) =  wp(b-op(l) \  convert(SC\)p, true)
T h u s  we have th e  case.
C ase 2.1.3:
L e t SC  =  ~cp(b).SC\ w here  cp is a  co n tro l p o in t an d  b is a  m ach ine  reference.
(N ote th a t  ~cp(b).SCi is equ ivalen t to  ex ecu tin g  an  o p e ra tio n  w here  th e  p re-co n d itio n  
is equ ivalen t to  b-assert(cp).)
H ence th e  case is s im ilar to  case 2.1.2.
C ase  2.1.4:
For any  prefix  7r n o t covered by  th e  cases above su p p o se  SC  =  tt.SC i . T h e  p ro o f is 
sim ila r to  C ase 2.1.2.1
C ase 2.1.5:
W h ere  v is a  s ta n d a rd  n am e  SC  =  (u v : S)(S C \) .  T h e  p ro o f is s im ila r to  C ase 2.1.2.1 
C ase 2.1.6:
A ssum e th a t  th e  in d u c tiv e  h y p o th es is  ex ten d s  over agen t SC2-
S up p o se  SC  =  SCi +  SC2.
T h e n  we need  to  show  th a t ,
/ \  D IV {z}(SCi +  SC2, assert) => DIVpiSCx +  SC2, assert)
zEp
w here  p C mref (SC\ +  SC2).
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B y D efinition  6.1.6,
A  D IVU }{SC 1 +  SC2, assert) =
zEp
/ \  (-^-^pr{z}nmre/(5(7i) (SC \ , assert) A DIV^zyf]mrej^g(j1^(SC2, assert))
zEp
/ \  DIV{z )(SCu assert) A DIV®(SCX , assert) A
z6(pnm7-e/ (SCT))
D /V ^ ](5 C 2 , assert) A DIV®(SC2, assert)
zE(pr\mref {SC2))
rf- by  ind u c tiv e  h y p o thesis  
- D T 7n.7~e7(•S’Ci) ,  assert) A DIVpf)mreygQ 2^(SC2, assert) A
DIV®(SC\, assert) A DIV®(SC2, assert)
B y D efin ition  6.1.6,
DIVp(SCi +  SC2, assert) = D IV pr]mref(sCiL)(SCi, assert) A
DIVpf]mrej(SC2)(SC2, assert)
T h u s  we have th e  case.
(N ote th e  case <rf is t ru e  by  v ir tu e  of L em m a 6 .3 .1 ( .l)) . □
T h e  following L em m a is used  in  th e  p ro o f of L em m a 6.3.3.
L e m m a  6 .3 .2 .  For any sequential finite controller SC, (p f! 8 ) C  mref (SC), and 
function assert closed with respect to SC.
/ y  DIV{Z} ( S C , assert) rf> D /V {2.].n5(5C ', assert)
zE(pr\5) zEp
Proof. B y  co n trad ic tio n .
A ssum e th a t ,
f \  D IV{Z)(SC, assert) A + / \  assert))
zE{pr\5) zEp
rf-
/ \  D /K W (S C , assert)A —■( / \  .D IV + , (S C , assert) A DIV®(SC , assert))
zE{pn6) ze(pn6)
A  a r v w ( s c ,  assert) A ->DIV®(SC, assert)
zE(pH8)
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T h e n  e ith e r  p H <5 =  0 o r p O <5 /= 0.
In  th e  firs t case we o b ta in  a  c o n trad ic tio n  d irectly ,
DIVq^SC, assert) A ~>DIVq(SC,  assert)
In  th e  second case for som e p ,
DIV{p} ( S C , assert) A DIV{zy (S C , assert) A - iDIV$(SC, assert)
ze(pn5)\M
W e have th a t  0 C {p} th u s  by  L em m a 6.3.1 th e  above im plies,
DIV%(SC , assert) A assert) A -^DIV^SC, assert)
ze(pn<5)\{p}
w hich  is a  co n trad ic tio n .
T h u s  th e  re su lt is tru e . □
W e ex te n d  L em m a 6.3.1 w hich  w as re s tr ic te d  to  sequen tia l fin ite  con tro llers , to  all m e­
d ia to rs . U sing  th e  L em m a below  we can  ju s tify  b reak in g  u p  th e  w eakest p re -co n d itio n  
p ro o f for a  com bined  sy s tem  to  sm aller localised  p ro o f ob liga tions.
L e m m a  6 .3 .3 .  For any mediator D , p C m ref(D ) and some function assert closed 
with respect to D ,
1. DIVP( D , assert) =>• D IV §(D , assert) for any 5 C p,
2. A zep F IV {Z}(D , assert) DIVP( D , assert)
Proof. B y  s tru c tu ra l  in d u c tio n  on  m e d ia to r  D,
C ase 1:
C ase  1.1 (B ase Case):
S u p p o se  D — SC  for som e seq u en tia l fin ite  con tro ller SC.
Then the case is true by Lemma 6.3.1.
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C ase 1.2 (In d u c tiv e  C ase):
A ssum e th a t  for m ed ia to r D \, p C m ref(D \ ) a n d  som e fu nc tion  assert closed w ith  
re sp ec t to  D \ ,
DIVP(D \ , assert) =4 DIVs(Di, assert)
for any  8  C p .
C ase 1.2.1:
S uppose  D =  SC  j Di for som e seq u en tia l fin ite  contro ller.
T h e n  by D efin ition  6.1.5,
DIVp(D,  assert) DIVpG\mraj^gQ'j(SC, assert) A DIVpp}mrgj^jr)i)(Di, assert)
=4 by  ind u c tiv e  h y p o th esis  a n d  L em m a 6.3.1 
p !^5r)mref(sc)(0G> assert) A DIV$r\mref(Di)(Di, assert)
T h e n  by D efin ition  6.1.5,
DIVs(D, assert) DIV§p\Tnref(sc)(SC, assert) A DIVfi dm r assert )
T h u s  we have th e  case.
C ase 1.2.2:
S uppose  D =  (y cpR : S ) (D i)  for som e con tro l p o in t ty p e  S.
T h e n  by D efin ition  6.1.5,
DIVp(D, assert) =  DIVP(D ', assert U { (c p , A )})
=4 by  in d u c tiv e  h y p o thesis
D IVs(D ' , a s se r£ U { (c p , A )})
T h e n  by D efin ition  6.1.5,
D IV s(D , assert) =  DIV&(D', a s se r£ U { (e p , A )})
Thus we have the case.
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C ase 1.2.3:
S up p o se  D =  (y v : S )(D \)  for som e S  t h a t  is n o t a  con tro l p o in t ty p e . T h e  p ro o f is 
s im ila r to  C ase 1.2.2.
C ase 2:
In s te a d  of p e rfo rm in g  s tru c tu ra l  in d u c tio n  on  D  n o te  th a t ,  by  L em m a 3.2.2 a n d  L em ­
m as 5.2.1 a n d  5.2.2 we have th a t  for every  E ,
d  = „  (uj) ( s c i  | . . .  | s c y
for som e lis t of n am es x a n d  seq u en tia l fin ite  con tro llers SC \ , . . .  , SCn.
B y  ap p ly in g  L em m a 6.3.1 n tim es we have th a t  for each i, 1 <  i  <  n.
/ \  D IV[z } (SCit asserts) <£> DIVpCXmref(SCi)(SCi, assert2 )
zE(pnmref  (SCi))
T h u s  in  th e  => case,
DIV{zy(D, assert)
zEp
f \  / \  DIVyzyfXmref ( ^ s C i ) ( 8 C i , assert)
z E p 1<i<n
=A  ( A  DIV{z}(SCi, assert)) A D I V f S C i ,  assert)
l < i < n  zE/pHviref (SCi))  1 < i < n
=>
— DIV{pnmref(sCi)}(SCi , assert) A / \  D IVfiSCi, assert)
K i< n  1 <i<n
K i< n
DIVP( D , assert) A DIVq(SC i, assert)
—T*
DIVp(D , assert)
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In  th e  <= case,
DIVP(D, assert) =  f \  DIVpnmref{SCi)(SCu assert2)
l < i < n
A A D IV {z}(SCi, assert2 )
l < i < n  z€(pr \mref  (SCi))
rf> by  L em m a 6 .3 .2 (.l)
/ \  / \  D IV{z}f]mref (SC.)(SCi, assert2 )
1<i<n z£p
=  A ^ V {2}( 0 ,  a
zEp
T h u s  th e  re su lt is tru e . □
T h e  following re su lt allows us to  ignore incom ing  m ach ine  references in  th e  D IV  p re d ­
ica te  of co n tin u a tio n  processes if we a re  n o t in te re s ted  in  keeping th a t  in fo rm atio n . I t
considers an  in p u t co n tro l p o in t ac tio n  of a  m ed ia to r  D  an d  th e  im p a c t of th e  ac tio n
on th e  env iro n m en t v ariab le  p in  th e  D IV  function . T h is  re su lt will b e  u sed  in  th e  
p ro o f of T h eo rem  6.3.1 w hen  dealing  w ith  in p u t con tro l p o in t actions.
L e m m a  6 .3 .4 . Given a tagged mediator D and function assert closed with respect to 
D, and p C  m ref(D ).
Suppose D °-U D' for some control point cp and machine reference z £  m ref(D ) then, 
DIVP( D , assert) rf> DIVpnmref(D,)(D ', assert)
Proof. In s tead  of p erfo rm ing  in d u c tio n  on D °-U D l n o te  th a t  by  L em m a 3.2.2 an d  
Lem m as 5.2.1 an d  5.2.2 we have th a t  for every  D  an d  D'  we consider,
D = F (v x)(SC\  | . . .  | SCn)
D' = tt (v  y)(SC{  | . . .  | SC'n)
for som e list of nam es x, y an d  seq u en tia l fin ite  con tro llers SC \ , . . .  , SCn an dsci, , san.
I f  D CJ-X D' th e n  it  can  b e  show n th a t  for som e i, 1 <  i <  n, SCi - U  SCj  an d  for all 
1 <  j  <  n, an d  j  J  i, SCj ^  SCJ.
T h u s  by D efin ition  6.1.5, for som e fu n c tio n  assert2 C assert
DIVp( D , assert) =  f \  DIVpnmref(SCo){SC0, assert2 )
l < o < n
and
DIVp( D a s s e r t ) =  f \  DIVpnmref{sc^(SC'0, assert2 )
l < o < n
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a n d  for all fa 1 <  j  <  n  a n d  j  fa Z,
DIVp(-}mref(SCj)(SCj, assert!)  4* DIVpG[mrey g ( j i / S C j , a sse it2)
T h u s  to  show  th a t  th e  p ro p o sitio n  ho lds, i t  is sufficient to  p e rfo rm  in d u c tio n  over 
SCi ^ 4  SC' a n d  show  th a t ,
DIVpsMnrzf^scfaSCu assert2) =4 DIVpnmref{Sci)(SC? assert2)
C ase  l(B a se  C ase):
S up p o se  by  ru le  I/VP we can  conclude  th a t ,
S fa  4  Cp (b ) .S C h
T h u s  SC f 4  S C l i { z / b}.
W e need  to  show  th a t ,
(■D IVpnmref(SCi)(SCi» assert2) A z_asse?’£(cp)) 4> DIVpnmref s^ c fa S C l,  assert2)
B y  D efin ition  6.1.6,
T)IV pnmre/(5Ci)(*S'fa, assert2) =  b-assert(cp)  =4 (SCI*) (£<?!<> assert2)
w here  6 ^  p.
Since z /  mref (SC?) we can  s u b s ti tu te  z for 6 in  th e  p red ica te  w ith o u t chang ing  th e  
re su lt th u s  we have th a t ,
DIVpf)rnref(sCi)(0 p'ii assert2)
z -asser t(cp)  =4 D IV (r/loU{z})nJnre/(5C 'idV 6})(5'Crl i{ V 6 } ? asser£2)
/&}» asseit2 ) =4 
(SC}, assei £2) A asser£2))
From Lemma 6.3.1 we have that,
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T h u s  we have th a t ,
(z-assert(cp)  A true) =>
(D I Vpnmref(sc')(SCl, assert2) A D IV{zynmref(SC')(SCl, assert2))
=>■ as z  m ref(SCi)  hence z  p 
((true => D /V pnmre/(5^ ) (PC'/, assert2 ))
A
(z-assert(cp)  => I W {z}nmre/(5C./) (P C ', asser£2)))
(£rae =► E7V pnmre/(5^ ) (5C '', assert2 )
FIVp(-Xmrej^BQ'y(SC^, as serf 2 )
i
T h u s  th e  case holds.
C ase 1.1 (Ind u c tiv e  Case):
A ssum e th a t  for S C I  an d  fu nc tion  assert2  closed w ith  re sp ec t to  S C I , an d  p  C 
mref (SCI).
If  S C I S C V  for som e co n tro l p o in t cp a n d  m ach ine  reference z  mref (SC I)  th e n , 
DIVP(SC  1, assert2 ) =$. DIVpnmref ( s c i ' ) ( S C l ' , assert2 )
C ase 1.1.1:
S uppose  by ru le  M A T  we conclude th a t ,
SCi =  [w =  w ]S C l  
such th a t  SC{ =  SC  V , for som e s ta n d a rd  n am e  w.
T h e n  we need  to  show  th a t ,
DIVp(SC i , assert2 ) => DIVprxmref ( s c v ) { S C ' , assert2 )
DIVp(SC i , assert2 ) — DIVp(SC  1, assert2 )
=> by  in d u c tiv e  h y p o thesis  
DlVpCWnref( S C V )  (S C I  , QSSert)
By Definition 6.1.6,
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T h u s  w e  h a v e  t h e  c a s e .
C a s e  1 . 1 . 2 :
S u p p o s e  b y  r u l e  R E S  w e  c o n c l u d e  t h a t ,
S C i  =  f a  v  : S ) S C 1  
s u c h  t h a t  S C [  4  S C I ' , f o r  s o m e  s t a n d a r d  n a m e  v .
T h e n  t h e  c a s e  i s  s i m i l a r  t o  1 . 1 . 1 .
C a s e  1 . 1 . 3 :
S u p p o s e  t h e  i n d u c t i v e  h y p o t h e s i s  e x t e n d s  o v e r  a g e n t  S C 2.
S u p p o s e  b y  r u l e  S U M - L  w e  c o n c l u d e  t h a t ,
S C i =  5Cl + 5<72
s u c h  t h a t  S C '  =  S C I ' .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p ( S C i , a s s e r t 2 )  =  D I V p n m r e f ( S C 1) ( S C l ,  a s s e r £ 2 )  A  D I V p n m r e f ( S G 2 ) ( S C 2 ,  a s s e r t 2 )  
= 4  b y  i n d u c t i v e  h y p o t h e s i s  
D I V p G m re j ^ B ( j i i / S C l  , a s s e r t ) A  D I V p G m rey B G 2/ S C 2 ,  a s s e r t 2 )
= 4
D I V p p [mrey s c \ i ^  ( S C I  , a s s e r t )
T h u s  w e  h a v e  t h e  c a s e .
C a s e  1 . 1 . 4 :
S u p p o s e  t h e  i n d u c t i v e  h y p o t h e s i s  e x t e n d s  o v e r  a g e n t  5 ( 7 2 .
S u p p o s e  b y  r u l e  S U M - R  w e  c o n c l u d e  t h a t ,
S C i  =  S C I  +  S C 2
s u c h  t h a t  S C -  =  S C 2' .
Then the case is similar to 1.1.3.
□
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T h e  f o l l o w i n g  t h e o r e m  a l l o w s  u s  t o  i n f e r  i n f o r m a t i o n  a b o u t  t h e  D I V  p r e d i c a t e s  o f  s u b ­
s e q u e n t  e v o l u t i o n s  o f  a  m e d i a t o r  i n  a n  a n a l o g o u s  w a y  t o  a  s u b j e c t  r e d u c t i o n  t h e o r e m .  
E s s e n t i a l l y ,  i t  s h o w s  t h e  r e l a t i o n s h i p  b e t w e e n  a c t i o n s  o f  a  m e d i a t o r  a n d  t h e  D I V  f u n c ­
t i o n .  I t  i s  a n  i m p o r t a n t  r e s u l t  u s e d  w h e n  w e  c o n s i d e r  a c t i o n s  o f  c o n t r o l  s y s t e m s  i n  t h e  
p r o o f s  o f  t h e  t h e o r e m s  i n  S e c t i o n  6 . 5 .
T h e o r e m  6 . 3 . 1 .  G i v e n  a  t a g g e d  m e d i a t o r  D  a n d  f u n c t i o n  a s s e r t  c l o s e d  w i t h  r e s p e c t  
t o  D ,  a n d  p  C  m r e f ( D ) .
S u p p o s e  D  - U  D '  t h e n ,
1 .  i f  a  =  c p  z  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  m r e f ( D )  t h e n ,
(.D I V P ( D , a s s e r t )  A  z - a s s e r t ( c p ) )  rf>  D / V ( p U { z } ) n m r e / ( jD/ ) ( D / , a s s e r t )
2. i f  a —  c p  z  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  €  p  t h e n ,
D I V P ( D , a s s e r t )  r f -  { D I V p n m r e f ( D / ) ( D ' , a s s e r t )  A  z - a s s e r t ( c p ) )
3 .  i f  a  —  ~z I f o r  s o m e  m a c h i n e  r e f e r e n c e  z  €  p  a n d  o p e r a t i o n  l a b e l  I t h e n ,
D I V P ( D , a s s e r t )  r f -  
t r m ( z - o p ( l ) )  A
3 z - V A R I A B L E S ' , ( p r d z _ v A R i A B L E s ( z - ° p ( 0 )  
w p ( z - V A R I A B L E S  :—  z - V A R I A B L E S 1, D I V p n m r e j ^ D ' ) { D ' , a s s e r t ) ) )
w h e r e  Z - V A R I A B L E S '  d e n o t e s  a  l i s t  o f  v a r i a b l e  n a m e s  e a c h  p r e f i x e d  w i t h  Z -  a n d  
p r i m e d .
f .  i n  a l l  o t h e r  c a s e s ,
D I V p ( D ,  a s s e r t )  r f -  D I V pn m r e f ( D ' ) ( D ' , a s s e r t )
P r o o f .  B y  s i m i l a r  a r g u m e n t  a s  i n  L e m m a  6 . 3 . 4  w e  p e r f o r m  i n d u c t i o n  o v e r  S C i  - U  S C -  
f o r  s o m e  s e q u e n t i a l  f i n i t e  c o n t r o l l e r  S C i  i n  D  a n d  S C -  i n  D '  f o r  t h e  f i r s t  t h r e e  c a s e s .  
A s  t h e  f o u r t h  c a s e  m i g h t  i n v o l v e  a  r  w h i c h  i s  t h e  r e s u l t  o f  p r o c e s s  c o m m u n i c a t i o n ,  w e  
n e e d  t o  c o n s i d e r  t h e  t h a t  t h e  i n d u c t i o n  h y p o t h e s i s  e x t e n d s  t o  a n  S C j  i n  D  s u c h  t h a t
j ^  I
C a s e  1 :
S u p p o s e  a  =  c p  z  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  f  m r e f  ( S C i ) .
W e  n e e d  t o  s h o w  t h a t ,
( D I V p n m r c f ( S C i ) ( S C i , a s s e r t 2 )  A  z _ a s s e r t ( c p ) )  rf>  D / L (p U { z } )n m re /( i5 C ./) ( 5 ( 7 / ,  a s s e r t 2 )
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C a s e  1 . 1  ( B a s e  C a s e ) :
S u p p o s e  b y  r u l e  I N P  w e  c a n  c o n c l u d e  t h a t ,
S C i  =  c p { b ) . S C l i
T h u s  S C '  =  S C l i { z / b } .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D IV pr\mref(SCi) ( S C i , a s s e r t 2 )  =
b - a s s e r t 2 ( c p )  4 >  D I V ^ u { b ^ rXm r e f ( S G i i ) ( S G L ,  a s s e r t 2 )
w h e r e  b £  p .
S i n c e  z  ?  m r e f  ( S C ?  w e  c a n  s u b s t i t u t e  z  f o r  b  i n  t h e  p r e d i c a t e  w i t h o u t  c h a n g i n g  t h e  
r e s u l t  t h u s  w e  h a v e  t h a t ,
D f V p p [mrey g Q i / S C i ,  a s s e r t 2 )  =
z - a s s e r t 2 ( c p )  4 >  D / V ( p u { 4 ) n m r e / ( 5 C i i { V 6} ( '5 'C ' l 7 { 7 6 } >  a s s e r t 2 )  =  
z - a s s e r t 2( c p )  4 *  D I V ( p U { z } ) n m r e /{ 5 C ./) ( 5 C ' ' ,  a s s e r t 2)
T h u s  w e  n e e d  t o  s h o w  t h a t
( z - a s s e r t 2 ( c p )  4 >  D I V ( p U ^ } ) n m7-e/ ( 5 C ' / ) ( 5 'C l' ,  a s s e r t 2 ) )  A  Z - a s s e r t ( c p )
4
^9 ^ E (7’'io U { 2} ) n m r e / ( 5 C'B > a s s e i  £ 2 )
W e  h a v e  t h a t  a s s e r t 2  C  a s s e r t  h e n c e  t h e  s t a t e m e n t  i s  l o g i c a l l y  t r u e .
T h u s  t h e  c a s e  h o l d s .
C a s e  1 . 1  ( I n d u c t i v e  C a s e ) :
A s s u m e  t h a t  f o r  5 ( 7 1  a n d  f u n c t i o n  a s s e r t 2 c l o s e d  w i t h  r e s p e c t  t o  5 ( 7 1 ,  a n d  
p  C  m r e f  ( S C I ) .
I f  5 ( 7 1  5 ( 7 1 '  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  /  m r e / ( 5 ( 7 1 )  t h e n ,
( D I V P ( S C 1 , a s s e r t 2)  A  z - a s s e r t ( c p ) )  4 >  D I V ( p U { z } )nm T.e/ ( 5 c i / ) ( 5 ( 7 l / , a s s e r t 2)
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C a s e  1 . 1 . 1 :
S u p p o s e  b y  r u l e  M A T  w e  c o n c l u d e  t h a t ,
S C i  =  [ w  =  w ] S C l  
s u c h  t h a t  S C {  =  5 ( 7 1 ' ,  f o r  s o m e  s t a n d a r d  n a m e  w .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p ( S C i ,  a s s e r t s )  =  D I V P ( S C 1 , a s s e r t 2)
T h u s  w e  h a v e  t h e  c a s e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  1 . 1 . 2 :
S u p p o s e  b y  r u l e  R E S  w e  c o n c l u d e  t h a t ,
S C i  =  [ v  v  : 5 ) 5 ( 7 1  
s u c h  t h a t  S C [  =  5 ( 7 1 ' ,  f o r  s o m e  s t a n d a r d  n a m e  v .
T h e n  t h e  c a s e  i s  s i m i l a r  t o  1 . 1 . 1 ,
C a s e  1 . 1 . 3 :
S u p p o s e  b y  r u l e  S U M - L  w e  c o n c l u d e  t h a t ,
S C ;  =  5 ( 7 1  +  5 ( 7 2
s u c h  t h a t  5 ( 7 [  =  S C I ' .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p ( S C i , a s s e r t 2 )  =  E / y /, n m r e / ( 5 f 7 1 ) ( 5 ( 7 1 ,  a s s e r t 2 )  A  D I V p r x m r e f^S C 2 ) ( S C 2 ,  a s s e r t 2 )  
D I V p n m r c f { s c i ) ( S C l ,  a s s e r t 2 )
T h u s  t h e  c a s e  f o l l o w s  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  1 . 1 . 4 :
S u p p o s e  t h e  i n d u c t i v e  h y p o t h e s i s  e x t e n d s  o v e r  a g e n t  5 ( 7 2 .
S u p p o s e  b y  r u l e  S U M - R  w e  c o n c l u d e  t h a t ,
SCi =  5(71 +  5(72
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s u c h  t h a t  S C '  =  S C 2' .
T h e n  t h e  c a s e  i s  s i m i l a r  t o  1 . 1 . 3 .
C a s e  2 :
S u p p o s e  a  —  c p z  f o r  s o m e  o u t p u t  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  <E p .
W e  n e e d  t o  s h o w  t h a t ,
D I V p r \ m r e f ( S C i ) ( S C i t  a s s e r t 2 )  = +  ( D I V p n m r e f ( S c ( ) { S C l , a s s e r t 2 )  A Z - a s s e r t ( c p ) )
C a s e  2 . 1  ( B a s e  C a s e ) :
S u p p o s e  b y  r a l e  O U T  w e  i n f e r  t h a t ,
S C i  =  c p ( z ) . S C ' i
B y  D e f i n i t i o n  6 . 1 . 6  w e  c o n c l u d e  t h a t ,
D I V p ( S C i , a s s e r t 2)  =  w p ( c o n v e r t ( c p ( z ) . S C l ) p , t r u e )
=  w p ( P R E  z - a s s e r t 2 ( c p )  T H E N  s k i p  E N D ; c o n v e r t ( S C l ) p n m T e f ^ Q i ^ ,  t r u e )  
s i n c e  a s s e r t  C  a s s e r t 2
=  w p ( P R E  z - a s s e r t ( c p )  T H E N  s k i p  E N D ; c o n v e r t ( S G j ) p n m r e f ( S C ^ , i r w e )  
b y  D e f i n i t i o n  2 . 4 . 3
=  z - a s s e r t ( c p )  A wp ( c o n v e r t ( S'C ' ) p n m r e f ( S C ^ , t r u e )  
b y  D e f i n i t i o n  6 . 1 . 6
=  z - a s s e r t ( c p )  A D /V pnmn,/ (SC^ (5 C 2  a s s e r t 2 )
T h u s  w e  h a v e  t h e  c a s e .
C a s e  2 . 2 ( I n d u c t i v e  C a s e ) :
A s s u m e  t h a t  f o r  m e d i a t o r  S C I  a n d  f i m c t i o n  a s s e r t 2 c l o s e d  w i t h  r e s p e c t  t o  S C I ,  a n d  
p  C  r a r e / ( 5 ( 7 1 ) , i f  S C I  U  S C I '  t h e n ,
D I V p n m r e f ( s c i ) ( S C l ,  a s s e r t 2)  rf> (D /V pnmre/ ( 5G1/)(5Cfl /, asserZ2) A Z - a s s e r t 2 ( c p ))
C a s e  2 . 2 . 1 :
S u p p o s e  b y  r u l e  M A T  w e  c o n c l u d e  t h a t ,
SCi = [w = w ]SC l
142 Chapter 6. Verification o f a Combined Specification
s u c h  t h a t  S C }  =  S C I ' , f o r  s o m e  s t a n d a r d  n a m e  w .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p ( S C i ,  a s s e r t 2 )  =  D I V P ( S C 1 ,  a s s e r t 2 )
T h u s  w e  h a v e  t h e  c a s e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  2 . 2 . 2 :
S u p p o s e  b y  r u l e  R E S  w e  c o n c l u d e  t h a t ,
S C i  =  f a  v :  5 ) 5 ( 7 1  
s u c h  t h a t  S C }  =  S C I ' ,  f o r  s o m e  s t a n d a r d  n a m e  v .
T h e n  t h e  c a s e  i s  s i m i l a r  t o  2 . 2 . 1 ,
C a s e  2 . 2 . 3 :
S u p p o s e  b y  r u l e  S U M - L  w e  c o n c l u d e  t h a t ,
S C i  =  5 ( 7 1  +  5 ( 7 2
s u c h  t h a t  S C }  +  S C I ' .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p ( S C i , a s s e r t ! )  =  D I V p GTnref { s c \ ) ( S C l ,  a s s e r t ! )  A  D I V p f ] m r e f ( S G 2) ( S C 2, a s s e r t ! )
4
D I V p G m re f ^ s c \ ) ( 0G l ,  a s s e r t ! )
T h u s  t h e  c a s e  f o l l o w s  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  2 . 2 . 4 :
S u p p o s e  t h e  i n d u c t i v e  h y p o t h e s i s  e x t e n d s  o v e r  a g e n t  5 ( 7 2 .
S u p p o s e  b y  r u l e  S U M - R  w e  c o n c l u d e  t h a t ,
S C i  =  5 ( 7 1  +  5 ( 7 2
s u c h  t h a t  S C }  =  S C 2' .
Then the case is similar to 2.2.3.
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C a s e  3 :
S u p p o s e  a  —  'z  I  f o r  s o m e  m a c h i n e  r e f e r e n c e  z  E  p  a n d  o p e r a t i o n  l a b e l  I .
T h e n  w e  n e e d  t o  s h o w  t h a t ,
D I V p n r n r e f ( s G i) ( S C i , a s s e r t 2 )  =4>
t r m ( z - o p ( l ) )  A 3 Z - V A R I A B L E S ' , ( p r d z _ v A R l A B L E s ( z ~ o p ( l ) )
= k  w p ( z - V A R I A B L E S  : =  Z - V A R I A B L E S ' , D I V p n m r e f ( s c p y ( S C l , a s s e r £ 2 ) ) )
w h e r e  z - V A R I A B L E S '  d e n o t e s  a  l i s t  o f  v a r i a b l e s  w h e r e  e a c h  n a m e  i s  p r e f i x e d  w i t h  z _  
a n d  p r i m e d .
C a s e  3 . 1  ( B a s e  C a s e ) :
S u p p o s e  b y  a p p l i c a t i o n  o f  O U T  w e  c o n c l u d e  t h a t ,
S C i  =  z l S C l
B y  D e f i n i t i o n  6 . 1 . 6  w e  c o n c l u d e  t h a t  f o r  s o m e  f u n c t i o n  a s s e r t 2  s u c h  t h a t  a s s e r t  C  
a s s e r t 2 a n d  i t  i s  c l o s e d  w i t h  r e s p e c t  t o  5 ( 7 * ,
D I V p n m r e f { s C i) ( S C i ,  a s s e r t 2 )  =  w p ( c o n v e r t ( z l . S C ' ) p n m r e f { S c i ) ,  t r u e ^
=  w p ( z o p { l ) \  c o n v e r t  [ S G ' )  p n m r e /  ( s c ® , t r u e )
=>  b y  T h e o r e m  2 . 5 . 2  
t r m ( z - o p ( l ) )  A 3 Z - V A R I A B L E S ' , ( p r d z _ v A R i A B L E s { z - ° p ( l ) )
=4* w p ( z - V A R I A B L E S  : =  z - V A R I A B L E S ' , £ r ? n ( c o n u e r t ( 5 C ' / ) p n m r e y ( 5 'c i ) ) ) )
t r m ( z - o p ( l ) )  A 3  z - V A R I A B L E S ' ,  ( p r d z _ v A R i A B L E s ( z - ° p { l ) )
w p ( z - V A R I A B L E S  z - V A R I A B L E S ' ,  D I V p n m r e f { S C i ) { S C l ,  a s s e r t 2 ) ) )
T h u s  w e  h a v e  t h e  c a s e .
C a s e  3 . 2 ( I n d u c t i v e  C a s e ) :
A s s u m e  t h a t  f o r  m e d i a t o r  5 ( 7 1  a n d  f u n c t i o n  a s s e r t 2 c l o s e d  w i t h  r e s p e c t  t o  S C  1 ,  a n d
“  £
p  C  r a r e / ( S ' C l )  i f  5 C 1  — > 5 ( 7 1 '  f o r  s o m e  m a c h i n e  r e f e r e n c e  z  a n d  o p e r a t i o n  l a b e l  I 
t h e n ,
D I V p n m r e f i s c l ) ( S C l ,  a s s e r t 2)
=4>
t r m ( z - o p ( l ) )  A 3  z - V A R I A B L E S ' ,  ( p r d z _ VA R i A B L E s ( z - o p ( l ) )
w p ( z - V A R I A B L E S  z - V A R I A B L E S ’ , D I V p n m r e f { S C V ) ( S C T , a s s e r t 2) ) )
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C a s e  3 . 2 . 1 :
S u p p o s e  b y  r u l e  M A T  w e  c o n c l u d e  t h a t ,
S C i  =  [ w  =  w ] S C l  
s u c h  t h a t  S C }  =  S C  1 ' ,  f o r  s o m e  s t a n d a r d  n a m e  w .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p ( S C i ? a s s e r t ! )  =  D I V p ( S C l ,  a s s e r t ! )
T h u s  w e  h a v e  t h e  c a s e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  3 . 2 . 2 :
S u p p o s e  b y  r u l e  R E S  w e  c o n c l u d e  t h a t ,
S C i  =  f a  v :  5 ) 5 ( 7 1  
s u c h  t h a t  S C }  =  S C I ?  f o r  s o m e  s t a n d a r d  n a m e  v .
T h e n  t h e  c a s e  i s  s i m i l a r  t o  3 . 2 . 1 ,
C a s e  3 . 2 . 3 :
S u p p o s e  b y  r u l e  S U M - L  w e  c o n c l u d e  t h a t ,
S C i  4  5 ( 7 1  +  5 ( 7 2
s u c h  t h a t  S C }  =  S C I ' .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p ( S C { ,  a s s e r t 2) D I V p GTnrey g Q i / S C \ ,  a s s e r t 2) A D I V pF\ m r e f ( s c 2 ) ( 0 G ‘^ 'i a s s e r t 2)
4
D I V p n m r e f i S C i )  ( S C l » a s s e r £ 2 )
T h u s  t h e  c a s e  f o l l o w s  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  3 . 2 . 4 :
S u p p o s e  t h e  i n d u c t i v e  h y p o t h e s i s  e x t e n d s  o v e r  a g e n t  5 ( 7 2 .
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S u p p o s e  b y  r u l e  S U M - R  w e  c o n c l u d e  t h a t ,
S C i  =  S C I  +  S C 2
s u c h  t h a t  S C -  =  S C 2 ' .
T h e n  t h e  c a s e  i s  s i m i l a r  t o  3 . 2 . 3 .
C a s e  4 :
A n y  c a s e  o f  a  n o t  c o v e r e d  b y  c a s e s  1  t o  3 .
W e  m u s t  s h o w  t h a t ,
D I V p P\m r e f ( s C i ) ( S C i ,  a s s e t  t )  r f -  D I V p p , m r e j ( s c ? ) ( S C ^ ,  a s s e r t )
C a s e  4 . 1  ( B a s e  C a s e ) :
S u p p o s e  a  =  a  w  f o r  s o m e  s t a n d a r d  n a m e s  a  a n d  w .  S u p p o s e  b y  a p p l i c a t i o n  o f  I N P  
w e  c o n c l u d e  t h a t ,
S C i  =  a ( b ) . S C l i  
f o r  s o m e  p r o c e s s  S C 1 {  a n d  n a m e  6 ,  s u c h  t h a t  S C -  X  S C l l { w / b } .
B y  D e f i n i t i o n  6 . 1 . 6  w e  c o n c l u d e  t h a t  f o r  s o m e  f u n c t i o n  a s s e r t 2  s u c h  t h a t  a s s e r t  C  
a s s e r t 2 a n d  i t  i s  c l o s e d  w i t h  r e s p e c t  t o  S C i ,
D I V p n m r e f ( s C i ) ( S C i , a s s e r t 2)  =  w p { c o n v e r t ( a ( b ) . S C l i ) p n m r e f ( S C i ) ,  t r u e )
=  m r e f ( S C i )  =  m r e f ( S C l i )
-  wp(co72rert(5C'li)pnmre/(5Cii)) t r u e )  
b y  D e f i n i t i o n  6 . 1 . 5
D I V p f ] m r e f ( s c i i ) ( L C l i ,  a s s e r t 2)
S i n c e  w  a n d  b  a r e  s t a n d a r d  n a m e s  w e  c a n  s u b s t i t u t e  t h e m  i n  t h e  a b o v e  e x p r e s s i o n  
w i t h o u t  a f f e c t i n g  D I V  h e n c e  w e  h a v e  t h a t ,
D I V p p [mrej ^ s c i i { w / b} ) ( S C l i {  /& } )  a s s e i  £ 2 )
T h u s  w e  h a v e  t h e  c a s e .
C a s e  4 . 2 :
S u p p o s e  a  =  a  w  f o r  s o m e  s t a n d a r d  n a m e s  a  a n d  w .  S u p p o s e  b y  a p p l i c a t i o n  o f  O U T  
w e  c o n c l u d e  t h a t ,
SCi = a(w ).SC '
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B y  D e f i n i t i o n  6 . 1 . 6  w e  c o n c l u d e  t h a t  f o r  s o m e  f u n c t i o n  a s s e r t 2  s u c h  t h a t  a s s e r t  C  
a s s e r t 2  a n d  i t  i s  c l o s e d  w i t h  r e s p e c t  t o  S C i ,
DIVpnmref(SCi){SCu assert2) = w p(convert(a(w ).SC ?pnmref{sCi), true)
=  m r e f  ( S C ?  =  m r e f  ( S C ?
=  w p  ( c o n v e r t  ( S C ?  p n m r e f { S G ! ) , t r u e )  
b y  D e f i n i t i o n  6 . 1 . 5  
=  D I V p n m r e f ( S C ' ) ( S C ' ,  a s s e r t 2 )
T h u s  w e  h a v e  t h e  c a s e .
C a s e  4 . 3 :
S u p p o s e  a  =  ~cp z  f o r  s o m e  o u t p u t  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  p .
S u p p o s e  b y  a p p l i c a t i o n  o f  O U T  w e  c o n c l u d e  t h a t ,
SCi = cp(z).SC}
B y  D e f i n i t i o n  6 . 1 . 6  w e  c o n c l u d e  t h a t  f o r  s o m e  f u n c t i o n  a s s e r t 2  s u c h  t h a t  a s s e r t  C  
a s s e r t 2  a n d  i t  i s  c l o s e d  w i t h  r e s p e c t  t o  S C i ,
DIVpGmTef{SGi)(SCi, a s s e r t 2 )  =  w p ( c o n v e r t ( c p ( z ) . S C ? p n m r e f { S G i ) , t r u e )
= z(£p
w p  ( c o n v e r t  ( S C ? p G rn re f  (ls c i ) ,  t r u e )  
b y  D e f i n i t i o n  6 . 1 . 5  
=  D I V p n m r e f ( s C ! ) ( S C ?  a s s e r t ! )
T h u s  w e  h a v e  t h e  c a s e .
C a s e  4 . 4 :
S u p p o s e  a  =  z  I f o r  s o m e  m a c h i n e  r e f e r e n c e  z  p .
Suppose by application of OUT  we conclude that,
SCi = z  I S C '
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B y  D e f i n i t i o n  6 . 1 . 6  w e  c o n c l u d e  t h a t  f o r  s o m e  f u n c t i o n  a s s e r t 2 s u c h  t h a t  a s s e r t  C  
a s s e r t 2 a n d  i t  i s  c l o s e d  w i t h  r e s p e c t  t o  5 ( 7 * ,
D i y p D m r e f { S C i ) { S C i ,  a s s e r t 2)  =  w p ( c o n v e r t ( z  l . S C - ) p n m r e f (S G .y , t r u e )
=  z  <£ p
w p ( c o n v e r t ( 5 C ' ) p n m r e f { S c ' ) , t r u e )  
b y  D e f i n i t i o n  6 . 1 . 5
E I V p FXmrey g G ry ( S C ^ , a s s e r t 2)
T h u s  w e  h a v e  t h e  c a s e .
C a s e  4 . 5 :
S u p p o s e  a  —  r ,
S u p p o s e  b y  r u l e  T A  U  w e  c o n c l u d e  t h a t ,
5 (7 *  =  t . S C '
B y  D e f i n i t i o n  6 . 1 . 6  w e  c o n c l u d e  t h a t  f o r  s o m e  f u n c t i o n  a s s e r t 2  s u c h  t h a t  a s s e r t  C  
a s s e r t 2 a n d  i t  i s  c l o s e d  w i t h  r e s p e c t  t o  5 ( 7 * ,
D I V p n m r e f ( S C i ) ( S C i ,  a s s e r t 2 )  =  w p ( c o n v e r t ( t . 5 C ' ) p n m r e / ) ,  i r a e )
m r e f  ( S C * ) =  m r e f  ( S C ( )
=  w p  ( c o n v e r t ( S C - ) p n T O re /{ S c [ ) ,  f r u e )  
b y  D e f i n i t i o n  6 . 1 . 5  
=  D I V p n m r e f  ( s c ( )  ( B C i , a s s e r t 2 )
T h u s  w e  h a v e  t h e  c a s e .
C a s e  4 . 6 ( I n d u c t i v e  c a s e  a n d  a  —  a f y ) ) :
A s s u m e  t h a t  f o r  m e d i a t o r  5 ( 7 1  a n d  f u n c t i o n  a s s e r t 2 c l o s e d  w i t h  r e s p e c t  t o  5 ( 7 1 ,  a n d  
p  C  m r e f  ( S C I ) ,  i f  S C I  S C I '  t h e n ,
B I V pG[mrey s c i ) ( S C \ ,  a s s e r t 2)  D I V pFlmref ( g G i / y ( S C l  , a s s e r t 2)
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C a s e  4 . 6 . 1 :
S u p p o s e  a  —  a ( v )  f o r  s o m e  s t a n d a r d  n a m e s  a  a n d  v  a n d  b y  r u l e  O P E N  w e  c o n c l u d e  
t h a t ,
S C i  =  ( v  v  : 5 ) 5 C 1  
s u c h  t h a t  S C I  U  S C V  a n d  S C I '  =  5 ( 7 / .
B y  D e f i n i t i o n  6 . 1 . 6  w e  c o n c l u d e  t h a t  f o r  s o m e  f u n c t i o n  a s s e r t 2  s u c h  t h a t  a s s e r t  C  
a s s e r t 2 a n d  i t  i s  c l o s e d  w i t h  r e s p e c t  t o  5 ( 7 * ,
D I V p f \ m r e f ( S C i ) ( S C , , a s s e r t 2)  =  w p ( c o n v e r t ( ( v  v ) S C l ) p n m r e f { S C i ) , t r u e )
m r e f ( S C i )  =  m r e f  ( S C I )
=  w p ( c o n v e r t ( S C l ) p n m r e j  ( s c i ) i  t r u e )  
b y  D e f i n i t i o n  6 . 1 . 5  
=  ^ ^ p n m r e / ^ c i l ^ C l ,  a s s e r t 2)
T h u s  w e  h a v e  t h e  c a s e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  4 . 6 . 2 :
S u p p o s e  b y  r u l e  M A T  w e  c o n c l u d e  t h a t ,
S C i  =  [ w  =  w ] S C l  
s u c h  t h a t  5 ( 7 /  =  5 C 1 ' ,  f o r  s o m e  s t a n d a r d  n a m e  w .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p ( S C i , a s s e r t 2)  —  D I V P ( S C 1 , a s s e r t 2)
T h u s  w e  h a v e  t h e  c a s e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  4 . 6 . 3 :
S u p p o s e  b y  r u l e  R E S  w e  c o n c l u d e  t h a t ,
S C i  =  ( v  v  : 5 ) 5 ( 7 1  
s u c h  t h a t  5 ( 7 /  =  S C V , f o r  s o m e  s t a n d a r d  n a m e  v .
T h e n  t h e  c a s e  i s  s i m i l a r  t o  3 . 2 . 1 ,
C a s e  4 . 6 . 4 :
S u p p o s e  b y  r u l e  S U M - L  w e  c o n c l u d e  t h a t ,
SCi =  S C I  +  5(72
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s u c h  t h a t  S C '  =  S C I ' .
B y  D e f i n i t i o n  6 . 1 . 6 ,
D I V p { S C i ,  a s s e r t 2 )  =  D I V p n m r e f ( s c i ) { S C l ,  assert2) A D I V p n m r e f ( s c 2) ( S C 2, assert2) 
4
DIVpf}mref(SCi)(0Cl, assert2)
T h u s  t h e  c a s e  f o l l o w s  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  4 . 6 . 5 :
S u p p o s e  t h e  i n d u c t i v e  h y p o t h e s i s  e x t e n d s  o v e r  a g e n t  S C 2.
S u p p o s e  b y  r u l e  S U M - R  w e  c o n c l u d e  t h a t ,
S C i  =  S C I  +  S C 2
s u c h  t h a t  S C }  =  S C 2' .
T h e n  t h e  p r o o f  i s  s i m i l a r  t o  c a s e  4 . 6 . 4 .
C a s e  4 . 7 :
S u p p o s e  D  -fa D '  s u c h  t h a t  f o r  s o m e  i a n d  j ,  1  < Z, j  <  n a n d  Z fa j  w e  h a v e  t h a t ,
S C i  | S C j  -fa S C }  | S C '
o r
S C i  | S C j  -fa fa v : S ) ( S C }  | SCj) 
f o r  s o m e  s t a n d a r d  n a m e  v .
A s s u m e  t h a t  f o r  s o m e  f u n c t i o n  assert2 c l o s e d  w i t h  r e s p e c t  t o  S C )  a n d  S C )  T h e o ­
r e m  6 . 3 . 1  h o l d s .
C a s e  4 . 7 . 1 :
S u p p o s e  b y  C O M M - L  w e  c o n c l u d e  t h a t  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r ­
e n c e  z, S C i  S C }  a n d  S C )  ^ 4  SCj, z £  p.
F r o m  t h e  i n d u c t i v e  h y p o t h e s i s  w e  h a v e  t h a t ,
D I V p n m r e f i S c f a S C i ,  assert2) 4  ( D I V pnmrey SC^ ( S C } ,  assert!) A Z-assert2(cp))
A
( D I V p r \ m r ef ( S C j ) ( S C j ,  assert2) A Z—assert2(cp)) 4  D I V ( p \ j { z } ) n m r e f  ( S C ) ) (^ fa » assert!)
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w h i c h  i m p l i e s  ,
D I V p f , m re j ( s c ( )  , a s s e r t 2)
A
D I V ( p \ j { z j ) r \ m r ef  (S C ? ) ( S C j , a s s e r t 2 )
T h u s  w e  h a v e  t h e  c a s e .
C a s e  4 . 7 . 2 :
S u p p o s e  b y  C O M M - L  w e  c o n c l u d e  t h a t  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r ­
e n c e  z ,  S C i  U  S C j  a n d  S C j  C- U  S C j ,  z  <£ p .
R o m  t h e  i n d u c t i v e  h y p o t h e s i s  w e  h a v e  t h a t ,
D I V p n m r e f i S C i )  { S C { ,  a s s e r t 2)  r f -  D I V p p , m re j  ( S O ) , a s s e r t 2)
A
( D W p n m n J i s c r f i S C j ,  a s s e r t 2 )  A z - a s s e r t 2 ( c p ) )  = >  D I V {p U {2} ) n m r e f { s c p ( S C j ,  a s s e r t 2 ) 
w h i c h  i m p l i e s  b y  L e m m a  6 . 3 . 4 ,
D I V p f i m re y s Q . ^ ( S C i ,  a s s e r t 2 )  r f -  D I V p p irnrej ^ g Q ^  ( S O ) , a s s e r t 2 )
A
( D I V p n m r e f ( S C j ) ( S C j , a s s e r t 2 )  A z - a s s e r t 2 ( c p ) )  r f -  
(DIVpnmref( Sct) ( S C j , a s s e r t 2 ) A D IV^zyfimrej-^sc ')(SC j, a s s e r t 2 ) )
w h i c h  i m p l i e s
D I V p n m r e f ( s C i ) ( S C i , a s s e r t 2) r f -  D I V p D m r e f ( s c ,i ) { .S C j t , a s s e r t ! )
A
D I V p n m r e f ( S C j ) ( S C j , a s s e r t 2)  r f -  D I V p [ Am re^ s c j ) ( L D j , a s s e r t 2 )
A
2 „ a s s e r t 2 ( c p )  = >  D / V { 2 }n m r e / ( i g C. / ) ( 5 a , / ) a s s e r t 2 ) )  
w h i c h  i m p l i e s
D I V p r im re f ( s C i )  ( S C i , a s s e r t 2)  r f -  E/brpnmre/(5'C'i/) { S C j , a s s e r t 2)
A
D l V p n r n r e f ^ s c f i i S C j ,  a s s e r t 2 ) r f -  D I V p n m r e f { s c ! j ) ( S C ' j ,  a s s e r t 2 )
Thus we have the case.
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C a s e  4 . 7 . 2 :
S u p p o s e  b y  C O M M - R  w e  c o n c l u d e  t h a t  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r ­
e n c e  S C i  ^ 4  S C '  a n d  S C 3 ^ - >  S C ' .
C a s e  t h e n  f o l l o w s  s i m i l a r  t o  4 . 7 . 1
C a s e  4 . 7 . 3 :
S u p p o s e  b y  C O M M - L  w e  c o n c l u d e  t h a t  f o r  s o m e  s t a n d a r d  n a m e s  a  a n d  w ,  S C i  S C {
a n d  S C j  h X t  S C ' .
F r o m  t h e  i n d u c t i v e  h y p o t h e s i s  w e  h a v e  t h a t ,
D I V ( S C i , a s s e r t 2 )  = >  D I V ( S C a s s e r t 2)
D I V  ( S C j ,  a s s e r t 2 )  =>> D I V  ( S C j ,  a s s e r t 2)
T h u s  w e  h a v e  t h e  c a s e .
C a s e  4 . 7 . 4 :
S u p p o s e  b y  C O M M - R  w e  c o n c l u d e  t h a t  f o r  s o m e  s t a n d a r d  n a m e s  a  a n d  w ,  S C i  S C I
a n d  S C j  L d  S C ' .
C a s e  t h e n  f o l l o w s  s i m i l a r  t o  4 . 7 . 3 .
C a s e  4 . 7 . 5 :
S u p p o s e  b y  C L O S E - L  w e  c o n c l u d e  t h a t  f o r  s o m e  s t a n d a r d  n a m e s  a  a n d  v ,  S C i  a—C ) S C (  
a n d  S C j  L d  S C ' .
F r o m  t h e  i n d u c t i v e  h y p o t h e s i s  w e  h a v e  t h a t ,
D I V ( S C i ,  a s s e r t 2 )  =+ D I V ( S C !i , a s s e r t 2 )
D I V  ( S C j ,  a s s e r t 2 )  =4> D I V  ( S C ' j ,  a s s e r t 2 )
H e n c e  c a s e  f o l l o w s  s i m i l a r  t o  4 . 7 . 3  
C a s e  4 . 7 . 6 :
S u p p o s e  b y  C L O S E - R  w e  c o n c l u d e  t h a t  f o r  s o m e  s t a n d a r d  n a m e s  a  a n d  v ,  S C i  S C )
a n d  5 ©  ^  S C / .
Case then follows similar to 4.7.3.
□
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6.4 M achine consistent m ediators w ith  infinite replication
T h i s  s e c t i o n  e x t e n d s  t h e  n o t i o n s  d i s c u s s e d  s o  f a r  i n  t h i s  c h a p t e r  t o  m e d i a t o r s  c o n t a i n i n g  
t h e  b a n g  o p e r a t o r .  W e  c o n s t r u c t  s u c h  m e d i a t o r s  u s i n g  L e m m a  5 . 2 . 3 .  A s  a  r e s u l t ,  n o t e  
t h a t  m e d i a t o r s  s u c h  a s  \ D  a r e  a l w a y s  m a c h i n e  c l o s e d  ( m r e f ( D )  =  0 s o  m r e f ( \ D )  —  0).
F i r s t  w e  e x t e n d  D e f i n i t i o n  6 . 1 . 5  o f  t h e  D I V  f u n c t i o n  t o  a c t  o v e r  a g e n t s  w i t h  b a n g .  
S i n c e  s u c h  m e d i a t o r s  a r e  a l w a y s  m a c h i n e  c l o s e d  i n  t h i s  t h e s i s ,  t h e  e n v i r o n m e n t  v a r i a b l e  
p  w i l l  a l w a y s  e q u a l  0 w h e n e v e r  w e  a p p l y  D I V . T h i s  i s  r e f l e c t e d  i n  t h e  d e f i n i t i o n .
D e f i n i t i o n  6 . 4 . 1 .  G i v e n  a  t a g g e d  m e d i a t o r  I D  a n d  a  f u n c t i o n  a s s e r t  c l o s e d  w i t h  r e ­
s p e c t  t o  \ D ,
D I V $ ( \ D , a s s e r t )  =  D I V f D ,  a s s e r t )
W e  n o w  p r o c e e d  t h e  e x t e n d  s o m e  o f  t h e  r e l e v a n t  r e s u l t s  f r o m  t h e  p r e v i o u s  s e c t i o n .
L e m m a  6 . 4 . 1 .  F o r  a n y  m e d i a t o r  \ D , p  C m r e f ( \ D )  a n d  s o m e  f u n c t i o n  a s s e r t  c l o s e d  
w i t h  r e s p e c t  t o  I D ,
1 . D I V p ( \ D , a s s e r t )  =4 D I V s ( \ D , a s s e r t )  f o r  a n y  S  C p ,  
f \ z E p  F I V { z y ( ! E ,  a s s e r t )  <4 D I V p ( \ D ,  a s s e r t )
P r o o f .  O b s e r v e  t h a t  a n y  p  =  0 s o  a n y  (5 =  0.
T h u s  i n  t h e  f i r s t  p a r t  o f  t h e  l e m m a  w e  g e t ,
D I V q ( \ D , a s s e r t )  = 4  D I V q ( \ D ,  a s s e r t )
w h i c h  i s  t r u e .
I n  t h e  s e c o n d  p a r t  o f  t h e  l e m m a  w e  g e t ,
D I V { Z } ( \ D , a s s e r t )  <=4 D I V $ ( \ D , a s s e r t )
w h i c h  i s  t h e  s a m e  a s ,
D I V q ( \ D , a s s e r t )  4 4  D I V $ ( \ D , a s s e r t )  
w h i c h  i s  t r u e .  □
T h e  f o l l o w i n g  L e m m a  6 . 4 . 2  e x t e n d s  t h e  i n d u c t i v e  a r g u m e n t  o f  L e m m a  6 . 3 . 4  t o  i n f i n i t e  
m e d i a t o r s .
L e m m a  6 . 4 . 2 .  G i v e n  a  t a g g e d  m e d i a t o r  D  a n d  f u n c t i o n  a s s e r t  c l o s e d  w i t h  r e s p e c t  t o  
D ,  a n d  p  C m r e f ( D ) .
S u p p o s e  D  D 1 f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  /  m r e f ( D )  t h e n ,  
D I V P ( D , a s s e r t )  = 4  D I V pr[m ref ( D ' ) { D ' , a s s e r t )
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P r o o f .  T h i s  i s  a n  i n d u c t i v e  a r g u m e n t  t h a t  c a r r i e s  o n  f r o m  L e m m a  6 . 3 . 4 .
A s s u m e  t h a t  f o r  a n y  m e d i a t o r  D 2 , f u n c t i o n  a s s e r t  c l o s e d  w i t h  r e s p e c t  t o  D 2 a n d  p  C 
m r e f  ( D 2 ) ,  i f  D 2 °-3—3  D 2 f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  t h e n ,
D I V p ( D 2 , a s s e r t )  4  D I V p n m r e f ^ ) ( D 2 , a s s e r t )
S u p p o s e ,  D 2 i s  a  m a c h i n e  c l o s e d  m e d i a t o r  a n d  D  =  \ D 2 . T h e n  b y  R E P - A C T  w e  c o n ­
c l u d e  t h a t  c o n c l u d e  t h a t  D  - f - I  f ) '  w h e r e  D '  =  D '2 \ \ D 2 .
N o t e  t h a t  p  =  0  a n d  b y  D e f i n i t i o n  6 . 1 . 5 ,
D I V f y n m r e p D ' ) ( D  , a s s e r t )  —  ( / f a )  a s s e r t )  A E H ( j i r \ m r e f ( i D 2) ( ! >  a s s e r t )
T h u s  w e  n e e d  t o  s h o w  t h a t ,
D I V $ ( D , a s s e r t )  4  ( D I V ^ m re f ^ D '2) ( D 2 , a s s e r t )  A D I V ^ n m r e f q D 2/ \ D 2 , a s s e r t ) )  
w h i c h  i s  t h e  s a m e  a s  ( d u e  t o  D  =  \ D 2 ) ,
D I V $ ( \ D 2 , a s s e r t )  4  D I V ^ n m r e f ^ ( D 2 , a s s e r t )
B y  D e f i n i t i o n  6 . 4 . 1 ,  D I V $ ( \ D 2 , a s s e r t )  =  D I V ^ ( D 2) a s s e r t )  s o ,
D I V q ( D 2 , a s s e r t )  4  D I V Q n m r e f ( D ^ ( D 2 , a s s e r t )
w h i c h  i s  t r u e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .  □
T h e  f o l l o w i n g  T h e o r e m  6 . 4 . 1  e x t e n d s  t h e  i n d u c t i v e  a r g u m e n t  o f  T h e r o r e m  6 . 3 . 1  t o  
m e d i a t o r s  w i t h  b a n g .
T h e o r e m  6 . 4 . 1 .  G i v e n  a  t a g g e d  m e d i a t o r  D  a n d  f u n c t i o n  a s s e r t  c l o s e d  w i t h  r e s p e c t  
t o  D ,  a n d  p  C m r e f ( D ) .
S u p p o s e  D  - f a  D '  t h e n ,
1 .  i f  a  =  c p  z  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  m r e f ( D )  t h e n ,
(.D I V p ( D , a s s e r t )  A Z - a s s e r t ( c p ) )  4  D I V ^ p \ j ^ z ^ n m r e f ( d ’) { D ' , a s s e r t )
2. i f  a  =  c p  z  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  €  p  t h e n ,
D I V P ( D , a s s e r t )  4  ( D I V p n m r e f ( D i ) ( D ?  a s s e r t )  A Z - a s s e r t ( c p ) )
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3 .  i f  a  —  z  I f o r  s o m e  m a c h i n e  r e f e r e n c e  z  £  p  a n d  o p e r a t i o n  l a b e l  I t h e n ,
D I V P ( D , a s s e r t )  = 4  
t r m ( z - o p ( l ) )  A
3 z - V A R I A B L E S 1, ( p r d z _ v A R i A B L E s ( z ~ o p ( l ) )  = 4  
w p ( z - V A R I A B L E S  : =  z - V A R I A B L E S ' , D I V p n m r e f m ( D ' , a s s e r t ) ) )
w h e r e  z - V A R I A B I E S '  d e n o t e s  a  l i s t  o f  v a r i a b l e  n a m e s  e a c h  p r e f i x e d  w i t h  z -  a n d  
p r i m e d .
4. i n  a l l  o t h e r  c a s e s ,
D I V P ( D ,  a s s e r t )  = 4  D I V p G m re j ^ p i y ( D ' , a s s e r t )
P r o o f .  C a s e  1 :
A s s u m e  t h a t  f o r  a n y  m e d i a t o r  A ,  f u n c t i o n  a s s e r t  c l o s e d  w i t h  r e s p e c t  t o  A  a n d  p  C  
m r e / ( E 2 ) ,  i f  A  D 2 f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  2: t h e n ,
D I V p ( D 2 , a s s e r t  A  z - a s s e r t ( c p ) )  = 4  E 7 F (p U { z} )n T m .e /( jD / ) ( E 2 ,  a s s e r t )
S u p p o s e ,  A  i s  a  m a c h i n e  c l o s e d  m e d i a t o r  a n d  D  A  ! E 2 . T h e n  b y  R E P - A C T  w e  
c o n c l u d e  t h a t  c o n c l u d e  t h a t  D  D '  w h e r e  D '  A  D 2 \ \ D 2 .
W e  n e e d  t o  s h o w  t h a t ,
(-D I V P ( D , a s s e r t )  A  Z - a s s e r t ( c p ) )  = 4  E 7 7 ( p U { z } )n m r e / (Z?/ ) ( E / , a s s e r t )
N o t e  t h a t  p  =  0  a n d  b y  D e f i n i t i o n  6 . 1 . 5 ,
7 J 7 V r{z |n m r e / ( D / ) ( R  , a s s e r t )  —  D I V { z y Fimref(£ ) ! i ) ( D 2 , a s s e r t )  A  E 7 V 0 ( ! E 2 , a s s e r t )
T h u s  w e  n e e d  t o  s h o w  t h a t ,
( D I V q ( D , a s s e r t )  A Z - a s s e r t ( c p ) )  =4  ( 7 7 7 V ’^ } n m r e y ( £)/ ) ( E 2 , a s s e r t )  A  E 7 V 0 ( ! E 2 , a s s  
w h i c h  i s  t h e  s a m e  a s  ( d u e  t o  D  =  \ D 2 ) ,
( D I V q ( \ D 2 , a s s e r t )  A Z - a s s e r t ( c p ) )  =4 E 7 V { . s } n m r e / ( jD/ ) ( E 2 ,  assert)
B y  D e f i n i t i o n  6 . 4 . 1 ,  E 7 V 0 ( ! E 2 , a s s e r t )  =  D I V q ( D 2, a s s e r t )  s o ,
( D I V q ( D 2 , a s s e r t )  A  Z - a s s e r t ( c p ) )  = 4  D I V % r \m T e f { D l2 ) ( E 2 , a s s e r t ) 
w h i c h  i s  t r u e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  2 :
S i n c e  w e  a r e  o n l y  i n t e r e s t e d  w h e n  E  =  ! E 2 f o r  s o m e  m a c h i n e  c l o s e d  m e d i a t o r  E 2 , i t  
i s  n o t  t h e  c a s e  t h a t  E 2 > D 2 f o r  a n y  c o n t r o l  p o i n t  c p .  H e n c e ,  t h e  c a s e  i s  v a c u o u s l y  
t r u e .
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C a s e  3 :
S i n c e  w e  a r e  o n l y  i n t e r e s t e d  w h e n  D  =  \ D 2 f o r  s o m e  m a c h i n e  c l o s e d  m e d i a t o r  D 2 , i t  i s  
—  £
n o t  t h e  c a s e  t h a t  D 2 — > D 2 f o r  a n y  m a c h i n e  r e f e r e n c e  z .  H e n c e ,  t h e  c a s e  i s  v a c u o u s l y  
t r u e .
C a s e  4 :
I n  a n y  c a s e  o f  a  n o t  c o v e r e d  b y  c a s e s  1  t o  3 .
A s s u m e  t h a t  f o r  a n y  m e d i a t o r  D 2 , f u n c t i o n  a s s e r t  c l o s e d  w i t h  r e s p e c t  t o  D 2 a n d  p  C  
m r e f ( D 2) ,  i f  D 2 - U  D 2 f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z  t h e n ,
D I V p ( D 2 , a s s e r t )  rf>  D I V p n m r e f ^ ( D 2 , a s s e r t )
S u p p o s e ,  D 2 i s  a  m a c h i n e  c l o s e d  m e d i a t o r  a n d  D  =  \ D 2 . T h e n  t h e r e  a r e  t h r e e  p o s s i ­
b i l i t i e s .  E i t h e r ,  t h e  t r a n s i t i o n  w a s  i n f e r r e d  u s i n g  R E P - A C T  o r  u s i n g  R E P - C O M M  o r  
R E P - C L O S E .
C a s e  4 . 1 :
T h e  t r a n s i t i o n  w a s  d e d u c e d  u s i n g  R E P - A C T  s o  D '  =  D 2 \ \ D 2 .
N o t e  t h a t  p  =  0  a n d  b y  D e f i n i t i o n  6 . 1 . 5 ,
D I V $ ( D ' , a s s e r t )  =  D I V ® ( D 2 , a s s e r t )  A D I V $ ( \ D 2 , a s s e r t )
T h u s  w e  n e e d  t o  s h o w  t h a t ,
D I V % ( D , a s s e r t )  r f -  ( D I V $ ) ( D 2, a s s e r t )  A D I V ® ( \ D 2 , a s s e r t ) )
w h i c h  i s  t h e  s a m e  a s  ( d u e  t o  D  =  \ D 2 ) ,
D I V ® ( \ D 2 , a s s e r t )  r f -  D I V ® ( D 2 , a s s e r t )
B y  D e f i n i t i o n  6 . 4 . 1 ,  D / V 0 ( ! D 2 , a s s e r t ) =  D / V ^ Z ^ ,  a s s e r t )  s o ,
D I V ® ( D 2 , a s s e r t )  r f -  D I V ® ( D 2 ) a s s e r t )
w h i c h  i s  t r u e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  4 . 2 :
T h e  t r a n s i t i o n  i s  a  r  a n d  w a s  d e d u c e d  u s i n g  R E P - C O M M  s o  D '  =  D 2 \ D f  \ \ D 2 . A s ­
s u m e  t h a t  t h e  i n d u c t i v e  h y p o t h e s i s  e x t e n d s  o v e r  a g e n t  D 2 a n d  f o r  s o m e  a i  a n d  a 2 ,
D 2 — C  D 2 a n d  D 2 — Q  D 2 s u c h  t h a t  D  - U  D ' .
N o t e  t h a t  p  =  0  a n d  b y  D e f i n i t i o n  6 . 1 . 5 ,
D I V q ( D \  a s s e r t ) =  D I V ® ( D 2 , a s s e r t ) A D I V q ( D 2 , a s s e r t )  A D I V q ( \ D 2 , a s s e r t )
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T h e n  b y  s i m i l a r  a r g u m e n t  a s  i n  c a s e  4 . 1  w e  c o n c l u d e  t h a t ,
D I V q ( D 2 , a s s e r t )  4  ( D I V q ( D 2 , a s s e r t )  A D I V f a D ? ,  a s s e r t ) )
w h i c h  i s  t h e  s a m e  a s ,
( D I V q ( D 2) a s s e r t ) 4  ( D I V q ( D 2 , a s s e r t ) )
A
( D I V q j ( D 2 , a s s e r t )  4  D I V q ( D ? ,  a s s e r t ) )
w h i c h  i s  t r u e  f r o m  t h e  i n d u c t i v e  h y p o t h e s i s .
C a s e  4 . 3 :
T h e  t r a n s i t i o n  i s  a  r  a n d  w a s  d e d u c e d  u s i n g  R E P - C L O S E  s o  D '  =  f a  a ) ( D 2 j D ? )  \ \ D 2 
f o r  s o m e  a  E S A f .  A s s u m e  t h a t  t h e  i n d u c t i v e  h y p o t h e s i s  e x t e n d s  o v e r  a g e n t  D i?  a n d  
f o r  s o m e  a \  a n d  a 2 , D 2 - f a  D 2 a n d  D 2 - f a  D ?  s u c h  t h a t  D  —f a  D ' .
N o t e  t h a t  p  =  0  a n d  b y  D e f i n i t i o n  6 . 1 . 5 ,
D I V $ ( D ?  a s s e r t )  =  D I V q ( D 2 , a s s e r t )  A D I V q ( D ? ,  a s s e r t )  A D I V q ( \ D 2 , a s s e r t )  
H e n c e  t h i s  c a s e  i s  s i m i l a r  t o  c a s e  4 . 2 .  □
T h e  f o l l o w i n g  c o r o l l a r y  i s  a  s p e c i a l  c a s e  o f  T h e o r e m  6 . 4 . 1  w h e n  p  =  0 .
C o r o l l a r y  1 .  S u p p o s e  w e  h a v e  t h a t  f o r  s o m e  D ,  D I V $ ( D ,  a s s e r t )  =  t r u e  a n d  D  - f a  
D '  f o r  a n y  a  t h e n ,
D I V q ( D ?  a s s e r t )  =  t r u e
P r o o f .  B y  c a s e  a n a l y s i s  o n  a .
S u p p o s e  a  =  c p  z  f o r  s o m e  c o n t r o l  p o i n t  c p  a n d  m a c h i n e  r e f e r e n c e  z .
T h e n  b y  T h e o r e m  6 . 3 . 1  w e  h a v e  t h a t  ( w h e r e  z  £  p ) ,
( D I V $ ( D ,  a s s e r t )  A z - a s s e r t ( c p ) )  4  D I V ^ {J^ z ^ rxmTef ^ D ' ) ( D ?  a s s e r t )
( t r u e  A z - a s s e r t ( c p ) )  4  D I V ^ lJ{ z } ) n m r e f ^ D > ) ( D ?  a s s e r t )
T h e n  b y  L e m m a  6 . 4 . 1  w e  c a n  s p l i t  t h e  D I V  i n  t o  t w o  c o n j u n c t i o n s  s o ,
( t r u e  4  D W g n m r e / { D ')  ( D ?  a s s e r t ) )  A 
( z - a s s e r t ( c p )  4  D I V { z y n m r e f ( D f a D ?  a s s e r t ) )
Thus we have that true 4  DIVQnmref(£)/)(D? assert) hence,
D IVq(D ' , assert) = true
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A l l  o t h e r  c a s e s  o f  a  a r e  t r i v i a l l y  t r u e  b y  T h e o r e m  6 . 4 . 1  a s  p  =  0 ,
D I V q ( D , a s s e r t )  = 4  D I V 0n m r e f ( D ' ) ( D ' , a s s e r t )
T h u s  w e  h a v e  t h a t  t r u e  =4  D I V q ( D \  a s s e r t )  h e n c e ,
D I V ( f r ( D ' ,  a s s e r t ) =  t r u e
□
6.5 C o n s is ten cy  w ith  se m an tic  d e fin itio n  o f m ach in e  d i­
v erg en ce  freed o m
I n  t h i s  s e c t i o n  w e  s h o w  t h a t  t h e  D I V  p r e d i c a t e  d e f i n e d  i n  S e c t i o n  6 . 1  a n d  S e c t i o n  6 . 4  
i s  c o n s i s t e n t  w i t h  t h e  d e f i n i t i o n  o f  m a c h i n e  d i v e r g e n c e  i n  c o n t r o l  s y s t e m s  f r o m  D e f i n i ­
t i o n  5 . 4 . 1  o n  p a g e  5 . 4 . 1 .  T h e  p r o p e r t y  w e  w a n t  t o  s h o w  i s  t h a t  a  c o n t r o l  s y s t e m  w i t h  
a  m a c h i n e  c l o s e d  m e d i a t o r  D  f o r  w h i c h  w e  h a v e  o b t a i n e d  D I V  ( D ,  a s s e r t - i n i t ) =  t r u e  
i s  m a c h i n e  d i v e r g e n c e - f r e e .  T h i s  r e s u l t  i s  s t a t e d  i n  T h e o r e m  6 . 5 . 4 .  B e f o r e  w e  a t t e m p t  
t o  p r o v e  T h e o r e m  6 . 5 . 4  w e  n e e d  s e v e r a l  s u p p o r t i n g  d e f i n i t i o n s  a n d  i n t e r m e d i a t e  r e s u l t s .
W e ,  n o t e  t h a t  t h e r e  i s  a  m i s m a t c h  b e t w e e n  t h e  m e d i a t o r  s e l e c t i n g  a n  o p e r a t i o n  a n d  t h e  
s u b s e q u e n t  m a c h i n e  s t a t e  u p d a t e .  I n  t h e  d e f i n i t i o n  o f  D I V  i n  S e c t i o n  6 .1  a n  o p e r a t i o n  i s  
c o n s i d e r e d  a s  a n  a t o m i c  a c t i o n  w h e r e a s  i n  t h e  7r - s t y l e  o f  L T S m  i n t r o d u c e d  i n  S e c t i o n  4 . 3  
a n  o p e r a t i o n  i s  s p l i t  i n  t o  t w o  t r a n s i t i o n s :  t h e  o p e r a t i o n  s e l e c t i o n  a n d  t h e  s t a t e  u p d a t e .  
I n  t h e  r e s u l t s  t h a t  f o l l o w  w e  c o n s i d e r  t r a c e s  o f  a  c o n t r o l  s y s t e m  b e t w e e n  p o i n t s  w h e r e  
a l l  m a c h i n e s  h a v e  c o m p l e t e d  t h e  s t a t e  u p d a t e  r o u t i n e s  a n d  t h i s  e n a b l e s  u s  t o  h a r m o n i s e  
t h e s e  t w o  v i e w s .
D e f i n i t i o n  6 . 5 . 1 .  W e  s a y  a  c o n t r o l  s y s t e m  C S Y S T E M d  i s  i n  a  r e a d y  s t a t e  i f  f o r  e v e r y  
s t a t e  X i f o r  1  <  i  <  n  s u c h  t h a t ,
C S Y S T E M p  ( v  v ) ( D  I M ( * i )  I I I M ( * » )  | M G E N E R A T O R ) 
w e  h a v e  t h a t  X i i s  e q u i v a l e n t  t o  t h e  m a p l e t  ( R E A D Y , v a l )  f o r  s o m e  m a c h i n e  s t a t e  v a l .
F u r t h e r m o r e ,  w e  s o m e t i m e s  n e e d  t o  c o n v e r t  a  m a c h i n e  s t a t e  b a c k  t o  a  p r e d i c a t e .  
D e f i n i t i o n  6 . 5 . 2 .  G i v e n  a  m a c h i n e  s t a t e  v a l ,
1 .  R v a l d e n o t e s  t h e  l e a s t  p r e d i c a t e  s a t i s f i e d  b y  v a l .
R e c a l l  a l s o  f r o m  S e c t i o n  6 . 1  t h a t  f o r  a  g i v e n  m a c h i n e  r e f e r e n c e  z ,  Z - ( R )  d e n o t e s  t h e  
p r e d i c a t e  w h e r e  e v e r y  f r e e  n a m e  i s  p r e f i x e d  b y  z _ .  T h u s ,  Z - ( R val) d e n o t e s  t h e  l e a s t  
p r e d i c a t e  t h a t  i s  s a t i s f i e d  b y  v a l  a n d  w h e r e  e a c h  n a m e  i s  p r e f i x e d  b y  z _ .
E x a m p l e  6 . 5 . 1 .
z_(R{(nn, 1)}j = = j)
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T h e  f i r s t  r e s u l t  w e  o b t a i n ,  c o n s i d e r s  t h e  b e h a v i o u r  o f  t h e  c o n t r o l  s y s t e m  w i t h  r e s p e c t  
t o  a  s i n g l e  m a c h i n e  w h i c h  i s  b e i n g  i n i t i a l i s e d .  T h e  h y p o t h e s i s  a s s u m e s  t h a t  t h e  D I V q 
p r e d i c a t e  o f  D o  i s  t r u e .  T h i s  i s  t o  e n s u r e  t h a t  t h e  c o n t r o l  p o i n t s  h a v e  b e e n  t a g g e d  
c o n s i s t e n t l y .  T h e  t h e o r e m  s h o w s  t h a t  a f t e r  t h e  i n i t i a l i s a t i o n  i s  c o m p l e t e d  t h e  f i n a l  
s t a t e  o f  t h e  m a c h i n e  i s  n o t  e q u a l  t o  X  a n d  i m p l i e s  t h e  D I V  p r e d i c a t e  o f  t h e  f i n a l  
m e d i a t o r  w h i c h  i s  c o n s t r a i n e d  t o  t h e  r e f e r e n c e  o f  t h e  i n i t i a l i s e d  m a c h i n e .  T h e  t h e o r e m  
i s  t r u e  f o r  a l l  t r a c e s  o f  a  c o n t r o l  s y s t e m  h o w e v e r  w e  w i l l  c h e c k  o n l y  o n e  c a s e .  T h e  r e s u l t  
i s  c o m b i n e d  i n t o  a n  i n d u c t i v e  a r g u m e n t  i n  T h e o r e m  6 . 5 . 3 .
T h e o r e m  6 . 5 . 1 .  G i v e n  a  c o n t r o l  s y s t e m  C S Y S T E M d  w h e r e ,
C S Y S T E M d 0 v ) ( D q  | [ [ ( R E A D Y ,  v a h ) ] ] M l ( Z l )  | . . .
| l ( R E A D Y ,  v a l t )]]M t ( z t )  | M G E N E R A T O R )
a n d  t  €  N  w i t h  Z i ,  . . .  } z t  i n  t h e  l i s t  v  a n d
D I V $ ( D o ,  a s s e r t - i n i t )  =  t r u e
a n d  t h e r e  i s  a  c o n t r o l  s y s t e m  C S Y S T E M D k w h e r e ,
C S Y S T E M D k y ) ( D k  | \ ( R E A D Y , v a l ^ M l ( z i )  | . . .
| K R E A D Y ,  v a l 'm ) l M J z m ) \ M G E N E R A T O R )
w i t h  z \ ,  . . .  , z m  i n  t h e  l i s t  y  a n d  t  <  m  a n d  f o r  s o m e  z 0 w h e r e  t  <  o  <  m ,  v a l '0 €
I N I T m  a n d  f o r  a n y  t r a c e  t r ,
C S Y S T E M d 0 = ^ 4  C S Y S T E M d k
T h e n  i t  i s  t h e  c a s e  t h a t  z 0—R v a l°  X  a n d ,
z 0 —R  ° = 4  B I V { z o } d i ™ ~ e f ( D , ) { . B k ,  a s s e r t - i n i t )
P r o o f  C o n s i d e r  a n  a r b i t r a r y  t r a c e  o f  C S Y S T E M d 0 -
T h e  t r a c e  b y  w h i c h  C S Y S T E M d 0 c a n  p r o g r e s s  t o  C S Y S T E M D k i n  r e a d y  s t a t e  i s  o f  t h e  
f o l l o w i n g  f o r m ,
(aq, . . .  Oin, TcreateM z0> Q:n+2> DnitM, as+2, , &k)
w h e r e  w e  h a v e  l a b e l l e d  t h e  t w o  r  r e s p o n s i b l e  f o r  c r e a t i n g  t h e  m a c h i n e  a t  z 0 a n d  i n i ­
t i a l i s i n g  i t  f o r  c l a r i t y .
H e r e  w e  o n l y  c o n s i d e r  t h e  c a s e  w h e r e  a n y  a c t i o n  f r o m  a s + 2 , . . .  , a k  d o e s  n o t  i n v o l v e  
c o m m u n i c a t i o n  w i t h  t h e  m a c h i n e  a t  z Q. T h e s e  c a s e s  a r e  c o v e r e d  i n  T h e o r e m  6 . 5 . 2  w h i c h  
f o l l o w s .
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I n  p e r f o r m i n g  a  t r a n s i t i o n  d e r i v a t i o n  C S Y S T E M p .  C S Y S T E M o i+ l  i n  t h e  r a n g e
0 <  i  <  n ,  o n e  o f  t h e  f o l l o w i n g  i s  t r u e ;  A  = n  A + i  o r  A  createAf  z  A + i  f o r  s o m e
m a c h i n e  r e f e r e n c e  z  J  z 0 o r  A  — A + i  f o r  s o m e  o t h e r  a c t i o n  (3  t h a t  i s  n o t  e q u i v a l e n t  
t o  c r e a t e M  z .
I n  t h e  f i r s t  a n d  t h e  l a s t  c a s e  f r o m  T h e o r e m  6 . 4 . 1  w e  c a n  c o n c l u d e  t h a t ,
D I V p ( D i ,  a s s e r t - i n i t )  r f -  D I V p n m r e f ( D .+ x ) ( A + i  > a s s e r t —i n i t ) 
f o r  s o m e  p C m r e f  ( A ) -
I f  A  c re — 2  2 A + i  f o r  s o m e  m a c h i n e  r e f e r e n c e  2: 7^ 24 i s  t r u e  t h e n  w e  c a n  c o n c l u d e  
t h a t ,
( D I V p ( D i ,  asser t- in it) A Z-assert- in it(createM )) to- 
D/V(pu{2} ) n m r e / (A+i  i a sser t- in it) 
f o r  s o m e  p C mref ( A ) -
H o w e v e r ,  i n  t h e  l a t t e r  c a s e  w e  c a n  d i s t r i b u t e  t h e  p r e d i c a t e  u s i n g  L e m m a  6 . 3 . 3  a s  f o l l o w s ,  
( ( D I V p ( D i , a s s e r t - i n i t )  A Z -a s s e r t - in it ( c r e a t e M ) )  to -  
£ / V (p u { z } ) n W ( A - + i )  > a s s e r t —. i n i t ) )
rf>
(.D I V p ( D i , a s s e r t - i n i t )  r f -  D / V p n m r e ^(£> .+ 1 ) ( A - i - i j  a s s e r t - i n i t ) )  A 
( z - a s s e r t - i n i t ( c r e a t e M )  to -  D / V ’| z ] n m r e y(£>i+ 1 ) ( A + i )  a s s e r t - i n i t ) 
for some p  C m re /(A )-
I n  e a c h  c a s e  w h e r e  t h i s  o c c u r s  w e  c a n  t h r o w  a w a y  t h e  c o n j u n c t ,
( z - a s s e r t - i n i t ( c r e a t e M )  to -  D / V { z }n m r e ^ ( £ ) .+ 1 ) ( A + i )  a s s e r i - i n i t )  
a s  i t  i n v o l v e s  a  m a c h i n e  w h i c h  w e  a r e  n o t  i n t e r e s t e d  i n .
W e  k n o w  t h a t  D I V ® ( D , a s s e r t - i n i t )  =  t r u e  t h u s  f r o m  t h e  a b o v e  w e  c a n  c o n c l u d e  t h a t  
D I V ® ( D n , a s s e r t - i n i t )  =  i r w e .
A t  C S Y S T E M D n  TcreU  z° C S Y S T E M Dn+1 w e  c o n c l u d e  t h a t  A *  c re ° ^  2o A +i- T h u s  
b y  T h e o r e m  6 . 4 . 1  w e  c a n  c o n c l u d e  t h a t ,
( D T V $ ( D n , a s s e r t - i n i t )  A z 0- a s s e r t - i n i t ( c r e a t e M ) )  to -  
Z W { z o } n m r e / ( A i + l )  ( D n + i , a s s e r t - i n i t )
( t r u e  A z 0- a s s e r t - i n i t ( c r e a t e M ) )  to -  D / }n m r e y ( £ n +  x) (D n + 1, a s s e r t - i n i t )  
z 0- a s s e r t - i n i t ( c r e a t e M )  to -  D / L { Zo}n m r e / ( £ ) n + 1 ) ( D n + i ,  a s s e r t - i n i t )
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F o r  a l l  r e m a i n i n g  a c t i o n s  o f  D n + 1 ,
( 0cn+2 ,  - - • > a s> DnitM) a s+2,  - • • > a k)
b y  s i m i l a r  a r g u m e n t  a s  i n  t h e  r a n g e  0  <  i  <  n  a b o v e  w e  c a n  c o n c l u d e  t h a t ,
D I V { z 0} n m r e f { D n + 1) { D n + \ ,  a s s e r t - i n i t )  4  D I V { Zoy n m r e f (D k ) ( D k , a s s e r t - i n i t )  
T h u s  a t  k  e i t h e r  { z Q}  f l  m r e f ( D k )  =  0  o r  { z 0 }  n  m r e f ( D k )  =  { z 0 } .
I f  { z Q }  f l  m r e f ( D k )  =  0  t h e n  D I V { Zo} n m r e j ( D k ) ( D k , a s s e r t - i n i t )  =  t r u e  b y  C o r o l l a r y  1 .  
T h u s  f o r  a n y  z 0- R v a l° ,
z 0- R v a l° 4  z 0- a s s e r t - i n i t ( c r e a t e M ) 4  t r u e
I f  { z 0 }  f l  m r e f ( D k )  =  { z 0 }  w e  n e e d  t o  s h o w  t h a t  t h e r e  i s  a  v a l '0 e  I N I T m  s u c h  t h a t ,
z 0- R v a l° 4  z 0 _ a s s e r t - i n i t ( c r e a t e M )
F o r  b o t h  c a s e s  a b o v e  w e  k n o w  t h a t  C S Y S T E M d ,  C S Y S T E M d s+1 w h i c h  c o r r e ­
s p o n d s  t o  t h e  m a c h i n e  a t  z 0 i n i t i a l i s i n g .
\ { B E G I N ) \ m ( z 0 )  ^  K R E A D Y ,  v a l '0) l M ( z 0 )  
w h e r e  v a l '0 €  I N I T m -
B y  D e f i n i t i o n  6 . 1 . 4  w e  h a v e  t h a t ,
a s s e r t - i n i t ( c r e a t e M )  =  w p (  V A R I A B L E S ?  V A R I A B L E S m , p r d y A r i a b l e s m  ( ) )
w h e r e  V A R I A B L E S m  i s  t h e  l i s t  o f  m a c h i n e  v a r i a b l e s  o f  M  a n d  V A R I A B L E S ' M  i s  a n  
i d e n t i c a l  l i s t  w h e r e  e a c h  v a r i a b l e  i s  p r i m e d .  T h i s  d e f i n i t i o n  i s  a n a l o g o u s  t o  D e f i n i t i o n  o f  
I N I T m  ( D e f i n i t i o n  4 . 1 . 3 ) .  T h u s  t h e  v a l u a t i o n s  t h a t  s a t i s f y  a s s e r t - i n i t  ( c r e a t e M )  a r e  e x ­
a c t l y  t h o s e  t h a t  a r e  i n  t h e  s e t  I N I T m -  T h u s  v a l '0 s a t i s f i e s  a s s e r t - i n i t ( c r e a t e M ) .  T h u s  
i f  R v a l°  i s  t h e  l e a s t  p r e d i c a t e  t h a t  v a l '0 s a t i s f i e s ,  t h e n  R v a l° 4  a s s e r t - i n i t  ( c r e a t e M ) . 
T h u s  i t  i s  a l s o  t h e  c a s e  t h a t  z 0- ( R v a l° 4  a s s e r t - i n i t ( c r e a t e M ) )  i s  t r u e  w h i c h  i s  
e q u i v a l e n t  t o ,
z 0- R v a l '° 4  z 0- a s s e r t - i n i t ( c r e a t e M )
T h u s  t h e  t h e o r e m  i s  t r u e .  □
T h e  f o l l o w i n g  t h e o r e m  i l l u s t r a t e s  t h a t ,  i f  t h e  s t a t e  o f  a n  a c t i v e  m a c h i n e  s a t i s f i e s  t h e  
D I V  p r e d i c a t e  o f  t h e  m e d i a t o r  D o  w h i c h  i s  c o n s t r a i n e d  t o  t h e  r e f e r e n c e  o f  t h a t  m a c h i n e  
t h e n  t h e  c o n t r o l  s y s t e m  c a n  p r o g r e s s  b y  e x e c u t i n g  o p e r a t i o n s  o n  t h e  m a c h i n e  t o  a  n e w  
c o n t r o l  s y s t e m  w h e r e  t h e  n e w  s t a t e  o f  t h e  m a c h i n e  s a t i s f i e s  t h e  D I V  p r e d i c a t e  o f  t h e  
n e w  m e d i a t o r  c o n s t r a i n e d  f o r  t h a t  m a c h i n e .  A s  i n  t h e  p r e v i o u s  t h e o r e m  w e  c o n s i d e r  
o n l y  o n e  c a s e  e v e n  t h o u g h  t h e  t h e o r e m  w o r k s  f o r  a l l  t r a c e s .
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T h e o r e m  6 . 5 . 2 .  G i v e n  a  c o n t r o l  s y s t e m  C S Y S T E M d  w h e r e ,
C S Y S T E M Do  = >  v ) ( D 0 \ [ [ ( R E A D Y ,  v a k ) ] ] M i ( z x )  | . . .
| [ [ ( R E A D Y ,  v a k ) ] ] M t ( z t )  \ M G E N E R A T O R )
a n d  t  £  N  w i t h  z \ ,  . . .  , z t  i n  t h e  l i s t  v  a n d  f o r  s o m e  z 0 w h e r e  1 <  o  <  t ,
z 0- R v a l° =>• D I V { Zoy ( D o ,  a s s e r t - i n i t )
a n d  v a l 0 f  X  a n d  t h e r e  i s  a  c o n t r o l  s y s t e m  C S Y S T E M d ,  w h e r e ,
C S Y S T E M D k y ) ( D k  \ [ [ ( R E A D Y ,  | . . .
| K R E A D Y ,  v a l 'm )]]M J z m ) \ M G E N E R A T O R )
w i t h  z \ ,  . . .  , z m  i n  t h e  l i s t  y  a n d  t  <  m  a n d  f o r  a n y  t r a c e  t r ,
C S Y S T E M d 0 C S Y S T E M d ,
T h e n  i t  i s  t h e  c a s e  t h a t  z 0- R v a l°  X  a n d ,
z 0- R v a l '° = 4  D I V { z o } n m r e f ( D , ) ( D k , a s s e r t - i n i t )
P r o o f .  C o n s i d e r  a n  a r b i t r a r y  t r a c e  o f  C S Y S T E M d 0 .
T h e  t r a c e  b y  w h i c h  C S Y S T E M d 0 c a n  p r o g r e s s  t o  C S Y S T E M d ,  i n  a  r e a d y  s t a t e  i s  o f  
t h e  f o l l o w i n g  f o r m ,
{ o q ,  . . .  OLn , t Z o i ,  o tn .|-2 , . . .  , a s , r o p ( q ,  cvs -|-2 ) . . .  ) o :k ) 
o r
(an, . . .  cx.n , t Zo i, a n4.2, . . .  , a s , d i v ,  o,'s-f-2, . . .  , ck/»)
w h e r e  w e  h a v e  l a b e l l e d  t h e  t w o  r  r e s p o n s i b l e  f o r  s e l e c t i n g  t h e  o p e r a t i o n  I o n  z 0 a n d  
p e r f o r m i n g  t h e  s t a t e  u p d a t e .
H e r e  w e  o n l y  c o n s i d e r  t h e  c a s e  w h e r e  a n y  a c t i o n  f r o m  a s + 2 , . . .  , a k  d o e s  n o t  i n v o l v e  
c o m m u n i c a t i o n  w i t h  t h e  m a c h i n e  a t  z 0 . T h e s e  c a s e s  a r e  c o v e r e d  b y  t h e  f a c t  t h a t  t h e  
T h e o r e m  6.5.2 c a n  b e  a p p l i e d  r e a p p l i e d  t o  t h e  f i n a l  c o n t r o l  s y s t e m .  W e  a l s o  c o n s i d e r  
o n l y  g o o d  t r a c e s  o f  t h e  s y s t e m  w h e r e  d i v  d o e s  n o t  o c c u r .
I n  p e r f o r m i n g  a  t r a n s i t i o n  d e r i v a t i o n  C S Y S T E M D i  — ^  C S Y S T E M D i+1 i n  t h e  r a n g e
0  <  i  <  n ,  o n e  o f  t h e  f o l l o w i n g  i s  t r u e ;  E *  = n  D i + i  o r  E *  C7'eX X {  2 E * + i  f o r  s o m e
P
m a c h i n e  r e f e r e n c e  z  f  z 0 o r  E *  — > E *+ 1 f o r  s o m e  o t h e r  a c t i o n  [3 t h a t  i s  n o t  e q u i v a l e n t  
t o  c r e a t e M  z .
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I n  t h e  f i r s t  a n d  t h e  l a s t  c a s e  f r o m  T h e o r e m  6 . 4 . 1  w e  c a n  c o n c l u d e  t h a t ,
D I V p ( D i , a s s e r t - i n i t )  4  D / V p n m re /(£ > i+ 1 ) ( A + i »  a s s e r t - i n i t )  
f o r  s o m e  p  C  m r e f ( D ? .
I f  D i  crecitf a i  z  D i + i  f o r  s o m e  m a c h i n e  r e f e r e n c e  z  f a  z a i s  t r u e  t h e n  w e  c a n  c o n c l u d e  
t h a t ,
( D I V p ( D i , a s s e r t - i n i t )  A z —a s s e r t —i n i t ( c r e a t e M ) ) 4  
D / ( z > i + i )  ( f a + i  i a s s e r t - i n i t )
f o r  s o m e  p  C  m r e f  ( D ? .
H o w e v e r ,  w e  c a n  d i s t r i b u t e  t h e  p r e d i c a t e  u s i n g  L e m m a  6 . 3 . 3  a s  f o l l o w s ,
( ( D I V p ( D i , a s s e r t - i n i t )  A z - a s s e r t - i n i t ( c r e a t e M ) )  4  
D I V ( p u { z } ) n m r e / ( A + i ) ( P i + 1  > a s s e r t —i n i t ) )
4
(.D I V p ( D i , a s s e r t - i n i t )  4  D I V p n m r e f ( D 1+1) ( A + i > a s s e r t - i n i t ) )  A 
( z - a s s e r t - i n i t ( c r e a t e M )  4  (£,i+i) (A + i , a s s e r t - i n i t )
f o r  s o m e  p  C  m r e f ( D i ) .
I n  e a c h  c a s e  w h e r e  t h i s  o c c u r s  w e  c a n  t h r o w  a w a y  t h e  c o n j u n c t ,
( z - a s s e r t - i n i t ( c r e a t e M )  4  D / V { z }n m r e ^ j ^ + 1 ) ( D z + i ,  a s s e r t - i n i t ) )  
a s  i t  i n v o l v e s  a  m a c h i n e  i n  w h i c h  w e  a r e  n o t  i n t e r e s t e d .
W e  k n o w  t h a t ,
z 0- R v a l° 4  D / V { Zo} ( D o ,  a s s e r t - i n i t )  
t h u s  f r o m  t h e  a b o v e  w e  c a n  c o n c l u d e  t h a t ,
z 0- R v a l° 4  D I V { Zoy n m r e f ( D n ) ( D n , a s s e r t - i n i t )
A t  C S Y S T E M D n  f a  C S Y S T E M Dn+1 w e  c o n c l u d e  t h a t  D n  f a  D n + 1 . T h e n  t h e r e  a r e  
t w o  c a s e s  e i t h e r  { z 0 }  D  m r e f ( D n )  =  0  o r  { z 0 }  n  m r e f ( D n )  =  { z 0 } .
I f  { z 0 } f l  m r e f ( D n )  =  0  t h e n  D I V { 2o }n m r e / ( £ n ) ( D n , a s s e r t - i n i t )  =  t r u e .  T h u s ,  f o r  a n y  
z 0- R ,v a l° ,
z 0- R v a l '° 4  D / V {Zo}n m r e / (£ ,B ) ( D n , a s s e r t - i n i t )
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I f  { z 0 }  n  m r e f ( D n ) =  { z 0 }  b y  T h e o r e m  6 . 4 . 1 - w e  c a n  c o n c l u d e  t h a t ,
D I V { z o } r \m r e f ( D n ) ( D n , a s s e r t - i n i t )  to -  G  
w h e r e  G  —  trm (z0- o p ( l)) A 
3  Zq-V A R IA B L E S ', ( prdZo_vARiABLEs{zo~op(l ) )  to-
w p ( z Q- V A R I A B L E S  : =  z 0- V A R I A B L E S ' , D I V y Zoy n m r e f ^D n + ^ ( D n + 1 , a s s e r t ) ) )  
F o r  a l l  r e m a i n i n g  a c t i o n s ,
(04+21 • • • i Os, T0p, Cl's+2i • • • i Ofc)
b y  s i m i l a r  a r g u m e n t  a s  i n  t h e  r a n g e  0  <  i  <  n  a b o v e  w e  c a n  c o n c l u d e  t h a t ,
D I V y Zoynmre/(.Dn+i) (Az+ii a s s e r t )  to- D I V y Zo}nmre/(Djt)(A;i a s s e r t - i n i t )
A t  k  e i t h e r  { z }  D  ? n r e / ( A )  —  $  o r  {*2 }  n  m r e / ( A )  =  { + } •
I f  { z 0 }  n  m r e f ( D k )  —  0  t h e n  D I V y Znynmref(Dk){Ac, a s s e r t - i n i t ) =  t r u e .  T h u s ,  f o r  a n y  
z 0- R v < ,
z Q- R v a l° to -  - D / V { z o } n m re / (D fc ) ( A ,  a s s e r t - i n i t )
I f  { 2:0 }  f l  m r e / ( A )  — { r fo }  w e  n e e d  t o  s h o w  t h a t  t h e r e  i s  a  D aZ ' s u c h  t h a t ,  
z 0 —R  0 to- D / ( - A c , a s s e r t —i n i t )
R o m  m o n o t o n i c i t y  o f  wp w e  c a n  s u b s t i t u t e  i n  t h e  p r e d i c a t e  G  a b o v e  t h u s  w e  n e e d  t o  
s h o w  t h a t ,
z0- R val° to- 
t rm (z0-o p { l) ) A
3  Z q - V A R I A B L E S ' , (prdZo_vARiABLEs(zo -op( l ) )  to -
wp(z0-V A R IA B L E S  zQ_VARIABLES ', EIV{z0}r\mrej(Dk){Dk-, a sser t- in it)))
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T h u s  w e  h a v e  t h a t ,
( z 0- R v a l° =4 t r m ( z 0- o p ( l ) ) )
A
(,Z0- R Val° = 4
3  z 0- V A R I A B L E S ' , ( p r d Zo_ v A R i A B L E s ( z 0- o p ( l ) )  = 4
w p ( z 0 - V A R I A B L E S  : =  z 0 _ V A R I A B L E S 1, E I V y Zoy n m r e f ^ D k y ( D k , a s s e r t - i n i t ) ) ) )
( 6 . 7 )
T h u s  f o r  s o m e  p r e d i c a t e  Zo- R pnmed(val2°)}
f y o - P 1^ 0 A  Z o _ R V r i m e d { v a l20 ) ^  ^
( p r d Zl, _ V A R I A B L E s ( z o - 0p { l ) )  = 4
w p ( z 0 - V A R I A B L E S  : =  z 0- V A R I A B L E S \  D I V y Zoyn m r e f ^ D k y ( D k , a s s e r t - i n i t ) ) ) )  
T h u s  t o  s h o w  t h a t
z 0- R v a l2 °  = 4  E / y { 2 o } n m re /( I ) f c ) ( E fc, a s s e r t - i n i t )  
w e  n e e d  t o  s h o w  t h a t ,
A =>
W e  h a v e  t h a t  C S Y S T E M d , C S Y S T E M d s+1 w h i c h  c o r r e s p o n d s  t o  t h e  m a c h i n e  a t
p e r f o r m i n g  t h e  s t a t e  u p d a t e ,
[(B O D Y op(i), « < ) ] ] m (2»>
w h e r e  b y  D e f i n i t i o n  4 . 1 . 1 ,  [v a l Q, p r o m e d f y a / ^ ) ]  s a t i s f i e s  p r d v A R i A B L E s { o p ( l ) ) ■
T h e n  i t  f o l l o w s  t h a t ,
T h u s  w e  o b t a i n  t h a t ,
z 0- R v a l°  = 4  E / y {Z o}nT O re/(^ ) ( E fc, a s s e r t - i n i t )
F u r t h e r m o r e ,  i t  i s  n o t  t h e  c a s e  t h a t  v a l '0 =  X  b e c a u s e ,
Ki30£>yop(i), i)]M (z0>
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i f  b y  D e f i n i t i o n  4 . 1 . 1 ,  v a l 0 —  X  o r  v a l 0 s a t i s f i e s  a b t  ( o p  ( I ) ) .
W e  h a v e  t h a t  v a l 0 f a  X  f r o m  t h e  h y p o t h e s i s .
A l s o ,  a b o v e  ( E q u a t i o n  6 . 7 )  w e  o b t a i n e d  t h a t  ( z 0- R v a l° = 4  t r m ( z 0- o p ( l ) )  m u s t  b e  
t r u e ,  w h i c h  i s  e q u i v a l e n t  t o  v a l 0 s a t i s f i e s  t r m ( o p ( l ) )  w h i c h  i s  e q u i v a l e n t  t o  v a l 0 s a t i s f i e s  
- i  a b t ( o p ( l ) ) .
T h u s  t h e  t h e o r e m  i s  t r u e .  □
T h e  f o l l o w i n g  t h e o r e m  c o m b i n e s  t h e  r e s u l t s  o f  T h e o r e m  6 . 5 . 1  a n d  T h e o r e m  6 . 5 . 2  i n t o  
a  s i n g l e  i n d u c t i v e  a r g u m e n t  a b o u t  t h e  b e h a v i o u r  o f  a  c o n t r o l  s y s t e m  w i t h  t  a c t i v e  
m a c h i n e s .  T h e  t h e o r e m  r e l i e s  o n  t h e  f a c t  t h a t  c o m m u n i c a t i o n  b e t w e e n  t h e  m e d i a t o r  
a n d  a l l  a c t i v e  m a c h i n e s  i s  i n t e r l e a v e d .
T h e o r e m  6 . 5 . 3 .  G i v e n  a  c o n t r o l  s y s t e m  C S Y S T E M d  w h e r e ,
C S Y S T E M d q  = i r f a  v ) ( D q | [ [ ( R E A D Y ,  M ) ] ] M l 7 i >  I • • •
| [ [ ( R E A D Y ,  v a l t )]]M t ( z t ) \ M G E N E R A T O R )
a n d  t  £  N  w i t h  z \ ,  . . .  , z t  i n  t h e  l i s t  v ,
z 0- R v a l° 4  D I V  ( D q ,  a s s e r t - i n i t )
l  < 0< t
a n d  1 <  o  <  t ,  v a l 0 f a  X  a n d  t h e r e  i s  a  c o n t r o l  s y s t e m  C S Y S T E M D k w h e r e ,
C S Y S T E M d ,  = * f a  y ) ( D k  \ [ [ ( R E A D Y ,  v a l ? ] ] M i ( z ?  \ . . .
| [ [ ( R E A D Y ,  v a l 'm )}]M m ( z m ) \ M G E N E R A T O R )
w i t h  z i ,  . . .  , z m  i n  t h e  l i s t  y  a n d  t  <  m  a n d  f o r  a n y  t r a c e  t r ,
C S Y S T E M d 0 f a  C S Y S T E M d k
T h e n  i t  i s  t h e  c a s e  t h a t  f o r  1  <  o  <  t ,  v a l '  f a  X  a n d ,
z 0- R v a l°  4  D I V ( D k , a s s e r t - i n i t )
1 < o < m
P r o o f .  C o n s i d e r  a n  a r b i t r a r y  t r a c e  t r  o f  C S Y S T E M d 0 -
B y  f i n i t e  n u m b e r  o f  a p p l i c a t i o n s  o f  T h e o r e m  6 . 5 . 1  a n d  T h e o r e m  6 . 5 . 2  w e  c a n  c o n c l u d e  
t h a t  1  <  o  <  t ,  v a l '0 f a  X  a n d ,
z 0- R v a l°  4  D I V { Z o } n m r e I (D k ) ( D k , a s s e r t - i n i t )
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w h i c h  i s  t h e  s a m e  a s
f \  z 0J 3 ? <  =s> f \  D I V { z 0} n m r e f ( D k ) ( D k ,  a s s e r t - i n i t )
1 < o < m  1 < o < m
w h i c h  i s  t h e  s a m e  a s
A  z o - R v a l°  = »  A  D I V { z } n m r e f ( D k ) ( D k , a s s e r t - i n i t )
1 < 0 < 7 7 1  Z E { z i ,  . . .  , Z m }
= 4  b y  L e m m a  6 . 3 . 3
/ \  z „ - R v <  =>  (  / \  D I V { Z}  ( A , a s s e r t - i n i t ) A
Y < o < m  z E ( { z i ,  . . .  , z m } n m r e f ( D k ) )
D I V 0( D k , a s s e r t - i n i t ) )
A  z 0- R v a l° = 4  A  a s s e r t - i n i t )  A  D I V f i D ^ ,  a s s e r t - i n i t )
z E m r e f ( D k )
= 4  b y  L e m m a  6 . 3 . 3
A  z 0- R v a l 'o = 4  D I V ( D k , a s s e r t - i n i t )  A  D I V f i D ^ ,  a s s e r t - i n i t )
1 < o < m  
= 4
A  z 0- R v a l° = 4  D I V ( D k , a s s e r t - i n i t )
l < o < m
□
T h e o r e m  6 . 5 . 4 .  G i v e n  a  c o n t r o l  s y s t e m  C S Y S T E M d  i n  a n  i n i t i a l  s t a t e  i f
D I V ( D , a s s e r t - i n i t )  —  t r u e  
f o r  s o m e  a s s e r t - i n i t  t h e n  C S Y S T E M d  i s  m a c h i n e  d i v e r g e n c e - f r e e .
P r o o f .  I f  C S Y S T E M d  i s  i n  a n  i n i t i a l  s t a t e  t h e n  t h e r e  a r e  n o  a c t i v e  E  m a c h i n e s  h e n c e ,
C S Y S T E M d  I  d r i  =  f a l s e
S u p p o s e ,
C S Y S T E M d  ^ 4  C S Y S T E M d k 
f o r  a n y  C S Y S T E M d ,. a n d  t r .
T h e n  f r o m  D I V ( D , a s s e r t - i n i t )  —  t r u e  a n d  T h e o r e m  6 . 5 . 3 ,  w e  h a v e  t h a t  n o n e  o f  t h e  
a c t i v e  m a c h i n e s  h a v e  m a c h i n e  s t a t e  e q u a l  X .  T h u s ,
C S Y S T E M d k 1  d w  =  f a l s e
T hus C SYSTEM d  is m achine divergence-free. □
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T h i s  r e s u l t  j u s t i f i e s  o u r  f o r m a l  f r a m e w o r k  i n  w h i c h  w e  c a n  s p e c i f y  a  s y s t e m  o f  7 r- 
c a l c u l u s  a g e n t s  a n d  m a c h i n e s  a n d  s h o w  t h a t  t h e  a g e n t s  d o  n o t  c a u s e  d i v e r g e n c e  i n  
t h o s e  m a c h i n e s .  I t  m i r r o r s  t h e  r e s u l t s  a n d  i d e a s  i n  [ 6 2 ,  5 5 ,  5 6 ]  b u t  s i g n i f i c a n t l y  e x t e n d s  
t h e m  t o  i n c l u d e  m o b i l i t y  a n d  d y n a m i c  i n s t a n t i a t i o n .
1 6 8  C h a p t e r  6. V e r i f i c a t i o n  o f  a  C o m b i n e d  S p e c i f i c a t i o n
C h a p t e r  7
R esource A llo c a tio n  System
7.1 S y s tem  overv iew
T o  i l l u s t r a t e  t h e  f r a m e w o r k  p r e s e n t e d  i n  t h i s  t h e s i s ,  w e  c o n s i d e r  a n  e x a m p l e  o f  a l l o ­
c a t i n g  r e s o u r c e s  w i t h i n  a  n e t w o r k .  T h i s  e x a m p l e  i s  p u b l i s h e d  i n  [ 2 8 ] ,  T h e  s y s t e m  i s  
c a l l e d  a  R e s o u r c e  A l l o c a t i o n  S e r v i c e  ( R A S ) .  I t  o f f e r s  c l i e n t s  t h e  o p p o r t u n i t y  t o  r e q u e s t  
i n c r e a s e s  a n d  d e c r e a s e s  i n  t h e  q u a n t i t y  o f  r e s o u r c e  c u r r e n t l y  a l l o c a t e d .  R e s o u r c e s  a r e  
p a s s e d  a r o u n d  a  n e t w o r k ,  t o  s e r v i c e  a r e a s  o f  h i g h  d e m a n d .  S e r v e r s  i n  t h e  n e t w o r k  
a u t o n o m o u s l y  d e c i d e  h o w  b e s t  t o  r e s p o n d  t o  a  r e q u e s t  f o r  m o r e  r e s o u r c e s ,  e i t h e r  b y  
c r e a t i n g  a  f r e s h  r e s o u r c e ,  b y  a l l o c a t i n g  o n e  f r o m  a  l o c a l  p o o l  o f  f r e e  r e s o u r c e s ,  o r  b y  
p a s s i n g  a  r e q u e s t  t o  a n o t h e r  s e r v e r .  I n  t h e  e x a m p l e  w e  f o c u s  o n  t h e  r a n g e  o f  p o s s i b i l i ­
t i e s  f o r  a c t i o n  t h a t  i s  a v a i l a b l e  t o  t h e  s e r v e r s  a n d  w e  a b s t r a c t  f r o m  t h i s  d e c i s i o n  m a k i n g  
p r o c e s s .
W e  b e g i n  b y  p r o v i d i n g  a  f u l l  s p e c i f i c a t i o n  o f  t h e  R A S  s y s t e m  a n d  i n  S e c t i o n  7 . 3  w e  
v e r i f y  t h a t  t h e  s y s t e m  i s  m a c h i n e  d i v e r g e n c e - f r e e .
7.2 S p ec ifica tio n
W e  m o d e l  r e s o u r c e s  i n  a  n e t w o r k  a s  B  ‘N o d e ’ m a c h i n e s  w h i c h  i n  a n  i m p l e m e n t a t i o n  o f  
a  r e a l  s y s t e m  c a n  b e  c o m p o n e n t s  t h a t  a r e  a l l o c a t e d  t o  p a r t i c u l a r  t a s k s  s u c h  a s  q u e r y i n g  
a  d a t a b a s e .  F i g u r e  7 . 1  g i v e s  t h e  d e s c r i p t i o n  o f  t h e  m a c h i n e  w e  c o n s i d e r  w h i c h  w e  c a l l  
‘N o d e ’ . T h e  m a c h i n e  h a s  t h r e e  p o s s i b l e  s t a t e s ,  a n d  o p e r a t i o n s  f o r  s w i t c h i n g  b e t w e e n  
t h e m .  I t  i s  i n i t i a l l y  i n  s t a t e  F r e s h , a n d  o n c e  i t  i s  a c t i v a t e d  i t  a l t e r n a t e s  b e t w e e n  B u s y  
a n d  I d l e , b y  m e a n s  o f  t h e  o p e r a t i o n s  G e t B u s y  a n d  G e t F r e e .  T h e  p r e c o n d i t i o n s  o f  t h e s e  
o p e r a t i o n s  i n t r o d u c e  t h e  r e q u i r e m e n t  t h a t  G e t B u s y  s h o u l d  b e  e x e c u t e d  w h e n  t h e  N o d e  
i s  n o t  b u s y  a n d  G e t F - e e  w h e n  t h e  N o d e  i s  b u s y .  I t  w i l l  b e  i m p o r t a n t  t o  e n s u r e  t h a t  
t h e  R A S  d o e s  n o t  v i o l a t e  t h e s e  r e q u i r e m e n t s  w h e n  a c t i v a t i n g  n o d e s .
T h e  d y n a m i c  p a r t  o f  t h e  s y s t e m  c o n s i s t s  o f  a  c o l l e c t i o n  o f  S E R V E R  m e d i a t o r s .  T h e s e  
m e d i a t o r s  p r o v i d e  a n  e x t e r n a l  i n t e r f a c e  i n c  a n d  d e c  f o r  c l i e n t s  o f  t h e  s y s t e m  t o  r e q u e s t
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M A C H I N E  N ode
S E T S  STATU S  =  { F r e s h ,  B u s y ,  F r e e }  
V A R I A B L E S  s t a t u s  
IN IT IA L IS A T IO N
s t a t u s  £  STATU S  
O P E R A T I O N S
G e t B u s y  =  P R E  s t a t u s  =  F r e s h  V  s t a t u s  =  F r e e  
T H E N  s t a t u s  : =  B u s y  
E N D  ;
G e t F r e e  =  P R E  s t a t u s  =  B u s y  
T H E N  s t a t u s  : =  F r e e  
E N D
E N D
F i g u r e  7 . 1 :  T l i e  B  d e s c r i p t i o n  o f  a  N o d e
F i g u r e  7 . 2 :  SERVERi i n  i t s  s t a r t  s t a t e
a n  i n c r e a s e  o f  a  r e s o u r c e ,  o r  a  d e c r e a s e  o f  a  r e s o u r c e ,  a t  a  p a r t i c u l a r  a r e a ,  r e s p e c t i v e l y .  
T h e y  a l s o  a c t i v a t e ,  m a n a g e  a n d  t r a n s f e r  r e s o u r c e s  i n  o r d e r  t o  m e e t  a r e a s  o f  h i g h  d e ­
m a n d .  T h e  a r c h i t e c t u r e  o f  SERVER  m e d i a t o r s  i s  p r e s e n t e d  i n  F i g u r e  7 . 2  a n d  t h e i r  
7 T - c a l c u l u s  d e s c r i p t i o n  i s  g i v e n  i n  F i g u r e  7 . 3 .
I n  t h e  7 r - s p e c i f i c a t i o n  o f  a  s e r v e r  c o m p o n e n t s  w e  u s e  V E o de  t o  d e n o t e  t h e  v a r i a n t  t y p e  
[ G e t P i ' e e - u n i t ,  G e t B u s y - u n i t ]  t h a t  c o r r e s p o n d s  t o  t h e  s i g n a t u r e  o f  a  N o d e  m a c h i n e .  
T h u s ,  a  p a r t i c u l a r  N o d e  m a c h i n e  w i t h  m a c h i n e  r e f e r e n c e  z  w i l l  h a v e  i t s  o p e r a t i o n s  
c a l l e d  t h r o u g h  o c c u r r e n c e s  o f  z  G e t B u s y - f a )  a n d  z  G e t F r e e - f a ) .  T h i s  n o t a t i o n  w a s  
f i r s t  i n t r o d u c e d  i n  S e c t i o n  3 . 4  o n  p a g e  3 7 .
T h e  m e d i a t o r  SERVERi i s  a b l e  t o  h a n d l e  r e q u e s t s  f o r  a  r e s o u r c e  f r o m  a n  e x t e r n a l  c l i e n t ,  
t h r o u g h  t h e  p a r t i c u l a r  c h a n n e l  m e * .  R e q u e s t s  c a n  a l s o  a r r i v e  a l o n g  r e q  c h a n n e l s  f r o m  
o t h e r  s e r v e r s ;  t h e  c h a n n e l  reqjd i s  u s e d  t o  p a s s  a  r e q u e s t  f r o m  SERVERj t o  SERVERi. 
W h e n  a  r e q u e s t  h a s  b e e n  r e c e i v e d  ( f r o m  e i t h e r  o f  t h e s e  s o u r c e s ) ,  t h e r e  a r e  t h r e e  w a y s  
o f  o b t a i n i n g  t h e  r e s o u r c e  r e q u i r e d .  T h e  f i r s t  i s  t h r o u g h  t h e  c r e a t i o n  o f  a  n e w  r e s o u r c e ,  
p r o v i d e d  b y  a  m a c h i n e  g e n e r a t o r  o n  c h a n n e l  c r e a t e i ; t h e  s e c o n d  i s  b y  i d e n t i f y i n g  a  f r e e  
r e s o u r c e  c u r r e n t l y  i n  t h e  l o c a l  p o o l  o f  a v a i l a b l e  r e s o u r c e s ,  a n d  t h i s  i s  d o n e  t h r o u g h  t h e  
s e r v e r ’s  i n t e r n a l  c h a n n e l  p p ,  a n d  t h e  t h i r d  i s  b y  p a s s i n g  t h e  r e q u e s t  t o  a n o t h e r  s e r v e r  
k , a l o n g  c h a n n e l  r e q i y ,  a n d  t h e n  r e c e i v i n g  t h e  r e s p o n s e  a l o n g  c h a n n e l  c k , i -  T h e s e  t h r e e
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S E R V E R i  =  ( v p i  : § o V N o d e )
(! ( i n c i  . (  c r e a t e f f z )  . W O R K f f z )
P p f f z )  . W O R K f f z )
+  B k e S i r e q f J  . c k>f f z )  . W O R K f i z ) )
+  'E j e c i ( r e q j i i  . (  c r e a t e f f z )  . S E N D f f j , z )
+  p f f z )  . S E N D f f j ,  z )
+  ^ k € S i r e q f f k  • c k>f f z )  . S E N D f f j ,  z ) ) ) ) )
W O R K f f z )  —  ~z G e t B u s y - f f )  . d e c *  . ~z G e t F r e e f f * )  . p j { z )  . 0  
S E N D f f j ,  z )  =  c f f f ( z )  . 0
F i g u r e  7 . 3 :  D e s c r i p t i o n  o f  a  s e r v e r  c o n t r o l l e r
F i g u r e  7 . 4 :  P o s s i b l e  r e s p o n s e s  t o  i n c *  ( a n d  a l s o  t o  r e q 3 f f  f r o m  SERVERi
p o s s i b l e  r e a c t i o n s  t o  i n c *  ( a n d  a l s o  t o  r e q j p )  a r e  i l l u s t r a t e d  i n  F i g u r e  7 . 4 .  E a c h  o f  
t h e  c h a n n e l s  c r e a / e * ,  P i ,  a n d  c k ) i  a r e  u s e d  t o  c o m m u n i c a t e  m a c h i n e  r e f e r e n c e s ,  a n d  s o  
t h e y  a r e  a l l  c o n t r o l  p o i n t s  o f  t h e  SERVERi m e d i a t o r .  O b s e r v e  t h a t  t h e  d e s c r i p t i o n  o f  
SERVERi i s  c o n s i s t e n t  w i t h  t h e  r e q u i r e m e n t s  o n  a  m e d i a t o r :  m o s t  i m p o r t a n t l y  t h a t  
w h e n  a  m a c h i n e  r e f e r e n c e  i s  o u t p u t  o n  a  c o n t r o l  p o i n t  t h e n  t h e  s u b s e q u e n t  d e s c r i p t i o n  
s h o u l d  n o t  c o n t a i n  a n y  f r e e  o c c u r r e n c e  o f  t h e  m a c h i n e  r e f e r e n c e .  T h i s  r e q u i r e m e n t  
o n  m e d i a t o r s  w a s  d i s c u s s e d  i n  S e c t i o n  5 . 1 . 1 .  I n  t h e  c a s e  o f  SERVERi w e  s e e  t h a t  
w h e n  m a c h i n e  r e f e r e n c e  2: i s  o u t p u t  a l o n g  c o n t r o l  p o i n t  p *  o r  c * j ,  t h e n  t h e  s u b s e q u e n t  
d e s c r i p t i o n  011 t h a t  t h r e a d  o f  c o n t r o l  i s  i n  f a c t  0 ,  w h i c h  i n d e e d  d o e s  n o t  c o n t a i n  2:.
W h e n  SERVERi h a s  c o n t r o l  o f  a  N o d e  t h r o u g h  a  l i n k  z ,  i t  i s  a b l e  t o  a c t i v a t e  i t  a n d  
s h u t  i t  d o w n  b y  u s e  o f  2: G e t B u s y - I f f )  a n d  2: G e t F r e e J f f i ) .  R e q u e s t s  t o  r e d u c e  r e s o u r c e  
u s a g e  a l o n g  t h e  d e c *  c h a n n e l  r e s u l t  i n  t h e  c l o s i n g  d o w n  o f  n o d e  a c t i v i t y ,  a n d  t h e  r e l e a s e  
o f  t h e  n o d e  i n t o  t h e  l o c a l  p o o l  o f  a v a i l a b l e  r e s o u r c e s  a l o n g  t h e  c h a n n e l  p * .
T h e  u s e  o f  r e p l i c a t i o n  i n  t h e  s e r v e r  d e s c r i p t i o n  i n d i c a t e s  t h a t  a n y  n u m b e r  o f  m e *  o r  
r e q j fi  r e q u e s t s  c a n  b e  h a n d l e d .  H o w e v e r ,  o b s e r v e  t h a t  d e c *  i s  p o s s i b l e  o n l y  w h e n  t h e r e
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M G E N i  =  \(yzi : j ) V N o d e )  (createi(zi).initNode.0  | [ [ B E < 7 J A ] f a o d e f a i ) )  
R E S O U R C E R i  =  (vcreatei : j j o ) ( S E R V E R i  | M G E N ?
R A S  =  f a C  : j jo  V jv o d e > H  : | j w m £ ) ( R E 5 0 B R C 'E R 1 | . . .  | R E S O U R C E R n ) 
w h e r e
C = U K J i e a i
i e i  
R  =  [ j i r e q i j  \ j  e  S i }  
i e i
F i g u r e  7 . 5 :  T h e  a r c h i t e c t u r e  o f  R A S
a r e  a c t i v e  n o d e s ,  a n d  i t  w i l l  b e  b l o c k e d  o t h e r w i s e .
I n  t h e  s p e c i f i c a t i o n  w e  l e t  f a  d e n o t e  t h e  s e t  o f  s e r v e r s  w h i c h  c a n  m a k e  a  r e s o u r c e  r e q u e s t  
t o  S E R V E R i ' .  i t  i s  t h o s e  j ' s  f o r  w h i c h  a  r e q j d  w i l l  b e  a l l o w e d .  C o n v e r s e l y ,  t h e  s e t  S i  
d e n o t e s  t h e  s e r v e r s  f r o m  w h i c h  S E R V E R i  c a n  r e q u e s t  a  r e s o u r c e ,  a n d  f o r  c o n s i s t e n c y  
w e  r e q u i r e  t h a t  j  £  f a  4  i  £  S j  f o r  a n y  i  a n d  j .  I f  t h e  s e t  f a  i s  e m p t y  t h e n  i t  w i l l  
n o t  b e  p o s s i b l e  f o r  S E R V E R i  t o  p a s s  t h e  r e q u e s t  o n ,  a n d  i t  w i l l  h a v e  t o  b e  s e r v i c e d  
e i t h e r  b y  r e c y c l i n g  a  r e s o u r c e ,  o r  b y  c r e a t i n g  a  n e w  o n e .  C o n v e r s e l y ,  i f  f a  i s  e m p t y  
t h e n  S E R V E R i  w i l l  n o t  r e c e i v e  r e q u e s t s  f r o m  a n y  o t h e r  s e r v e r s .
T h e  s e t s  G i  o r  f a  w i l l  c o r r e s p o n d  t o  a  n e t w o r k  s t r u c t u r e  o r  h i e r a r c h y  o f  r e s o u r c e  a l ­
l o c a t o r s ,  w h i c h  w i l l  v a r y  a c c o r d i n g  t o  t h e  c o n s i d e r a t i o n s  o f  t h e  R A S  d e s i g n .  I n  o u r  
e x a m p l e  w e  d o  n o t  a l l o w  c y c l e s  i n  t h e  g r a p h  o f  r e q u e s t  l i n k s  s o  t h a t  a  r e q u e s t  c a n n o t  
b e  p a s s e d  i n d e f i n i t e l y  r o u n d  t h e  l o o p  o f  s e r v e r s .
7 . 2 . 1  P u t t i n g  t h e  s y s t e m  t o g e t h e r
T h e  S E R V E R i  m e d i a t o r  i s  c o m b i n e d  w i t h  a  m e c h a n i s m  f o r  g e n e r a t i n g  N o d e  m a c h i n e s .  
T h i s  p r o c e s s  i s  c a l l e d  M G E N i  w h i c h  i s  s h o r t  f o r  t h e  p r o c e s s  M G E N E R A T O R  ( D e f i n i ­
t i o n  4 . 5 . 1 ) ,  i n  C h a p t e r  4 .  T h e  d e s c r i p t i o n  o f  M G E N i  i s  g i v e n  i n  F i g u r e  7 . 5 .  E s s e n t i a l l y ,  
i t  i s  u s e d  t o  g e n e r a t e  a n d  i n i t i a l i s e  ‘N o d e ’ m a c h i n e s ,  r a i s i n g  a  f r e s h  m a c h i n e  r e f e r e n c e  z  
f o r  t h a t  n o d e ,  a n d  p a s s i n g  t h a t  m a c h i n e  r e f e r e n c e  t o  S E R V E R i  a l o n g  t h e i r  j o i n t  c h a n ­
n e l  c r e a t e i .  F i g u r e  7 . 6  i l l u s t r a t e s  t h e  c o m b i n a t i o n  o f  S E R V E R i  a n d  a  n e w l y  g e n e r a t e d  
N o d e .
O b s e r v e  t h a t  w e  i n c l u d e  a n  M G E N i  p r o c e s s  w i t h  e v e r y  S E R V E R i  p r o c e s s .  T h i s  i s  t o  
i l l u s t r a t e  t h a t  M G E N  d o e s  n o t  h a v e  t o  b e  a  c e n t r a l  c o m p o n e n t  o f  t h e  s y s t e m  a s  w a s  
d i s c u s s e d  i n  p r e v i o u s  c h a p t e r s .  I n  t h i s  c a s e ,  e a c h  M G E N i  o u t p u t s  a  n o d e  r e f e r e n c e  
a l o n g  i t s  o w n  c r e a t e i  c h a n n e l  h o w e v e r ,  h a d  t h o s e  c h a n n e l s  b e e n  t h e  s a m e  t h e n  i t  c a n  
b e  s h o w n  t h a t  M G E N  a n d  M G E N  | M G E N  | . . .  a r e  e q u i v a l e n t  p r o c e s s e s .
U s i n g  s t r u c t u r a l  c o n g r u e n c e ,  D e f i n i t i o n  3 . 2 . 1 ,  w e  c a n  s h o w  t h a t  R A S  i s  c o n g r u e n t  
t o  R A S 2  s h o w n  i n  F i g u r e  7 . 8 .  O b s e r v e  t h a t  t h e  p r o c e s s  R A S 2  i s  c o n s i s t e n t  w i t h
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F i g u r e  7 . 6 :  SERVERi f o l l o w i n g  c r e a t i o n  o f  a  n o d e
1  • i n c .
reqjti
c r e a t e ^
N o d e
F r e e
3  . p k . w
N o d e N o d e
F i 'e e B u s y
F i g u r e  7 . 7 :  R e q u e s t i n g  a n d  p a s s i n g  a  n o d e  f r o m  SER V E R k  t o  SERVERi
D e f i n i t i o n  5 . 3 . 2  a n d  t h e  p r o c e s s ,
C M  —  ( u  C  : |\ o V N o d e , R  : ({u n i t ) ( S E R V E R x | . . .  | S E R V E R n ) 
i s  a  c o m p l e t e  m e d i a t o r  ( D e f i n i t i o n  5 . 3 . 1 ) .
7 . 2 . 2  D e m o n s t r a t i n g  d y n a m i c  b e h a v i o u r
F r o m  t h e  a b o v e  d e s c r i p t i o n  R A S  i s  a  d y n a m i c  s y s t e m  a l l o w i n g  t h e  c r e a t i o n  o f  N o d e s  
w h i c h  c a n  m o v e  a r o u n d .  F i g u r e  7 . 7  i l l u s t r a t e s  a  s c e n a r i o  o f  a  N o d e  i n s t a n c e  b e i n g  
p a s s e d  f r o m  o n e  s e r v e r  t o  a n o t h e r .  T h e  f i r s t  e v e n t  i n  t h i s  s c e n a r i o  i s  a  r e q u e s t  i n c *  
f o r  a n o t h e r  r e s o u r c e  a t  SERVERi. I n  t h i s  c a s e  t h e  r e q u e s t  r e s u l t s  i n  a  r e q u e s t  t o  a  
n e i g h b o u r i n g  s e r v e r  SE R V E R k  a l o n g  r e & y .  T h a t  s e r v e r  p i c k s  u p  a  m a c h i n e  r e f e r e n c e  z 
f r o m  t h e  p o o l  o f  l o c a l  f r e e  m a c h i n e s ,  a n d  t h e n  p a s s e s  2  a l o n g  c h a n n e l  c k , i  i n  r e s p o n s e  t o  
S E R V E R / s  r e q u e s t  r e g * y .  O n c e  t h i s  l a s t  c o m m u n i c a t i o n  h a s  o c c u r r e d ,  SERV ER k  n o  
l o n g e r  h a s  a c c e s s  t o  2 . T h u s  t h e  n o d e  b e c o m e s  w h o l l y  u n d e r  t h e  c o n t r o l  o f  SE R V E R i> 
w h i c h  i s  n o w  a b l e  t o  i s s u e  t h e  i n s t r u c t i o n  2: G e t B u s y  a n d  m a k e  u s e  o f  t h i s  r e s o u r c e .
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R A S  R A S 2
w h e r e
R A S2 — (v C  : $ o V N o d e , R  : jjunit, E  : loVNodeffSERVERi | ... [ SERV ERn | 
MGENi | ... | M GENn) 
a n d
E =  {createi | i 6 1}
F i g u r e  7 . 8 :  I d e n t i f y i n g  a  c o n t r o l l e r
C o n t r o l  P o i n t A s s e r t i o n
V i s t a t u s  —  F r e e
Ci , j s t a t u s  B u s y
F i g u r e  7 . 9 :  A s s e r t i o n s  a s s o c i a t e d  w i t h  t h e  c o n t r o l  p o i n t s  w i t h i n  R A S
7.3 M ach in e  d iv e rg en ce  freed o m  v erifica tio n
T h e  a i m  o f  t h i s  s e c t i o n  i s  t o  s h o w  t h a t  C M ,  d e f i n e d  a b o v e ,  i s  c o n s i s t e n t  w i t h  r e s p e c t  
t o  c o n t r o l l i n g  ‘N o d e ’ m a c h i n e s .  I t  i s  n e c e s s a r y  t o  e n s u r e  t h a t  £  G e t B u s y _ { * )  i s  i n v o k e d  
o n l y  w h e n  t h e  N o d e  i n s t a n c e  r e f e r e n c e d  b y  z  i s  n o t  a l r e a d y  b u s y ,  s i n c e  t h i s  r e q u i r e m e n t  
i s  e n c a p s u l a t e d  b y  t h e  p r e c o n d i t i o n  o f  t h e  o p e r a t i o n .  I n  o r d e r  t o  g u a r a n t e e  t h i s ,  w e  
i d e n t i f y  a s s e r t i o n s  o n  t h e  s t a t e s  o f  t h e  m a c h i n e  i n s t a n c e s  w h o s e  r e f e r e n c e s  a r e  p a s s e d  
a c r o s s  c o n t r o l  p o i n t s .  A n y  m a c h i n e  w h o s e  u n i q u e  r e f e r e n c e  z  i s  p a s s e d  o n  p *  m u s t  h a v e  
s t a t u s  =  F r e e ,  s i n c e  i t  c a n  o n l y  a p p e a r  o n  p *  f o l l o w i n g  z  G e t F r e e f f * ) -  F i n a l l y ,  w e  c a n  
a s s o c i a t e  t h e  a s s e r t i o n  s t a t u s  J  B u s y  w i t h  m a c h i n e  r e f e r e n c e s  p a s s e d  a l o n g  t h e  c * j  
c o n t r o l  p o i n t s .  T h e  c o l l e c t i o n  o f  a s s e r t i o n s  o n  t h e  c o n t r o l  p o i n t s  i s  g i v e n  i n  F i g u r e  7 . 9 .  
W e  d o  n o t  d e c o r a t e  t h e  s y n t a x  o f  t h e  m e d i a t o r s  w i t h  t h e s e  p r e d i c a t e s  a s  w a s  p r o p o s e d  
i n  t h e  p r e v i o u s  c h a p t e r  f o r  s i m p l i c i t y .  W e  c a n  a l s o  s e e  t h a t  a n y  m a c h i n e  r e f e r e n c e  
p a s s e d  a l o n g  c r e a t e *  m u s t  h a v e  s t a t u s  =  F r e s h  f o r  t h e  a s s o c i a t e d  m a c h i n e  i n s t a n c e ,  
s i n c e  s u c h  a n  i n s t a n c e  w i l l  s t i l l  b e  i n  i t s  i n i t i a l  s t a t e .  T h e s e  a s s e r t i o n s  a r e  i n c l u d e d  i n  
t h e  i n i t i a l  r e l a t i o n  a s s e r t - i n i t  p r o p o s e d  i n  D e f i n i t i o n  6 . 1 . 4 .
a s s e r t - i n i t  =  {(create*, ( s t a t u s  —  F r e s h ) ) )  | i  E  1 }
I n  g e n e r a l ,  w e  i d e n t i f y  a s s e r t i o n s  o n  t h e  s t a t e s  o f  m a c h i n e  i n s t a n c e s  a t  c o n t r o l  p o i n t s  
w i t h i n  t h e  m e d i a t o r s ,  i . e .  w h e n  t h e  i n s t a n c e s  w e r e  c r e a t e d ,  w h e n  t h e y  w e r e  p a s s e d  
f r o m  o n e  m e d i a t o r  t o  a n o t h e r ,  a n d  d u r i n g  i n t e r n a l  c o m m u n i c a t i o n .  W h e n  a  m e d i a t o r  
r e c e i v e s  a  r e f e r e n c e  t o  a  n e w l y  c r e a t e d  m a c h i n e  i n s t a n c e  t h e n  w e  c a n  a s s u m e  t h a t  t h e  
i n s t a n c e  i s  i n  i t s  i n i t i a l  s t a t e .  W h e n  a  m a c h i n e  i n s t a n c e  i s  r e c e i v e d  b y  a  m e d i a t o r  
w e  m a y  a s s u m e  t h e  i n s t a n c e  w i l l  b e  a  p a r t i c u l a r  s t a t e .  I t  i s  t h e  r e s p o n s i b i l i t y  o f  t h e  
m e d i a t o r  r e l i n q u i s h i n g  c o n t r o l  o f  t h e  i n s t a n c e  t o  g u a r a n t e e  t h a t  t h i s  a s s u m p t i o n  i s  m e t .
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7 . 3 . 1  E s t a b l i s h i n g  c o n s i s t e n c y  u s i n g  D I V
I n  t h i s  s e c t i o n  w e  a p p l y  t l i e  D I V ^  f u n c t i o n  ( D e f i n i t i o n  6 . 1 . 5 )  t o  i d e n t i f y  a  w e a k e s t  
p r e c o n d i t i o n  s t y l e  p r o o f  o b l i g a t i o n  f o r  CM. W e  i l l u s t r a t e  h o w  t h e  p r o o f  o b l i g a t i o n  
c a n  b e  b r o k e n  d o w n  i n t o  s m a l l e r  p r o o f  o b l i g a t i o n s .  D i s c h a r g i n g  a l l  o f  t h e  i n d i v i d u a l  
o b l i g a t i o n s  e n s u r e s  t h a t  t h e  R A S  s y s t e m  i s  m a c h i n e  d i v e r g e n c e - f r e e .
I n i t i a l l y ,  w e  s e t  p t o  0 b e c a u s e  CM  d o e s  n o t  h a v e  a n y  a c t i v e  m a c h i n e  r e f e r e n c e s  a n d  
w e  a r e  i n t e r e s t e d  i n  t h e  f u l l  b e h a v i o u r  w i t h  r e g a r d s  t o  a n y  m a c h i n e  r e f e r e n c e s  i t  m a y  
r e c e i v e  a s  i t  e v o l v e s .
D I V $(C M , a s s e r t - i n i t )  =
D I V % ( S E R V E R \ , a s s e r t - i n i t  U a s s e r t - n e w )  A . . .  A 
D I V o ( S E R V E R n , a s s e r t - i n i t  U a s s e r t - n e w ) 
w h e r e
a s s e r t - n e w  —  ( s t a t u s  f a  B u s y ) )  \ j  E fa}
i e i
b y  D e f i n i t i o n  6 . 1 . 5
W e  w i l l  c o n s i d e r  o n l y  o n e  o f  t h e  c o n j u n c t s  o f  t h e  a b o v e  a s  a l l  o f  t h e m  a r e  q u i t e  s i m i l a r .  
C o n s i d e r  D I V / S E R V E R i , a s s e r t - i n i t  U a s s e r t - n e w )  a n d  b y  a p p l y i n g  D e f i n i t i o n  6 . 1 . 5  
w e  o b t a i n  t h e  f o l l o w i n g :
D I V / S E R V E R i ,  a s s e r t - i n i t  U a s s e r t - n e w )
=  D I V / \ ( i n c i  . ( c r e a t e i ( z )  . W O R K / z )
+  p i ( z )  . W O R K / z )
+  T k e S l r e q L k  ■ C fc .i( z )  • W O R K / z ) )
+  S j - € c i  { r e q j , i  . ( c r e a t e ( z )  . S E N D / j ,  z )
+  p i ( z )  . S E N D i ( j , z )
+  T ,k e S l r e q / k  • c k A ( z )  . S E N D / j ,  z ) ) ) ) ,
a s s e r t - i n i t  U a s s e r t - n e w  U { ( p i ,  ( s t a t u s  f a  B u s y ) ) } )
=  w p  ( c o n v e r t  ( i n c i  . ( c r e a t e \ ( z )  . W O R K / z )
+  P i  ( z )  . W O R K / z )
+  ^ k e S l r e q h k  ■ Cfc.i f a )  ■ W O R K / z ) )
+  E y e c ' i ( p % - )i  . ( c r e a t e ( z )  . S E N D / j ,  z )
+  P i ( z )  . S E N D / j , z )
+  c k f l ( z )  . S E N D / j , z ) ) ) ) ® ,
t r u e )
w h e r e  t h e  a s s e r t i o n  f u n c t i o n  i s  g i v e n  b y  
a s s e r t - i n i t  U a s s e r t - n e w  U { ( p i ,  ( s t a t u s  f a  B u s y ) ) }
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( 7 . 1 )
B y  a p p l y i n g  D e f i n i t i o n  6 . 1 . 6  w e  o b t a i n
=  w p ( C H O I C E  c o n v e r t ( i n c \  . ( c r e a t e f z )  . W O R K f z )
+  p f z )  . W O R K f z )
+  ' E k e s / r e q f i k  ■ c k , f z )  • W O R K f z ) ) ) ®
O R  c o n v e r t ( ( r e q j l t i  . ( c r e a t e ( z )  . S E N D \  ( j \ , z )
+  p f z )  . S E N D i ( j i , z )
+  ^ k E s / r e q f f k  ■ c k , i ( z )  . S E N D f f i ,  z ) ) ) ) ®
O R  . . .
O R  c o n v e r t ( ( r e q j h j i  . ( c r e a t e ( z )  . S E N D f f i ,  z )
+  p f z )  . S E N D i  ( j h , z )
+  ^ k e s j e q f f  . c k>f z )  . S E N D f j h , z ) ) ) ) ®
E N D , t r u e )
w h e r e  =  C x
A c c o r d i n g  t o  D e f i n i t i o n  2 . 4 . 3 ,  t h e  w e a k e s t  p r e c o n d i t i o n  o f  a  C H O I C E  s t a t e m e n t  t o  
e s t a b l i s h  a  p r e d i c a t e  i s  t h e  c o n j u n c t i o n  o f  t h e  w e a k e s t  p r e c o n d i t i o n s  o f  e a c h  s e p a r a t e  
b r a n c h  s t a t e m e n t  f r o m  w h i c h  t h e  c h o i c e  i s  f o r m e d  t o  e s t a b l i s h  t h e  p r e d i c a t e .  T h e r e f o r e ,  
w e  n o w  s e p a r a t e  t h e  s t a t e m e n t  a b o v e  a n d  c h e c k  e a c h  b r a n c h  s e p a r a t e l y .  W e  c o n s i d e r  
o n l y  t w o  b r a n c h e s  a s  a l l  o f  t h e m  a r e  q u i t e  s i m i l a r .  T h e s e  a r e  s h o w n  i n  E q u a t i o n s  7 . 2  
a n d  7 . 6  b e l o w .
w p  ( c o n v e r t  ( i n c \  . ( c r e a t e i ( z )  . W O R K f z )
+  p f z )  . W O R K f z )
+  ^ k E s / r e q f i k  ■ c k , f z )  . W O R K f z ) ) ) 0
, t r u e )
—  w p  ( c o n v e r t  ( ( c r e a t e i ( z )  . W O R K f z )
+  p f z )  . W O R K f z )
+  Y k e S l r e q l J  . c k>1( z )  . W O R K f z ) ) ) ®
, t r u e )  ( 7 . 2 )
=  w p ( C H O I C E  c o n v e r t ( c r e a t e f z )  . W O R K f z ) ) ®
O R  c o n v e r t ( p \ ( z )  . W O R K f z ) ) ®
O R  c o n v e r t ( r e q i jk l  . c k u f z )  . W O R K f z ) ) ®
O R  . . .
O R  c o n v e r t ( r e q \ ]kg . c k g , i ( z )  . W O R K f z ) ) ®
E N D  , t r u e )  
w h e r e  { A q , . . . ,  k g }  =  S \
F o r  t h e  s a m e  r e a s o n s  a s  a b o v e  w e  i l l u s t r a t e  t h e  d e r i v a t i o n  u s i n g  t h e  f i r s t  t h r e e  b r a n c h e s  
o f  E q u a t i o n  7 . 2  a s  a l l  o f  t h e m  a r e  q u i t e  s i m i l a r .  T h e s e  b r a n c h e s  a r e  c o n s i d e r e d  i n
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E q u a t i o n s  7 . 3 ,  7 . 4  a n d  7 . 5  r e s p e c t i v e l y .  
w p  ( c o n v e r t  ( c r e a t e i  ( z )  . W O R K f f z ) ) ® ,  t r u e )
=  w p ( S E L E C T  z s t a t u s  =  F r e s h  T H E N  s k i p  E N D ; c o n v e r t ( W O R K f f z ) ) y z y , t r u e )
=  z s t a t u s  =  F r e s h  to -  w p ( s k i p ; c o n v e r t ( W O R K f f z ) ) y z y ,  t r u e )
=  z s t a t u s  —  F r e s h  to* w p ( s k i p ;  Z - G e t B u s y ; Z - G e t F r e e ;  c o n v e r t  ( p i ( z )  . 0 ) y z y ,  t r u e )
=  Z —s t a t u s  =  F r e s h  to -  w p ( s k i p ; Z - G e t B u s y ; Z - G e t F r e e ;
P R E  z s t a t u s  =  F r e e  T H E N  s k i p  E N D ;  s k i p ,  t r u e )
—  z s t a t u s  —  F r e s h  to -  w p ( s k i p ;  Z - G e t B u s y ;  Z - G e t F r e e ,  z s t a t u s  —  F r e e )
—  z s t a t u s  =  F r e s h  to -  w p ( s k i p ;  Z — G e t B u s y ;
P R E  z s t a t u s  =  B u s y  T H E N  z s t a t u s  : =  F r e e  E N D ,  
z s t a t u s  —  F r e e )
—  z s t a t u s  =  F r e s h  to -  w p ( s k i p ;  Z - G e t B u s y ,  z s t a t u s  =  B u s y )  =
—  z s t a t u s  =  F r e s h  to -  w p ( s k i p ;  P R E  z s t a t u s  B u s y  T H E N  z s t a t u s  : =  B u s y  E N D ,
z s t a t u s  =  B u s y )
—  z s t a t u s  =  F r e s h  to -  w p ( s k i p , z s t a t u s  B u s y )
— z s t a t u s  —  F r e s h  to -  z s t a t u s  f f  B u s y  
=  t r u e
( 7 . 3 )
w p ( c o n v e r t ( p i ( z )  . W O R K f f z ) ) ® ,  t r u e )
—  w p ( S E L E C T  z s t a t u s  —  F r e e  T H E N  s k i p  E N D ;  c o n v e r f f  W O R K f f z ) ) y z y ,  t r u e )
—  z s t a t u s  =  F r e e  to -  w p ( s k i p ;  c o n v e r t ( W O R K f f z ) ) { z } ,  t r u e )
=  z s t a t u s  —  F r e e  to -  w p ( s k i p ;  Z - G e t B u s y ;  Z - G e t F r e e ;  c o n v e r t  ( p i  ( z )  . 0 ) y z y ,  t r u e )
=  z s t a t u s  —  F r e e  to -  w p ( s k i p ;  Z - G e t B u s y ;  Z - G e t F r e e ;
P R E  z s t a t u s  =  F r e e  T H E N  s k i p  E N D ;  s k i p ,  t r u e )
—  z s t a t u s  —  F r e e  to -  w p ( s k i p ;  Z - G e t B u s y ;  Z - G e t F r e e ,  z s t a t u s  =  F r e e )
=  z s t a t u s  =  F r e e  to -  w p ( s k i p ;  Z - G e t B u s y ;
P R E  z s t a t u s  =  B u s y  T H E N  z s t a t u s  : =  F r e e  E N D ,  
z s t a t u s  —  F r e e )
—  z s t a t u s  =  F r e e  to -  w p ( s k i p ;  Z - G e t B u s y ,  z s t a t u s  =  B u s y )
—  z s t a t u s  =  F r e e  to -  w p ( s k i p ;  P R E  z s t a t u s  f f  B u s y  T H E N  z s t a t u s  B u s y  E N D ,
z s t a t u s  —  B u s y )
—  z s t a t u s  —  F r e e  to -  w p ( s k i p ,  z s t a t u s  B u s y )
=  z s t a t u s  —  F r e e  to -  z s t a t u s  B u s y
—  t r u e
(7.4)
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w p  ( c o n v e r t  ( r e q i >kl . c k l t f f z ) . W O R K f f z ) ) ® ,  t r u e )
—  w p ( c o n v e r t ( c k l y ( z )  . W O R K f f z ) ) ® ,  t r u e )
—  w p ( S E L E C T  z s t a t u s  B u s y  T H E N  s k i p  E N D ; c o n v e r t ( W O R K f f z ) ) y z y ,  t r u e )
=  z s t a t u s  B u s y  to -  w p ( s k i p ;  c o n v e r t ( W O R K f f z ) ) y z y ,  t r u e )
=  z s t a t u s  Busy to -  wp(skip; Z -G etBusy; Z-GetFree; convert f f p l ( z )  . G)yzy, true)
=  z s t a t u s  Busy to- wp(skip; Z-GetBusy; Z-GetFree;
P R E  z s t a t u s  =  F r e e  T H E N  s k i p  E N D ; s k i p ,  t r u e )
=  z s t a t u s  7^ B u s y  to -  w p ( s k i p \  Z - G e t B u s y ;  Z - G e t F r e e ,  z s t a t u s  =  F r e e )
=  z s t a t u s  7^ B u s y  to -  w p ( s k i p ; z - G e t B u s y ;
P R E  z s t a t u s  =  B u s y  T H E N  z s t a t u s  : =  F r e e  E N D ,  
z s t a t u s  =  F r e e )
=  z s t a t u s  7^ B u s y  to -  w p ( s k i p \  z — G e t B u s y , z s t a t u s  =  B u s y )
=  z s t a t u s  B u s y  to -  w p ( s k i p ;  P R E  z s t a t u s  B u s y  T H E N  z s t a t u s  B u s y  E N D ,
z s t a t u s  — B u s y )
—  z s t a t u s  B u s y  to -  w p ( s k i p ,  z s t a t u s  B u s y )
=  z s t a t u s  B u s y  to -  z s t a t u s  B u s y
=  t r u e
( 7 . 5 )
W e  a l s o  n e e d  t o  b a c k t r a c k  t o  E q u a t i o n  7 . 1  a n d  s h o w  t h a t  o n e  o f  t h e  o t h e r  e x e c u t i o n  
b r a n c h e s  i s  v a l i d  b y  E q u a t i o n  7 . 6 .
w p  ( c o n v e r t  ( ( r e q ^  a  . ( c r e a t e ( z )  . S E N D f f j i ,  z )
+  P i ( z )  ■ S E N D f f j i ,  z )
+  ^ k e S l r e q f f k  ■ c k , f f z )  . S E N D f f j i ,  z ) ) ) ) ®
, t r u e )
=  w p ( c o n v e r t ( c r e a t e ( z )  . S E N D f f j i ,  z )
+  p f f z )  . S E N D f f j i ,  z )
+  T . ^ s f f f e q f f k  ■ c k , i ( z )  • S E N D f f j i ,  z ) ) ®  .
, t r u e )  ( 7 . 6 )
=  w p ( C H O I C E  c o n v e r t ( c r e a t e ( z )  . S E N D f f j i ,  z ) ) ®
O R  c o n v e r t ( p i ( z )  . S E N D f f j i ,  z ) ) ®
O R  c o n v e r t ( r e q f f k j  • c h , i ( z )  ■ S E N D f f j i ,  z ) ) ®
O R . . .
O R  c o n v e r t ( r e q f f j r  . c k g )f f z )  . S E N D f f j i ,  z ) ) ®
, t r u e )
w h e r e  { f c j , . . . ,  k g }  —  S i
A g a i n  w e  c h e c k  o n l y  t h r e e  b r a n c h e s  o f  E q u a t i o n  7 . 6  p r e s e n t e d  i n  E q u a t i o n s  7 . 7 ,  7 . 8 ,
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a n d  7 . 9  b e l o w .
w p  ( c o n v e r t  ( c r e a t e ( z )  . S E N D f j i ,  z ) ) ® ,  t r u e )
=  w p ( S E L E C T  z  s t a t u s  =  F i 'e s h  T H E N  s k i p  E N D ; c o n v e r t ( S E N D i ( j i , z ) ) y z y , £ r u e )
=  z s t a t u s  —  F r e s h  = 4  w p ( s k i p ; c o n v e r t ( S E N D i  ( j i , z ) ) ^ } , £ n z e )
=  z s t a t u s  =  F r e s h  = 4  w p ( s k i p ;  c o n v e r t ( c T f f ( z )  . O ) ^ } ,  £ r w e )
=  z s t a t u s  —  F r e s h  = 4  w p ( s k i p \  P R E  z s t a t u s  B u s y  T H E N  s k i p  E N D ; s k i p , t r u e )
=  z s t a t u s  —  F r e s h  = 4  z s t a t u s  B u s y
=  t r u e
( 7 . 7 )
wp ( c o n v e r t  (pi(z) . P E i V E i  ( ± , © A  £ m e )
=  w p ( S E L E C T  z s t a t u s  —  F r e e  T H E N  s k i p  E N D ; c o n w e r t ^ E W E i f y i ,  © ) { > :} ,  T a e )
=  z s t a t u s  =  F r e e  = 4  w p ( s k i p ; c o n v e r t ( S E N D \ ( j i , z ) ) y z y , t r u e )
—  z s t a t u s  —  F r e e  = 4  w p ( s k i p \  c o n v e r t ( c i J [ ( z )  . 0 ) { z } ,  t r u e )
—  z s t a t u s  =  F r e e  = 4  w p ( s k i p \  P R E  z s t a t u s  f  B u s y  T H E N  s k i p  E N D ; s / r i p ,  £ r a e )
=  z s t a t u s  =  F Y e e  = 4  z s t a t u s  f  B u s y
—  t r u e
( 7 . 8 )
w p  { c o n v e r t  ( r e q j j ^  . c k l , i ( z ) . SEND^, z ) ) 0 , ( r u e )
=  w p  ( c o n v e r t  ( c k l ^ i ( z )  . S E N D f j i ,  z ) ) ® ,  t r u e )
=  w p ( S E L E C T  z s t a t u s  f  B u s y  T H E N  s k i p  E N D ; c o n v e r t f S E N D f j i ,  z ) ) y z y ,  t r u e )
—  z s t a t u s  B u s y  = 4  w p ( s k i p ; c o n v e r t ( S E N D i ( j i ,  z ) ) y z y ,  t r u e )
=  z s t a t u s  f  B u s y  = 4  w p ( s k i p \  c o n v e r t ( c i j x ( z )  . O ) ^ } ,  t r u e )
=  z s t a t u s  f  B u s y  = 4  w p ( s k i p \  P R E  z s t a t u s  B u s y  T H E N  s k i p  E N D ; s / r i p ,  t r u e )
=  z s t a t u s  f  B u s y  = 4  z s t a t u s  B u s y
—  t r u e
( 7 . 9 )
B y  d i s c h a r g i n g  t h e  a b o v e  o b l i g a t i o n s  w e  h a v e  s h o w n  t h a t  E / ( E M , a s s e r t - i n i t )  
i s  t r u e  a n d  h e n c e  E M  i s  a  c o n s i s t e n t  m e d i a t o r  f o r  c o n t r o l l i n g  iV o d e  m a c h i n e s .
H e n c e ,  b y  T h e o r e m  6 . 5 . 4  i n  C h a p t e r  6  w e  c a n  d e d u c e  t h a t  t h e  R A S  c o n t r o l  
s y s t e m  i s  m a c h i n e  d i v e r g e n c e - f r e e .
7.4 D iscussion
I n  t h e  a b o v e  e x a m p l e  w e  h a v e  s h o w n  t h a t  s t a t e  a n d  t h e  o p e r a t i o n s  w h i c h  
u p d a t e  a n d  q u e r y  t h e  s t a t e  c a n  b e  d e s c r i b e d  i n  c o n j u n c t i o n  w i t h  a  m o ­
b i l e  p a r a d i g m .  W e  d e m o n s t r a t e d  h o w  ’N o d e ’ m a c h i n e s  w e r e  a s s o c i a t e d
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w i t h  u n i q u e  r e f e r e n c e s  s o  t h a t  t h e y  c a n  b e  i n s t a n t i a t e d  a t  r u n - t i m e  b y  a  
7r  S E R V E R  p r o c e s s .  W e  u s e d  o u r  s y n t a c t i c  f r a m e w o r k  f o r  tx p r o c e s s e s  i n  
o r d e r  t o  d e f i n e  t h e  R A S  s y s t e m  i n  o r d e r  t o  c o n t r o l  t h e  e x e c u t i o n  o f  B  o p e r ­
a t i o n s .  W e  a c h i e v e d  t h i s  b y  f i r s t  c o n s t r u c t i n g  m e d i a t o r s :
•  u s i n g  p a r a l l e l  c o m p o s i t i o n  ( o f  s e v e r a l  m e d i a t o r s  w h i c h  a r e  d i s j o i n t  o f  
t h e  s e t s  o f  a c t i v e  m a c h i n e  r e f e r e n c e s ) ,
•  u s i n g  h i d i n g  o f  n o n - m a c h i n e  r e f e r e n c e  c h a n n e l s  i n  a  m e d i a t o r ,
•  u s i n g  t h e  s e q u e n t i a l  p a r t s  o f  t h e  it  l a n g u a g e ,  a n d
•  u s i n g  i n f i n i t e  r e p l i c a t i o n .
W e  a l s o  u s e d  a  b e h a v i o u r a l  t y p e  s y s t e m  w i t h i n  t h e  7 r - c a l c u l u s  t o  p r o v i d e  
g u a r a n t e e s  o n  t h e  w a y  m a c h i n e  i n s t a n c e s  a n d  p r o c e s s e s  s h o u l d  i n t e r a c t .  
W e  c o n v e r t e d  t h e  s i g n a t u r e  o f  a  m a c h i n e  i n s t a n c e  i n t o  a  v a r i a n t  t y p e  w h i c h  
s p e c i f i e s  t h e  o p e r a t i o n s  a  n  p r o c e s s  c a n  e x e c u t e .  W i t h o u t  s u c h  a  t y p e  s y s t e m  
i t  w o u l d  b e  d i f f i c u l t  t o  s p e c i f y  t h e  i n t e r f a c e  o f  a  m a c h i n e  i n s t a n c e  a n d  e n s u r e  
t h a t  7T p r o c e s s e s  d o  n o t  c a l l  o p e r a t i o n s  w h i c h  a r e  n o t  i n  t h a t  i n t e r f a c e .  T h e  
t y p i n g  s y s t e m  p r o v i d e s  t h e  g u a r a n t e e  t h a t  a n y  o p e r a t i o n  c a l l  w i l l  a l w a y s  b e  
s e r v i c e d  a p p r o p r i a t e l y  b y  a  m a c h i n e  i n s t a n c e  a n d  n o t  b y  a n o t h e r  t t  p r o c e s s e s  
( p r e t e n d i n g  t o  b e  a  m a c h i n e ) .  U s i n g  t h i s  t y p i n g  s y s t e m  w e  w e r e  a b l e  t o  
d e f i n e  a n  M G E N E R A T O R  p r o c e s s  w h i c h  c r e a t e d  i n s t a n c e s  o f  B  m a c h i n e s .
W e  s h o w e d  t h a t  d i s c h a r g i n g  w e a k e s t - p r e c o n d i t i o n  p r o o f  o b l i g a t i o n s  e n s u r e s  
t h a t  t h e  ’N o d e ’ m a c h i n e s  i n s t a n c e s  d o  n o t  d i v e r g e  w h e n  c o n t r o l l e d  b y  S E R V E R  
p r o c e s s e s .  T h e  s t e p s  w e  f o l l o w e d  t o  a c h i e v e  t h i s  w e r e  t h e  f o l l o w i n g :
•  i d e n t i f y  t h e  c o n t r o l  p o i n t s  i n  a l l  m e d i a t o r s ,
•  a s s i g n  a s s e r t i o n s  t o  e a c h  c o n t r o l  p o i n t ,
•  v e r i f i c a t i o n  u s i n g  w p - s t y l e  p r o o f .
T h e  r e l y / g u a r a n t e e  s t y l e  r e a s o n i n g  e n s u r e s  t h e  c o n t r o l  p o i n t  a s s e r t i o n s  a r e  
r e s p e c t e d ,  a n d  t h a t  o p e r a t i o n s  a r e  n e v e r  c a l l e d  o u t  o f  t h e i r  p r e c o n d i t i o n s .  
W h e n e v e r  a  m a c h i n e  r e f e r e n c e  i s  i n p u t  a t  a  c o n t r o l  p o i n t  w e  m a y  a s s u m e  
t h a t  t h e  m a c h i n e  i n s t a n c e  s a t i s f i e s  t h e  c o r r e s p o n d i n g  a s s e r t i o n .  T h i s  i s  t h e n  
e n o u g h  t o  e n s u r e  ( 1 )  t h a t  t h e  m e d i a t o r  r e c e i v i n g  t h e  m a c h i n e  r e f e r e n c e  c a l l s  
o p e r a t i o n s  a p p r o p r i a t e l y ;  a n d  ( 2 )  t h a t  i t  c a n  g u a r a n t e e  t h e  a s s e r t i o n  i s  t r u e  
a t  a n y  c o n t r o l  p o i n t  w h e r e  i t  o u t p u t s  t h e  m a c h i n e  r e f e r e n c e .  T h e  n a t u r e  o f  
m e d i a t o r s  e n s u r e s  t h a t  a  m a c h i n e  r e f e r e n c e  i s  a l w a y s  l o c a t e d  a t  n o  m o r e  t h a n  
o n e  m e d i a t o r ,  e n s u r i n g  t h a t  s t a t e  u p d a t e s  a r e  s t r i c t l y  c o n t r o l l e d ,  a n d  a r e  
t h e  r e s p o n s i b i l i t y  o f  a  s i n g l e  m e d i a t o r  f r o m  t h e  p o i n t  t h e  m a c h i n e  r e f e r e n c e  
i s  r e c e i v e d  o n  t h e  c o n t r o l  p o i n t .  H e n c e ,  t h e r e  c a n  b e  n o  i n t e r f e r e n c e  o n  t h e  
u p d a t e s  o f  t h e  m a c h i n e ’s  s t a t e .
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T h e  e x a m p l e  p r e s e n t e d  a b o v e  h i g h l i g h t e d  d y n a m i c  i n s t a n t i a t i o n  a n d  c o n t r o l  
p a s s i n g  c o m m u n i c a t i o n .  W e  c o u l d  e x t e n d  t h e  n o t i o n  o f  d y n a m i c  i n s t a n t i ­
a t i o n  s o  t h a t  t h e  s e r v e r s ,  a s  w e l l  a s  w o r k e r s ,  c o u l d  a l s o  b e  g e n e r a t e d  d y ­
n a m i c a l l y ,  p o s s i b l y  b y  s o m e  k i n d  o f  s e r v e r  c o n t r o l l e r ,  a n d  t h e y  c o u l d  e v e n  
d y n a m i c a l l y  c h a n g e  t h e  n e t w o r k  b y  a d d i n g  n e w  l i n k s  a l l o w i n g  t h e m  t o  p a s s  
r e q u e s t s  f o r  r e s o u r c e  t o  n e w  s e r v e r s .  F u r t h e r m o r e ,  w e  c o u l d  c o n s i d e r  d e ­
s c r i p t i o n s  o f  a  P 2 P  n e t w o r k  o v e r l a y ,  a s  i n  [2 ] ,  w h e r e  t h e  c o m p l e x  t o p o l o g y  
o f  t h e  s e r v e r s  w a s  s t o r e d  i n  t h e  B  a n d  t h i s  i n f o r m a t i o n  p a s s e d  t o  t h e  tt 
p r o c e s s e s .
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C h a p t e r  8
C on clu sio n
8.1 C o n tr ib u tio n
In this thesis we presented a framework which gives machines, whose oper­
ations are defined without input and output parameters, a 7r-calculus op­
erational semantics. Our main contribution is that data structures with 
complex state can be studied in conjunction with the mobility paradigms 
implemented by the 7r-calculus. We will refer to some emerging alternative 
approaches in the next section but our research is novel with respect to 
modelling a specification using a state-based method and a mobile process 
calculus.
One aspect of our work extends B-Machines with unique references so that 
they can be instantiated as objects in a 7r-specification at runtime, and this 
was discussed in Chapter 4. A  reference can be used in a ^-specification 
to select the execution of an operation on the machine instance in an ob­
ject oriented style. Machines execute operations sequentially as they receive 
operation requests. More importantly the references can be communicated 
between 7r-calculus agents so that machine instances can be connected to 
the 7r-specification in a flexible way. All of the above is facilitated by the 
semantics of the 7r-calculus.
We identified an important behavioural requirement on the 7r-calculus spec­
ification which is necessary to ensure internal machine instance consistency. 
After a process outputs a machine reference to another process it cannot 
subsequently refer to that machine reference (i.e. output again or execute 
another operation). This is because no guarantees can be given about the 
state of the machine past such a point. In general this requirement cannot 
be relaxed except in certain cases which we detail out below.
To propose our new formal framework we had to appreciate the contribution 
that behavioural type-systems provide to the modelling of distributed sys­
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t e m s .  I n  t h e  7 r - c a l c u l u s  s p e c i f i c a l l y ,  a  t y p e - s y s t e m  i s  t h e  c l e a r e s t  m e c h a n i s m  
b y  w h i c h  t h e  u s e  o f  c h a n n e l s  i n  v a r i o u s  p a r t s  o f  t h e  s y s t e m  c a n  b e  r i g o r o u s l y  
s p e c i f i e d .  U s i n g  a  t y p e - s y s t e m  i n  C h a p t e r  5 ,  w e  d e f i n e d  a  s y n t a c t i c  f r a m e ­
w o r k  f o r  a g e n t s  t h a t  m e e t  t h e  a b o v e  m e n t i o n e d  b e h a v i o u r a l  r e q u i r e m e n t .  
T h i s  t y p e - s y s t e m  a l s o  p r o v i d e s  e s s e n t i a l  g u a r a n t e e s  a b o u t  t h e  u s e  o f  m a ­
c h i n e  r e f e r e n c e  c h a n n e l s  i n  a  7 r - s p e c i f i c a t i o n .  F o r  e x a m p l e ,  t h e  s i g n a t u r e  o f  
a n  o p e r a t i o n  i s  c o n v e r t e d  t o  a  s p e c i a l  t y p e ,  c a l l e d  a  v a r i a n t ,  w h i c h  e n f o r c e s  
w h a t  o p e r a t i o n s  7 r - a g e n t s  a r e  p e r m i t t e d  t o  s e l e c t .  F u r t h e r m o r e ,  b e c a u s e  o f  
t h e  t y p e - s y s t e m ,  a g e n t s  c a n n o t  h i j a c k  a  m a c h i n e  r e f e r e n c e  a n d  t h e n  a p p e a r  
t o  o t h e r  a g e n t s  a s  a  m a c h i n e .
I n  C h a p t e r  6  w e  p r o v i d e d  a  s y n t a c t i c  w e a k e s t  p r e c o n d i t i o n  b a s e d  m e t h o d  
w h i c h  c a n  b e  a p p l i e d  t o  v e r i f y  m a c h i n e  d i v e r g e n c e  f r e e d o m  o f  a  c o m b i n e d  7r  
a n d  B  s p e c i f i c a t i o n .  T h i s  m e t h o d  c a n  b e  u s e d  o n  a n y  7r  m e d i a t o r  f r o m  t h e  
a b o v e  m e n t i o n e d  f r a m e w o r k  t o  e n s u r e  t h a t  t h e  o p e r a t i o n s  c a l l s  m a d e  b y  t h e  
m e d i a t o r s  a r e  a l w a y s  d o n e  w h e n  t h e  p r e c o n d i t i o n s  o f  t h e  o p e r a t i o n s  h o l d .  
T h e  f r a m e w o r k  b r e a k s  t h e  p r o o f s  i n t o  s m a l l e r  w e a k e s t  p r e c o n d i t i o n  p r o o f s  
a n d  u s e s  a  r e l y - g u a r a n t e e  s t y l e  o f  r e a s o n i n g .
I n  C h a p t e r  7  w e  d e s c r i b e d  a  c a s e  s t u d y  o f  a  r e s o u r c e  a l l o c a t i o n  s y s t e m  w h i c h  
d e m o n s t r a t e d  t h e  m o b i l e  a n d  d y n a m i c  a s p e c t s  o f  o u r  n e w  7r | B  f r a m e w o r k ,  
t o g e t h e r  w i t h  d e t a i l e d  w o r k i n g s  o f  h o w  t h e  w e a k e s t  p r e c o n d i t i o n  v e r i f i c a t i o n  
i s  a p p l i e d  i n  p r a c t i c e .
C u r r e n t l y  t h e  C S P | | B  a p p r o a c h  d o e s  n o t  i n c l u d e  m o b i l i t y .  T h e  p r i n c i p a l  
m o t i v a t i o n  f o r  t h i s  w o r k  w a s  t o  d r a w  o u t  t h e  c o m p l e x  i s s u e s  r e l a t e d  t o  
d y n a m i c  i n t e r a c t i o n s  s o  t h a t  t h i s  c o u l d  g u i d e  f u t u r e  r e s e a r c h  t o  i n c l u d e  
m o b i l i t y  i n  t h e  C S P | | B  f r a m e w o r k .  W e  h a v e  i d e n t i f i e d  t h e  m o s t  i m p o r t a n t  
b e h a v i o u r a l  r e q u i r e m e n t  t h a t  m u s t  b e  m e t  i n  t h a t  r e s p e c t .  W e  b e l i e v e  t h a t  i t  
w o u l d  b e  p o s s i b l e  t o  m i g r a t e  o u r  m o b i l e  v e r i f i c a t i o n  f r a m e w o r k  t o  C S P | | B .  I n  
t h e  f r a m e w o r k  i d e n t i f i e d  i n  t h i s  t h e s i s  i t  i s  p o s s i b l e  t o  w e a k e n  t h e  b e h a v i o u r a l  
r e q u i r e m e n t  a n d  a l l o w  7 r - a g e n t s  t o  d e l e g a t e  t h e  c a p a b i l i t y  t o  e x e c u t e  c e r t a i n  
o p e r a t i o n s  t o  o t h e r  a g e n t s  i n  a  d y n a m i c  m a n n e r .  T h i s  c o u l d  i n c l u d e  a l l o w i n g  
o t h e r  a g e n t s  t o  e x e c u t e  q u e r y  o p e r a t i o n s  o n  t h e  m a c h i n e  i n s t a n c e  w h i l e  
r e t a i n i n g  o v e r a l l  c o n t r o l  o f  t h e  m a c h i n e .  S u c h  o p e r a t i o n s  c a n  b e  b u n d l e d  i n  
a  v a r i a n t  t y p e ,  w h i c h  f o r  a  p a r t i c u l a r  m a c h i n e ,  i s  a  s u b - t y p e  o f  a l l  a v a i l a b l e  
o p e r a t i o n s .  A  c o n t r o l l i n g  7 r - a g e n t  c a n  o u t p u t  t h e  m a c h i n e  r e f e r e n c e  w i t h  t h i s  
c o n s t r a i n e d  v a r i a n t  t o  o t h e r  a g e n t s ,  w h i c h  w o u l d  e n s u r e  t h a t  t h o s e  a g e n t s  
w h i c h  r e c e i v e  i t  c a n  e x e c u t e  o n l y  q u e r y  o p e r a t i o n s .  E v e n  t h o u g h  i n  [1 7 ]  
E v a n s  e t  a l ,  h a v e  d i s c u s s e d  a l l o w i n g  m o r e  t h a n  o n e  c o n t r o l l e r  i n  C S P  a c c e s s  
t o  a  B  m a c h i n e  t h i s  w a s  d o n e  i n  a  r e s t r i c t e d  w a y .  W h e t h e r  C S P | | B  c o u l d  b e  
e x t e n d e d  t o  i n c l u d e  t h e  d e l e g a t i o n  c a p a b i l i t y  d e s c r i b e d  a b o v e  s o  t h a t  i t  i s  
a s  f l e x i b l e  a s  t h e  a p p r o a c h  p r e s e n t e d  i n  t h i s  t h e s i s ,  r e m a i n s  a n  o p e n  i s s u e .
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8.2 R e la te d  w ork
O u r  w o r k  i s  r e l a t e d  t o  a n  i n t e g r a t i o n  o f  O b j e c t - Z  a n d  t h e  7 r - c a l c u l u s  p r e ­
s e n t e d  i n  [27], I n  t h e i r  f r a m e w o r k  7 r - c a l c u l u s  c h a n n e l s  a r e  s e m a n t i c a l l y  i d e n ­
t i f i e d  w i t h  s t a t e  v a r i a b l e s  i n  O b j e c t - Z  s c h e m a s  a n d  b o t h  p r o c e s s  a b s t r a c t i o n s  
a n d  i n p u t  p r e f i x  a r e  i d e n t i f i e d  w i t h  o p e r a t i o n s  w h i c h  m a y  p e r f o r m  s t a t e  
u p d a t e s .  F o r  e x a m p l e ,  i n p u t  p r e f i x  a ( x ) . P  i s  e q u i v a l e n t  t o  t h e  O b j e c t - Z  
s c h e m a  w h i c h  m o d i f i e s  x  s u c h  t h a t  x '  =  y  f o r  s o m e  y  a n d  t h e n  c o n t i n u e s  
a s  P .  A  p r o c e s s  a b s t r a c t i o n  w i t h  n  p a r a m e t e r s ,  X ( a \ ,  . . .  , a n )  r e l a t e s  t o  
e x e c u t i n g  s c h e m a  n a m e d  X  w i t h  i n p u t s  a i ,  . . .  , a n . T h e  p r o c e s s e s  s y n ­
t a x  a l l o w e d  i n  t h e i r  s c h e m a s  d o e s  n o t  i n c l u d e  t h e  ( v  v )  o p e r a t o r .  I n s t e a d  
t h e  f r a m e w o r k  r e l i e s  o n  c h a n n e l  g e n e r a t i o n  f r o m  t h e  O b j e c t - Z  s e m a n t i c s .  
R e d u c t i o n s  o f  t h e  l a n g u a g e  a r e  d e f i n e d  i n  t e r m s  o f  t u p l e s  c o n t a i n i n g  p r o ­
c e s s e s  a n d  s t a t e .  W e  a r e  c a u t i o u s  a b o u t  t h i s  l e v e l  o f  i n t e g r a t i o n  b e t w e e n  t h e  
7 r - c a l c u l u s  a n d  a  s t a t e  o r i e n t e d  l a n g u a g e .  T h e  s e m a n t i c s  o f  a  n a m e  i n  t h e  
7 r - c a l c u l u s  i s  n o t  t o  b e  c o n f u s e d  w i t h  t h a t  o f  a  s t a t e  h o l d e r .  I n t u i t i v e l y ,  a  
7 r - n a m e  i s  s i m i l a r  t o  a  p o i n t e r  w h e r e a s  a  v a r i a b l e  h a s  a  p o i n t e r  a n d  r e s i d e s  
o n  a n  a l l o c a t e d  s p a c e  i n  t h e  m e m o r y  o f  a  c o m p u t e r .
A n o t h e r  c l o s e l y  r e l a t e d  i n v e s t i g a t i o n  i s  [6 1 ]  w h e r e  t h e  o p e r a t o r s  o f  t h e  m o ­
b i l e  v e r s i o n  o f  O c c a m , O c c a m  —  i r  ( p r e v i o u s l y  k n o w n  a s  O c c a m  — A 4 )  h a v e  
b e e n  s t u d i e d .  T h e  a i m  i s  t o  d e v e l o p  a  t h e o r y  o f  m o b i l e  p r o c e s s e s  f o r  t h e  
C i r c u s  [6 8 ]  f r a m e w o r k .  I n  [ 6 1 ] ,  t h e  o p e r a t o r s  o f  O c c a m — M  a r e  g i v e n  d e n o t a -  
t i o n a l  s e m a n t i c s  i n  H o a r e  a n d  H e ’s  U n i f y i n g  T h e o r i e s  o f  P r o g r a m m i n g  [25]. 
T h u s ,  t h e  m a i n  b e n e f i t  i s  t h a t  a  s e t  o f  r e f i n e m e n t  l a w s  a r e  d e f i n e d  s o  t h a t  
t h e y  c a n  b e  i n t e g r a t e d  w i t h  C i r c u s ’ r e f i n e m e n t  c a l c u l u s .  T h i s  m a y  g i v e  a  
m a t u r e  f o r m a l  f r a m e w o r k  f o r  d e v e l o p i n g  d i s t r i b u t e d  s y s t e m s .  T h e  s y n t a x  o f  
O c c a m  — 7T i s  e s s e n t i a l l y  h i g h e r  o r d e r  C S P  p r o c e s s e s  e x t e n d e d  w i t h  v a r i a b l e  
d e f i n i t i o n  a n d  a s s i g n m e n t s .  A  v a r i a b l e  c a n  b e  a  p r o g r a m  v a r i a b l e ,  a  c h a n ­
n e l ,  o r  a  p r o c e s s .  W h i l e  t h e  o p e r a t o r s  f o r  i n p u t  a n d  o u t p u t  a r e  s i m i l a r  t o  
s t a n d a r d  C S P  t h i s  f r a m e w o r k  c o n t a i n s  a  n e w  o u t p u t  p r e f i x  w h i c h  i s  s p e c i f i ­
c a l l y  u s e d  f o r  o u t p u t t i n g  p r o c e s s  v a r i a b l e s .  T h e  o b j e c t  i n  t h e  p r e f i x  b e c o m e s  
u n s p e c i f i e d  a f t e r  t h e  i n t e r a c t i o n  h e n c e  a n y  a t t e m p t  t o  u s e  i t  b e c o m e s  u n p r e ­
d i c t a b l e .  T h i s  m e a n s  t h a t  i f  a  p r o c e s s  a t t e m p t s  t o  o u t p u t  t h e  s a m e  m o b i l e  
c o m p o n e n t  t w i c e  t h e n  t h e  s e c o n d  t i m e  t h e  r e c e i v i n g  p r o c e s s  d o e s  n o t  h a v e  
a n y  g u a r a n t e e  a b o u t  t h e  v a l u e  o f  t h e  v a r i a b l e  i t  h a s  r e c e i v e d .  T h i s  b e a r s  
s o m e  r e s e m b l a n c e  w i t h  t h e  w a y  m e d i a t o r s  m o v e  m a c h i n e  r e f e r e n c e s  i n  o u r  
f r a m e w o r k .  A s  s t a t e d  a b o v e  i t  i s  i m p o r t a n t  t h a t  m e d i a t o r s  d o  n o t  u s e  m a ­
c h i n e  r e f e r e n c e s  a f t e r  o u t p u t t i n g  t h e m  b e c a u s e  t h e r e  i s  n o  g u a r a n t e e  a b o u t  
t h e  s t a t e  o f  t h e  m a c h i n e  a f t e r  t h e  i n t e r a c t i o n .  I n  t h i s  r e s p e c t  m e d i a t o r s  a n d  
n o n - d i v e r g e n t  O c c a m  — 7r p r o c e s s e s  r e c e i v e  o n l y  f r e s h  m a c h i n e s  a n d  c o m p o ­
n e n t s  r e s p e c t i v e l y .
I n  [4 9 ]  t h e  m o b i l i t y  o f  t h e  7 r - c a l c u l u s  i s  s e p a r a t e d  i n  t o  t w o  m e c h a n i s m s :  i n ­
t e r n a l  m o b i l i t y  a n d  e x t e r n a l  m o b i l i t y .  I n t e r n a l - m o b i l i t y ,  i s  a k i n  t o  t h e  w a y  
m e d i a t o r s  m o v e  m a c h i n e  r e f e r e n c e s ,  a n d  e x t e r n a l  m o b i l i t y  i s  a k i n  t o  t h e  w a y
186 Chapter 8. Conclusion
m e d i a t o r s  c a n  m o v e  n a m e s  o t h e r  t h a n  m a c h i n e  r e f e r e n c e s .  O n e  r e s u l t  o f  t h e  
p a p e r  s h o w s  t h a t  w h e n  c o n s i d e r i n g  i n t e r n a l  m o b i l i t y ,  i n f i n i t e  r e p l i c a t i o n  i s  
l e s s  e x p r e s s i v e  t h a n  r e c u r s i o n .  F o r  e x a m p l e  t h e  b e h a v i o u r  o f  t h e  p r o c e s s  
P  =  ( x ) . x ( y ) . P ( y )  c a n n o t  b e  m a t c h e d  w i t h  a  p r o c e s s  c o n t a i n i n g  a  b a n g  
o p e r a t o r  ! i n s t e a d .  T h r o u g h o u t  o u r  w o r k  w e  h a v e  u s e d  i n f i n i t e  r e p l i c a t i o n ,  
h o w e v e r  t h e  a b o v e  h a s  n o  m a j o r  i m p a c t .  T h i s  i s  b e c a u s e  o n l y  m a c h i n e  r e f ­
e r e n c e s  a r e  c o m m u n i c a t e d  w i t h  i n t e r n a l  m o b i l i t y  a n d  w e  c a n n o t  t h i n k  o f  a n  
a p p l i c a t i o n  w h e r e  t h e  p r o c e s s  a b o v e  w o u l d  b e  u s e f u l .  I n  o u r  f r a m e w o r k  i t  
i s  n o t  t h e  c a s e  t h a t  x  a n d  y  h a v e  t h e  s a m e  t y p e  -  x  i s  a  c o n t r o l  p o i n t ,  y  i s  
a  m a c h i n e  r e f e r e n c e .
A  m o r e  r e m a r k a b l e  a s p e c t  i n  [4 9 ]  i s  t h a t  i t  d e f i n e s  a  h i e r a r c h y  o f  c a l c u l i  
b a s e d  o n  s t r u c t u r a l  t y p e s .  T h e  h i e r a r c h y  i s  a p p l i e d  t o  e a c h  o f  t h e  n a m e -  
p a s s i n g  a n d  h i g h e r  o r d e r  f r a m e w o r k s  o f  t h e  7 r - c a l c u l u s ,  t o  g r a d e  v a r i o u s  
o r d e r s  o f  m o b i l i t y .  T h i s  h a s  g r e a t l y  c l a r i f i e d  t h e  c o r r e s p o n d e n c e  b e t w e e n  
t h e  t w o  f r a m e w o r k s .  I n  g e n e r a l ,  t h e  7 r - c a l c u l u s  a n d  h i g h e r - o r d e r  p r o c e s s e s  
a r e  e q u i v a l e n t  i n  t e r m s  o f  e x p r e s s i v e n e s s  [ 4 8 ] .  H o w e v e r ,  i t  w o u l d  b e  i n t e r ­
e s t i n g  t o  s e e  i f  O c c a m ,  —  tt m o b i l i t y  m e c h a n i s m s  c a n  b e  e n c o d e d  i n  t h e  a b o v e  
m e n t i o n e d  f r a m e w o r k  b e c a u s e  t h e n  t h e  e x p r e s s i v e n e s s  o f  h i g h e r  o r d e r  C S P  
c a n  b e  p u t  i n  c o n t e x t  w i t h  t h e  e x p r e s s i v e n e s s  o f  t h e  7 r - c a l c u l u s  w i t h  i n t e r n a l  
m o b i l i t y .
I n  g e n e r a l  o u r  c o n c e r n s  r e g a r d i n g  m o b i l i t y  a n d  i n t e g r i t y  o f  d a t a ,  e x p r e s s e d  i n  
t h i s  t h e s i s ,  a r e  s t r o n g l y  r e f l e c t e d  i n  P e t e r  W e l c h ’s  w o r k  o n  O c c a m - 7 r  w h e r e  
m o b i l e  c h a n n e l s  h a v e  r e c e n t l y  b e e n  i n c l u d e d  i n  t h e  l a n g u a g e .  W e l c h  h a s  
p r o p o s e d  a  C S P  m o d e l  f o r  m o b i l e  c h a n n e l s  [ 6 7 ] .  T h e  m o t i v a t i o n  f o r  t h i s  
w a s  t h a t  O c c a m - 7 r ’s  c l a s s i c a l  d e s i g n  w a s  f o u n d e d  o n  C S P .  W e  a l s o  n o t e d  i n  
t h e  i n t r o d u c t o r y  c h a p t e r  t h a t  w e  c o u l d  e n c o d e  t h e  n o t i o n  o f  d y n a m i c a l l y  
a c q u i r i n g  c h a n n e l s  u s i n g  i n f i n i t e  s e t s  a n d  r e c u r s i o n .  W e l c h  n o t e s  t h a t  t h i s  
g i v e s  f l e x i b i l i t y  w h e n  m o d e l l i n g  b u t  i n  o r d e r  t o  p r o d u c e  s i m u l a t i o n s  a  c l e a r e r  
m o d e l  o f  m o b i l i t y  i s  n e e d e d .  I n  O c c a m - 7 r  c o m m u n i c a t i o n  v i a  c h a n n e l s  h a s  a  
n o t i o n  o f  i t s  o r i g i n a t o r  a n d  r e c i p i e n t  a n d  t h e y  c a n  c h a n g e  d u r i n g  r u n - t i m e .  
C S P  d o e s  n o t  e x p l i c i t l y  d e f i n e  w h i c h  p r o c e s s  h a s  t h e  r e s p o n s i b i l i t y  f o r  i t s  
c h a n n e l  e n d s .  T h e r e f o r e ,  W e l c h  h a s  p r o p o s e d  t h a t  m o b i l e  c h a n n e l s  b e  m o d ­
e l l e d  a s  C S P  p r o c e s s e s ,  a n d  e a c h  p r o c e s s  i s  p r o d u c e d  o n  d e m a n d .  E a c h  o f  
t h e s e  p r o c e s s e s  h a s  a n  u n i q u e  i d e n t i f i e r  n u m b e r  a n d  t h e  m o b i l i t y  i n  a  f o r m a l  
m o d e l  c o m e s  f r o m  c o m m u n i c a t i n g  t h e  i n d e x .  T h e  f o r m a l  m o d e l  p r e s e n t e d  
i n  [6 7 ]  i s  v e r y  l o w  l e v e l  a n d  r e f l e c t s  h o w  i t  c a n  b e  i m p l e m e n t e d  s u c c e s s f u l l y  
i n  O c c a m - 7 r .  T h i s  i s  e x e m p l i f i e d  b y  s o m e  i m p r e s s i v e  s i m u l a t i o n s  o f  b i o l o g i c a l  
s y s t e m s  u s i n g  t h i s  t e c h n o l o g y  [ 4 1 ] ,  i n c l u d i n g  a  3 D  s i m u l a t i o n  [ 4 5 ] .
8.3 F u tu re  w ork
T h i s  s e c t i o n  o u t l i n e s  s o m e  i n t e r e s t i n g  w a y s  i n  w h i c h  t h i s  w o r k  c a n  b e  e x ­
t e n d e d .
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8 . 3 . 1  E x t e n s i o n  t o  m a c h i n e s  w i t h  i n p u t  a n d  o u t p u t
A n  i m p o r t a n t  e x t e n s i o n  t o  t h i s  t h e s i s  i s  t o  i n c l u d e  m a c h i n e s  w h e r e  t h e  o p ­
e r a t i o n s  c a n  h a v e  i n p u t  a n d  o u t p u t  p a r a m e t e r s .
W e  w o u l d  r e q u i r e  a  p r e l i m i n a r y  l a b e l l e d  t r a n s i t i o n  s y s t e m  s i m i l a r  t o  o u r  
L T S m , w h i c h  t a k e s  i n t o  a c c o u n t  t h e  i n p u t  a n d  o u t p u t  p a r a m e t e r s  o f  a n  
o p e r a t i o n .  T h i s  i s  i m p o r t a n t  b e c a u s e  w h e n  e n s u r i n g  t h a t  a n  o p e r a t i o n  i s  
c a l l e d  w i t h i n  i t s  p r e c o n d i t i o n  w e  m a y  n e e d  t o  r e f e r  t o  t h e  i n p u t  v a l u e s  i n  
a d d i t i o n  t o  M ’s  s t a t e .  T h e  s a m e  a r e  a l s o  n e c e s s a r y  f o r  s e l e c t i n g  a p p r o p r i a t e  
o u t p u t  v a l u e s .
T h e r e  a r e  e x a m p l e s  i n  t h e  l i t e r a t u r e  w h i c h  c o u l d  p r o v i d e  a n  i n s i g h t  o n  h o w  t o  
e x t e n d  t h e  l a b e l l e d  t r a n s i t i o n  s y s t e m .  F o r  e x a m p l e ,  i n  [1 0 ]  w e  c a n  f i n d  r e l a ­
t i o n a l  s e m a n t i c s  f o r  Z  a n d  O b j e c t - Z ,  w h e r e  i n p u t s  a n d  o u t p u t s  a r e  m o d e l l e d  
a s  s e q u e n c e s  o f  p a r a m e t e r s .  T h e  B  r e l a t i o n a l  m o d e l  h a s  a l s o  b e e n  i m p l e ­
m e n t e d  i n  P V S  b y  [ 1 7 ] .  I n  t h a t  w o r k  i n p u t s  a n d  o u t p u t s  w e r e  c o n s i d e r e d  a s  
t e m p o r a r y  s t a t e  i n  w h i c h  t h e  m a i n  s t a t e  s p a c e  w a s  e x p a n d e d  t o  m o d e l  t h e  
c a l l  o f  a n  o p e r a t i o n  w i t h  I / O .  F o l l o w i n g  t h e  e x e c u t i o n  o f  a n  o p e r a t i o n  t h e  
I / O  s t a t e  w a s  d i s c a r d e d  t h u s  m a k i n g  s u r e  t h a t  i t  w a s  r e l e v a n t  i n  t h e  f r a m e  
o f  j u s t  t h a t  c a l l .
I t  i s  a l s o  p o s s i b l e  t o  c o n t i n u e  i n  t h e  s p i r i t  o f  t h i s  t h e s i s  a n d  e x t e n d  t h e  v a l ­
u a t i o n  f u n c t i o n s  f r o m  S e c t i o n  2 . 2  t o  i n c l u d e  t h e  i n p u t s  a n d  o u t p u t s .  G i v e n  
a n  o p e r a t i o n  w i t h  i n p u t s  a n d  o u t p u t s  o u t  <—  o p e r a t i o n ( i n )  w h e r e  i n  a n d  
o u t  a r e  l i s t s  o f  v a r i a b l e  n a m e s ,  i t  c a n  b e  s h o w n  t h a t ,
f n ( a b t ( o u t  <—  o p e r a t i o n ( i n ) ) )  C  ( s e t - o f  ( V A R I A B L E S )  U s e t - o f  ( o u t )  U s e t - o f  ( i n ) )
fn (p r d VARiABLES, o u fo u t <—  operation(in))) C
( s e t — o f  ( V A R I A B L E S )  U s e t - o f  ( V A R I A B L E S ' )  U s e t - o f  ( o u t ' )  U s e t - o f ( i n ) )
w h e r e  e a c h  s e t - o f  ( V A R I A B L E S ) ,  s e t - o f  ( V A R I A B L E S ' ) , s e t - o f  ( o u t ) ,  s e t - o f  ( i n )  
a r e  p a i r w i s e  d i s j o i n t .
T h i s  m e a n s  t h a t  f o r  t h e  p a r t i c u l a r  o p e r a t i o n  o u t l  *—  o p e r a t i o n l ( i n l )  w e  
c a n  p r o v i d e  v a l u a t i o n s  o f  t h e  f o l l o w i n g  f o r m ,
v a l x £  s e t - o f  ( V A R I A B L E S )  — ■> V B  
p r i m e d ( v a l 2 )  €  s e t — o f  ( V A R I A B L E S ' )  — » V B  
v a l i n i  £  s e t — o f  ( m l )  — > V B
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w i t h  w h i c h  w e  c a n  t e s t  w h e t h e r
[val\, vakni ] satisfies ab t(o u tl <—  o p era tio n l(in l))
[vali, valinh prim ed(val2), prim ed (valouti )] satisfies 
P rd VA RIA b l e s  , outifautl <—  o p era tio n l(in l))
T h i s  m e a n s  t h a t  a  d e f i n i t i o n  c a n  b e  p r o v i d e d ,  e x t e n d i n g  D e f i n i t i o n  4.1.1 i n  
a  n a t u r a l  w a y ,  w h e r e  f o r  s o m e  r e l a t i o n  7Z w e  h a v e  t u p l e s  o f  t h e  f o r m ,
(val\, valini,  operation, val2, valouti) E V
A l l  o t h e r  f o r m s  o f  a n  o p e r a t i o n  a r e  s p e c i a l  c a s e s  o f  t h e  a b o v e .  F o r  e x a m p l e ,  
i f  w e  h a v e  a n  o p e r a t i o n  w i t h  o u t p u t  p a r a m e t e r s  b u t  n o  i n p u t  p a r a m e t e r s  
out2 *—  operation2 w e  c a n  h a v e  t h e  f o l l o w i n g  t u p l e ,
(vali, 0 ,  operation2, val2 , valout2) E lZ
w h e r e  0  d e n o t e s  t h e  e m p t y  v a l u a t i o n  n o t i n g  t h a t  operation2 h a s  n o  i n p u t  
p a r a m e t e r s .
S i m i l a r l y  a n  o p e r a t i o n  w i t h  i n p u t  p a r a m e t e r s  b u t  w i t h o u t  o u t p u t  p a r a m e ­
t e r s  s u c h  a s  operation3(in3 )  b e c o m e s ,
(vali, ralins, operation2, val2, 0) E V
O p e r a t i o n s  w i t h o u t  i n p u t  a n d  o u t p u t  p a r a m e t e r s  s u c h  a s  t h e  o n e s  w e  h a v e  
c o n s i d e r e d  i n  t h i s  t h e s i s  b e c o m e ,
(vali, 0> operation4, val2, 0) E V
O n c e  w e  h a v e  i d e n t i f i e d  a  w a y  t o  r e p r e s e n t  i n p u t  a n d  o u t p u t  s t a t e s  t h e n  
w e  n e e d  t o  r e - e x a m i n e  h o w  divergence i s  m o d e l l e d .  W e  n e e d  t o  b e  c a r e f u l  
b e c a u s e  t h e  d e s i g n  d e c i s i o n s  a t  t h i s  s t a g e  m i g h t  i n f l u e n c e  t h e  7 r - c a l c u l u s  o p ­
e r a t i o n a l  s e m a n t i c s .
F o r  e x a m p l e ,  s u p p o s e  t h a t  w e  h a v e  t h e  o p e r a t i o n  out 1 <—  o p e ra tio n l(in l)  
a n d  [vali, valini] i s  t h e  c o m m o n  e x t e n s i o n  o f  t h e  m a c h i n e  s t a t e  b e f o r e  t h e  
e x e c u t i o n  o f  operationl a n d  t h e  v a l u e s  o f  in i . S u p p o s e  t h a t  [vali, valin 1 ] 
c a n  c a u s e  operationl t o  d i v e r g e .  T h e n  t h e  t u p l e s  c o n t a i n i n g  vali a n d  valmi 
a s  t h e  b e f o r e  s t a t e  c o u l d  c o m e  f r o m  t h e  e v a l u a t i o n  o f  t h e  
prdyA r i a BLES, o u t  (out *—  operation(in)) p r e d i c a t e  o r  f r o m  a n  e v a l u a t i o n  
o f  abt(out *—  operation(in ) )  o r  vali —  JL .
T h e  f i r s t  c a s e  w o u l d  r e q u i r e  t h a t  w e  a d d  a  t u p l e  w i t h  a n y  p o s s i b l e  a f t e r  
s t a t e  val2 a n d  v a l u a t i o n  valout\ f o r  a n y  p o s s i b l e  o u t p u t  e x c e p t  t h e  0  v a l u a ­
t i o n .  T h i s  i s  b e c a u s e  t h e  v a r i a b l e s  o u t l ' a p p e a r  i n  t h e  prd  p r e d i c a t e  a n d  w e
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w o u l d  b e  r e q u i r e d  t o  a s s i g n  a  v a l i i e  t o  c h e c k  w h e t h e r  
[ v a l i ,  v a l i n i , p r i m e d ( v a l 2 ) ,  p r i m e d ( v a l o u t i ) \  s a t i s f i e s  i t .
I n  t h e  s e c o n d  a n d  l a s t  c a s e  w e  d o  n o t  h a v e  s u c h  a  r e q u i r e m e n t .  V a r i a b l e s  
o u t  1  d o  n o t  a p p e a r  i n  t h e  a b t  p r e d i c a t e  h e n c e  w e  c a n  j u s t  a d d  o n e  t u p l e  
w h e r e  v a l o u t i  =  0 .  T h i s  w o u l d  u n d e r l i n e  t h e  n o t i o n  o f  t h e  p o s s i b i l i t y  o f  
n o n  — t e r m i n a t i o n .  H o w e v e r ,  i n  t h e  c o n t e x t  o f  a  c o m b i n a t i o n  w i t h  t h e  nx- 
c a l c u l u s  w h e r e  i n p u t  a n d  o u t p u t s  h a p p e n  s e q u e n t i a l l y  i t  c o u l d  h a v e  a  s e r o u s  
i m p a c t .  T h i s  w o u l d  m e a n  t h a t  t h e  m a c h i n e  a g e n t  m a y  b l o c k  a n d  n o t  p r o ­
v i d e  a n  o u t p u t  a f t e r  d i v e r g e n c e .  T h i s  i n  t u r n  m a y  h a v e  a n  i m p a c t  o n  t h o s e  
p r o o f s  t h a t  r e l y  o n  a  m a c h i n e  r e a c h i n g  a  R E A D Y  s t a t e .
A n o t h e r  d e s i g n  d e c i s i o n  i s  t o  h a v e  s o m e  v a l o u t  t h a t  i s  n o t  0  i n  a l l  t u p l e s  
t h a t  c a n  d i v e r g e .  T h i s  m e a n s  t h a t  t h e  m a c h i n e  c a n  p r o v i d e  s o m e  o u t p u t  
a n d  r e a c h  a  R E A D Y  s t a t e .  T h i s  h o w e v e r  r a i s e s  q u e s t i o n s  a s  t o  w h e t h e r  w e  
c o n s i d e r  a  d i v e r g e n t  m a c h i n e  a s  w e l l - t y p e d  i n  t h e  c o n t e x t  o f  t h e  7 r - c a l c u l u s  
a s  i t  c o u l d  p r o v i d e  a n y  o u t p u t  t h a t  m a y  n o t  e v e n  r e f l e c t  t y p e s  g i v e n  t o  a p ­
p r o p r i a t e  c h a n n e l s .
O n  t h e  s i d e  o f  t h e  7 r - c a l c u l u s  o n e  w o u l d  d e f i n i t e l y  n e e d  t o  u p g r a d e  t o  t h e  
p o l y a d i c  7 r - c a l c u l u s  [3 4 ]  s o  t h a t  t r a n s m i s s i o n s  o f  m u l t i p l e  n a m e s  c a n  b e  h a n ­
d l e d  o n  a  s i n g l e  c h a n n e l .  W e  c o u l d  a l s o  r e v i s i t  t h e  t y p e - s y s t e m  p r o p o s e d  b y  
G a y  a n d  H o l e  i n  [2 1 ]  s o  t h a t  w e  c a n  c o n s i d e r  a  m a c h i n e  r e f e r e n c e  c h a n n e l  a s  
a  s e s s i o n  c h a n n e l .  T h i s  w o u l d  m e a n  t h a t  w e  w o u l d  n e e d  o n l y  o n e  c h a n n e l  t o  
r e p r e s e n t  a l l  c o m m u n i c a t i o n s  b e t w e e n  a  m a c h i n e  i n s t a n c e  a n d  t h e  7 r - a g e n t s .  
T h i s  e l i m i n a t e s  t h e  n e e d  t o  h a v e  o n e  c h a n n e l  t o  s e l e c t  a n  o p e r a t i o n  a n d  
a n o t h e r  t o  c o l l e c t  t h e  o u t p u t  f r o m  t h e  o p e r a t i o n .  I n  c o m p a r i s o n  w e  c o u l d  
u s e  a  t y p e - s y s t e m  w i t h  l i n e a r - r e c e p t i v e  c h a n n e l s  s u c h  a s  t h e  o n e  e x p r e s s e d  
i n  [5 1 ]  ( I r e c ) .  I f  a  p r o c e s s  c r e a t e s  a n  I r e c  c h a n n e l  t h e n  t h e  i n p u t  e n d  o f  t h e  
c h a n n e l  m u s t  b e  a v a i l a b l e  i m m e d i a t e l y  a f t e r w a r d s  a n d  a l s o  t h e  l i n k  c a n  b e  
u s e d  j u s t  o n c e .  T h i s  m e a n s  t h a t  t h e  p r o c e s s e s  m u s t  b e  o f  t h e  f o r m
( v  q  : I r e c - l i n k ) ( o u t p u t ( q ) . P i  | q ( f ) . P 2 ) 
w h e r e  q  <£ f n ( P i )  U  f n ( P 2 ) .
C o n s i d e r  a d d i n g  a  c h a n n e l  q  t o  F i g u r e  4 . 3  o n  p a g e  5 9  o f  t y p e  I r e c .  T o  
e x e c u t e  a n  o p e r a t i o n  w i t h  o u t p u t  t h e  m e d i a t o r  w o u l d  c r e a t e  a  n e w  I r e c  
c h a n n e l  s u c h  a s  q  a n d  t h e n  p a s s  t h e  p a r a m e t e r s  o f  t h e  o p e r a t i o n  a l o n g  
t h e  n e w  c h a n n e l  a s  a n  e x t r a  p a r a m e t e r .  T h i s  e s t a b l i s h e s  a  p r i v a t e  c h a n n e l  
b e t w e e n  a  m e d i a t o r  a n d  a  m a c h i n e  i n s t a n c e  f o r  t h e  d u r a t i o n  o f  t h e  e x e c u t i o n .  
T h e n  t h e  m a c h i n e  w o u l d  e x e c u t e  t h e  o p e r a t i o n  a n d  r e t u r n  t h e  o u t p u t s  o n  
t h e  p r o v i d e d  l i n k .  T h e n  t h e  m a c h i n e  a n d  p r o c e s s  w o u l d  c l o s e  t h e  l i n k .  
S y n t a c t i c a l l y ,  t o  e x e c u t e  o u t  o p c r a t i o n ( i n )  a  m e d i a t o r  w o u l d  h a v e  t o  
p e r f o r m  t h e  f o l l o w i n g  s e q u e n c e  o f  a c t i o n s ,
( o  q  : I r e c - l i n k ) ( z  o p e r a t i o n - ( i n , q ) ) . 0  | q ( o u t ) . D ' )
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T h e  i m p o r t a n c e  o f  u s i n g  l i n e a r l y  r e c e p t i v e  c h a n n e l s  f o r  o u t p u t  c a r r i e r  l i n k s  
i s  t h a t  w e  e n s u r e  m e d i a t o r s  d o  n o t  f o r g e t  t o  c o l l e c t  a n  o u t p u t  f r o m  t h e  
m a c h i n e  a n d  t h u s  i n a d v e r t e n t l y  b l o c k i n g  i t .  F u r t h e r m o r e ,  u s i n g  a  t y p e -  
s y s t e m  i n  g e n e r a l  e n s u r e s  t h a t  o n l y  a p p r o p r i a t e  v a l u e s  a r e  p a s s e d  a s  i n p u t  
p a r a m e t e r s  t o  t h e  m a c h i n e .
C o r r e s p o n d i n g l y ,  w e  w o u l d  n e e d  t o  e x t e n d  t h e  s e t  I S  f r o m  D e f i n i t i o n  4 . 3 . 1  
w i t h  a  s p e c i a l  O U T P U T  s t a t e  t o  s p e c i f y  t h a t  a  m a c h i n e  i s  i n  a  s t a t e  t h a t  
i s  r e a d y  t o  p r o v i d e  o u t p u t .  T h u s ,  w e  w o u l d  n e e d  t o  h a v e  a n  o p e r a t i o n a l  
s e m a n t i c s  f o r  t h e  p r o c e s s  [ [ (O U T P U T , s)]]M (z, q )  w h e r e  q  i s  t h e  o u t p u t  
c a r r i e r  l i n k  a n d  s  i s  s o m e  a u g m e n t e d  s t a t e  s p a c e  c o n t a i n i n g  o u t p u t s .
8 .3.2 P o l y a d i c  c o n t r o l  p o i n t s
B y  u p g r a d i n g  t o  t h e  p o l y a d i c  7 r - c a l e u l u s  w e  c a n  e x p r e s s  c o n t r o l  p o i n t s  t h a t  
t r a n s m i t  m o r e  t h a n  o n e  m a c h i n e  r e f e r e n c e  w i t h  a  s i n g l e  i n t e r a c t i o n .
A n  i n t e r e s t i n g  a p p r o a c h  i s  t o  t a g  p r e d i c a t e s  t o  c o n t r o l  p o i n t s  t h a t  e x p r e s s  
s o m e  r e l a t i o n s h i p  b e t w e e n  t h e  s t a t e s  o f  t h e  m a c h i n e s  r e c e i v e d  a t  t h a t  p o i n t .  
T h e  p r e d i c a t e  w o u l d  b e  s i m i l a r  t o  t h o s e  e n c o u n t e r e d  w h e n  t w o  m a c h i n e s  a r e  
l i n k e d  w i t h  a  U S E S  s t a t e m e n t  [1 ] .
S u c h  p r e d i c a t e s  c o u l d  b e  u s e f u l  i n  s p e c i f y i n g  c o m p l i c a t e d  s t a t e  c o m p o n e n t  
r e l a t i o n s h i p s  t h a t  m u s t  h o l d  b e f o r e  a n d  a f t e r  t h e  e x e c u t i o n  o f  s o m e  c o n t r o l  
s e q u e n c e .
8 .3.3 D y n a m i c  c o n t r o l  p o i n t s
I n  t h i s  t h e s i s  c o n t r o l  p o i n t s  w e r e  s t a t i c  c h a n n e l s .  T h i s  w a s  d o n e  i n  t h e  i n ­
t e r e s t  o f  c l a r i t y  r a t h e r  t h a n  t o  a v o i d  s o m e  i m p o r t a n t  t e c h n i c a l  p r o b l e m .
T o  i n c l u d e  c o n t r o l  p o i n t  m o b i l i t y  w e  c a n  t a g  e v e r y  n a m e  i n  a  g i v e n  p r o c e s s ,  
s i m i l a r  t o  t h e  w a y  t y p e s  a r e  a s s i g n e d  t o  c h a n n e l s .  T h e  t a g  t h a t  w e  a p p l y  
t o  a  n a m e  c a n  b e  a  B  p r e d i c a t e  p r e f i x e d  w i t h  }j t o  i n d i c a t e  t h a t  t h i s  i s  a  
l i n k  t h a t  c a r r i e s  a  c o n t r o l  p o i n t  w h i c h  c a n  i n p u t  a  m a c h i n e  i n s t a n c e  i n  s t a t e  
s a t i s f y i n g  t h e  p r e d i c a t e .  T h u s ,  (}jjA  i s  a  l i n k  t h a t  c a r r i e s  a  l i n k  t h a t  c a r r i e s  
a  c o n t r o l  p o i n t  e t c .  L i n k s  t h a t  d o  n o t  i n p u t  a  m a c h i n e  r e f e r e n c e  c o u l d  b e  
t a g g e d  w i t h  t r u e .  I f  s u c h  a  l i n k  i n p u t s  a n o t h e r  l i n k  t h e n  t h e  s e c o n d  l i n k  i s  
a l s o  t a g g e d  w i t h  t r u e .  T h u s ,  c o n t r o l  p o i n t s  t h a t  a r e  p e r m i t t e d  t o  i n p u t  a  
m a c h i n e  i n  a n y  s t a t e  a n d  c h a n n e l s  t h a t  d o  n o t  i n p u t  m a c h i n e s  w i l l  b e  t a g g e d  
w i t h  t h e  s a m e  p r e d i c a t e .
T h e  r u l e s  o f  D I V  c o u l d  t h e n  b e  m o d i f i e d  t o  t a k e  i n t o  a c c o u n t  t h e s e  a s ­
s e r t i o n s .  C u r r e n t l y  a s s e r t  o n l y  m a p s  c o n t r o l  p o i n t s  t o  s o m e  p r e d i c a t e  R ,
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h e r e  a s s e r t  w o u l d  r e s e m b l e  a  t y p i n g  e n v i r o n m e n t  w h e r e  e v e r y  f r e e  n a m e  o f  
t h e  p r o c e s s  t h a t  i s  u n d e r  i n v e s t i g a t i o n  i s  m a p p e d  t o  s o m e  p r e d i c a t e  o f  t h e  
k i n d  d e s c r i b e d  a b o v e .  T h i s  e x t e n s i o n  w o u l d  e x t e n d  t h e  e x p r e s s i v e n e s s  o f  
t h e  m e t h o d .
1 9 2  C h a p t e r  8. C o n c l u s i o n
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