Summit Navigator for Local Maxima Extraction with Surface Inspection Applications by Dinh, Tran Hiep
UNIVERSITY OF TECHNOLOGY SYDNEY
Faculty of Engineering and Information Technology
Summit Navigator for Local Maxima Extraction 




in Partial Fulfillment of the





Certificate of original authorship
I, Tran Hiep Dinh declare that this thesis, is submitted in fulfilment of the require-
ments for the award of the Doctor of Philosophy, in the School of Electrical and Data
Engineering, Faculty of Engineering and Information Technology at the University
of Technology Sydney.
This thesis is wholly my own work unless otherwise referenced or acknowledged.
In addition, I certify that all information sources and literature used are indicated
in the thesis. This document has not been submitted for qualifications at any other
academic institution.





Signature removed prior to publication.
iii
Acknowledgements
First and foremost, I would like to thank my supervisor Quang Ha for his invaluable
guidance, encouragement and constructive feedback for this work. I thank my fellow
group-mates for the stimulating discussions and for all the fun we have had in the
last four years.
My special thanks to my family for supporting me spiritually throughout this re-
search, to my wife Huong for her naming idea of the Summit Navigator algorithm.





Certificate of original authorship ii
Acknowledgements iii
List of figures viii
List of tables xiv
Abstract xv
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Thesis organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Thesis output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Review on image thresholding techniques 9
2.1 Overview on vision-based inspection systems . . . . . . . . . . . . . . 9
2.2 Review on image thresholding techniques . . . . . . . . . . . . . . . . 13
2.2.1 Histogram shape-based methods . . . . . . . . . . . . . . . . . 14
2.2.2 Clustering-based methods . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Entropic thresholding methods . . . . . . . . . . . . . . . . . 23
2.2.4 Local thresholding methods . . . . . . . . . . . . . . . . . . . 27
v
2.3 Segmentation evaluation metrics . . . . . . . . . . . . . . . . . . . . . 31
2.3.1 Un-supervised criteria . . . . . . . . . . . . . . . . . . . . . . 31
2.3.2 Supervised criteria . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.3 Existing datasets . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Summit Navigator for local maxima extraction 46
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Summit Navigator Approach for Multiple Peak Detection . . . . . . . 49
3.2.1 Image preprocessing . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.2 Peak searching . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2.3 Peak merging . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.1 Experiment with sunspot number dataset . . . . . . . . . . . . 58
3.3.2 Experiment with synthetic data . . . . . . . . . . . . . . . . . 60
3.3.3 Experiment with BSDS500 dataset . . . . . . . . . . . . . . . 65
3.3.4 Applications with background removal . . . . . . . . . . . . . 71
3.3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4 Binarised Summit Navigator with automatic threshold-
ing 80
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.1 Global thresholding techniques . . . . . . . . . . . . . . . . . 81
4.2.2 Local segmentation techniques . . . . . . . . . . . . . . . . . . 86
vi
4.3 Defect detection approach based on the binarisation version of
Summit Navigator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3.1 Binarisation approach based on Summit Navigator and
regions merging . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3.2 Ensemble classification-based approach for selecting parameters 89
4.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.1 Experiment with MSRA-B dataset . . . . . . . . . . . . . . . 97
4.4.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5 Unmanned systems for surface inspection 102
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 Unmanned aerial system for surface inspection . . . . . . . . . . . . . 108
5.3.1 System Architecture and Data Communication . . . . . . . . 108
5.3.2 Data Acquisition and Control . . . . . . . . . . . . . . . . . . 111
5.3.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 123
5.4 Unmanned ground system for surface inspection . . . . . . . . . . . . 130
5.4.1 Overall design of the robotic inspection system . . . . . . . . . 131
5.4.2 Data collection . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 139
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6 Robotic surface inspection - some results 144
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.2 Experiment with UAV images . . . . . . . . . . . . . . . . . . . . . . . 145
vii
6.3 Experiment with steel bridge crack images . . . . . . . . . . . . . . . . 150
6.4 Experiment with images from CrackIT dataset . . . . . . . . . . . . . 151
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7 Conclusions and future work 161
7.1 Thesis summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.2 Thesis contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.3 Thesis conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.4 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
References 166
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
viii
List of figures
1.1 Partial collapse of Morandi bridge in Genoa, Italy. Source:
reuters.com. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1 Examples from the BSDS500 dataset. First and second column:
image name and original image, third to last column: segmentations
corresponding to the sample image. . . . . . . . . . . . . . . . . . . . 43
2.2 Examples from the MSRA-B dataset. First row: original image,
second row: pixel level annotation. . . . . . . . . . . . . . . . . . . . 44
3.1 Flow chart of the Summit Navigator algorithm. . . . . . . . . . . . . 50
3.2 Illustration of the peak searching mechanism. . . . . . . . . . . . . . 52
3.3 Illustration for the peak merging algorithm on the NOAA data: (a)
detected peaks after the searching phase, (b) best fit model for the
interval between peak 14 and 15 and (c) best fit model for the
interval between peak 15 and 16. . . . . . . . . . . . . . . . . . . . . 55
3.4 Illustration for the peak merging algorithm on the SILSO data: (a)
detected peaks after the searching phase, (b) best fit model for the
interval between peak 17 and 18 and (c) best fit model for the
interval between peak 18 and 19. . . . . . . . . . . . . . . . . . . . . 56
3.5 Experiment with NOAA Sunspot cycle data: (a) Ground-truth
values, peaks detected by (b) SN, (c) FTC, (d) HTFCM and (e)
MATLAB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
ix
3.6 Experiment with SILSO Sunspot cycle data: (a) Ground-truth
values, peaks detected by (b) SN, (c) FTC, (d) HTFCM and (e)
MATLAB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.7 Reference data for the synthetic test: (a) Original image, (b) noisy
image at 10 dB, (c) histogram of the original image and (d)
ground-truth image. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.8 Segmentation results on the noisy image with SNR = 10 dB:
Segmented histograms with (a) SN, (b) FTC, (c) HTFCM and (d)
MATLAB, visualised results of (e) SN, (f) FTC, (g) HTFCM and
(h) MATLAB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.9 Performance comparison in the presence of Gaussian noise: (a)
Precision, (b) Recall and (c) F-measure. . . . . . . . . . . . . . . . . 67
3.10 Histogram analysis results on BSDS500 images. First column: image
name. Last two columns: histogram thresholding by SN and FTC. . . 69
3.11 Additional histogram analysis results on BSDS500 images. First
column: image name. Last two columns: histogram thresholding by
SN and FTC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.12 Image segmentation results. First and second columns: image name
and original image. Third to eighth columns: segmentation
respectively by SN and FTC, HTFCM, FTH, SDD and SFFCM.
Second row of each image: ground-truth segmentations of the
BSDS500 dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.13 Image segmentation results. First and second columns: image name
and original image. Third to eighth columns: segmentation
respectively by SN and FTC, HTFCM, FTH, SDD and SFFCM.
Second row of each image: ground-truth segmentations of the
BSDS500 dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
x
3.14 Quantitative results of SN, FTC, HTFCM, FTH, SDD and SFFCM
on test images from the BSDS500 dataset: (a) UI , (b) F
′(I) and (c)
Q(I). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.15 Background removal results on MSRA-B dataset. First column:
image name. Second to third columns: original and ground-truth
image. Fourth to eleventh columns: image segmentation respectively
by SN, FTC, HTFCM, FTH, Otsu, ITTH, SDD and SFFCM. . . . . 76
4.1 Demonstration of the proposed region merging algorithm on an
image of the MSRA-B dataset with (a) original image, and
segmentations with (b) k = 8, (c) k = 7, (d) k = 6, (e) k = 5, (f)
k = 4, (g) k = 3, and (h) k = 2 regions. . . . . . . . . . . . . . . . . . 90
4.2 Demonstration of the proposed regions merging algorithm on a
crack image with (a) original image, and segmentations with (b)
k = 6, (c) k = 5, (d) k = 4, (e) k = 3, and (f) k = 2 regions. . . . . . 91
4.3 Pipeline of the proposed framework . . . . . . . . . . . . . . . . . . . 92
4.4 Binarisation results on MSRA-B dataset. First row: image name
and original image, segmentation respectively by our approach,
minCE, Otsu; second row: FTH, ITS, SDD and SSFCM. . . . . . . . 96
4.5 Quantitative results of the proposed approach, minCE, Otsu, FTH,
ITS, SDD and SFFCM on test images from the MSRA-B dataset:
(a) C and (b) Q. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.1 Data communication structure . . . . . . . . . . . . . . . . . . . . . . 108
5.2 System architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3 Inertial and formation frames in UAV formation . . . . . . . . . . . . 115
5.4 Mission Planner incorporating Google Satellite Map to create initial
information and an inspection plan . . . . . . . . . . . . . . . . . . . 120
xi
5.5 Initialisation process for UAV formation. . . . . . . . . . . . . . . . . 122
5.6 The 3DR Solo Drone with retrofitted components . . . . . . . . . . . 123
5.7 Convergence comparison between conventional PSO and θ-PSO . . . 125
5.8 Bridge inspection with UAV formation: (a) Triangular UAV
formation, and (b) Planned path (yellow) and flown path (violet). . . 126
5.9 Trajectories of three UAVs tracking the planned paths . . . . . . . . 127
5.10 Altitudes of the three UAVs in the formation test . . . . . . . . . . . 127
5.11 Errors between the planned and flown paths . . . . . . . . . . . . . . 128
5.12 Angular velocity and angle responses in the presence of disturbances. 128
5.13 Network delay during the inspection . . . . . . . . . . . . . . . . . . 129
5.14 Embedded magnet cylinders and lifting mechanism. . . . . . . . . . . 132
5.15 Robotic system architecture. . . . . . . . . . . . . . . . . . . . . . . . 134
5.16 Robot prototype with integrated sensors. . . . . . . . . . . . . . . . . 134
5.17 Overlapped images used for stitching. . . . . . . . . . . . . . . . . . . 136
5.18 Relationship between multiple frames. . . . . . . . . . . . . . . . . . 137
5.19 3D map construction process employing ICP algorithm. . . . . . . . . 138
5.20 Adhesion tests on different surfaces under different degrees of
inclination. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.21 Robot moves on steel surfaces: (a) Without load, and (b) With full
load. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.22 Visual and 3D images acquired from cameras assist robot navigation
and map construction. (Top) Visual image; (Bottom) 3D image of
the structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
xii
5.23 Images stitching result: (Top) 10 individual images taken by the
robot; (Middle) Stitching image result from those 10 individual
images; (Bottom) Closer look (zoom-in) at some areas, from
left-to-right, showing good condition, seriously deteriorated
condition, and lightly deteriorated condition of the steel surface,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.24 3D registration and stitching from point cloud data. . . . . . . . . . . 142
6.1 Defect detection results on UAV image dataset. First to last rows:
image name, original image, groundtruth, segmentation respectively
by our result, Sauvola, and VE. . . . . . . . . . . . . . . . . . . . . . 145
6.2 Defect detection results on UAV image dataset (continued). First to
last rows: image name, segmentation respectively by minCE, Otsu,
FTH, ITS, SDD, and SSFCM. . . . . . . . . . . . . . . . . . . . . . . 146
6.3 Quantitative results of our approach, minCE, Otsu, FTH, ITS, SDD
and SFFCM on test images from the MSRA-B dataset: (a) C, (b) Q
and (c) Fβ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.4 Steel surface defect detection results in normal lighting condition.
(a) Image 11, (b) ground-truth, segmentation respectively by (c) our
result, (d) minCE, (e) Sauvola; (f) Otsu, (g) FTH, (h) ITS, (i)
SDD, (j) SSFCM, and (k) VE. . . . . . . . . . . . . . . . . . . . . . . 152
6.5 Steel surface defect detection results in low lighting condition: (a)
Image 12, (b) ground-truth, segmentation respectively by (c) our
result, (d) minCE, (e) Sauvola; (f) Otsu, (g) FTH, (h) ITS, (i)
SDD, (j) SSFCM, and (k) VE. . . . . . . . . . . . . . . . . . . . . . . 153
6.6 Defect detection results on CrackIT dataset. First to last rows:
image name, original image, segmentation respectively by our result,
Sauvola, and SDD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
xiii
6.7 Defect detection results on CrackIT dataset (continued). First to
last rows: image name, segmentation respectively by minCE, Otsu,
FTH, ITS, SSFCM, and VE. . . . . . . . . . . . . . . . . . . . . . . . 156
6.8 Quantitative results of the proposed approach, minCE, Otsu, FTH,
ITS, SDD and SFFCM on test images from the CrackIT dataset:
(a) C and (b) Q. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
xiv
List of tables
3.1 Detection results on SILSO sunspot number dataset . . . . . . . . . . 60
3.2 Detection results on NOAA sunspot number dataset . . . . . . . . . . 60
3.3 Segmentation results on the noisy image with SNR = 10 dB . . . . . 65
3.4 Average segmentation results on synthetic data . . . . . . . . . . . . 68
3.5 Comparison between SN and FTC in terms of peak detection on
BSDS500 images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.6 Average results of UI , F
′(I) and Q(I) on the BSDS500 dataset . . . . 75
3.7 Comparison between SN, FTC, HTFCM, FTH, Otsu, ITS, SDD,
and SFFCM on MSRA-B images . . . . . . . . . . . . . . . . . . . . 77
3.8 Comparison of processing time in seconds . . . . . . . . . . . . . . . . 78
4.1 Comparison of average measures on MSRA-B dataset . . . . . . . . . 98
5.1 Performance comparison between GA, TLBO, PSO and θ-PSO . . . . 125
6.1 Comparison of average measures on UAV image dataset . . . . . . . . 149
6.2 Performance comparison on steel bridge images . . . . . . . . . . . . 151
6.3 Comparison of average measures on CrackIT dataset . . . . . . . . . 158
6.4 Processing time in seconds on defect images . . . . . . . . . . . . . . 159
xv
Abstract
Machine vision offers an excellent tool for critical real-world inspection in indus-
trial applications. In an automated vision-based system, image processing and, in
particular, image segmentation remain an essential task, for which automatic ex-
traction of local maxima is an important process not only to extract the foreground
for post processing but also to separate objects from the background for identi-
fication and classification. Addressing this topic, the current thesis presents two
algorithms. First, a novel peak detection algorithm, the Summit Navigator, is de-
veloped to detect true peaks from gray-scale histograms of images. Here, inspired by
experience of mountain explorers in strategic planning, two location-based parame-
ters, namely the offset distance and observability index, are formulated to search for
all possible dominant peaks. Notably, this approach does not require any a priori
knowledge of the number of modes or distance between the modes in process. The
false positives of the searching phase are recursively filtered by means of unimodal
and linear fitting. Experiments on time series data and natural images are conducted
to demonstrate the advantages of the proposed algorithm in terms of accuracy and
consistency. Second, a binarised version of Summit Navigator is proposed for de-
tection of possible defects in built infrastructure. Based on the initial segmentation
of Summit Navigator, a new binarisation algorithm is proposed for surface inspec-
tion by extracting potential defect information from the background of gray-scale
images. To incorporate the idea of multi-level thresholding into a binarisation so-
lution, a contrast-based region merging technique is developed. This approach is
based on the observation that the defect-like regions notably appear darker than
the surrounding areas. Hence, recursively combining regions with similar intensity
can result in two most distinguished areas in terms of contrast difference. A data
processing scheme is introduced to extract training data from some reputable image
xvi
database. Then, the Bootstrap Aggregation (Bagging) technique is employed using
the decision trees method to train a classification model for automatic parameter
selection. Two unmanned systems are also put forward to support the data collec-
tion and the feasibility validation of the method in surface inspection. Experiments
on natural image binarisation and defect detection tasks are carried out to evaluate
the effectiveness of the proposed algorithm over state-of-the-art techniques.
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