Abstract To automate electron microscopy tasks, the main challenge is to integrate image interpretation. This article presents a first achievement in the domain of electron microscopy. ANalysis of IMages for Automatic Targeting and Extraction of Data in Transmission Electron Microscopy (ANIMATED-TEM) is a software toolbox composed of a set of image analysis algorithms and an examination scenario. Combined with microscope software, it runs all the microscope tasks and manages the exploration strategy of the carbon-coated grids on which the sample of interest (viruses, proteins, bi-dimensional crystal of membrane proteins, etc.) has been deposited. ANIMATED-TEM realizes the automatic examination of biological samples, working at several magnifications without human intervention. Online image analysis of micrographs is an essential part both to extract characteristic data and to manage automation, as interesting regions need to be identified to trigger new acquisitions at higher magnifications. This toolbox has been developed to perform high-throughput screening of 2D-crystallization experiments. It is operational on a microscope equipped with an automatic grid loading system, allowing the continuous and automatic analysis of up to 96 samples. Intensive testing over a period of several months confirms that ANIMATED-TEM achieves full automation with an efficient target selection and in a suitable computational time.
Introduction
This article presents a software toolbox for the automation of an electron microscope. All the examination steps of a biological sample are entirely automated. A customized grid autoloader system attached to the microscope enables the automatic loading and unloading of up to 96 grids in a row, without human intervention.
The ANIMATED-TEM software toolbox fully automates the microscope, triggers micrograph acquisitions with the integrated CCD camera and analyzes them. The main innovation of the toolbox is the automated on-line image analysis associated with the decision steps of grid examination. This automation technique mimics the strategy of a microscopist that assesses quickly the overall quality of the grid and the sample and selects the more interesting regions to be observed at higher magnification. These steps are essential: the objects being generally scarce and scattered randomly on the grid, it is not realistic to pre-define regions randomly nor to examine a grid systematically. The regions of interest (ROI) must be localized through image analysis. Each micrograph is also processed to extract a set of features that characterize the sample. The results are synthesized by statistical analysis and automatic sample classification. Therefore, the biologist has direct access to the results compiled for large series of samples. If necessary, he can also access any or all acquired images for further study.
The design of algorithms for electron microscopy image analysis is a challenging issue, both for its difficulty and the great potential it shows. Manufacturers offer microscopes interfaced to CCD cameras that are entirely software controlled, with performances suitable for automation. Several recent publications introduce very interesting tools for the automated acquisition of images (e.g., [1] [2] [3] ). For an entirely autonomous control, intelligent enough to adapt to each sample, image interpretation must be introduced. Therefore computer vision for electron microscopy needs to be devised. This led us to develop several original algorithms to solve the problem of localizing objects that are hard to detect, even for the expert eye. The difficulties are caused by the high level of noise in the images, by the weak contrast of the biological objects, and by the absence of texture or precise characteristics that would identify the objects searched for.
To our knowledge, this work is the first fully automated analysis of samples in TEM. The various tools developed by our team have been described with more details in previous papers [25] [26] [27] [28] and the first results in terms of biological research have been published in [6] . The main contribution of this paper is to present the integration of image processing and control tools on a microscope. A scenario manager coordinates the various software tools, the displacements of the sample, and the image acquisition. Thus the samples are analyzed in an entirely automatic manner. The article presents also new results by studying the reproducibility of the main algorithmic step: the selection of the potentially crystalline regions.
The context of this project is the implementation of a robotic tool-chain for the bi-dimensional crystallization of membrane proteins. This crystallographic technique is used to study the three-dimensional structure of proteins that are reconstituted in the presence of lipids to form artificial membranes. The determination of bi-dimensional crystallization conditions requires a large number of trials that compels automation.
The ANIMATED-TEM toolbox contributes to the final link of this robotization chain. It automates the examination step of each sample using TEM to evaluate the crystallization success. It is therefore dedicated to detect artificial membranes and ascertain periodic motives characterizing 2D crystals. It is composed of several image analysis tools and a scenario manager that organizes the set of acquisitions for each sample by locating the ROI and controlling the magnification levels. Each magnification level provides specific information and requires appropriate processing.
All data, the measured characteristics as well as the images, are stored and managed by a database system that allows the biologist to verify the analysis a posteriori, and if necessary, to reload and resume the sample observation in the microscope. A typical 96 grids run acquires about 6,000 images in 54 h, corresponding to a mean examination time of 34 min per grid. The run time and the number of image acquisitions are strongly tied to the quality of the sample and the protocol parameters. As a comparison, a well-trained and focused human operator can screen 3-4 grids per hour.
The paper is organized as follows. The scientific effort towards full TEM automation is overviewed in Sect. 2. The image processing tools to achieve automation are described in Sect. 3, followed in Sect. 4 by the microscope interface software and the architecture of the fully automated microscope control. Section 5 presents results of experiments conducted on the automatic platform, which validate the performances of ANIMATED-TEM.
Towards full TEM automation-state of the art
Several recent works illustrate the effort of the scientific community to automate tasks in electron microscopy. The applications are concentrated on a few specific fields. Among them, the study of the three-dimensional structure of proteins is the most illustrative example. Indeed, different techniques-tomography, single particles, and crystallization-are the subject of specific and long-term efforts for the development of software tools. The evolution of certain software toolboxes over the years shows both the magnitude of the task at hand and the increasing importance played by computer vision.
Today's electron microscopes are microprocessor controlled and can therefore be controlled by external software packages. The generalization of digital cameras opens the possibility to automate the acquisitions. A complementary step towards autonomy is the recent appearance of loading systems to insert specimens into the microscope. Potter et al. [4] use a robotic arm that reproduces the human grid insertion gesture, while Hu et al. [23] use a combination of a SCARA and Cartesian robot for the insertion of the specimen. Lefman et al. [5] describe a motorized cartridge holder of 100 samples for rapid specimen exchange. In this work, a customized Tecnai T12 is equipped with 12-grid auto-loader and 8-cassette carousel, for a total capacity of 96 grids [6] .
The first software tools for the control in TEM have been devised for the automation of repetitive data acquisition tasks by executing scripts [7] [8] [9] and for creating dedicated interfaces for specific techniques like tomography [10, 11] . Image processing techniques have first been used to design autotuning methods for accurately setting astigmatism, focus, and alignment of the microscope. Koster [7] introduced a correction of image shifts resulting from tilting the specimen in tomographic series data.
With the evolution of image processing techniques and strong increase and availability of computational power, the interpretation of images becomes of growing importance. It allows improvement of auto-tuning techniques (e.g., Mastronarde [12] , for correction techniques in tomography), but mostly for addressing new purposes. Image classification and interpretation or software evaluation become literally a necessity to process the thousands of images recorded by certain semi-automated systems, like the one proposed by Oostergetel et al. [13] . Anderson et al. [14] describe an ambitious project of automated analysis of the neural circuitry reconstruction by assembling thousands of TEM images. The single-particle analysis technique [15] is strongly based on computer vision techniques to reconstruct the threedimensional structure of macromolecules. The principle is to average a large number of identical particles to compensate for the limited resolution of the electron microscope. However, as the reconstructed resolution approaches the atomic level, hundreds of thousands of particles may be necessary. The manual selection of particles in micrographs becomes too tedious. Detection algorithms have been the subject of much research work compiled in [16] .
To automate the microscopy tasks entirely, the software must make the decisions in place of the human expert. The interpretation of the image must therefore be done in real time to make choices during the examination of the sample. Although these decisions are often limited, very repetitive and application dependent, it is still challenging to replace the expert with computational approaches. Two fields, electron tomography and single-particles analysis, illustrate well the state of the art, and they are both the subject of important developments.
In the field of electron tomography, the automation and integration of software tools in a unified interface is well advanced [3, 17] , and manufacturers, like FEI, offer software packages for tomogram acquisition and reconstruction. The sequential tilt-series acquisition is fully automated. Recent software packages enable to chain several series, advancing from one target to another. Three-dimensional reconstructions are produced in real time and user intervention to set markers for reconstruction could be suppressed recently [18] . The automation is therefore almost total, the selection of targets remaining the responsibility of the user. Even though this work is eased by an optimal organization gathering the selections at the beginning of the session and an efficient software assistance [17] , it does not yet seem possible to replace it by a reliable algorithm.
The technique of single-particles analysis almost benefits from a full automation when the macromolecules to be detected are localized on a carbon film, with regular holes. The selection procedure determines successively the good grid squares, then the holes containing suitable and uniform ice layers in which the particles (protein, virus, etc.) were vitrified by fast plunging in a coolant like liquid ethane to preserve their native structure and to reduce the damages due to the electron beam. Some toolboxes, although offering efficient software assistance, remain semi-automated (e.g. [5, 19] ). They require a selection phase where the user picks interesting holes from images. Other toolboxes [1, 2, 20] , recently introduced an entirely automated mode using a computational image analysis for the selection task, but their designers remain cautious and do not consider their technique reliable enough. Thus, AutoEM [20] is configured by default in semi-automated mode; JADAS [2] proposes an automated selection after manually setting the image intensity criterion and calibrating parameters as diameter of a hole, the distance between neighboring holes, etc. Even with the success of the automation, Zhang et al., write that "the presence of trained user or the availability of an intelligent real-time data assessment software is still necessary to assure the data quality." Stagg et al. [21] , on the other hand, report the satisfactory performance of this selection with the Leginon software package [1] .
The important noise and the intensity fluctuations represent the main difficulties to extract reliable information from CCD micrographs. The localization of the holes is simplified by their regular geometry in the grid and a fixed-hole diameter and their periodical organization. However, the selection of suitable holes is delicate. The cited software packages all use the mean value and the variance of the image intensity within the hole to approximate the ice thickness (if the ice is too thick, the electrons do not go through the sample and the particles would not be visible).
A similar analysis technique has been introduced by Kylberg [24] for the first two levels of magnification of an automated virus diagnosis system. The overview images of the grid are first analyzed to precisely localize and select good squares. At higher magnification, an empirical analysis of the problem leads to the formulation of a few simple rules: regions with a higher probability to contain small clusters of viruses are identified by detecting objects that are somewhat circular and of diameter in a given range. The algorithms have not yet been integrated in a control system, but seem promising.
In many other applications of electron microscopy, the objects of interest are more complex and have irregular structure. It is therefore very challenging for computer vision to localize them. The automation of the analysis of bi-dimensional crystal samples is one example [22, 23] . The work presented in this article is the first to integrate a fully automated selection of targets.
Image processing tools
The ANIMATED-TEM toolbox gathers a set of tools to control the automatic examination of samples in TEM. It has been developed as a Matlab Toolbox, requiring Matlab's Image Processing Toolbox. It controls the examination scenario and the image analysis. It is designed as an independent module, running on a dedicated workstation and communicating with the microscope workstation via a TCP/IP link with a high-level protocol. The images, acquired with a 1024 × 1024 pixel CCD camera mounted on the microscope, are transferred to the workstation and processed immediately.
This section is dedicated to the description of the image analysis tools while the software elements of the examination scenario and the microscope user interface are presented in Sect. 4 .
A brief introduction to the biological context will help to define the image processing purposes more precisely. The samples are the result of crystallization experiences (for more details see [6] ). They initially contain a purified protein, detergents, and lipids. The objective of crystallization is to reconstitute, at high concentration, the protein in a lipid bilayer as in a cell membrane. This way, the protein molecules form a periodic motive named 2D crystals. After the crystallization phase, the samples contain remnants of the initial chemicals and membranes in small or large quantities, according to the success of the experience. These samples are deposited on standard TEM grids. These 3 mm diameter copper grids are covered with a carbon film on which the samples will bind. A staining procedure, consisting of the deposition of heavy atom salt (like uranyl acetate) on the surface of the crystals at room temperature, is used to enhance the contrast. This negative staining procedure makes the sample to analyze very stable under the electron beam in contrast to biological sample, and the grid can be stored for years. Also it does not require the plunge freezing procedure described above, and it has been entirely automated.
Therefore, the ANIMATED-TEM image analysis tools have the purpose to localize and characterize the membranes present in the samples. Although the variety of objects potentially present on a grid is limited, the difficulty to identify them resides in their nature: even with the staining procedure, these extremely thin (5-12 nm) membranes create a very low-image contrast, and superpose often. Their size and shape are diverse and they adopt various spatial configurations: sheets, tubes, vesicles, aggregates.
The algorithms that have been developed are able to adapt to the various types of membranes and to the possible fluctuations of the acquisition parameters. All parameters are predetermined or automatically adjusted. The system therefore runs without human intervention at any time.
Automatic analysis of a specimen requires the acquisition of images at three levels of magnification. At each level, a specific analysis is required and will be introduced in the following sub-sections. The medium magnification level is the more complex one and will be treated more in detail. It is also the main contribution of this work.
Low magnification image analysis
At low magnification (field of view of at least 300 × 300 μm for 1024 × 1024 pixel images), a set of images is acquired Fig. 1 Example of low-magnification image (300 × 300 μm field of view for 1024 × 1024 pixel image). The white rectangles outline the valid membrane grid squares retained for further processing by scanning the sample systematically to form an atlas of the grid. This copper grid is totally opaque to electrons. The sample has been deposited on a carbon film and covers the whole grid (diameter: 3 mm). It can be observed in the square holes of the grid, noted grid squares (see Fig. 1 ). The image analysis of the atlas assesses the overall quality of the grid: it localizes the grid squares, labels and discards the squares where the carbon film is broken and selects a number of good squares for further analysis.
The determination of two thresholds in the gray-level images is necessary. The first, T g1 , segments the atlas in regions corresponding respectively to the copper bars and to the grid squares. The second, T g2 , localizes the regions without carbon film. To avoid any calibration procedure or human intervention and to adapt to the unavoidable contrast fluctuations, the algorithm automatically selects these thresholds based solely on the image atlas.
Threshold T g1 is determined from the atlas histogram. The copper bars appear very dark in the image and induce a wellformed peak in the histogram that is easily thresholded. The precision on this value is not critical for further analysis. The segmentation of the atlas with T g1 is sufficient to localize each grid square, and to crop the local images, which are then processed individually.
The determination of T g2 is based on the identification of a few regions that can be classified without ambiguity using a simple heuristic approach as illustrated in Fig. 2 . Square class (a) characterizes an undamaged film: its gray-level histogram presents a single peak, and the presence of dark, scattered regions confirm definitely the presence of carbon film on which the objects have been deposited. Class (b) reveals a partially broken film: the histogram is bimodal. In this step, only these two classes are interesting. The recognition rules are expressed without prior knowledge of the characteristic gray-levels. After thresholding the peak to the right of the local histogram, representing the brightest background pixels, the segmented surface is analyzed. It is of class (a) if it represents a large proportion of the square and presents dark spots; it is of class (b) if it is small and contains no spots.
These rules are sufficient to classify at least a few regions of the atlas that are used to determine the mean gray-level of the undamaged and broken film, thus determining threshold T g2 .
Once this threshold is determined, all square grids can now be classified. Aside from previous classes (a) and (b), two more classes are taken into account: (c) grid squares lacking the carbon film completely, and (d) grid squares where no visible objects can be seen at this resolution.
This analysis outputs the proportion of good grid squares (a) of the preparation, and their coordinates for mediummagnification targeting. The first experiments, presented in [25] and well confirmed since, compare the classification results with those of an expert. Thirteen percent of good squares out of 1,563 have not been recognized, but more importantly only one percent of squares have been wrongly put in class (a) (false positives), which is important for the next steps.
Medium magnification image analysis
At medium magnification (field of view ≈ 15 × 15 μm), the purpose is to locate the image regions corresponding to membranes, and to characterize these regions in terms of size, shape, and stacking level when several membranes are superimposed or aggregated. This information is collected to identify artifacts, to classify and count membrane objects. The size of the objects contributes to the global evaluation of the crystallization trial. These results are also used to select regions to be examined at high magnification.
The analysis of these images is therefore critical to examine the sample, but also very challenging due to the very low signal over noise ratio of the objects of interest.
Contour detection
The location of membrane regions, the initial step for any characterization, is based on the contour detection of the objects.
Region-based approaches, that have been considered, as well as techniques based on membrane zones characteristics (statistics, texture, etc.), turned out to be unsuccessful, the fluctuations in image characteristics being too important to ensure the slightest bit of reproducible results. Contour detection is also difficult, because the interesting objects for biologists are large, plane, non-stacked membranes. In the image, these objects present a very low contrast, and their limit is not always clear. The profile of the background transition is typically sigmoid-like, but the staining procedure and the image formation process can induce considerable fluctuations in the shape and width of the boundary of any object. These considerations oriented our works toward the multiscale approaches, primarily developed by Witkin [12] . The idea is that part of the information can only be observed at a certain scale. Edge detectors typically operate only at a definite spatial scale and thus, the combination of several scales enhances their performances.
In most applications, the multi-scale approaches are used to select, among all edges detected with precision using fine scales, the more interesting edges at coarser scales [9] . In this work, a different property is used: the coarser scales increase the probability of identifying the edge transition in the noise. Contour detection is based on the histogram threshold of the gradient images, obtained at different scales of a pyramidal transform [27] .
The multi-resolution transformation is based on a nondyadic pyramid with integer reduction rate,
where f (x, y) is the initial gray-level image, s ∈ V s is the scaling factor; typically V s = {1 2 3 4 5 6 7 8 9 10}. T (x, y, σ) is a Gaussian kernel of radius σ proportional to s and of support k.
The gradient, noted ∇ I s (x, y), can be measured with Sobel-or Prewitt-like filters. The local standard deviation (3 × 3 or 5 × 5 pixels kernels), measuring the local heterogeneity, is also a good non-directional contour detector and shows good performances in TEM images.
The histogram of the gradient image H s = H(||∇ I s (x, y)||) is typically an unimodal distribution in which the contour pixels appear mostly in the tail of the distribution. Several thresholding techniques are available and are described in the literature, but to increase the performances in this multi-scale context, a variant has been elaborated: the T-point algorithm [26] . The right side of the histogram, starting at the value of the mode, is identified by a piecewise linear regression. The curve is decomposed in two parts by an arbitrary breakpoint t. A linear model is fitted to each part (Fig. 3) . The T-point is defined as the position of point t that minimizes the residual square error between the two fitted segments and the curve. By defining the cost function over the whole descending curve instead of some particular points only, the method proves to be more robust than other tested methods.
At each scale s, the gradient image ∇ I s (x, y) is thresholded with value T s computed by the T-point algorithm. We denote B s the binary image such as
and B Rs the image re-sized to the dimension of I 1 using nearest-neighbor pixel technique without interpolation. The binary images are combined in one image, called Reconstructed Gradient-Like (RGL) image, is defined such as the gray-level of each pixel is proportional to the smallest scale at which the edge has been identified. The RGL image is determined by
where I R is the set of re-sized binary images, weighted with a gray-level decreasing with scale s:
with n the maximum index included in V s . This RGL image represents contours like a gray-level relief. Gradientless regions form 0-level basins in the initial image. Contours appear in relief, where finer scales correspond to higher gray-levels and more precise positioning of the contours.
The final splitting and contour positioning is achieved by applying the watershed algorithm [30] to the RGL image. The algorithm therefore determines continuous contours, in connectivity 8, separating the regions of minimum level. On the resulting image (Fig. 4b) , this method allows the identification of most of the membrane regions, even the lowest contrasted ones.
To obtain a maximum of sensitivity, the image pyramid uses the coarsest scale that can induce false contours that will affect the analysis of the regions. A complementary algorithm eliminates these segments, based on the measure of the gradient perpendicular to the contour. The analysis is therefore not performed in the neighborhood of individual pixels, but on all contiguous pixels that separate two regions [28] . If the segment is relevant, a regular and coherent gradient perpendicular to this segment can be observed; in the case of a false segment, the gradient is either missing, or it exists only partially, or it is incoherent along the segment.
Each segment is validated with the statistical hypothesis test approach, which compares the gray-level of neighbor pixels with a uniform slope and computes a validation threshold. The best assumption for this test is a uniform slope, since in micrographs the edges appear not as steps but as ramps of variable length or even with more complex profiles.
The algorithm computes the average correlation coefficient of the segment s ( u, v) with the reference profile f (here a uniform normalized slope of variance one):
where X i p represents the pixel extracted by a particular oriented mask centered on pixel p, n the pre-determined size of the mask, and l the number of elements of S(u, v). The validation threshold for each segment
is determined using the statistical hypothesis technique, based on the significance level for a given error risk α, with N the corresponding number of pixels. The standard deviation of the image noise, σ noise is estimated empirically in contour-less regions. Only the validated contour segments C( p) >T cs that de-limit closed image regions are kept (Fig. 4c) .
Region characterization
Once the image is segmented, the regions are classified into foreground, corresponding to objects on the grid, and background. More information is then extracted to characterize each foreground region. The stacking level of the membrane objects is an important piece of information. It is interesting to classify the regions into several categories (Fig. 4d) : level 1 (non-stacked membranes), levels 2 and 3, level 4 and above (stacking up of more than 3 levels of objects). Membrane contours, regions gray-level, and the geometry of the superimpositions, provide the biologists with indications on which they build their sample evaluation.
A membrane layer scatters the electron beam weakly and appears quite transparent in TEM images. The stacking of several layers increases the image contrast. However, the difference remains too weak, considering the image noise and fluctuations, to use a simple correlation between the mean region gray-level and the membrane stacking level.
Based on a similar approach to the one presented in Sect. 3.1, the algorithm iteratively labels each level in two steps. Empirical rules, based on the neighborhood and the gray-level variation, select a set of regions belonging quite certainly to the searched stacking level. This step permits deducing the selection thresholds and completing the labeling. This technique, described in [29] , avoids a prior or manual determination of the thresholds, and takes the unavoidable illumination fluctuations and carbon film scattering into account. The use of this labeling to select ROI is presented in Sect. 5, along with experimental results.
The shape of the contour line contributes also to the region characterization. This feature is useful to classify objects like vesicles, tubes, etc., or to select potentially crystalline regions (Sect. 5). Only the external contours are processed (Fig. 4e) . They are divided in sub-sections that can be approximated locally by lines or arc of circles, based on a recursive method [31] .
The critical information to assess the biological sample is the presence of a high concentration of protein molecules in the reconstructed membrane. This characteristic cannot be seen in medium magnification images. However, proteins form periodic motives on the membrane surface that are easily identified in micrographs at high magnification. To assess a crystallization experience, it is sufficient to select a few regions that are large enough and non-stacked. These characteristics are used to rank the regions and retain those that will be observed at high resolution.
High magnification image analysis
These images are acquired at high magnification (around 30,000×, i.e., 0.5 nm/pixels) in order to assess the crystallinity. The identification of a crystalline motive is based on the Fourier Transform (FT) and the identification of diffraction peaks whose arrangement is characteristic of the mesh. The FT image requires a correction due to the electron microscope that transmits only certain spatial frequencies. This specific contrast transfer function (CTF) appears in the FT space as a heterogeneous background, called Thon rings. The profile of the rings is identified by a radial average and subtracted from the image. A simple threshold is then sufficient to determine the diffraction peaks. A preconfigured and constant threshold is satisfying [25] .
Microscope software modules and automation
Two software modules perform TEM automation. One module associate with ANIMATED-TEM is a scenario engine that manages steps of acquisition and image analysis. It is running on a remote PC workstation. The second module, JusT12, is embedded on the TEM control workstation. It has been developed as a high-level abstraction layer using an HTTP server for interaction with ANIMATED-TEM. The software interacts with the microscope control tools by sending HTTP requests corresponding to the desired action (stage displacement, image acquisition magnification to be set, etc). The microscope control computer controls physically the devices of the TEM according to the requests received. It also transmits to the image-processing computer the images acquired by the CCD camera.
In the first subsection below, the microscope control tools are briefly presented. The second subsection develops the scenario monitoring the automatic acquisition and introduces the graphical user interfaces (GUIs).
Microscope interface software
The Tecnai T12 microscope is equipped with a 1024 × 1024 CCD camera, and with unique autoloader and carousel (Fig. 5c-e) . The carousel encloses 8 cassettes of 12 grids. Cassettes can be inserted consecutively in the autoloader, which then controls the loading of the grid into the microscope, enabling the control of the microscope for a fully autonomous acquisition of images from 96 different samples.
The microscope control tools drive the physical devices: command of the microscope (stage displacement, image acquisition, magnification setting…), grid loading devices (autoloader and carousel), camera settings and image acquisition (Fig. 5b) . The software module, JusT12, uses the FEI automation servers and an additional server that has been developed to control the 12-cassette carousel. Although these automation servers are based on COM technology and permit remote access, JusT12 ensures better performances, facilitates development, and in the future, the portability on other microscopes.
ANIMATED-TEM sends Semantic requests to JusT12 with HTTP protocol. The request includes the command and required parameters (e.g., coordinates of the new position, index of the grid to be loaded, amount of illumination, value of the stage displacement, magnification, etc.). For an acquisition request, the image is transferred to the ANIMATED-TEM computer for analysis and storage.
Automatic run scenario

Presentation
The automation engine, integrated in ANIMATED-TEM, manages the automation steps. It sends semantic commands to the microscope, activates image analysis modules, and decides the next acquisition. An automatic run is defined as the examination of all grids loaded in the carousel. Up to 96 grids can be processed without human intervention.
The scenario iterates the following steps for each grid: grid loading (step 1) and specific processing for each magnification (steps 2-4). Figure 6 shows typical acquisitions for this scenario. The flowchart in Fig. 7 details each step made during grid analysis. The number of iterations depends on the result of the image processing, and predefined user settings that limit the amount of images acquisitions.
As shown in the flowchart, the low-, medium-, and highmagnification steps are made of three parts:
• the managing of the iterations (amount of images acquired).
• the semantic commands to move the stages to the desired targets, and to acquire the images (this latter includes the commands of the exposure time, illumination, defocus): at high and medium magnification, positions are determined by the image processing achieved at the previous magnification. At low magnification, images are acquired according to a circular-like pattern, as shown in Fig. 8 .
• the processing of the images, using the tools presented in the previous section. Table 1 shows the duration and number of images acquired at each magnification for several runs. The overall time of a run is bounded by image amount limits but can be considerably reduced when the number of interesting objects is small. Figure 9 is an overview of the last run of Table 1 . Each cell contains the results of one grid: the number of images acquired at each magnification level and the total duration of the run. The color code highlights the most interesting grids, based on the amount of high-resolution acquisitions. For example, Cassette 1, Grid 1, is an interesting sample (outlined in red) for which 15 suitable grid squares are identified at low resolution, 20 at medium magnification, and 103 at high magnification, for a total examination time of 81 min. On the contrary, in Cassette 1, Grid 8 (outlined in gray), only low-magnification images are acquired because the carbon film is completely broken. Such a grid requires less than 10 min to process.
ROI selection at medium magnification
The ROI selection at medium magnification is a crucial step for the correct development of the automatic analysis of 2D crystals. Therefore, it has to be robust, quick and as close as possible to the choices that a biologist would make during a manual analysis of the grid. This is shown on an example where the automatic selections made by ANIMATED-TEM are compared with the decisions of an expert, in various acquisition conditions.
The selection procedure by biologists guided the parameter choice used in the automatic selection of the ROI:
1. Only the non-stacked regions are selected. Indeed, the diffraction pattern is easier to study on non-stacked objects. 2. The smallest regions (<500 nm) are removed from the selection. Their area is insufficient to form well-defined diffraction patterns. 3. Experience shows that the crystalline membranes often present some linear edges. The shape of a membrane contour is thus considered.
Among the segmented regions, only those that are considered non-stacked by the stacking algorithm and of size above 500 nm are retained as targets. All other regions are discarded. It is then necessary to rank each of these regions in order to select the best ones. Each region is indexed both according to its size and the length of its linear edges, according to an adjustable weighting factor. By default, in this application, only the best two regions are used for acquisitions at high magnification. This limit can be modified by the user.
Graphical user interfaces
Several GUIs have been developed, mainly the Launcher GUI to launch the automatic run and to set some parameters, the Browser GUI to visualize the results, and the Carousel GUI for handling the cassettes.
The Launcher GUI (Fig. 10) configures the automatic run. The main setting parameters are:
• the acquisition parameters (illumination, exposure time, etc.); Fig. 9 Overview result window of a 96-grids automatic run. The number of images acquired at low, medium, and high magnification, along with the total analysis time of the grid is given for each grid. The most interesting samples are those that triggered a large amount of high magnification acquisitions (outlined in red) (color figure online)
• the grids that should be analyzed during the run;
• the maximum amount of image acquisitions at each magnification level.
The Browser GUI (Fig. 11) has been developed to view the images automatically acquired. The interface links images to the corresponding acquisition at lower or higher magnification. The user can reload a selected grid and move it to the position where the current image has been acquired.
A pop-up window can be opened to display statistical characteristics concerning the run and the sample. For each grid it gives the examination duration, the number of images acquired, the percentage of good-quality grid squares estimation, and the average size of non-stacked membrane regions.
The Carousel GUI (Fig. 12) has been designed to control the new custom-made carousel that has been specifically built as an add-on to the autoloader of this microscope. The GUI initializes the position of the eight cassettes in the carousel after a new mount (docking) and visualizes the state of the machine and the sensors. This interface also integrates a manual-loading mode.
Automatic run duration analysis
The overall duration of an automatic run depends primarily on the number of images acquired and processed at each level of magnification. This number varies according to the quality of the grid and the interest of the sample. The global duration of an automatic run is obtained by summing the durations of Fig. 10 Launcher GUI to set the parameters for an automatic run (above), and two pop-up windows to select the grids to be analyzed (middle), and to adjust the default parameters used by image-processing algorithms (below) the various processes, i.e., the cassettes loading duration, the grids loading duration, and the image acquisition and processing durations at each level of magnification. The cassettes loading duration D C represents the amount of cassettes used in a run times the average loading time of a cassette (300 s). The grids loading duration D G is the amount of grids times the average loading time of a grid (180 s). The average image acquisition and processing duration for an image is 20 s at low magnification, 27 s at medium magnification, and 40 s at high magnification. The total duration at a given magnification level is proportional to the number of images at this level, resulting in D L , D M , D H at respectively low, medium, and The overall processing duration can therefore be expressed as the sum Figure 13 illustrates the chronology of events in an automatic run on an example of a grid analysis leading to the acquisition of 10 images. The processing of image 1 at low magnification triggers the selection of two targets at medium magnification (images 2 and 5). Two ROI are selected in image 2 that trigger the acquisition of images 3 and 4 at high magnification. 
Image acquisition duration
The average durations for microscope control and image acquisition at each magnification level are given in Table 2 . These durations include the setting of the acquisition parameters (magnification, exposure time, illumination, and defocus), the stage displacement, and the image acquisition. The last two steps are the most time-consuming. The image acquisition duration could be reduced with a faster camera (gain of about 5 s). The greater travel distances at low magnifica-tion explain the higher duration at low magnification. At high magnification, the time also includes the auto-focusing step, which is time-consuming (up to T F = 50 s). The average time for image acquisition duration can be reduced by diminishing the frequency of the auto-focusing measurement for neighboring targets. This method is optional in the Launcher GUI.
Image processing duration
The strategy used for grid analysis is to acquire first lowmagnification images to assess the quality of the grid and to establish the list of valid grid squares to be examined at higher magnification. The average time for the processing of an image is about 3 s. At medium magnification, the chain of algorithms detects edges of membranes, characterizes each region and selects a list of targets. The computational time is about 15 s for the multi-resolution based process, i.e., multi-resolution segmentation, contour validation, stacking representation, shape recognition, and ROI selection.
At high magnification, the average time for image processing corresponds to the computation of the FT images for the estimation of the power spectra and the diffraction peak identification. This treatment takes approximately 1 s. 98% of the FT images were properly automatically classified in terms of diffraction peaks. The false classifications are mainly due to bad-quality crystals, i.e., crystals presenting diffraction peaks with a signal-to-noise ratio (SNR) below the detection threshold.
For each magnification level, Table 2 decomposes the total duration into image acquisition and image processing durations. The execution of the physical commands on the microscope to acquire images is the most time-consuming. The optimization of the medium magnification imageprocessing step would reduce the overall duration significantly. The proposed strategy appears therefore to be well adapted for such controls.
Results and experiments
During the testing phase, over 66,000 images have been treated, corresponding to approximately 1,500 grids analyzed in 230 runs. The toolbox now is used routinely by biologists, and first studies of protein molecules have been published recently [6] .
This result section focuses on the selection of ROI at medium magnification. At low magnification, the detection of broken carbon film is easily verified and shows good results. At high resolution, the image processing techniques are based on well-known and validated techniques.
The study of micrographs at medium magnification represents the major step towards full automation, both for the importance of the results in the success of sample examination and for its challenge in terms of image processing.
The evaluation of the algorithms also represents a practical difficulty. The individual validation of the processing 
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steps can reasonably only be done on a few images but never systematically. Indeed, experts kindly accepted to segment and label some parts of a few micrographs. This is a very tedious and time-consuming work. Moreover this labeling is not directly comparable: the expert inescapably includes some image interpretation, human decision being more intuitive, not using the same steps. In this section, the comparisons are focused on the final result, the selection of the ROI. The choice of the n most interesting regions is far from being unique. However, the pertinence and reproducibility of the selections is verified under variable acquisition conditions. Figure 14a shows a typical image acquisition at medium magnification. An expert biologist has been asked to examine the image and select the most appropriate areas to be checked for crystallinity at high magnification. The result of this manual selection is presented in Fig. 14b . The most interesting regions (first class) are outlined in black, interesting regions in gray (second class). The expert's criteria are the size and shape of the regions and the stacking of the membranes. This image is the reference image for this experiment.
Experimental conditions
To study the robustness and reproducibility of ROI selection, a number of acquisitions in various conditions are made. The same sample membrane area that led to the reference image in Fig. 14 is now acquired several times with various exposure times and illumination rates within realistic value ranges for this application. Indeed, so far there is no process available to set exposure time and illumination automatically yet, and the image acquisition settings are not always optimal. Table 3 shows the values of these parameters for each acquisition (acquisitions 1-11). In a second step, acquisitions are made varying the magnification (acquisitions 12-16), and finally the stage position is varied (acquisitions [17] [18] [19] [20] [21] [22] . Figure 15 shows each of these acquisitions with the resulting segmentation overlaid. The ROI are chosen among these segmented regions. Several remarks may already be made. First, it can be noted that the segmentation is sensitive to illumination and exposure time. Second, new objects may appear in the images with magnification or stage position changes. These parameters have not been considered by the expert during his classification.
Results
The ROI selection algorithm has been applied to each of the 22 acquisitions represented in Fig. 15 . The results are summarized and presented in Fig. 16 . For each acquisition, the percentage of ROI selected by ANIMATED-TEM is represented according to the expert's classification: first class in black, second class in dark gray, regions not selected by the expert in lighter gray, and new regions not present in the expert's image in pale gray (acquisitions [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Stars plus circles represent the number of ROI selected by ANI-MATED-TEM in each class, i.e., the number of non-stacked regions above the size limit (500 nm). The two stars for each acquisition correspond to the bestranked regions leading to acquisitions at high magnification. For example, in acquisition 7, 12 ROI have been found: 5 of them are found in the first class of the expert (41.6%); 4 in the class (33.3%); and 3 have not been retained by the expert (25%).
The main difference between first and second class is the size of the ROI. Both classes are therefore suited to test the crystallinity of a sample. One can notice that segmentation in regions under various acquisition conditions is very variable, and data that is considered by the expert as one sole zone can be broken down in several regions by ANIMATED-TEM.
When the acquisition parameters change for the same location (acquisitions 1-11), on average 80% of the selections made by ANIMATED-TEM correspond to the selection of the expert. Moreover, if only the two highest-ranked (starred) regions are retained, there is only one ROI in acquisition 11 that does not match with a choice of the expert, and for this acquisition the experimental conditions are far off the nominal values (Table 3 ). In 64% of the cases, both selected targets match with regions of first class of the expert and in 91% of the cases they are part of the choice of the expert (first or second class).
The goal of this experiment is to validate the automatic approach to 2D crystallization screening. If the experimen- Fig. 15 Results of the automatic partition obtained on the same object acquired under different conditions tal protocol is correct, there will be plenty of occasions to observe crystalline membranes on the grid. Consequently, even if a few high-magnification acquisitions are useless because of a wrong choice of targets, it will not affect the final result. There will be statistically enough observations allowing the characterization of the studied experimental protocol.
When the magnification is changed or when the stage is moved (acquisitions [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , the elements composing where the membrane we used as reference is too small and less interesting than other objects within the image, many regions being identified as interesting by the expert also appeared to be so by ANIMATED-TEM.
Conditions of acquisition have to be as good as possible to allow image-processing tools to be efficient. Despite this, ANIMATED-TEM is capable of selecting ROI in a very robust manner, according to what a biologist expert would do, even when the conditions are not optimal.
Conclusion
This article presents a fully automated system for sample analysis without human intervention on an electron microscope. The ANIMATED-TEM software toolbox controls the microscope, triggers micrograph acquisitions with the integrated CCD camera, analyzes them and schedules the next steps of sample examination. Image processing of micrographs is an essential part of the toolbox, and the most challenging one. Biological objects present weak contrast and no texture characteristic in images with a high level of noise. Appropriate algorithms can nevertheless extract information.
The results show that the ROI selected by the toolbox are reproducible even when the acquisition conditions are modified, and in accordance with the selection of a microscopy expert.
In recent months, several test runs have been made, in which about 1,500 grids have been analyzed automatically, confirming the efficiency of the overall system. The image processing duration is much less than the microscope control commands duration and can easily be optimized in future development. The proposed control strategy handling the acquisition procedure achieves the processing of a grid in an average of 34 min.
The toolbox is dedicated to the detection and classification of artificial membranes, but this first success of a full TEM automation opens the way for the development of imageprocessing tools for electron microscopy.
