Near a birth-death critical point in a one-parameter family of gradient flows, there are precisely two Morse critical points of index difference one on the birth side. This paper gives a self-contained proof of the folklore theorem that these two critical points are joined by a unique gradient trajectory up to time-shift. The proof is based on the Whitney normal form, a Conley index construction, and an adiabatic limit analysis for an associated fastslow differential equation.
Introduction
Let M be a smooth n-manifold and let (F λ ) λ∈R be a smooth family of functions having p 0 ∈ M as a birth-death critical point for λ = 0. This means that at the point p 0 , the differential of F 0 vanishes, the Hessian of F 0 has a one dimensional kernel, and two numbers, the third derivative d 3 F 0 and the mixed derivative d(∂ λ F | λ=0 ) in the direction of the kernel of the Hessian, do not vanish. (See Definition A.1.) Assume these two latter numbers have opposite signs. Then the birth side is λ > 0, i.e. for λ > 0 sufficiently small, there exist precisely two critical points p ± (λ) of F λ near p 0 , which are Morse and have index difference one.
Main Theorem. Assume F λ : M → R, p 0 , p ± (λ) are as above and let {G λ } λ∈R be a smooth family of Riemannian metrics on M . Then, for λ > 0 sufficiently small, there exists a unique (up to time-shift) gradient trajectory Γ λ : R → M solvingΓ λ = −∇ G λ F λ • Γ λ and connecting the critical points p − (λ) to p + (λ). Moreover, the unstable manifold of p − (λ) and the stable manifold of p + (λ) intersect transversally along Γ λ .
Proof. See page 35. qed
This is a folklore theorem and a version of it was stated, but not proven in [8, (3.10) ].
The main difficulty lies in working with general metrics, as the metric can couple the system of non-linear ODE's. In [11, Section 3.6 ] to circumvent this difficulty, the author which has the unique solution tanh((1 − b 2 )t) (up to time-shift) under the boundary conditions lim t→±∞ z(t) = ±1. With the corresponding x from the first line, we get a limit solution γ 0 : R → R n at = √ λ = 0.
The name adiabatic limit was introduced to mathematics by E. Witten in [22] . This method can be used to construct solutions to certain geometric differential equations; typical examples are [5] , [6] , [7] , [10] and [19] . These equations always present a certain rescaling parameter. The leitmotif is that, as this parameter goes to zero, the underlying metric degenerates and the equations change into those of a different geometric type. A solution of the limit equations will then give an approximate solution for the original equations for small parameters. In this paper, we showcase this method in the simpler setting of ODE's as opposed to the PDE setting of most other authors.
From the existence part of the argument (described in more details below), we will construct a solution γ to ( * ) close to the limit solution γ 0 for > 0 small. Here close depends on the right choice of -weighted norms, which is dictated by the geometry of the problem. These norms are crucial to making the analysis work as we cannot expect that γ converges in C ∞ to γ 0 , as tends to zero. It is worth noting that for b = 0 (a metric adapted to the (x, z) splitting) γ 0 = (0, tanh) solves ( * ) for all > 0. So this case is trivial. On the other hand, for b = 0, even this constant metric case is surprisingly hard to solve. The general metric case only adds error terms to ( * ) which do not add any new hurdles in the proof of the Main Theorem.
Outline Of Proof. Let us now outline the structure of the proof of the Main Theorem.
We provide an overview in Figure 2 . The argument can be broadly separated into three parts: local existence/uniqueness, strong local uniqueness and global uniqueness. As stated before, the starting point are local coordinates (I) adapted to both function and metric. After zooming in (II), we can state a local version of our result (Theorem 2.3) which will imply the Main Theorem, as described below in (XV).
• Local Existence And Uniqueness. This is an adiabatic limit argument. We start from a solution γ 0 of the equations for = 0 (III), as illustrated in Figure 1 , which is interpreted as an approximate solution to the -equations. The goal is to find a true solution nearby. The key point is the correct choice of -weighted norms (IV). This also leads to -weighted norms on L 2 (R, R n ), W 1,2 (R, R n ) and L ∞ (R, R n ). By linearising the equations ( * ) at γ 0 (V), we obtain a linear Fredholm operator D of index one. This operator is surjective and has a one dimensional kernel, since our equations ( * ) are invariant under time-shift. The Newton iteration for ( * ) requires a bijective linearised operator which is obtained by restricting the domain to the range of the -adjoint operator D * (VIII). To establish convergence of the Newton scheme, we will require linear estimates (VI) for D and D * with norms depending on > 0 and constants independent of . Quadratic estimates (VII) are also needed. This gives existence of a solution γ to ( * ) near the limit solution γ 0 for > 0 small. Furthermore, the same estimates imply local uniqueness (IX) under the following constraints.
(C1) The solution γ is close to γ 0 in the -weighted L ∞ -norm, and the difference γ − γ 0 satisfies a weak L 2 estimate. (C2) The difference γ − γ 0 belongs to the codimension one subspace im D * .
• Strong Local Uniqueness. We strengthen the local uniqueness by eliminating constraints (C1) and (C2). Exponential decay at the ends (XI) will eliminate (C1), and a time-shift will deal with the constraint (C2). These results are combined in (XII) to get the desired strong local uniqueness.
• Global Uniqueness. We are left with proving global uniqueness. To this end we construct a Conley index pair (XIII) to go from the global problem on the manifold to a local problem in the charts (XV). More precisely, a gradient trajectory in the unstable manifold of p − (λ) that leaves the local coordinate chart where equation ( * ) is valid cannot return to p + (λ), because the value of F λ has become too small. Furthermore, the Conley index pair construction will also provide us with a priori estimates (XIV) on all solutions of our equations ( * ). These let us apply the strong uniqueness to finish the proof of the Main Theorem.
The Gradient Equation In Local Coordinates
In this section, we execute steps (I) and (II) as outlines in the introduction. Namely, we write out the gradient equation in adapted local coordinates. Then, we will 'zoom in' and derive the local set of equations (4) that we will be used throughout the rest of this paper. Thereafter, we will state a local version of the Main Theorem, Theorem 2.3.
In the Main Theorem, we are interested in F : R × M → R a smooth function having p 0 ∈ M as a birth-death critical point of (F λ ) λ∈R for λ = 0 as in Definition A.1 together with a smooth family of Riemannian metrics (G λ ) λ∈R on M . By Theorem A.4 and up to flipping λ to −λ, we get c, 0 > 0, a family of charts ϕ λ : U ⊂ M → R n with ϕ 0 (p 0 ) = 0 and a family of affine invertible maps χ λ : R → R such that 2
is a symmetric invertible matrix, 1 ∈ R (n−1)×(n−1) is the identity matrix, b ∈ R n−1 is a column vector with b < 1 and h λ : ϕ λ (U ) → R n×n with h 0,(0,0) = 0 and h λ symmetric. For λ > 0, the critical points 3 (x, z) = (0, ± √ λ) are Morse of index difference one and for λ < 0, there are no critical points.
For 0 < λ < 2 0 , we study the negative gradient trajectories
where
Next, we 'zoom in', in order to get fast-slow system with fixed limits. Also, the metric will degenerate for = √ λ goes to zero, which is the standard setting for adiabatic limits.
Lemma 2.1. For (A,b,h) as in (1) and 0 > 0 as above, we get thatγ :
is solution to
Furthermore, (4) is the negative gradient flow equation of the pair (f , g ) given by
for (x, z) ∈ R n−1 × R and 0 < < 0 .
Proof. We plug in the expressions in (3) into (2) and obtain (4). Alternatively, with charts. By taking ϕ (3) (x, z) = (x/ 2 , z/ ) and χ (3) (w) = z/ , we get for 0 < < 0
So (f , g ) in (5) is also a gradient pair for (4) . qed
We can now give standing assumptions on triples (A, b, h) and formulate the Main Theorem in local coordinates. We will show in Section 5.3 how we go from the global Main Theorem to its local version Theorem 2.3.
Assumption 2.2.
Here A ∈ R (n−1)×(n−1) is a symmetric invertible matrix, b ∈ R n−1 is a column vector of norm b < 1, and h :
is a smooth function with values in the space of symmetric matrices satisfying h 0,(0,0) = 0. Proof. The existence part is proven in Theorem 3.13 and uniqueness is proven in Theorem 5.9. Transversality is proven in Corollary 3.14. qed
Local Existence And Uniqueness
This section contains the steps (III) -(IX) from the introduction, each in a separate subsection. Namely, we use local adiabatic analysis to derive existence in Theorem 3.13 and local uniqueness in Proposition 3.15. (A, b, h) will always satisfy Assumptions 2.2.
Adiabatic Limit
As illustrated in Figure 1 , after 'zooming in' Lemma 2.1, we blew up the point solution at = √ λ = 0 to a non-trivial solution γ 0 : R → R n , the limit solution. This solution will turn out to be the adiabatic limit of solutions γ of (4) for > 0 small. We will now derive a formula for γ 0 .
Furthermore, we define for
These are related. Namely, there is C > 0 such that for all 0 < < 1 and
Proof of (15) .
Therefore, using the Sobolev embedding Theorem [1, Theorem VIII.7], we get
For later use, we also compare the Riemannian metric g in (5) to the norm in (12) .
Then there is 0 > 0 such that for all 0 < < 0 , for all (x, z) ∈ R n−1 × R with h 2 ,( 2 x, z) ≤ M , and for all η = (ξ, ζ) ∈ R n−1 × R, we have
Proof. Let us introduce the following notations for (x, z)
Then we have by assumption that h 2 ,( 2 x, z) ĝ 0 ≤ M ĝ 0 < 1 2 , for all 0 < < 0 for 0 small. So we may apply Theorem 1.5.5 from [18] , to get
Linearise The Equations
We linearise our equations (4) at the limit solution γ 0 defined in (8) .
We set γ = γ 0 + η, where η = (ξ, ζ) ∈ W 1,2 (R, R n ). We plug this into (4) while using the defining equation for the limit solution in (6)
Note that such a γ has automatically the right boundary conditions 4 in (4). Setting h = 0 in (17) and linearising the equation at η = 0, we obtain the first part of our linearisation as D :
The second part of the linearisation E (defined below) has to do with h not being zero in general. We define F :
Then we have for η ∈ W 1,2 (R, R n )
The linearisation of F at η = 0 is given by
where E :
is the error term given by
Linear Estimates
In this section, we establish linear estimates for D , E and dF (0) := D + E which are needed for the existence result and local uniqueness.
Linear Estimates For
The triple (A, b, h) is as in Assumptions 2.2. The limit solution γ 0 was defined in (8) .
We will be interested in estimates related to the operator D defined in (18) . We start by calculating the adjoint operator D * in 3.3, followed by a proof of surjectivity of D in Proposition 3.4. With some more work, we end up with the crucial estimate in Proposition 3.6.
is the adjoint operator of D with respect to the L 2 -norm (13), seen as an unbounded operator with dense domain from L 2 → L 2 .
Proof. We can write
for all η , η ∈ R n . So one verifies by integration by part that
Here is a Lemma obtained by doubling the operators.
Proof. We start by doubling the operator for η ∈ C ∞ 0 (R, R n )
and pairing this expression (23) with η. We obtain the identity
which is also true for all η ∈ W 1,2 (R, R n ) by a density argument. Furthermore,
where the last equality follows from
The following Proposition proves that D is surjective.
Proposition 3.4. There exist C, 0 > 0 such that for 0 < ≤ 0 , we have
for all η ∈ W 1,2 (R, R n ) and where the norms are defined in (13) . This means in particular, that D is surjective, and that D * is injective with closed range.
Proof. By Lemma 3.3, we have for
We use that
where we used Cauchy-Schwarz and κ > 0 is such that Ax ≥ κ x for x ∈ R n−1 which exists as A is symmetric and invertible. Furthermore, we have
by (12) . Putting these two estimates back into (26), we get
where we chose 0 > 0 smaller such that 
where we used the defining differential equation
Hence combining all of the above, we get
The statements about D being surjective and D * being injective with closed image follow by the closed image Theorem which can be found in Theorem 6.2.3 of [18] . qed A weaker estimate holds for D . This is expected since invariance under time-shift of (4) means that its linearisation D has a non-trivial kernel.
Proposition 3.5. There is a constant C, 0 > 0, such that for all 0 < < 0 , we have
and for all η = (ξ, ζ) ∈ W 1,2 (R, R n ) where the norms are defined in (13).
Proof. Use Lemma 3.3 and similar estimates as in the proof of Proposition 3.4, to get
The observation that D does not have a kernel on im(D * ) leads to the following result.
Proposition 3.6. There are C, 0 > 0, such that for all 0 < < 0 , we have
for all υ ∈ W 2,2 (R, R n ) and where the norms are defined in (13).
Proof. We start by plugging in η = D * υ into equation (28), to get
where π ζ (η) = ζ is the projection on the ζ part. Next we estimate using (12) and Lemma 3.2 that for D * υ = 0
where the last line follows from Proposition 3.4. qed
Linear Estimates For E Defined In (21) And dF (0) := D + E
In this section, we study the part of the linearisation E which stems from the general metric (h = 0) and prove that the behaviour of dF (0) = D + E and D do not differ much on the image of the adjoint operator D * . We start by expressing E in terms of h. We use M = diag( , . . . , , 1) to express
for all η ∈ W 1,2 (R, R n ) and where γ 0 is the limit solution (8) . Also in this notation, we can rewrite the equivalence of norms (12) for η ∈ R n as
We will now show that on im D * the operator E is small compared to D .
and the norm is defined in (13) .
Proof. We use h 0,(0,0) = 0 from the Assumptions 2.2 to get by Taylor expansion the estimate
This estimate is not yet sufficient. We thus go on for
Here we used that there is κ > 0 such that κ ξ ≤ Aξ , Lemma 3.3, and the identities Ax = Q (ξ, 0) for ξ ∈ R n−1 and
for ζ ∈ R which are special cases of (27). Plugging this back into (33) with η = D * υ for υ ∈ W 2,2 (R, R n ) and using Proposition 3.6, we get by equivalence of norms (12)
Next, we prove a lemma that gives conditions under which a bounded linear operator
These conditions are met by the full linearisation dF (0) := D + E as shown in Corollary 3.9 below.
a bounded operator and assume there is β, C, 1 > 0 such that for all 0 < < 1 and all υ ∈ W 2,2 (R, R n )
Then there is 0 < 0 < 1 such that A restricted to im D * is surjective.
Proof. We know by Proposition 3.6 that there is C > 0 such that,
This proposition requires
which is possible, as D D * is surjective by Proposition 3.4. One can prove inductively that for w n := n k=0 µ k ∈ im A and x n := n k=0 D * υ k , we have by (34) and
for n ∈ N. Now we choose 0 > 0 maybe even smaller, such that C β 0 < 1, and we get
is Cauchy and so there is x ∈ im D * ∩ W 1,2 (R, R n ) with x = lim n→∞ x n and Ax = lim n→∞ w n = µ, where we used that A is bounded and that im D * is closed in L 2 (R, R n ) by Proposition 3.4. As µ was arbitrary, A restricted to im D * is surjective. qed Corollary 3.9. There is 0 > 0 such that for all 0 < < 0 , the linearised operator at zero dF (0) = D + E restricted to im D * is surjective.
Proof. We know by Proposition 3.7 that
for all υ ∈ W 2,2 (R, R n ) and 0 < < 0 . So we can apply Lemma 3.8 with A = dF (0) and β = 1, to finish the proof. qed
Finally, we extend the crucial estimate in Proposition 3.6 to the full linearisation dF (0).
Corollary 3.10. There is 0 > 0 and a constantĈ > 0 such that for all 0 < < 0 , 
Thus as soon as
Quadratic Estimates
This section is dedicated to quadratic estimates, first for R defined in (4) and then for F defined in (19) . These stem from the Hessian of 1 3 z 3 − z being constant equal to 2. These estimates will be the last step before we can establish existence in the next section.
Lemma 3.11 (Quadratic Estimates for R ). There are M, 0 > 0 such that for all 0 < < 0 and for allη, ∆ :
where R is defined in (4) and the norms are defined in (13) and (14).
Proof. Denote by L(η) := R (γ 0 + η) and note that
We recall the notation M = diag( , . . . , , 1) from the beginning of Subsection 3.4.2.
We recall that, by (31) for some c > 0,
where C 1 > 0 only depends on h C 2 (B 3 (0)) , b and A , and where we used the assumptions ∆ L ∞ ≤ 1 and 0 small. Furthermore for C 3 > 0, we have for 0 < σ < 1
where we used (12) . Therefore, we see that
For the other expression, we have again by Taylor
By a similar argument as above, we can conclude that
Corollary 3.12 (Quadratic Estimates for F ). There are M, 0 > 0 such that for all 0 < < 0 and for allη,
where F is defined in (19) and the norms are defined in (13) and (14).
Proof. We recall the formula for F with η ∈ W 1,2 (R, R n )
and see that the first and last term will not appear in the quadratic expressions above. Therefore, we get forη = (ξ,ζ), ∆ = (∆ ξ , ∆ ζ ) and γ := γ 0 + ∆ that
Now we can use (12) and (b/ , 1) = 1 from (24), to conclude that
and so the result follows from the quadratic estimates on R in Lemma 3.11. qed
Existence Via Newton
After establishing linear estimates in section 3.4 and quadratic estimates in section 3.5, we can now prove the existence of a solution to (4) near the limit solution γ 0 , which was defined in (8) . We recall from (20) , that γ = γ 0 + η is a solution to (4) if and only if η is a zero of the functional F defined in (19) . Therefore we are interested in finding a zero of a functional, which is exactly what a Newton iteration method does. This method requires a bijective linearisation dF (0). Our problem does not meet this condition. So to circumvent this obstacle, we iterate on the slice im D * which is orthogonal to the kernel. Such a Newton iteration method is typical for adiabatic limit analysis, see e.g. [6] . As a corollary, we can prove that the found solution is transverse as shown in Corollary 3.14.
Theorem 3.13 (Existence). There are C, 0 > 0 such that for all 0 < < 0 , there exists η ∈ W 1,2 (R, R n ) such that γ := γ 0 + η is a smooth solution of (4). Furthermore, we have
where the norms are defined in (13), (14) , the operator D * is defined in (22) and γ 0 is the limit solution in (8).
Proof. From (20), we know that γ = γ 0 + η for η ∈ W 1,2 (R, R n ) is a solution of (4) exactly if F (η) = 0. Our starting point is the limit solution γ 0 = γ 0 + 0. We recall that dF (0) := D + E , where D , E were defined in (18) resp. (21).
Such a υ 0 exists by Corollary 3.9 for all 0 < < 0 . Set η 0 := D * υ 0 , η 0 =: (ξ 0 , ζ 0 ). We have
where we used (12) , the definition of R in (4) and
We get from (36) that
Now we need to estimate the value of F on our new solution η 0 . As
Therefore, we get from the quadratic estimate of Corollary 3.12 and the Sobolev embedding (15) for 0 < < 0
1/2 0 ≤ 1. Now continue by defining inductively
We will prove by induction that we have the following inequalities for some
for all k ∈ N, all 0 < < 0 with 0 small. We start our induction, by noting that ( 0 ) and (♦ 0 ) have already been established in (37) and (38). Assume now for k ≥ 1 that we proved ( l ) and (♦ l ) for l = 0, . . . , k − 1. Let us start by proving ( k ).
Here, we used (36) in the first inequality and we used (♦ k−1 ) in the second inequality. Using the same argument repeatedly with (♦ l ) for l ≤ k − 2, we get to the penultimate inequality. The last one follows from (37). Hence, we get from ( l ) for l = 0, . . . , k that
For proving ( k ), we observe that due to dF (0)η k = −F (∆ k ),
≤ 1, we can apply our quadratic estimates from Corollary 3.12 with constant M > 0. Thus
where C 6 > 0 stems from Sobolev embedding (15) . We also used (39) and ( k ).
Thus, we get by (♦ k ) that for fixed 0 < < 0 , γ k is converging in W 1,2 (R, R n ) to some γ = γ 0 + η , such that by (39), (♦ k ) and ( k ),
In addition, given that im D * is closed by Proposition 3.4, γ − γ 0 ∈ im D * . By bootstrapping, solutions η in W 1,2 (R, R n ) of F (η ) = 0 are automatically smooth. So we have established the existence result. qed Corollary 3.14 (Transversality). There is 0 > 0, such that for all 0 < < 0 the gradient trajectory γ of Theorem 3.13 is transverse.
Proof. Put η := γ − γ 0 . By Theorem 3.13, η W 1,2 ≤ C . Transversality is equivalent to proving that dF (η ) is surjective. By the quadratic estimates in Corollary 3.12, we have, similarly as in the proof above, C, 0 > 0 such that
for allη ∈ W 1,2 (R, R n ) and all 0 < < 0 . Thus by Proposition 3.6 and Proposition 3.7, we get for υ ∈ W 2,2 (R, R n ) and 0 < 0 < 1 small
Now we simply apply Lemma 3.8 with A = dF (η ) and β = 1 2 to finish the proof. qed
Local Uniqueness
An immediate consequence of the leg work done so far will be the following local uniqueness result (with constraints). In the next section, we will strengthen this result in Theorem 4.3 by removing these constraints.
Proposition 3.15 (Local Uniqueness)
. There is 0 < 0 < 1 and µ 1 > 0 such that for all 0 < < 0 and for any solution γ of (4), with
we have γ = γ , where γ is the solution from Theorem 3.13, D * is the adjoint in (22) and the norms are defined in (13) and (14).
Proof. Denote η := γ − γ 0 and η := γ − γ 0 . Then by assumptions and Theorem 3.13, we have η, η ∈ im D * ∩ W 1,2 (R, R n ), and the estimates η
Since γ and γ solve (4), F (η) = F (η ) = 0 by (20) . So we can read off (19) and (21) that
holds forη = η, η . The difference of these identity gives for η = (ξ, ζ) and η = (ξ , ζ )
The first term can be estimated using (12) with
where the first equality follows by (b/ , 1) = 1 from (24) and the last inequality uses the properties of η and η. For the terms in R , we can use the quadratic estimates in Lemma 3.11 as soon as 0 ,
where the third term in line three required the L 2 bound on η = γ − γ . So in total, we get by (40) and (41) a C 4 > 0 such that
As η − η = (γ − γ 0 ) − (γ − γ 0 ) ∈ im D * , we have by (36) in Corollary 3.10 and (42)
once µ 1 > 0 and 0 < 0 < 1 such thatĈC 4 
Strong Local Uniqueness
This section contains the steps (X) -(XII) from the introduction, each in a separate subsection. Namely, we will strengthen the local uniqueness in Proposition 3.15 to the strong local uniqueness in Theorem 4.3. The proof needs two analytic ingredients: timeshift in section 4.1, and exponential decay in Section 4.2. (A, b, h) will always satisfy Assumptions 2.2. The limit solution γ 0 was defined in (8).
Time-shift
We will show that if γ is close enough to γ 0 , then for a time-shift γ τ (t) = γ(t + τ ) of γ, γ τ − γ 0 is in the codimension one subspace im D * .
Proposition 4.1 (Time-shift).
There are µ 2 , µ 3 , 0 > 0 such that for all 0 < < 0 and for all γ = γ 0 + η with η ∈ W 1,2 (R, R n ) and η L 2 < µ 2 , there is τ ∈ R such that
where γ 0 is defined in (8) and the norms are defined in (13).
Proof. We start with some preliminary definitions.
Put w 0 :=γ 0 ∈ W 1,2 (R, R n ). Applying time derivative on equation (6), we find
Now denote by P :
and notice that P 2 = P = P * , i.e. P is an orthogonal projection. We also have
Therefore, w := w 0 −P w 0 ∈ ker P = ker D . By (44), w = 0. By [20, Proposition 2.16], we know that the Fredholm index ind(D ) = 1 and by Proposition 3.4, we know that D is surjective for 0 < < 0 , therefore we conclude that
Therefore, given γ = γ 0 + η for η ∈ W 1,2 (R, R n ) and τ ∈ R, we define the time-shift
By construction and (45), we have
We now prove this result in 5 steps.
Step 1: Estimate for w − w 0 W 1,2 where w is defined above (45). We have w − w 0 = −D * (D D * ) −1 D w 0 ∈ im D * and using w ∈ ker D and (44), we get
Therefore, we obtain by Proposition 3.6, (12) and (48) that
Step 2: Looking at ρ(0) where ρ was defined in (46). We have by (49) and by
Step 3: Looking at ρ (τ ) for |τ | small.
where the second equality uses ∂ t γ τ = ∂ τ γ τ and S i stands in for the i th summand in the preceding expression. We now estimate each summand.
where we used a continuous representative of γ τ − γ 0 . Cf. [1, Corollary VIII.8.] .
for 0 < 1 and C 6 ≥ 1 where the first line uses Cauchy-Schwarz, the second one uses (49), the third one uses the invariance of the L 2 norm under time-shift and the last line uses the assumption and the exponential decay to (0, ±1) of γ 0 at its ends.
where w 0 :=γ 0 and c 0 > 0 can be chosen independent of if 0 < < 0 < (w 0 ) z L 2 /C 3 . In these inequalities, we used (49) and (12) . Combining these estimates, we end up with
(52)
Step 4: Finding τ such that ρ(τ ) = 0. Assume that µ 2 < ].
Step 5: Conclusion. By (47), we found τ such that γ τ − γ 0 ∈ im D * . By (51), we get
and furthermore the zero τ of γ was found to have |τ | ≤ µ 2 C 5 /c 0 . However the penultimate line of (50) gives a better estimate of
Meaning that µ 3 := max C 7 1 + Proposition 4.2. There is 0 > 0 such that for all 0 < < 0 , a solution γ of (4) has exponential decay at both ends with uniform rate η = (1 − b 2 ) i.e. there is t 0 ∈ R and C > 0 such that for all t ≥ t 0
Furthermore, (53) holds whenever t 0 was chosen such that for every |t| ≥ t 0 estimate (56) for δ = 1 2 below holds.
Proof. Take 0 < < 1. Let γ = (γ x , γ z ) be a solution of the differential equations in (4). We recall that (f , g ) in (5) is a gradient pair for (4) . Now also assume that lim t→∞ γ(t) = (0, 1) = p + . Then there is t 0 > 0 such that for all
We look at the function α : R → R ≥0 defined by
As γ is a gradient trajectory, the derivative of α is given by
By the equations in (4), its second derivative is given by
Now we can estimate using the definition of R in (4) and (54) for t ≥ t 0 that
for all 0 < < 0 for 0 small. On the other hand, we have
Let κ > 0 be such that Ax ≥ κ x , for all x ∈ R n−1 and choose 0 < δ < 1. We have
for all t ≥ t 0 for t 0 = t 0 (δ) big. This choice of t 0 is possible, since lim t→∞ γ z (t) = 1. Putting all these estimates together, we get for t ≥ t 0 2 ). Thus we get for t ≥ t 0 , by definition of α in (55),
We now set η δ := (1 − b 2 ) 2 (1 − δ) and define α 0 (t) := α(t 0 ) exp(−η δ (t − t 0 )) and ∆(t) := α(t) − α 0 (t). ∆ has the following properties
Due to these properties, no positive maximum can be attained on [t 0 , ∞). Therefore, we get ∆(t) ≤ 0 for all t ≥ t 0 i.e. by Lemma 3.1 there are
Repeating the argument withÃ := −A,h λ,(x,z) := h λ,(−x,−z) andγ(t) := −γ(−t), which again fulfil (4) with (Ã, b,h), we get t 0 and 0 > 0 as in the argument before such that for all t ≥ t 0 ,
Strong Local Uniqueness
By the existence Theorem 3.13, there is a solution γ of (4) for every 0 < < 0 . We now prove that if any solution γ of (4) for > 0 small is contained in a neighbourhood of the limit solution γ 0 in (8), then γ has to be already the solution γ (up to time-shift). This strengthens the local uniqueness of Proposition 3.15.
Theorem 4.3 (Strong Local Uniqueness). Fix ν ∈ (0, 1/2) and R > 1. There is 0 > 0, such that for all 0 < < 0 , a solution γ of (4) with
then γ is equal to γ up to a time-shift, where γ is the solution from Theorem 3.13.
Note: Equation (6) (4) with (57) are understood to be in a neighbourhood of γ 0 . At this point, it is not clear that there is a single solution that fulfils (57). However, the topological result in Section 5 will prove that every solution of (4) satisfies (57) which leads to uniqueness in Theorem 2.3
Proof. Suppose we are given solutions γ i of (4) for a sequence i > 0 with i → 0 and
We want to show that there is I > 0 depending only on the sequence i such that for all i ≥ I, there is τ i such that (γ i ) τ i = γ i , where γ is the solution in Theorem 3.13. Since lim t→±∞ (γ i ) z (t) = ±1 and γ i is continuous, we can assume up to time-shift that
for all i ∈ N. We note that the second line of (4) reads
We also have
Step 1: For T > 0, γ i converges uniformly on [−T, T ] to the limit solution γ 0 .
Fix T > 0. We have b < 1 and for I big that i < 1.
where the bound on γ, (60) for (γ i ) z and (7) for (γ 0 ) z . Next, let N ∈ N be such that N 4R > T . We will estimate the distance between (γ i ) z and (γ 0 ) z on subintervals that cover [−T, T ].
]) for n ≥ 1 and
By (59), we have that Q i 0 = 0. We also have for n ≥ 1 that
where we used (61) in the second line. Now setting Q i n = a n ν i , we get that a n verifies a 0 ≤ 1, a n ≤ 2a n−1 + 1 as soon as i ≥ I such that (C 2 + 1) ν i /(2R) < 1. Such a recursive inequality implies that a n ≤ n i=0 2 i = 2 n+1 −1 and so Q i n ≤ 2 n+1 ν i . The same argument works for t < 0, and so
Since all the γ i solve (4), we also get that
Step 2: Energy convergence and exponential decay on the ends.
Define the one dimensional gradient pair f 0 (v) := 
where σ : R → R is smooth with lim t→±∞ σ(t) = ±1. A minimum of this energy functional is (γ 0 ) z (t) = tanh((1 − b 2 )t), and E 0 (z 0 ) =
) is the gradient pair in (5).
Since (4) is the negative gradient field of the pair (f i , g i ), we get the energy functional
where we used uniform convergence (62) established in Step 1.
Then by (63), there is I := I(T, ρ) > 0 such that for all i ≥ I, we get
Thus for i ≥ I for I maybe bigger, we end up with some constant
√ ρ, where p + = (0, 1) as always.
Hence for ρ > 0 small, (56) is verified for t ≥ T (ρ) and all i ≥ I(T, ρ). Therefore, we have by Proposition 4.2 and (12) that there is C 4 > 0 such that for all t ≥ T ,
On par with this, we may choose C 4 > 0 even bigger, such that for t ≥ T
Similar estimates as (65) and (66) hold for t ≤ −T by the same arguments.
Step 3: Conclusion.
TakeT > T , we can estimate by using (65) and (66)
with norms as in (13) . Similar estimates as (67) can be established on (−∞,T ].
Now recall the constants δ 1 from Proposition 3.15, δ 2 , δ 3 from Proposition 4.1. Then by (67), we may chooseT such that
. Also by norm equivalence (12), there is C 5 > 0 such that
We know by Step 1, that we have uniform convergence of γ i to γ 0 on [−T ,T ] and so for I maybe even bigger, we get for all
Combining these estimates, we get for i ≥ I that
By Lemma 3.1 and (12), we have γ i 2 L 2 ≤ C E i (γ i ) = C4/3 and so γ i −γ 0 ∈ W 1,2 (R, R n ). With this in hand, we can apply Proposition 4.1 due to the second inequality in (68). This gives us τ i > 0 for i ≥ I such that the shifted solutions (γ i ) τ i have the property that
. Proposition 4.1 also gives us the bound
To finish the proof, we would like to apply the local uniqueness in Proposition 3.15. For this we need to estimate
norm. Namely,
where we used that sup R γ 0 i ≤ 2 for all i ≥ I in line two for I maybe bigger. For line four, we used (12), (γ 0 ) x ∈ L 2 (R, R n−1 ) and estimated
with sgn the sign function. This results in a constant C 6 > 0 and the last inequality holds as soon as i ≥ I for I maybe bigger. Now applying Proposition 3.15, we finally get (γ i ) τ i = γ i for all i ≥ I. This proves the existence of an 0 > 0 such that strong uniqueness holds for 0 < < 0 . qed
Global Uniqueness
This section contains the steps (XIII) -(XV) from the introduction, each in a separate subsection. Namely, we get a priori estimates in Corollary 5.7 and prove the global to local result in Proposition 5.10. This will finish the proof of uniqueness of the Main Theorem. (A, b, h) will always satisfy Assumptions 2.2.
Conley Index Pair
In this section, we will construct a pair of sets (N , L ) with L ⊂ N such that all solutions of (4) are contained in N \ L . (Cf. Theorem 5.1) The proof of the isolating statement will require an argument on the bigger set N . As a direct application of this theorem, we will get global uniqueness in subsections 5.3 and 5.2. One crucial ingredient in the proof of this theorem will be the energy-length inequality in Proposition 5.6, which states that all solutions with bounded energy have bounded length.
Theorem 5.1. Let ν ∈ (0, 1/2). There is K > 0 as in Proposition 5.6 and 0 > 0 such that for 0 < < 0 , there are compact sets L ⊂ N ⊂ R n (as in Definition 5.2) with the following properties:
(i) every solution γ : R → R n of the ODE in (4) with lim t→∞ γ(t) = (0, −1) which leaves N at time T ∈ R has f (γ(T )) < − 2 3 , where f was defined in (5), (ii) every solution γ : R → R n of the ODE in (4) with lim t→±∞ γ(t)
Proof. See page 32. qed
Preliminary definitions and results.
We start things off by a change of coordinates centred around the limit solution γ 0 . This can be done by taking part of the right hand side of (4) as new variable
So we can rewrite (4) aṡ
This leads to the new equations for differentiable w : R → R n−1 and z :
Then, since A is invertible, (x, z) is a solution for (4) if and only if (w(x, z), z) is a solution for (69). Furthermore, w(γ 0 ) = 0 by (6) . Now if we define the diffeomorphism Ψ(x, z) = (w(x, z), z), then we have that (Ψ * f , Ψ * g ) is a gradient pair for (69) where (f , g ) are as in (5) . This means in particular that
decreases along solutions of (69). For future use, we have
The advantage of this new set of variables is that the dynamics of w has a hyperbolic term A (z)w/ which is big compared to the terms inR w (w, z) as approaches zero. The sets L and N will be chosen to reflect the dominating hyperbolic part.
The matrix A (z) := A+2 zbb is still symmetric in R (n−1)×(n−1) and so is diagonalisable with real eigenvalues. In addition, for fixed R > 0, there is 0 > 0 such that A (z) is invertible for all 0 < < 0 and z ∈ [−R, R]. 
See also Figure 3 and 4.
Notation 5.3. For vectors γ ∈ R n , we use the following coordinate notation: γ = (γ x , γ z ) for its x-resp. z-component as always. We define γ w := Aγ x +b(γ 2 z −1). Hence a solution γ : R → R n of (4) will fulfil the following differential equations
which is equivalent to
Also in this notation, we have f (γ x , γ z ) = (Ψ * f )(γ w , γ z ), where f was defined in (5) .
The set N \ L with direction of the vector field on its boundary.
The set L with direction of the vector field on some boundary faces. Green faces indicate where f will be too small, once we exit this set.
Remark 5.4. (N , L ) can be made into a Conley index pair [4, 17] for the invariant set
by adding the points (x, z) ∈ R n with z = −K, π ± (z)w(x, z) ≤ ν to the exit set L . We note that since p ± are the only critical points of f in N \ L , the set S is the biggest invariant set that could possibly be contained in N \ L and Theorem 5.1 (ii) states that this set is indeed contained therein. The proof of Theorem 5.1 will imitate some features of the Conley property, but omits its full proof.
We now establish the following technical lemma with useful estimates for later on.
Lemma 5.5. Fix R > 0. There is 0 > 0 and M > 0 such that for all 0 < < 0 , w ∈ R (n−1) with w ≤ √
Proof. (i) is true by the definition in (70) for 0 > 0 small enough. (iii) follows similarly to (54).
(ii) is a consequence of (i) and (iii) combined with the definitions in (4) and (70). Let us prove (iv). For z ∈ [−R, R], 2zbb ≤ 2R . So for 0 > 0 small, we have that for 0 < < 0 , A (z) is still invertible. Indeed for 0 > 0 sufficiently small, there are 0 < κ < K, such that
for allŵ ∈ R (n−1) . As A (z) is symmetric and fulfils (74), the positive eigenvalues are in the real segment Thus, we get (π ± (z) − π ± (0))ŵ = 1 0 (dπ ± (tz)z)ŵ dt ≤ CR ŵ . qed
Energy-Length inequality
A key ingredient in the proof of Theorem 5.1 is that trajectories with bounded energy have bounded length. We formulate this in the following result. We use Notation 5.3. Proof. We will prove the converse. Up to shifting time, we may assume 5 These formulae can either be computed directly using the residue theorem of complex analysis or one uses functional calculus of a bounded linear operator from functional analysis which can be found in [18, 5.2.10] .
for the absolute value of eigenvalues for A (z) as in (74). The first term dominates the other two as long as π − (γ z )γ w ≤ 2ν−3 2 < −1 , π + (γ z )γ w ≤ ν and 0 > 0 maybe smaller. Thus ρ 1 (T ) > 0.
Case 2: Vector field direction for case (c).
To prove that the vector field along this boundary points in for (c), we need to prove that ρ 2 : R → R : t → |π + (γ z (t))γ w (t)| 2 is strictly decreasing at T ∈ R, whenever γ(T ) fulfils (c). Indeed, we estimate the derivative of ρ 2 from above.
where we used the same sort of estimates as in Case 1. Now plug in that π + (γ z )γ w = ν and π − (γ z )γ w ≤ We have that 2ν − 1 < 6ν−3 4
⇐⇒ ν < 1 2 and so the first term dominates the other two as long as 0 > 0 is maybe smaller. Thus ρ 2 (T ) < 0.
Case 3: Vector field direction for case (d) cannot be controlled for large γ w . This is where the whole necessity of having Proposition 5.6 comes in. Now assume in addition that lim t→−∞ γ(t) = (0, −1) ∈ N . Since (0, −1) is an interior point, γ(T ) / ∈ N at time T ∈ R implies that there is τ < T such that γ((−∞, τ ]) ⊂ N and γ(τ ) ∈ ∂N , i.e. γ(τ ) fulfils (b), (c) or (d).
First we assume condition (b) holds. We need to prove that f (γ(τ )) < − where we used |γ z | ≤ K to get C > 0 independent of and 1 + 2ν−3 2 < 0 ⇐⇒ ν < which implies that P ∈ R (n−1)×(n−1) is a symmetric positive definite matrix, q ∈ R n−1 a column vector and c > 0 such that √ c P −1/2 q < 1.
This allows us to define ϕ (2) : R n → R n given by ϕ (2) (x, z) = ( √ cP −1/2 x, z) and χ (2) : R → R given by χ (2) (w) = 1 c w. We get (χ (2) • χ 
