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Abstract. We study a shadow limit (the infinite diffusion coefficient-
limit) of a system of ODEs coupled with a diagonal system of semilinear
heat equations in a bounded domain with homogeneous Neumann bound-
ary conditions. The recent convergence proof by the energy approach from
[19], developed for the case of a single PDE, is revisited and generalized to
the case of the coupled system. Furthermore, we give a new convergence
proof relying on the introduction of a well-prepared related cut-off system
and on a construction of the barrier functions and comparison test func-
tions, new in the literature. It leads to the L∞-estimates proportional to
the inverse of the diffusion coefficient.
1. Introduction
In the study of coupled systems of evolution differential equations de-
scribing Turing-type pattern formation, the diffusion coefficients are typically
of very different orders of magnitude (see [7], [5], [14], [20] and references
therein).
The spatio-temporal evolution of solutions of such models is considered
in numerous applied articles and if one could reduce the system by taking
an infinite diffusion limit, the task would get much simpler. The reduction
through the infinite diffusion limit has been employed in various biological
contexts, see e. g. [10, 12,17,18].
A pioneering rigorous study of such limit is in reference [15] by Marciniak-
Czochra and collaborators. An approach using semigroup convergence has
been recently undertaken by Bobrowski in ref. [1]. They established the con-
vergence for finite times but did not study error estimates.
A detailed formal derivation of the reduced systems in such limit, us-
ing the renormalization group technique was undertaken in [19]. In addition
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rigorous proofs of a large diffusion limit for such models, through an energy
estimate and through the center manifold approach were given. In this paper
we focus on the energy estimate and obtain the optimal bounds through a
study of an associated auxiliary system, where the nonlinearities are cut-off.
Also we generalize the study of a single semilinear heat equations, coupled
with a system of ODEs, from [19], to the case of a system of semilinear par-
abolic equations coupled with a system of ODEs. We point out that in [19]
the standard comparison functions from the L∞-estimates for the scalar par-
abolic equations were sufficient to get the optimal L∞-bounds. In the case
of semilinear parabolic systems, it is not the case any more. If the diffusion
coefficient is 1/ε, using the classical comparison functions as in [13], chapter 6,
leads to L∞-error estimates of order O(
√
ε), which is not optimal. Hence, we
present a new construction of the barrier functions and of the comparison test
functions, different from [13], chapter 6, and leading to the optimal L∞-error
estimates of order O(ε).
To be more precise, we consider an ODE system, coupled with a diagonal
system of semilinear parabolic equations with a large diffusion coefficient. Its
ratio to the other coefficients is equal to the inverse of a small parameter
ε > 0. We assume that Ω is a given open bounded set in Rn, 1 ≤ n ≤ 3, with
a smooth boundary and focus on the Cauchy problem
∂uε
∂t





∆vε + Φ(uε,vε), in (0, T )× Ω,(1.2)
∂vε
∂ν
= 0 in (0, T )× ∂Ω,(1.3)
uε(0) = u0(x) and vε(0) = v0(x), x ∈ Ω.(1.4)
We set QT = Ω× (0, T ).
Asymptotic analysis of problem (1.1)-(1.4) with ε → 0 has attracted a
considerable interest in the literature in the case where the first equation is
a quasilinear parabolic equation, starting from the papers of Keener [11] and
Hale [8]. Our setting is different.
The calculations from [19] using the renormalization group analysis (see
[3], [4] or [6]), permit the shadow limit ε → +0 reduction of equations (1.1)-
(1.4). They yield the following system of integro-differential equations
∂u
∂t







Φ(u(x, t),v(t)) dx, in (0, T ).(1.6)
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In this article we present a detailed study of the limit process by com-
paring solutions of the two systems (1.1)-(1.4) and (1.5)-(1.6) and proving
an error estimate in terms of ε. The employed methods are (i) the intro-
duction of a cut-off problem, (ii) the maximum principle calculations for the
parabolic systems coupled with ODEs and (iii) the energy estimates. The
novelty in comparison with [19] is in (i) considering a system of semilinear
parabolic PDEs, (ii) in studying the asymptotic behavior as ε→ 0 of the cut-
off problem instead of problem (1.1)-(1.4) and (iii) in providing self-contained
well-posedness proofs for the shadow system (1.5)-(1.6) and for the cut-off
problem (2.36)-(2.39). As explained above, passing from the scalar semilinear
parabolic equation to a semilinear parabolic system required a new compari-
son argument.
The results are in section 2. Subsection 2.1 is dedicated to the well-
posedness of the shadow limit problem (1.5)-(1.6) in its nonhomogeneous ver-
sion. Subsection 2.2 contains a short presentation of two auxiliary problems,
correcting the reduction of the initial condition to its arithmetic mean and the
parabolic nonlinearities to their arithmetic means. The study of the ε-problem
(1.1)-(1.4) is replaced in subsection 2.3 by the study of a well-prepared cut-
off problem. Its well-posedness is studied in details. Subsection 2.4 contains
crucial L∞-estimates in proposition 2.6. They allow concluding that the solu-
tion to the cut-off problem leads to the solution of the ε-problem (1.1)-(1.4).
In subsection 2.5 the L∞ error estimate of order ε, for the difference of the
solution between the ε-problem and the shadow limit problem is given. In
Theorem 2.10 it is completed with an O(ε3/2) energy estimate in H1, for
the fluctuation around the mean of the solutions to the parabolic part of the
ε-problem.
2. The shadow limit through a cut-off problem and the energy
and L∞-estimates
We consider the asymptotic behavior as ε → 0 of the Cauchy’ problem
(1.1)-(1.4). The nonlinearities f and Φ are defined on Rm+k, m, k ≥ 1, and







z(x) dx, z ∈ L1(Ω).
We proceed in several steps, achieved in separate subsections.
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2.1. Existence results for the shadow problem. We start by establishing prop-
erties of the slightly more general shadow system (1.5)-(1.6):
∂A
∂t
= f(A,B, x, t) on Ω× (0, T ); A(x, 0) = u0(x) in Ω;(2.1)
dB
dt
= ⟨Φ(A,B, x, t)⟩Ω on (0, T ); B(0) = ⟨v0⟩Ω,(2.2)
where Ω is a bounded open set in Rn, with a C2 boundary.
Let B(Ω) be a vector space of all functions defined everywhere on Ω that
are bounded and measurable over Ω. B(Ω) becomes a Banach space when
equipped with the norm ||g||B(Ω) = sup
x∈Ω
|g(x)|. We make the following
Assumptions:
A1. f is a C1 function of x ∈ Ω and a continuous function of t ∈ [0, T ]. Φ is
a continuous function in (x, t) ∈ Ω× [0, T ].
A2. f and Φ are C∞ functions in (A,B) ∈ Rm+k, where m and k are integers
bigger or equal than 1.
A3. u0 ∈ B(Ω)m, v0 ∈ L1(Ω)k.
The well-posedness of the Cauchy problem (2.1)-(2.2) follows from the general
theory contained in the textbook of Henry [9] or from the results from ref. [16].
For the comfort of the reader we give an elementary direct proof by applying
Picard iteration to our infinite dimensional setting. It yields
Theorem 2.1. Under Assumptions A1–A3, there is a constant T0 > 0
such that problem (2.1)-(2.2) has a unique solution {A,B} ∈ C1([−T0, T0],
B(Ω)m × Rk).
Proof. Let r0 > 0 be given. Let y0 = {u0, ⟨v0⟩Ω} and T a positive
constant. We set B(y0, r0) = {y ∈ B(Ω)m × Rk | ||y − y0||B(Ω)m×Rk ≤ r0}
and introduce a cylinder C = [−T, T ] × B(y0, r0) = {−T ≤ t ≤ T and
y(t) ∈ B(Ω)m × Rk | ||y(t) − y0||B(Ω)m×Rk ≤ r0}. We denote the Lipschitz
constants, with respect to {A,B}, for f and Φ on the cylinder C by Mf and
Mϕ, respectively. The cylinder C, equipped with the topology of the space
C([−T, T ];B(Ω)m × Rk) is a complete metric space.
We study existence of fixed points for the nonlinear mapping G =
{G1, G2}, defined on the cylinder C by
G1(X,Y ) = u0 +
∫ t
0
f(X,Y, x, τ) dτ, t ∈ [0, T ] and x ∈ Ω,(2.3)
G2(X,Y ) = ⟨v0⟩Ω +
∫ t
0
⟨Φ(X,Y, ·, τ)⟩Ω dτ, t ∈ [0, T ].(2.4)





|f(u0(x), ⟨v0⟩Ω, x, τ)| and
F0 = sup
(x,τ)∈Ω×(−T,T )
|⟨Φ(u0(x), ⟨v0⟩Ω, x, τ)⟩Ω|.
Then we have
|G1(X,Y )− u0|(x, t) = |
∫ t
0




(|X(x, τ)− u0(x)|+ |Y (τ)− ⟨v0⟩Ω|) dτ ≤ t(B0 +Mfr0),
|G2(X,Y )− ⟨v0⟩Ω|(t) = |
∫ t
0




(|X(x, τ)− u0(x)|+ |Y (τ)− ⟨v0⟩Ω|) dτ ≤ t(F0 +MΦr0).
The above calculations yield
(2.5) ||G(X,Y )− {u0, ⟨v0⟩Ω}||C ≤ T (F0 +B0 + (MΦ +Mf )r0)
and G maps C into itself for T ≤ r0/(F0 +B0 + (MΦ +Mf )r0).
Next we prove that G is a contraction map for sufficiently small T .
|G1(X1, Y1)−G1(X2, Y2)|(x, t) = |
∫ t
0




(|X1(x, τ)−X2(x, τ)|+ |Y1(τ)− Y2(τ)|) dτ
≤ tMf ||{X1, Y1} − {X2, Y2}||C ,
|G2(X1, Y1)−G2(X2, Y2)|(t)= |
∫ t
0
(⟨Φ(X1, Y1, ·, τ)⟩Ω−⟨Φ(X2, Y2, ·, τ)⟩Ω) dτ |
≤ tMΦ||{X1, Y1} − {X2, Y2}||C .
Consequently we have
(2.6) ||G(X1, Y1)−G(X2, Y2)}||C ≤ T (Mf +MΦ)||{X1, Y1} − (X2, Y2}||C
and for T < 1/(Mf +MΦ) the map G is a contraction. Note that diminishing
the time interval can only make smaller the Lipschitz constants Mf and MΦ.
The existence and uniqueness of a solution to system (2.1)-(2.2) is now a
consequence of the Banach fixed point theorem.
Regularity with respect to the space is not restricted to B(Ω). The analogous
result with B(Ω) replaced by C(Ω), holds if we assume u0 ∈ C(Ω)m.
Differentiability properties can be shown along the same lines.
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Proposition 2.2. Suppose Assumptions A1.-A3. Then if in addition
u0 ∈ W 1,r(Ω)m, 1 ≤ r < +∞, there is a constant T0 > 0 such that prob-
lem (2.1)-(2.2) has a unique solution {A, B} ∈ C1([−T0, T0], (W 1,r(Ω)m ∩
B(Ω)m)× Rk).
Proof. For j = 1, . . . , n, the partial derivative ∂A
∂xj
satisfies the linear
















Since ∇Af ∈ L∞((−T0, T0)×Ω) and
∂f
∂xj
∈ L∞((−T0, T0)×Ω), the theory of
linear ordinary differential equations with bounded coefficients yields ∂A
∂xj
∈
C1([−T0, T0], Lr(Ω)m × Rk).
If, in addition to Assumptions A1.-A3., we suppose
A4. There exist continuous functions c, k, defined on R with values in R+,
such that
(2.9) ||f(y, ·, t)||H1(Ω)m + |⟨Φ(y, ·, t)⟩Ω| ≤ c(t) + k(t)|y|Rm+k , ∀y ∈ Rm+k,
then every maximal solution to problem (2.1)-(2.2) is global.
2.2. Auxiliary problems corresponding to the initial layer and the decaying
oscillations around the mean.
In the following we introduce two auxiliary problems.
The first problem is linked to the fact that in the shadow limit equation,
only the mean of Φ appears. We have to correct the replacement of Φ by its
spatial mean, which is a bad approximation and only the fast decay in time
allows handling it. The correction wΦ is introduced by
−∆xwΦ = Φ(A,B, x, t)− ⟨Φ(A,B, x, t)⟩Ω in Ω,(2.10)
∂wΦ
∂ν
= 0 on ∂Ω, ⟨wΦ⟩Ω = 0.(2.11)
We suppose Assumptions A1.-A3. and u0 ∈ W 1,r(Ω)k, 1 < r < +∞.
Then problem (2.10)-(2.11) admits a unique variational solution wΦ ∈
C([0, T ];H1(Ω)k). Furthermore, wΦ ∈ C([0, T ];W 2,r(Ω)k), for all r ∈
[1,+∞).
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Next, using the regularity of (A,B) established in Theorem 2.1 and
Proposition 2.2, we find out that ∂twΦ satisfies
−∆x∂twΦ = ∇AΦ(A,B, x, t)∂tA +∇BΦ(A,B, x, t)∂tB+(2.12)
∂tΦ(A,B, x, t)− ⟨∇AΦ(A,B, x, t)∂tA⟩Ω−
⟨∇BΦ(A,B, x, t)∂tB⟩Ω − ⟨∂tΦ(A,B, x, t)⟩Ω ∈ C([0, T ];L∞(Ω));
∂
∂ν
∂twΦ = 0 on ∂Ω, ⟨∂twΦ⟩Ω = 0.(2.13)
Therefore
∂twΦ ∈ C([0, T ];W 2,r(Ω)k), ∀r ∈ [1,+∞).
The second problem is linked to the fact that the shadow approximation
uses only the space average of the initial value v0 of v. It creates an initial




ξi(x, τ) = 0 in Ω× (0,+∞),(2.14)
∂ξi
∂ν
= 0 on ∂Ω× (0,+∞), ξi(x, 0) = v0(x)−εwΦ(x, 0)− ⟨v0⟩Ω in Ω.(2.15)
In addition to Assumptions A1.- A2. we suppose
A5. v0 ∈W 2−2/r,r(Ω)m and u0 ∈W 1,r(Ω)k, r > max{2, (n+ 2)/2}.




e−λjτ (ṽ0, wj)L2(Ω)wj(x) ∈ L2(0, T ;H1(Ω)) ∩ C([0, T ];L2(Ω)),
for all finite positive T , with ṽ0 = v0 − εwΦ(x, 0) − ⟨v0⟩Ω. {wj}j∈N is the
spectral orthonormal basis for L2(Ω) and an orthogonal basis for H1(Ω) given
by
(2.16) −∆w = λw in Ω; ∂w
∂ν
= 0 on ∂Ω.
Furthermore, by the maximum principle for the heat equation ṽ0 ∈ L∞(Ω)k
implies ξi ∈ L∞(Ω× (0, T ))k. Note that ṽ0 ∈ H1(Ω)k implies ∂tξi ∈ L2(Ω×
(0, T ))k and ξi ∈ L∞(0, T ;H1(Ω))k. Finally, we recall that after [13], chapter
4, section 9, ∂Ω ∈ C2 and ṽ0 ∈ W 2,r(Ω)k, (n + 2)/2 < r < +∞, imply
ξi ∈W 2,1r (QT )k and it is a Hölder continuous function in x and t.
In the remainder of this section, we use the initial layer function
ξi,ε(x, t) = ξi(x, t
ε
). Note that for ṽ0 ∈W 2,r(Ω)k, r > (n+ 2)/2
(2.17) |ξi,ε(x, t)| ≤ Ce−λ1t/ε on QT .
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2.3. The cut-off problem corresponding to (1.1)-(1.4) and its well-posedness.
Next, we focus on the study of the ε-problem (1.1)-(1.4). Here we consider a
more general variant of the problem given by:
∂uε
∂t





∆vε = Φ(uε,vε, x, t), in (0, T )× Ω;(2.19)
vε(0) = v0(x), x ∈ Ω;
∂vε
∂ν
= 0 in (0, T )× ∂Ω.(2.20)
Existence of a mild solution for a short time follows from the standard theory,
see e.g. the textbook of Henry [9] and monograph [21].
Nevertheless, in fact discussing the well-posedness of the ε-problem (2.18)-
(2.20) is not needed. We will study the cut-off problem and show that its
solutions satisfy (1.1)-(1.4). It will give a posteriori the well posedness for
all times T ≤ T0, where T0 is the existence time of the maximal solution for
the shadow problem (2.1)-(2.2). Our plan will be achieved using an explicit
decomposition of the solution.
Remark 2.3. Note that the present strategy is different than one in [19],
where an independent proof of the short time existence and uniqueness of
solutions of ε-problem (2.18)-(2.20) was provided.
The information that the time existence interval for variational solutions
of problem (2.18)-(2.20) is always greater or equal to the existence time inter-
val for problem (2.1)-(2.2), will be useful in the error estimation in Theorem
2.10. Such estimate on the time span of the solutions to the ε-problem was
only conjectured in [19], but not proved.
We follow [19] and start by introducing the cut-off functions. The first
cut-off function is
(2.21) Θ(z) =
 −ε log(1/ε), for z < −ε log(1/ε);z, for − ε log(1/ε) ≤ z ≤ ε log(1/ε);
ε log(1/ε), for z > ε log(1/ε).
Now we introduce the error functions by
(2.22) Uε = uε −A and Vε = vε −B− εwΦ − ξi,ε.
Our goal is to estimate the error functions and to show that they are small
in a suitable norm.





∆Vε = Φ(Uε + A,Vε + B + εwΦ + ξi,ε, x, t)−(2.23)
Φ(A,B, x, t)− ε∂twΦ in Ω× (0, T );
Vε(x, 0) = 0, x ∈ Ω;
∂Vε
∂ν
= 0 in ∂Ω× (0, T ).(2.24)
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Next, we write the right hand side in equation (2.23) as
Φ(Uε + A,Vε + B + εwΦ + ξi,ε, x, t)− Φ(A,B, x, t) =(2.25)
∇AΦ(A,B, x, t)Uε +∇BΦ(A,B, x, t)(Vε + εwΦ + ξi,ε)+
F (Uε,Vε + εwΦ + ξi,ε),
where F is quadratic in its variables. Following ideas of the center manifold
theory (see e.g. [2]), we construct a convenient cut-off in F . We use the




1, for |ζ| ≤ 1;
0, for |ζ| ≥ 2.
Next we set F̃ε(y, z) = ρ(
|z|√
ε
)F (Θ(y1), . . . ,Θ(yn), z). It is straightforward to
see that
|F̃ε(y, z)| = O(1)|(y, z)|2, |
d
dy




Our cut-off of the higher order terms in (2.25) is
Fε(y, z, t) = ρ(
|z|√
ε








)F (Θ(y1), . . . ,Θ(yn), z),(2.27)
where Cξ = 2||v0 − εwΦ − ⟨v0⟩Ω||L∞(Ω)k .
A direct calculation gives
Lemma 2.4. There is a constant C > 0, independent of ε, such that for
all (y, z, t) we have
(2.28) |Fε(y, z)| ≤ Cε+ C1{t≤−ε log ε/λ1}min{1, |z|}.
Next, we study the initial value problem for Uε, defined by (2.22):
∂Uε
∂t
= f(A + Uε,Vε + B+(2.29)
εwΦ + ξi,ε, x, t)− f(A,B, x, t) in (0, T ); Uε(x, 0) = 0,
for almost all x ∈ Ω. We write the nonlinearities at the right hand side in the
following form:
f(A + Uε,Vε + B + εwΦ + ξi,ε, x, t)− f(A,B, x, t) =(2.30)
∇Af(A,B, x, t)Uε +∇Bf(A,B, x, t)(Vε + εwΦ + ξi,ε)
+ G(Uε,Vε + εwΦ + ξi,ε),
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where G is quadratic in its arguments. As before, we will slightly modify
arguments in G and consider the function Gε given by
Gε(y, z) = ρ(
|z|√
ε








)G(Θ(y1), . . . ,Θ(yn), z).
In analogy with Lemma 2.4 there is a constant C > 0, independent of ε, such
that for all (y, z) we have
(2.32) |Gε(y, z)| ≤ C(ε+ min{1, |z|}1{t≤−ε log ε/(λ1)}).
Note that taking care of the initial layer ξε,i in (2.32) guarantees that the
L1-norm of Gε is O(ε).
Next, define the barrier functions {CM , Cγ} through the system
d
dt
CM = µACγ + µBCM +W(CM , t), CM (0) = 0,(2.33)
d
dt
Cγ = νACγ + νBCM + C(CM , t), Cγ(0) = 0,(2.34)
where µA = ||∇AΦ(A,B, x, t)||L∞(QT ), µB = ||∇BΦ(A,B, x, t)||L∞(QT ),
νA = ||∂Af(A,B, x, t)||L∞(QT ) and νB = ||∂Af(A,B, x, t)||L∞(QT ). After
(2.28) and (2.32), we have
||Gε(y, z + εwΦ + ξi,ε) +∇Bf(A,B, x, t)(εwΦ + ξi,ε)||L∞(Ω)
≤ C0(ε+ e−2λ1t/ε + |z|1{t≤−ε log ε/(λ1)}) = C(z, t),
||Fε(y, z + εwΦ + ξi,ε) +∇BΦ(A,B, x, t)(εwΦ + ξi,ε)||L∞(Ω)
≤ C(ε+ e−2λ1t/ε + |z|1{t≤−ε log ε/(λ1)}) =W(z, t).
The above estimates define the functions W and C.
The basic theory of the ordinary differential equations yields
(2.35) ||Cγ ||L∞(0,T ) + ||CM ||L∞(0,T ) ≤ C(T )ε.
Finally, we introduce the vector cut-off function Θ0 defined by
(Θ0(ai))i =
 C
M , if ai > CM ;
ai, if CM > ai > −CM ;
−CM , if ai < CM ,
i = 1, . . . , k.
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∆βε = α(x, t)γε + b(x, t)βε + F0(x, t) + Fε in Ω× (0, T );(2.36)
βε(x, 0) = 0, x ∈ Ω;
∂βε
∂ν
= 0 on ∂Ω× (0, T );(2.37)
∂γε
∂t
= A(x, t)γε +A0(x, t)βε + G0(x, t) + Gε in Ω× (0, T );(2.38)
γε(x, 0) = 0, x ∈ Ω,(2.39)
with
α(x, t) = ∇AΦ(A,B, x, t), b(x, t) = ∇BΦ(A,B, x, t),
F0(x, t) = b(x, t)(εwΦ + ξi,ε)− ε∂twΦ, A(x, t) = ∇Af(A,B, x, t),
G0(x, t) = ∇Bf(A,B, x, t)(εwΦ + ξi,ε), and Fε = Fε(γε, βε + εwΦ + ξi,ε)
Gε = Gε(γε, βε + εwΦ + ξi,ε) +∇Bf(A,B, x, t)Θ0(βε).
Note that all components of the matrices α, b and A are elements of
C1([0, T ];B(Ω)). In equation (2.38) we have A0 = 0, but the well-posedness
result remains valid if it is an element of C1([0, T ];B(Ω))km.
We start by introducing the weak formulation for problem (2.36)-(2.39):
Find {βε, γε} ∈ L2(0, T ;H1(Ω)k)∩C([0, T ];L2(Ω)k)×H1(0, T ;L2(Ω)m),


















(F0 + Fε(βε(t), γε(t), ·, ·))φ dx, ∀φ ∈ H1(Ω)k,
d
dt
γε(x, t)−Aγε(x, t)−A0βε(t) =(2.41)
G0(x, t) + Gε(βε(x, t), γε(x, t), x, t) a.e. on Ω,
βε(0) = 0 and γε(x, 0) = 0 a.e. in Ω.(2.42)
Theorem 2.5. Under assumptions A1.-A2., A5., F0 ∈ Lr(QT )k and
G0 ∈ Lr(QT )m, r > (n+2)/2, problem (2.40)-(2.42) admits a unique weak so-
lution {βε, γε} on (0, T0). Furthermore, {βε, γε} ∈W 2,1q (QT )k ×W 1,q(QT )m,
q < min{3, r}, for all T ∈ (0, T0).
Proof. The strategy of the proof is to first prove a short time existence
and, then, to derive an priori estimate, allowing to conclude that the blow
up never occurs and that a solution exists for any T ≤ T0, where T0 is the
existence time for the maximal solution to the shadow limit problem, defining
{A,B}.
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For a short time existence we use Schauder’s fixed point theorem. We
take R > 0 and set BR = {f ∈ L2((0, T ) × Ω)k | ||f ||L2((0,T )×Ω)k ≤ R}. Let
β∗ ∈ BR.
We solve equation (2.41), with γ(0) = 0 and βε = β∗. Note that the
subscript ε is dropped for simplicity. Since
∂t|γ|2 ≤ C1|γ|2 + C2|A0β∗ + G0 + Gε|2,
Gronwall’s inequality yields



















|γ(x, t)|2 dxdt ≤ TC(T )(C0 +R2).
Next we solve equation (2.40), with β(0) = 0 and γ calculated above. After
[13], chapter 4, section 9, it has a unique solution β ∈ W 2,1q (QT )k, 1 < q <




































+ C(||F0||2L2(QT ) + ||Fε||
2
L2(QT )).
Therefore, for T ≤ Tcrit we have
(2.45) ||β||2L2(QT )2 ≤ T
∫
Ω
|β|2(x, t) dx ≤ TC(T )(1 +R2) ≤ R2.
We set
(2.46) T β∗ = β.
Obviously, for T ≤ Tcrit, T BR ⊂ BR. Also T BR ⊂ W 2,1q (QT )k and it is a
compact map. It remains to prove its continuity.
Let β∗ℓ → β∗ in BR, when ℓ → +∞. Let γℓ be the solution for equation












A(γℓ − γ) · (γℓ − γ) + A(β∗ℓ − β∗) · (γℓ − γ)+









|β∗ℓ − β∗|2(t) dx.
Hence γℓ → γ in L∞(0, T ;L2(Ω)m).
Finally, let βℓ be the solution for equation (2.40), with βℓ(0) = 0 and
γ = γℓ. The Lipschitz property of Fε with respect to γ and β and the basic
parabolic theory, yields that
γℓ → γ in L∞(0, T ;L2(Ω)m)⇒ βℓ → β in W 2,1q (QT )k, as ℓ→ +∞.
Hence problem (2.40)-(2.42) has a weak solution for T ≤ Tcrit. Its uniqueness
is obvious.
It remains to investigate what happens when T reaches Tcrit ≤ T0.
In order to prove that there is no explosion we need an a priori estimate.
The a priori energy estimates are obtained by multiplying (2.40) by β and
integrating in time, then by multiplying (2.41) by γ and integrating in time






























Aγ(τ) +A0β(τ) + G0 + Gε(γ(τ), β(τ), ·, ·)) · γ(τ) dxdτ.
Since Fε and Gε are globally Lipschitz and bounded functions and all other
coefficients are bounded, equality (2.47) implies
||β||L∞(0,T ;L2(Ω)k) + ||∇xβ||L2((0,T )×Ω)nk ≤ C,(2.48)
||γ||L∞(0,T ;L2(Ω)m) ≤ C.(2.49)
Next we test equation (2.41) by ∂tγ. It yields
(2.50) ||∂tγ||L2((0,T )×Ω)m ≤ C.
We continue by testing equation (2.40) by ∂tβ. Using estimates (2.48)-(2.49)
gives
(2.51) ||∂tβ||L2((0,T )×Ω)k ≤ C.
Estimation (2.49) for γ allows using the parabolic regularity theory from [13],
chapter 4, section 9, which yields the boundedness of β in W 2,12 (QT )k ⊂
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L10(QT ). Now we go back to the Cauchy problem (2.38)-(2.39), which gives
boundedness of γ in H1(0, T ;L10(Ω))m. After coming back to problem (2.40)-
(2.41), we conclude that β is uniformly bounded in W 2,1q (QT )k, q < min{3, r},
by a constant, which can explode only when T → T0.
Now let us suppose that for T = Tblow < T0 the constructed solution blows
up. It means that its regularity deteriorates and the solution does not remain
in the same class of functions for T > Tblow. Using estimates (2.48)-(2.51), we
find out that β is uniformly bounded in W 2,1q (QTblow )k, q < min{3, r}. After
Lemma 3.4, page 82 from [13], β(Tblow) ∈ W 2−2/q(Ω)k , 2 < q < min{3, r},
and γ(Tblow) ∈ L10(Ω)m. Next, at T = Tblow we restart system (2.40)-(2.41)
with the new initial values. On the same way as in the beginning of the proof,
we apply Schauder’s theorem and obtain existence of a unique weak solution
for Tblow ≤ t ≤ Tblow + δ, δ > 0. Note that again β ∈W 2,1q , q < min{3, r}. It
contradicts the blow-up at T = Tblow. This proves the theorem.
2.4. L∞-estimates for the cut-off problem. A straightforward manipulation
with equation (2.38) yields
(2.52) ∂t|γε| ≤ νBCM + νA|γε|+ C(CM , t).
which, because of equation (2.34), implies the estimate
(2.53) |γε(x, t)| ≤ Cγ ≤ Cε.
Proposition 2.6. Let Assumptions A1)–A2) hold, with u0 ∈ W 1,r(Ω)m
and v0 ∈ W 2,r(Ω)k, r > (n + 2)/2. Then there exists a constant C > 0,





|γε(x, t)| ≤ Cε.
Proof. We modify the approach from [13], chapter 7, section 2, to prove
L∞−estimates for weakly coupled parabolic system. Because of the smooth-




(|βε(x, t)|−CM (t))+, where
CM is given by equation(2.33), can be used as a test function for equation




(|βε| − CM (t))+ = ∂t(|βε| − CM (t))2+ +
dCM
dt










(|βε| − CM (t))+
|βε|












(|βε| − CM (t))+| ≤ µB(CM (t)+
(|βε| − CM (t))+)(|βε| − CM (t))+,
|(F0 + Fε) ·
βε
|βε|
(|βε| − CM (t))+| ≤ |F0 + Fε|(|βε| − CM (t))+.












|∇(|βε| − CM (t))+|2 dx+(2.55)∫
Ω
(|βε| − CM (t))+
( d
dt




C(|βε| − CM (t))2+ dx.
By equation (2.33), CM is chosen in the way that the third term at the
left hand side of (2.55) is nonnegative. Hence (2.37) and Gronwall’s inequality
give (|βε| − CM (t))+ = 0 a.e. on Ω × (0, T ), i.e. |βε(x, t)| ≤ CM (t) a.e. on
Ω× (0, T ).
Now estimates (2.35) and (2.52) yield (2.54).
2.5. The error estimates and the shadow limit for the original system.
Proposition 2.7. For ε ≤ ε0, problem (2.23)-(2.24), (2.29) has a unique
solution Uε = γε and Vε = βε, satisfying the L∞-error estimate
(2.56) ||Uε||L∞(Ω×(0,T ))m + ||Vε||L∞(Ω×(0,T )) ≤ Cε.
Proof. Since for ε ≤ ε0 (βε, γε) satisfies estimate (2.54), the cut-off
operations in (2.27) and (2.31) do not change the nonlinearities. Hence we
have Fε = F and Gε = G. Consequently, the cut-off problem (2.36)-(2.39)
and the ε-problem (2.23)-(2.24), (2.29) are identical and (βε, γε) is a solution
for problem (2.23)-(2.24), (2.29). By uniqueness of the smooth solutions,
γε = Uε and βε = Vε. Estimate (2.54) implies (2.56).
It is convenient to decompose it to Vε = ⟨Vε⟩Ω + Hε, ⟨Hε⟩Ω = 0 and
estimate both terms, ⟨Vε⟩Ω and Hε, separately.
Using a constant as a test function in (2.23)-(2.24) and applying Gron-
wall’s inequality yield
Corollary 2.8. Let (Uε,Vε) be given by (2.29), (2.23)-(2.24). Then
||⟨Vε⟩Ω||L∞(0,T ) ≤ C(T )ε.(2.57)
Next we estimate the perturbation term Hε = Vε − ⟨Vε⟩Ω.
Proposition 2.9. The perturbation term Hε satisfies the estimate
(2.58) ||Hε||2L∞(0,T ;L2(Ω)k) +
1
ε
||∇Hε||2L2(Ω×(0,T ))nk ≤ C(T )ε
2.
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where the L∞-norm of the gradient is taken on a compact, determined by
a neighborhood of (A,B) containing (uε,vε), with ε ≤ ε0. We estimate
integrals of products of various components of the approximation by Hε. The































Next we take sufficiently small C0 and apply Poincaré’s inequality














After integrating in time from 0 to t and using the decay in time of ξi,ε, we
obtain the assertion of the Proposition.
Our result is summarized in the shadow limit theorem.
Theorem 2.10. Under Assumptions A1–A2, with u0 ∈ W 1,r(Ω)m and
v0 ∈W 2,r(Ω)k, r > (n+ 2)/2, it holds
||uε −A||L∞(Ω×(0,T ))m ≤ C(T )ε,(2.61)
||⟨vε⟩Ω −B||L∞(0,T )k ≤ C(T )ε,(2.62)
√
ε||vε − ξi,ε −B||L∞(Ω×(0,T ))k +(2.63)
||∇(vε − ξi,ε − εwΦ)||L2(Ω×(0,T ))nk ≤ C(T )ε3/2
on every time existence interval (0, T ) for problem (2.1)-(2.2), i.e. the maxi-
mal time existence interval for the shadow problem.
Proof. The proof of Theorem 2.10 is a direct consequence of Corollary
2.8 and Proposition 2.9.
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“Shadow” limes za sisteme paraboličkih i običnih diferencijalnih
jednadžbi kroz rezanje
Anna Marciniak-Czochra i Andro Mikelić
Sažetak. “Shadow” limes (limes kada difuzijski koeficijent
teži u beskonačnost) je proučavan za sistem običnih diferencijal-
nih jednadžbi vezan s dijagonalnim sistemom semi-linearnih jed-
nadžbi topline u ograničenom području s homogenim Neumanno-
vim rubnim uvjetima. Skorašnji dokaz konvergencije kroz ener-
getski pristup iz članka [19], razvijen za slučaj samo jedne par-
cijalne diferencijalne jednažbe, preinačen je i poopćen na slučaj
vezanog sistema. Dan je novi dokaz konvergencije, koji se zasniva
na proučavanju odgovarajućeg odrezanog sistema i na konstruk-
ciji barijernih i usporednih test funkcija, novih u literaturi. Dokaz
daje L∞-ocjenu greške, proporcionalnu inverzu koeficijenta difu-
zije.
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