ABSTRACT Support vector machine (SVM) and twin SVM (TWSVM) are sensitive to the noisy classification, due to the unlimited measures in their losses, especially for imbalanced classification problem. In this paper, by combining the advantages of the correntropy induced loss function (C-Loss) and the hinge loss function (hinge loss), we introduce the rescaled hinge loss function (Rhinge loss), which is a monotonic, bounded, and nonconvex loss, into TWSVM for imbalanced noisy classification, called RTBSVM. We show that the Rhinge loss could approximate the hard margin loss and the hinge loss by adjusting the rescaled parameter, and further, our RTBSVM could improve the stability and performance of TWSVM and it is effective for imbalanced noisy classification. The experimental results show that our method performs better than the compared TWSVMs and robust SVMs on the imbalanced noisy classification.
I. INTRODUCTION
Support vector machine (SVM) is a classical paradigm for solving supervised learning problem [1] - [3] , which holds good theoretical foundation without sacrificing generalization performance in various applications [4] - [6] . Traditional SVM is sensitive to noises and imbalanced data problem, owing to its unbounded convex loss and unified penalty parameter for all samples. However, the imbalanced classification with various noises are ubiquitous in the era of big data [7] . Therefore, it is worth improving the SVM on imbalanced noisy classification further.
For imbalanced noisy classification, the modifications of SVM in both data perspective and model perspective have been made, which are re-sampling methods [8] - [10] and weighted methods [11] - [14] . However, the overfitting and the underfitting are hard to avoid during re-sampling [15] , and the costs are not the only factor that influence the performance since the features and endogenous parameters sometimes play decisive roles.
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As another extension of classic SVM, the twin support vector machine (TWSVM) [16] constructs two nonparallel proximal hyperplanes with adjustable penalty parameters for different classes. Thus, one can tune the parameters of two proximal hyperplanes separately, by giving the minority a larger weight, the influence of severe imbalance can be somewhat reduced. Besides, since TWSVM is a nice model when tackling ''Cross Planes'' dataset, the related methods like least square twin support vector machine (LSTSVM) [17] and twin bounded support vector machine (TBSVM) [18] which construct nonparallel hyperplanes have been researched widely [19] - [27] . As an improvement of TWSVM, TBSVM introduces a pair of regularization terms into TWSVM, which meets the structural risk minimization (SRM) principle [2] and brings TBSVM better performance than TWSVM. The further studies [28] - [32] modified TBSVM from different perspectives, but the imbalanced noisy classification still hinder the increase of classification indicators [33] of TWSVMs due to their unbounded convex loss.
The insufficiency of the study on imbalanced noisy classification of TWSVMs makes it worthwhile to adopt bounded, nonconvex loss function to pursue better performance [34] - [36] . In this paper, we introduce the rescaled hinge (Rhinge) loss [37] and give its properties, then further propose a novel improved TWSVM with monotonic, bounded, nonconvex Rhinge loss, termed RTBSVM. Owing to the adjustable parameters for each proximal hyperplane and the robustness of Rhinge loss, RTBSVM is better at tackling the imbalanced noisy classification problem. The main contributions of this paper are summarized as follows:
We demonstrate the robustness, computability and sparseness of Rhinge loss, and prove that Rhinge loss is equivalent to hinge loss and hard margin loss in two limiting cases. By introducing Rhinge loss, we propose a robust TWSVM for imbalanced noisy classification, called RTBSVM. With the bounded loss and the adjustable parameters, we show that RTBSVM can handle the imbalanced noisy classification problem well. By using the half-quadratic (HQ) optimization method [38] and the alternating optimization method [39] , [40] , the training procedure of RTBSVM is given. The corresponding algorithm and its proposition of convergence are shown as well.
The rest of the paper is organized as follows. In Section II, a brief review of loss functions, SVM and TBSVM are presented. In Section III, the Rhinge loss is introduced into TWSVMs framework, the relative algorithm, propositions and their proofs are given. Section IV displays the experimental results, and we draw our conclusions in Section V.
II. RELATED WORKS
For the sake of simplicity, we focus our study on two-categories imbalanced datasets. Considering the binary imbalanced classification problem with the training set T = (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x l , y l ) , in which x i ∈ R n are input and corresponding output labels are y i ∈ Y = {−1, +1}, and traditionally, we denote the minority class to be the class +1. Furthermore, we define the input matrix of class +1 as X + ∈ R l + ×n and (x + , y + ) is the sample of class +1. Likewise, the input matrix of class −1 is X − ∈ R l − ×n , and (x − , y − ) is the sample of class −1, in which l + + l − = l represents the number of positive samples and negative samples, respectively. In this section, unless a prime superscript is marked, all vectors are column vectors. Mind that e is unit column vector with proper dimension, and I is an identity matrix with proper dimension. The related symbols are listed in the Table 1 . Following that, a brief outline of related works of loss functions, SVM and TBSVM are given.
A. LOSS FUNCTIONS IN SVM
In this section, we denote l y, f (x) as the loss function, and the empirical risk minimization (ERM) inductive principle [3] is represented as
where l Y , f (X ) denotes a column vector of specific loss value of each (x i , y i ) that measured by some certain loss
and in the rest, the loss term in objective function represents the similar meaning. The 0 − 1 loss function l 01 y, f (x) was acclaimed as the most simple and natural [41] heaviside loss function, also named misclassification error [42] , misclassification loss [43] , etc. In the common classification setting, the 0 − 1 loss is defined as
By simply counting the number of misclassification samples, l 01 y, f (x) is robust to noises, including outliers. However, it is hard to solve (1) with 0-1 loss due to the 0-1 loss is nonconvex and discontinuous.
To separate the datasets into two categories ''sufficiently'', the maximal margin criteria (MMC) was introduced into SVM [2] , and SVM penalizes the sample (x, y) when 1 − yf (x) = 1 − y(w x + b) ≤ 0 according to the MMC.
Definition 1: The 0-1 loss function in SVMs' setting is termed the hard margin loss l hard y, f (x) [43] , [44] , i.e.
Obviously, the above l hard y, f (x) inherits all the good properties of l 01 y, f (x) , by punishing all the samples located in yf (x) < 1 with a finite value ''1'', the l hard y, f (x) shows no priori information, which can probably be prejudice since the distribution of training samples is usually unknown. However, owing to the difficulty in solving hard margin loss, hinge loss [45] , [46] 
and least square (LS) loss [47] , [48] l ls y,
are usually used as approximations of hard margin loss which greatly improve the computational efficiency. Except for unbounded convex relaxation, some nonconvex, bounded losses have been proposed as well, for instance, the correntropy loss (C-loss) [49] l C y, f (x)
Due to the boundedness of C-loss, the robustness of hard margin loss is somewhat preserved. Through observation, the C-loss can be seen as the LS-loss that embedded in a rescaled framework
where σ > 0 is window width, η = (2σ 2 ) −1 > 0 is rescaled parameter, β = 1− exp(−η) −1 > 0 is normalizing constant. Inspired by the relationship between the C-loss and the LS-loss [37] , the Rhinge loss is constructed as follows
where l rhinge y, f (x) shares the same framework of C-loss.
According to (9) , we can tune the l rhinge y, f (x) with different η's to form a series of monotonic, bounded and nonconvex losses that keep the robustness and sparsity. Figure 1 shows the loss functions that mentioned in this subsection, where we can see the effect of rescaling by comparing LS-loss, hinge loss with the C-loss and Rhinge loss, respectively.
B. SVM
Linear SVM searches for a separating hyperplane
which lies in the middle of two parallel supporting hyperplanes given by
where w ∈ R n is weighted vector and b ∈ R is bias. According to statistical learning theory (SLT) [2] , [3] , the primal problem of standard SVM that used to find (10) can be written as
where c > 0 is the parameter to adjust the weights between two terms. The first term 1 2 w 2 called the regularization term, which represents the maximization of the margin between two parallel supporting hyperplanes. The other term in (12) named loss term as (5) .
Notice that in cost sensitive learning (CSL) [50] , a pair of penalty parameters c + > 0 and c − > 0 are often taken 65392 VOLUME 7, 2019 into account, in which one can reduce the imbalanced effect by tuning the ratio between c + and c − . The formulation of cost-sensitive SVM (CS-SVM) is
Different from standard SVM, the TBSVM searches for a pair of nonparallel hyperplanes
where w ± ∈ R n and b ± ∈ R, such that each hyperplane is close to corresponding class of samples and far from the other class of samples at the same time. The primal problems of TBSVM are expressed as follows
where The dual problems of (16) and (17) are
and
where
After we obtained the optimal α ± , the proximal hyperplanes (14) and (15) can be obtained by calculating
TBSVM makes the use of the information of both minority and majority classes better than traditional SVMs. But the shortcomings resulted from its unbounded convex loss can be aggravated inevitably when facing imbalanced noisy data.
III. RESCALED HINGE LOSS TBSVM
Neither the difficulty in training SVM with hard margin loss, nor the susceptible property to imbalanced noisy data in the SVM with hinge loss, is tolerable. Therefore, Rhinge loss l rhinge y, f (x) is proposed as an alternative loss to enhance the robustness of SVMs. Now we give the merits of the Rhinge loss by following propositions.
Proposition 1: Define l hard y, f (x) , l hinge y, f (x) and l rhinge y, f (x) with the rescaled constant η ∈ (0, +∞) as mentioned in (1), (5) and (9), then we have
Proof: According to the properties of limit of functions, for (22) we have
where L H denotes L'Hôpital's Rule is used. Similarly, for (23) we have
Consequently, the proposition is proven. Figure 2 depicts hard margin loss, hinge loss and Rhinge loss with different levels of η. From (9) and Figure 2 , it is clear that Rhinge loss is bounded in [0, β], by tuning the scaling constant η, we could control the upper bound of Rhinge loss. In addition, Figure 2 shows that l hard y, f (x) and l hinge y, f (x) are limiting cases when the parameter η are appropriately chosen, which confirm the conclusion of Proposition 1.
From the above propositions, we know that when η → 0 + , Rhinge loss l rhinge y, f (x) converts into hinge loss l hinge y, f (x) , and yet when η → +∞, l rhinge y, f (x) tends to hard margin loss l hard y, f (x) . In other words, l rhinge y, f (x) is an approximation of l hard y, f (x) as well as l hinge y, f (x) simultaneously, which can be deemed as a compromise loss that keep the goodness of both two related losses. 
A. LINEAR RTBSVM
Since the TBSVM uses the hinge loss which is sensitive to noises, the rescaled hinge loss is introduced in TBSVM, termed RTBSVM. RTBSVM searches for the two nonparallel proximal hyperplanes (14) and (15) by solving the following primal problems
where w ± ∈ R n , b ± ∈ R, and c i (i = 1, 2, 3, 4) are positive parameters. Now we derive the positive primal problem (26) to fit in the HQ optimization method and the alternating optimization method, then derive its dual problem.
The objective function (26) is equivalent to
Now we derive the HQ optimization method for (28) . Given a convex function g(v) = −v log(−v)+v, where v < 0, and according to the conjugate function theory [51] , we have (29) where we can obtain the supremum at
According to (29) , the R 1 (w + , b + ) in (28) can be rewritten as
where v − ∈ R n is a vector of negative components. Notice that the last equation in (31) establishes when −
2 is a constant concerning v − . After having (31) , (28) is equivalent to
Following we can optimize (32) by the alternating optimization method, that is, we solve the subproblem with regard to v − by fix (w + , b + ), after the obtained v − , we optimize over 
whose maximum can be achieved at
Next, we compute (w s + , b s + ) by putting (34) 
then (35) 
In a similar manner, the negative part can be written as
To solve (38) and (39), we derive their dual problems by introducing the Lagrange multipliers α ± ∈ R n and γ ± ∈ R n . The derivations are in Appendix A.
At this stage, α s ± can be obtained through standard quadratic programming method, and the augmented vectors u s+1
respectively. Whereafter, the (s+1)-th phased iteration can be launched. When the termination criteria are met, the iteration is ended.
Once we obtain the positive and negative proximal hyperplanes (14) and (15) , a new sample is assigned to class + or − depending on the hyperplane that is closer to it Class = arg min
where |·| is the absolute value. The algorithm to training RTBSVM with HQ optimization method is detailed in Algorithm III-B. The initial [w 0 ± b 0 ± ] are recommended to be obtained by (20) and (21) in TBSVM.
B. NON-LINEAR RTBSVM
Similar to [18] , our results could extended to nonlinear situation. Two non-parallel kernel-generated proximal surfaces are constructed as follows
is appropriate kernel function, and (x) is a mapping from input space into Hilbert space. Then the primal problems of nonlinear RTBSVM are given below
where w ± ∈ H, b ± ∈ R, and c i (i = 1, 2, 3, 4) are positive parameters. Similar to the linear case, the primal problem in (45) is equivalent to 
then we obtained the solution from (48)
By putting (49) into (47), we can obtain (w s 
Likewise, we obtained
Using the Lagrange multipliers α ± ∈ R n and γ ± ∈ R n , dual problems of (52) and (53) 
then the next iteration continues until the termination criteria are met. Once the surfaces (43) and (44) are obtained, a new sample x ∈ R n is then assigned to class +1 or −1 according to Class = arg min
where | · | is 1-norm measure.
Algorithm 1
The HQ optimization method for linear RTBSVM (26) and (27) .
Input:
The training data set (
; rescaled parameter η; the regularization parameters c i , i = 1, 2, 3, 4; the linear kernel function K (x, x ) = x x .
Output:
Augmented vector [w ± b ± ] in (40) and (41 The HQ optimization method for nonlinear RTBSVM is similar to Algorithm III-B, in which the used kernel is replaced by radial basis function (RBF) kernel, that is,
x − x 2 , and the relevant formulae are changed accordingly.
The Proposition 2 demonstrates that Algorithm III-B converges.
Proposition 2: The Algorithm 1 that optimizes RTBSVM by HQ method converges.
Proof: We consider the generated sequence {R 2 (w s , b s , v s ), s = 1, 2, . . .} in the Positive situation, the counterpart in the context of Negative is similarly.
1. Boundness: According to (28) , (31) and (32), with a given (w + , b + ), R 1 is a upper bound of R 2 , and R 1 reaches its maximum only if l hinge Y − , f + (X − ) is zero vector. It is obviously that 2. Monotonicity: It can be concluded from (33) and (35) that 
IV. EXPERIMENTAL RESULTS
In this section, we compare our RTBSVM with SVM [45] , RSVM [37] , TWSVM [16] , TBSVM [18] and LSTSVM [17] on synthetic ''Cross Planes'' datasets and real-life datasets from the UCI machine learning repository [52] . All the classifiers are implemented by using MATLAB 2017a [53] with the experiment environment: Windows10 operating system, Lenovo PC with Intel(R) Core(TM) i7-7700HQ CPU (2.80GHz) with 8 GB memory.
For the above methods, the RBF kernel is used in nonlinear setting. All experimental hyper-parameters are chosen as bellow. The weighted parameters c 1 , c 2 , c 3 , c 4 in TWSVMs and SVMs are selected from the set {2 i |i = −10, −9, . . . , 10}, the rescaled parameter η in RSVM and RTBSVM is in the range of {2 i |i = −3, −2, . . . , 4}, and the RBF kernel parameter ω is searched in the set {2 i |i = −6, −5, . . . , 6}. Besides, we set c 1 = c 2 , c 3 = c 4 in TWSVMS for the sake of degrading computational complexity of grid-search [54] .
For all the experiments, the hyper-parameters are selected by conducting the standard tenfold cross-validation (CV) technique [55] , and once the optimal pair of parameters are chosen, the indicators under the optimum parameters are the average values of results for 10 times tenfold CV. Notice that all the samples are normalized by the interval [0, 1] to reduce the differences between inhomogeneous features.
A. EVALUATION INDICATORS
In order to evaluate the performance of RTBSVM, the evaluation criterions are illustrated. Instead of accuracy (AC), we use geometry mean (G-mean) as the primal indicator, since G-mean can better reflects the performances on imbalanced datasets by characterizing trade-off between sensitivity (Sen) and specificity (Spe) [56] , while high AC may be irrational by assigning all data to majority and ignore minority.
The relationship between the used indicators and the confusion matrix are shown in Table 2 , and the indicators are defined as follows (1) Sensitivity (Sen) = TP/(TP + FP); (2)Specificity (Spe) = TN/ (TN + FN) ; (3) G-mean = √ Sen × Spe. where TP, TN, FP, and FN are the number of true positive, true negative, false positive, and false negative, respectively.
B. SYNTHETIC DATASETS
Firstly, we construct a two-dimensional imbalanced ''Cross Planes'' dataset in Figure 3 . The ''Cross Planes'' dataset is generated by perturbing samples lying around two intersecting lines, where the majority class comprises 100 red samples while 20 blue samples are given for minority class, the samples that are assigned to the wrong class are marked with circles. Figure 3 shows the normalized ''Cross Planes'' dataset and the linear classification results obtained by SVM, RSVM, TWSVM, TBSVM, LSTSVM and RTBSVM. We get the quite different G-means of SVMs and TWSVMs. From Figure 3 , it is easy to see that the results of TWSVMs is more reasonable than that of SVMs, and the corresponding G-mean, Sen and Spe are summarized in Table 3 , which confirms that TWSVMs achieve better performances on imbalanced ''Cross Planes'' dataset than SVMs.
In further synthetic experiment, we add two label noises into above imbalanced ''Cross Planes'' dataset to testify the robustness of the classifiers. The two label noises are introduced in the right bottom (red point) and left bottom (blue point) of the dataset in Figure 4 . Figure 4 and Table 4 displaces the performances of the mentioned SVMs and TWSVMs on the imbalanced noisy ''Cross Planes'' dataset. In Figure 4 , we can notice that all the TWSVMs can still characterize the distribution of the samples in general, particularly, our RTBSVM is slightly affected by those two label noises and then achieved the best performance. However, the hyperplanes of the minor class in TWSVM, TBSVM and LSTSVM are considerably influenced by the exist label noises. As for the indices in Table 4 , we obtain that TWSVMs can make a tradeoff between Sen and Spe to maintain a not bad G-mean. Meanwhile, SVMs sacrifice Spe to reach an irrational high Sen.
C. BENCHMARK DATASETS
In this subsection, to further validate the superiority of our RTBSVM, we conduct experiments on 15 benchmark UCI datasets, which are usually used as simulations of imbalanced problem [57] - [59] . Table 5 shows the experimental datasets with the notation
• Size: The sample size of datasets;
• Fea: The number of features;
• Class: The number of classes;
• Density: The non-zero elements in input matrix; • Class IR: Class imbalance ratio. In Table 5 we can see that all the chosen datasets are imbalanced datasets in an extensive range of background (biological information, cognitive psychology, pathology, to name but a few), sample size (from 131 to 5822), attributes (from 3 to 85), class imbalance ratios (from about 0.0077 to 0.4886), density (44.42% to 100.00%) and numerical values (binary, sequential, discrete). All the above UCI datasets are added three different levels of label noises (0%, 15% and 30% respectively) to form imbalanced noisy datasets before experiments, where the label noises [60] are generated by randomly picking and flipping a given proportion (0%, 15% and 30%) of labels from minority and majority, respectively. Table 6 lists the experiment results of five comparison algorithms and our RTBSVM with linear kernel, and we conduct the counterpart of RBF kernel in Table 7 . As a compromise between fairness and computation complexity, we generate two independent noisy datasets for both 15% and 30% noise degrees of each dataset. Thus, every index in nonzero noisy settings is the average of two datasets. For brevity, the mean and standard deviation of G-mean that obtained by 10 times 10-fold CV are shown in the two below tables, for each dataset, the best G-mean among six methods is highlighted in boldface.
From the experiment results in both linear and nonlinear settings in Table 6 and Table 7 , it would be fair to say that RTBSVM excels at tackling imbalanced noisy datasets when compare it with five other classifiers. The number of the best results that obtained by each method are counted in Table 8 , it is clear that RTBSVM accounts for more than half the best results in total. This superiority is mainly attributed to the introduced Rhinge loss which is adjustable to adapt to different noises. Through observation, we found that the optimal η of each dataset often increase with the level of label noises, such as Abalone, CMC, Led7digit, Transfusion in Table 6 , However, there are a lot of exceptions to this observation due to the inner complexity of datasets, and it also indicates that compared with giving η in advance, the selection of η is more rewarding.
Generally, the performances of classifiers on most datasets decrease gradually along with the increasing of the degree of noises, yet there are some exceptions exist in both Table 6 and  Table 7 . First, for datasets like Abalone, Balances and CMC, the G-means of SVM and RSVM occur many 0 whether label noises are introduced or not. And for the performances on Ecoli, Led7digit and Segment, the G-means decrease sharply when label noises exist. Although the performances of SVM return to a reasonable level when RBF kernel is introduced, these results still reflect that for some imbalanced datasets (for example, the previous ''Cross Planes'' datasets), TWSVMs perform better than SVMs. Second, concerning the datasets with extremely low class IR (such as Abalone, Balances, Cleveland and TIC where the highest class IR is merely around 0.0851), the G-means on these datasets do not always lessen when the datasets contain more label noises, instead they rebound oddly. We suppose that these abnormalities may be the consequences of extreme imbalance and label noises, the introduced label noises increase the amount of minority, which in fact weakens the overwhelming advantage of majority, and thus the index of minority (usually be Sen) raises, the G-mean grows subsequently.
V. CONCLUSION
In this paper, we have proposed a novel twin bounded support vector machine with a monotonic, bounded and nonconvex loss (Rhinge loss), called RTBSVM, which is an efficient classifier to tackle imbalanced noisy classification. We firstly derived that Rhinge loss is equivalent to hinge loss and hard margin loss, which ensures the superiority of Rhinge loss theoretically. Then the training procedure of our RTBSVM is shown, the convergence of its iterative algorithm is proven as well. The experiments on both synthetic and UCI datasets demonstrate that our RTBSVM holds better performance than some of traditional SVMs and TWSVMs in tackling imbalanced noisy classification. The MATLAB codes of our RTBSVM can be viewed at http://www.optimal-group.org/Resources/ Code/RTBSVM.html.
Notice that there are at least five independent parameters in our RTBSVM, therefore, the parameters selection should be addressed more efficiently in the future, some heuristic method like [61] and [62] is illuminating and considerable. Besides, the robustness on regularization term and proximal term and corresponding acceleration algorithms such as are worthy for consideration.
APPENDIX A
The Lagrangian of (38) (38) is displayed as
The negative dual problem can be derived likewise. After the iteration, the dual problem of (39) In the same way, the dual problem of (53) 
