Practical structural engineering problems are often characterized by significant uncertainties. Historically, one of the prevalent methods to account for this uncertainty has been the standard Monte Carlo (MC) method. Recently, improved sampling methods have been proposed, based on the idea of variance reduction by employing a hierarchy of mesh refinements. We combine an h-and p-refinement hierarchy with the Multilevel Monte Carlo (MLMC) and Multilevel Quasi-Monte Carlo (MLQMC) method. We investigate the applicability of these novel combination methods on three structural engineering problems, for which the uncertainty resides in the Young's modulus: the static response of a cantilever beam with elastic material behavior, its static response with elastoplastic behavior, and its dynamic response with elastic behavior.
Introduction
There is an increasing need to accurately simulate and compute solutions to engineering problems whilst taking into account model uncertainties. Methods for uncertainty quantification and propagation in structural engineering can be categorized into two groups: non-sampling methods and sampling methods. Examples of non-sampling methods are the perturbation method and the Stochastic Galerkin Finite Element method. The perturbation method is based on a Taylor series expansion approximating the mean and variance of the solution [1] . The method is quite effective, but its use is restricted to models with a limited number of relatively small uncertainties. The Stochastic Galerkin method, first proposed by Ghanem and Spanos [2] , is based on a spectral representation in the stochastic space. It transforms the uncertain coefficient partial differential equation (PDE) problem by means of a Galerkin projection technique into a large coupled system of deterministic PDEs. This method allows for somewhat larger numbers of uncertainties and is quite accurate. However, it is highly intrusive and memory demanding, making its implementation cumbersome and restricting its use to rather low stochastic dimensions.
Sampling methods, on the other hand, are typically non-intrusive. Each sample corresponds to a deterministic solve for a set of specified parameter values. Two particularly popular examples are the Stochastic Collocation method [3] and the Monte Carlo (MC) method [4] . The former samples a stochastic PDE at a carefully selected multidimensional set of collocation points. After this sampling, a Lagrange interpolation is performed leading to a polynomial response surface. From this, the relevant stochastic characteristics can easily be computed in a post-processing step. However, as is also the case for Stochastic Galerkin, the Stochastic Collocation method suffers from the curse of dimensionality: the computational cost grows exponentially with the number of random variables considered in the problem. The MC method on the other hand, selects its samples randomly and does not suffer from the curse of dimensionality. A drawback is its slow convergence as a function of the number of samples taken. The convergence of Monte Carlo can be accelerated in a variety of ways. For example, alternative non-random selections of sampling points can be used, as in Quasi-Monte Carlo [5, 6] and Latin Hypercube [7] sampling methods. Also, variance reduction techniques, such as Multilevel Monte Carlo (MLMC) [8] , Multilevel Quasi-Monte Carlo (MLQMC) [9] and its generalizations, see, e.g., [10, 11] , can speed up the method. These improved Monte Carlo methods are based on a hierarchy of increasing resolution meshes where samples on coarser meshes are computationally less expensive than on finer meshes. As a side note, we mention that there also exist hybrid variants which exhibit both a sampling and non-sampling character. This type of methods combine, for example, the Stochastic Finite Element methodology with Monte Carlo sampling or a multi-dimensional cubature method, see, e.g., [12, 13] .
Monte Carlo methods have since long been used in the field of structural engineering, for example in problems of structural dynamics [14] or in elastoplastic problems where the structure's reliability is assessed [15] . In this work we combine the MLMC and MLQMC method with an h-and p-refinement mesh hierarchy.
These combinations are then applied to a structural engineering problem discretized by means of the finite element method. The problems are defined as the static response of a cantilever beam with elastic material behavior, its static response with elastoplastic behavior, and its dynamic response with elastic behavior. The uncertainty resides in the Young's modulus. We consider two different representations of the uncertainty: a homogeneous and a heterogeneous one. The homogeneous representation consists of a random variable sampled from a univariate gamma distribution. For the heterogeneous representation, we do not use a Gaussian or lognormal random field, as is often the case in other works in the literature, but we use a gamma random field to model the uncertainty. This field is obtained by combining a Karhunen-Loève expansion with a memoryless transformation. We illustrate the effect of the uncertainty model on the uncertainty bounds of the solution. These uncertainty bounds are computed from the resulting probability density function of the solution. The obtained MLMC and MLQMC results combined with h-and p-refinement will be compared in terms of computational cost with results from a standard MC simulation. This paper is structured as follows. In section 2, we formulate the mathematical model, introduce the problem statement and describe how the uncertainty is modeled. Section 3 recalls the MLMC and MLQMC methods, and provides some additional algorithmic implementation details. In Section 4, numerical results are presented. First, we illustrate the uncertainty propagation towards the solution for the static elastic, static elastoplastic and the dynamic elastic response. Second, the performance of standard MC is compared with the performances of MLMC and MLQMC for the static response, both for an elastic and an elastoplastic material model. Both h-and p-refinement schemes are considered. The fifth and last section offers concluding remarks and details some paths for further research.
The mathematical model

Beam models and material parameters
The considered engineering problem is the response of a cantilever beam clamped at one side and a beam clamped at both sides as seen in Fig.1 , assuming plane stress. We consider three different responses. First, we consider the spatial displacement of a concrete beam with an elastic material model, clamped at both ends (static elastic case). Secondly, we consider the spatial displacement of a steel beam with an elastoplastic material model, clamped at both ends (static elastoplastic case). Finally, we consider the frequency response of a concrete beam, clamped at its left end (dynamic elastic case). An overview is given in Tab (width) for the elastoplastic case. The material parameters of the concrete are as follows: a mass density of 2500 kg/m 3 , a Poisson ratio of 0.15 and a Young's modulus subject to some uncertainty, as specified below.
The material parameters of the steel are as follows: a yield strength of 240 MPa, a Poisson ratio of 0.25 and a Young's modulus subjected to uncertainty, as specified below. In order to model the material uncertainty, two uncertainty models will be considered. The first model is a homogeneous Young's modulus characterized by means of a single random variable. The second model is a heterogeneous Young's modulus represented as a random field. Both uncertainty models will be used to compute the stochastic characteristics in all cases. 
The homogeneous model
Following [16] , we opt to describe the Young's modulus in the homogeneous model by means of a univariate gamma distribution. This distribution is characterized by a shape parameter α and a scale parameter β, and its probability density function given by
The corresponding mean value and variance can be computed as µ = αβ and σ 2 = αβ 2 respectively. In this paper, we select α = 7.1633 and β = 4.1880 × 10 9 in order to model the material uncertainty for the concrete beam, which are based on values coming from [17] . This leads to a mean of 30 GPa and a standard deviation of 11.2 GPa. For modeling the material uncertainty in the steel beam, we select α = 934.2 and β = 0.214 × 10 9 , see [18] . This gives a mean of 200 GPa and a standard deviation of 6.543 GPa. The gamma distribution for both materials is plotted in Fig. 2 . Shown also is the mean µ and the standard deviation σ.
The heterogeneous model
The Young's modulus with spatially varying uncertainty will be represented by means of a (truncated) gamma random field. The construction of this random field is done by means of a classic, two-step process.
First, a (truncated) Gaussian random field is generated, using a Karhunen-Loève (KL) expansion [19] . Next, this Gaussian random field is transformed into a gamma random field with a memoryless transformation [20] .
Consider a Gaussian random field Z(x, ω), where ω is a random variable, with exponential covariance kernel,
We select the 2-norm (p = 2), a correlation length λ = 0.3 and a standard deviation σ = 1.0. The corresponding KL expansion can then be formulated as follows:
Z(x, .) denotes the mean of the field, and is set to zero. The ξ n (ω) denote i.i.d. standard normal random variables. The symbols θ n and b n (x) respectively denote the eigenvalues and eigenfunctions of the covariance kernel corresponding to Eq. (2), which are found by solving the following eigenvalue problem:
These can be approximated by means of a numerical collocation scheme, i.e., by solving
in some well-chosen integration points x k . Following the Nyström method [21] , the integral in Eq. (5), is approximated by a numerical integration scheme which uses the collocation points as quadrature nodes:
In matrix notation, this becomes
where Σ is a symmetric positive semi-definite matrix with entries Σ k,q = C(x k , y q ), W is a diagonal matrix containing the weights w q on its diagonal and B is a vector with entries B n,q = b n (x q ). The matrix eigenvalue problem, Eq. (7), can be reformulated in an equivalent matrix eigenvalue problem
where
Ψ is symmetric positive semi-definite. This implies that the eigenvalues θ n are nonnegative real values and the eigenvectors B * n are orthogonal to each other. Using Eq. (6), the Nyström interpolation value for the eigenfunctions b n (x) is obtained:
where B * n,q stands for the q-th element of eigenvector B * n . These eigenvalues and eigenfunctions, can after a suitable normalization, be used as an approximate eigenpair in the KL expansion.
In an actual implementation, the number of KL-terms in Eq. (3) is truncated to a finite value s, i.e.,
This number of uncertain parameters depends on the magnitude and on the decay rate of the successive eigenvalues.
The eigenvalues for the exponential covariance function, Eq. (2), are plotted in Fig. 3 (left). The percentage of the variance that is accounted for as a function of the number of included eigenvalues corresponds to the cumulative sum of the eigenvalues, and is also illustrated in the figure. A cumulative sum of 1.0 corresponds to 100% of the variance of the field being accounted for. Inclusion of the first 101 KL-terms is sufficient to represent 90% of the variance of the random field. Once the Gaussian field has been generated, a memoryless transformation is applied pointwise,
in order to obtain the gamma random field [20] . Here, F denotes the marginal cumulative density function 
Problem discretization and solution
The Finite Element method will be used to compute the responses of the beam assuming plane stress.
An equidistant, regular rectangular mesh is applied consisting of Lagrange quadrilateral elements. The underlying equations and solution methods are reviewed hereunder.
For the static elastic case, the system equation is of the form
with K the global stiffness matrix, f the global nodal force vector and u the displacement. The global stiffness matrix and nodal force vector are obtained from the element stiffness matrices K e and the element force vectors f e . These are computed numerically by evaluation of the following integrals by means of Gauss quadrature:
The element nodal force vector f e is modeled as a Neumann boundary condition, where t n stands for the surface traction specified as a force per unit area and N is the element shape function matrix, integrated over the free element boundary Γ t . The element stiffness matrix K e is obtained by integrating the matrix B T DB over the element's surface Ω. Matrix B is defined as LN with L the derivative matrix specified below, and D is the elastic constitutive matrix for plane stress, containing the element-wise material parameters,
For the dynamic case, the following equation is obtained:
Matrix M denotes the system mass matrix obtained from the assembly of the element mass matrices M e .
f denotes the frequency, ρ the volumetric mass density of the material and ı the imaginary unit. Hysteretic damping is applied, with η the damping loss factor.
The approach for solving the static elastoplastic case differs due to the nonlinear stress-strain relation in the plastic domain. The plastic region is governed by the von Mises yield criterion with isotropic linear
hardening. An incremental load approach is used starting with a force of 0 N. The methods used to solve the elastoplastic problem are based on Chapter 2 §4 and Chapter 7 §3 and §4 of [22] . For this case, the system equation takes the following form:
where ∆u stands for the resulting displacement increment. The vector r is the residual,
where f stands for the sum of the external force increments applied in the previous steps, ∆f for the applied load increment of the current step and q for the internal force resulting from the stresses
First the displacement increment of all the nodes is computed according to Eq. (16), with an initial system stiffness matrix K resulting from the assembly of the element stiffness matrix K e , computed by means of a Gauss quadrature
where D ep denotes the elastoplastic constitutive matrix. The initial state of D ep is the elastic constitutive matrix from Eq. (14). Secondly, the strain increment ∆ε is computed,
Thirdly, the nonlinear stress-strain relationship,
is integrated by means of a backward Euler method. The backward Euler method essentially acts as an elastic predictor-plastic corrector; an initial stress state that is purely elastic is computed and then projected in the direction of the yield surface so as to obtain the plastic stress state. Due to the implicit nature of the integrated stress-strain relation, this equation must be supplemented with the integrated form of the hardening rule and the yield condition. This system of nonlinear equations is then solved with an iterative Newton-Raphson method. Afterwards, the consistent tangent stiffness matrix is computed [23] . This matrix is then used to compute the updated element stiffness matrix, Eq. (19), resulting in an updated system stiffness matrix K. The inner iteration step of solving the stress-strain relation and the updated system stiffness matrix is repeated for each outer iteration step which solves Eq. (16) . The outer step consists in balancing the internal forces with the external ones as to satisfy the residual, which in our case equals 10
times the load increment. The procedure used is incremental-iterative, relying on the iterative NewtonRaphson method. This process is repeated for each load increment. An example of a p-refinement hierarchy is shown in Fig. 6 . In this work, the higher order elements are defined to be linear, quadratic, cubic, quartic and quintic Lagrangian quadrilateral elements. We will use both h-and p-hierarchies as levels for MLMC and MLQMC.
Multilevel Monte Carlo
Let E[P L (ω)], or E[P L ] for short, be the expected value of a particular quantity of interest P depending on a random variable ω, discretized on mesh L. The standard MC estimator for
Multilevel Monte Carlo, on the other hand, starts from a reformulation of E[P L ] as a telescoping sum. The expected value of the quantity of interest on the finest mesh is expressed as the expected value of the quantity of interest on the coarsest mesh, plus a series of correction terms (or differences):
Each term in the right-hand side is then estimated separately by a standard Monte Carlo estimator with N samples, i.e.,
where Q MLMC L is the Multilevel Monte Carlo estimator for the expected value E[P L ], which is a discrete approximation for the expected value of the quantity of interest, E[P ]. The mean square error (MSE) is defined as
with V [·] denoting the variance of a random variable ·. The MLMC estimator in Eq. (24) can be written as a sum of L + 1 estimators for the expected value of the difference on each level, i.e.,
where we defined P −1 := 0.
Because of the telescoping property, the MLMC estimator is an unbiased estimator for the quantity of interest on the finest mesh, i.e.,
Denoting by V the variance of the difference, V = V(P − P −1 ), the variance of the estimator can be written as
In order to ensure that the MSE in Eq. (25) is below a given tolerance 2 , it is sufficient to enforce that 
where C denotes the cost to compute a single realization of the difference P −P −1 , subject to the constraint
Treating the N as continuous variables, we find
Note that if E[P ] → E[P ], then V → 0 as increases. Hence, the number of samples N will be a decreasing function of . This means that most samples will be taken on the coarse mesh, where samples are cheap, whereas increasingly fewer samples are required on the finer, but more expensive meshes. In practice, the number of samples must be truncated to N , the least integer larger than or equal to N .
Using Eq. (31), the total cost of the MLMC estimator, from Eq. (29), can be written as
This can be interpreted as follows. When the variance V decreases faster with increasing level than the cost increases, the dominant computational cost is located on the coarsest level. The computational cost is then proportional to V 0 C 0 , which is small because C 0 is small. Conversely, if the variance decreases slower with increasing level than the cost increases, the dominant computational cost will be located on the finest level L, and proportional to V L C L . This quantity is small because V L is small. For comparison, the computational cost of a Monte Carlo simulation that reaches the same accuracy is proportional to V 0 C L .
The second term in Eq. (25) is used to determine the maximum number of levels L. A typical MLMC implementation is level-adaptive, i.e., starting from a coarse finite element mesh, finer meshes are only added if required to reach a certain accuracy. Assume that the convergence
and check for convergence using
Multilevel Quasi-Monte Carlo
One of the major differences with MLMC is that for MLQMC, the individual sample points are not chosen at random but according to a deterministic rule, see for example In this paper, we use rank-1 lattice rules similar to [9] . These points have the following representation:
the n-th sample point x n is defined as
where frac (x) = x− x , x > 0. Vector z is an s-dimensional vector of positive integers, and N is the number of points in the lattice rule.
Due to the deterministic nature of the MLQMC points, a shift has to be introduced in order to obtain unbiased estimates of the quantities of interest, as discussed in section 2.9 of [25] . Eq. (34) is rewritten as
where ∆ is a shift or offset, uniformly distributed in [0, 1] s . In practice, multiple random shifts must be chosen, labeled ∆ 1 , ∆ 2 , ..., ∆ R , in order to allow for the computation of the variance of the estimator, and hence the MSE. The MLQMC estimator is then written as
We choose the number of shifts to be constant on each level, i.e., R = R, = 0, 1, . . . , L. A value R = 10 will be chosen in our numerical experiments. Contrary to MLMC, the number of samples for MLQMC is not the result of an optimization problem, as in Eq. (31). For MLQMC an adaptive algorithm is used, see [9] . Starting with an initial number of samples, this algorithm multiplies the number of samples on the level with maximum ratio V /C , with a constant factor until the variance of the estimator is smaller than 2 2 , where V is defined as V(P − P −1 ). In our implementation this multiplication constant is chosen as 1.2.
The MLQMC method is expected to work particularly well if the number of subsequent uncertainties decays rapidly, see [26, 27] , as is the case with a smooth random field generated according to a KL expansion, where the magnitude of the successive eigenvalues is decaying rapidly. For more information, see [28] .
Cost Theorem
Having introduced both methods, we now present a complexity theorem for MLQMC, which also covers the MLMC method, when δ = 1, see Theorem 1. More details can be found in [26] and on page 76 of [29] . and assume that the following conditions hold:
Then, there exists a positive constant c 4 such that for any < exp(−1) there exists an L and a sequence
for which the multilevel estimator, Q MLQMC L has an MSE ≤ 2 , and
The factor α, in assumption 1, is the rate at which the expected value of the differences decreases with increasing level. β, in assumption 2, stands for the decay rate of the variance of the differences. The factor γ, in assumption 3, is determined by the efficiency of the solver. This factor will be different for the h-refinement scheme and the p-refinement scheme. All three factors will be estimated on the fly in our numerical experiments.
Following this theorem, the optimal cost of the MLMC estimator, is proportional to −2 when the variance over the levels decreases faster than the cost per level increases, i.e., β > γ, and δ = 1. Similarly, for the MLQMC estimator, the optimal cost is proportional to −1 . Note that this is only true in the limit,
i.e., δ → 1/2. We will show in our numerical experiments that the theoretically derived asymptotic cost complexity is close to what we observe.
Implementation details
The MLMC and MLQMC methods are non-intrusive, requiring only an interface between the Finite Element solver routine and the multilevel routine. The Finite Element solver routines are written in Matlab, while the multilevel routine is written in Julia [10] .
All the computations are run in parallel, the computation of the individual samples is parallelized. This is possible because of the embarrassingly parallel nature of all the Monte Carlo methods. In the aforementioned configuration, a number of 28 samples can be computed concurrently. For more details on load balancing of MLMC/MLQMC samplers, we refer to [30] .
When dealing with multiple quantities of interest (Qoi), the optimal amount of samples in Eq. (31) is evaluated with the variance V corresponding to the variance of the Qoi with the largest variance. By doing so, the variance constraint is guaranteed to be satisfied for all other Qoi's. Here, we consider only one Qoi.
For the static cases, the Qoi is the largest transversal deflection, which in this case is characterized by the largest variance. For the dynamic case, the Qoi is the response at the node which has the largest frequency response, which also is the node with largest variance. Each finite element is assigned a value of the Young's modulus. For the h-refinement mesh hierarchy, this is accomplished by means of the midpoint approach, i.e., the value is taken constant within each individual element and equal to the value of the realization of the random field at the center point of the element [31] .
For the p-refinement mesh hierarchy, this is accomplished by means of the integration point method, i.e., the Young's modulus is computed at the Gauss integration points when numerically computing the element stiffness matrix [32] . An illustrative example of a Gaussian random field for three successive h-levels can be seen in Fig. 8 . 
Numerical Results
In this section, we discuss our numerical experiments with the MLMC and MLQMC method. We consider the static and dynamic cases, using both a homogeneous and a heterogeneous uncertain Young's modulus. First, we introduce the different simulated cases. For the static cases, the solution consists of the displacement of the beam in the spatial domain. For the dynamic case, the solution is a frequency response. Xeon E5645 CPU's, clocked at 2.40 GHz, and a total of 128 GB RAM.
Presentation of the simulated cases
The simulated cases have been presented in Tab 
with E the mean Young's modulus, I the moment of inertia, A the area, ρ the density, f max the highest simulated frequency, and λ min the smallest obtained wavelength for the highest input frequency. For the considered beam configuration, it has been checked that at least six elements are used to represent the wavelength on the coarsest grid for the highest simulated frequency, which in this case is 400 Hz.
For all elastic calculations, the MLMC/MLQMC simulations are level adaptive. For the elastoplastic cases we chose to manually set the maximum level because of the considerable time cost it would require to compute a solution on these higher levels. This level is chosen based on a mesh convergence analysis. The results of this mesh convergence study are shown in Fig. 9 , for the elastoplastic case (left) and the elastic case (right) respectively. The figures show the transverse deflection of the middle node located on the beam's top layer of nodes (middle top side node) per level, represented as a full line, and the absolute value of its difference over the levels, represented as a dashed line. For the elastoplastic case, the deflection starts stagnating at around level 3. Following these results, we thus state that the bias condition for the elastoplastic case is fulfilled at level 3; no more than 4 MLMC/MLQMC levels are used. 
Uncertainty bounds on the solution
In this part, we illustrate the effect of the uncertainty model, i.e., a homogeneous or a heterogeneous
Young's modulus, on the uncertainty bounds of the solution. We do this for the static cases, i.e., the displacement of the beam in the spatial domain and for the dynamic case, i.e., the frequency response The FRF results are presented in Fig. 16 . As was the case for the static elastic and elastoplastic case, the shades of blue represent the PDF, with the blue line being the most probable value, and the orange line the average value. As can be observed, the uncertainty bounds for the FRF are wider and more spread out when the Young's modulus is homogeneous, Fig. 16 (left) , as opposed to a heterogeneous Young's modulus, Fig. 16 (right). This discrepancy is due to the fact that in case of a homogeneous Young's modulus, the resonance frequency will be shifted for each different sample. Averaging all these samples gives rise to a broad and wide uncertainty bound. In case of a heterogeneous Young's modulus, the different samples compensate each other, in analogy with the explanation given in §4.2.1. This gives rise to much smaller uncertainty bounds. Fig. 17 shows the resulting FRF for ten realizations. An important inequality that must hold for the multilevel methods to work well is
It has been observed empirically that Eq. (39) is not necessarily fulfilled near resonance frequencies for the dynamic elastic case in case of a heterogeneous Young's modulus. In order to remedy to this, we use the following strategy. Using a small number of samples, the magnitude of
the estimation is below a certain threshold, the coarsest level is discarded and the algorithm is restarted on a finer mesh. We write this condition as
For the experiments reported here, we selected T to be equal to 2.3.
Benchmark analysis
Having illustrated the uncertainty propagation towards the solution, we now present a benchmark analysis where we compare the different Monte Carlo methods combined with both refinement schemes in terms of computational cost.
Rates
We first give the parameter γ for both refinement schemes. For p-refinement, this parameter has been measured to be equal to 1.5 while for h-refinement it equals 2.0. This means that the cost increase for one solve per increasing level is larger when using h-refinement than p-refinement. This is because less dof's are added per increasing level. Fig. 18 shows the behavior of the variance of the quantity of interest P , and of the difference P − P −1 , in case of a tolerance equal to 3.8E-5 for the elastic cases and 2.5E-6 for the elastoplastic cases. Note that the variance of P over the different levels remains constant while the variance of the differences between two successive levels continuously decreases. The rates β are included in the figures for h-and p-refinement.
These rates represent the slopes of the differences, ∆P . For all but two cases we find that β > γ, and thus we expect the MLMC cost to be proportional to −2 , see Theorem 1. Only the elastoplastic cases where p-refinement is used, Fig. 18 (bottom left and right) we find that β < γ. Following Theorem 1 and the results from Fig. 19 , we calculate the cost according to −2δ−(γ−δβ)/α , with δ = 1. We find that for both cases the cost is approximately proportional to −2 . We will show this in §4.3.3. The MLQMC cost cannot be easily predicted due to its dependence on the factor δ. We will empirically show the cost proportionality in §4.3.3.
Furthermore we observe that the value of the variance of the differences of the p-refinement cases is larger than those of the h-refinement cases (red dashed line is lower than blue dashed line) except for the homogeneous elastoplastic case, Fig 18 (bottom left) . There, the value of the variance of the differences is much lower for p-refinement than for h-refinement. This will lead to a larger number of samples for p-refinement and could lead to a larger computational time with respect to h-refinement. This insight can be gained by investigating Eq. (31), which calculates the optimal amount of samples on a level given V and C . A lower V will result in a lower optimal number of samples. This also follows from Fig. 21 , where we present the simulation times needed to achieve a user defined tolerance on the RMSE. In Fig. 19 the expected values of the quantity of interest P , and of the difference P − P −1 are presented.
The considered tolerances are the same as for Fig. 18 . From these figures, it is clear that the expected values of the differences over the levels, ∆P , decreases faster when using p-refinement. Even while using less degrees of freedom per level, in case of p-refinement, we still obtain a very good decrease of the expected values of the differences. This will lead to a considerably higher computing time. ------------------------- 
Number of samples
---------------------------Elastic cases
---------------------------Elastoplastic cases---------------------------
Runtime
We plot the runtimes for the different Monte Carlo methods combined with p-refinement and with hrefinement for a homogeneous and a heterogeneous modulus in Fig. 21 . Here, the actual simulation time needed to reach a certain tolerance on the root-mean-square error (RMSE) for standard MC, MLMC and MLQMC is compared. In Tab. 4, we summarize these results. Note that the MC simulation is run at the highest level L of the corresponding MLMC/MLQMC simulation, where L is chosen according to Eq. (33).
As can be seen, not all tolerances are simulated for the MC simulations. These simulations have not been done due to the long computation time that would be necessary, i.e., several days. The first observation to be made is that the MLMC and MLQMC simulations consistently outperform the MC simulations in terms of computational speed, except for one case in the pre-asymptotic phase (low tolerances), Fig.21 (bottom right). Speedups up to a factor 100 are observed. MLQMC outperforms MLMC by a factor 5 to 10. We observe that MLQMC tends to work well for cases where few uncertainties are considered, i.e., the homogeneous cases, Fig. 21 (bottom and top left) . While performing well, the cost for MLQMC for these cases tends to be proportional to −2 instead of the optimal value of −1 . For the heterogeneous cases, Fig. 21 (bottom and top right) , we observe indeed that the cost for MLQMC is proportional to −1 . All MLMC costs are proportional to −2 . This can be seen by investigating the starting points of the lines in combination with the triangles indicating the slopes.
An interesting observation from Fig. 21 , is that for half of the considered cases, it is advantageous to apply MLMC or MLQMC with a p-hierarchy of mesh refinements instead of h-refinements. All heterogeneous cases perform faster with p-refinement, Fig. 21 (bottom and top right) . However, for the homogeneous cases, MLMC with p-refinement yields no lower simulation time, Fig. 21 (bottom and top left). While the simulation time for low tolerances is indeed lower for MLMC combined with p-refinement. For higher tolerances no gain is to be found for using one refinement method over the other. This seems only to be a problem when a very low number of uncertainties (homogeneous Young's modulus) is considered. MLQMC performs well but as already elaborated upon above, its cost is more likely to be proportional to −2 instead of −1 . This is especially visible in Fig. 21 (bottom left).
When using the MC method, all homogeneous cases have a higher simulation time than the heterogeneous cases. When using the MLMC/MLQMC method, the simulation times of the homogeneous cases are roughly equal to the ones of the heterogeneous cases. In general the number of samples of the homogeneous cases on the lowest level are an order of magnitude larger than the number of samples of the heterogeneous cases.
For higher levels, the number of samples is higher for the heterogeneous cases. This creates a balancing effect resulting in both cases having roughly the same simulation time.
We thus conclude that MLMC and MLQMC achieve speedups up to factor of 100 with respect to standard MC. We have empirically demonstrated that it is possible for MLQMC, applied to a structural engineering problem, to achieve an optimal cost of −1 , under certain conditions. Also, a p-refinement scheme is highly advantageous for problems where a high number of uncertainties are present.
Conclusion
In this work, we considered a structural engineering problem where the uncertainty resides in the Young's modulus. To model this uncertainty, we considered both a homogeneous model, represented by a single random variable, and a heterogeneous model, represented by means of a random field. The stochastic responses were computed by means of the MC, the MLMC and the MLQMC method. We considered a mesh hierarchy based on h-refinement and on p-refinement for each method. In a first step we illustrated that the nature of the uncertainty in the Young's modulus has a major impact on the uncertainty characteristics of the simulation results. For realistic applications, the appropriate choice of the uncertainty model is of great importance. Then, we demonstrated that the MLMC method provides a significant computational cost reduction and speedup compared to the standard MC method up to a factor 100 regardless of the mesh hierarchy used. This has been shown by means of actual computing times. We further compared the speedup of MLQMC with respect to MLMC, and found speedups ranging from 5 to 10. When dealing with many uncertainty parameters, i.e., a heterogeneous Young's modulus, the multilevel methods can be accelerated even further by using a p-refinement mesh hierarchy. For MLQMC, we empirically showed that for many uncertainty parameters, the optimal cost in function of a desired tolerance is proportional to −1 with either an h-or a p-refinement mesh hierarchy. While for one uncertainty, i.e., the homogeneous Young's modulus, we showed that MLQMC combined with a p-refinement mesh hierarchy has a cost proportional to −2 , the same as for all cases computed with MLMC.
Further paths of research will focus on ways to exploit the similarities between the responses for neighboring frequencies and to combine the advantage of both the h-and p-refinement mesh hierarchies in a
Multi-Index setting [10, 11] .
