Some remarks on evolution algebras corresponding to permutations by Narkuziyev, B. A.
ar
X
iv
:2
00
5.
05
79
3v
1 
 [m
ath
.R
A]
  9
 M
ay
 20
20
SOME REMARKS ON EVOLUTION ALGEBRAS CORRESPONDING TO
PERMUTATIONS.
B. A. NARKUZIYEV
Abstract. In the present paper we describe absolute nilpotent and some idempotent el-
ements of an n- dimensional evolution algebra corresponding to two permutations and we
decompose such algebras to the direct sum of evolution algebras corresponding to cycles of
the permutations.
1. Introduction
An evolution algebra is an abstract system, it gives an insight for the study of non-
Mendelian genetics. Results on genetic evolution and genetic algebras, can be found in
Lyubich’s book [6]. In Tian’s book [4] the foundations of evolution algebras are developed
and several basic properties are studied. The concept of evolution algebra lies between
algebras and dynamical systems. Algebraically, evolution algebras are non-associative Ba-
nach algebras; dynamically, they represent discrete dynamical systems. Evolution algebras
have many connections with other mathematical fields including graph theory, group the-
ory, Markov chains, dynamic systems, stochastic processes, mathematical physics, etc.[1]-[6].
Rozikov and Tian [9] studied algebraic structures evolution algebras associated with Gibbs
measures defined on some graphs. In [1], [5] some properties of chain of evolution algebras,
dibaricity of evolution algebras, a criteria for an evolution algebra to be baric were studied.
In [7], [8] some properties of evolution algebra corresponding to a permutation were studied.
In this paper we study evolution algebras corresponding to two permutations.
The paper is organized as follows. In Section 2 we give main definitions and some properties
of n- dimensional evolution algebra corresponding to two permutations. Therein we also give
a criterion for this algebra to be baric. In Section 3 we obtain a necessary and sufficient
conditions to have unique trivial absolute nilpotent element for any n-dimensional evolution
algebras with rank of matrix of structural constants is n− 2 and absolute nilpotent elements
of evolution algebras corresponding to two permutations are fully studied. In Section 4 we
study idempotent elements of the evolution algebra and give a general analysis of idempotent
elements of the two- dimensional evolution algebra corresponding to permutations. Section
5 is devoted to the isomorphisms of evolution algebras corresponding to permutations.
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2. A criterion for an n- dimensional evolution algebra corresponding to
two permutations to be baric.
Definition 1. Let (E, ·) be an algebra over a field K. If it admits a basis e1, e2..., such that
ei · ej = 0, if i 6= j ;
ei · ei =
∑
k
aikek , for any i ,
then this algebra is called an evolution algebra. This basis is called natural basis.
We denote by M = (aij) the matrix of the structural constants of the evolution algebra E.
Let Sn be the group of permutations of degree n. Take pi, τ ∈ Sn,
pi =
(
1 2 3 ... n
pi(1) pi(2) pi(3) ... pi(n)
)
,
τ =
(
1 2 3 ... n
τ(1) τ(2) τ(3) ... τ(n)
)
, pi(i), τ(i) ∈ {1, ..., n}.
Consider a n-dimensional evolution algebra Enpi,τ over the field R with a finite natural basis
e1, e2, ...en, and multiplication given by:
ei · ej = 0, if i 6= j ;
ei · ei = aipi(i) · epi(i) + aiτ(i) · eτ(i), for any i ,
then this algebra is called an evolution algebra corresponding to permutations pi and τ .
We assume that pi 6= τ. For the case pi = τ some properties of the algebra are known
[7]-[8].
The following properties of evolution algebras are known [4]:
(1) Evolution algebras are not associative, in general.
(2) Evolution algebras are commutative, flexible.
(3) Evolution algebras are not power-associative, in general.
(4) The direct sum of evolution algebras is also an evolution algebra.
(5) The Kronecker product of evolution algebras is an evolution algebra.
These properties are hold for Enpi,τ too.
A character for an algebra A is a nonzero multiplicative linear form on A , that is, a
nonzero algebra homomorphism from A to R [6] .
Definition 2. A pair (A, σ) consisting of an algebra A and a character σ on A is called
a baric algebra. The homomorphism σ is called the weight (or baric) function of A and σ(x)
the weight (baric value) of x.
Theorem 1. An evolution algebra Enpi,τ over the field R, is baric if and only if one of the
following conditions holds:
1) k0 is a fixed point for pi (or τ), τ(k0) 6= k0 (or pi(k0) 6= k0) and its matrix M =
(aij) i, j = 1, ..., n of structural constants satisfies ak0k0 6= 0, aτ−1(k0)k0 = 0
(or api−1(k0)k0 = 0). In this case the corresponding weight function is σ(x) = ak0k0xk0 .
2) k0 is a fixed point for both pi and τ , and ak0k0 6= 0. In this case the corresponding
weight function is σ(x) = 2ak0k0xk0 .
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Proof. Follows from Theorem 3.2 in [1], because there is only one element ak0k0 (or 2 · ak0k0)
which is not equal to zero in the kth0 column. 
An evolution algebra Enpi,τ may have several weight functions. As a corollary of Theorem
1 we have
Corollary 1. If the permutations pi and τ , mentioned in Theorem 1 have m fixed points
km, m ≤ n which satisfy conditions of Theorem 1, then the evolution algebra E
n
pi,τ has exactly
m weight functions σ(x) = akmkm · xkm (or σ(x) = 2akmkm · xkm ).
3. Absolute nilpotent elements.
Definition 3. An element x of an algebra A is called an absolute nilpotent if x2 = 0.
Let E = Rn be an evolution algebra over the field R with the matrixM = (aij) of structural
constants, then for any x =
∑
i
xiei and y =
∑
i
yiei ∈ R
n we have
xy =
∑
i
xiyieiei =
∑
j
(
∑
i
aijxiyi)ej , x
2 =
∑
j
(
∑
i
aijx
2
i )ej .
For a n-dimensional evolution algebra E over the field R consider operator V : Rn →
Rn, x 7→ V (x) = x′ defined as x′j =
n∑
i=1
aijx
2
i , j = 1, ..., n. This operator is called
evolution operator [6] .
We have V (x) = x2, hence the equation V (x) = x2 = 0 is given by the following system
n∑
i=1
aijx
2
i = 0, j = 1, ..., n. (3.1)
In this section we consider absolute nilpotent elements of evolution algebras and evolution
algebra corresponding to two permutations( see [1], [4],[7],[8] ).
Let MT is transposed matrix of M then we know that det(M) = det(MT ) therefore if
det(M) 6= 0 then the system (3.1) has the unique solution (0, ..., 0). If det(M) = 0 and
rank(M) = r then we can assume that the first r rows of M are linearly independent,
consequently, the system (3.1) can be written as
x2i = −
n∑
j=r+1
dijx
2
j , i = 1, ..., r. (3.2)
where dij =
det(MTij )
det(Mr)
with Mr = (aik)i,k=1,...,r,
MTij =


a11 ... ai−1,1 aj1 ai+1,1 ... ar1
a12 ... ai−1,2 aj2 ai+1,2 ... ar2
... ... ... ....
a1r ... ai−1,r ajr ai+1,r ... arr

 .
An interesting problem is to find a necessary and sufficient condition on matrix D =
(dij)i=1,...,r; j=r+1,...,n under which the system (3.2) has a unique solution. The difficulty of
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the problem depends on rank r. In [1] the case rank(M) = n−1 is well studied. That is why
here we shall consider the case rank(M) = n− 2. In this case the system of eq.(3.2) will be
x2i = −(di,n−1 · x
2
n−1 + di,n · x
2
n), i = 1, ..., n − 2. (3.3)
The following theorem identifies the necessary and sufficient conditions for the system (3.3)
to have a unique trivial solution.
Theorem 2. Let rank(M) = n − 2. The evolution algebra E = Rn has a unique absolute
nilpotent element (0, ..., 0) if and only if one of the following conditions is satisfied:
(i)
{
di0,n−1 > 0
di0,n > 0
for some i0 ∈ {1, ..., n − 2} ;
(ii)


dk,n−1 > 0
dk,n = 0
dm,n > 0
or


dk,n−1 = 0
dk,n > 0
dm,n−1 > 0
for some k,m ∈ {1, ..., n − 2} ;
(iii)
{
ds,n−1 > 0
ds,n < 0
and
{
dt,n−1 < 0
dt,n > 0
for some s, t ∈ {1, ..., n − 2} and
max
t
{
−dt,n
dt,n−1
: dt,n−1 < 0, dt,n > 0} > min
s
{
−ds,n
ds,n−1
: ds,n−1 > 0, ds,n < 0}.
Proof. (Necessity) It is easy to see that if the conditions (i) and (ii) are satisfied then xn−1 =
xn = 0. It means that in these cases the system of equations (3.3) has a unique trivial
solution.
For the system (3.3) to have a solution, it must satisfy the next inequality
di,n−1 · x
2
n−1 + di,n · x
2
n ≤ 0.
From this inequality we have
|xn−1| ≤ min
s
{
−ds,n
ds,n−1
} · |xn|
and
|xn−1| ≥ max
t
{
−dt,n
dt,n−1
} · |xn|
for all s and t which satisfy the condition (iii). Therefore
max
t
{
−dt,n
dt,n−1
} · |xn| ≤ |xn−1| ≤ min
s
{
−ds,n
ds,n−1
} · |xn|, (3.4)
this shows that if
max
t
{
−dt,n
dt,n−1
} > min
s
{
−ds,n
ds,n−1
}
then the system (3.3) has a unique trivial solution only.
(Sufficiency). Assume that none of the conditions of the theorem are satisfied then it is
enough to consider the following cases:
(a)
{
di,n−1 ≤ 0
di,n ≤ 0
for all i ∈ 1, ..., n − 2 ;
(b)
{
dk,n−1 > 0
dk,n = 0
for some k and di,n ≤ 0 for all i 6= k ,where i, k ∈ {1, ..., n − 2};
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(c)
{
dk,n−1 = 0
dk,n > 0
for some k and di,n−1 ≤ 0 for all i 6= k ,where i, k ∈ {1, ..., n − 2},
(d)
{
di,n−1 > 0
di,n < 0
or
{
di,n−1 < 0
di,n > 0
for all i ∈ {1, ..., n − 2}
(e)
{
ds,n−1 > 0
ds,n < 0
and
{
dt,n−1 < 0
dt,n > 0
for some s, t ∈ {1, ..., n − 2} and
max
t
{
−dt,n
dt,n−1
: dt,n−1 < 0, dt,n > 0} ≤ min
s
{
−ds,n
ds,n−1
: ds,n−1 > 0, ds,n < 0}.
In the cases (a),(b),(c) it is easy to find non-trivial solutions of the system of equations (3.3)
by selecting xn−1 and xn.
(d) If
{
di,n−1 > 0
di,n < 0
for all i ∈ {1, ..., n − 2} then we can choose xn−1 and xn to satisfy
|xn−1| ≤ min{
−di,n
di,n−1
} · |xn| and if
{
di,n−1 < 0
di,n > 0
for all i ∈ {1, ..., n − 2} then we can select
xn−1 and xn to satisfy |xn−1| ≥ max{
−di,n
di,n−1
} · |xn| to form non-trivial solutions of the system
(3.3).
(e) If
{
ds,n−1 > 0
ds,n < 0
and
{
dt,n−1 < 0
dt,n > 0
for some s, t ∈ {1, ..., n − 2} then in order for the
system (3.3) to have non-trivial solutions the inequality (3.4) must be performed.
Hence the non-fulfillment of any of the conditions of Theorem 2 means that the system
(3.3) has non-trivial solutions. 
The above theorem holds for any n- dimensional evolution algebra E over the field R. Now
we consider the evolution algebra Enpi,τ over the field R.
Let x =
∑
i
xiei ∈ R
n and x2 =
∑
i
x2i eiei , for E
n
pi,τ we have
x2 =
n∑
i=1
x2i (aipi(i) · epi(i) + aiτ(i) · eτ(i)). (3.5)
Let jk = τ
−1(pi(k)), then
∑
i
aiτ(i)x
2
i eτ(i) =
∑
k
ajkpi(k)x
2
jk
epi(k) therefore from (3.5) we have
x2 =
n∑
k=1
epi(k)(akpi(k)x
2
k + ajkpi(k)x
2
jk
).
Thus the equation x2 = 0 will be
akpi(k)x
2
k + ajkpi(k)x
2
jk
= 0, k ∈ {1, ..., n}. (3.6)
We first consider the question when the system (3.6) has a unique trivial solution. The follow-
ing proposition answers this question (but not completely, the full answer will be considered
later ). Also in the next proposition for the case rank(M) = n− 1, without loss of generality
we can assume that the first n− 1 rows of M are linearly independent.
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Proposition 1. Let M be the matrix of structural constants for Enpi,τ . The finite dimen-
sional evolution algebra Enpi,τ has the unique absolute nilpotent element (0, ..., 0) if one of the
following conditions is satisfied.
(i) det(M) 6= 0 ;
(ii) rank(M) = n− 1 and det(MTi0n) · det(Mn−1) > 0 for some i0 ∈ {1, ..., n − 1};
(iii) For all k ∈ {1, ..., n}, akpi(k) · ajkpi(k) > 0 and in this case rank(M) doesn’t matter.
Proof. The first and second parts of the proposition follow from Proposition 4.12 in [1]. Proof
of part 3 comes from (3.6) easily. 
The conditions (ii) and (iii) are various. To see this difference between conditions we give
the following examples.
Example 1. (For the case (ii) ) Let
pi =
(
1 2 3 4
3 1 4 2
)
, τ =
(
1 2 3 4
2 4 3 1
)
,
from the system (3.6) we have the following system of equations

a13x
2
1 + a33x
2
3 = 0
a21x
2
2 + a41x
2
4 = 0
a34x
2
3 + a24x
2
2 = 0
a42x
2
4 + a12x
2
1 = 0
and M =


0 a12 a13 0
a21 0 0 a24
0 0 a33 a34
a41 a42 0 0


detM = a12 · a24 · a33 · a41 − a13 · a21 · a34 · a42. If a13 = a24 = −1 and the other aij = 1, then
detM = 0, rankM = 3, Mn−1 = M3 =

 0 1 − 11 0 0
0 0 1

 , MTi0n = MT14 =

 1 1 01 0 0
0 0 1

 ,
detM3 · detM14 = (−1) · (−1) = 1 . It is easy to see that the system


−x21 + x
2
3 = 0
x22 + x
2
4 = 0
x23 − x
2
2 = 0
x24 + x
2
1 = 0
has
only trivial solution.
Example 2. (For the case (iii)) Let
pi =
(
1 2 3 4
1 3 4 2
)
, τ =
(
1 2 3 4
4 2 1 3
)
,
from the system (3.6) we have the following system of equations

a11x
2
1 + a31x
2
3 = 0
a23x
2
2 + a43x
2
4 = 0
a34x
2
3 + a14x
2
1 = 0
a42x
2
4 + a22x
2
2 = 0
and M =


a11 0 0 a14
0 a22 a23 0
a31 0 0 a34
0 a42 a43 0


if all aij = 1 then detM = 0, rankM = 2 and this system has only a trivial solution.
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Now we consider the absolute nilpotent elements of Enpi,τ more clearly.
Let
τ−1 =
(
1 2 ... n
τ−1(1) τ−1(2) ... τ−1(n)
)
,
and
τ−1 ◦ pi =
(
1 2 ... n
j1 j2 ... jn
)
, where jk = τ
−1(pi(k)).
Let τ−1 ◦ pi be decomposed into product of independent cycles and (l1 l2 ... lp) be one of its
cycles. Finding the absolute nilpotent elements of Enpi,τ means solving the system of equations
(3.6). From the system of equations (3.6) we have
alkpi(lk)x
2
lk
+ ajlkpi(lk)
x2jlk
= 0. (3.7)
We know that jk = τ
−1(pi(k)), from this jlk = τ
−1 ◦ pi(lk). So
lk+1 = jlk = τ
−1 ◦ pi(lk), τ(lk+1) = pi(lk)
after using these equalities the equation (3.7) will be
alkpi(lk)x
2
lk
+ alk+1τ(lk+1)x
2
lk+1
= 0.
Since lp+1 = l1, we form the following system

al1pi(l1)x
2
l1
+ al2τ(l2)x
2
l2
= 0
al2pi(l2)x
2
l2
+ al3τ(l3)x
2
l3
= 0
.......................................
alp−1pi(lp−1)x
2
lp−1
+ alpτ(lp)x
2
lp
= 0
alppi(lp)x
2
lp
+ al1τ(l1)x
2
l1
= 0.
(3.8)
All equations of the system (3.6) with unknowns xl1 , xl2 , ... , xlp form the system (3.8).
Therefore the solving of the system (3.6) is the solving of such systems as (3.8) and the
number of such systems is equal to the number of independent cycles of τ−1 ◦ pi.
The following theorem fully describes absolute nilpotent elements of Enpi,τ .
Theorem 3. Let x∗ = (x∗1, x
∗
2, ..., x
∗
n) be an absolute nilpotent element for E
n
pi,τ and (l1 l2 ... lp)
be one of the independent cycles of τ−1 ◦ pi, (p ≤ n).
1) If alkpi(lk) · alk+1τ(lk+1) 6= 0, for all k = 1, 2, ..., p, then x
∗
l1
= x∗l2 = ... = x
∗
lp
= 0 or
p∏
i=1
x∗li 6= 0 and in this case:
(1.a) If alk0pi(lk0 )
· alk0+1τ(lk0+1) > 0 for some k0 = 1, ..., p then x
∗
l1
= x∗l2 = ... = x
∗
lp
= 0,
where lp+1 = l1;
(1.b) If alkpi(lk) · alk+1τ(lk+1) < 0 for all k = 1, ..., p and (−1)
p
p∏
i=1
alipi(li) 6=
p∏
i=1
aliτ(li) then
x∗l1 = x
∗
l2
= ... = x∗lp = 0;
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(1.c) If alkpi(lk) · alk+1τ(lk+1) < 0 for all k = 1, ..., p and (−1)
p
p∏
i=1
alipi(li) =
p∏
i=1
aliτ(li) then
|x∗lk | =
√
(−1)k−1al1pi(l1)al2pi(l2) · ... · alk−1pi(lk−1)
al2τ(l2)al3τ(l3) · ... · alkτ(lk)
· |x∗l1 |, k = 2, ..., p,
where x∗l1 is any real number.
2) If alk0pi(lk0 )
= 0 (or alk0τ(lk0 )
= 0 ) for some k0 (1 ≤ k0 ≤ p) and alkτ(lk) 6= 0 ( or
alkpi(lk) 6= 0 ) for any k = 1, ..., p then x
∗
l1
= x∗l2 = ... = x
∗
lp
= 0.
3) If alk0pi(lk0 ) = 0, alk0τ(lk0 ) = 0 for some k0 and alkpi(lk) 6= 0 or alkτ(lk) 6= 0 for any
k 6= k0 then x
∗
lk0
will be any real number and x∗lk = 0 for all k 6= k0, k = 1, ..., p. In
this case the number of free parameters is equal to the number of such k0.
4) In all other cases either x∗l1 = x
∗
l2
= ... = x∗lp = 0 or some of them are equal to zero
and the rest depends on the free parameters (the number of free parameters is greater
than or equal to one).
Proof. (1.a) If alkpi(lk) ·alk+1τ(lk+1) 6= 0 for all k = 1, 2, ..., p and alk0pi(lk0 ) ·alk0+1τ(lk0+1) > 0 for
some k0 = 1, ..., p then x
∗
lk0
= x∗lk0+1
= 0. In this case it is easy to see that if x∗lk0
= x∗lk0+1
= 0
then x∗l1 = x
∗
l2
= ... = x∗lp = 0.
(1.b),(1.c) If alkpi(lk) · alk+1τ(lk+1) < 0 for all k = 1, ..., p then from the system (3.8) we have
|xl2 | =
√
−
al1pi(l1)
al2τ(l2)
· |xl1 |,
|xl3 | =
√
al1pi(l1) · al2pi(l2)
al2τ(l2)al3τ(l3)
· |xl1 |,
..............................................
|xlp | =
√
(−1)p−1al1pi(l1)al2pi(l2) · ... · alp−1pi(lp−1)
al2τ(l2)al3τ(l3) · ... · alpτ(lp)
· |xl1 |
(−1)p−1al1pi(l1)al2pi(l2) · ... · alppi(lp) + al1τ(l1)al2τ(l2) · ... · alpτ(lp)
al2τ(l2)al3τ(l3) · ... · alpτ(lp)
· x2l1 = 0. (3.9)
Note that
alipi(li)
ali+1τ(li+1)
< 0 for i = 1, ..., p − 1 and the number of such fractions is p − 1. It
means that
(−1)p−1al1pi(l1)al2pi(l2) · ... · alp−1pi(lp−1)
al2τ(l2)al3τ(l3) · ... · alpτ(lp)
> 0. (3.10)
From the equation (3.9) it follows that, if
(−1)p−1al1pi(l1)al2pi(l2) · ... · alppi(lp) + al1τ(l1)al2τ(l2) · ... · alpτ(lp) 6= 0,
i.e (−1)p
p∏
i=1
alipi(li) 6=
p∏
i=1
aliτ(li) then x
∗
l1
= 0, it follows that x∗l1 = x
∗
l2
= ... = x∗lp = 0.
Otherwise, if (−1)p
p∏
i=1
alipi(li) =
p∏
i=1
aliτ(li) then x
∗
l1
will be any real number.
SOME REMARKS ON EVOLUTION ALGEBRAS CORRESPONDING TO PERMUTATIONS. 9
(2) If alk0pi(lk0 ) = 0 (or alk0τ(lk0 ) = 0 ) for some k0 (1 ≤ k0 ≤ p) and alkτ(lk) 6= 0 ( or
alkpi(lk) 6= 0 ) for any k = 1, ..., p then x
∗
lk0+1
= 0 (or x∗lk0−1
= 0 ). It is known from (3.8) if
x∗lk0+1
= 0 (or x∗lk0−1
= 0 ) then x∗l1 = x
∗
l2
= ... = x∗lp = 0.
(3) If alk0pi(lk0 ) = 0, alk0τ(lk0 ) = 0 for some k0 and alkpi(lk) 6= 0 or alkτ(lk) 6= 0 for any k 6= k0
then it is clearly that x∗lk0
will be any real number and at least one of x∗lk0+1
or x∗lk0−1
is zero.
It follows that x∗lk = 0 for all k 6= k0, k = 1, ..., p.
(4) It is clear that in all other cases the solution of the system (3.8) is either trivial or
some of them are equal to zero and the rest depends on the free parameters. For that it is
enough to consider the next cases :
4.1) Let alk0pi(lk0 )
= 0, alk0τ(lk0 )
= 0 for some k0 and alk1pi(lk1 )
= 0, alk2τ(lk2 )
= 0 for some
k1 6= k0, k2 6= k0, in this case:
If k1 < k2 and k0 doesn’t lie between k1 and k2 then x
∗
lk0
will be any real number and
x∗lk = 0 for all k 6= k0, k = 1, ..., p (solution depends on a free parameter);
If k1 < k0 < k2 then x
∗
lk0
will be any real number and x∗lk = 0 for all k1 < k < k2, k 6=
k0 and the other x
∗
li
depend on a free parameter ( the number of free parameters are
greater than or equal to one).
The case k1 > k2 is similar.
4.2) Let alkpi(lk) = 0, almτ(lm) = 0 for some k,m = 1, ..., p; k < m, in this case:
If alk0pi(lk0 ) · alk0+1τ(lk0+1) > 0 for some k0, which k0 < k or k0 > m then x
∗
l1
= x∗l2 =
... = x∗lp = 0;
If such k0 does not exist then x
∗
lk+1
= ... = x∗lm−1 = 0 and the rest x
∗
li
depend on a
free parameter.
The case k > m is similar.

4. Idempotent elements.
Now we consider the idempotent elements of Enpi,τ .
Definition 4. An element x ∈ E is called idempotent if x2 = x.
Such elements of an evolution algebra are especially important, because they are the fixed
points of the evolution map V (x) = x2, i.e. V (x) = x.
For Enpi,τ we have x =
∑
i
xiei =
∑
k
xpi(k)epi(k), and the equation x
2 = x will be (see eq(3.6))
akpi(k)x
2
k + ajkpi(k)x
2
jk
= xpi(k), k ∈ {1, ..., n}. (4.1)
In general, the analysis of solutions of the system (4.1) is difficult. Therefore we shall consider
some particular solutions of the system (4.1):
1) Trivial solution (0, ..., 0);
2) Assume that akpi(k) + ajkpi(k) = d for any k = 1, ..., n , where d = const, d 6= 0, then
one of the particular solutions is xi =
1
d
, i = 1, ..., n.
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Now we consider the system of equations for n = 2, then permutations (with pi 6= τ) will
be
pi =
(
1 2
2 1
)
, τ =
(
1 2
1 2
)
.
Then system of equations (4.1) will be{
a12x
2
1 + a22x
2
2 = x2
a21x
2
2 + a11x
2
1 = x1.
Assume that aij 6= 0 ; i, j ∈ {1, 2}. For easiness let’s denote a12 = a, a22 = b, a21 = c, a11 =
d and x1 = x, x2 = y then we have {
ax2 + by2 = y
dx2 + cy2 = x
from this system we have
(bd− ac)2x4 − 2b(bd − ac)x3 + (b2 + cd)x2 − cx = 0 (4.2)
By full analysis of (4.2) we get
Theorem 4. Solutions of the equation (4.2) are x = 0 and
1) If bd = ac, b2 + cd 6= 0 then x = c
b2+cd
.
2) Let p = (3cd − b2)/3(bd − ac)2, q = 2(9bcd + b3)/27(bd − ac)3 − c/(bd − ac)2, ∆ =
(q/2)2 + (p/3)3 if bd 6= ac, then
a) for ∆ < 0 there exist three real solutions,
b) for ∆ > 0 there is one real solution and two complex conjugate solutions,
c) for ∆ = 0 and p 6= 0, q 6= 0 there are two real solutions,
d) for ∆ = 0, and p = q = 0 there exist one real solution i.e. x = 2b/3(bd − ac).
5. Isomorphism of Enpi,τ .
It is known that any nonidentity permutation of Sn can be uniquely expressed (up to the
order of the factors ) as a product of disjoint cycles.
Definition 5. Let α, β ∈ Sn. Then α and β are called conjugate if there exists γ ∈ Sn such
that γ ◦ α ◦ γ−1 = β.
Proposition 2. Let δ = (i1 i2 ... il) ∈ Sn be a cycle. Then for all γ ∈ Sn, γ ◦ δ ◦ γ
−1 =
(γ(i1) γ(i2) ... γ(il)).
For permutations of the form pi = (pi11 pi12 ... pi1k1)◦ (pi21 pi22 ... pi2k2)◦ ...◦ (pir1 pir2 ... pirkr)
it is known the following result and note that we also consider cycles which the length is
equal to one.
Proposition 3. Two permutations are conjugate if and only if they have the same cycle type,
i.e the corresponding numbers k1, k2, ..., kr coincided.
Now we consider some particular cases of evolution algebra Enpi,τ . Let Gpi be set of all
conjugate permutations to fixed pi. In the following theorem we consider special type of per-
mutations in Gpi.
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Theorem 5. Let Enpi,τ be an evolution algebra of permutations with the following conditions:
(1) aipi(i) · aiτ(i) 6= 0, 1 ≤ i ≤ n;
(2) pi = pi1 ◦ pi2 ◦ ... ◦ pir, τ = τ1 ◦ τ2 ◦ ... ◦ τr, where pi1 = (pi11 pi12 ... pi1k1),
pi2 = (pi21 pi22 ... pi2k2), ..., pir = (pir1 pir2 ... pirkr) and τ1 = (τ11 τ12 ... τ1k1),
τ2 = (τ21 τ22 ... τ2k2), ..., τr = (τr1 τr2 ... τrkr) are independent cycles of pi and τ
respectively, and k1 + k2 + ...+ kr = n.
If τim ∈ {pii1 pii2 ... piiki}, 1 ≤ i ≤ r, 1 ≤ m ≤ ki , i.e.pik and τk consist of one and the
same elements, only has difference between seats of elements,
then
Enpi,τ
∼= Ek1pi1,τ1 ⊕ E
k2
pi2,τ2
⊕ ...⊕ Ekrpir ,τr .
Proof. It is easy to see that Ekipii,τi is ki-dimensional evolution algebra of permutations pii and
τi with the basis epiim (or eτim) and the table of multiplications given by{
epiim · epiim = apiimpi(piim) · epi(piim) + apiimτ(piim) · eτ(piim)
epiim · epiik = 0, m 6= k
and pi(piim) = pii,m+1 ∈ {pii1, pii2, ..., piiki}, τ(piim) = τ(τis) ∈ {τi1, τi2, ..., τiki},
1 ≤ m, s ≤ ki.
The isomorphism is provided by the following change of basis
ei,m = epiim( or ei,m = eτim).
Thus we have the evolution algebra Ekipii,τi with the basis ei,m, 1 ≤ i ≤ r, 1 ≤ m ≤ ki .
If i 6= j and m 6= k then piim 6= pijm and piim 6= piik for any 1 ≤ i, j ≤ r, 1 ≤ m,k ≤ ki, it
means
{pii1, pii2, ..., piiki} ∩ {pij1, pij2, ..., pijkj} = ∅.
and
{pi11 pi12 ... pi1k1} ∪ {pi21 pi22 ... pi2k2} ∪ ... ∪ {pir1 pir2 ... pirkr} = {1, 2, 3, ..., n}.
and we have
Enpi,τ
∼= Ek1pi1,τ1 ⊕ E
k2
pi2,τ2
⊕ ...⊕ Ekrpir ,τr .

Let τ0 = (1)(2)...(n) be identity permutation.
Proposition 4. Any evolution algebra of permutations Enpi,τ0 with permutations
pi = (k1, k2, ..., kn), and aipi(i) · aii 6= 0, 1 ≤ i ≤ n
is isomorphic to the evolution algebra Enpi∗,τ0 , with the table of multiplications given by:{
e′i · e
′
i = apii−1(1)pii(1)e
′
i+1 + apii−1(1)pii−1(1)e
′
i, 1 ≤ i ≤ n
e′i · e
′
j = 0, i 6= j
where pi∗ = (1 2 ... n), and apii−1(1)pii(1) · apii−1(1)pii−1(1) 6= 0, pi
0(1) = 1
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Proof. . The isomorphism is established by basis permutations:
e′1 = e1, e
′
i = epii−1(1), 2 ≤ i ≤ n.
Indeed, according to τ1(i) = i we get
e′i · e
′
i = epii−1(1) · epii−1(1) = apii−1(1)pii(1) · epii(1) + apii−1(1)τ(pii−1(1)) · eτ(pii−1(1)) = apii−1(1)pii(1) ·
epii(1) + apii−1(1)pii−1(1) · epii−1(1) = apii−1(1)pii(1)e
′
i+1 + apii−1(1)pii−1(1)e
′
i. 
Let’s present the next example.
Example 3. . Consider the following evolution algebra Anpi∗,τ0, with the table of multiplica-
tions given by: 

ηi · ηi = ηi+1 + ηi, 1 ≤ i ≤ n− 1
ηn · ηn = η1 + ηn,
ηi · ηj = 0, i 6= j
the algebra Anpi∗,τ0 is evolution algebra of permutations pi∗ = (1 2 ... n), τ0 and all non-zero
structural constants aij are equal to one.
Theorem 6. Any evolution algebra of permutations Enpi,τ0 with permutations
pi = (k1, k2, ..., kn), τ0 = (1)(2)...(n) and condition
aipi(i) · aii 6= 0, (apii−1(1)pii−1(1))
2 = apii−1(1)pii(1)apii(1)pii(1), 1 ≤ i ≤ n
is isomorphic to the algebra Anpi∗,τ0.
Proof. According to Proposition 4 it is sufficient to establish isomorphism between evolution
algebra Enpi∗,τ0 and evolution algebra A
n
pi∗,τ0
with permutations pi∗ = (1 2 ... n), τ0. Let the
map f : Enpi∗,τ0 → A
n
pi∗,τ0
defined by f(e′i) = xiηi be isomorphism then
f(e′i)f(e
′
i) = x
2
i ηiηi = x
2
i (ηi+1 + ηi) = x
2
i ηi+1 + x
2
i ηi,
f(e′ie
′
i) = f(apii−1(1)pii(1)e
′
i+1 + apii−1(1)pii−1(1)e
′
i) =
= apii−1(1)pii(1)f(e
′
i+1) + apii−1(1)pii−1(1)f(e
′
i) = apii−1(1)pii(1)xi+1ηi+1 + apii−1(1)pii−1(1)xiηi.
From f(e′i)f(e
′
i) = f(e
′
ie
′
i) we have the next system{
x2i = apii−1(1)pii(1)xi+1
x2i = apii−1(1)pii−1(1)xi
xi 6= 0, hence xi = apii−1(1)pii−1(1) and the equality
(apii−1(1)pii−1(1))
2 = apii−1(1)pii(1)apii(1)pii(1)
is hold for all 1 ≤ i ≤ n. It means that f(e′i) = apii−1(1)pii−1(1)ηi is isomorphism. 
Let α, β ∈ Sn are conjugated, then there exists γ ∈ Sn such that γ ◦ α = β ◦ γ.
Theorem 7. If permutations α, β ∈ Sn are conjugated and aiα(i) = aγ(i)β(γ(i)), aii =
aγ(i)γ(i), 1 ≤ i ≤ n then evolution algebras E
n
α,τ0
and Enβ,τ0 are isomorphic.
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Proof. The map f : Enα,τ0 → E
n
β,τ0
defined by f(ei) = eγ(i) is isomorphism. Indeed
f(eiei) = f(aiα(i)eα(i) + aiτ0(i)eτ0(i)) = f(aiα(i)eα(i) + aiiei) =
= aiα(i)f(eα(i)) + aiif(ei) = aiα(i)eγ(α(i)) + aiieγ(i),
f(ei)f(ei) = eγ(i)eγ(i) = aγ(i)β(γ(i))eβ(γ(i)) + aγ(i)τ0(γ(i))eτ0(γ(i)) =
= aγ(i)β(γ(i))eβ(γ(i)) + aγ(i)γ(i)eγ(i).

Proposition 5. Any evolution algebra of permutations Enpi,τ with permutations pi = (k1, k2, ..., kn),
τ = (l1, l2, ..., ln) and τ ◦ pi = (1)(2)...(n) is isomorphic to the evolution algebra Enpi∗,τ∗, which
a table of multiplications given by:{
e
′
i · e
′
i = apii−1(1)pii(1)e
′
i+1 + apii−1(1)pii−2(1)e
′
i−1, 1 ≤ i ≤ n
e
′
i · e
′
j = 0, i 6= j
with permutations pi∗ = (1, 2, ..., n), τ∗ = (1, n, n−1, ..., 2) and apii−1(1)pii(1) ·apii−1(1)pii−2(1) 6= 0.
Proof. . Similarly to the proof of Proposition 4 taking the change of basis
e
′
1 = e1, e
′
i = epii−1(1), 2 ≤ i ≤ n.
and we have τ ◦pi = (1)(2)...(n) it means that τ(pi(k)) = k, τ(pii+1(1)) = τ(pi(pii(1))) = pii(1)
thus we have
e
′
i · e
′
i = epii−1(1) · epii−1(1) = apii−1(1)pii(1) · epii(1) + apii−1(1)τ(pii−1(1)) · eτ(pii−1(1)) = apii−1(1)pii(1) ·
epii(1) + apii−1(1)pii−2(1) · epii−2(1) = apii−1(1)pii(1)e
′
i+1 + apii−1(1)pii−2(1)e
′
i−1. 
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