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In this paper we propose a new perspective to analyze the many-body localization (MBL) tran-
sition when recast in terms of a single-particle tight-binding model in the space of many-body
configurations. We compute the distribution of tunneling rates between many-body states sepa-
rated by an extensive number of spin flips at the leading order in perturbation theory starting from
the insulator, and determine the scaling of their typical amplitude with the number of accessible
states in the Hilbert space. By using an analogy with the Rosenzweig-Porter random matrix ensem-
ble, we propose an ergodicity breaking criterion for the MBL transition based on the Fermi Golden
Rule. According to this criterion, in the MBL phase many resonances are formed at large distance
from an infinite temperature initial state, but they are not enough for the quantum dynamics to
decorrelate from it in a finite time. This implies that, differently from Anderson localized states,
in the insulating phase many-body eigenstates are multifractal in the Hilbert space, as they occupy
a large but subexponential part of the total volume, in agreement with recent numerical results,
perturbative calculations, and intuitive arguments. Possible limitations and implications of our
interpretation are discussed in the conclusions.
I. INTRODUCTION
Quantum systems of interacting particles subject to
sufficiently strong disorder will fail to come to thermal
equilibrium when they are not coupled to an external
bath even though prepared with extensive amounts of en-
ergy above their ground states. This phenomenon, com-
monly referred to as Many-Body Localization (MBL),
was originally predicted by Anderson [1], but firmly es-
tablished only during the last 15 years, after the famous
breakthrough of [2, 3], and corresponds to a novel dy-
namical out-of-equilibrium quantum phase transition due
to the interplay of disorder, interactions, and quantum
fluctuations [4–8]. Its existence has received support
from perturbative [2, 3], numerical [9–11], and experi-
mental studies [12–17], as well as rigorous mathematical
approaches [18]. These investigations have shown that
the main feature of the MBL phase is a robust effective
integrability [18–21]: an extensive set of quasilocal inte-
grals of motion emerges, providing an intuitive explana-
tion of the breakdown of thermalization, and producing
several unusual and remarkable consequences, such as the
absence of dc transport [2], the violation of the eigenstate
thermalization hypothesis [22] along with common con-
cepts of equilibrium statistical mechanics [23], and the
area-law entanglement of eigenstates [20, 24, 25].
In the latest years these remarkable phenomena have
attracted a huge interest (see [4–8] for recent reviews),
predominantly from the fact that MBL can protect quan-
tum correlations from decoherence even at finite energy
density and for arbitrarily long times. Yet, despite an
impressively wide amount of work and several signifi-
cant progress, many important problems remain open,
especially concerning the critical properties of the transi-
tion [26–29], the existence of MBL in higher dimensions
d > 1 [31–33], and the anomalous diffusion and out-
of-equilibrium relaxation observed in the “bad metal”
regime preceding the MBL [34, 35]. In this context, sim-
plified effective models might naturally play an impor-
tant role to sharpen these questions and provide a play-
ground to explore the nature of MBL and improve our
understanding of it.
In this respect, a paradigmatic route which gives a
very intuitive picture of MBL is obtained by recast-
ing the many-body quantum dynamics in terms of a
single-particle tight-binding problem in the Hilbert space
(HS) [36, 37]. Within this mapping many-body configu-
rations are seen as site orbitals on a given graph (with
strongly correlated diagonal disorder) and the interac-
tions play the role of an effective hopping connecting
them. Although the local structure and topology of the
graph depend on the specific form of the many-body
Hamiltonian and on the choice of the basis, the HS is
generically a very high dimensional disorder lattice. It is
therefore tempting to argue that single-particle Anderson
localization (AL) on the Bethe lattice [38] can be thought
as a pictorial representation of MBL, as put forward in
the seminal work of [36], and later further investigated
in Refs. [39–42]. On the one hand, several intriguing
observations support this analogy: The critical point of
the MBL transition is expected to be in the localized
phase, as for the Anderson model in d→∞ [43, 44]; Re-
cent phenomenological renormalization group (RG) ap-
proaches [28, 29] predict KT-like flows for the MBL tran-
sition characterized by two relevant localization lengths
(the typical and the average one) which are expected
to exhibit the same critical behavior as in AL on the
Bethe lattice [45]; Moreover, finite-size effects close to
the Anderson transition on the Bethe lattice reveal a non-
monotonicity [30] which is also characteristic of the MBL
transition.
On the other hand, however, there is also a major
difference regarding the spatial extension of many-body
wavefunctions in the insulating regime. The statistics
of eigenstates is generally characterized by their fractal
dimensions Dq, defined through the asymptotic scaling
ar
X
iv
:2
00
3.
11
84
7v
2 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  3
1 J
ul 
20
20
2behavior of the moments Υq = 〈
∑
i |ψα(i)|2q〉 with the
size of the accessible volume V: Υq ' VDq(1−q) [q = 2
recovers the usual inverse participation (IPR)]. For a per-
fectly delocalized ergodic states similar to plane waves
Dq = 1. Conversely, if a state is localized on a finite
volume, one gets Dq = 0, as for single-particle AL. In an
intermediate situation, wavefunctions are extended but
nonergodic, with 0 < Dq < 1. In contrasts with the well
established case of AL, where the spatial extension of
single-particle orbitals is known to display genuine multi-
fractality only at criticality (in any dimension d ≥ 2 [46]),
recent numerical results [11, 47, 48], as well as perturba-
tive calculations [50], strongly indicate that the many-
body wavefunctions are multifractal in the whole MBL
regime. This result can be easily rationalized consider-
ing for instance a quantum spin chain at strong disor-
der: Deep in the insulating regime most of the spins are
strongly polarized due to the random fields (paraller or
antiparallel to it depending whether one is looking at the
ground state or excited states); Yet a small but finite
fraction ρ of them remains “active” on the sites where
the random field is smaller than the typical tunneling
rate for spin flips [47, 48, 50]. For a chain of length n,
many-body wavefunctions then typically occupy 2nρ con-
figurations in the spin configuration basis, which yields
D2 ≈ ρ. Note that at strong disorder the fraction of
active spins is proportional to Γ/h [11, 50], where Γ is
the transition rate for spin flips and h is the width of
the disorder distribution (see also Sec. VI), and thus is
expected to vanish only in the limit of infinite disorder.
Another way of rephrasing the same concept is as fol-
lows: In absence of interactions, single-particles orbitals
are Anderson localized over a localization length ξloc.
Once the interactions are turned on, at strong enough
disorder many-body eigenstates are expected to be weak
modifications of the Slater determinant of single-particles
orbitals. In other words, they must be eigenstates of
the LIOMS [18–21], which are essentially linear combi-
nations of local operators over a finite length of order
ξloc. Hence, in the Fock space of the occupation num-
ber of single-particle localized orbitals they roughly oc-
cupy a volume of the order order ξnloc, yielding roughly
D2 ≈ log2 ξloc [51].
These simple arguments indicate that many-body
wavefunctions cannot be Anderson localized on a finite
volume (except at infinite disorder) and are thus generi-
cally nonergodic multifractal in configuration space (with
fractal dimensions 0 < Dq < 1), although for a rather
simple reason. Of course, the localization properties of
many-body eigenstates depends crucially on the choice
of the basis. However, this is true also for single-particle
Anderson localization (e.g., fully delocalized eigenvectors
in real space are fully localized in momentum space). The
results of Ref. [47] clerly indicate that the multifractal
nature of many-body eigenstates is the same for two rel-
evant choices of the basis that diagonalize the many-body
Hamiltonian in specific limits in which the system is com-
pletely localized, and are thus used as a starting point for
the l-bits construction or efficient numerical simulations
of MBL.
In this paper we put forward a novel perspective to
analyze the MBL transition in the HS, providing a clear
explanation of the difference between AL and MBL. We
focus on the non-local propagator G0,nx which connect
a T = ∞ randomly chosen initial state |0〉 (e.g., in the
middle of the many-body spectrum) with the configura-
tions at large extensive distance nx from it (separated
by nx spin flips, with 0 < x < 1). These matrix el-
ements encode the probability that a system being in
the state |0〉 at t = 0 is found in a state which differs
from it by nx spin flips after infinite time. We evaluate
these amplitudes using the Forward Scattering Approx-
imation (FSA) [1, 19, 21, 52], i.e., at the leading order
in perturbation theory starting from the insulator, and
analyze the asymptotic scaling behavior of their typical
value with the number Nnx of accessible configurations
at distance nx from |0〉 and in the same energy shell,
obtaining |GFSA0,nx|typ ∝ (Nnx)−γ/2. The exponent γ in-
creases with the disorder strength. Based on an analogy
with the so-called Rosenzweig-Porter (RP) random ma-
trix ensemble [53], and following the ideas of [54–56], we
put forward a criterion for ergodicity breaking based on
the Fermi Golden Rule (FGR): If γ < 1 the escape rate
of the initial state |0〉 is much larger than the spread of
energy level due to disorder and the system is in the fully
ergodic phase; Conversely, if γ > 1 the initial state only
hybridize with a sub-extensive fraction V1−γ of the total
configurations, thereby producing nonergodic multifrac-
tal wavefunctions which only occupy V2−γ configurations
close in energy [57]. According to this interpretation, al-
though in the MBL phase many resonances are formed
at large distance in the configuration space, they are not
enough to ensure ergodicity and to allow the quantum dy-
namics to decorrelate from the initial condition in a finite
time. From the point of view of single particle hopping in
the HS, MBL is thus reminiscent of the transition from
ergodic to multifractal states of the RP random matrix
ensemble [53] (and its generalizations [55, 56]), and not
to the transition to AL, which instead occurs at γ = 2,
corresponding to the requirement that the number of res-
onances found from |0〉 stays finite in the thermodynamic
limit [54–56]. In fact we find that γ tends to 2 from be-
low in the limit of infinite disorder (which can be treated
analytically within the FSA), implying that the many-
body wavefunctions become truly Anderson localized on
a finite volume of the HS only when the density of “active
spins” vanishes and the bare localization length ξloc . 1
(i.e., when the LIOMS τzi ' Szi ), in agreement with the
intuitive arguments given above.
We apply this approach to three different 1d models
commonly used in the context of MBL [10, 11, 18, 47,
48, 60, 61, 63–67], showing that the ergodicity breaking
criterion γc = 1 yields an estimation of the critical disor-
der hc in strikingly good agreement with the one obtained
from the most recent numerical studies of systems of ap-
proximately the same size of the ones considered here.
3This observation supports the robustness of our conclu-
sions and the validity of the ergodicity breaking crite-
rion based on the FGR. We also backup the perturbative
analysis by inspecting the signature of nonergodic mul-
tifractal eigenstates by probing the non standard scaling
limit of the spectral statistics in exact diagonalizations
of the many-body Hamiltonians of small sizes [58].
All in all, our interpretation fully supports the picture
recently proposed in Ref. [48] where MBL is seen as a
fragmentation of the HS (see also Refs. [59] where simi-
lar ideas were promoted to explore the analogy between
MBL and a percolation transition in the configuration
space).
The paper is organized as follows. In the next section
we define the model and its HS representation as a single-
particle tight-binding problem. In Sec. III we present the
results obtained within the FSA for the scaling of the ma-
trix elements between distant states in the HS. In Sec. IV
we examine the analogy with the RP model and discuss
the ergodicity breaking criterion based on the FGR in
the light of this analogy. In Sec. V we recall the results
obtained for the Anderson model on the Bethe lattice
within the FSA and analyze the differences between AL
and MBL. In Sec. VI we present a strong disorder approx-
imation for γ. In Sec. VII we study the signature of the
presence of multifractal states in the anomalous scaling
limit of the local spectral statistics obtained from exact
diagonalizations of small systems. Finally, in Sec. VIII
we discuss the limitations of our interpretation and in
Sec. IX we describe some possible implications and per-
spectives for future investigations. In App. A we pro-
vide more details and supplemental information related
to several points discussed in the main text.
II. THE MODELS AND HILBERT SPACE
REPRESENTATION
We perform our analysis for three paradigmatic 1d
models for MBL, namely the random-field Heisenberg
XXZ spin chain, which has been used as a prototype for
the MBL transition [10, 11, 47, 48, 59–63], the “Imbrie”
model, for which the existence of the MBL transition has
been proven rigorously [18], and a model of interacting
(spinless) fermions in a quasiperiodic (QP) potential [65–
67], similar to the one actually realized in cold atom ex-
periments [12–14]. In the main text we will mostly focus
on the disorder XXZ spin chain, although our results are
valid for all the tree models, as shown in App. A. The
Hamiltonian of the random-field XXZ S = 1/2 chain is:
HXXZ =
n∑
i=1
(
Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1 + hiS
z
i
)
,
(1)
with periodic boundary conditions and hi indepen-
dent and identically distributed uniformly in the in-
terval [−h, h]. This model has been intensively stud-
ied [10, 11, 47, 48, 59–63] and its phase diagram is known
for ∆ = 1, where a MBL transition takes place at a
critical disorder within the interval hc ∈ [3.7, 4.5] in the
middle of the many-body spectrum, E0 ≈ −n/(4n − 4),
in the zero magnetization sector
∑n
i=1 S
z
i = 0, and for
n . 24 [11, 62].
By choosing as a basis of the HS the simultaneous
eigenstates of the operators Szi , the Hamiltonian (1) can
be recast as a single-particle Anderson problem of the
form
H =
V∑
a=1
Ea|a〉〈a|+ t
∑
〈a,b〉
(|a〉〈b|+ |b〉〈a|) , (2)
where site orbitals represents many-body states in the
spin configurations basis, |a〉 = | ↑↓↑ · · · 〉, the con-
stant hopping rate t = 1/2 allows tunneling between
states a and b connected by the last term of (1) which
produces spin flips of two neighboring spins of oppo-
site sign. The sums run over all V = ( nn/2) many-
body configurations with zero magnetization. The di-
agonal part of (1) yields the on-site random energies
Ea = 〈a|
∑n
i=1(∆S
z
i S
z+1
i + hiS
z
i )|a〉, which are strongly
correlated [68] (the V random energies are linear combi-
nation of n iid random numbers only). Note that the spin
configuration basis diagonalize HXXZ in the infinite dis-
order limit h→∞, where all many-body eigenfunctions
are completely localized on single sites |a〉, and is thus
suitable to study the stability of the insulating phase.
The connectivity of the state |a〉 is equal to the number
of domain walls (↑↓ or ↓↑) in the spin configuration, and
ranges from 2 (for the n configurations with n/2 consecu-
tive +1/2 spins and n/2 consecutive −1/2 spins) to n (for
the two Neel states), with average value 〈z〉 ≈ (n+ 1)/2.
Hence the network is sparse and high-dimensional, how-
ever, differently from the sparse random lattices, it is a
deterministic graph with many regular local motifs and
loops of all sizes (see Fig. 1).
III. THE FORWARD SCATTERING
APPROXIMATION
A simple and powerful route to study and understand
single-particle AL is by studying the convergence of per-
turbation theory starting from the insulator via the so-
called the locator expansion [1]. As shown by Ander-
son, in the insulating phase of the Anderson model on
a d-dimensional lattice resonances do not proliferate at
large distance in space and the locator expansion con-
verges, implying that hopping only hybridize degrees of
freedom within a finite volume of size ξloc. The FSA con-
sists in retaining only the lowest order terms in the loca-
tor expansion, which amounts in summing only over the
amplitudes of the shortest paths connecting two points.
Within this approximation the non-local propagator (at
energy E) between two points a and b at a given distance
4|0⟩
q = 1
q = 1/2 q = 0
FIG. 1. Sketch of the portion of the HS in the spin con-
figuration basis within Hamming distance n/4 (i.e., overlap
q ≥ 0) from the state |0〉, accessible within the FSA (retain-
ing only the lowest order terms in the locator expansion) for
the XXZ random-field spin chain (1). The blue spins are the
ones that have been flipped with respect to the initial config-
uration. The green lines represent links between many-body
configurations connected by the interacting term of (1), with
effective hopping rate t = 1/2. The green dashed lines repre-
sent links to configurations belonging to paths on which spins
are flipped more than once and which contribute at higher
order in perturbation theory, O(tn/4+2) or higher.
reads:
GFSAa,b (E) =
∑
p∈FSP(a,b)
∏
c∈p
t
E − Ec , (3)
where p ∈ FSP(a,b) denotes a path among all Forward
Scattering Paths connecting a and b. Since at strong dis-
order the amplitude of each path decreases exponentially
with its length, this approximation is expected to become
more and more accurate as the disorder is increased.
In this paper we use the FSA to estimate the prop-
agators G0,nx for the XXZ disordered chain (1) when
recast as a single-particle tight binding problem (2) in
the spin configuration basis. We pick an infinite tem-
perature many-body state |0〉 = {0Szi } [with energy
E0 ≈ −n/(4n − 4)] and determine the probability dis-
tribution of the matrix elements with configurations at
distance nx from it (which differ by nx spins) at the
lowest order in the “hopping” (i.e., the off-diagonal part
of the many-body Hamiltonian in the spin configuration
basis).
Of course one might argue that the FSA is a crude ap-
proximation for the true propagator. However, on the
one hand the FSA (i.e., calculating the Green’s func-
tion by retaining only the lowest order in the off-diagonal
terms) has been already successfully applied several times
in the context of MBL, yielding reasonably accurate esti-
mations of the boundaries of the insulating phase [52, 69],
and providing an approximate strategy to construct the
LIOMS [19, 21]. Furthermore, since the rigorous results
of [18] ensure that the perturbative expansion is in fact
convergent in the MBL regime, taking only the leading
order terms should not provide a too unreasonable start-
ing point at least at strong enough disorder, as demon-
strated by the recent quantitative analysis of Ref. [70].
However, since one of the main problem of the FSA is
that the non-renormalized perturbative expansion has
poles for any value of the energy within the support of
the probability distribution of the random energies, in
the following we will only focus on the typical value of
the propagator, neglecting the effect of large matrix ele-
ments in the tails of the distribution. The limitations of
this approach will be discussed further in Sec. VIII.
The sum in (3) over the FSP(0,nx) can be efficiently
computed exactly using the transfer matrix technique
described in [52]. In principle one should estimate the
ergodic transition by requiring that any x-sector be-
come ergodic. However for convenience in the follow-
ing we only focus on the states {0Szi } at zero overlap
q = (1/n)
∑
i
0Szi · Szi = 0 from the initial one (i.e., when
half of the spins have flipped), as schematically depicted
in Fig. 1, which is the largest sector on the HS. For the
XXZ chain the shortest path to achieve q = 0 (ignor-
ing “loopy” terms in which spins are flipped twice that
contribute at higher order in perturbation theory) corre-
sponds to Hamming distance n/4 on the graph. The to-
tal number of configurations at distance n/4 and from |0〉
and in the same energy shell is Nn/4 ≈
(
n/2
n/4
)2
Ω(E0)δE,
where Ω(E0) = e
S(E0) ∝ 1/√n is the many-body den-
sity of states defined in terms of the microcanonical en-
tropy S(E0) in the middle of the spectrum. In Fig. 2
we plot (the log of) the typical value of the matrix ele-
ments GFSA0,n/4 (computed within the FSA) as a function
of (the log of) Nn/4 varying the system size from n = 8
to n = 28 (the whole probability distributions are shown
in Fig. 10 of App. A). Different curves correspond to dif-
ferent values of the disorder strength across the MBL
transition [11, 63]. The plot clearly shows that∣∣∣GFSA0,n/4∣∣∣
typ
= µ
(Nn/4)−γ/2 (4)
at large n, with an exponent γ which increases as the
disorder is increased (and µ of order 1). The value of γ
obtained by the linear fitting of 〈log |GFSA0,n/4|〉 vs logNn/4
(dashed lines of Fig. 2) is plotted in Fig. 3 as a func-
tion of the disorder h, showing that the disorder strength
at which γ becomes larger than one (hc ≈ 4.05) hap-
pens to be strikingly close to the critical disorder of the
MBL transition determined by the most recent numer-
ical works (for chains of about the same length of the
ones considered here), hc ∈ [3.7, 4.5] [11, 62]. Moreover,
we find that in the limit of infinite disorder γ tends to
2. This exact same behavior is found for all the three
models considered, as shown in Figs. 8 and 9 of App. A.
The most intuitive way to interpret and rationalize these
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FIG. 2. Logarithm of the typical value of the propagator
GFSA0,n/4 (computed within the FSA) as a function of the (log of
the) number of states Nn/4 in the HS at distance n/4 from |0〉
and in the same energy shell. Different colors correspond to
different values of the disorder across the MBL transition, that
previous works estimated in the interval hc ∈ [3.7, 4.5] [11, 62]
for chains of about the same length as the ones considered
here. The dashed lines correspond to linear fits of the numer-
ical results of the form of Eq. (4) at large n. Filled circles
correspond to values of the disorder strength such that γ > 1
(h > hc), while empty circles to γ < 1 (h < hc).
observations is by using an analogy with a very simple
random matrix model, the RP model [53, 58, 71] and
its generalizations [55, 56], which we detail in the next
section.
IV. ANALOGY WITH THE RP MODEL
The Hamiltonian of the RP model is a N × N sym-
metric matrix of the form [53, 58, 71]:
H = A+ µ M
Nγ/2
, (5)
where A = aiδij is a diagonal matrix with iid entries
drawn from some probability distribution p(a) (whose
specific form is unimportant),M belongs to the Gaussian
Orthogonal Ensemble (GOE) with unit variance (e.g.,
mij are iid random Gaussian variables with 〈mij〉 = 0
and 〈m2ij〉 = 1), and µ is a constant of O(1). The first
term can be thought as the diagonal quenched on-site dis-
order, while M plays the role of the hopping that might
create resonances between two (Poisson distributed) lev-
els close in energy if |ai − aj | . |mij |. The phase di-
agram of the RP model contains three different phases:
For γ > 2, standard second-order perturbation theory
shows that the GOE term is a small regular perturbation,
the Hamiltonian is close to A, and eigenstates are com-
pletely localized; Conversely, for γ < 1 the first term is a
small regular perturbation, hence the rotationally invari-
ant termM dominates, the eigenstates are uniformly dis-
tributed on the unitary sphere, and are fully delocalized;
The regime 1 < γ < 2 is instead special, and provides
an example of an extended nonergodic phase [53, 58]:
The eigenstates are supported over a large number of
sites—hence they are delocalized—but only over a frac-
tion N1−γ of them (D2 = 2 − γ) which tends to zero in
the thermodynamic limit—i.e., they are multifractal.
The transition taking place at γAL = 2 corresponds
to the standard AL and occurs when the amplitude
ΓAL = N〈|Hij |〉 vanishes in the thermodynamic limit.
The physical interpretation of this criterion is that local-
ization occurs when the number of sites j in resonance
with a given site i stays finite for N → ∞. The transi-
tion from multifractal to ergodic eigenfunctions at γc = 1,
instead, occurs when the amplitude Γergo = N〈H2ij〉 di-
verges. This sufficient criterion for ergodicity has been
proposed in Refs. [54–56] based on the idea that, using
the FGR, the width Γergo essentially quantifies the es-
cape rate of a particle created in i (note however that
the perturbative estimation of Γergo is valid as long as
one can neglect the contribution of the off-diagonal ele-
ments to the density of states, i.e., γ > 1). For γ < 1 the
width Γergo is much larger than the spreading of energy
levels due to the disorder and the system is fully delocal-
ized. For 1 < γ < 2 instead, Γergo vanishes as N
1−γ in
the thermodynamic limit, implying that eigenstates only
occupy N2−γ sites close in energy.
Thus, adopting this analogy and using Γergo → 0 as the
criterion for ergodicity breaking based on the FGR, the
FSA estimation of the effective exponents γ for the scal-
ing of matrix elements between states at large distance in
the HS, Eq. (4) and Fig. 2), suggests that the MBL phase
is similar to the intermediate phase of the RP model [53]
(and its generalizations [55, 56]) where ΓAL → ∞ but
Γergo → 0, corresponding to delocalized but multifractal
eigenstates: The initial state |0〉 only hybridize with a
sub-extensive fraction [VeS(E0)]1−γ of the total configu-
rations, thereby producing nonergodic multifractal wave-
functions which only occupy [VeS(E0)]2−γ states close in
energy (D2 ∼ 2 − γ) [72]. In other words, the initial
state |0〉 is in resonances with many other states at large
distance in the configuration space, but their number is
not enough for the quantum dynamics to decorrelate in
a finite time. According to this interpretation, MBL in
the HS does not correspond to AL, which instead would
occur for γ > 2, when the number of resonances found
from |0〉 stays finite in the thermodynamic limit [54–56].
V. AL ON THE BETHE LATTICE WITHIN THE
FSA
In order to elucidate the difference between the cri-
terion Γergo → 0 proposed above to detect MBL in the
HS and standard AL in the limit of infinite dimensions,
it is instructive to recall the paradigmatic case of the
Anderson tight-binding model on the Bethe lattice [38],
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FIG. 3. Effective exponent γ describing the scaling of the
typical value of the tunneling rates GFSA0,n/4 between two many-
body states which differs by n/2 spins with the number of
configurations Nn/4 at Hamming distance n/4 from a given
configuration in the HS, Eq. (4). Red circles correspond to
the results obtained by linear fitting of 〈log |GFSA0,n/4|〉 vs Nn/4
at large n, Fig. 2. The red dashed line corresponds to the
strong disorder approximation for γ given in Eq. (9). The
blue squares give the estimation of γ obtained by inspecting
the unusual scaling of the LDoS computed via exact diag-
onalizations of (1), see Sec. VII. The gray vertical shaded
region marks the disorder range in which the MBL transition
is expected to occur according to the most recent numerical
results (for chains of about the same size of the ones consid-
ered here) [11, 62], showing that γc = 1 falls perfectly within
it.
described by the Hamiltonian (2) with Ea iid in the in-
terval [−W/2,W/2]. As for the MBL case, we determine
the probability distribution of the propagator GFSA0,n be-
tween a point 0 and one particular point at distance n
from it within the FSA [36, 38, 52]. Let us consider a
Bethe lattice of branching number k (total connectivity
k+1). Without loss of generality the site 0 can be consid-
ered as the root of the tree, and its energy can be set to
E0 = 0, in the middle of the band [73]. Differently from
the many-body problem, at the lowest order in perturba-
tion theory there is only one path connecting two sites at
distance n on the tree. According to Eq. (3) one thus has
that GFSA0,n =
∏n
a=1(t/Ea). One then immediately finds
that on each single path the typical value of the matrix el-
ements decays exponentially as 〈log |GFSA0,n |〉 = −n/ξtyp,
over a typical length ξ−1typ = − log(2et/W ). Since the
number of sites at distance n from 0 (and in the same
energy window) grows as Nn ≈ knρ(0)δE, one obtains
that |GFSA0,n |typ ∝ (Nn)−γ/2, with an effective exponent
γ = 2/(ξtyp log k). Adopting the ergodicity breaking cri-
terion γc = 1 [54–56], we get:
WFSAergo = 2et
√
k (6)
(WFSAergo /t ≈ 7.7 for k = 2). However, such typical decay
of the amplitude has nothing to do with Anderson local-
ization, which is instead determined by the requirement
that a particle created in 0 can escape on at least one of
the kn paths. The localization transition is thus obtained
from the decay rate of the maximum amplitude among an
exponential number of paths, which for large n is deter-
mined by the power law tails of the distribution of GFSA0,n .
This calculation yields the familiar result [36, 38, 52]
WFSAAL ≈ 2etk log k (7)
(WFSAAL /t ≈ 29.1 for k = 2, providing un upper bound for
the true critical value WAL ≈ 18.2 [74]), with a diverging
localization length at the transition (with an exponent
ν = 1), ξloc = 1/[2 log(W/WAL)] ξtyp.
We argue that the threshold WFSAergo signals the transi-
tion from ergodic to multifractal wavefunctions, which is
a genuine phase transition (Wergo ≈ 6.65 for k = 2 [78])
only on (loop-less) Cayley trees [75–78] (and is related to
the freezing glass transition of directed polymers in ran-
dom media) and becomes a smooth crossover on the so-
called random-regular graphs without boundaries (and
loops whose typical size scales as the logarithm of the to-
tal number of sites of the graph), where full ergodicity is
restored by loops larger than a characteristic correlation
length which diverges at WAL [30, 79, 80].
Note that in the limit of large connectivity, which is
the relevant one for the many-body problem, Wergo and
WAL have very different scaling with k, as
√
k and k log k
respectively. For a disordered XXZ chain of n inter-
acting spins, the average connectivity of the HS grows
as n/2, the effective width of the disorder is of order
h
√
n/12, and t = 1/2. Using the Bethe lattice estima-
tion for WFSAergo , Eq. (6), one obtains a critical disorder
hc ≈ e
√
6 ≈ 6.7. The scaling of WAL with the connectiv-
ity, Eq. (7), would instead prohibit AL (note however the
strong correlations of the potential between neighboring
sites [68]).
Assuming that in the Hilbert space the typical value
of the propagator decays exponentially with the dis-
tance over a typical length scale, |G0,nx|typ ∝ e−nx/ξtyp ,
since the number of nodes in the Hilbert space at Ham-
ming distance n/4 from |0〉 is Nn/4 =
(
n/2
n/4
)2
eS(E0) ∼
2n/n3/2, the amplitude Γergo can be expressed as Γergo =
|G0,n/4|2typNn/4 ∼ e−n/(2ξtyp)+n log(2)+O(logn). Hence, full
delocalization and ergodicity occur when ξtyp ≥ ξctyp =
1/(2 log 2). This is in a certain sense the analogue of the
sufficient condition of delocalization obtained in [81] for
the Anderson model on the BL, which correspond to the
requirement that the exponential decay of typical corre-
lations does not compensate anymore for the exponen-
tial proliferation of sites at large distance. Surprisingly
enough, the existence of such universal value of ξctyp at
the MBL transition predicted by this simple argument is
in perfect agreement with the recent results of the phe-
nomenological RG approach of Ref. [29].
This simple example clearly illustrates the differences
that arise between AL on the Bethe lattice and MBL in
the HS (at least within the FSA). As mentioned above,
7random on-site effective energies of the many-body prob-
lem are not independent variables and are strongly cor-
related [68]. Moreover, the number of forward-scattering
paths connecting two many-body configurations grows
factorially with the length of the paths, while on the
Bethe lattice two points are connected by a unique path
at the lowest order in t/W . However our analysis indi-
cates that probably the most important difference con-
sists in the fact that while AL on the Bethe lattice occurs
when the number of resonances found at large distance
from a given site are finite in the thermodynamic limit
(i.e., single-particle eigenstates occupy a finite volume
in the thermodynamic limit), MBL instead takes place
when the number of resonances found at distance nx from
a given many-body state is still large but not enough to
ensure e ergodicity and to allow the quantum dynamics
to decorrelate from |0〉 in a finite time (i.e., many-body
eigenstates are extended but non-ergodic and occupy a
sub-extensive portion [VeS(E0)]D2 of the accessible vol-
ume in the HS). Hence, while single-particle AL on the
BL is governed by the tails of the distribution P (G0,n),
MBL in the HS is governed by its bulk properties. Of
course, focusing only on the typical value of the matrix
elements, as done in Sec. III is a drastic, and possibly
wrong, assumption, since it neglects the effect of strong
rare resonances that are known to play a very important
role in MBL [31, 32] (and probably increases the estimate
for the critical disorder hc [63]). We will come back to
this issue in Sec. VIII and in the concluding section, ar-
guing that it might be corrected by mapping the MBL
problem in the HS onto suitable generalizations of the
RP model with power-law distributed off-diagonal ele-
ments [56], and possibly refining the FSA computation
by adding the self-energy corrections [42, 54] in the de-
nominators of (3) and/or higher order terms of the loca-
tor expansion [1, 70] in order to describe more accurately
the tails of the distribution P (G0,nx).
VI. STRONG DISORDER APPROXIMATION
In this section we discuss how the effective exponent γ
describing the scaling of the typical tunneling rates be-
tween two many-body states separated by nx spin flips
with the number of configurations Nnx at distance nx
from a given configuration in the HS, Eq. (4), can be es-
timated analytically in the limit of strong disorder within
the FSA.
A first very naive estimation might be obtained by re-
calling the intuitive argument given in the introduction
for the origin of the multifractality of the many-body
eigenstates in the HS, due to the presence of a finite den-
sity of active spins on the sites where the random fields is
smaller than the energy required for spin flips [47, 48, 50].
For the disordered XXZ spin chain the energy needed to
flip two neighboring spins with opposite sign, e.g. i and
i+ 1, is ∆E = ±(hi−hi−1) +m∆/2, with m = 0,+1,−1
depending on how many domain walls have been created
(annihilated) in the process. In the limit h ∆ the sec-
ond term can be neglected, and ∆E is then a random
variable of zero mean and variance 2h2/3. The density
of active pairs of spins is thus proportional to the proba-
bility that this random variable is smaller than t = 1/2,
ρ ∼ √3/(2√2h) Since many-body states have typically
n/2 domain walls, the volume occupied by many-body
wavefunctions in this limit is 2
n
2 ρ. Assuming, by analogy
with the RP model, that D2 ∼ ρ/2 ∼ 2 − γ [53], one
obtains that
γ ∼ 2−
√
3
4
√
2h
.
However this expression gives a very poor approximation
of the numerical results plotted in Fig. 3, and overesti-
mates γ by a large amount due to the fact that resonances
and hybridization beyond the nearest neighboring spins
are completely neglected.
A slightly more refined calculation can be performed as
described below. Let us consider a random initial state
|0〉 = | ↑↓↑ · · · 〉 with energy E0 in the middle of the
many-body spectrum. In order to reach a state at zero
overlap from it at the lowest order in the hopping we
have to flip n/4 pair of spins in different locations of the
chain. Consider one particular path joining |0〉 with a
given state at distance n/4 from it. The on-site random
energies on the states visited along the path evolve as
E0 → E0+∆E1 → E0+∆E1+∆E2 → . . . E0+
∑n/4
i=1 ∆Ei
(recall that for ` large
∑`
i=1 ∆Ei is a Gaussian random
variable of zero mean and variance 2`h2/3). The contri-
bution to the sum (3) coming from this specific path is
then:
1
2∆E1
× 1
2(∆E1 + ∆E2)
× · · · × 1
2
∑n/4
i=1 ∆Ei
, (8)
which is a random variable. All the (n/4)! permutations
of the sequence by which spins are flipped yield a differ-
ent path contributing to the same matrix elements be-
tween the same two states. In the following we assume
that the contributions of different paths are uncorrelated
and that the variance of the product (8) on a single path
is finite. Both assumptions are of course wrong. Yet,
since we are only interested in the typical scaling of the
matrix elements, they might give a reasonable approxi-
mation for the effective exponent γ. The total number
of configurations in the HS at distance n/4 from |0〉 and
in the same energy shell is Nn/4 ∝
(
n/2
n/4
)2
Ω(E0), with
Ω(E0) = e
S(E0) ∝ 1/√n being the many-body density
of states in the middle of the many-body spectrum (and
S(E0) is the microcanonical entropy). An approximate
estimation of the exponent γ defined in Eq. (4) is then
given by:
γ ≈
n→∞
1
2 log
n
4 !− 〈log(2∆E1)〉 − · · · − 〈log(2
∑n/4
i=1 ∆Ei)〉
2 log
(
n/2
n/4
)− 12 log n .
(9)
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FIG. 4. 〈log ImG(E0 + iη)〉 as a function of the imaginary
regulator expressed in units of the mean level spacing, η/δ,
for four different values of the disorder across the MBL tran-
sition, h = 2.6 (top-left panel), h = 4 ≈ hc (top-right panel),
h = 5 (bottom-left panel), and h = 7 (bottom-right panel),
and for four chain lengths, n = 10 (cyan), n = 12 (turquoise),
n = 14 (blue), and n = 16 (violet). The LDoS is obtained
from Eq. (10) by inverting exactly the many-body Hamilto-
nian (1) in the spin configuration basis, and averaging over
240−2n independent realizations of the disorder. The dashed
straight lines represents the linear fits of 〈log ImG(E0 + iη)〉
as a function of log(η/δ) at small and large η with slope 1
and ζ(h) respectively, Eq. (11). The orange squares mark
the crossing points of the two straight lines which yield our
estimation of the crossover scale η?.
The prediction of Eq. (9) is plotted in Fig. 3, showing
a good agreement with the numerical results obtained
by linear fitting of the data of Fig. 2 at large n in the
whole range [hc,∞) (similar results are found also for
the Imbrie model, Fig. 9 of App. A).
VII. STATISTICS OF THE LOCAL DENSITY
OF STATES
In this section we backup the perturbative results ob-
tained within the FSA by probing the non-standard scal-
ing limit of the local density of states (LDoS) which gives
direct access to the nonergodic features of wavefunction
statistics and provides an independent estimation of the
fractal spectral dimension D1.
The LDoS computed on a particular “site orbital” |a〉
of the HS is:
ImGaa(E0 + iη) =
V∑
β=1
|ψβ(a)|2 η
(Eβ − E0)2 + η2 , (10)
where |a〉 = | ↑↓↑ · · · 〉, E0 = −n/(4n − 4) is the energy
in the middle of the many-body spectrum, V = ( nn/2)
is the dimension of the HS, Eβ are the eigenvalues of
the Hamiltonian (1), ψβ(a) are the eigenfunctions’ am-
plitudes expressed in the spin configuration basis, and η
is an additional imaginary regulator. The average value
of this quantity gives the many-body density of states
(1/pi)〈TrImG(E0)〉 = eS(E0). In contrast, the typical
value of ImG is controlled by the matrix element that
couples a given site to the resonance sites at energy E0.
Let us imagine a situation in which the sum in (10) con-
tains only [VeS(E0)]D1 peaks of significant weight. Then
the LDoS becomes smooth only if the broadening η ex-
ceeds the typical spacing between the peaks which, in the
middle of the many-body spectrum, is typically of the or-
der [V/√n]−D1 . This implies that the typical value of the
LDoS should exhibit the characteristic localized behavior
(i.e., 〈log ImG〉 ∝ η) up to a characteristic crossover scale
η? much larger than the mean level spacing δ ≈
√
n/V.
In Fig. 4 we plot the logarithm of the typical value of
the LDoS, 〈log ImG〉, as a function of the imaginary reg-
ulator measured in units of the mean level spacing, η/δ,
for several system sizes (n from 10 to 16) and for four
values of the disorder strength h across the MBL transi-
tion. These plots are obtained by inverting exactly the
many-body Hamiltonian (1) in presence of the imaginary
regulator, and averaging over several (about 240−2n) in-
dependent realizations of the disorder. The curves clearly
show the existence of the crossover scale η? such that{
ImGtyp ∝ η for η  η?
ImGtyp ∝ ηζ(h) for η  η? (11)
with an exponent ζ(h) > 0 (except at very small h)
which depends on the disorder (see inset of Fig. 5) but
not on the system size. [Note that for completely AL
eigenstates one should observe instead ImGtyp ∝ η up
to η of O(1).] Concretely, we have measured η? by per-
forming linear fits of 〈log ImG〉 at small and large η with
slope 1 and ζ(h) respectively, and determining where the
two straight lines cross (orange squares of Fig. 4). The
crossover scale η? obtained by applying this procedure is
plotted in Fig. 5 as a function of the mean level spacing
δ for several values of h. In the MBL phase, h ≥ hc,
log(η?/δ) increases linearly by decreasing log δ (i.e., in-
creasing n), consistently with the presence of multifractal
eigenfunctions which only occupy a subextensive part of
the HS. By fitting η?/δ ∝ δD1−1 one obtains a measure of
the fractal dimension D1 which, by analogy with the RP
model, gives a rough estimation of the effective exponent
γ = 2−D1 [53] (blue squares in Fig. 3). Instead on the
metallic side, h < hc, one observes a deviation from the
straight line for the largest system sizes, signaling the re-
covery of a fully ergodic behavior. In particular at small
enough disorder (h = 2.6, top-left panel of Fig. 4) we find
that η? ≈ δ, implying that D1 = 1, as expected for fully
ergodic eigenstates. Similar results are found also for the
Imbrie model, Fig. 12 of App. A.
Note that the anomalous scaling limit of the spectral
statistics in the multifractal regime 1 < γ < 2 of the RP
model has been analyzed in full details [58], and turns out
to be slightly different from the one observed for the MBL
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FIG. 5. Main panel: Logarithm of the crossover scale η?/δ,
extracted from the plots of Fig. 4 as explained in the main
text, as a function of the mean level spacing δ for several
values of the disorder strength h and several system sizes n
from 10 to 16. The dashed line correspond to fits of the data of
the form η?/δ ∝ δD1−1 for h > hc, which gives an estimation
of the effective exponent γ = 2 − D1 [53] (blue squares of
Fig. 3). Inset: Exponent ζ(h) describing the behavior of the
typical value of the LDoS for η  η? as a function of the
disorder strength.
system and shown in Fig. 4. In particular for the RP
model one expects a region η? < η < ηth where ImGtyp
is independent of η due to the presence of mini-bands of
eigenfunctions close in energy and occupying ND1 sites.
The Thoules energy ηth is the width of these mini-bands
and is simply obtained by multiplying the number of lev-
els within a mini-band times the mean level spacing, i.e.,
ηth/δ = N
D1 . Hence the typical value of the LDoS, when
plotted as a function of η/δ should exhibit a flat part
for ND1−1  η/δ  ND1 which becomes broader and
broader as the system size is increased. The absence of
such flat region in Fig. 4 indicates that, differently from
the RP model, for the many-body Hamiltonian (1) the
mini-band in the LDoS are multifractal [82].
VIII. LIMITATIONS OF THE FSA AND THE
EXAMPLE OF TWO-DIMENSIONAL SYSTEMS
The main problem of the approach put forward in this
work comes from the fact that the non-renormalized per-
turbative expansion has poles for any value of the energy
within the support of the probability distribution of the
random energies. In fact the non-renormalized perturba-
tive expansion of the resolvent is always (i.e. with prob-
ability 1 in the thermodynamic limit) divergent even in
the localized phase, due to local resonances, i.e. the sites
in the expansion (3) where |E−Ec| < t, whose presence is
inevitable in the thermodynamic limit however strong the
disorder might be. Yet physically this is not a problem
for localization. In fact the exact poles of the Green’s
functions should be found at the eigenenergies of the
Hamiltonian and not at the random on-site energies. As
shown by Anderson [1], this issue should be solved by re-
summing the closed paths in the series expansion through
the self-energy corrections. Since this re-summation can-
not be done exactly on a generic lattice, in this work
we have chosen to retain only the leading order terms of
the perturbative expansion and to focus only on the scal-
ing of the typical value of the propagator, which is only
weakly affected by the presence of the poles. Nonethe-
less, by doing so we are possibly overlooking the effect of
rare large amplitudes of the tunneling rates in the tails
of the distribution (see e.g. Fig. 10 of App. A), whereas
rare delocalizing process (also called thermal inclusions)
are known to play a crucial role in the context of MBL.
In fact, in the latest years a phenomenological descrip-
tion for the many-body delocalization was proposed [31],
which relies on the avalanche instability, i.e., proliferation
of an initial effectively thermal seed which grows until it
swallows the whole system for h < hc [27, 31, 32]. The
avalanche picture predicts for instance that thermaliza-
tion avalanches should destabilize the MBL phase in any
dimension larger than 1 [32].
On the one hand, the ergodicity breaking criterion ob-
tained from the typical decay of the matrix elements,
Nnx|G0,nx|2typ → 0, yields a critical disorder which is
in strikingly good agreement with the most recent nu-
merical results obtained from exact diagonalizations of
chains of about the same length of the ones considered
here [11, 62, 64, 66]. On the other hand, however, re-
cent results obtained in by applying time-dependent vari-
ational principle to matrix product states that allow to
study 1d chains of a length up to n = 100 indicate a sub-
stantial increase of the estimate for the critical disorder
(hc & 5.5) that separates the ergodic and many-body
localized regimes [63]. Such enhancement of ergodicity
in large systems is likely to be due to the existence of
rare delocalizing processes [31, 32]—possibly involving
degrees of freedom distant in real space—that are not
typically present in small systems and that are not de-
tectable by typical amplitudes.
In order to have a concrete benchmark example of the
possible limitations of our approach, in this section we
apply the ideas discussed above to a two-dimensional
setting, where thermalization avalanches are expected to
destabilize the insulating phase in the thermodynamic
limit. More specifically, we consider hard-core bosons
with nearest-neighbor interactions on a quasi-1d square
lattice of length L and width s and total number of sites
n = Ls [33]. The Hamiltonian is given by:
HHCB =
∑
〈i,j〉
[
−J
2
(
b†i bj + h.c.
)
+ Uninj
]
−
∑
i
ini ,
(12)
where b†i creates a boson at site i, ni = b
†
i bi (the occu-
pation of each site is restricted to ni = 0, 1), and the
summation over 〈i, j〉 couples neighboring sites on the
strip. The on-site potentials i are iid random variables
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FIG. 6. Effective exponent γ describing the scaling of the
typical value of the matrix elements GFSA0,n/4 between two many-
body states at Hamming distance n/4 in the HS (i.e., such
that half of the bosons have moved compared to the initial
state) for the model (12) varying the width of the strip, s = 1
(same curve as in Fig. 3), s = 2 and s = 4.
taken from a uniform distribution on [−h, h]. We set
J = 1 and U = 1 in the half-filling sector,
∑
i ni = n/2 .
For s = 1 this model is equivalent via a Jordan-Wigner
transformation to the Heisenberg XXZ random-field spin
chain (1) considered above, while upon increasing the
width s of the strip we move towards a 2d geometry. Be-
low we repeat the same analysis described in Sec. III for
this model with s = 2 and s = 4. We choose as a basis
in the HS the tensor product of the simultaneous eigen-
states of the number operators ni, |a〉 = |•◦•· · · 〉, such
that for J = 0 the many-body eigenstates are perfectly
localized. We pick an infinite temperature many-body
state |0〉 at random with energy close to the middle of
the many-body spectrum, and we evaluated the effective
tunneling rates between such state and states at Ham-
ming distance n/4 in the HS, i.e., such that half of the
bosons have moved compared to the initial configura-
tion. The computation of the propagator is again per-
formed at the level of the FSA, i.e., retaining only the
∼ (n/4)! leading-order terms in the perturbative expan-
sion (i.e., only the shortest paths in the HS). By compar-
ing the scaling of the typical value of the matrix elements
|GFSA0,n/4|typ with the number of accessible nodes of the HS
at Hamming distance n/4 from |0〉 and in the same en-
ergy shell, Nn/4 =
(
n/2
n/4
)2
eS(E0), we obtain the effective
exponent γ plotted in Fig. 6 for s = 1 (same curve as in
Fig. 3), s = 2 and s = 4.
Applying the ergodicity breaking criterion
Nn/4|G0,n/4|2typ → 0 inspired by the RP model [53]
and its generalizations [54–56], we obtain that the crit-
ical disorder hc where γ becomes larger than one does
systematically (possibly exponentially) increase with
the width of the strip s, as predicted by the avalanche
approach. Yet, such increase is much weaker than the
one recently obtained in [33] by applying time-dependent
variational principle to very large quasi-1d strips, and is
also much weaker than the analytical prediction of the
effect of avalanches in 2d, hc ∝ 2s [32, 33].
It is also instructive to study how the whole probabil-
ity distribution of the propagator is modified upon in-
creasing s (at the same disorder strength in the MBL
regime, h = 6, and for the same total number of sites
n = Ls = 24), as plotted in Fig. 11 of App. A. One
clearly observes a strong enhancement of the tails of the
distribution when s is increased, corresponding to rare
large tunneling amplitudes, which, however, have only a
moderate effect on the typical value.
All in all, this analysis indicates that the approach put
forward in this work is able to capture some some mild
signature of the avalanche instability. Yet, focusing only
on the typical value of the propagator evaluated at the
leading order of the perturbative expansion does not al-
low to recover the full correct quantitative behavior, es-
pecially in situations in which the thermal inclusions are
expected to have a strong effect (i.e., very large systems
and/or d > 1).
IX. DISCUSSION AND CONCLUSIONS
In this paper we have proposed a novel perspective
to analyze the properties of the MBL transition in the
HS [36, 39–42, 83]. We evaluated the tunneling rates
GFSA0,nx between two many-body states at extensive dis-
tance nx (when a finite fraction x of the spin are flipped)
at the lowest order in perturbation theory starting from
the insulator, and compared their (typical) amplitude
to the number of accessible configurations Nnx at dis-
tance nx from a given initial state (and in the same en-
ergy shell). We have shown that in the MBL phase, al-
though typically many resonances are formed, they are
not enough to allow the quantum dynamics to decor-
relate from the initial condition in a finite time. Con-
cretely, we have put forward a criterion for ergodicity
breaking based on the ideas of Refs. [54–56] and on
the FGR. This criterion is much weaker than requir-
ing AL of many-body eigenstates in the HS and suggests
that the MBL transition takes place when the amplitude
Γergo = Nnx|G0,nx|2typ → 0 [72]. This implies that many-
body eigenfunctions in the HS are delocalized but multi-
fractal, and typically only occupy a subxtensive portion
[VeS(E0)]D2 of the total accessible configurations, with
0 < D2 < 1 and D2 → 0 only in the limit of infinite dis-
order. MBL in the HS is thus reminiscent of the transi-
tion from ergodic to multifractal states of the RP matrix
ensemble [53] (and its generalizations [55, 56]), and not
to AL in the limit of infinite dimension [38], which in-
stead occurs when the number of resonances found from
a given configuration stays finite in the thermodynamic
limit [54–56] (in fact we find that many-body eigenstates
become AL only in the limit of infinite disorder, as ex-
pected from intuitive arguments [82]).
Our interpretation fully supports the picture recently
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proposed in Ref. [48] where MBL is seen as a fragmen-
tation of the HS, as well as similar ideas promoted to
explore the analogy between MBL and a percolation
transition in the configuration space [59]. It is also in
agreement with the most recent numerical results on the
wavefunctions’ statistics [47], with perturbative calcula-
tions [50], and with intuitive arguments that strongly in-
dicate that the many-body eigenstates are multifractal in
the whole MBL regime.
The approach presented in this paper has several ad-
vantages. On the one hand, it provides a clear view of the
MBL transition in the HS, which is conceptually of prime
interest and gives a transparent explanation of the differ-
ence between AL and MBL; On the other hand, it yields a
simple and quantitatively predictive tool to estimate the
critical disorder and the properties of the eigenstates in
the MBL phase, since the transfer matrix algorithm [52]
used to determine the amplitude of the propagator (3) is
computationally much easier than exact diagonalizations
and allows to investigate larger system sizes.
In the following we discuss several possible limitations
and implications of our approach, as well as some per-
spectives for future work.
(1)As already discussed in details in Sec. VIII, in this
work we only focused on the asymptotic scaling behav-
ior of the typical value of the amplitude of the propa-
gator evaluated at the lowest order of the perturbative
expansion. In this way we are clearly overlooking the
effect of strong rare resonances in the tails of the dis-
tributions of the propagators (see Fig. 10). By doing
so we find that the ergodicity breaking criterion built
on the FGR, γc = 1, yields a critical disorder which is
in strikingly good agreement with the most recent nu-
merical results obtained from exact diagonalizations of
chains of about the same length of the ones considered
here [11, 62, 64, 66]. However, our approach is not able to
capture the enhancement of ergodicity observed in very
large chains [63] and in two-dimensional systems [32, 33]
which is likely to be due to the existence of rare de-
localizing processes [27, 31, 32]—possibly involving de-
grees of freedom distant in real space—that are not typi-
cally present in small systems and that are not detectable
by typical amplitudes. It would be therefore helpful to
go beyond the FSA either including higher order terms
in the perturbative expansion (see e.g. [70] for a recent
attempt in this direction), or developing some approxi-
mate treatment for the self-energy corrections in the de-
nominators of (3), as, for instance, recently proposed in
Refs. [54, 68]. This might allow one to describe more
accurately the tails of the distribution P (G0,nx) and to
take into account the effect of rare resonances which are
known to play a very important role in the context of
MBL [31].
(2) A tightly related issue is that the RP model is cer-
tainly oversimplified: The mini-band in the local spec-
trum is not multifractal, the spectrum of fractal dimen-
sion is degenerate, and strong resonances are absent (see
above). In fact, we have already noticed in Sec. VII that
the typical value of the LDoS of the many-body Hamil-
tonian, Fig. 4, behaves differently from the one of the
RP model [58]. In this respect it would be useful to
study suitable generalizations of the RP ensemble with
broadly distributed off-diagonal elements (see, e.g., [56])
that might provide a better effective description for the
MBL transition in the HS. It would be also desirable
to complete the present computation by studying the
asymptotic scaling of the propagator in all the x-sectors,
which might allow one to obtain a more precise estima-
tion of the effective exponent γ.
(3) Another related problem is that the ergodicity
breaking criterion used here, together with the mapping
onto the RP model, seem to predict that the spectral
dimension D2 ∼ 2 − γ is continuous at the MBL tran-
sition (i.e., γ → 1 for h → h+c ), while recent numerical
results [47] as well as theoretical arguments [31] indicate
a discontinuous jump of Dq at hc. It would be inter-
esting to understand whether going beyond the FSA by
including higher order corrections to Eq. (3) and/or con-
sidering generalizations of the RP ensemble with broadly
distributed off-diagonal matrix elements as effective de-
scriptions of the MBL transition in the HS can lead to
a scenario in which the fractal dimensions exhibit a dis-
continuous jump at the transition.
(4) Another important aspect concerns the implica-
tions of the interpretation proposed here on the unusual
properties of the bad metal phase preceding MBL [34,
35]. In some recent works it was in fact suggested that
the subdiffusive transport and the anomalously slow out-
of-equilibrium relaxation observed in numerical simula-
tions and experiments might be explained in terms of
the apparent nonergodic features of many-body wave-
functions in the HS [41, 78, 84], while the interpretation
proposed here and recent numerical results [47] indicates
that eigenstates of (1) become fully ergodic on the metal-
lic side of the transition. This issue might be explained
in terms of strong finite-size effects. The scaling analy-
sis of [47] indicates indeed that for h < hc the finite-size
effects controlling the asymptotic scaling behavior of the
inverse participation ratios Υq are dominated by a noner-
godic volume which diverges very fast as the transition is
approached (see also [30, 79, 80]). As a result, many-body
wavefunctions might behave as if they were multifractal
in a very broad range of system sizes even before hc, espe-
cially in the region in which γ is close to 1 and the spec-
tral band-width associated to the off-diagonal tunneling
rates is of the same order of the spreading of the energy
levels due to the disorder, thereby producing anomalous
diffusion and slow power-law relaxation of physical cor-
relations on a very large time-window spanning many
decades.
(5) This problem is in fact tightly related to the critical
properties of the MBL transition. It is well known that
the FSA yields the mean-field exponent ν = 1 for the di-
vergence of the localization length at the Anderson tran-
sition irrespectively of the dimension and of the struc-
ture of the underlying graph [52]. The same exponent
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FIG. 7. SFF S(τ) for the Heisenberg XXZ random-field
spin chain (1) at h = 6, deep into the MBL phase, and for
n = 10 (cyan), n = 12 (turquoise), and n = 14 (blue). The
dashed lines correspond to the SSF for the RP model (5),
with N =
(
n
n/2
)
, p(a) ∝ e−E2/(2σ2), with σ ∝ √n, γ = 1.35,
and µ = 0.1. The SFF of the RP model should approach the
GOE prediction, SGOE(τ) = 2τ − τ log(1 + 2τ) (black line) in
the thermodynamic limit.
ν = 1 governs the transition from ergodic to multifractal
eigenstates of the RP model taking place at γc = 1 [85],
while in the critical exponent for the generalized RP en-
semble with log-normal distributed off-diagonal elements
was recently found to vary between 1 and 1/2 depending
on the parameters [56]. However these critical behaviors
are not compatible with the the recent phenomenolog-
ical RG studies for the MBL transition [28, 29] which
instead predict a KT-like scenario with an exponential
divergence of the localization length.
(6) A promising direction for future research would
be to exploit the simplicity of our approach to address
important questions such as the stability of MBL with
respect to rare thermal inclusions of weak disorder that
occur naturally inside an insulator and that may trigger
a thermalization avalanche [31]. It would be interesting
for instance to insert by hand large but finite ergodic
bubbles of weak disorder in the 1d XXZ spin chains and
investigate the signature of quantum avalanches [31, 86]
by studying the effect of these bubbles on the scaling
behavior of the amplitude of the propagators.
(7) Finally, we would like to comment on the possi-
ble implications of our results on the recent debate on
quantum chaos vs MBL [64, 87]. In fact a recent pa-
per [87] has claimed that MBL is not a phase of mat-
ter, but rather a finite-size regime that yields to ergodic
behavior in the thermodynamic limit. This conclusion
was reached on the basis of a finite-size-scaling analysis
of small 1d spin models using diagnostics from quantum
chaos that probe the statistics of level spacing only, such
as the structure form factor (SSF) S(τ) and the aver-
age level spacing ratio 〈r〉. In the light of the new in-
terpretation proposed here, it is instructive to recall the
known results for the statistics of eigenvalues of the RP
model [53]: In the intermediate regime 1 < γ < 2 of
delocalized but nonergodic wavefunctions, although the
average DoS asymptotically converges to the distribution
of the diagonal energies p(a) (and not to the Wigner semi-
circle), the nearest-neighbor level statistics is described
by the Wigner-Dyson statistics [53, 58]. In particular the
(unfolded) spectral form factor was shown to be univer-
sal, i.e. independent of the specific form of p(a), and to
converge to the Wigner-Dyson form for γ < 2, and to
Poisson only for γ > 2 [53]. Similarly, 〈r〉 approach the
GOE universal value 〈r〉 ≈ 0.53 in the thermodynamic
limit for 1 < γ < 2 and the Poisson one 〈r〉 ≈ 0.38 for
γ > 2. In fact the ND1 states close in energy inside each
mini-band exhibit level repulsion and GOE-like correla-
tions. The crossover from GEO-like behavior to Poisson
statistics occurs thus on the scale of the Thouless energy
ηth = N
D1 × δ = N1−γ , which is vanishingly small for
N → ∞ but is still much larger than the mean level
spacing.
As discussed in Sec. VII, the behavior of the spectral
statistics of the many-body problem exhibits several im-
portant differences with respect to the RP model. The
fact that the crossover scale η? below which one observes
the characteristic localized behavior (see fig. 4) is much
larger than the mean level spacing indicates that consec-
utive energy levels are not hybridized by the off-diagonal
perturbation, whose effect only sets in on an larger en-
ergy scale  δ, thereby implying that the level statis-
tics on the scale of the mean level spacing should be of
Poisson type. Moreover, differently from the RP model,
for the many-body Hamiltonian (1) the mini-band in the
LDoS are multifractal. Yet, if one takes the mapping to
the RP model seriously beyond the qualitative level, one
might be tempted to argue that any observable related
to the level statistics on the scale of the mean level spac-
ing only might be uninformative on the existence of a
MBL transition in the thermodynamic limit. In order to
illustrate this idea, we have measured the spectral form
factor (SFF) defined as [87]:
S(τ) =
1
Z
〈∣∣∣∣∣∣
V∑
β=1
g(E˜β)e
−iE˜βt
∣∣∣∣∣∣
2〉
,
where E˜β are the unfolded eigenvalues of (1), such that
〈E˜β+1 − E˜β〉 = 1, g(E˜β) = exp[−(E˜β − E˜0)2/(2λ2σ2E˜)]
is a Gaussian filter (λ = 0.2 is a dimensionless parame-
ter that controls the effective fraction of eigenstates in-
cluded in the S(τ), E˜0 and σ
2
E˜
are the average energy
and the variance of the unfolded eigenvalues, respectively,
for a given disorder realization), and the normalization
Z = 〈∑β |g(E˜β)|2〉 is such that S(τ) → 1 for τ → ∞.
The numerical results for S(τ) computed from exact diag-
onalizations of small (n = 10, 12, and 14) XXZ chains (1)
and for h = 6, deep into the MBL phase, are shown in
Fig. 7. Inspired by the analogy with the RP random
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matrix ensemble discussed above, we benchmark these
results with the SFF obtained for the RP model (5) with
parameters chosen in such a way to mimic as closely as
possible the interacting one: We set N =
(
n
n/2
)
(equal
to the size of the HS of the interacting model), and con-
sider a Gaussian distribution of diagonal energies p(a) of
variance ∝ n and equal to the variance of the random
energies Ei in the spin configuration basis of the XXZ
spin chain; We set γ = 1.35 (which is approximately the
value of the exponent found numerically at h = 6, see
Fig. 3), and µ = 0.1 (which is the value of the prefactor
in Eq. (4) obtained by fitting the numerical data of Fig. 2
at h = 6). The SSFs computed for the RP model (dashed
lines in Fig. 7) turn out to be very similar to the ones of
the interacting model at the same value of n, although we
know rigorously that they should approach the GOE re-
sult 2τ − τ log(1 + 2τ) (black line) for N →∞. However,
as shown by Fig. 7, the convergence to the GOE asymp-
totic result is very slow and finite-size effect are very big
at finite N due to the fact that the Thouless energy is
still too close to the mean level spacing. All in all, this
analysis suggests that one should take extreme caution
when using diagnostics for the MBL transition based on
the statistics of energy levels on the scale of the mean
level spacing only, as they might slowly drift towards a
GOE-like behavior in the thermodynamic limit even deep
inside the MBL phase [64]. This might also explain why
the critical disorder estimated from the crossing of the
curves of the average level spacing ratio 〈r〉 at different
system sizes drifts to larger h when increasing n [10, 87].
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Appendix A: Results for the Imbrie model and for
interacting fermions in a QP potential
In this appendix we provide more details and supple-
mental information related to several points discussed in
the main text. In particular we present the results ob-
tained for two other models for the MBL transition de-
scribed below.
1. The models
The “Imbrie” model is defined by the following Hamil-
tonian:
HI =
n∑
i=1
(
∆iσ
z
i σ
z
i+1 + hiσ
z
i + Γiσ
x
i
)
. (A1)
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FIG. 8. Logarithm of the typical value of the propagator
GFSAq=0 as a function of the log of the number of states Nq=0
in the HS at zero overlap from |0〉 and in the same energy
shell for the Imbrie model (A1)—top panel— and for the QP
model (A2)—bottom panel. n varies from 12 to 26 for the
Imbrie model and from 12 to 28 for the QP model. Different
colors correspond to different values of the disorder across the
MBL transition. The dashed lines correspond to linear fits of
the numerical results of the form of Eq. (4) at large n. Filled
circles correspond to values of the disorder strength such that
γ > 1 (h > hc), while empty circles to γ < 1 (h < hc).
We follow Ref. [64] and set Γi = 1, and ∆i and hi uni-
formly distributed in ∆i ∈ [0.8, 1.2] and hi ∈ [−h, h].
The existence of the MBL transition has been proven
rigorously for this model under the minimal assumption
of absence of level attraction [18]. The numerical results
of [64] seem to indicate that the critical disorder strength
should be in the interval hc ∈ [3.75, 4.5].
We also studied a one-dimensional model of spinless
fermions on a QP lattice [65–67]:
HQP =
n∑
i=1
[
t
(
c†i ci+1 + h.c.
)
+ ∆nini+1 + Vini
]
,
(A2)
where Vi is a QP potential of the form:
Vi = h cos(2piωi+ φ) ,
and φ is a random phase. (Note that HQP exactly maps
to the XXZ spin chain in a QP magnetic field under a
Jordan-Wigner transformation.) This model is very sim-
ilar to the one realized in cold atom experiments [12–14].
As in Ref. [67], we set t = 1, the irrational number ω to
be the inverse of the golden mean ω = (
√
5−1)/2, ∆ = 1,
and only consider the half-filling sector
∑
i ni = n/2. For
this choice of the parameters previous studies [66, 67]
have established the presence of a MBL transition with
a critical strength of the QP potential in the interval
hc ∈ [3.5, 4.5]. For both models we consider periodic
boundary conditions.
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FIG. 9. Effective exponent γ describing the scaling of typical
value of the matrix elements GFSAq=0 with the number of con-
figurations Nq=0 at zero overlap with a given configuration in
the HS, Eq. (4), for the Imbrie model (A1)—top—and for the
QP model (A2)—bottom. Red circles correspond to the re-
sults obtained by linear fitting of 〈log |GFSAq=0 |〉 vs Nq=0 at large
n, Fig. 8. In the top panel the red dashed line corresponds
to the strong disorder approximation for γ given in Eq. (A3),
while the blue squares give the estimation of γ obtained by
inspecting the unusual scaling of the LDoS computed via ex-
act diagonalizations of (A1), see Sec. A 3. The gray vertical
shaded region marks the disorder range in which the MBL
transition occurs according to the most recent numerical re-
sults (for chains of about the same size of the ones considered
here) [64–67], showing that γc = 1 falls perfectly within it.
2. Scaling of the matrix elements within the FSA
In the following we discuss the results obtained for
these two models by applying the same analysis described
in Sec. III of the main text. Concretely, we compute the
probability distributions of the propagators GFSA0,nx when
the many-body systems are recast as single-particle tight
binding problems (2).
By choosing the spin configuration basis, the HS
of (A1) is a n-dimensional hypercube of V = 2n sites
(the total magnetization is not conserved by HI). Each
configuration |a〉 = |↑↓↑ · · · 〉 of n spins corresponds to a
corner of the hypercube by considering σzi = ±1 as the
top/bottom face of the cube’s n-th dimension. The ran-
dom part of the Hamiltonian is by definition diagonal on
this basis, and gives correlated random energies on each
site orbital of the hypercube, Ea = 〈a|
∑n
i=1[∆iσ
z
i σ
z+1
i +
hiσ
z
i ]|a〉. The interacting part of HI acts as single spin
flips on the configurations {σzi }, and plays the role the
hopping rates connecting “neighboring” sites in the con-
figuration space (with t = 1). At Γ = 0 the many-body
eigenstates of (A1) are simply product states of the form
|σz1〉 ⊗ |σz2〉 ⊗ · · · ⊗ |σzn〉, and the system is fully localized
in this basis.
Similarly, for the QP model we choose as a basis the
tensor product of the simultaneous eigenstates of the
number operators ni, |a〉 = |•◦•· · · 〉, such that for t = 0
the many-body eigenstates are perfectly localized. The
HS of (A2) is then represented by the same graph as
for the XXZ random-field Heisenberg model considered
in the main text, and its size is V = ( nn/2). The diago-
nal part of (A2) yields the on-site quasi-random energies
Ea = 〈a|
∑n
i=1[∆nini+1 + Vini]|a〉, while the interact-
ing part allows tunneling between “neighboring” config-
urations with hopping rate t = 1. The connectivity of
the state |a〉 is equal to the number of pairs •◦ or ◦•
in the state, and ranges from 2 to n with average value
〈z〉 ≈ (n+ 1)/2.
For both model we pick an infinite temperature many-
body state |0〉 with energy E0 in the middle of the spec-
trum, and determine the probability distribution of the
matrix elements with configurations at distance nx from
it at the lowest order in the hopping. As for the XXZ
model presented in the main text, instead of considering
all x-sectors separately, for simplicity we only focus on
the states at zero overlap from the initial one, i.e. when
half of the spins have flipped or half of the particles have
moved respectively. (Specifically the overlap is defined as
q = (1/n)
∑
i
0σzi · σzi and q = (1/n)
∑
i(n
0
i − 1/2)(ni −
1/2) for the two models, where the random initial state
is denoted as |0〉 = {0σzi } and |0〉 = {n0i } respectively.)
The shortest path to achieve q = 0 corresponds to Ham-
ming distance n/2 on the hypercube for the Imbrie model
and to Hamming distance n/4 on the graph for the QP
model. The total number of configurations at q = 0 from
|0〉 and in the same energy shell is Nn/2 ≈
(
n
n/2
)
eS(0)δE
for the Imbrie model and Nn/4 ≈
(
n/2
n/4
)2
eS(E0)δE for the
QP model, where S is the microcanonical entropy in the
middle of the spectrum, defined as the logarithm of the
number of states at that energy.
In Fig. 8 we plot (the log of) the typical value of the
propagator (computed within the FSA) as a function of
(the log of) Nq=0 for the two models varying the system
size. Different curves correspond to different values of
the disorder strength across the MBL transition [64–67].
The plots clearly shows that Eq. (4) holds. The value of
the effective exponent γ is obtained by the linear fitting
of the numerical results at large Nq=0 (dashed lines of
Fig. 8), and is plotted in Fig. 9. This figure shows that
for both models the critical disorder determined by the
most recent numerical works is consistent with the value
of the disorder such that γ becomes larger than one, while
γ tends to 2 in the limit of infinite disorder. This is
exactly the same behavior found for the XXZ spin chain
and discussed in the main text, Figs. 2 and 3, supporting
the robustness of our conclusions and the validity of the
criterion built on the FGR, Γergo = Nq=0|Gq=0|2typ → 0,
for the MBL transition.
Note that for the Imbrie model one can repeat the
strong disorder approximation discussed in Sec. VI, and
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FIG. 10. Probability distribution of the logarithm of the
amplitude of the propagator (computed within the FSA) be-
tween states at extensive distance in the HS for the Heisenberg
XXZ disordered spin chain (1)—top—, for the Imbrie model
(A1)—middle—, and for the QP model (A2)—bottom—, and
for n = 24. Several values of the disorder are shown across
the MBL transition. The black dashed line give the power-
law tails of the distributions, P (|GFSAq=0 |) ∼ |GFSAq=0 |−(1+µ), with
µ ' 0.65, µ ' 0.42, and µ ' 0.61 respectively.
straightforwardly obtain the following expression:
γ ≈
n→∞
1
2 log
n
2 !− 〈log(2h1)〉 − · · · − 〈log(
∑n/2
i=1 2hi)〉
log
(
n
n/2
)− 12 log n ,
(A3)
which is in good agreement with the numerical results
(red dashed curve in the top panel of Fig. 9). The Bethe
lattice estimation of the ergodicity breaking transition
based on the exponential decay of the matrix element on
a single branch, Eq. (6), yield instead hc = 2
√
3e ≈ 9.4.
In Fig. 10 we show the full probability distributions of
the amplitude of the tunneling rates for the three models
considered in this work and for several value of the dis-
order strength across the MBL transition. The distribu-
tions have power-law tails P (|GFSAq=0 |) ∼ |GFSAq=0 |−(1+µ) as
expected for any value of E in Eq. (3) within the support
of the probability distribution of the random energies Ec.
The exponent µ varies from one model to another, but
does not depend (or depends very weakly) on the disorder
strength and on the system size.
Finally, in Fig. 11 we plot the probability distribu-
tion of the propagator P (|GFSA0,n/4|) for the quasi-1d model
of hard-core bosons with nearest neighbor interactions
described by the Hamiltonian (12), obtained when the
width of the strip from s = 1 to s = 4. The curves corre-
spond to disorder strength h = 6, inside the MBL regime,
and for the same total number of sites n = Ls = 24). One
clearly observes a strong enhancement of the tails of the
distribution when s is increased, corresponding to rare
large tunneling amplitudes, accompanied by a moderate
increase of the typical value.
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FIG. 11. Probability distribution of the logarithm of the
amplitude of the propagator (computed within the FSA) be-
tween states at extensive distance in the HS for the model of
hard-core bosons with nearest neighbor interactions (12) for
h = 6 and total number of sites n = Ls = 24, and for s = 1,
2, and 4.
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FIG. 12. Top panels: 〈log ImG(E0 + iη)〉 as a function of
the imaginary regulator expressed in units of the mean level
spacing, η/δ, for the Imbrie model (A1), for h = 3.75 ≈ hc
(left) and h = 6 (right), and for four chain length, n = 8
(cyan), n = 10 (turquoise), n = 12 (blue), and n = 14 (vio-
let). The dashed straight lines represents the linear fits of
〈log ImG(E0 + iη)〉 as a function of log(η/δ) at small and
large η with slope 1 and ζ(h) respectively, Eq. (11). The
orange squares mark the crossing points of the two straight
lines which yield our estimation of the crossover scale η?. Bot-
tom left: Logarithm of the crossover scale η?/δ as a function
of the mean level spacing δ for several values of the disor-
der strength h & hc and four system sizes n from 8 to 14.
The dashed line correspond to fits of the data of the form
η?/δ ∝ δD1−1, which gives an estimation of the effective ex-
ponent γ = 2−D1 [53] (blue squares of Fig. 9). Bottom right:
Exponent ζ(h) describing the behavior of the typical value of
the LDoS for η  η? as a function of the disorder strength.
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3. Signature of eigenstates’ multifractality in the
spectral statistics of the Imbrie model
As done in Sec. VII for the XXZ random-field spin
chain, one can investigate the signatures of the multi-
fractality of the eigestates from the unusual scaling limit
of the spectral statistics of the Imbrie model. In the top
panels of Fig. 12 we plot the logarithm of the typical value
of the LDoS, 〈log ImG〉, as a function of the imaginary
regulator measured in units of the mean level spacing,
η/δ, for four system sizes (n from 8 to 14) and for two val-
ues of the disorder strength h across the MBL transition.
These plots are obtained by inverting exactly the many-
body Hamiltonian (A1) in presence of the imaginary reg-
ulator, and averaging over several (about 236−2n) inde-
pendent realizations of the disorder. The curves show the
existence of the crossover scale η? separating the behav-
ior of ImG at small and large η, as described by Eq. (11).
We have extracted such crossover scale from the data by
applying the procedure described in Sec. VII of the main
text. In the bottom-left panel of Fig. 12 we plot log(η?/δ)
as a function of δ for several values of h & hc. We ob-
serve that log(η?/δ) increases linearly by decreasing log δ
(i.e., increasing n), consistently with the presence of mul-
tifractal eigenfunctions which only occupy a subextensive
part of the HS. By fitting η?/δ ∝ δD1−1 one obtains an
independent estimation of the fractal dimension D1 and,
by analogy with the RP model, of the effective exponent
γ = 2−D1 [53] (blue squares in Fig. 9). For the Imbrie
model, however, such numerical estimation of γ does not
agree well with the numerical results of the FSA. This
discrepancy is possibly due to strong finite-size effects,
since simple intuitive arguments suggest that one should
find γ ∼ 2− c/h at strong disorder.
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