Abstract A nonlinear prediction method, developed based on the ideas gained from deterministic chaos theory, is employed: (a) to predict monthly runoff; and (b) to detect the possible presence of chaos in runoff dynamics. The method first reconstructs the single-dimensional (or variable) runoff series in a multi-dimensional phase space to represent its dynamics, and then uses a local polynomial approach to make predictions. Monthly runoff series observed at the Coaracy Nunes/Araguari River basin in northern Brazil is studied. The predictions are found to be in close agreement with the observed runoff, with high correlation coefficient and coefficient of efficiency values, indicating the suitability of the nonlinear prediction method for predicting the runoff dynamics. The results also reveal the presence of lowdimensional chaos in the runoff dynamics, when an inverse approach is adopted for identification, as: (a) an optimal embedding dimension exists, and (b) the prediction accuracy decreases with an increase in prediction lead time.
INTRODUCTION
Runoff dynamics are governed by various physical mechanisms, which act on a range of temporal and spatial scales. For instance, runoff depends not only on the distribution of Open for discussion until 1 December 2001 rainfall in time and space, but also on the type and the state of the basin, which, in turn, depend on climatic condition, vegetation state, soils, geology, etc. Therefore, what is really challenging for hydrologists-more than the specific description of each of these mechanisms-is a unified description of the complex behaviour of the dynamic system arising from the coupling of all its components. As almost all mechanisms involved in the runoff process present some degree of nonlinearity, modelling its dynamics is nontrivial. Under such circumstances, the only possibility for a realistic modelling seems to be to treat the system as influenced by only a few dominant mechanisms, so that the system dynamics undergoes a simplification due to a reduction in the number of effective degrees of freedom. In this regard, the notion of deterministic chaos theory, i.e. seemingly irregular behaviour, could be the result of simple determinism influenced by only a few nonlinear interdependent variables, and the related methods of nonlinear dynamics could be useful to understand runoff dynamics.
Attempts to understand runoff (or river flow) dynamics from a chaotic dynamic perspective have been gaining momentum lately. A variety of techniques developed in the context of nonlinear and chaotic dynamics have been employed to runoff observed in various geographical regions to identify and/or predict their dynamics (e.g. Jayawardena & Lai, 1994; Porporato & Ridolfi, 1996 , 1997 Liu et al, 1998; Wang & Gan, 1998; Krasovskaia et al, 1999; Stehlik, 1999; Jayawardena & Gurung, 2000) . The results obtained from such studies are encouraging, as they reveal the possible presence of lowdimensional deterministic components in the runoff dynamics, suggesting the possibility of (nearly) accurate short-term predictions. It should be noted that almost all of these analysed runoff series were observed at daily scale. On the one hand, prediction of runoff dynamics at high resolution is crucial when one is interested in, for example, flood forecasting. On the other hand, the task of hydrologists and water resources engineers is very often the assessment of the quantity (and quality) of water availability in a basin over longer periods of time, e.g. months and years, and its management for efficient water supply. For such purposes, understanding runoff dynamics at the monthly scale, for example, is much more important than that at the daily scale.
The fact that monthly and annual runoff series are more related to long-term climate as compared to the corresponding daily series may also be used to establish connections between a chaotic climate and similar properties of runoff. In the present study, monthly runoff observed at the Coaracy Nunes/Araguari River basin in northern Brazil is investigated. This region is affected by the El Nino phenomenon, which has been identified as chaotic by several studies (e.g. Jin et al, 1994; Tziperman et al, 1994) . This suggests that the long-term runoff dynamics in this region may also possibly display chaotic properties. To study such a possibility, the monthly runoff series are analysed herein using a deterministic chaotic approach. A nonlinear prediction method that uses the concept of reconstruction of single variable runoff series to represent the underlying dynamics and to perform short-term predictions is employed.
NONLINEAR PREDICTION USING PHASE SPACE RECONSTRUCTION
A nonlinear prediction method is employed in the present study: (a) to make shortterm predictions of runoff dynamics; and (b) to use the prediction results for detecting the possible presence of chaos in the runoff dynamics (i.e. inverse approach). The method uses the concept of reconstruction of a single-variable series (using its past history and a method of delays) in a multi-dimensional phase space to represent the underlying dynamics. For a scalar time series (e.g. runoff series) X t , where i = 1, 2, ..., N, the phase space can be reconstructed according to:
where j = 1, 2, ...., JV-(m-l)x, m is the dimension of the vector Yj, called as embedding dimension; and x is a delay time (Packard et al, 1980; Takens, 1981) . A correct phase space reconstruction in a dimension m allows one to interpret the underlying dynamics in the form of an m-dimensional map/j-, that is:
where Yj and YJ+T are vectors of dimension m, describing the state of the system at times; (current state) and j+T(future state), respectively. The problem then is to find an appropriate expression for/7-. There are several approaches for determining such an expression. In this study, a local approximation approach is employed.
In the local approximation approach (e.g. Farmer & Sidorowich, 1987) , the fj domain is subdivided into many subsets (neighbourhoods), each of which identifies some approximations FT, valid only in that subset. In this way, the dynamics of the system are represented step-by-step locally in the phase space. The identification of the sets in which to subdivide the domain is done by fixing a metric || || and, given the starting point Yj from which the forecast is initiated, identifying neighbours Yf, p = 1, 2, ..., k, with/ <j, nearest to Yj, which constitute the set corresponding to Yj. With this, the local functions can then be built, which take each point in the neighbourhood to the next neighbourhood: Yf to Yf+\. The local map FT that does this is determined by a least squares fit minimizing:
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The local maps are learned in the form of local polynomials (e.g. Abarbanel, 1996) , and the predictions are made forward from a new point Z 0 using these local maps. For the new point Zo, the nearest neighbour in the learning or training set is found, which is denoted as Y q . Then the evolution of Z 0 is found, which is denoted as Z\ and is given by:
The nearest neighbour to Z\ is found next, and the procedure is repeated to predict subsequent values. The above methodology is used in this study for local polynomial predictions as implemented in the software cspW (Randle Inc., 1996) . The evaluation of accuracy of prediction can be done by using any of the standard statistical measures. In this study, the correlation coefficient {CC), the root mean square error (RMSE) and the coefficient of efficiency (E 2 ) are used. (The coefficient of efficiency is defined as the ratio of the mean square error (MSE) to the variance in the observed data, subtracted from unity. It ranges from minus infinity to 1.0, with higher values indicating better agreement between the predicted and the observed values.) The time series plots and the scatter diagrams are also used to choose the best prediction results, among a large combination of results obtained for different embedding dimensions and lead times.
The nonlinear prediction method has an important advantage in that the prediction results themselves can be used to detect the presence (or absence) of chaos in the underlying dynamics, called as an "inverse approach to identify chaos." The presence of chaos can be detected by checking the prediction accuracy against: (a) the embedding dimension; and (b) the lead time. With regard to the former, if the dynamics are chaotic, then the prediction accuracy would increase (to reach its best) with the increase in the embedding dimension up to a certain point, called the optimal embedding dimension (m opt ), and remain close to its best for embedding dimensions higher than m opt . On the other hand, for stochastic time series, there would be no increase in the prediction accuracy with an increase in the embedding dimension and the accuracy would remain the same for any value of the embedding dimension (e.g. Casdagli, 1989) . With regard to the lead time, for a given embedding dimension, predictions in chaotic systems deteriorate considerably faster than in stochastic systems when the lead time is increased. This is due to the sensitivity of chaotic systems to initial conditions (e.g. Sugihara & May, 1990) .
ANALYSES, RESULTS AND DISCUSSION
Monthly runoff data observed at the Coaracy Nunes/Araguari River basin in northern Brazil are studied to investigate the possibility of making accurate short-term predictions using the nonlinear prediction method. This time series has been previously analysed and modelled by Uvo (1998) . The basin has an area of approximately 24 200 km 2 and the runoff station is located at latitude 0°55'N and longitude 51° 15'W. Further details about the basin can be found in Uvo (1998) . In the present study, runoff recorded over a period of 48 years is analysed. Some of the important characteristics of the runoff series are presented in Table 1 . Figure 1 shows the reconstruction of the runoff series in a two-dimensional phase space (m = 2), i.e. the projection of the attractor on the plane {X,-, X i+X ], with x = 1, 2, 3, 4, 6 and 12 months. A well-defined attractor seems to be present when x < 3, which also happens to be the lag time where the autocorrelation function first crosses the zero line. The attractor seems to become less and less clear when x is increased further, but becomes clear again when x = 12. This supports the observation, from the time series plot [not shown], of the presence of an annual cycle in the runoff dynamics.
The nonlinear prediction method with a local polynomial approach, explained above, is now employed to the monthly runoff series for making predictions. The first 480 values in the series are used in the phase space reconstruction (i.e. training or learning set) for predicting the subsequent 70 values. The phase space is reconstructed with embedding dimensions varying from 1 to 10, and predictions are made for lead times from 1 to 10. Figure 2 compares, using time series plots, the one-step ahead (T = 1) predicted runoff values with the observed ones, whereas the corresponding scatter plots are presented in Fig. 3 with the solid 1:1 (diagonal) line for reference. The plots shown correspond to the results obtained with embedding dimensions 2, 3, 4, 5, 7, and 10 respectively. As can be seen, the predicted values are in good agreement with the observed ones for all the embedding dimensions. Even very high and very low runoff values are reasonably well predicted, as are the trends. The prediction results in terms of correlation coefficient (CC), root mean square error (RMSE), and coefficient of efficiency (E 2 ) are presented in series in multi-dimensional phase space indeed captures the important features of the runoff dynamics, and the ability of the local approximation procedure to predict the runoff dynamics lies in representing the dynamics captured in the phase space step by step in local neighbourhoods. The prediction results (Figs 2 and 3; Table 2) reveal that, even though the predicted values are in good agreement with the observed ones for all the embedding dimensions, the best results are achieved only when m = 3 (i.e. m opt ), and the results are almost the same or slightly worse for m > 3 and noticeably worse for m < 3. The presence of an optimal embedding dimension, with m opt = 3, suggests the possible presence of low-dimensional chaos in the runoff dynamics (e.g. Casdagli, 1989) . This can also be seen by plotting the prediction accuracy (CC, RMSE and E 2 ) against the embedding dimension (Fig. 4) . As can be seen, the prediction accuracy increases with the increase in the embedding dimension up to a certain value (m = 3) and then saturates (or even slightly decreases) beyond that value. Such results indicate that at least a three-dimensional phase space reconstruction of the runoff series is required to capture the important features of the underlying dynamics. In other words, the runoff process is dependent on at least three dominant variables. However, the slight decrease in the prediction accuracy when higher phase spaces (m > 3) are used for reconstruction could be due to the presence of noise (measurement error) in the runoff series, as the influence of noise at higher embedding dimension could be greater (e.g. Sugihara & May, 1990; Sivakumar et al, 1999a,b) .
With the encouraging results obtained for one-step ahead predictions, the possibility of making (good) predictions for longer time intervals (i.e. lead times) is investigated. This is achieved by making predictions for lead times up to 10 months. A comparison of the predicted runoff values and the observed ones is presented in Fig. 5 . The plots shown correspond to the results obtained for T = 1, 2, 3, 5, 7 and 10 with m = 3 (m op t). The prediction results in terms of CC, RMSE, and E 2 are presented in Table 2 , whereas their variations with respect to the lead time are shown in Fig. 6 . As can be seen, reasonably good prediction results (£ 2 > 0.83) are obtained even when the lead time is up to 10 months. Such results suggest that the nonlinear prediction method has good potential in making short-term predictions of the runoff dynamics. On the other hand, as shown in Fig. 6 , a rapid decrease in the prediction accuracy is observed when the lead time is increased (that is, when predictions are made further into the future), which is a typical characteristic of chaotic systems (e.g. Sugihara & May, 1990) . This provides additional support to the observation made earlier (with respect to the prediction accuracy against embedding dimension) regarding the possible presence of (low-dimensional) chaos in the runoff dynamics. 
CONCLUSIONS
A phase space reconstruction approach, where a single variable series is reconstructed in a multi-dimensional phase space to capture the important dynamic features of the underlying system, was employed to understand and predict monthly runoff dynamics observed at the Coaracy Nunes/Araguari River basin in northern Brazil. The predictions were made using a nonlinear local polynomial procedure by representing the dynamics captured in the phase space step by step in local neighbourhoods. The runoff series was reconstructed in phase spaces ranging from 1 to 10 dimensions, and predictions were made for lead times up to 10 months. The results indicated a good agreement between the predicted and observed runoff values even up to a lead time of 10 months. A correlation coefficient (CC) value of about 0.89 and a coefficient of efficiency (E 2 ) value of about 0.94 were obtained for one-step ahead predictions, whereas the corresponding values for 10-step ahead predictions were about 0.72 and 0.84 respectively. The good prediction results achieved indicated the usefulness of phase space reconstruction and the suitability of the nonlinear local polynomial approach for understanding and predicting the runoff dynamics. The existence of an optimal embedding dimension and a decrease in prediction accuracy with increase in lead time could be interpreted to suggest that the runoff dynamics exhibited lowdimensional chaotic behaviour. The results also revealed that (at least) three variables predominantly influenced the runoff dynamics. Efforts towards determining the dominant variables, using a multi-variable phase space reconstruction approach, are underway.
