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Abstract
The determination of maximum possible amplitude of a coherent longitudinal plasma oscilla-
tion/wave is a topic of fundamental importance in non-linear plasma physics. The amplitudes of
these large amplitude plasma waves is limited by a phenomena called wave breaking which may be
induced by several non-linear processes. It was shown by Coffey [T. P. Coffey, Phys. Fluids 14, 1402
(1971)] using a “water-bag” distribution for electrons that, in a warm plasma the maximum elec-
tric field amplitude and density amplitude implicitly depend on the electron temperature, known
as Coffey’s limit. In this paper, the breaking of large amplitude freely running electron plasma
wave in a homogeneous warm plasma where electron’s velocity distribution is Maxwellian has been
studied numerically using 1D Particle in Cell (PIC) simulation method. It is found that Coffey’s
propagating wave solutions, which was derived using a “water-bag” distribution for electrons, also
represent propagating waves in a Maxwellian plasma. Coffey’s wave breaking limit is also verified
by loading Maxwellian velocity distributions of different initial temperatures. A clear correspon-
dence between wave breaking and particle trapping is presented. Our simulation results are also
compared with the experimental results of B. S. Bauer, A. Y. Wong, V. K. Decyk and G. Resenthal
[Phys. Rev. Lett. 68, 3706 (1992)].
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1. INTRODUCTION
The breaking of large amplitude electron plasma waves/oscillations has been receiving
a great attention since 1959 due to it’s basic interest and practical importance [1–3]. It
has wide applications to some current research problems ranging from laboratory plasma to
astrophysical plasma where breaking of large amplitude electron plasma waves are consis-
tently encountered[4–16]. For example, recent experiments on plasma acceleration [4–13] by
laser and particle beam have shown that the breaking of excited plasma oscillations/waves
plays a major role in the particle acceleration process. Wave breaking is also important for
first ignitor concept in inertial confinement thermonuclear fusion[17, 18]. The concept of
wave breaking in a cold homogeneous plasma was introduced by Dawson[19], where thermal
motion was neglected and ions were fixed. Dawson demonstrated that the amplitude of
applied perturbation can not be increased beyond a critical limit, known as wave breaking
limit, as the trajectory of the neighbouring electrons constituting the oscillation/wave start
to cross each other beyond this limit. This results in fine scale mixing of various parts of
the oscillation which destroys the oscillation/wave[20–22]. But, when non-linear density
perturbations are excited in a large amplitude plasma wave, thermal effects may become
important as the electron thermal pressure may not allow the density compression to build
up as predicted by the simple cold plasma fluid model. In 1971, Coffey[23] investigated this
phenomena for electron plasma wave in a warm plasma by using the simplest distribution
i.e. “water-bag” distribution [24–26] for electrons. Unlike in the cold plasma case where
the wave-breaking limit is defined by trajectory crossing, in the case of warm plasma Coffey
defined wave breaking as the trapping of background plasma electrons in the wave potential.
An analytical expression for the maximum electric field amplitude and density amplitude
as a function of the electron temperature has been derived which shows that temperature
effects significantly reduces the wave breaking limit[23].
Verification of this effect of plasma temperature in reducing the wave breaking amplitude
had been attempted by Kruer[27], Mulser[28] and Bergmann et al.[29] using 1D Vlasov
simulation, for resonantly driven plasma wave in an inhomogeneous plasma. The authors
in Ref. [29] concluded that Coffey’s limit can not be applied for resonantly excited waves.
Here we want to emphasize that Coffey’s limit was derived for a propagating wave using
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homogeneous plasma approximation and verification of Coffey’s limit for a freely running
electron plasma wave in a homogeneous plasma where electron distribution is Maxwellian
has never been carried out to the best of our knowledge. The results presented by Bergmann
et al. [29] clearly show that, when a small fraction of particles are trapped in the wave
potential, the periodic structure of the wave is still unaffected and wave does not break.
This periodicity dies out when a large number of particles are get trapped. So, the pertinent
question is, how to quantify this number, such that if particles greater than this number get
trapped the wave will break?
In a recent paper, Trines et al.[30] has answered this question by giving a very clear
definition of wave breaking in a warm plasma. According to these authors, since in a warm
plasma electrons have a distribution of velocities, therefore there always exists a small
fraction of particles having velocities larger than the phase velocity of the wave. These
particles obviously get trapped sooner or later by the potential; so if wave breaking is equiv-
alent to the background particle trapping, then every longitudinal plasma wave in a warm
plasma will always break. To resolve this conflict, a new quantity, electron sound speed
s0 =
√
3kTe/m has been introduced, which is same as the upper boundary of water-bag
distribution[23, 25, 26], as shown in the next section. According to Trines[30], the particles
having initial velocity v ≤ s0 are contributing to the wave propagation but the particles
with velocity v > s0 are not contributing to the wave propagation. To break the wave
the particles which are taking part in the wave motion (v ≤ s0) has to be get trapped.
Therefore, the longitudinal wave breaking in a warm plasma is defined as the trapping of
background plasma electrons having an initial forward velocity v < s0.
In this present paper, we verify Coffey’s wave breaking limit for a large amplitude prop-
agating wave in a Maxwellian plasma and study its stability towards a small amplitude
longitudinal perturbation using particle in cell (PIC) simulation method[31]. In section 2
we derive an equation for a propagating wave by considering water-bag distribution for elec-
trons. This equation is already derived in Ref. [25]. Here we present this for the sake of
completeness. Maximum electric field amplitude (Emax) and density amplitude (nmax) as
a function of electron temperature (kTe) is also derived in this section. In first portion of
section 3 we determine the initial conditions needed to excite a large amplitude propagating
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wave solution and describe how to load them in a PIC code. In the second portion of section
3 we verify two things, (i) does Coffey’s limit hold for a propagating wave in a Maxwellian
plasma ? and (ii) does the definition of wave breaking as given by Trines et al. in terms of
particle trapping holds good? Finally we conclude in section 4.
2. THEORETICAL DESCRIPTION
In this section we briefly discuss the breaking of electron plasma wave in the framework
of coupled Vlasov-Maxwell equations which can be written as
∂f
∂t
+ v
∂f
∂x
−
eE
m
∂f
∂v
= 0 (1)
∂E
∂x
= 4pie(n0 − n) (2)
and
∂E
∂t
= 4pienv (3)
The exact analytical solution of the above equations using a Maxwellian distribution
for electrons is mathematically complicated. Therefore, here we start from a water-bag
distribution (f(x, v)) as used in the Refs. [23, 25]. According to this model, electron
distribution function is constant in a bounded region (−v0 ≤ v ≤ v0 at t = 0, v− ≤ v ≤ v+
at t 6= 0 ) of phase space and is zero outside this region. Therefore it is sufficient to
solve the equations at the boundaries of the phase space. For a water-bag distribution
the heat flux is zero [1] so that there is a closure to the hierarchy of the moments of the
Vlasov equation. The value of f is determined by
∫
∞
−∞
fdv = n0, which gives f = n0/2v0
and the value of v0 is determined by requiring that the second order moment of water-bag
distribution be as same as that for a Maxwellian distribution i.e
[∫
∞
−∞
v2fdv
]
water−bag
=[∫
∞
−∞
v2fdv
]
Maxwellian
which yields, v0 =
√
3kTe/m. Now the density and fluid velocity at
any instant are respectively given by [25]
n(x, t) =
∫
∞
−∞
fdv =
n0
2v0
(v+ − v−) (4)
4
V (x, t) =
∫
∞
−∞
fvdv∫
∞
−∞
fdv
=
(v+ + v−)
2
(5)
Solving Eqs.(4) and (5), v+ and v− can be written in terms of fluid velocity V and density
n as [25]
v± = V ± v0
n
n0
The zeroth and first order moment of the Vlasov equation respectively give [25]
∂n
∂t
+
∂
∂x
(nV ) = 0 (6)
∂V
∂t
+ V
∂V
∂x
= −
eE
m
−
kTe
mn
∂
∂x
n3
n20
(7)
From the above equation it is clear that pressure P = kTen
3/mn20. So the adiabatic
equation of state is valid here. As we are looking for wavelike solutions, all fluid variables
viz. density(n), velocity(V ) and electric field(E) are functions of a single variable ψ = x−vφt,
vφ is the phase velocity of the wave. Putting ∂/∂x = ∂/∂ψ and ∂/∂t = −vφ(∂/∂ψ), Eqs.
(7), (3) and (2) respectively become
∂
∂ψ
[
V
vφ
−
V 2
2v2φ
−
v20n
2
2v2φn
2
0
]
=
eE
mv2φ
(8)
vφ
∂E
∂ψ
+ 4pienV = 0 (9)
∂E
∂ψ
+ 4pie(n− n0) = 0 (10)
Eliminating ∂E
∂ψ
from Eqs.(9) and (10), the expression for density n can be written as
n =
n0
1− α
(11)
where α = V/vφ. Putting the value of n from Eq.(11), Eq.(8) modifies to
∂
∂ψ
[
α−
α2
2
−
1
2
v20
v2φ
1
(1− α)2
]
=
eE
mv2φ
(12)
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Differentiating the above Eq.(12) and using Ampere’s Law, we get
∂2
∂ψ2
[
α−
α2
2
−
1
2
v20
v2φ
1
(1− α)2
]
= −
ω2p
v2φ
α
1− α
(13)
This equation [25] describes the evolution of electron plasma wave in its rest frame when
the electron distribution is taken as water-bag distribution. This equation can not be solved
analytically. The numerical solution of this equation with proper choice of initial conditions
are presented in the next section. Now we find the value of maximum electric field Emax
supported by this electron plasma wave in the following way:
Representing E = −∂Φ/∂x = −∂Φ/∂ψ and integrating Eq.(12), we get [32]
2eΦ
mv2φ
= (1− α)2 − 1− β +
β
(1− α)2
(14)
where we have used Φ = 0 at α = 0.
Here β = v20/v
2
φ. We determine the extremum potential Φmax by the condition ∂Φ/∂α = 0,
which gives [32]
2eΦmax
mv2φ
= −(1 − β1/2)2
for a critical value of α, αcr = 1− β
1/4. Multiplying Eq.(10) by ∂Φ/∂ψ and using Eq.(14),
we get [32]
(
∂Φ
∂ψ
)2
+ 4pimn0v
2
φ
[
α2 − 2β
{
1
3(1− α)3
−
1
2(1− α)2
}]
=
4pimn0v
2
φ
[
(1− β1/4)2 − 2β
{
1
3β3/4
−
1
2β1/2
}]
(15)
The value of the integration constant has been evaluated by noting that ∂Φ/∂ψ = 0
where Φ = Φmax i.e α = αcr. The maximum electric field (Emax = −(∂Φ/∂ψ)max) occurs
when Φ = α = 0. Using this condition we finally get
eEmax
mωpvφ
= ±
(
1 + 2β1/2 −
8
3
β1/4 −
β
3
)1/2
(16)
Now, putting the value of αcr into Eq.(11), the maximum possible density amplitude as
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a function of electron temperature Te can be written as
(
n
n0
)
max
= β−1/4 (17)
Eqs.(16) and (17) are known as Coffey’s limit[23, 25]. In the next section we will verify
these limits for a large amplitude propagating wave in a Maxwellian plasma using PIC
simulation.
3. PARTICLE-IN-CELL SIMULATION
Here we carry out a 1D PIC simulation with periodic boundary conditions in order to
study the evolution and breaking of large amplitude freely running electron plasma wave in
a homogeneous Maxwellian Plasma.
3.1. Simulation Model
Before starting simulation, in this section, we compute the initial profiles needed to excite
a freely running electron plasma wave in a Maxwellian plasma. As mentioned in the previous
section, the equation representing the evolution of the wave in its own rest frame is given
by
∂2
∂ψ¯2
[
α−
α2
2
−
1
2
v20
v2φ
1
(1− α)2
]
= −
α
1 − α
(18)
Here, ψ¯ = ωpψ/vφ. To solve Eq.(18) two initial conditions i.e α|ψ¯=0 and
dα
dψ¯
|ψ¯=0 are
needed. These have been found out in the following way: Let us take a choice that at
ψ¯ = 0, n = n0, which gives α|ψ¯=0 = 0 [from Eq. (11)]. Another initial condition can
be found by putting the value of E(−∂Φ/∂ψ) from Eq.(15) into Eq.(12), which gives
dα
dψ¯
|ψ¯=0 = −∆Emax/(1 − β). Here, ∆ = E/Emax decides the amplitude of the wave. As
expected from theory[23, 25], the wave should propagate without any damping or distortion
for all values of ∆ ≤ 1. Now at t = 0, ψ¯ = x (x is normalised to xωp/vφ). Therefore the
solution of Eq.(18) for the values of ψ¯ from 0 to Lp(wavelength of the wave) gives the profile
of α i.e V/vα at t = 0. The density profile at t = 0 can easily be found by putting the value
of α in Eq.(11). Thus by changing the values of β and ∆ different initial profiles required
to excite a freely running large amplitude electron plasma wave can be generated and their
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space-time evolution (in the laboratory frame) can be found by loading them in a PIC code.
We use these numerically found density and velocity profiles as initial excitation in our PIC
code to verify the Coffey’s limit. In addition to this a finite temperature(Te) is also added
to the electrons by loading a Maxwellian velocity distribution
f(V ) =
1√
2piv2th
exp
(
−
V 2
2v2th
)
Here v2th = β/3 = kTe/m .
Our simulation parameters are as follows: total number of particles Np = 40000, number
of grid points NG = 512, time step δt = pi/160 and system length L = Lp, wavelength of the
system, which depends on both ∆ and β. Here we use periodic boundary conditions. The
normalisations are chosen to be x → xωp/vφ, t → ωpt, n → n/n0, v → V/vφ, vth → vth/vφ,
E → eE/mωpvφ and Φ→ eΦ/mv
2
φ.
3.2. Results from Simulation and Its Interpretation
In Figs. 1 - 6 we have shown the space time evolution of electric field of a freely running
electron plasma wave in a Maxwellian plasma for different values of ∆ for a long period of
time. β is taken as 0.1 and thermal speed of electrons (vth) is equal to (β/3)
1/2. In Figs.
1, 3 and 5 the values of ∆ are respectively taken as 0.2, 0.5 and 0.98. Their response to
a small amplitude longitudinal perturbation are respectively presented in Figs. 2, 4 and
6 (In the later figures, the electric field profile without perturbation for same ∆ value at
t = 0 is presented by the blue line and red lines are showing the electric field profile with
perturbation). The Figs. 1 - 5 clearly show that the wave is propagating without loosing
periodicity throughout the system since the maximum electric field amplitude is below the
wave breaking limit [eEmax/mωpvφ = 0.3219 for β = 0.1, from Eq.(16)]. For the values
of ∆ = 0.2 and 0.5, though the wave is perturbed by a small amplitude perturbation, the
maximum electric field amplitude after adding perturbation remains below the Coffey’s
limit, as for example, eEmax/mωpvφ = 0.1287 and 0.3193, after adding perturbation, for
∆ = 0.2 and 0.5 respectively (measured from Figs. 2 and 4 respectively). But in Fig. 6
the response to a small amplitude perturbation for ∆ = 0.98 shows that, as the maximum
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electric field amplitude after adding the perturbation (eEmax/mωpvφ = 0.3227, measured
from Fig. 6) becomes greater than Coffey’s limit (eEmax/mωpvφ = 0.3219), the periodicity
vanishes and the wave breaks. As time progresses, the amplitude of the electric field de-
creases significantly. This has been shown by plotting the Fourier spectrum of electric field
(Ek) at different instants of time. Fig. 7 shows that as the time progresses the amplitude of
the primary mode reduces significantly with the simultaneous growth in higher order modes.
As a consequence some of the electrons will acquire energy from the wave and accelerate
to much higher velocities. In Fig. 8 we present the evolution of particle kinetic energy and
electrostatic energy of the wave upto ∼ 1000 plasma periods and find that as time progresses
the wave energy reduces and energetic particles are produced which is a signature of wave
breaking as has been reported by several authors[5–7, 29, 33]. We have repeated the above
simulations for various other values of β and measured the maximum electric field (Emax)
and density amplitude (nmax) from simulation data. Fig. 9 shows the values of Emax and
nmax for different values of β. Here red points are the simulation results and continuous
blue lines are the theoretical limit given by Eqs.(16) and (17). These results clearly show
that Coffey’s limit is valid for a freely running electron plasma wave in a Maxwellian plasma.
Now we verify the definition of wave breaking in a warm plasma given by Trines et
al.[30] in terms of particle trapping in the following way: We know that the particles having
wave frame energy smaller than the wave potential will be trapped by the wave which
mathematically can be written as
− eΦwave ≥
me
2
(v − vφ)
2 (19)
Here we calculate a critical velocity (vcr) by taking a equal sign in Eq.(19) such that the
particles having velocity greater than this critical velocity will be trapped by the wave, since
the condition given by Eq.(19) will be satisfied for them. The expression for this critical
velocity is given by
vcr =
√
−2eΦwave
me
+ vφ (20)
To verify Trines’s argument[30], here we have presented (Figs. 10 - 12) the evolution
of election velocity distribution function (EVDF) with time for three different values of ∆
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keeping β fixed at 0.1. In Figs. 10 and 11 the values of ∆ are respectively taken as 0.5
and 0.98, the maximum electric field amplitude being below Coffey’s wave breaking limit
(eEmax/mωpvφ = 0.3219 for β = 0.1). Fig. 12 corresponds to the electron plasma wave with
amplitude ∆ = 0.98, perturbed by a small amplitude longitudinal perturbation such that
the maximum electric field amplitude after adding perturbation (eEmax/mωpvφ = 0.3227)
becomes larger than the Coffey’s limit. In Figs. 10 - 12, vcr is shown by a vertical red line,
so that the particles on the right side of this red line are trapped since the condition given
by Eq.(19) is satisfied for them. A black vertical line is also drawn at electron sound speed
s0 (or v0). As mentioned by Trines et al.[30], it should be noted here, that the particles
which are situated on the left of the vertical black line are taking part in the wave motion
(v < s0). The evolution of EVDF in Figs. 10 and 11 show that when the maximum electric
field amplitude is below the Coffey’s limit the particles which are effectively taking part in
wave motion (v < s0) are not trapped by the wave potential. Therefore the wave propagates
without any distortion or damping. But the results shown in Fig. 12 show that when the
maximum electric field amplitude is larger than Coffey’s limit, the vertical red line with time
moves towards the body of the distribution and stays on the left side of the vertical black
line for all instants of time, which implies that some fraction of particles which are effectively
taking part in the wave motion are getting trapped by the wave (the particles between the
vertical red line and vertical black line of the distribution). Therefore the wave is loses its
periodic character and eventually dies out. So the kinetic picture of wave breaking given by
Trines et al. is also verified in our simulations.
4. CONCLUSION
The breaking of large amplitude electron plasma wave in a warm plasma has been studied
where electron’s velocity distribution is taken as Maxwellian. It is shown by PIC simulation
that Coffey’s propagating wave solution which was derived by using a Water Bag distribution
for electrons also represents a propagating wave in a Maxwellian plasma. Therefore Coffey’s
limit [23] is valid for a propagating wave in a Maxwellian plasma as shown in this paper.
It is also shown that, when the particles having forward initial velocity v < s0 are get
trapped, the wave breaks. Some early evidence of our simulation results can be seen in
the experiment on the breaking of super-strong electron plasma wave by Bauer et al. [33].
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Their experimental results clearly show that, the velocity required for wave breaking criteria
is given by vwb/vφ = 1−[1−(1−umax/vφ)
2]1/2 (Eq.2 in Ref. [33]), where umax is the maximum
fluid velocity. Taking umax = β = 0.1, the above equation gives vwb ≈ 1.48vth. From our
simulation results presented in Fig. 12, we observe that the red vertical line appears at
v ≈ 1.53vth. Therefore the explanation of the experimental results given by Bauer et al.[33],
which is based on the above equation closely matches our simulations.
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FIG. 1. Space-time evolution of electric field for β = 0.1 and ∆ = 0.2 without any perturbation
[eEmax/mωpvφ is below Coffey’s limit (0.3219)].
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FIG. 2. Space-time evolution of electric field for β = 0.1 and ∆ = 0.2 with a small amplitude
perturbation [eEmax/mωpvφ is below Coffey’s limit (0.3219)].
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FIG. 3. Space-time evolution of electric field for β = 0.1 and ∆ = 0.5 without any perturbation
[eEmax/mωpvφ is below Coffey’s limit (0.3219)].
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FIG. 4. Space-time evolution of electric field for β = 0.1 and ∆ = 0.5 with a small amplitude
perturbation [eEmax/mωpvφ is below Coffey’s limit (0.3219)].
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FIG. 5. Space-time evolution of electric field for β = 0.1 and ∆ = 0.98 without any perturbation
[eEmax/mωpvφ is below Coffey’s limit (0.3219)].
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FIG. 6. Space-time evolution of electric field for β = 0.1 and ∆ = 0.98 with a small amplitude
perturbation (eEmax/mωpvφ is beyond Coffey’s limit, 0.3219).
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FIG. 7. Fourier spectrum at different time steps for β = 0.1 and ∆ = 0.98 with a small amplitude
perturbation [eEmax/mωpvφ is beyond Coffey’s limit (0.3219)].
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FIG. 8. Kinetic energy and electrostatic energy upto 1000 plasma period for β = 0.1 and ∆ = 0.98
with a small amplitude perturbation [eEmax/mωpvφ is beyond Coffey’s limit (0.3219)].
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FIG. 9. Maximum electric field amplitude and density amplitude as a function of β and its
comparison with theoretical results.
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FIG. 10. Velocity distribution function at different time steps for β = 0.1 and ∆ = 0.5
[eEmax/mωpvφ is below Coffey’s limit (0.3219)].
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FIG. 11. Velocity distribution function at different time steps for β = 0.1 and ∆ = 0.98
[eEmax/mωpvφ is below Coffey’s limit (0.3219)].
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FIG. 12. Velocity distribution function at different time steps for β = 0.1 and ∆ = 0.98 with a
small amplitude perturbation [eEmax/mωpvφ is beyond Coffey’s limit (0.3219)].
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