Abstract. In this paper, we present an order-recursive formula for the pseudoinverse of a matrix. It is a variant of the well-known Greville [SIAM Rev., 2 (1960), pp. 578-619] formula. Three forms of the proposed formula are presented for three different matrix structures. Compared with the original Greville formula, the proposed formulas have certain merits. For example, they reduce the storage requirements at each recursion by almost half; they are more convenient for deriving recursive solutions for optimization problems involving pseudoinverses.
1. Introduction. Matrix pseudoinverses (Moore-Penrose generalized inverses) are often involved in the optimal solutions of various scientific and engineering problems. Their computation involves an increasing number of variables with a corresponding increase in the matrix order. To find a recursive version of such an optimal solution, a key technique is an order-recursive version of the pseudoinverse of a matrix.
For instance, consider the following minimization problem:
where y i ∈ C 1 , x i ∈ C r , and the parameter to be estimated θ ∈ C r . Here, C 1 and C r denote the spaces of the complex numbers and r-dimensional complex vectors, respectively. The superscript " * " stands for complex conjugate transpose. More generally, consider the problem of minimizing the objective function S N in (1.1) subject to a linear equality constraint Aθ = B. The former is a special case of the latter with A = 0 and B = 0.
Such optimization problems can be found in various practical fields, including signal processing, control, and communications, to name a few.
Denote by θ N the optimal solution in the above sense for θ using the data y i and x i , i = 1, 2, . . . , N . We call θ N the least squares (LS) solution of θ. The unconstrained solution of θ has been known for two centuries, dating back to Gauss and Legendre. Denote
and rewrite S N in (1.1) as
Then it is well known that when X * N X N is nonsingular, (1.1) has a unique solution, given by
where A + denotes the pseudoinverse of A. When X * N X N is singular, the solution is not unique, the class of solutions is given by
where ξ is any vector in C r , and the (unique) minimum-norm solution is
We call both (1.2) and (1.3) batch LS solutions.
Half a century ago, an important progress on the studies of the LS method was made by Plackett [16] and others (such as Woodbury [24] ), who demonstrated that when X * N0 X N0 is nonsingular, θ N (∀N ≥ N 0 ) in (1.2) can be written recursively as (1.4) K N +1 = P N x N +1 /(1 + x * N +1 P N x N +1 ), (1.5)
where the third equality in (1.6) follows from the matrix inversion lemma (see [16] or [24] ):
Here A and D are both Hermitian positive definite matrices. This recursive least squares (RLS) solution greatly promotes the application of the LS method in many fields where real-time processing is required (cf. [5, 7, 9, 14] ). Two significant advantages of the recursive solution (1.4)-(1.6) are (i) it is free of the matrix inverse operation and has a lower computational complexity; (ii) it is particularly suitable for real-time applications since the number of algebraic operations and required memory locations at each iteration is fixed, rather than increases with N as the batch LS solution (1.2) or (1.3) does.
Although the RLS solution (1.4)-(1.6) has the above advantages, it could only be started when X * N0 X N0 is nonsingular. Note that X *
i cannot be nonsingular for any N < r.
To start the RLS from N = 1, Albert and Sittler in [1] discussed various properties of the limit of the following function, which in fact is the pseudoinverse of matrix H:
Using these properties, they derived the unconstrained, linear equality constrained, and weighted RLS formulas exactly equal to the corresponding (minimum-norm) batch LS solution for N = 1, 2, . . . . However, the derivation and the final recursive formulas presented are much more complicated than those of this paper.
In this paper, we present several modified order-recursive formulas of matrix pseudoinverses based on the Greville formula. Not only do the proposed formulas reduce the required memory locations of the Greville formula at each recursion by almost half, but they are also very useful to derive the recursive formulas for the optimal solutions involving matrix pseudoinverses. As applications, the proposed formulas are used in a straightforward way to derive the unconstrained, linear equality constrained, and weighted RLS procedures which coincide exactly with the corresponding unique batch LS solution (or the unique minimum-norm batch LS solution if more than one LS solution exists). In comparison with previous results of Albert and Sittler [1] , not only is the derivation of the recursive formulas much easier, but the formulas themselves are also clearer and simpler. In particular, our results show that the linear equality constrained RLS can have the same recursion as that of the unconstrained RLS-they differ only in the initial values. This new finding has important practical implications. We expect to find more applications of the new order-recursive formulas in the future.
In the previous works on the exactly initialized RLS, the recursive QR decomposition method, which was described in detail in Haykin's book [9] , can survive an exact start without resorting to special modifications of the algorithm and can also handle singular data well, provided the error sequence {y i −x * i θ} is of interest rather than the parameter vector θ itself, as is the case in certain signal processing applications such as echo cancellation or noise cancellation. Hubing and Alexander in [10] gave a very good statistical analysis of the parameter vector θ obtained using an exact initialization. It is worth noting that what they considered above are the initialization problems of the adaptive filtering; therefore, the first r data matrices have a special form, i.e.,
). This feature was also pointed out in Haykin's book (see [9, p. 519] ). However, the initial data matrices considered in this paper are arbitrarily general. In addition, since there exist many results on the robustness issues of the RLS after the data matrix becomes full column rank (for example, see [4, 13, 15, 17, 22] ), in this paper, we only derived the results on the error propagation and accumulation caused by the error of Q N before X N becomes full column rank. As for the robustness issues on P N , it is still an open question.
The rest of this paper is organized as follows. In section 2, three forms of the proposed variant of the Greville's order-recursive formula, along with several corollaries, are presented. Then we apply the new formulas to derive the exact RLS, exact RLS with linear equality constraint, and exact weighted RLS in sections 3, 4, and 5, respectively. In section 6, we discuss some robustness issues for the exactly initialized RLS. Finally, in section 7, we provide concluding remarks.
2. Order-recursive formulas for matrix pseudoinverses. Consider a matrix sequence {X N } N =1,2,... , where X N ∈ C N ×r , X N +1 = (X * N x N +1 ) * , and x N +1 is an r-dimensional column vector, i.e., x * n is the nth row of X N for any n ≤ N . An order recursive formula was given by Greville in [8] as follows. Theorem 2.1 (Greville [8] ). For any N = 1, 2, . . . ,
Remark 2.1. The above formula is the complex conjugate transpose of the Greville formula in its original form. While the two versions are equivalent, this version fits our formulation of the problem better. Note also that both X + N and X N are used in the formula.
Using this recursive formula, we can compute the pseudoinverse X + N of a highdimensional matrix X N from vector (x *
)
+ recursively so as to eliminate the need to compute the pseudoinverse of a high-dimensional matrix. It is, however, not in a form handy for deriving the recursive versions of the optimal solutions involving the above matrix pseudoinverse. In light of this, we prove the following variant, which can be viewed as an improvement of the Greville formula.
Theorem 2.2. For any N = 0, 1, . . . ,
where K N +1 is defined by the following:
and the initial values are
Proof. Denote X 0 = 0. For any N = 0, 1, . . . , let
Clearly, P N is Hermitian, Q N is an orthogonal projection onto the orthogonal complement of the row space of X N . We will show that P N and Q N satisfy (2.4)-(2.9).
Noticing that 0 + = 0 and a + = a * /(aa * ) for any nonzero row vector a, we can easily prove that
For N ≥ 1, let
Define K N +1 as in Theorem 2.1. Then,
From the above equation and the definitions of P N , Q N , we have
When c N +1 = 0, by Theorem 2.1, we have
If c N +1 = 0, by (2.11) and Theorem 2.1, we have
i.e.,
Then, (2.10) yields
The theorem thus follows. In Theorem 2.2, 
where
where R(A) and N (A) denote the range and null space of A, respectively. Hence, we have the following corollaries. .7), and (2.9). Theorem 2.2 has certain advantages over Theorem 2.1. First, albeit a simple variant of (2.1), (2.3) is in a form more convenient to use, as demonstrated later in the derivations of recursive LS solutions. Further, (2.4)-(2.9) is much more efficient than (2.2) since they do not involve X N directly. More specifically, since matrices P N , K N , and Q N have fixed dimensions as N increases, Theorem 2.2 reduces the required memory locations of the Greville formula at each recursion by almost half when N is large.
Theorem 2.2 can be extended to the following more general version, to be used to derive the RLS with linear equality constraints. Theorem 2.6. Let P be an orthogonal projection. For any N = 0, 1, . . . ,
where K N +1 and the corresponding P N +1 , Q N +1 have the same recursion (2.4)-(2.9) as given in Theorem 2.2 but with initial values
It is clear that (X 1 P ) + = K 1 , and K 1 , P 1 , Q 1 satisfy (2.4)-(2.9). For N ≥ 1, from the following property of pseudoinverse
+ and the definition of P , we have
To prove this theorem, we only need to use x * N +1 P and X N P to replace x * N +1 and X N in Theorem 2.2, respectively, and to define K N +1 according to (2.4) and (2.7). Note that (x * N +1 P )Q N = x * N +1 Q N from the definition of Q N . Using (2.14), we have
and therefore (2.13) holds.
Equation (2.15) implies that (2.17) and (2.18) reduce to (2.4) and (2.5), respectively.
When
Because of (2.15) and (2.16), (2.19) and (2.20) reduce to (2.7) and (2.8), respectively. In addition,
That is, (2.21) becomes (2.9). The theorem thus follows.
Furthermore, to derive the solution of the weighted RLS problem, we now extend Theorem 2.2 to the pseudoinverse of Λ N +1 X N +1 , where the weight Λ N +1 is a diagonal matrix.
If
where λ N > 0, N = 1, 2, . . . , Λ 1 = 1, then replacing x * n by λ n x * n (n = 1, 2, . . .) in Theorem 2.2, we can reduce the sought-after pseudoinverse to the pseudoinverse in Theorem 2.2 and derive the corresponding weighted RLS easily. More interestingly, consider the following forgetting-factor weighting matrix Λ N :
where 0 < λ N ≤ 1, N = 1, 2, . . . , Λ 1 = 1. Accordingly, we consider the pseudoinverse of matrix
.
With this weight, the last (N th) row vector of Λ N X N for any N is always x * N ; for every n < N , the nth row vector of Λ N X N is (
n . When λ n ≡ λ < 1 for every n < N , it is the well-known exponentially decaying forgetting factor. Clearly, if λ n ≡ 1 for every n, the weighted matrix becomes the original matrix without a weight.
Theorem 2.7. For any N = 0, 1, . . . ,
Proof. Denote X 0 = 0 and Λ 0 = 1. For any N = 0, 1, . . . , let
Note that Λ N is a diagonal matrix, P N is Hermitian, and Q N is an orthogonal projection onto the orthogonal complement of the row space of Λ N X N . Define K 1 = (x * 1 ) + . It is clear that (Λ 1 X 1 ) + = K 1 , and K 1 , P 1 , Q 1 satisfy (2.25)-(2.30). For N ≥ 1, using Λ N +1 X N +1 and λ N Λ N X N to replace X N +1 and X N in Theorem 2.2, respectively, and defining K N +1 as in Theorem 2.1, we can prove that (2.24)-(2.30) hold by the same method as Theorem 2.2.
Obviously, Theorem 2.2 is a special case of Theorem 2.7 with λ N ≡ 1 for every N > 0.
As an application of Theorems 2.2, 2.6, and 2.7, we derive the RLS procedures that coincide exactly with the unique batch LS solutions (or the unique minimumnorm batch LS solutions if more than one LS solution exists) of the unconstrained problem, linear equality constrained problem, and weighted LS problem, respectively. It will be clear that the derivation is strikingly simple.
3. Exact RLS without constraint. From Theorem 2.2, we can derive directly the recursive form of the solution of the unconstrained LS problem (1.1).
Theorem 3.1. The batch LS solution given by (1.2) or (1.3) can always be written in the following recursive form:
where K N +1 and the corresponding P N +1 , Q N +1 are given in Theorem 2.2, and the initial values are 
The theorem follows.
By Corollary 2.4, we have the following corollary. Corollary 3.2. When X N has full column rank, a recursion of θ n (n > N ) is (3.1), (2.4), and (2.5), which is the same as (1.4)-(1.6).
Remark 3.1. Theorem 3.1 includes an exact and simplest possible initialization of the RLS algorithm.
4. Exact RLS with linear equality constraint. Consider the LS problem in (1.1) with the following linear equality constraint:
where A ∈ C M ×r and B ∈ C M ×1 (M > 0). Denote the projector
It is well known that if (A * X * N ) * has full column rank (see [25] ), then
is the unique solution to the LS problem (1.1) subject to (4.1). When (A * X * N ) * does not have full column rank, the solution is not unique, and the class of the solutions is
where ξ is any vector satisfying X N P ξ = 0 in C r . The minimum-norm solution is
We call both (4.2) and (4.3) batch LS solutions (with linear equality constraints).
Similar to Theorem 3.1, we have the following. Theorem 4.1. The (minimum-norm) batch LS solution given by (4.2) or (4.3) can be written exactly in the following recursive form:
where K N +1 and the corresponding P N +1 , Q N +1 are defined in Theorem 2.6 (but their recursive formulas are given in Theorem 2.2). The initial values are
Proof. When N = 0, (4.4) holds since K 1 = (X 1 P ) + . For N > 0, noticing that P is an orthogonal projection, and using (2.13), (4.2), and (4.3), we have
The theorem thus follows. Remark 4.1. Since the two pseudoinverses in Theorems 2.2 and 2.6 have the same recursion (but different initial values), and (4.4) and (3.1) are the same, Theorems 3.1 and 4.1 indicate that the solutions to the unconstrained LS problem and the linear equality constrained LS problem have an identical recursion; they differ only in the initial values.
Corollary 4.2. When (A * X * N ) * has full column rank, θ n (for n > N ) has a recursion identical to that of the unconstrained RLS (1.4)-(1.6) .
Proof. From (2.14) and the properties of pseudoinverses, we have
Hence,
* has full column rank. Then (4.5) implies
The corollary thus follows from Theorems 2.6 and 4.1.
Exact weighted RLS.
Consider the LS problem
where Λ N is defined by (2.23).
Remark 5.1. For convenience, we formulate the above weighted LS problem using as the weight Λ 2 N rather than Λ N , which is more common in the literature. If it is preferred to use the latter, then simply replace λ N and Λ N below by λ It is well known that when Λ N X N has full column rank,
is the unique solution to the weighted LS problem (5.1); otherwise, the solution is not unique, the corresponding class of the solutions is
where ξ is any vector in C r , and the minimum-norm solution is
We call both (5.2) and (5.3) batch (weighted) LS solutions.
Theorem 5.1. The (minimum-norm) batch LS solution given by (5.2) or (5.3) can be written exactly in the following recursive form:
where K N +1 and the corresponding P N +1 , Q N +1 are given in Theorem 2.7, and the initial values are
Proof. When N = 0, (5.4) holds since K 1 = X + 1 . For N > 0, using (2.24) and (5.2), we have
The theorem thus follows.
Similar to Corollary 3.2, we have the following. Corollary 5.2. When Λ N X N has full column rank, a recursion of θ n (n > N ) is (5.4), (2.25) , and (2.26).
Compared with previous results of Albert and Sittler [1] , it is clear that not only are the derivations of the RLS formulas much easier, but the formulas themselves are also clearer and simpler. The simplicity of the recursive formulas and the almost parallel derivations enable us to identify the fact that the linear equality constrained RLS has the same recursion as the unconstrained RLS (they differ only in the initial values).
6. Robustness analysis of exactly initialized RLS.
6.1. On singularity of data matrix. In the conventional RLS (CRLS) algorithm, if the data matrix X N has full column rank, from the following normal equation
Furthermore, we can derive the recursive formulas (1.4)-(1.6) from the recursive formula of (X * N X N ) −1 . However, in the numerical computations, even if X N has full column rank, it is possible for X * N X N to be noninvertible. For example, we consider the following matrix:
When is a constant close to the machine precision, 1 + 2 ≈ 1. Thus,
becomes singular, and we cannot compute θ N via matrix inverse as done above.
Since the derivation of the recursive formulas of θ N in this paper is based on matrix pseudoinverses not on matrix inverses, we still can deal with the above RLS problem, as well as the recursive formulas for underdetermined systems. In [19] , Stewart discussed the disturbance bound problem of matrix pseudoinverses. The necessary and sufficient condition for the continuity of the pseudoinverse of matrix A is rank(A) = rank(A + E), where E is a disturbance for matrix A. That is to say, when a disturbance has not changed the rank(A), the algorithm may have robustness; otherwise, the algorithm may lose robustness.
6.2. Keep the orthogonal projection of Q N . An issue in numerical computation of our exact RLS is to maintain the orthogonal projection of Q N for any N before X N becomes full column rank. For this purpose, we can modify the recursive formula of Q N in (2.9) as
6.3. Propagation of a single round-off error. Stewart in [20] studied perturbation theory of the pseudoinverse for the orthogonal projection onto the column space of a matrix, and for the linear LS problem. Van der Sluis in [18] also studied the stability of the LS solution of the linear equations. In essence, the unconstrained RLS, constrained RLS, and weighted RLS proposed in this paper are the extension of the CRLS. For the CRLS after X N becomes full column rank, Ljung and Ljung [15] , Slock [17] , and Verhaegen [22] have done intensive research. They analyzed in detail the generation, propagation, and accumulation of the linear round-off error in the CRLS. Bottomley and Alexander [4] and Liavas and Regalia [13] discussed the nonlinear round-off error accumulation system of the CRLS algorithm. Since the exact RLS proposed here is also the CRLS after X N becomes full column rank, we consider only the case before X N becomes full column rank. For simplicity of analysis, suppose {x * 1 , x * 2 , . . . , x * r } is linearly independent. Thus, the LS problem (1.1) has the recursive formulas (3.1), (2.7), and (2.9) no matter whether or not the exactly initialized RLS with constraints or weights is considered.
Straightforwardly using the basic results of error analysis for the LS problem by Stewart [20] and van der Sluis [18] and the round-off error made in a single recursion given by Verhaegen (see [22, Lemma 6] ), as well as noting that the 2-norm of Q N is 1, it is easy to obtain the following.
Theorem 6.1. Denoting the norms of absolute errors caused by round off during the construction of Q N and θ N by ∆ Q and ∆ θ , respectively, we have
where norms are 2-norms, and i are constants close to the machine precision .
In the following, we consider the propagation of a single error at recursion instant N to subsequent recursions, assuming that no additional round-off errors are made.
Let us denote byx the finite-precision version of x and denote by δx the round-off error in the quantity x. ThenQ
Using the same argument given by Verhaegen, Liavas, and Regalia (e.g., see [22, Theorem 1]), it is easy to derive the following theorem.
Theorem 6.2. If the erroneous quantities at the recursive instant N are (6.1), then these errors propagate to the next recursive instant N + 1 as
where O(δ 2 ) indicates the order of magnitude of δQ N 2 . It can be proved easily that
Because of Q N x N +1 2 ≤ x N +1 2 , the round-off error at the instant N causes bigger round-off error at the instant N + 1. The closer to x N +1 the projection of x N +1 onto the orthogonal complement of R(X * N ) is, the smaller the propagated round-off error at the instant N to the next recursive instant N + 1 is.
6.4. Round-off error accumulation. By Theorem 6.2 and the recursive formulas (3.1), (2.7), and (2.9), the errors from time instant 1 to N can be given by As for the robustness issues on P N , it is very complicated and still an open question.
Concluding remarks.
A new order-recursive formula for the pseudoinverse of a matrix has been developed. It is an improved variant of the well-known Greville formula and reduces almost half of the required memory locations of the Greville formula at each recursion. Probably more importantly, it is in a more convenient form for deriving recursive solutions of optimization problems involving matrix pseudoinverses. Three forms of the proposed order-recursive formula have been given for three types of matrices, respectively. As applications of the proposed formulas, the unconstrained, linear equality constrained, and weighted RLS procedures that are completely equivalent to the corresponding (minimum-norm) batch LS solutions are derived in a straightforward way. It has also been shown that the linear equality constrained and unconstrained minimum-norm LS solutions have an identical recursion, with the only difference being in the initial values, a feature which has important applications. We expect that the proposed formulas will find more applications, particularly in the development of recursive algorithms. Since the robustness problems of the CRLS after X N becomes full column rank have been studied extensively before, and once X N becomes full column rank, the exact RLS proposed here is just the well-known CRLS, we derived the results on the error propagation and accumulation caused by the error of Q N and θ N before X N becomes full column rank. As for the robustness issues on P N , it is still an open question.
