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Abstract
We derive a new discrepancy statistic for mea-
suring differences between two probability distri-
butions based on combining Stein’s identity with
the reproducing kernel Hilbert space theory. We
apply our result to test how well a probabilis-
tic model fits a set of observations, and derive
a new class of powerful goodness-of-fit tests that
are widely applicable for complex and high di-
mensional distributions, even for those with com-
putationally intractable normalization constants.
Both theoretical and empirical properties of our
methods are studied thoroughly.
1. Introduction
Evaluating the goodness-of-fit of models over observed
data is a fundamental task in machine learning and statis-
tics. Traditional approaches often involve calculating or
comparing the likelihoods or cumulative distribution func-
tions (CDF) of the models. Unfortunately, modern learn-
ing techniques increasingly involve complex probabilis-
tic models with computationally intractable likelihoods
or CDFs, such as large graphical models, hidden vari-
ables models and deep generative models (Koller & Fried-
man, 2009; Salakhutdinov, 2015). Although Markov chain
Monte Carlo (MCMC) or variational methods can be used
to approximate the likelihood, their approximation errors
are often large and hard to estimate, making it difficult
to give results with calibrated statistical significance. In
fact, it is often a #P-complete problem to calculate or
even approximate likelihoods for graphical models (e.g,
Chandrasekaran et al., 2008), making likelihood-based ap-
proaches fundamentally infeasible.
We propose a likelihood-free approach for model evalua-
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tion with guaranteed statistical significance. In particular,
we consider the setting of goodness-of-fit testing, where
we test whether a given sample {xi} ∼ p(x) is drawn
from a given distribution q(x), meaning H0 : p = q. Our
method is based on a new discrepancy measure between
distributions that can be empirically estimated using U -
statistics, and depends on q only through its score function
sq = ∇x log q(x); this score function does not depend on
the normalization constant in q(x), and can often be cal-
culated efficiently even when the likelihood is intractable.
This allows us to apply our methods to complex and high
dimensional models on which the likelihood-based meth-
ods, or other traditional goodness-of-fit tests, such as χ2-
test and Kolmogorov-Smirnov test, can not be applied.
Main Idea Our method is motivated by Stein’s method
and the reproducing kernel Hilbert space (RKHS) the-
ory. Stein’s method (Stein, 1972) is a general theoretical
tool for obtaining bounds on distances between distribu-
tions. Roughly speaking, it relies on the basic fact that two
smooth densities p(x) and q(x) supported on R are identi-
cal if and only if
Ep[sq(x)f(x) +∇xf(x)] = 0 (1)
for smooth functions f(x) with proper zero-boundary con-
ditions, where sq(x) = ∇x log q(x) = ∇xq(x)/q(x) is
called the (Stein) score function of q(x); when p = q, (1) is
known as Stein’s identity (e.g., Stein et al., 2004), and can
be proved using integration by parts. As a result, one can
define a Stein discrepancy measure1 between p and q via
S(p, q) = max
f∈F
(
Ep[sq(x)f(x) +∇xf(x)]
)2
, (2)
where F is a set of smooth functions that satisfies (1) and
is also rich enough to ensure S(p, q) > 0 whenever p 6= q.
The problem, however, is that S(p, q) is often computation-
ally intractable because it requires a difficult variational
1Our definition is the square of the typical definition of Stein
discrepancy, as such that in Gorham & Mackey (2015).
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optimization. As a result, S(p, q) is rarely used in prac-
tical machine learning; perhaps the only exception is the
recent work of Gorham & Mackey (2015) who obtained
a computationally tractable form by enforcing smoothness
constraints only on a finite number of points, turning the
optimization into a linear programming.
We propose a simpler method for obtaining computational
tractable Stein discrepancy S(p, q) by taking F to be a ball
in a reproducing kernel Hilbert space (RKHS) associated
with a smooth positive definite kernel k(x, x′). In particu-
lar, we show that in this case
S(p, q) = Ex,x′∼p
[
uq(x, x
′)
]
, (3)
where x, x′ are i.i.d. random variables drawn from p and
uq(x, x
′) is a function (defined in Theorem 3.6) that de-
pends on q only through the score function ∇x log q(x)
which can be calculated efficiently even when q has an
intractable normalization constant. Specifically, assuming
q(x) = f(x)/Z with Z =
∫
f(x)dx being the normal-
ization constant, we have sq = ∇x log f(x), independent
of Z; calculating Z involves a high dimension integration,
and has been the major challenge for likelihood-based and
Bayesian methods for model evaluation.
With an i.i.d. sample {xi} drawn from the (unknown) p(x),
the form (3) also enables efficient empirical estimation of
S(p, q) via a U -statistic,
Sˆ(p, q) =
1
n(n− 1)
∑
i 6=j
uq(xi, xj). (4)
The distribution of Sˆ(p, q) can be well characterized using
the theory ofU -statistics (Hoeffding, 1948; Serfling, 2009),
allowing us to reduce the testing of p = q to
H0 : Ep[uq(x, x′)] = 0 vs. H1 : Ep[uq(x, x′)] > 0.
Related Work The same idea was independently pro-
posed by Chwialkowski et al. (2016) that appears simul-
taneously in this proceeding. The technique of combin-
ing Stein’s identity with RKHS was first developed by
Oates et al. (2014; 2017; 2016) for variance reduction. Re-
views of classical goodness-of-fit tests can be found in
e.g., Lehmann & Romano (2006), where most methods
have computational difficulty for unnormalized distribu-
tions. One exception is Fan et al. (2012), which uses the
identity Eq[sq] = 0 without using RKHS, but can be incon-
sistent in power since there exists q 6= p with Ep[sq] = 0.
Outline Section 2 introduces RKHS and Stein’s identity.
Section 3 defines our KSD and studies its main proper-
ties, and Section 4 discusses the empirical estimation of
KSD and its application in goodness-of-fit tests. We dis-
cuss related methods in Section 5, present experiments in
Section 6 and conclude the paper in Section 7.
Notations We denote by X a subset of d-dimensional
real space Rd. For a vector-valued function f(x) =
[f1(x), . . . , fd′(x)], its derivative∇xf(x) = [∂fj(x)∂xi ]ij is a
d× d′ matrix-valued function. For a two-variable function
(kernel) k(x, x′), we use k(·, x′) = kx′(·) to refer to a func-
tion of x indexed by fixed x′. For technical simplicity, we
will assume all the functions we encounter are absolutely
integrable, so that the Fubini-Tonelli theorem can be used
to exchange the orders of integrals and infinite sums.
2. Backgrounds
We first introduce positive definite kernels and reproduc-
ing kernel Hilbert spaces (RKHS) in Section 2.1, and then
Stein’s identity and operator in Section 2.2.
2.1. Kernels and Reproducing Kernel Hilbert Spaces
Let k(x, x′) be a positive definite kernel. The spectral de-
composition of k(x, x′), as implied by Mercer’s theorem,
is defined as
k(x, x′) =
∑
j
λjej(x)ej(x
′), (5)
where {ej}, {λj} are the orthonormal eigenfunctions and
positive eigenvalues of k(x, x′), respectively, satisfying∫
ei(x)ej(x)dx = I[i = j], for ∀i, j.
For a positive definite kernel k(x, x′), its related RKHS H
comprises of linear combinations of its eigenfunctions, i.e.,
f(x) =
∑
j fjej(x) with
∑
j f
2
j /λj < ∞, endowed with
an inner product 〈f, g〉H =
∑
j fjgj/λj between f(x) and
g(x) =
∑
j gjej(x). Thus this Hilbert space is equipped
with a norm ||f ||H where ||f ||2H = 〈f, f〉H =
∑
j f
2
j /λj .
One can verify that k(x, ·) is in H and satisfies the impor-
tant “reproducing” property,
f(x) = 〈f, k(·, x)〉H, k(x, x′) = 〈k(·, x), k(·, x′)〉H.
Every positive definite kernel k defines a unique RKHS for
which k is a reproducing kernel.
We denote by Hd = H × · · ·H the Hilbert space of d × 1
vector-valued functions f = {f` : f` ∈ H}`∈[d], equipped
with an inner product 〈f , g〉Hd =
∑
`∈[d]〈f`, g`〉H for f
and g = {g`}`∈[d], and norm ||f ||H =
√∑
` ||f`||2H.
2.2. Stein’s Identity and Operator
Definition 2.1. Assume that X is a subset of Rd and p(x)
a continuous differentiable (also called smooth) density
whose support is X . The (Stein) score function of p is de-
fined as
sp = ∇x log p(x) = ∇xp(x)
p(x)
.
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We say that a function f : X → R is in the Stein class of p
if f is smooth and satisfies∫
x∈X
∇x(f(x)p(x))dx = 0. (6)
The Stein’s operator of p is a linear operator acting on the
Stein class of p, defined as
Apf(x) = sp(x)f(x) +∇xf(x).
Note that both sp and Apf are d × 1 vector-valued func-
tions mapping from X to Rd. A vector-valued function
f(x) = [f1(x), . . . , fd′(x)] is said to be in the Stein class
of p if all fi, ∀i ∈ [d′] is in the Stein class of p. Applying
Ap on a vector-valued f(x) results a d× d′ matrix-valued
function, Apf(x) = sp(x)f(x)> +∇xf(x).
Remark The condition (6) can be easily checked using
integration by parts or divergence theorem; in particular,
when X = Rd, (6) holds if
lim
||x||→∞
f(x)p(x) = 0,
which holds, for example, if p(x) is bounded and
lim||x||→∞ f(x) = 0. When X is a compact subset
of Rd with piecewise smooth boundary ∂X , then by di-
vergence theorem (Marsden & Tromba, 2003), (6) holds
if f(x)p(x) = 0 for ∀x ∈ ∂X , or more generally if∮
∂X p(x)f(x) · ~n(x)dS(x) = 0, where ~n(x) is the unit
normal to the boundary ∂X ; ∮
∂
dS(x) denotes the surface
integral over ∂X .
Lemma 2.2 (Stein’s Identity). Assume p(x) is a smooth
density supported on X , then
Ep[Apf(x)] = Ep[sp(x)f(x)> +∇f(x)] = 0,
for any f that is in the Stein class of p.
Proof. By the definition of the Stein class, simply note that
sp(x)f(x)
> +∇f(x) = ∇x(f(x)p(x))/p(x).
The following result gives a convenient tool for our deriva-
tion; it relates the expectation under p of Stein’s operator
Aqf with the difference of the score functions of p and q.
Lemma 2.3 (Ley & Swan (2013)). Assume p(x) and q(x)
are smooth densities supported on X and f(x) is in the
Stein class of p, we have
Ep[Aqf(x)] = Ep[(sq(x)− sp(x))f(x)>].
Proof. Since Ep[Apf(x)] = 0, we have Ep[Aqf(x)] =
Ep[Aqf(x)−Apf(x)] = Ep[(sq(x)−sp(x))f(x)>].
Therefore, Ep[Aqf(x)] is the f(x)-weighted expectation
of the score function difference (sq(x) − sp(x)) under p.
When f(x) is a d× 1 vector-valued function, Ep[Aqf(x)]
is a d× d matrix; taking its trace gives a scalar
Ep[trace(Aqf(x))] = Ep[(sq(x)− sp(x))>f(x)],
which was first derived in Gorham & Mackey (2015) using
Langevin diffusion. It is an interesting direction to consider
the possibility of using determinant or other matrix norms
instead of the trace.
3. Kernelized Stein Discrepancy
We introduce our kernelized Stein discrepancy (KSD) with
an elementary definition motivated by Lemma 2.3, and then
establish its connection with Stein’s method and RKHS.
Definition 3.1. A kernel k(x, x′) is said to be integrally
strictly positive definition, if for any function g that satisfies
0 < ||g||22 <∞,∫
X
g(x)k(x, x′)g(x′)dxdx′ > 0. (7)
Definition 3.2. The kernelized Stein discrepancy (KSD)
S(p, q) between distribution p and q is defined as
S(p, q) = Ex,x′∼p[δq,p(x)>k(x, x′)δq,p(x′)], (8)
where δq,p(x) = sq(x)− sp(x) is the score difference be-
tween p and q, and x, x′ are i.i.d. draws from p(x).
Proposition 3.3. Define gp,q(x) = p(x)(sq(x) − sp(x)).
Assume k(x, x′) is integrally strictly positive definite, and
p, q are continuous densities with ||gp,q||22 < ∞, we have
S(p, q) ≥ 0 and S(p, q) = 0 if and only if p = q.
Proof. Result directly follows the definition in (7).
This establishes S(p, q) as a valid discrepancy measure.
The requirement that ||gp,q||22 <∞ is a mild condition and
can easily hold, e.g., when the tail of p(x) decays exponen-
tially, but it may not hold when p(x) has a heavy tail.2
The S(p, q) as defined in (8) requires to know both sp and
sq; we now apply Stein’s identity to derive the more con-
venient form (3) that only requires sq .
Definition 3.4. A kernel k(x, x′) is said to be in the Stein
class of p if k(x, x′) has continuous second order partial
derivatives, and both k(x, ·) and k(·, x) are in the Stein
class of p for any fixed x.
2One counterexample as proposed by an anonymous reviewer
is when p is a Cauchy distribution and q is a Gaussian distribution.
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It is easy to check that the RBF kernel k(x, x′) =
exp(− 12h2 ||x− x′||22) is in the Stein class for smooth den-
sities supported on X = Rd.
Proposition 3.5. If k(x, x′) is in the Stein class of p, so is
any f ∈ H.
Theorem 3.6. Assume p and q are smooth densities and
k(x, x′) is in the Stein class of p. Define
uq(x, x
′) = sq(x)>k(x, x′)sq(x′) + sq(x)>∇x′k(x, x′)+
+∇xk(x, x′)>sq(x′) + trace(∇x,x′k(x, x′)).
then S(p, q) = Ex,x′∼p[uq(x, x′)]. (9)
Proof. Apply Lemma 2.3 twice, first on k(·, x′) for fixed
x′, and then with fixed x. See the Appendix.
The representation in (9) is of central importance for our
framework, since it provides a tractable formula for empir-
ical evaluation of S(p, q) and its confidence interval based
on the sample {xi} ∼ p and score function sq; see Sec-
tion 4 for further discussion. An equivalent result of The-
orem 3.6 was first presented in Theorem 1 of Oates et al.
(2014).
Using the spectral decomposition of k(x, x′), we can show
that S(p, q) is effectively applying Stein’s operator simul-
taneously on all the eigenfunctions ej(x) of k(x, x′).
Theorem 3.7. Assume k(x, x′) is a positive definite ker-
nel in the Stein class of p, with positive eigenvalues {λj}
and eigenfunctions {ej(x)}, then uq(x, x′) is also a posi-
tive definite kernel, and can be rewritten into
uq(x, x
′) =
∑
j
λj [Aqej(x)]> [Aqej(x′)], (10)
where Aqej(x) = sq(x)ej(x) + ∇xej(x) is the Stein’s
operator acted on ej . In addition,
S(p, q) =
∑
j
λj ||Ex∼p[Aqej(x)]||22. (11)
Note that although {ej} are orthonormal, the {Aqej(x)}
are no longer orthonormal in general.
Finally, we are ready to establish the variational interpre-
tation of S(p, q) that motivated this work, that is, it can be
treated as the maximum ofEx∼p[Aqf(x)]when optimizing
f in the unit ball of RKHSH related to kernel k(x, x′).
Theorem 3.8. Let H be the RKHS related to a positive
definite kernel k(x, x′) in the Stein class of p. Denote by
β(x′) = Ex∼p[Aqkx′(x)], then
S(p, q) = ||β||2Hd . (12)
Further, we have 〈f ,β〉Hd = Ex[trace(Aqf)] for f ∈
Hd, and hence√
S(p, q) = max
f∈Hd
{
Ex[trace(Aqf)] s.t. ||f ||Hd ≤ 1
}
(13)
where the maximum is achieved when f = β/||β||Hd .
Note that (13) is slightly different from the definition in
Gorham & Mackey (2015) which do not use the square
root; we can take the square root off by optimizing within
the ball of ||f ||2Hd ≤ S(p, q) instead.
4. Goodness-of-fit Testing Based on KSD
The form in (9) allows efficient estimation of S(p, q) in
practice. Given i.i.d. sample {xi} drawn from an unknown
p and the score function sq(x), we can estimate S(p, q) by
Sˆu(p, q) =
1
n(n− 1)
∑
1≤i6=j≤n
uq(xi, xj), (14)
where Sˆu(p, q) is a form of U -statistics (“U” stands for un-
biasedness), which provides a minimum-variance unbiased
estimator for S(p, q) (Hoeffding, 1948; Serfling, 2009).
We can also estimate S(p, q) using a V -statistic of form
1
n2
∑n
i,j=1 uq(xi, xj), which provides a biased estimator,
but has the advantage of always being nonnegative since
uq(x, x
′) is positive definite. We will focus on the U -
statistic in this work because of its unbiasedness.
Theorem 4.1. Let k(x, x′) be a positive definite kernel in
the Stein class of p and q. Assume the conditions in Propo-
sition 3.3 holds, and Ex,x′∼p[uq(x, x′)2] <∞, we have
1) If p 6= q, then Sˆu(p, q) is asymptotically normal with
√
n(Sˆu(p, q)− S(p, q)) d→ N (0, σ2u),
where σ2u = varx∼p(Ex′∼p[uq(x, x′)]) and σ2u 6= 0.
2) If p = q, then we have σ2u = 0 (the U -statistics is degen-
erate) and
nSˆu(p, q)
d→
∞∑
j=1
cj(Z
2
j − 1), (15)
where {Zj} are i.i.d. standard Gaussian random vari-
ables, and {cj} are the eigenvalues of kernel uq(x, x′)
under p(x), that is, they are the solutions of cjφj(x) =∫
x′ uq(x, x
′)φj(x′)p(x′)dx′ for non-zero φj .
Proof. Using the standard asymptotic results of U -
statistics in Serfling (2009, Section 5.5), we just need to
check that σ2u 6= 0 when p 6= q and σ2u = 0 when p = q.
See Appendix for details.
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Algorithm 1 Bootstrap Goodness-of-fit Test based on KSD
Input: Sample {xi} and score function sq(x) =
∇x log q(x). Bootstrap sample size m.
Test: H0: {xi} is drawn from q v.s H1: {xi} is not
drawn from q.
1. Compute Sˆu by (14) and uq(x, x′) as defined in The-
orem 3.6. Generate m bootstrap sample Sˆ∗u by (16).
2. Reject H0 with significance level α if the percentage
of Sˆ∗u that satisfies Sˆ∗u > Sˆu is less than α.
Theorem 4.1 suggests that nSˆu(p, q) has a well defined
limit distribution under the null p = q, that is, nSˆu(p, q) <
∞ with probability one, but grows to ∞ at a √n-rate un-
der any fixed alternative hypothesis q 6= p. This suggests a
straightforward goodness-of-fit testing procedure: Denote
by FnSˆu the CDF of nSˆu under the null p = q, and set γ1−α
the 1−α quantile of FnSˆu , i.e., γ1−α = inf{s : FnSˆu(s) ≥
1 − α}, then we reject the null with significant level α if
nSˆu ≥ γ1−α.
Proposition 4.2. Assume the conditions in Theorem 4.1.
For any fixed q 6= p, the limiting power of the test that
rejects the null p = q when nSˆu(p, q) > γ1−α is one, that
is, the test is consistent in power against any fixed q 6= p.
One difficulty in implementing this test is that the limit dis-
tribution in (15) and its α-quantile does not have analytic
form unless cj = 0, or 1. Fortunately, the same type of
asymptotics appears in many other classical goodness-of-
fit tests, such as Cramer-von Mises test, Anderson-Darling
test, as well as two-sample tests (Gretton et al., 2012). As
a consequence, a line of work has been devoted to approxi-
mating the critical values of (15), including bootstrap meth-
ods (Arcones & Gine, 1992; Huskova & Janssen, 1993;
Chwialkowski et al., 2014) and eigenvalue approximation
(Gretton et al., 2009).
In this work, we adopt the bootstrap method sug-
gested in Huskova & Janssen (1993); Arcones & Gine
(1992): We repeatedly draw multinomial random weights
(w1, . . . wn) ∼ Mult(n ; 1n , . . . , 1n ), and calculate boot-
strap sample
Sˆ∗u(p, q) =
∑
i 6=j
(wi − 1
n
)(wj − 1
n
)uq(xi, xj), (16)
and then calculate the empirical quantile γˆ1−α of
nSˆ∗u(p, q). The consistency of γˆ1−α for degenerate U -
statistics has been established in Arcones & Gine (1992);
Huskova & Janssen (1993).
Theorem 4.3 (Huskova & Janssen (1993)). Assume the
conditions in Theorem 4.1. If p = q, then as the bootstrap
sample size m→∞,
sup
s∈R
∣∣ Pr(nSˆ∗u ≤ s | {xi}ni=1) − Pr(nSˆu ≤ s) ∣∣→ 0,
that is, the bootstrap test attains the correct significance
level asymptotically (consistent in level).
It is important to note, on the other hand, that the more
usual bootstrap, such as
∑
i6=j wiwjuq(xi, xj), may not
work for degenerate U -statistics as discussed in Arcones
& Gine (1992).
This bootstrap test is summarized in Algorithm 1; its cost is
O(mn2) where n is the size of the sample {xi} and m the
bootstrap sample size. A more computationally efficient,
but less statistically powerful, method can be constructed
based on the following linear estimator:
Sˆlin =
1
bn/2c
bn/2c∑
i=1
uq(x2i−1, x2i), (17)
which has a zero-mean Gaussian limit under the null. This
gives a test with onlyO(n) time complexity: reject the null
if Sˆlin > σˆz1−α, where z1−α is the 1 − α quantile of the
standard Gaussian distribution, and σˆ the standard devia-
tion of {uq(x2i−1, x2i)}. This test, however, tends to per-
form much worse than the U -statistic based test as we show
in our experiments. Further computation-efficiency trade-
off between the linear- and U -statistic can be obtained by
block-wise averaging; see Ho & Shieh (2006); Zaremba
et al. (2013) for details.
5. Related Methods
We discuss the connection with Fisher divergence and max-
imum discrepancy measure (MMD).
5.1. Connection with Fisher Divergence
Fisher divergence, also known as Fisher information dis-
tance (Johnson, 2004), is defined as
F(p, q) = Ex
[||∇x log p(x)−∇x log q(x)||22], (18)
that is, it is theL2(p) norm of sq(x)−sp(x). An immediate
connection is made by noting that F(p, q) can be treated
as a special case of S(p, q) defined in (8) with k(x, x′) =
I[x = x′], or a RBF kernel with bandwidth h → 0; in this
sense, we can also think KSD as a kernelized version of
Fisher divergence. We can establish the follow inequalities
between F(p, q) and S(p, q):
Theorem 5.1. 1) Following Definition (8) and (18), we
have
|S(p, q)| ≤
√
Ex,x′∼p[k(x, x′)2] · F(p, q). (19)
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2) In addition, if k(x, x′) is positive definite and in the Stein
class of p, and sq − sp ∈ Hd, we have, for p 6= q,√
S(p, q) ≥ F(p, q) / ||sq − sp||Hd . (20)
Proof. (19) is a simple result of Cauchy-Schwarz inequal-
ity, and (20) can be obtained by taking f = (sq −
sp)/||sq(x)− sp(x)||Hd in (13). See Appendix.
(19) suggests that the convergence in Fisher divergence is
stronger than that in KSD. In fact, using Stein’s method,
Ley & Swan (2013) showed that Fisher divergence is
stronger than most other divergences, including KL, total
variation and Hellinger distances.
In addition, we can also represent F(p, q) in a variational
form similar to (13) but with f optimized over the unit ball
of the intersection of the unit ball in L2(p) space and the
Stein class of p, which is larger than the ball of Hd and
includes discontinuous, non-smooth functions; see Propo-
sition A.1 in Appendix.
Despite the connections, the critical disadvantage of Fisher
divergence compared to KSD is that the computationally
convenient representation (9) no longer holds for Fisher di-
vergence, because its corresponding kernel I[x = x′] is not
differentiable. Therefore, we can not estimate F(p, q) using
the U -statistic in (14). Instead, estimating F(p, q) seems to
be substantially more difficult. To see this, note that
F(p, q) = Ex∼p[||sq(x)||22 − 2sp(x)>sq(x) + ||sp(x)||22]
= Ex∼p[φq(x)] + Ex∼p||sp(x)||22, (21)
where φq(x) = ||sq(x)||22 + 2trace(∇xsq(x)) and is ob-
tained by applying Stein’s identity on the cross term. Note
that although the first term Ex∼p[φq(x)] in (21) can be es-
timated by the empirical mean of φq(x) (which only de-
pends on sq) under sample {xi} ∼ p, the second term
Ex∼p||sp(x)||22 is more difficult to estimate, since it de-
pends on the score function sp(x) of the unknown p(x),
and hence requires a kernel density estimator for p(x); see
Hall & Marron (1987); Birge & Massart (1995). We should
point out that similar difficult “constant” terms appear in
other common discrepancy measures such as KL diver-
gence and α-divergence (e.g., Krishnamurthy et al., 2014).
For this reason, KSD provides a much more convenient tool
for goodness-of-fit tests than the other discrepancies.
Meanwhile, Fisher divergence still has the advantage of be-
ing independent of the normalization constants of p and q,
and provides a useful tool in cases when it does not require
evaluating the term sp(x). For example, Fisher divergence
has been widely used for parameter estimation, finding the
optimal q(x) that best fits a sample {xi} by minimizing
F(p, q); this yields the score matching methods developed
in both parametric (Hyva¨rinen, 2005; Lyu, 2009) and non-
parametric (Sriperumbudur et al., 2013) settings.
5.2. Maximum Mean Discrepancy & Two-sample Tests
Closely related to goodness-of-fit tests are two sample tests,
which test whether two i.i.d. samples {xi} and {yi} are
drawn from the same distribution. In principle, one can
turn a goodness-of-fit test into a two sample test by draw-
ing {yi} from q(x). However, it is often difficult to draw
exact i.i.d. samples for practical models, and furthermore
MCMC sampling may be computationally expensive, suf-
fer from the convergence problems, and introduce unde-
sired correlations. When the MCMC approximation is
poor, the two sample test would reject the null even when
p = q (inconsistent in level).
Maximum Mean Discrepancy (Gretton et al., 2012) is a
nonparametric distance measure widely used for two sam-
ple tests, defined as
M(p, q) = max
h∈H
{
Ep[h(x)]− Eq[h(x)] s.t. ||h||H ≤ 1
}
,
where H is the RKHS of kernel k(x, x′). Gretton et al.
(2012) showed that M(p, q) can be rewritten into
M(p, q) = E[k(x, x′) + k(y, y′)− 2k(x, y′)], (22)
where x, x′ and y, y′ are i.i.d. draws from p and q, respec-
tively. Therefore, M(p, q) can be empirically estimated
based on sample xi ∼ p and yi ∼ q using U - or V - statis-
tics, making it a useful tool for two sample tests. Our KSD,
on the other hand, is better estimated with sample xi ∼ p
and the score function sq and hence suitable for goodness-
of-fit tests. Finally, by comparing (22) with (9) and noting
that Ex∼q[uq(x, x′)] = 0, we can consider KSD as a spe-
cial MMD with kernel uq(x, x′); the key difference is that
kernel uq(x, x′) depends on q, making KSD asymmetric.
6. Experiments
We present empirical results in this section. We start with
a toy case of 1D Gaussian mixture on which we can com-
pare with the classical goodness-of-fit tests that only work
for univariate distributions, and then proceed to Gaussian-
Bernoulli restricted Boltzmann machine (RBM), a graph-
ical model widely used in deep learning (Welling et al.,
2004; Hinton & Salakhutdinov, 2006). The following
methods are evaluated, all with a significance level of 0.05:
1) KSD-U. The KSD-based bootstrap test using U -statistic
in Algorithm 1 (bootstrap size is 1000), using RBF kernel
with bandwidth chosen to be median of the data distances.
2) KSD-Linear. The KSD test based on the linear esti-
mator in (17) with asymptotically normal null distribution.
3) Classical goodness-of-fit tests, including χ2 test,
Kolmogorov-Smirnov test and Cramer-von Mises test
(Lehmann & Romano, 2006); they are evaluated on only
the 1D Gaussian mixture.
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Figure 1. Results on 1D Gaussian mixture. (a)-(c) The error rates of different methods vs. the perturbation magnitude σper when
perturbing the mean, variance and mixture weights, respectively; we use a fixed sample size of n = 100. (d)-(f) the error rates vs. the
sample size n, with fixed perturbation magnitude σper = 1. We find that the type I errors of all the methods are well controlled under
0.05, and hence the reported error rates are essentially type II errors. (g) The ROC curve with mean perturbation, n = 100, σper = 1.
4) MMD-MC(n′). Draw exact sample {yi} of size n′ from
q(x) and perform two sample MMD test of Gretton et al.
(2012) over {xi} and {yi} using bootstrap3, with 1000
bootstrap replicates.
5) MMD-MCMC(n′). Draw approximate sample {yi} of
size n′ from q(x) using Gibbs sampler and perform MMD
test on {xi} and {yi}; we use 1000 burn-in steps.
6) LR (simple vs. simple). We evaluate the ex-
act log-likelihood ratio 2 log(q(x)/p(x)) and use it to test
whether {xi} is drawn from p(x) or q(x). This approach is
an oracle test in that it knows it exactly calculates the like-
lihood, and assumes we know p(x) and tests a much easier
null hypothesis of simple vs. simple.
7) Likelihood Ratio (AIS). We approximately
evaluate the likelihood ratio using annealed importance
sampling (AIS), which is one of the most widely used algo-
rithm for approximating likelihood (Neal, 2001; Salakhut-
dinov & Murray, 2008). Our AIS implementation uses a
Gibbs sampler transition with a linear temperature grid of
size 1000. We do not perform a test based on the AIS result
because it is hard to know the approximation error.
1D Gaussian Mixture We draw i.i.d. sample {xi}ni=1
from p(x) =
∑5
k=1 wkN (x ;µk, σ2) with wk = 1/5,
σ = 1 and µk randomly drawn from Uniform[0, 10]. We
then generate q(x) by adding Gaussian noise on µk, logwk,
3We use the mmdTestBoot.m under http://www.
gatsby.ucl.ac.uk/%7Egretton/mmd/mmd.htm
or log σ2, leading to three different ways for perturbation;
the perturbation magnitude is controlled by the variance
σ2per of Gaussian noise. In our experiment, we set q(x)
randomly with equal probability to be either the true model
p(x) (H0 : p = q), or the perturbed version (H1 : p 6= q),
and use different methods to test H0 vs. H1. We repeat
1000 trials, and report the average error rate in Figure 1.
We find from Figure 1 that the oracle LR (simple vs.
simple) performs the best as expected. Otherwise, our
KSD-U performs comparably with, or better than, the
classical tests (χ2, Kolmogorov-Smirnov and Cramer-Von
Mises) as well as MMD-MC(1000). KSD-Linear tends
to perform the worst, suggesting it is not useful in this sim-
ple setting. However, it can serve as a computationally ef-
ficient alternative of KSD-U for more complex models on
which the other tests are not practical. Note that because
both the cases of p = q and p 6= q happen with 0.5 prob-
ability in our simulation, the error rate in the hardest case
when p is close q is 0.5.
Gaussian-Bernoulli Restricted Boltzmann Machine
(RBM) Gaussian-Bernoulli RBM is a hidden variable
graphical models consist of a continuous observable vari-
able x ∈ Rd and a binary hidden variable h ∈ {±1}d′ ,
with joint probability
p(x, h) =
1
Z
exp(
1
2
x>Bh+ b>x+ c>h− 1
2
||x||22),
where Z is the normalization constant. The probability of
the observable variable x is p(x) =
∑
h∈{±1}d′ p(x, h),
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Figure 2. Results on Gaussian-Bernoulli RBM. (a) The error rate vs. the perturbation magnitude σper . (b) The error rate of MMD-MC vs.
the size of the exact sample used. (c) Different discrepancy measures between p and q under the null p = q (blue solid lines) and the
alternatives p 6= q (dashed red lines); the x-axes are the deviation σper between p and q when p 6= q. We set n = 100 in all the cases.
which is intractable to calculate due to the difficult constant
term Z. Nevertheless, one can show that its score function
sp can be easily calculated in a closed form,
sp(x) = b− x+B φ(B>x+ c), φ(y) = e
2y − 1
e2y + 1
.
In our experiment, we simulate a true model p(x) by draw-
ing b and c from standard Gaussian and select B uniformly
randomly from {±1}; we use d = 50 observable variables
and d′ = 10 hidden variables, so that it remains possible
to exactly calculate p(x) and draw exact samples using the
brute-force algorithm. Similar to the case of 1D Gaussian
mixture, we set q(x) randomly with equal probability to be
equal to either p(x) or a perturbed version by adding Gaus-
sian noise to B with variance σ2per. We report the the error
rates of different tests in Figure 2; the results are averaged
on 1000 random trials.
Figure 2(a) shows that the oracle LR (simple vs.
simple) performs the best again as expected, fol-
lowed by our KSD-U method. The MMD-MCMC breaks
down because the MCMC sample is not representative
of q, while the performance of MMD-MC depends on
the size of the exact sample: it performs worse than
KSD-U with MMD-MC(100), and is almost as good with
MMD-MC(1000); see also Figure 2(b). Again, we find
that KSD-linear generally performs much worse than
KSD-U, but it provides a computationally efficient O(n)
alternative to KSD-U which has a O(mn2) complexity and
MMD which costs O(mnn′). A trade-off between linear
and quadratic complexity can be achieved using block av-
eraging; see Zaremba et al. (2013).
Figure 2(c)-(h) shows the different discrepancy measures
under the case p = q and p 6= q, respectively. Again, we
can find that the exact likelihood ratio provides the best dis-
crimination, while MMD-MCMC fails to distinguish the two
cases at all. The AIS approximation performs reasonably
well, but is worse than KSD-U and MMD-MC(1000) in
this particular case.
7. Conclusion and Future Directions
We propose a new computationally tractable discrepancy
measure between complex probability models, and use it to
derive a novel class of goodness-of-fit tests. We believe our
discrepancy measure provides a new fundamental tool for
analyzing and using complex probability models in statis-
tics and machine learning. Future directions include ex-
tending our method to composite goodness-of-fit tests, in
which we want to test if the observed data follows a given
class of distributions, as well as understanding the theo-
retical discrimination power of KSD compared to the other
classical goodness-of-fit tests, two sample tests (e.g., MMD
with infinite exact Monte Carlo sample), and the method in
Gorham & Mackey (2015).
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Appendix for “A Kernelized Stein Discrepancy for Goodness-of-fit Tests”
A. Proofs
Proof of Theorem 3.6. 1) Denote by v(x, x′) = k(x, x′)sq(x′)+∇x′k(x, x′) = Aqkx(x′); applying Lemma 2.3 on k(x, ·)
with fixed x,
S(p, q) = Ex,x′∼p[(sq(x)− sp(x))>k(x, x′)(sq(x′)− sp(x′))]
= Ex,x′∼p[(sq(x)− sp(x))>v(x, x′)]
Because k(·, x′) is in the Stein class of p for any x′, we can show that∇x′k(·, x′) is also in the Stein class, since∫
x
∇x(p(x)∇x′k(x, x′))dx = ∇x′
∫
x
∇x(p(x)k(x, x′))dx = 0,
and hence v(·, x′) is also in the Stein class; apply Lemma 2.3 on v(·, x′) with fixed x′ gives
S(p, q) = Ex,x′∼p[(sq(x)− sp(x))>v(x, x′))]
= Ex,x′∼p[sq(x)>v(x, x′) + trace(∇xv(x, x′))]
The result then follows by noting that∇xv(x, x′) = ∇xk(x, x′)sq(x′)> +∇x′x′k(x, x′).
Proof of Theorem 3.7. Note that
∇xk(x, x′) =
∑
j
λj∇xej(x) ej(x′), ∇x,x′k(x, x′) =
∑
j
λj∇xej(x)∇x′ej(x′)>,
and hence
uq(x, x
′)
= sq(x)
>k(x, x′)sq(x′) + sq(x)>∇′xk(x, x′) + sq(x′)>∇xk(x, x′) + trace(∇x,x′k(x, x′)
=
∑
j
λj
[
sq(x)
>ej(x)ej(x′)sq(x′) + sq(x)>ej(x)∇x′ej(x′) + sq(x′)>∇xej(x)ej(x′) +∇xej(x)>∇x′ej(x′)
]
=
∑
j
λj
[
sq(x)ej(x) +∇xej(x)
]>[
sq(x
′)ej(x′) +∇x′ej(x′)
]
=
∑
j
λj [Aqej(x)]>[Aqej(x′)].
Therefore, uq(x, x′) is positive definite because λj > 0. In addition,
S(p, q) = Ex,x′ [uq(x, x′)]
=
∑
j
λjEx[Aqej(x)]> Ex′ [Aqej(x′)]
=
∑
j
λj ||Ex[Aqej(x)]||22.
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Proof of Theorem 3.8. We first prove (12) by applying the reproducing property k(x, x′) = 〈k(x, ·), k(x′, ·)〉H on (8):
S(p, q) = Ex,x′∼p[(sq(x)− sp(x))> k(x, x′) (sq(x′)− sp(x′))]
= Ex,x′∼p[(sq(x)− sp(x))>
〈
k(x, ·), k(x, ·)〉H (sq(x′)− sp(x′))]
=
d∑
`=1
〈
Ex[(s`q(x)− s`p(x))k(x, ·)], Ex′ [k(x, ·)(s`q(x)− s`p(x))]
〉
H
=
d∑
`=1
〈
β`,β`
〉
H
= ||β||2Hd
where we used the fact that β(x′) = Ex∼p[Aqkx′(x)] = Ex∼p[(sq(x)k(x, x′) + ∇xk(x, x′)] = Ex[(sq(x) −
sp(x))k(x, x
′)]. In addition,
〈f ,β〉Hd =
d∑
`=1
〈f`, Ex∼p[(s`q(x)k(x, ·) +∇x`k(x, ·)]〉H
=
d∑
`=1
Ex∼p[(s`q(x)〈f`, k(x, ·)〉H + 〈f`,∇x`k(x, ·)〉H]
=
d∑
`=1
Ex∼p[(s`q(x)f`(x) +∇x`f`(x)]
= Ex∼p[trace(Aqf(x))],
where we used the fact that ∇xf(x) = 〈f(·), ∇xk(x, ·)〉H; see (Zhou, 2008; Steinwart & Christmann, 2008). The
variational form (13) then follows the fact that ||β||Hd = maxf∈Hd
{〈f ,β〉Hd , .s.t. ||f ||Hd ≤ 1}.
Finally, the β(·) = Ex∼p[(sq(x)k(x, ·)+∇xk(x, ·)] is in the Stein class of p because k(x, ·) and∇xk(x, ·) are in the Stein
class of p for any fixed x (see the proof of Theorem 3.6).
Proof Proposition 3.5. For any f ∈ H with kernel k(x, x′), we have f = 〈f, k(·, x)〉H and ∇xf = 〈f, ∇xk(x, ·)〉H.
Therefore,
Ex∼p[sp(x)f(x) +∇xf(x)] = Ex∼p[sp(x)
〈
f, k(x, ·)〉H + 〈f, ∇xk(x, ·)〉H]
=
〈
f, Ex∼p[sp(x)k(x, ·) +∇xk(x, ·)]
〉
H
=
〈
f, Ex∼p[Apkx(·)]〉H
= 0,
where the last step used the fact that Ex∼p[Apkx(·)] because kx(·) = k(·, x) is in the Stein class of p for any fixed x.
Proof of Theorem 4.1. Applying the standard asymptotic results of U -statistics in Serfling (2009, Section 5.5), we just
need to check that σ2u 6= 0 when p 6= q and σ2u = 0 when p = q.
We first note that we can show that Ex′∼p[uq(x, x′)] = trace(Aqβ), where β(x) = Ex′∼p[Aqkx(x′)] and is in the Stein
class of p (see the proof of Theorem 3.6). Therefore, when p = q, we have β(x) ≡ 0 by Stein’s identity, and hence σ2u = 0.
Assume σ2u = 0 when p 6= q, we must have Ex′∼p[uq(x, x′)] = c, where c is a constant. Therefore,
c = Ex∼q
(
Ex′∼p[uq(x, x′)]
)
= Ex′∼p
(
Ex∼q[uq(x, x′)]
)
.
Because we can show that Ex∼q[uq(x, x′)] = 0 following the proof above for p = q, we must have c = 0, and hence
S(p, q) = Ex∼p
(
Ex′∼p[uq(x, x′)]
)
= c = 0,
which contradicts with p 6= q.
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Proof of Theorem 5.1. (19) is obtained by applying Cauchy-Schwarz inequality on (8),
S(p, q)2 = |Exx′ [(sq(x)− sp(x))>k(x, x′)(sq(x)− sp(x))]|2
≤ Exx′ [k(x, x′)2] · Ex,x′ [[(sq(x)− sp(x))>(sq(x′)− sp(x′))]2]
≤ Exx′ [k(x, x′)2] · Ex,x′ [||sq(x)− sp(x)||22 · ||sq(x)− sp(x)||22]
= Exx′ [k(x, x′)2] · F(p, q)2.
To prove (20), we simply note that (13) is equivalent to√
S(p, q) = max
f∈Hd
{
Ep[(sq(x)− sp(x))>f(x)] s.t. ||f ||Hd ≤ 1
}
.
Taking f = (sq − sp)/||sq(x)− sp(x)||Hd then gives (20).
Proposition A.1. Let F(p) = L2(p) ∩ S(p), where S(p) represents the Stein class of p, then we have
√
F(p, q) ≥ max
f∈F(p)d
{
Ep[trace(Aqf(x))] s.t. Ep[||f(x)||22] ≤ 1
}
.
and the equality holds when sq − sp ∈ F(p)d.
Note that L2(p) is larger than the Stein class and RKHS, and includes discontinuous, non-smooth functions, and hence we
need to ensure f is in the Stein class explicitly.
Proof. Denote by (L2(p))d = L2(p)× · · · × L2(p), note that by the definition of F(p, q), we have
√
F(p, q) = max
f∈(L2(p))d
{ d∑
`=1
Ep[f`(x)(s`q(x)− s`p(x))] s.t. Ep[||f(x)||22] ≤ 1
}
. (A.1)
Restricting the maximizing to F(p)d and applying Lemma 2.3 would give the result.
