X-ray powder diffractometry with storage-ring radiation was used to test various aspects of a method for refining simple crystal structures (Si, CeO2 and Co304). Excellent powder patterns were obtained with 0.17 ° resolution parallel slits and IA X-rays. The intensities were determined with a double-Gaussian profile-fitting function and used in the powder leastsquares refinement program POWLS. Except for Si, the peaks were broadened because of small particle sizes. The R(Bragg) values were in the range 0-4-1.7%.
Introduction
Over the past decade, the number of storage-ring hard X-ray sources has increased and access to their use by crystallographers has become easier and more frequent. While the special and exotic applications continue to grow, there has also been increasing interest in upgrading standard applications as, for example, in high-pressure diamond-anvil studies. Over the past three years we have systematically developed instrumentation and methods for powder diffractometry at the Stanford Synchrotron Radiation Laboratory (Parrish & Hart, 1985) . The high quality of these patterns opens the possibility of carrying out a wide range of crystallographic investigations such as crystal structure refinement, anomalous scattering, Warrentype profile analysis, precision lattice-parameter determination and other studies on a single optimized instrument.
The unique characteristics of synchrotron powder diffraction patterns, compared with conventional Xray tube sources, arise from the properties of storagering radiation. The parallel beam eliminates many of the geometrical aberrations inherent in focusing methods, and because of the absence of complicated spectral line shapes, it produces simple symmetrical *Permanent address: Mineralogical Institute, University of Bonn, Bonn, Federal Republic of Germany. tPermanent address: Istituto di Strutturistica Chimica lnorganica, Universit& di Milano, Italy. ++Permanent address: Department of Physics, The University, Manchester M 13 9PL, England. profiles that are much easier to handle in profile-fitting procedures. The separation of overlapping reflections and the derivation of integrated intensities are thus greatly improved. Any desired wavelength from about 0"5 to 2A (or longer, depending on the vacuum or helium path) can be selected by a monochromator from the continuous spectral distribution available at a standard bending-magnet line. This makes it possible to perform anomalous-scattering studies and to select the wavelength which produces the highest peak-to-background ratio. If fluorescence or overlapping reflections are not problems, short wavelengths can be used to extend the d range beyond the usual Cu Ks limiting sphere. Well defined peaks with good peak-to-background ratios were obtained up to the highest angles of 140-150 ° (20) . The high primarybeam intensity reduces the data-collection time. A typical powder diffraction pattern, CeOz, is shown in Fig. 1 and illustrates the high quality of the synchrotron radiation data.
The paper describes the refinement of several simple structures which had been previously done with con- 0021-8898/87/050394-08501.50 © 1987 International Union of Crystallography ventional single-crystal methods. However, these were necessary to develop and test the powder methods and to establish guidelines for more difficult structures. There have been several recent publications using the Rietveld (1969) method for lower-symmetry structure studies, e.g. Attfield, Sleight & Cheetham (1986) and Lehmann, Christensen, Fjellvfig, Feidenhans'l & Nielsen (1987) . We are also planning to publish similar structure studies but using integrated intensities from profile fitting POWLS (Will, Bellotto, Parrish & Hart, 1987) , as in this paper. The precision of positional parameters obtained from powder data is lower than that of single-crystal data because of the overlapping reflections. Consequently the e.s.d.'s may be about an order of magnitude larger, and singlecrystal data are preferred if available.
Experimental methods
The instrumentation was similar to that previously used (Parrish, Hart, Erickson, Masciocchi & Huang, 1986 ), but we installed a larger incident-beam silicon 111 channel monochromator which was better matched to the geometry. The harmonic content was eliminated by a single-channel pulse height analyzer. The receiving slit was replaced by horizontal parallel (Soller) slits to define the diffracted beam. The 100 mm long foils had a full aperture of 0-17 °, and the FWHM (full-width at half-maximum) of the reflections was 0.17 ° in the 20 range of about 15-90 ° (20) . The profiles were symmetrical and had the same shape across the entire pattern except for the width, which increased at the higher scattering angles owing to wavelength dispersion. The axial divergence was determined by 12.5 mm long vertical parallel slits with 2.1 ° full aperture. The intensity was many times higher than obtained with the receiving-slit geometry . The numbers of counts recorded at the peak of the strongest reflection in each pattern with background subtracted (P-B) and the counting times were: Si 51 400, t = 1 s; CeOz 111 570, t = 1.5 s; and Co304 186 140, t = 4 s; these values were obtained with different storage-ring currents. The patterns were recorded by step scanning with A20 = 0.02 °. There were about 30 points above background for each single reflection. The diffractometer automation was controlled with an IBM Personal Computer.
The monochromatic incident beam was monitored with a scintillation counter by measuring the scattering from a beryllium foil inclined 45 ° to the beam, and the average recorded after each 100 steps. The monitor data were fitted either to a least-squares straight line, or, when there were small changes in slope, to secondand third-order polynomials. The experimental data were normalized by dividing by the monitor counts.
Peak-shape analysis
Profile analysis is simpler for storage-ring powder diffraction data than for conventional X-ray data. There is no K~-doublet splitting and the profiles are symmetrical if the instrument is properly aligned. Total pattern analysis by the Rietveld method has not achieved completely satisfactory results with conventional X-ray data because of the profile shape problem. For straightforward crystal structure refinement, use of storage-ring data should be as successful as it has been in neutron diffraction because of the simple profile shapes. Several groups are currently working on this approach (e.g. Hastings, Thomlinson & Cox, 1984) .
In this paper, we have used our previously described two-stage method (Will, Parrish & Huang, 1983) because it is flexible and permits detailed crystallographic problems to be analysed in addition to structure refinement. The value of individual peakshape determinations lies in the complete separation of the peaks and the measurement of the individual intensities which leads to an awareness of instrumentand sample-induced aberrations not available in fullpattern Rietveld analysis. These can be used for further crystallographic calculations such as refinement of anomalous-dispersion contributions, highorder or other nontrivial parameters, chemical bonding, lattice distortion, and in solving unknown structures following methods closely related to singlecrystal routines.
Gaussian profile fitting
There is no single valid description of all storagering powder diffraction profiles because the shapes vary with the experimental method used. For example, in our earlier work using a narrow receiving slit, the profiles were about 85% Gaussian and 15% Lorentzian, and, with a wider receiving slit, the profiles could be fitted by a single Gaussian. With a crystal analyzer, the profiles varied from a pure Lorentzian to varying ratios of Lorentzian plus Gaussian . Hastings, Thomlinson & Cox (1984) used a pseudo-Voigt function.
A Gaussian curve did not exactly match the experimental points and gave systematically lower peak intensity, higher tails and about 2% lower integrated intensities. However, by adding a cosine modulation term to the Gaussian, the fitting became satisfactory. The cosine modulation used was suggested by the differences between the experimental and single-Gaussian profiles. The analytic expression is
where F= FWHM, A =0.12 is a percentage factor indicating the cosine contribution, E = 1.1/" represents the period of the cosine function which is closely related to the FWHM and /peak is the peak intensity. The values of A and E were determined by analysis of several diagrams to determine the best fit. A complete and more straightforward description of the profiles was achieved by superimposing two Gaussian functions, G~ and GE, with a ratio of 2:1 for the FWHM and the peak height. This double Gaussian GG (= G~ + Gz) is mathematically simple and makes it easier to handle complex overlapping peak clusters. 
It also gives a somewhat better agreement between observed and calculated intensities as was reflected in
where Fa and /'2 are the FWHM of G~ and G2, respectively, and /-'2 = 0"5/'~. Fig. 2(a) shows the synthesis of such a profile by superimposition of two Gaussian curves according to (2). The difference of the double-and single-Gaussian curves GG and G leads to a cosine-shaped residual around the center, as can be seen in Figs. 2(b) and (d). Fig. 2(c) shows the GG and G profiles normalized to the same height to compare the differences in shape. If one takes into account the normalization, one sees that the differences are about the same as in the single-Gaussian fitting of an experimental profile, Fig. 2(d) . There is little difference between the cosine-modulated (CG) profile fitting, Fig. 2(e) , and the double Gaussian, Fig. 2(f) , and both clearly demonstrate the good fit achieved with these functions.
Profile symmetry
During the data reduction, a small asymmetry of the order of 0"01 ° was found on the lower flanks of the profiles. Although the experimental profiles appear to be symmetrical at half height, asymmetry was observed around the half-height position of the larger curve F~ in the double-Gaussian fitting; this corresponds to the points at one-third of peak height and below of the experimental profile. The differences between left-and right-hand widths from the median line varied with 20 as shown in Fig. 3(a) . The data points are those of silicon powder reflections recorded with 1A X-rays and 0.17 ° parallel slits, and the solid curves are fitted parabolas. The direction and amount of asymmetry changes and the curves cross around 90 ° , with the maximum difference about 0.01°(20). Fig. 3(b) shows the square of the half-width at halfheight (HWHM) of G~ plotted against tan 0. The general form is similar to that in Fig. 3(a) . These small differences were handled by using asymmetric Gaussians in the profile fitting, i.e. a pair of Gaussians for G1 and a pair for G2 and maintaining the 2:1 constraint on the relative peak heights and widths. The symmetry parameter was included in the list of variables in the profile-fitting procedure. Another set of experiments, carried out after the work described above was completed, showed that the asymmetry can arise from two sources: (1) imperfections in the assembly of the parallel-slit collimator, and (2) misalignment of the collimator in the diffracted beam. We believe the latter was the source of the asymmetry.
Fitting procedure
The variables to be determined and refined are Xo, /peak and F1 for each reflection in a peak or group of overlapping peaks containing a cluster of reflections. The memory allocation in the present program allows the handling of 300 data points, equivalent to 6°20 when A20=0"02 °. The full pattern was split into segments which were often allowed to overlap, so that results in both sections could be checked against each other. The program runs in a loop through all segments and analyzes the whole pattern in one run.
When using a VM (virtual machine) like the IBM 3060, the user can run the analysis interactively with any choice of corrections or by adjusting starting values. When analyzing heavily overlapped reflections, good starting values and/or block-matrix refinement are recommended. The results of each segment are plotted immediately on a Tektronix Terminal 670 and then copied on paper. The analysis takes about 1 s of CPU time. The agreement between the observed and calculated points is given by R(PF) = {i=~ [Y~(obs)-Y~(calc)]2/~=~ 1 Y~(obs)2} 1/2 × 100%.
(3) R(PF) was in the range 0.5 to 2.5% depending on the intensity and peak-to-background ratio.
The integrated intensities, required as input to the PO WLS least-squares program, were calculated as the sum of two Gaussians [(2)] with the analytical expression /integral = /peak X F 1 x ~(n/4 In 2) 1/2 =/peak X ff'l X 1"3306.
(4)
The FWHM of the peak itself is naturally smaller than F 1 and can be calculated from Fpeak "~ 0"779F 1.
The background (BG) was refined together with the peaks in the least-squares procedure as expressed in equation (6b) below. The pattern was divided into sections by determining a least-squares line through the background points on both sides of a peak or cluster of peaks. The effect of the profile-fitting function on the background level can be seen by comparing the backgrounds in Fig. 2(d) for a single Gaussian with Fig. 2(f 
j=l where BG is the background, and n is the number of overlapping peaks. The least-squares method and the matrix inversion were the same as in POWLS.
The routine used for the analysis of the powder patterns included automatic correction of the intensities for nonlinearity of the detector system, monitor corrections, background subtraction and finally the profile analysis. The results yield the peak position, the integrated intensity and the FWHM for each reflection. If the wavelength is not known to sufficient accuracy, the 20 values can be used to calculate 2 from the lattice parameters.
POWLS crystal structure refinement
For crystal structure analysis and refinement, we used the computer program POWLS (Will, 1979; Will, Parrish & Huang, 1983 ). This program is well suited to handle complex parameter problems and also overlapping reflection data. The quantity to be minimized is
where K is the scale factor and WR the appropriate weights. We generally used a weighting scheme based on the estimated standard deviations of the integrated intensities where w = 1/t7 2 and O" = 0"511/2 obs + 100 for lob s > 400.
For weak peaks, we set a = 200 for lob s ~ 400.
The constant values in (8) have to be adjusted to the observed data. The break in the weighting assignment is based on the weakest still-visible reflection in the diagram, which is generally between 100 and 500 (in relative units). These peaks can still be analyzed by the profile-fitting program, but the errors are then quite high. As is generally observed, the unweighted refinement, i.e. w = 1, gives the same result and somewhat better R factors.
Specimen preparation/preferred orientation
The samples were fine powders carefully prepared and screened with acoustically driven sifters and Lektromesh screening to remove particles > 10 lam. The powder was packed in cylindrical aluminium holders with 22 mm diameter specimen area, l mm deep, using 1:6 collodion-amyl acetate as a binder. After drying, the surface was scraped flat. Because the number of particles correctly oriented to reflect the parallel beam is much smaller than in divergent-beamfocusing diffraction, the chances of having a sufficiently random particle distribution are much lower . Particles <101.tm combined with specimen rotation are necessary to obtain reliable intensities for crystal structure analysis. Very small particles <l ! am should be avoided in patterns with overlapping reflections because of the profile broadening.
Even with these precautions, it is virtually impossible to prepare specimens with completely random orientation. The effect must be corrected in the crystal structure refinement by using a term GP in the calculation of the intensity of the model structure:
l¢.l¢(corr) =/calc × exp(-GP x q)2) (9) where q~ is the acute angle between the diffraction plane and the selected preferred-orientation plane (Rietveld, 1969) . This correction must be included even if the deviation from a completely random distribution is small.
We found from an analysis of many samples that there is no relation between the crystal morphology or cleavage and the incomplete randomness, and the effect often differs among samples of the same material. The so-called preferred-orientation plane must therefore be found by trial and error. For this purpose, the POWLS program was modified to use a very fast computer routine with only seven refinement cycles to search systematically the first dozen or so allowed Miller indices for the lowest R factor. Table 1 shows the results of such a run for a silicon sample and clearly demonstrates that the (100) plane obtained from (400) is the preferred-orientation plane with GP = -0.15. Other planes had smaller values of GP but larger R's. The corrections for silicon were up to 19% in some reflections. The CeOz and Co304 samples were very fine powders in which GP was small.
Results
Data were collected for a series of compounds and the results for several high-symmetry compounds are described below to illustrate the methods used.
Silicon
A number of silicon standard samples were prepared from NBS Standard Reference Material 640, 2"44 -0-08 442 !'69 -0"t9 620 1-25 0"29 533 2"40 -0-04 *Selected preferred-orientation plane. and sifted into various particle size ranges. Silicon is an excellent test sample, since there are no positional parameters, and there was no profile broadening. The data were used to check the experimental methods and the profile-fitting procedures. The pattern was recorded in two segments because a refilling of the storage ring was made before the run was completed. The shorter run, 60-15 ° , had seven peaks, and the longer, 135-47 °, had 29 peaks containing several intrinsically superimposed planes. The integrated intensity of the strongest reflection (111) was about 150 times higher than some of the weak reflections. The lattice parameter was 5"4308(3)A as determined by least-squares refinement.
With 1A X-rays and scans to 135 °, reflections could be recorded well beyond the Cu K~ sphere. The low background and well defined peaks gave reliable data for determining the temperature factor B = 0.498(6)A z in good agreement with Aldred & Hart (1973) and a neutron diffraction measurement (Will, Jansen & Schaefer, 1982) but higher than our previous Cu K~ value of0.26A 2 (Will, Parrish & Huang, 1983) . Further studies are necessary to determine if this is a reliable method for determining temperature factors, because in many experiments the systematic errors may be accounted for by exponential dependences and thus be absorbed into the temperature factor.
The POWLS refinement yielded R = 0-68% for 21 peaks and three variables, K, B and GP. Because there are no overlapping peaks, the integrated intensities could also be determined by simply adding the counts above background. This provides a good test for the quality of the profile-fitting analysis. Both the double-Gaussian and the numerical integration gave the same value of R.
Cerium oxide
The CeOz sample was prepared from NBS Standard Reference Material 674. Data were collected from 20 = 135-10 ° with 1A X-rays. CeO2 crystallizes in the CaF2-type structure with cubic symmetry, has no positional parameters and has many intrinsically overlapped reflections. Double-Gaussian profile analysis led to 35 well resolved peaks. The high intensities, low background and good monitor data were ideal for structure analysis. The refinement included the usual individual temperature factors, a scale factor and the preferred orientation term GP, which turned out to be zero within the standard deviation. A number of form factors taken from International Tables for X-ray Crystallography (1962) (Hartree-Fock, extended Hartree-Fock or Thomas-Fermi-Dirac) with different ionization states were tried: Ce 3+, Ce 4+, Ce °. The lattice parameter was found to be 5.4112(3)/~. Refinement with the full data set resulted in R = 2.9%, which was considerably higher than we experienced with many other data sets. The low-angle reflections had especially large differences between calculated and experimental intensities. This is a well known behavior if charge redistributions occur from atomic centers into regions between the ions, for example, if chemical bonding effects are dominant.
The redistribution of the spherical free-atom outer electron shell manifests itself in deviation in the formfactor curve at low scattering angles, generally below s=0.6-0.7A -~ owing to the principle of Fourier transformations.
At higher scattering angles, s>0.6-0.7A -~, the inner electron density is not affected by chemical bonding. The chemical bonding effect should not be confused with the ionization state which shows effects only at very low scattering angles. The data set was, therefore, divided into high-order and low-order reflections at s = (sin 0)/2 = 0.65A -~ after systematically varying the cut-off value s. Leastsquares refinement with only the 18 high-order peaks greatly improved R to 0.40%. Since only two temperature factors and a scale factor were needed, the solution was sufficiently overdetermined and the conclusion of charge redistribution appears to be justified. The high-order reflections correspond in direct space to the areas close to the atom origins and specifically to the inner-shell electrons not affected by the bonding, and are, therefore, customarily used to determine the crystal structure parameters. On the other hand, the low-order reflections are transformed in real space into regions between the atomic centers and are thus well suited to study the bonding. The structural parameters determined from the 18 highorder peaks were then used to calculate structure factors and intensities of the low-order reflections, and the large differences are shown in Fig. 4 .
These differences should appear in a difference Fourier map as electron densities in the bonds between the ions, and indeed such bonding features were observed in a preliminary calculation. The accuracy of such maps depends strongly on the scale factor and the model used for the structure-factor calculation, and, in this case, on the form factors. The complete analysis requires further work which is in progress. The calculation of difference Fourier maps from powder data is possible in this case because there is only one intrinsic overlap (511/333) in our low-order data set, and it is small compared with the other values. All other intensities can be readily reduced to I FI values.
Cobalt oxide
The compound Co 2 ÷ Co 3 + 04 is cubic and has the spinel structure, Fd2m-O~, with the oxygens in positions x,x,x. It was selected for analysis to determine the effect of broadened profiles caused by small particle sizes and high background on the structure refinement and determination of the stoichiometry.
The sample had been prepared by spreading an aqueous solution of cobalt nitrate on a titanium disk and heating it twice in oxygen to 973 K for 6 h. Shorter times or lower temperatures resulted in incomplete reactions or poorly crystallized samples. The fine- The size was about the same for all reflections and averaged 235(47)/k, indicating that the particles had the same dimensions in all directions. Because of the small particle sizes and specimen rotation, there was no preferred orientation, as shown by GP=0.01 _+ 0.01. The runs were made from 150 to 10 ° with 1.002/k X-rays covering a range in reciprocal space to s=0.964A-1; the limit of the Cu K~ sphere is 0.649A -1 The primary intensity was very stable during the run but the background was high because of Co K fluorescence and insufficient shielding of an adjacent beam line in the hutch (which was corrected after the run). The analysis used 45 resolved peaks and 12 very weak peaks representing a total of 109 hkl planes, many of which were intrinsically overlapped. The profile fitting was done with the cosinemodulated Gaussian of(l) and included background refinement.
The structure refinement included the oxygen positional parameter x, the three individual isotropic temperature factors B, a scale factor K and the preferred orientation correction term GP. For the form factor, we used Co 3+ for the octahedral sites, Co 2+ for the tetrahedral sites and O z-for oxygen; neutral oxygen gave a higher R value. Anomalousdispersion coefficients f' and f" were included in the final runs but gave no improvement. The intensities of the very weak peaks were estimated and included in the refinement. Refinements were done for two angular ranges: (a) the short range 90-10 ° which contained 30 peaks and led to R = 1.1%, and (b) the full range 150-10 ° which contained 57 peaks and gave R = 1.71% with no significant change of the parameters. The refinement used a weighting scheme based on the counting statistics as well as unit weights. The weighted R factor was always slightly higher than for unit weights. The lattice parameter, 8.0850(9)A, was determined by least-squares refinement which included zero-angle calibration.
The occupations of the cation positions given by the multipliers M1 and M z were also refined in the final cycles, because this compound may be nonstoichiometric. Mz was found to be twice M1 to within experimental error, indicating that the stoichiometry was correct. The precision was estimated to be about 1% of the ratio. The results are summarized in Table 2 . (3) mt 0"248(2) 0"248(2) M2 0"495(5) 0"498 (4) B(O) (/~2) 0"55(10) 0"58(7) B(Co 1 ) (/~z) 0-40(5) 0-38(5) B(Co2) (/~2) 0.23(2) 0.28 (2) Scale factor 0.386( 1 ) 0.387(2) GP (preferred orientation) -0"01(1) -0"01(1) R = R factor including very weak reflections (unit weights). R* = R factor without very weak reflections lunit weights). wR = weighted R factor.
Note: Figures in parentheses represent the estimated standard deviations.
Ytterbium oxide
The structure of Yb203 was refined with four data sets obtained with four wavelengths close to the longwavelength side of the Yb Lm absorption edge. The purpose was to determine the values off' for Yb from the structure data. Each of the four runs took 1"2 h. From 44 to 48 well resolved peaks arising from 101 intrinsically overlapped planes, the R factors were 1.69-1.24%. The details are described elsewhere (Will, Masciocchi, Hart & Parrish, 1987) .
Concluding remarks
Storage rings can provide excellent powder data. Accurate integrated intensities can be obtained from profile fitting of individual peaks and clusters of peaks for input into the POWLS program for structure refinements. The R values were in the range 0-4-1-7% for the simple high-symmetry substances analyzed and give confidence in trying more complicated structures. The precision of the refinements was not significantly reduced by profile broadening or by moderately high background.
A large number of planes were tried for the preferred-orientation correction to determine which gave the lowest R value. Small particle size and specimen rotation are essential. By use of the two-step method, other crystallographic studies are possible in addition to structure refinement. California, Berkeley, provided the anomalousdispersion values of cobalt. Dr Maurizio Bellotto aided in the final stages of data reduction. G. L. Ayers prepared the IBM Personal Computer programs.
