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Chapter 1
Introduction
Extremal events occur with small probability but often lead to catastrophic
consequences. In economics, these events often involve large movements of
asset prices, substantial losses or other tail behaviors of economic variables.
The adverse effect associated with these so-called heavy-tail phenomena is
often referred as the tail risk in financial econometrics.
This dissertation consists of three essays about statistical estimation and
inference methods concerning extremal events and tail risks. Statistics of ex-
tremes is challenging because the tail behavior of economic variables is often
governed by a very different law than that of its mean or median. While
parametric methods can easily suffer from misspecification problems, fully
non-parametric approaches often perform poorly due to the scarcity of ex-
tremal observations. Extreme value statistics adopt natural semi-parametric
estimators from a coherent probabilistic theory of the sample maxima which
is comparable to the theory of sums of random variables. Specifically, sup-
pose we have a random sample X1, . . . , Xn of some univariate positive-valued




where Y is non-degenerate. It turns out the distribution of Y , subject to
an appropriate affine transformation, is determined by a single parameter γ
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called the extreme value index. Precisely, the distribution of Y is Gγ(a ·+b)





, 1 + γx > 0.
with γ real and where for γ = 0 the right-hand side is interpreted as exp(−e−x).
When γ < 0 there is a finite right endpoint of the support of X. When γ = 0,
all the moments of X exist and in this case we say the tail of X is light. When
γ > 0, we say X has a heavy tail and condition (1.0.1) is equivalent to the





= x−1/γ, x > 0. (1.0.2)
In this case, we can show that E(Xr) = ∞ if r > 1/γ. The extreme value
index of daily returns/losses of stocks, market indices, and exchange rates
are often found to be between 0.2 and 0.4 in the finance literature; see, e.g.,
the survey papers by Cont (2001) and Gabaix (2009).
One of the most successful applications of extreme value statistics in risk
management is the estimation of the univariate extreme quantile
qα = inf{q : P(X > q) ≤ α}
where α is a given, small number. A natural extreme-value estimator is firstly
proposed by Weissman (1978) and its asymptotic theory is well developed in
literature; see, e.g., Section 4.3 in de Haan and Ferreira (2006).
The contribution of the next two chapters is a multivariate generalization
of both the estimation procedure and asymptotic theory for the extreme
quantile in arbitrary dimensions. Chapters 2 and 3 share the same spirit in
bridging the concepts of data depth and extreme value theory. Since there is
no complete ordering in Rd with d ≥ 2, the notions of a multivariate quantile
are established via the so-called data depth functions. Denote the underlying
random vector as X ∈ Rd and its distribution as P . A data depth is a P -
based function from Rd into [0,∞), denoted as D(·) = D(·;P ) that, ideally,
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is maximized at a relevant center (also called median) of the distribution
and decreases along the ray to zero from that centre, and satisfies many
desirable properties such as affine equivariance; see, e.g., Zuo and Serfling
(2000a). The depth value measures the centrality of a data point: extremely
low depth corresponds to a substantial outlyingness relative to the center of
the distribution. Our probabilistic model is heavily based on a multivariate
analogue of the regular variation condition (1.0.2) as follows: for some non-






for all Borel set B such that ν(∂B) = 0. The exponent measure ν fully
characterizes the tail dependence structure and heaviness of the underlying
distribution.
Chapter 2 starts from a particular depth example called the half-space
depth (Tukey, 1975) given by
HD(x) = inf {P (H) : x ∈ H ∈ H} , x ∈ Rd.
where H is the collection of all closed half-spaces. The half-space depth is
among the most popular choices in non-parametric studies since it naturally
satisfies many appealing properties regardless the underlying distribution.
We propose a natural, semi-parametric estimator of the extreme depth-based
quantile region given by
Q =
{
x ∈ Rd : HD(x) < β
}
such that p = PQ is a given, small probability. In the spirit of extreme-value
statistics, a refined consistency result is provided in the asymptotic embed-
ding that p = pn → 0 as n → ∞. The good performance of our extreme
estimator is clearly demonstrated in a simulation study. The extreme depth-
based quantile region is a collection of the joint extremal events of multiple
risks, which may relate to financial data corresponding to irregular market
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behaviors such as erroneous trades and financial crises. It is important for
the risk manager to understand the diversifiability between multiple assets,
and to evaluate the portfolio performance during the unlikely scenarios; see,
e.g., McNeil and Smith (2012).
Chapter 3 extends this approach to various depth functions, and, further-
more, establishes an asymptotic approximation theory of what-we-called (di-
rected) logarithmic distance between our estimated and true quantile region.
Therefore, we can construct (conservative) confidence sets that asymptoti-
cally cover the quantile region Q or its complement (often called the central
region), or both simultaneously, with (at least) a prespecified probability un-
der weak regular variation conditions. For the half-space depth, it is clear
that the multivariate asymptotic theory has a distinctive nature from the
univariate one, in the sense that the shape estimation error of the quantile
region plays a significant role in finite samples.
Chapter 4 develops a statistical inference theory of a recently proposed
tail risk measure by using the jackknife re-sampling technique and the empir-
ical likelihood method which avoid complicated estimation of the asymptotic
limit. This tail risk measure, which will be called relative risk henceforth,
is proposed in Agarwal et al. (2016) as follows: given a bivariate random
variable (X, Y ) representing losses on, e.g., individual and market portfolios
respectively, the relative risk of X against Y at level α ∈ (0, 1) is given by
ρα = ρα(X, Y ) = P(F1(X) > 1− α|F2(Y ) > 1− α)
E(X|F1(X) > 1− α)
E(Y |F2(Y ) > 1− α)
,
where F1, F2 are the marginal distribution functions of X and Y respectively.
It encompasses two parts: while the first part can be viewed as a finite-level
analogue of the tail dependence coefficients (Sibuya, 1959)
λ = lim
α↓0
P(F1(X) > 1− α|F2(Y ) > 1− α)
capturing the tail co-movement between X and Y , the second part is the
ratio of the expected shortfalls of X and Y at the same level α. Agarwal
5
et al. (2016) finds that the relative risk affects the cross-sectional variation
in hedge fund returns. Examining relative risk measures of individual US
bank equity losses against the market loss on Standard and Poor 500 (S&P
500), we document some empirical evidences of that maintaining a market
level, i.e. unit level, of bank-specific relative risks implies a minimal future
national financial instability during the 2009-crisis period. For regulators
who are interested in monitoring the relative risks of individual banks, we
provide a jackknife empirical likelihood inference procedure based on the
smoothed nonparametric estimation and a Wilks type of result. The good
coverage probability of the resulting confidence intervals is clearly shown in
a simulation study.




[Based on joint work with John H.J. Einmahl Estimation of Ex-
treme Depth-based Quantile Regions, Journal of the Royal Statis-
tical Society, forthcoming.]
Abstract. Consider the extreme quantile region induced by
the halfspace depth function HD of the form Q = {x ∈ Rd :
HD(x, P ) ≤ β}, such that PQ = p for a given, very small p > 0.
Since this involves extrapolation outside the data cloud, this re-
gion can hardly be estimated through a fully nonparametric pro-
cedure. Using Extreme Value Theory we construct a natural,
semiparametric estimator of this quantile region and prove a re-
fined consistency result. A simulation study clearly demonstrates
the good performance of our estimator. We use the procedure for
risk management by applying it to stock market returns.
Key words. Extreme value statistics, halfspace depth, multivariate quan-
tile, outlier detection, rare event, tail dependence.
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2.1 Introduction
The Depth-Outlyingness-Quantiles-Ranks paradigm of Serfling (2010)
states that the concepts of depth and quantile are essentially equivalent un-
der some regularity conditions for a Rd-valued random vector, say X. A
statistical depth function (Definition 2.1 in Zuo and Serfling, 2000a) pro-
vides a probability based ordering from the center (the point with maximal
depth value) outwards and therefore induces a multivariate quantile function
and vice versa under suitable regularity conditions, see, e.g., Serfling (2006).
Here we consider a seminal example introduced in Tukey (1975), called the
halfspace depth HD : Rd → [0,∞) defined by
HD(x, P ) = inf{P (H) : x ∈ H ∈ H}, x ∈ Rd,
where P is the probability measure of X and H is the class of closed halfs-
paces.
The depth function measures the outlyingness of points relative to the
center from a global perspective. The extreme depth-based quantile region
consists of the extremely outlying points, that is, it is of the form
Q = Q(X, β) = {x ∈ Rd : HD(x, P ) ≤ β} (2.1.1)
for a given, very small number p = PQ > 0. (In the sequel, without confu-
sion, we use the notations Q, QX , Q(X, β) and Q(X; p) interchangeably.)
It is the (closure of the) complement of the (1 − p)th central region which
itself enjoys many desirable properties including convexity (if P has a con-
tinuous distribution function) and nestedness, see Zuo and Serfling (2000b).
The extreme quantile contour is defined accordingly as C = Cβ = {x ∈ Rd :
HD(x, P ) = β}. Remarkably, the quantile region can be also generated with-
out any depth setting by the directional quantile, see Hallin et al. (2010) and
Kong and Mizera (2012). However, these two approaches require an explicit
value of β, which is unknown here in general. Extreme multivariate quantiles
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defined similarly but in terms of the probability density are studied in Cai
et al. (2011), see Remark 2.2.5 below.
The extreme depth-based quantile has strong practical values, particu-
larly in economics and finance studies. A direct application is to detect data
outliers, which occur with extremely small probability, e.g. financial data
corresponding to irregular market behavior such as erroneous trades and fi-
nancial crises. A second application is to reveal the jointly extreme behavior
of multivariate risks. This is important for the risk/portfolio manager to
understand the diversifiability between multiple risks/assets. Last but not
least, the extreme depth-based quantile can define the unlikely scenarios for
stress testing (McNeil and Smith, 2012).
The purpose of this paper is to estimate the quantile region Q (or the
quantile contour C) from a random sample from P . A natural nonparamet-
ric estimator of Q can be obtained by simply exploiting the sample depth
function. Here in the spirit of extreme value statistics, p is very small and
typically of order 1/n. This means that the number of data points that lie in
Q is small and can even be zero, leaving little information for estimating it
nonparametrically. Indeed, the estimator based directly on the sample depth
will perform poorly, which is demonstrated clearly in our simulation study.
We consider multivariate regularly varying distributions since our interest
is in extreme quantile regions that are far away from the distribution center
and the origin; see, e.g., Section 5.4 in Resnick (2007).
Assumption 2.1.1. The random vector X is multivariate regularly varying,
that is, there exists a measure ν (the exponent measure) such that, as t→∞,
P(X ∈ tB)
P(‖X‖ ≥ t)
→ ν(B) <∞ (2.1.2)
for every Borel set B ⊂ Rd that is bounded away from the origin and satisfies
ν(∂B) = 0 and tB = {tx : x ∈ B}. In addition, let ν(B) > 0 if B ⊃ H for
some H ∈ H.
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Here ‖·‖ can denote any norm on Rd. For convenience, we take ‖·‖ as the L2-
norm throughout this paper. This limit relation is a multivariate analogue
of the regular variation condition in univariate extreme value theory, when
the probability distribution is in the max domain of attraction of a Fréchet
distribution. It is satisfied by many multivariate distributions with a heavier
tail. Examples include those in the sum-domain of attraction of α-stable
distributions and elliptical distributions with heavy tails such as multivari-
ate t-distributions. When d = 2, it can also be tested formally using the
procedure in Einmahl and Krajina (2016). It follows that ν is homogeneous,
that is, there exists a γ > 0 such that for all t > 0
ν(tB) = t−1/γν(B); (2.1.3)
see, e.g., de Haan and Resnick (1979). The number γ is called the extreme
value index. Clearly, ν defines a probability measure on the complement of
the open unit ball in Rd. Exploiting this assumption we will construct an
estimator of Q based on the statistics of extremes methodology. We shall
show that ν asymptotically determines the shape of extreme quantile region.
We also assume that the measure ν is positive on halfspaces to prevent that
the extreme quantile regions will be degenerate in some directions.
While there exist many different notions of data depth, the halfspace
depth has many appealing intrinsic properties regardless the underlying dis-
tribution and broad applicability. It is therefore often preferred in nonpara-
metric studies, see, for example, Donoho and Gasko (1992), Yeh and Singh
(1997), Struyf and Rousseeuw (1999), and Liu et al. (1999). In the survey
paper Zuo and Serfling (2000a) this is summarized by “it is found that the
halfspace depth behaves very well overall in comparison with various competi-
tors”. Other depths, like the Mahalanobis (1936), spatial (Chaudhuri, 1996;
Serfling, 2002) or projection-based depth (Zuo, 2003) are useful for many ap-
plications but are established mainly for their distributional characteristics
in the central region but not in the tail. In contrast, as shown below, the
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halfspace depth conveys profound information about the probabilistic struc-
ture of the tail and provides a natural link to multivariate extreme value
theory. More precisely we have the following: if X̃ has probability measure
P̃ and P and P̃ are identical outside some bounded subset of Rd, then for
the halfspace depth and very small p, Q(X; p) = Q(X̃; p), whereas for one
of the just mentioned depths (Mahalanobis, spatial, projection-based) we do
not necessarily have P (Q(X; p)∆Q(X̃; p))/p→ 0 as p ↓ 0 (where ∆ denotes
‘symmetric difference’).
It is inconvenient that outside the convex hull of the data the sample
halfspace depth is equal to 0. This could be circumvented by considering a
smoothed version of the empirical distribution that is supported on the whole
Rd. Our proposed procedure can be seen as based on such a smoothed ver-
sion of the empirical distribution in the tail, where the smoothing is done by
using extreme value statistics. This has not only the advantages of smooth-
ing the point masses and yielding positive values (which could be done in
many ways), but, most importantly, it also yields a statistically much better
estimator of the halfspace depth in the tail. Many other depths, e.g. the
spatial depth, Mahalanobis depth and projection-based depth, do not suffer
from the discreteness of the empirical distribution, but this in itself does not
guarantee good statistical properties in the tail of their empirical versions.
The estimation of their corresponding extreme quantile region remains an is-
sue because of the unknown underlying depth value β, which is very difficult
to approximate in the tail.
This paper is organized as follows. In Section 2 we construct our estima-
tor and show some of its properties and we establish a refined consistency
result. Section 3 demonstrates the excellent performance of our estimator in
a simulation study while Section 4 presents a real-life financial application.
The proofs are deferred to the end.
The data that are analysed in the paper and the programs that were used
to analyse them may be obtained from
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http://wileyonlinelibrary.com/journal/rss-datasets
2.2 Main Results
Consider a random sample X1, . . . ,Xn from P . Define the radii R = ‖X‖
and Ri = ‖Xi‖ for i = 1, . . . , n. We order the Ri’s as R1:n ≤ . . . ≤ Rn:n.





, where F←R is the left-
continuous inverse of FR. We require:
Assumption 2.2.1. P (Cβ) = 0 for all β > 0.
This is to ensure the existence of Q for all p ∈ (0, 1).
Proposition 2.2.1. Under Assumption 2.2.1, for any 0 < p < 1, it holds
that P (Q(X, β)) = p, where β = sup{β̃ : P (Q(X, β̃)) ≤ p}.
It follows from above that the function P(R ≥ t), t > 0, is regularly






= c ∈ (0,∞).
This is weaker than the often used second-order condition with a negative
second order parameter ρ, see Theorem 2.3.9 in de Haan and Ferreira (2006).
We parametrize the halfspace H = Hr,u by a pair of parameters (r,u)
with r ∈ R and u ∈ Θ := {u ∈ Rd : ‖u‖ = 1}. Here u is its unit normal
vector and r is the lower bound of the inner product between u and points
in H. Precisely, we write
Hr,u = {x ∈ Rd : uTx ≥ r}
and its collection H = {Hr,u : r ∈ R,u ∈ Θ}. Then the halfspace depth
function can be written in a simplified way as
HD(x, P ) = inf
u∈Θ
P (HuTx,u).
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Therefore the extreme quantile region we wish to estimate can be rewritten
as
Q = {x ∈ Rd : inf
u∈Θ
P (HuTx,u) ≤ β}
where PQ = p ∈ (0, 1) with p = pn → 0 as n → ∞. This means that both
Q and β depend on n, that is Q = Qn and β = βn.
Accordingly to Tukey’s halfspace depth, define the extreme halfspace
depth function by
HD(z, ν) = inf{ν(H) : z ∈ H ∈ H} = inf
u∈Θ
ν(HuT z,u), z 6= (0, . . . , 0)T .
Observe that ν(Hr,u) =∞ for any halfspace Hr,u with r ≤ 0.
There is a uniform limit relation, analogous to (2.1.2), between HD(·, P )
and HD(·, ν):





∣∣∣∣HD(tz, P )P(R ≥ t) −HD(z, ν)
∣∣∣∣ = 0.
We derive our estimator by using this relation with t = U(n/k), where
k = kn ∈ {1, . . . , n} is an intermediate sequence, that is,
Assumption 2.2.3. k = kn satisfies k →∞ and k/n→ 0, as n→∞.
The second part is needed to apply Proposition 2.2.2; the first part will ensure
that the effective sample size tends to ∞. Now with Proposition 2.2.2 and
the homogeneity property of ν, we can approximate Q with{
U(n/k)x ∈ Rd : k
n








{z ∈ Rd : HD(z, ν) ≤ 1}.
(2.2.1)
Substituting the implicit β by its approximation p/ν(S), see Lemma 6 in the
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where
S = {z ∈ Rd : HD(z, ν) ≤ 1} = {z = rw : r ≥ (HD(w, ν))γ,w ∈ Θ}.
Hence we need estimators for U(n
k






Rn−k:n, the (k + 1)-st largest radius in the data. The extreme value index
γ can be estimated using the univariate data of radii by various methods;
see, e.g., Hill (1975), Smith (1987) and Dekkers et al. (1989). The typical
convergence rate of the estimator γ̂ > 0 is of order k−1/2. For the rest, it is
sufficient to provide an estimator of the measure ν, which determines both
the set S and ν(S). A natural estimator of ν(B) on any Borel set B, which
















where Pn is the empirical probability measure of X1, . . . , Xn. However, to
recover the homogeneity of ν in our estimation we adopt another estimator
on halfspaces Hr,u given by ν̂
∗(Hr,u) = r
−1/γ̂
+ ν̂(H1,u) with r+ = max{r, 0}.
Then we define
Ŝ = {z = rw : r ≥ (HD(w, ν̂∗))γ̂,w ∈ Θ}.
Collecting all the estimators above we estimate Qn by














(HD(w, ν̂∗))γ̂w : w ∈ Θ
 .
We present some properties of the estimated quantile region Q̂n.
Proposition 2.2.3. Under Assumption 2.2.1, the estimated quantile regions
have, almost surely, following properties:
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(a) The complement of Q̂n, denoted as Q̂cn, is bounded and convex.
(b) Orthogonal and scale equivariance: for any orthogonal d × d matrix R
and c > 0, provided the estimator γ̂ is (positive) scale invariant (e.g.
Hill, 1975; Smith, 1987; Dekkers et al., 1989), it holds that
Q̂n(cRX; p) = cRQ̂n(X; p) := {cRx : x ∈ Q̂n(X; p)}.
(c) The Q̂n are nested: for p1 < p2, Q̂n(X; p1) ⊂ Q̂n(X; p2).
For similar results for quantile regions based on the true or sample half-
space depth, see Donoho and Gasko (1992) and Zuo and Serfling (2000a,
2000b).
We now present our main result with “
P−→” denoting convergence in prob-
ability.
Theorem 2.2.1. Suppose Assumptions 1 - 4 hold and γ̂ is an estimator such
that
√
k(γ̂ − γ) = OP(1). If, as n→∞, (log np)/
√
k → 0, then
sup
x∈Ĉn
|logHD(x, P )− log β| P−→ 0 and P (Q̂n∆Q)
p
P−→ 0.
Remark 2.2.1. The above approach treats p as explicitly given and solves the
implicit β. We consider that it is also natural to, instead, have β explicitly
given; see, e.g., Hallin et al. (2010) and Kong and Mizera (2012). In this
case one step in the derivation of the estimator can be omitted: the replace-
ment of β by its unknown asymptotic substitute p/ν(S) is not necessary now
and hence the procedure becomes easier, see equation (2.2.1) and below. In









and the modified quantile contour Ĉ∗n can be defined analogously. Proposition
2.2.3 and Theorem 2.2.1 still hold with Q̂n replaced by Q̂∗n and Ĉn by Ĉ∗n.
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Remark 2.2.2. When p is sufficiently small we can write ∂Q = {ρ(w)w :
w ∈ Θ} and Ĉn = {ρ̂(w)w : w ∈ Θ} with (unique) positive radius functions
ρ and ρ̂. Then using the intermediate results in the on-line supplementary
material, it can be shown that
sup
w∈Θ
∣∣∣∣ ρ̂(w)ρ(w) − 1
∣∣∣∣ P−→ 0 and λ(Q̂n∆Q)λ(Qcn) P−→ 0,
where λ denotes Lebesgue measure.
Remark 2.2.3. We can separate the choices of k for estimation of γ and the
measure ν, respectively kγ and kν , say. Then Theorem 1 requires that both kγ
and kν satisfy Assumption 2.2.3,
√
kγ(γ̂−γ) = OP(1), and (log kνnp)/
√
kγ → 0.
The actual choice of k for a finite sample is a well-known issue. A heuristic
guideline is to choose a k that gives almost the same estimates in its neigh-
borhood. For example, here a two-step selection procedure may be adopted.
Plot γ̂ against k, search for the first stable region in the graph and choose kγ
to be the midpoint of this region and find an estimate of γ. Then choose kν
in a similar manner by plotting ν̂(Ŝ) (using the just obtained γ̂) against k.
Remark 2.2.4. Note that Q̃n has the same shape as S, which does not de-
pend on n. This means that the extreme quantile regions Q = Qn are
approximately homothetic. Here the limiting shape, i.e. the shape of S, is
fully characterized by the exponent measure ν. In general, the shape of the
extreme quantile region is determined by the choice of the depth function
but not necessarily by the tail of the distribution. For example, for the
projection-based depth this shape is determined by the scale measure, which
is usually taken to be the median absolute deviation (MAD) of the projection
random variable, see Zuo (2003).
Remark 2.2.5. The aforementioned paper Cai et al. (2011) studies related
extreme quantile regions defined in terms of the density instead of the depth.
Therefore, in contrast to this paper, for the construction of those quantile
regions obviously the existence of the density is needed and for deriving their
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asymptotic properties the stronger multivariate regular variation at the den-
sity level is required. Hence the present method has a broader applicability.
Note that the density-based regions can be very different from the present
ones, e.g., their corresponding central regions need not be convex. It depends
on the type of application which features of the region are preferred.
Remark 2.2.6. In the recent paper Einmahl et al. (2015a) the sample halfs-
pace depth has been refined to yield an estimator that performs well in both
the central part of the distribution and the tail. The procedure and the
goal of the present paper are substantially different from those of that paper.
There the goal is to estimate HD(·, P ) well on a very large region in Rd and
to apply this refined estimator, whereas here we focus on a procedure that
performs well in the tail and use it for estimating extreme quantile regions.
More specifically, there the refinement of the estimator is done first at the
univariate level for the projected data, whereas here directly a multivariate
approach is used.
2.3 Simulation Study
In this section a simulation study is carried out to evaluate the finite-sample
performance of our extreme quantile estimator. The extreme value index γ
is estimated by the Hill (1975) estimator. Boxplots are presented based on
100 scenarios. We consider the following multivariate distributions.
• The bivariate Cauchy distribution (γ = 1) with density
f(x, y) =
1
2π(1 + x2 + y2)3/2
, (x, y) ∈ R2.
• The bivariate Student-t3 distribution (γ = 1/3) with density
f(x, y) =
1
2π(1 + (x2 + y2)/3)5/2
, (x, y) ∈ R2. (2.3.1)
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4π(1 + (x2/4 + y2)3)
3/2
, (x, y) ∈ R2.
• An affine transformation of the bivariate Cauchy (γ = 1) random vector
Y :




















1 + (x2 + y2)3
)3/2 , (x, y) ∈ R2.
This is a distribution with clover-shaped (hence non-elliptical and non-
convex) density contours; cf. Cai et al. (2011). Recall that, however,
halfspace-depth based quantile contours are always convex.
• The trivariate Cauchy distribution (γ = 1) with density
f(x) =
1
π2(1 + x2 + y2 + z2)2
, (x, y, z) ∈ R3. (2.3.3)
Figure 2.1 shows the true and estimated quantile regions of the bivariate
distributions for p = 1/2000, 1/5000, or 1/10000 with sample size n = 5000
and k = 400. (For the bivariate clover distribution we can depict only ap-
proximate true quantile contours because of computational complexity.) The
estimated regions are all close to the true ones. It is clear that our (estimated)
extreme quantile regions belong to an ‘almost empty’ space, i.e., a space with
few or even no observations.
Table 2.1 shows the median of the relative errors of our extreme (EVT)
estimator for p = 1/5000 based on 100 samples of size n = 5000 or n = 1000.
In the former case we consider three different choices of k: 200, 400 and 800.
Our EVT estimator performs well for all these cases.
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Figure 2.1: True (solid) and estimated (dashed) quantile regions for p =
1/2000, 1/5000 or 1/10000 based on one sample of size 5000 with choice of
k = 400.
P (Q̂n∆Q)/p supx∈Ĉn |logHD(x, P )− log β|
Biv. Cauchy 0.35 0.21 0.22 0.43 0.49 0.34 0.30 0.62
Biv. Student t3 0.42 0.29 0.33 0.42 0.70 0.52 0.55 0.84
Elliptical 0.37 0.26 0.20 0.64 0.77 0.53 0.39 1.06
Affine Cauchy 0.30 0.30 0.38 0.52 0.55 0.47 0.60 0.82
Triv. Cauchy 0.29 0.32 0.23 0.47 0.54 0.51 0.36 0.81
Table 2.1: Median of the relative errors of EVT estimates for p = 1/5000
based on 100 samples. In both panels, the first three columns in each panel
are for n = 5000 with k = 200, 400, 800 and the last column is for n = 1000
with k = 150.
Next we compare our EVT estimator to the (fully) nonparametric esti-
mators with n = 5000. Only the estimator of the depth, not the quantile,













































































































































































































































































































































































contours are established in the nonparametric literature. Therefore we con-
sider the cases with β = 1/n and use the modified estimator Q̂∗n for the
extreme quantile region, see Remark 1, to ensure these methods are compa-
rable. A simple nonparametric estimator is the closure of the complement of
the convex hull of the data, which is directly based on the sample depth func-
tion. Alternatively, the quantile regions can be estimated using the envelope
of the sample directional quantile lines by Hallin et al. (2010) or Kong and
Mizera (2012). Figure 2.2 shows an example. Clearly our EVT estimator
completely outperforms the nonparametric ones.











Figure 2.2: True and estimated quantile regions of bivariate Cauchy distri-
bution for β = 1/5000 based on one sample of size 5000, for k = 400.
Figure 2.3 clearly demonstrates the good performance of the EVT estima-
tor. It produces much smaller medians and ranges of relative errors at both
the probability and depth level for all the distributions we consider compared
to the fully nonparametric approaches.
2.4 Application
In this section we present a real-world finance application. The dataset,
downloaded from Datastream, consists of the daily international market price
indexes of Standard and Poors S&P 500 from the United States, the Financial
Times Stock Exchange FTSE 100 from the United Kingdom and the Nikkei
225 index from Japan. The sample period is from July 2, 2001 to June 29,
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2007. The daily market return is then computed as the logarithm of the ratio
of current and one-period ago price, giving rise to 1564 observations for each
country.
As usual the squared stock returns exhibit moderate autocorrelation and
the Ljung-Box test rejects the serial independence for all these univariate
datasets. Hence we cannot work with the raw data since the i.i.d. assumption
may be inappropriate. A solution is to, instead, work on the ‘innovations’,
which can be obtained by filtering out the volatility clustering and leverage
effects from the raw return data. For each time series of market returns,
we assume an exponential GARCH(1,1) model (Nelson, 1991) and fit the
parameters by maximizing the quasi-likelihood corresponding to Student-t
distributed innovations, denoted as z, with an unknown number of degrees
of freedom. Now the Ljung-Box tests do not reject the serial independence of
the original, absolute, nor squared sample innovations at the 5% level. The
innovations z will also be called the filtered returns. We are interested in
the conditional, on the information at time t− 1, extreme quantile region of






t ), since it describes the tail of the
distribution one day ahead. This conditional quantile region can be obtained






t ), which can
be estimated directly through our approach.
Next we check the equality of the extreme value indices for the positive
and negative tails of the univariate returns, implied by Assumption 2.1.1.
The Hill estimates, for k = 80, for the right and left tails of the filtered
returns in all three markets, in increasing order, are: 0.1775, 0.1779, 0.2230,
0.2247, 0.2550, 0.2614. The maximal difference is 0.0839, which, based on the
asymptotic normality of the Hill estimator, corresponds to an approximate
p-value of 0.165. Hence there is no evidence for the inequality of these six
extreme value indices. We also test for bivariate regular variation of the
filtered returns of the three possible pairs of markets using the test in Einmahl















































Figure 2.4: Predicted bivariate quantile regions of raw returns on July 2,
2007 (1 trading day ahead) for p=1/2000, 1/5000, 1/10000 based on the price
data from July 2, 2001 to June 29, 2007. The plotted return observations
are computed from the filtered returns using the predicted variance.
(at the 5% significance level).
Figure 2.4 shows the predicted bivariate extreme quantile regions/contours
of raw returns for p = 1/2000, 1/5000, 1/10000 for July 2, 2007 (that is, one
trading day ahead) for every pair of markets with k = 160. These figures con-
vey crucial information to the risk manager. The extreme quantile regions
reveal the (conditional) tail dependence structure of international capital
market. Neglecting the joint behavior can lead to an overestimated diversifi-
ability of risks across international markets and, therefore, underestimation
of systematic risk; see, e.g., Longin and Solnik (2001). Furthermore, these
extreme quantile regions also provide a set of unlikely scenario for stress
testing (McNeil and Smith, 2012).
Another application of the depth-based extreme quantile regions is to
detect data outliers. Here we consider a practical definition of outlier, namely
that a data point has a rare joint innovation behavior: more precisely, its
innovations lie in the (estimated) quantile region of filtered returns for an
extremely small p, say 1/10000. Note that an outlier in a high dimensional
space is not necessarily an outlier in its subspaces with reduced dimensions.
This means the outcome depends on the choice of the data space. In our




























Figure 2.5: Estimated trivariate quantile regions of filtered returns with
p=1/10000.
sample, we observe the biggest loss in the US market on February 27, 2007
during the well-known “Chinese Correction” event. On the same day, the
Chinese market index (SSE Composite index) dropped by 9%, breaking the
10-year record. We observe from Figure 2.5 that this data point is inside the
estimated, with k = 300, extreme trivariate quantile region for p = 1/10000,
i.e., the space above the surface. We conclude that this point is an outlier in
the three-dimensional space.
Acknowledgement We are very grateful to two referees, an Editor, and an
Associate Editor for many insightful comments, questions and suggestions,
which led to this greatly improved version of the manuscript.
2.5 Proofs
Proof of Proposition 1. Let 0 < p < 1 and β = sup{β̃ : P (Q(X, β̃)) ≤ p}.
Note that 0 < β < 1. Take a sequence of positive numbers {β−m}∞m=1 such
that β−m ↑ β as m → ∞. It follows that {Q(X, β−m)}∞m=1 is an increasing
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P (Q(X, β−m)) ≤ p.





x ∈ Rd : HD(x, P ) < β
}
= Q(X, β) \ Cβ.
Hence P (Q(X, β)) = P (Q(X, β) \ Cβ) ≤ p by Assumption 2. On the other
hand, taking a sequence of numbers {β+m}∞n=1 such that β+m ↓ β as m → ∞,
analogously, it holds that
p ≤ lim
m→∞






= P (Q(X, β)).
It follows that P (Q(X, β)) = p.
We first prove Proposition 3 and then Proposition 2 and Theorem 1.
Proof of Proposition 3. (a) For boundedness and convexity we only need to
examine Ŝc. The boundedness holds since, almost surely, HD(u, ν̂∗) ≤
ν̂(H1,u) ≤ 1, u ∈ Θ. Next we show that Ŝ = ∪u∈ΘH(ν̂(H1,u))γ̂ ,u. Take
arbitrary x =: rw ∈ ∪u∈ΘH(ν̂(H1,u))γ̂ ,u, with w ∈ Θ. Then for some
u ∈ Θ, x ∈ H(ν̂(H1,u))γ̂ ,u, and therefore uTx = ruTw ≥ (ν̂(H1,u))γ̂,
i.e., r ≥ (uTw)−1(ν̂(H1,u))γ̂ =
(
ν̂∗(HuTw,u)
)γ̂ ≥ (HD(w, ν̂∗))γ̂. Hence
x ∈ Ŝ. Now take arbitrary x =: rw ∈ Ŝ. Note that for all w ∈ Θ, we
have HD(w, ν̂∗) = ν̂∗(HuTw,u) with some u = u(w) ∈ Θ and it follows
that x ∈ H(ν̂(H1,u))γ̂ ,u. Hence we obtain that Ŝc = ∩u∈ΘHc(ν̂(H1,u))γ̂ ,u is
convex.
(b) It suffices to prove the orthogonal and scale equivariance separately. The
orthogonal transformation has no impact on the radii R1, . . . , Rn of the
random vectors X1, . . . ,Xn. It is easy to verify that the only change is
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ŜRX = RŜX , then the orthogonal equivariance follows. The scale equiv-
ariance comes in a similar way by using the facts ÛcX(n/k) = cÛX(n/k)
and other components of the estimate remain the same.
(c) Straightforward.
To prove Proposition 2 we need some lemmas for which we assume that






∣∣∣∣P(X ∈ tH1,u)P(‖X‖ ≥ t) − ν(H1,u)
∣∣∣∣ = 0.





∣∣∣∣P(X ∈ tH1,u)ct−1/γ − ν(H1,u)
∣∣∣∣ = 0.
Now the result follows from Assumption 3.





∣∣∣∣ P(X ∈ tH)P(‖X‖ ≥ t) − ν(H)
∣∣∣∣ = 0,
where Hε = {Hr,u ∈ H : r ≥ ε}.
Proof. For r ≥ ε > 0,∣∣∣∣P(X ∈ tHr,u)P(‖X‖ ≥ t) − ν(Hr,u)
∣∣∣∣ ≤P(X ∈ trH1,u)P(‖X‖ ≥ tr)
∣∣∣∣P(‖X‖ ≥ tr)P(‖X‖ ≥ t) − r−1/γ
∣∣∣∣
+ r−1/γ
∣∣∣∣P(X ∈ trH1,u)P(‖X‖ ≥ tr) − ν(H1,u)
∣∣∣∣ .
The result follows from Lemma 2.5.1 [cf. Theorem 2.1 in de Haan and Resnick
(1987)].
Lemma 2.5.3. The function ν(H1, ·) is continuous on Θ and hence δ0 :=
infu∈Θ ν(H1,u) > 0.
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Proof. Take arbitrary u, v ∈ Θ such that δ := ‖u− v‖ ∈ (0, 1). Note that
H1,u \H1−δ1/2,v ⊂ {x ∈ Rd : (u− v)Tx ≥ δ1/2} ⊂ δ−1/2C
where C = {x ∈ Rd : ‖x‖ ≥ 1}. It follows that
ν(H1,u \H1,v) ≤ ν(H1,u \H1−δ1/2,v) + ν(H1−δ1/2,v \H1,v)
≤ ν(δ−1/2C) + [(1− δ1/2)−1/γ − 1]ν(H1,v)
≤ δ1/(2γ) + [(1− δ1/2)−1/γ − 1]
and, analogously, ν(H1,v \H1,u) can be bounded by the same number. Hence
the continuity follows since |ν(H1,u)− ν(H1,v)| ≤ ν(H1,u \ H1,v) + ν(H1,v \
H1,u) can be made arbitrarily small for sufficiently small δ. The continuity of
ν(H1, ·) on the compact Θ in combination with the last part of Assumption
1 yields δ0 > 0.
Lemma 2.5.4. Let δ be a constant such that 0 < δ ≤ δγ0 and let ε > 0. Then
for all z ∈ Rd with ‖z‖ ≥ ε,
HD(z, ν) = inf
uT z≥δε
ν(HuT z,u)
and there exists a M > 0, which only depends on δε, such that for all t ≥M
HD(tz, P ) = inf
uT z≥δε
P (HtuT z,u).
Proof. We only prove the second part. The proof of the first part is similar.



























→ ν(H‖z‖,z/‖z‖) = ‖z‖−1/γ ν(H1,z/‖z‖)
≤ ε−1/γ(1− δ0),
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where in last step we use the fact ν(H1,w) ≤ ν(Bc) − ν(H1,−w) ≤ 1 − δ0. It
then follows from Lemma 2.5.2 that there exists a M = Mδε > 0, such that



















This implies that infuT z<δε P (HtuT z,u) > infu∈Θ P (HtuT z,u) = HD(tz, P )
and consequently the second part of the lemma.




















∣∣∣∣ P (HtuT z,u)P (‖X‖ ≥ t) − ν(HuT z,u)
∣∣∣∣ .
The rest follows from Lemma 2.5.2.
To prove Theorem 1 we need some further lemmas. In the sequel we will
always assume that the conditions of the theorem hold.
Lemma 2.5.5. For each ε > 0, there exists t0 > 0 such that for t > t0{












Proof. It suffices to prove, for large t{












Write δ = (δ0/2ε)























> 2ε− ε = ε.
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Lemma 2.5.6. As n→∞, p/β → ν(S).
Proof. Under Assumption 1, P (‖X‖ ≥ U (1/β)) /β → 1, as n→∞. Hence,
as n→∞,
p =P (Q) = P ({x ∈ Rd : HD(x, P ) ≤ β})










By Lemma 2.5.5 we know, when n is large,
Sn :=
{












Then Proposition 2 yields that for any ε > 0 there exists an Mε such that
when n > Mε,




∣∣∣∣ pβ − ν(S)
∣∣∣∣ ≤ ν((1−ε)S)−ν((1+ε)S) = ν(S)((1−ε)−1/γ−(1+ε)−1/γ),
which immediately implies our result since ε is arbitrary.
Lemma 2.5.7. As n→∞,
sup
w∈Θ
∣∣∣∣HD(w, ν̂∗)HD(w, ν) − 1
∣∣∣∣ P−→ 0.




























































































































































































































































ν(H) = (1 + η)−1/γ inf
u∈Θ
ν(H1,u) =: 2δ.
Note that H1+η is a VC class and that condition (5.1) in Alexander (1987)
holds with γn = kδ/n since it can be shown that g(γn) is bounded, as n→∞.




















) − 1∣∣∣∣∣ ≤ supP (H)≥ kδ
n
∣∣∣∣Pn(H)P (H) − 1
∣∣∣∣ P−→ 0.






























































































































































































) → (1− η)−1/γ.
Since η can be arbitrarily small, it follows from above that both II1 and II2
can be arbitrarily small when n is sufficiently large. This implies that II
P−→ 0.
Hence (2.5.1) holds. For the rest now it is sufficient to show
sup
w∈Θ
|HD(w, ν̂∗)−HD(w, ν)| P−→ 0. (2.5.2)
Note that, if (2.5.2) is true, we are done since
inf
w∈Θ







Take a δ > 0 such that 0 < δ < δγ0 . From Lemma 2.5.4 we know for w ∈ Θ
HD(w, ν) = inf
uTw≥δ
{ν(HuTw,u)}.
Next, define the events Ω̃n = {(infu∈Θ ν̂(H1,u))γ̂ > δ}. It holds that P(Ω̃n)→
1, n→∞, by the uniform convergence of ν̂ from (2.5.1) and the consistency
of γ̂. Analogously to Lemma 2.5.4 we also have, on Ω̃n,
HD(w, ν̂∗) = inf
uTw≥δ
{ν̂∗(HuTw,u)}.
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∣∣δ1/γ−1/γ̂ − 1∣∣+ δ−1/γ sup
u∈Θ
|ν̂(H1,u)− ν(H1,u)|.
By the consistency of γ̂ and (2.5.1) we can conclude that (2.5.2) is true.
Lemma 2.5.8. As n→∞,
ν̂(Ŝ)
P−→ ν(S).







































≤ P (U(n/k)(1 + ε)





P (U(n/k)(1 + ε)2S)
































P−→ ν((1− ε)2S) = (1− ε)−2/γν(S).
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Define events
Ωn = {(1 + ε)2U(n/k)S ⊂ Û(n/k)Ŝ ⊂ (1− ε)2U(n/k)S}
then P (Ωn)→ 1 because of Û(n/k)/U(n/k)































P−→ [(1− ε)−2/γ − (1 + ε)−2/γ]ν(S)
where ε can be chosen arbitrarily small. Hence ν̂(Ŝ)
P−→ ν(S).





Note that, as n→∞, the continuity of U yields Û(n/k)/U(n/k) P−→ 1 while
Lemma 2.5.8 and the consistency of γ̂ imply that (kν̂(Ŝ)/np)γ̂/(kν(S)/np)γ
P−→
1. Moreover, Assumption 3 gives that, as n→∞,
U(n/k)(k/n)γ → cγ and U(1/β)βγ → cγ.












P−→ 1 · c
γ
cγ
· 1γ = 1.
Combining this with Lemma 2.5.7 and writing rw = (HD(w, ν))γ, we obtain
sup
w∈Θ
∣∣∣∣ r̂wnrw − 1
∣∣∣∣ P−→ 0.
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This implies that, for any ε > 0, the probability of the events Ωn = {(1 −
ε)rw ≤ r̂wn ≤ (1 + ε)rw, for all w ∈ Θ} converges to 1 as n→∞. Then, on
Ωn for large n,
sup
x∈Ĉn




∣∣∣∣HD(U(1/β)r̂wn w, P )P(‖X‖ ≥ U(1/β)) −HD(HD(w, ν)γw, ν)
∣∣∣∣(1 + o(1)) + o(1)
≤ sup
w∈Θ




∣∣∣∣HD((1− ε)U(1/β)rww, P )P (‖X‖ ≥ U(1/β)) − HD((1 + ε)U(1/β)rww, P )P (‖X‖ ≥ U(1/β))
∣∣∣∣(1 + o(1))
+ o(1)
=: I + II + o(1).
Here the o(1)-terms stem from the convergence P(‖X‖ ≥ U(1/β))/β → 1
(n→∞). By Proposition 2, we know I P−→ 0 and
II
P−→ [(1− ε)−1/γ − (1 + ε)−1/γ]HD(rww, ν) = (1− ε)−1/γ − (1 + ε)−1/γ.
Since ε can be arbitrarily small, it holds that, as n→∞,
sup
x∈Ĉn
∣∣∣∣HD(x, P )β − 1
∣∣∣∣ P−→ 0,
which immediately implies the first part of the theorem.
Next, we show that the second part of the theorem follows from the first
part. Write β̂+n = supx∈Ĉn HD(x, P ) and β̂
−
n = infx∈Ĉn HD(x, P ). Because
of the nestedness of Q(X, β), by Theorem 2.11 in Zuo and Serfling (2000a),









P (Q∆Q(X, β̂−n ))
p
=
∣∣∣∣∣PQ(X, β̂+n )− PQp
∣∣∣∣∣+




















=: I + II.
The first part of the theorem implies that β̂+n /β
P−→ 1 as n → ∞. It follows
that β̂+n
P−→ 0 and then, similar to Lemma 2.5.6, PQ(X, β̂+n )/β̂+n
P−→ ν(S) as
n→∞. Hence, together with Lemma 2.5.6, we have I P−→
∣∣∣ν(S) · 1 · 1ν(S) − 1∣∣∣,
as n→∞. Similarly, II P−→ 0, n→∞.





Abstract. Consider the small-probability quantile region in ar-
bitrary dimensions consisting of extremely outlying points with
nearly zero data depth value. Since its estimation involves extrap-
olation outside the data cloud, an entirely nonparametric method
often fails. Using extreme value statistics, we extend the semi-
parametric estimation procedures in Cai et al. (2011) and He
and Einmahl (2016) to incorporate various depth functions. Un-
der weak regular variation conditions, a general consistency re-
sult is derived. To construct confidence sets that asymptotically
cover the extreme quantile region or/and its complement with
a pre-specified probability, we introduce new notions of distance
between our estimated and true quantile region and prove their
asymptotic normality via an approximation using the extreme
value index only. Refined asymptotics are derived particularly
for the half-space depth to include the shape estimation uncer-
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tainty. The finite-sample coverage probabilities of our asymptotic
confidence sets are evaluated in a simulation study for the half-
space depth and the projection depth. We also apply our method
to financial data.
3.1 Introduction
Associated with a probability distribution P on Rd (d ≥ 1), a data depth is
a P -based function from Rd to [0,∞), denoted as D(·) = D(·;P ), such that
provides a center-outward ordering in Rd. This interpretation suggests that a
relevant ‘center’ (also called median) with maximal depth value is available,
and low/high depth corresponds to outlyingness/centrality relative to that
center. For more discussions of its general notions we refer to Liu et al.
(1999), Zuo and Serfling (2000a), Serfling (2006) and the many references
therein.
Consider the extreme depth-based quantile region consisting of the ex-
tremely outlying points, that is, of the form
Q = Q(X, β) = {x ∈ Rd : D(x) < β}
for a given, small probability p = PQ > 0. Any particular choice of the
depth function leads to a specific class of quantile region and the depth value
β = β(p) remains implicit in general. Introduced in Liu et al. (1999), the
complement of Q is the (1− p)th central region given by
Qc = {x ∈ Rd : D(x) ≥ β},
which enjoys many desirable equivariance and structural properties such as
convexity and boundedness, under suitable regularity conditions; see, e.g.,
Zuo and Serfling (2000b).
For simplicity, we assume the existence of Q (and Qc) throughout the
paper.
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Assumption 3.1.1. There exists a β = β(p) > 0 such that PQ(X, β) = p for
all p ∈ (0, 1).
A sufficient condition for Assumption 3.1.1 to hold (see Proposition 2.2.1)
is that, for all β ∈ (0,∞),
P ({x ∈ Rd : D(x) = β}) = 0,
which is a crucial requirement in the uniform depth contour convergence
theorem in He and Wang (1997).
It is the purpose of this paper to establish an estimation and inference
procedure for Q based on n i.i.d. copies of X. In the spirit of extreme value
statistics, we consider p and β both to be very small in the sense that, as the
sample size n → ∞, p = pn → 0 (β = βn → 0) and typically at an order of
1/n. It means that Q = Qn depends on n, and it contains little or even no
data points. We extend the semiparametric estimation procedures proposed
in Cai et al. (2011) and Chapter 2 to incorporate various depth functions and
obtain a general consistency result under weak regular variation conditions.
We also provide several asymptotic results for constructing (conservative)
confidence sets that asymptotically cover the quantile region Q or the central
region Qc, or both simultaneously, with (at least) a prespecified probability
under weak regular variation conditions. A general approach is to construct
the what-we-called naive asymptotic confidence sets based on the asymptotic
normality of the what-we-called (directed) logarithmic distance between our
estimated and true quantile region via an approximation using the extreme
value index only. In our simulation study, the finite-sample coverage proba-
bilities of these naive asymptotic confidence sets are reasonably close to the
correct levels for the projection depth but not for the half-space depth (the
definition of these two depth functions will follow soon). The actual esti-
mation error is substantially underestimated for the half-space depth based
quantile region, whose shape is determined mostly by the tail behavior of the
underlying distribution that is not well estimated (see Chapter 2 for more
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discussions). This motivates a refined asymptotic theory with an adjusted
estimator of Q for the half-space depth. Specifically, we first construct some
(simultaneous) asymptotically conservative confidence sets of Q or/and Qc,
and then investigate the additional conditions under which they are also
asymptotically correct. In the latter case we will refer to these sets as refined
asymptotic confidence sets.








Figure 3.1: True (solid) and estimated (dashed) half-space depth based quan-
tile regions, and simultaneous 75% refined asymptotic confidence sets of the
quantile region (open outer region of dashed-dotted line) and the central re-
gion (closed inner region of the dotted line) at level p = 1/n for a bivariate
Student t3 random sample; n = 1500.
Figure 3.1 presents an example of our extreme estimate of the half-space
depth based quantile region at level p = 1/n for a bivariate Student t3 random
sample with n = 1500. The data scarcity in the corresponding quantile
region, i.e. the outer region of the circle, is clearly demonstrated. The open
outer region of the dashed-dotted line is a refined asymptotic confidence set
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of Q and the closed inner region of the dotted line is the one for Qc. Involving
extrapolation outside the data cloud, Q can hardly be estimated via a fully
nonparametric approach. Our extreme value method can be viewed as a
semiparametric approach based on some smoothed version of the empirical
probability measure that is supported on the whole Rd.
We consider multivariate regularly varying depth functions since our in-
terest is in extreme quantile regions that are far away from the distribu-
tion center and the origin. Denote 0 = (0, . . . , 0) as the zero vector, and
Θ = {u ∈ Rd : ‖u‖ = 1} as the unit sphere of the usual Euclidean norm ‖·‖.
Assumption D. For some function h: (0,∞) → (0,∞) regularly varying at
infinity with index −1/ξ < 0 (Definition B.1.1 in de Haan and Ferreira,













with 0 < infu∈Θ w(u) ≤ supu∈Θw(u) < ∞. Moreover, for all M > 0,
inf‖x‖≤M D(x) > 0.
This is a generalization of the multivariate regular variation condition
in Cai et al. (2011), where D is taken as the underlying probability density
function. We shall name w the extreme depth function. It follows from
Assumption D that ξ is unique and w is homogeneous of order −1/ξ, that is,
for all t > 0,
w(tx) = t−1/ξw(x) for all x 6= 0.
For many depth functions Assumption D is satisfied directly by construc-
tion or under weak conditions on P . Particularly, we discuss the following
important examples throughout the paper. It should be emphasized that the
applicability of our theory is not limited to only these depth functions.
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Example 3.1.1 (Mahalanobis Depth). A very classical example is the Maha-
lanobis (1936) depth MD(x;P ) = (1 + d2Σ(x, µ))
−1 with
d2Σ(x, µ) = (x− µ)′Σ−1(x− µ)
where Σ = Σ(P ) is a positive definite d × d matrix and µ = µ(P ) ∈ Rd
is a location parameter. It can be checked that h(t) = t−2 with ξ = 1
2
and
w(x) = 1/d2Σ(x,0). As suggested in Liu (1992), we take µ as the mean vector
and Σ as the covariance matrix of X if provided their existence.
Example 3.1.2 (Projection Depth). The projection depth, first considered
by Mosteller and Tukey (1977) for a univariate distribution and later gen-
eralized to the multivariate case by Donoho and Gasko (1992), is given by
PD(µ,σ)(x;P ) = (1 +O(µ,σ)(x;P ))
−1 with




, x ∈ Rd
where Fu denotes the distribution function of the projection variable u
TX
and the pair (µ,σ) are given location and scale parameters. Given that
sup
u∈Θ





we can show that PD(·;P ) is uniformly continuous on Rd (Theorem 2.2 in
Zuo, 2003) and Assumption D holds with h(t) = t−1 (ξ = 1) and w(x) =
1/O(0,σ)(x).
Example 3.1.3 (Halfspace Depth). The half-space depth HD (Tukey, 1975),
one of the most popular choices in the literature, is defined by
HD(x;P ) = inf{P (H) : x ∈ H ∈ H}, x ∈ Rd,
where H is the class of closed half-spaces. It is an important representative
from a rich class of the so-called Type-D depth functions defined in Zuo
and Serfling (2000a). Assumption D follows by weak multivariate regular
variation conditions on the underlying distribution. See Section 2 for more
details.
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Example 3.1.4 (Spatial Depth). The spatial depth function (Chaudhuri, 1996;
Serfling, 2002) is defined by
SD(x;P ) = 1−
∥∥∥∥E { X− x‖X− x‖
}∥∥∥∥ , x ∈ Rd.
Given that E ‖X‖2 <∞ and the covariance matrix Σ of X is positive definite,








; see Theorem 2 in Girard and Stupfler (2014).
This paper is organized as follows. In Section 3.2, we derive our general
extreme estimator of Q and present its consistency. Section 3.3 presents
an asymptotic normality result for constructing naive confidence sets, and
Section 3.4 provides a refined asymptotic theory particularly for the half-
space depth. A simulation study is carried out in Section 3.5. All the proofs
are deferred to Section 3.6. Applications to financial data and some auxiliary
results are included in a supplementary document.
3.2 Extreme estimator and its consistency
Consider a random sample X1, . . . ,Xn from P and denote the empirical




i=1 1 [Xi ∈ B] for any Borel set B ⊂ Rd,
where ‘1’ denotes the indicator function. Define the radii R = ‖X‖ and
Ri = ‖Xi‖ for i = 1, . . . , n. We order the Ri’s as R1:n ≤ . . . ≤ Rn:n. Denote





, t > 0, where ‘←’ indicates the
left-continuous inverse. For an arbitrary set B ⊂ Rd and t ∈ R, denote
tB = {tx ∈ Rd : x ∈ B}.
We shall first derive our extreme estimator of Q using a so-called interme-
diate sequence k = k(n) ∈ {1, . . . , n}, i.e. we have the following assumption.
Assumption 3.2.1. k →∞ and k/n→ 0, as n→∞.
Now, using the limit relation (3.1.1) and homogeneity of w, for large
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t = n/k we have following approximation
Q =
{













S := {z ∈ Rd : w(z) < 1} = {z = ru : r > (w(u))ξ,u ∈ Θ}.
The approximation above depends on the depth value β, which is, unfortu-
nately, unknown. To develop a further approximation we need some more
regular variation conditions.
Assumption 3.2.2. There exists a so-called extreme value index γ > 0 and a
second order coefficient ρ < 0 and a positive or negative function αR with













, r > 0. (3.2.1)
This is the standard second-order condition required in the asymptotic
theory in univariate extreme value theory; see, e.g., Section 2.3 in de Haan
and Ferreira (2006). Clearly, it implies the first-order condition that the












= c ∈ (0,∞).
This condition requires that the tail probabilities P(X ∈ tS) and P(R >
t) approach zero at the same rate, as t → ∞. It is satisfied by, but not
limited to, many multivariate regularly varying distributions; see Assumption
R below.
3.2. EXTREME ESTIMATOR AND ITS CONSISTENCY 45
Recall that Q may be approximated by a proper inflation of S. Assump-












S =: Q̃n, (3.2.2)
where the second approximation follows from the regular variation of U ; see,
e.g., Corollary 1.2.10 in de Haan and Ferreira (2006).
Substituting all components of Q̃n by their respective estimators yields













with an estimator of S, depending on the choice of depth function, given by
Ŝ = {z = ru : r > ρ̂S(u),u ∈ Θ}.
for some proper estimator ρ̂S(·) of (w(·))ξ on Θ. To conclude, our extreme
estimator is given by
Q̂ = {ru : r > ρ̂(u),u ∈ Θ}






ρ̂S(u), u ∈ Θ. (3.2.3)
Note that Q̂ can be viewed as an analogue of the Weissman (1978) estimator
of an extreme univariate quantile.
Below is a sufficient condition to avoid measurability problems, without
which our general result would rely on the outer measure P∗ and the inner
measure P∗ when needed.
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Assumption M (Measurability). The true Q = Qn and its estimator Q̂ are
both open and their complements are convex and bounded for all n ∈ N.
Moreover, ρ̂ is a stochastic process on Θ with continuous sample paths.
We first provide the following consistency result. It requires a non-trivial
construction of ρ̂S depending on the choice of depth functions and we shall
discuss some interesting examples later on. Below ‘
P∗−→’ denotes the conver-
gence in outer probability; see, e.g., Definition 1.9.1 in van der Vaart and
Wellner (1996).
Theorem 3.2.1 (Consistency). If Assumptions 3.1.1-3.2.3 and D hold and,
as n→∞, log(np)/
√
k → 0, then
sup
u∈Θ
∣∣ρ̂S(u)− (w(u))ξ∣∣ P∗−→ 0 (3.2.4)
implies that, as n→∞,
P∗
(
(1 + ε)Q ⊂ Q̂ ⊂ (1− ε)Q
)
→ 1, ε > 0. (3.2.5)
If further Assumption M holds then, as n→∞,
P
(
(1 + ε)Q ⊂ Q̂ ⊂ (1− ε)Q
)
→ 1, ε > 0. (3.2.6)
Remark 3.2.1. The condition log(np)/
√
k → 0 is trivially satisfied if limn→∞ np ∈
(0,∞), as n → ∞. For the less extreme case that np → ∞, as n → ∞, the
fully nonparametric method may still be employed; see, e.g., Page 788 in Liu
et al. (1999).
Remark 3.2.2. This consistency result still holds with other proper estimator
γ̂ of γ such that
√
k(γ̂ − γ) = OP(1); see, e.g., Smith (1987) and Dekkers
et al. (1989).
Remark 3.2.3. The main consistency results for likelihood depth in Cai et al.
(2011) and for half-space depth in He and Einmahl (2016) are consequences
of (3.2.5).
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In following, without proofs, we provide some natural estimators ρ̂S for
the Mahalabnobis and projection depth such that satisfying condition (3.2.4)
and Assumption M. These two depth functions (and many others) satisfy
Assumption D by construction; see Introduction. Similar discussions on half-
space depth will follow with more elaborations later on. Below Θ0 denotes a
countable, dense subset of Θ.
Example 3.2.1. For the Mahalanobis depth MD, take
ρ̂S(u) = (u
T Σ̂−1u)−1/2, u ∈ Θ,
when the sample covariance matrix Σ̂ is invertible and otherwise zero (ev-
erywhere on Θ). It follows that
Ŝ = {z ∈ Rd : zT Σ̂−1z ≥ 1},
and therefore Q̂ is the outer region of a centered ellipsoid. Assumption M
and condition (3.2.4) are satisfied for any distribution with a positive definite
covariance matrix Σ.








, u ∈ Θ,
where Fnv is the empirical distribution function of the projected observations
v′X1, . . . ,v






Assumption M is satisfied with probability 1 if condition (3.1.2) holds and
σ(Fnv) is measurable for all v ∈ Θ; see Theorem 2.3 in Zuo (2003). If further





then condition (3.2.4) is also satisfied.
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(a) Biv. Student t3









Figure 3.2: Estimated Quantile Regions for p = 1/1500 on one sample of
size 1500 from the bivariate student t3 distribution (left) and the bivariate
clover distribution (right) with choice of k = 100 for the Mahalanobis depth
(dash-dotted), projection depth (dashed), and half-space depth (solid).
The regular variation of the half-space depth follows from that of the
underlying distribution. In other words, the half-space depth satisfies As-
sumption D under the following multivariate regular variation condition.
Assumption R. The random vector X is multivariate regularly varying, that
is, there exists a limiting non-zero Radon measure ν such that
P(X ∈ tB)
P(R > t)
→ ν(B) <∞, t→∞
for every Borel set B bounded away from the origin that satisfies ν(∂B) = 0.
In addition, let ν(B) > 0 if B ⊃ H for some H ∈ H.
This is a multivariate generalization of the so-called ‘peaks-over-threshold’
method in univariate extreme value theory; see, e.g., Section 5.4 in Resnick
(2007). Assumption R is satisfied by many multivariate heavy-tailed distri-
butions, including the heavy-tailed elliptical class (Hashorva, 2006). It is well
known that ν is homogeneous, that is, for all t > 0
ν(tB) = t−1/γν(B),
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see, e.g., de Haan and Resnick (1979). Clearly, ν defines a probability mea-
sure on C = {z ∈ Rd : ‖z‖ > 1}. For the half-space depth, Assumption R
implies Assumption D with h(t) = P(R > t) (so ξ = γ), and the extreme
half-space depth function given by
w(z) := HD(z; ν) := inf {ν(H) : z ∈ H ∈ H} , z ∈ Rd.
Observe that Assumption 3.2.3 is also satisfied with c = ν(S).













, u ∈ Θ,
with ν̂∗ the ‘normalized’ estimator of ν on half-spaces given by





Hr,u := {x ∈ Rd : uTx ≥ r}, (r,u) ∈ R×Θ.
Assumption M then immediately holds; see Theorem 2.11 in Zuo and Serfling
(2000a) and Proposition 3 in He and Einmahl (2016). Condition (3.2.4) is
satisfied under Assumption R, by Lemma 7 in He and Einmahl (2016) and
the consistency of γ̂ from, e.g., Theorem 3.2.2 in de Haan and Ferreira (2006).
Figure 3.2 compares the estimated quantile regions for p = 1/1500 with
choice of k = 100 for the Mahalanobis depth (dash-dotted), projection depth
(dashed) and half-space depth (solid) based on one sample of size 1500 re-
spectively from the bivariate student t3 distribution and the bivariate clover
distribution (see simulation section 3.5 for definition). For the bivariate stu-
dent distribution, the true extreme regions coincide for all three depth func-
tions, and we can see the estimated quantile regions are close to each other.
For the bivariate clover distribution, our estimates suggest that the shape of
the population quantile regions seem to be quite different for the considered
depth functions.
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3.3 Asymptotic Normality
To establish the asymptotic normality of our extreme estimator of Q, we
need the following extra second-order conditions.
Assumption 3.3.1. Either h(t) = cht
−1/ξ for some constant ch > 0, or there















, r > 0. (3.3.1)
Assumption 3.3.2. For some positive function α regularly varying at infinity




∣∣∣∣ = O(α(t)), P(X ∈ tS)P(R ≥ t) − c = O(α(t)).
We take α such that |αh(t)| ≤ α(t).
Condition (3.3.1) is a standard second-order condition, analogous to (3.2.1),
in the theory of regularly varying functions; see, e.g., Appendix B.3 in
de Haan and Ferreira (2006). For the half-space depth, it is just a restate-
ment of (3.2.1); see the end of Section 2 above. Assumption 3.3.2 quantifies
the rates of convergence in Assumption D and Assumption 3.2.3.
For presentation convenience, we introduce the notion of (directed) loga-
rithmic distance between our true and estimated quantile regions. Precisely,
for arbitrary two sets B, B̃ ⊂ Rd, we define their logarithmic distance by
∆2(B, B̃) = ∆2(B̃, B) = inf
{
δ ∈ R+ : eδB̃ ⊂ B ⊂ e−δB̃
}
∈ [0,∞],
and, similarly, their directed logarithmic distance by
∆1(B, B̃) = inf
{
δ ∈ R : B ⊂ e−δB̃
}
∈ [−∞,∞]
Since aQ̂ ⊂ a′Q̂ if 0 ≤ a′ ≤ a ≤ ∞, it is easy to verify for all δ ∈ (0,∞) that
∆2(Q, Q̂) ≤ δ ⇔ eδQ̂ ⊂ Q ⊂ e−δQ̂,
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∆1(Q, Q̂) ≤ δ ⇔ Q ⊂ e−δQ̂, ∆1(Q̂,Q) ≤ δ ⇔ Q̂ ⊂ e−δQ.
Denote AR(t) = αR(U(t)) and A(t) = α(U(t)).
Theorem 3.3.1 (Asymptotic Normality). Given Assumptions 3.1.1-3.3.2



































k(γ̂ − γ) d−→ N(0, γ2). The convergences in (3.3.3) and (3.3.4)
hold with the probability measure P replacing P∗ if Assumption M is satisfied.
Remark 3.3.1. The condition
√
kAR(n/k)→ 0, n→∞, is imposed to elimi-
nate the asymptotic bias of the Hill estimator; see Theorem 3.2.5 in de Haan
and Ferreira (2006). In the more general case
√
kAR(n/k)→ λ with λ finite,







. With other choices of γ̂ such
that Γn = OP(1), see Remark 3.2.2, (3.3.3) an (3.3.4) still hold under the
same conditions without requiring
√
kAR(n/k)→ 0, as n→∞.
Remark 3.3.2. The condition log(np)/
√
k → 0, as n → ∞, is not necessary
for Theorem 3.3.1. This suggests that Theorem 3.3.1 can still hold even if Q̂
is inconsistent in the sense of Theorem 3.2.1.
Base on following Corollary, we can easily construct (simultaneous) asymp-
totic confidence sets of Q or/and Qc. They will be called naive since only
the estimation error of the extreme value index γ plays a role in the limits
in Theorem 3.2.1.
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where Φ−1 denotes the standard normal quantile function. Under the condi-
tions of Theorem 3.3.1 and Assumption M, for all τ ∈ (0, 1), as n→∞,
P(C+τ )→ τ, P(C−τ )→ τ, P(C+(1+τ)/2 ∩ C
−
(1+τ)/2)→ τ. (3.3.5)
Remark 3.3.3. Under the conditions of Theorem 3.3.1 without Assumption
M, (3.3.5) holds with either P∗ or P∗ replacing P for all τ ∈ (0, 1).
Condition (3.3.2) can be easily verified for the Mahalanobis depth with
ρ̂S given in Corollary 3.2.1 when the underlying distribution has a positive
definite covariance matrix. It is also satisfied by the extreme estimator for
the projection depth, under the conditions of Corollary 3.2.2 in conjunction
with that, as n→∞,
sup
v∈Θ0
|σ(Fnv)− σ(Fv)| = OP(1/
√
n). (3.3.6)
For example, for the pair (µ, σ)=(mean, standard deviation), (3.3.6) holds for
any underlying distribution with a positive definite covariance matrix. For
the pair (µ, σ)=(Med, MAD) where ‘Med’ denotes univariate median and
‘MAD’ denotes the univariate median absolute deviation, (3.3.6) is satisfied,
for instance, when P is a smooth elliptically symmetric distribution; see
Remark 2.4 and Remark 3.3 in Zuo (2003).
3.4 Refined asymptotics for the half-space depth
Since the asymptotic limits in Theorem 3.3.1 do not involve the shape es-
timation uncertainty of Q, the naive asymptotic confidence sets might lead
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to unsatisfying finite-sample coverage probability if the shape of Q is not
estimated effectively. The possibility of this problem is clearly demonstrated
for the half-space depth in our simulation study in the next section. This
motivates a refined asymptotic theory to take the shape estimation error
into account, at least, for the half-space depth. Henceforth we shall always
suppose Assumption R holds, i.e. the underlying distribution is multivariate
regularly varying. Recall that Assumption D is satisfied if further provided
Assumption 3.2.2.
3.4.1 Adjusted extreme estimator and asymptotically
conservative confidence sets
We need another intermediate sequence k1 = k1(n) ∈ {1, . . . , n}.
Assumption 3.4.1. k1/n→ 0 and k1 →∞, as n→∞.
We introduce another estimator of HD(u; ν), using k1 instead of k (see Corol-
lary 3.2.3 for comparison), given by
ĤD(u; ν̂∗1) = inf
v∈Θ0
ν̂∗1(HuTv,v), u ∈ Θ,







Pn (Rn−k1:nH1,u) , (r,u) ∈ R×Θ.


























Our adjusted extreme estimator of Q is then given by
Q̂1 = {ru : r > ρ̂1(u),u ∈ Θ} ,








, u ∈ Θ.
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We quantifies the rate of convergence in Assumption R with following
condition, which in conjunction with Assumption 3.2.2 imply Assumption
3.3.2.
Assumption 3.4.2. For some positive function α regularly varying at infinity
with negative index, as t→∞,
P(X ∈ tH)
P(R > t)
− ν(H) = O(α(t)),
uniformly for H ∈ {H1,u : u ∈ Θ}∪{S}. We take α such that |αR(t)| ≤ α(t).
Recall that A(·) = α(U(·)) and AR(·) = αR(U(·)). The following theorem
allows the construction of asymptotically conservative confidence sets.











































where q1 and q2 are, respectively, the quantile functions of
Z1 = sup
u∈Θ
Z(u), Z2 = sup
u∈Θ
|Z(u)|
and Z is a mean-zero Gaussian process on Θ with covariance structure
Cov(Z(u),Z(v)) = 1 + ψ2 · ν(H1,u ∩H1,v)
ν(H1,u)ν(H1,v)
u,v ∈ Θ. (3.4.1)
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To construct asymptotically conservative confidence sets of Q or Qc or
both simultaneously based on Theorem 3.4.1, one need consistent estimators
of γ and the corresponding quantile of Z1 or Z2. In a finite sample, this
may be achieved with γ̂, and a sample version of Z, denoted as Zn, with the
estimated covariance structure




where ν̂(B) = n
k
Pn(Rn−k:nB), for any Borel set B.
In the following subsection we shall show that these asymptotically con-
servative confidence sets are also asymptotically correct with few additional
conditions, which can easily satisfied by many heavy-tailed (elliptical) distri-
butions such as those in our simulation study below.
3.4.2 Refined Asymptotic Confidence Sets
In this subsection, we provide a refined asymptotic theory for constructing
asymptotically correct confidence sets mainly of theoretical interest. Gen-
erally speaking, this involves a delicate estimation of the so-called minimal
directions (in terminology of Massé, 2004) in the calculation of the extreme
half-space depth on the unit sphere. Precisely, we need to estimate a map,
say, φ from the unit sphere Θ to its power set P(Θ) such that
φ(u) :=
{






, u ∈ Θ.
We can show that φ(u) is nonempty, closed and φ(u) ⊂ {v ∈ Θ : vTu ≥ δγ0}
with δ0 := infu∈Θ ν(H1,u) > 0 for all u ∈ Θ; see Lemma 3.8.6 below.









where φ(u, δ) = {w ∈ Θ : infv∈φ(u) ‖w − v‖ ≤ δ}.
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This condition requires that the extreme half-space depth value on the
entire unit sphere cannot be achieved in the directions outside neighborhoods
of φ. It is a tail analogue of a crucial condition in Theorem 4.1 in Arcones
et al. (2006) for developing the asympotics of the empirical half-space depth
process.
Theorem 3.4.2 (Refined Asymptotics). Under the conditions of Theorem















with Z as in Theorem 3.4.1.
Generally speaking, the refined asymptotic confidence sets of Q̂ or Q̂c, or
both simultaneously, may be constructed based Theorem 3.4.2 with γ̂, Zn,
and a possible approximation of φ based on ν̂∗1 given by
φ̂n(u) =
{






, u ∈ Θ.
From a practical point of view, such an approximation of φ may be unfor-
tunately too noisy to be adopted. To avoid this, one should notice that
Theorem 3.4.2 implies that, under the conditions of the following corollary,
the asymptotically conservative confidence sets can (and will) be taken as
our refined asymptotic confidence sets without estimating φ. Note that As-
sumption 3.4.3 is satisfied if φ(u) is a singleton for all u ∈ Θ; see Lemma
3.8.7 in the supplementary document.
Corollary 3.4.1. Let φ(u) be a singleton for all u ∈ Θ, and ∪u∈Θφ(u) = Θ.
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3.5 Simulation study
In this section, a simulation study is carried out to examine the performance
of our asymptotic approximations in finite samples with size n = 1500 for
the half-space depth and the projection depth. Throughout this section a
probability value p = 1/n is taken for both the quantile regions and central
regions. For the projection depth, we choose the pair (µ, σ)=(Med, MAD),
where ‘Med’ denotes univariate median and ‘MAD’ denotes median absolute
deviation. We consider five multivariate distributions as follows. Unless
specified otherwise, in this section we shall always take k = k1 = 100 (with
ψn ≈ 0.312).





(1 + (x2 + y2))3/2
, (x, y) ∈ R2





(1 + (x2 + y2)/3)5/2
, (x, y) ∈ R2
• An affine Cauchy distribution (γ = 1)










where Y has the bivariate Cauchy distribution defined above.
• The trivariate Cauchy distribution (γ = 1) with density
f(x) =
1
π2(1 + x2 + y2 + z2)2
, (x, y, z) ∈ R3.









1 + (x2 + y2)3
)3/2 , x, y ∈ R.
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This is a distribution with clover-shaped (hence non-elliptical and non-
convex) density contours. Recall, however, that both half-space depth
and projection-depth based central regions are convex.



















(b) Aff. Biv. Cauchy
Figure 3.3: True (solid) and estimated (dashed) half-space depth based quan-
tile regions and simultaneous 75% refined asymptotic confidence sets of the
quantile regions (open outer region of the dash-dotted line) and the central
regions (closed inner region of the dotted line) at level p = 1/n based on one
sample of size n = 1500 for k = k1 = 100.
The first four (elliptical) distributions satisfy all the distributional assump-
tions in Corollaries 3.3.1 and 3.4.1 for both the projection and half-space
depth functions: the (simultaneous) asymptotically conservative confidence
sets from Section 3.4.1 therefore will be taken as our (simultaneous) refined
asymptotic confidence sets. Although it is difficult to verify all these as-
sumptions for the clover distribution, we shall see nevertheless satisfactory
finite-sample coverage probabilities of our refined asymptotic ‘confidence’
sets.
Recall Figure 3.1 in Introduction showing the true and estimated quan-
tile regions, and simultaneous 75% refined asymptotic confidence sets of the
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Figure 3.4: True (solid) and estimated (dashed) quantile regions for the
projection depth (left) and half-space depth (right), and simultaneous naive
(left) and refined (right) 90% asymptotic ‘confidence’ sets of the quantile
regions (open outer region of the dash-dotted line) and central regions (closed
inner region of the dotted line) at level p = 1/n based on one common sample
from the bivariate clover distribution of size n = 1500 for k = k1 = 100.
half-space depth based quantile region Q and central region Qc based on
one sample from the bivariate student t3 distribution. Figure 3.3 contains
two similar plots each based on one sample respectively for the bivariate
Cauchy distribution and our affine Cauchy distribution. The left plot in
Figure 3.4 presents our extreme estimates and naive asymptotic confidence
sets for the projection depth based Q and Qc based on one sample from the
clover distribution. We also provide the right plot using the half-space depth
for comparison, in which we present the refined asymptotic confidence sets
instead of the naive ones. Here we can depict only approximate true quantile
regions because of computational complexity. Our extreme estimates are all
close to the true quantile regions, which are all covered by their respective
asymptotic confidence sets.
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Table 3.1: The finite-sample coverage probability (in %) of the (simultaneous)
90% naive asymptotic confidence sets of the projection depth based quantile
and central regions at level p = 1/n based on 1000 samples of size n = 1500
for k = 100.
Both Central Quantile
γ = 1
Biv. Cauchy 88.3 89.1 86.6
Affine Cauchy 87.2 86.1 90.3
Triv. Cauchy 84.8 83.6 88.3
γ = 1/3
Biv. Student t3 77.6 87.1 75.4
Biv. Clover 71.9 76.9 80.6
Table 3.1 presents the finite-sample coverage probability (in percentage)
of the 90% naive asymptotic confidence sets of the projection depth based
quantile and central regions in our 1000 simulated samples. The true con-
fidence level is better matched for the distributions with heavier tails, for
which the shape estimation error is less weighted in large samples.
Table 3.2 shows the finite-sample coverage probability (in percentage) of
both the naive and refined (simultaneous) asymptotic confidence sets of the
half-space depth based quantile and central regions at the confidence levels
90% and 75% in 1000 simulated samples. Apparently, the naive asymptotic
confidence sets can hardly capture the actual statistical uncertainty in these
samples and the refined ones match the true confidence levels much better.
3.6 Proofs
Define the function V (t) := h←(1/t), t > 0, and recall that C := {z ∈ Rd :
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and then Theorem 3.2.1, and lastly Theorems 3.4.1 and 3.4.2.



































∣∣∣∣ =: T1 + T2.








and therefore T1 = O(α(t)). It remains to check that T2 = O(α(t)), as well.
This is trivial if h(t) = cht
−1/ξ for some ch > 0 since then T2 ≡ 0. Otherwise,
by Theorem 2.3.9 in de Haan and Ferreira (2006), there exists a function









∣∣∣∣ ≤ r−1/ξ+ρ′/ξ max{r1/(2ξ), r−1/(2ξ)}.




∣∣∣∣ = O(α̃h(t)) = O(αh(t)) = O(α(t)). (3.6.1)
Hence, T2 = O(α(t)) since supu∈Θw(u) ∈ (0,∞) by Assumption D.
Lemma 3.6.2. Under Assumption D, for all ε > 0, there exists a δ > 0 and
t0 > 0 such that for t > t0,{










The proof is analogous as that of Lemma 2 in Cai et al. (2011) and
omitted.
Lemma 3.6.3. Under Assumptions 3.1.1, D and 3.2.2-3.3.2, as n→∞,
V (1/β)
U(1/p)
− cγ = O (max{|A(1/p)|, |AR(1/p)|}) .









By Assumption 3.3.1, we know that h(V (1/β))/β) = 1 + o(α(V (1/β))), or,
log(h(V (1/β))/β) = o(α(V (1/β))); (3.6.2)
see, e.g., Exercise 2.11 in de Haan and Ferreira (2006)). Lemma 3.6.2 then








⊂ {z : ‖z‖ > δ}
It then follows from Lemma 3.6.1, in conjunction with (3.6.2), the existence
of a sequence εn = O(α(V (1/β))) such that, for large n
eεnS =
{




z : w(z) ≤ eξεn
}
= e−εnS, (3.6.3)
It follows that∣∣∣∣ pP(R ≥ V (1/β)) − c
∣∣∣∣ ≤ ∣∣∣∣P (V (1/β)eεnS)P(R ≥ V (1/β)) − c
∣∣∣∣+ ∣∣∣∣P (V (1/β)e−εnS)P(R ≥ V (1/β)) − c
∣∣∣∣ ,
where, for either choice of the sign,∣∣∣∣P (V (1/β)e±εnS)P(R ≥ V (1/β)) − c
∣∣∣∣ ≤ ∣∣∣∣ P (V (1/β)e±εnS)P(R ≥ V (1/β)e±εn) − c
∣∣∣∣ P(R ≥ V (1/β)e±εn)P(R ≥ V (1/β))
+ c
∣∣∣∣P(R ≥ V (1/β)e±εn)P(R ≥ V (1/β)) − e∓εn/γ
∣∣∣∣+ c|e∓εn/γ − 1|
= O(α(V (1/β))) +O(α(V (1/β))) +O(εn) = O(α(V (1/β))).
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Therefore, pP(R≥V (1/β)) − c = O(α(V (1/β))). Now, together with Theorem
2.3.9 in de Haan and Ferreira (2006), we have
V (1/β)
U(1/p)
− cγ = U(1/P (R ≥ V (1/β)))
U(1/p)




P(R ≥ V (1/β))
)γ
− cγ +O(AR(1/p)) +O(αR(V (1/β)))
= O (max {|α(V (1/β))|, |AR(1/p)|}) .
The lemma follows by replacing V (1/β) by U(1/p) is the last line.
Lemma 3.6.4. Under Assumptions D and 3.1.1-3.3.2, there exists a se-
quence εn = O (max {A(1/p), AR(n/k)}) such that eεnQ̃ ⊂ Q ⊂ e−εnQ̃ for
large n.
If further provided Assumption 3.4.1 and 3.4.2, there also exists a se-
quence εn1 = O (max {A(1/p), AR(n/k1)}) such that eεn1Q̃1 ⊂ Q ⊂ e−εn1Q̃1
for large n.
Proof. We only prove the first part; the proof for the second part is com-
pletely analogous. Recall from (3.6.3) there exists a sequence εn = O(α(V (1/β))) =
O(A(1/p)) such that, for large n,
eεnV (1/β)S ⊂ Q ⊂ e−εnV (1/β)S, (3.6.4)










= O (max {|A(1/p)|, |AR(n/k)|}) .
by Lemma 3.6.3 here (noting that np = o(k)) and Theorem 2.3.9 in de Haan
and Ferreira (2006). Coupling this with (3.6.4), the claim follows.


















Ŝ. Applying the delta method (with the logarithm function),
condition (3.3.2) yields that
m · sup
u∈Θ
∣∣∣log ρ̂S(u)− log (w(u))ξ∣∣∣ P∗−→ 0.
On the other hand, Assumption 3.2.2 implies that Rn−k:n
U(n/k)
− 1 = OP(k−1/2);
see, e.g., Theorem 2.4.8 in de Haan and Ferreira (2006). Applying the delta





Hence, for all ε > 0,
P∗
(
eε/mS ⊂ S̃n ⊂ e−ε/mS
)
→ 1. (3.6.5)




































∣∣∣∣ P (U(n/k)e±ε/mS)P(R ≥ U(n/k)e±ε/m) − c













∣∣∣+ c ∣∣(e±ε/m)−1/γ − 1∣∣
=O(α (U(n/k))) +O(A(n/k)) + c
∣∣(e±ε/m)−1/γ − 1∣∣ = O(εm−1),
from Assumptions 3.3.1 and 3.3.2. Hence, with (3.6.5) we know with inner




























Since ε > 0 is arbitrary, we have m |ĉ− c| = oP(1) and the claim follows with
an application of the delta method.
Proof of Theorem 3.3.1. We shall only show the first part of (3.3.3); the
second part and (3.3.4) can be shown analogously, and the measurability
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On Ωn for large n, there then exists εn,M > 0 such that 0 < εn ≤ Mn <∞
and MnC ⊂ Q, Q̃, Q̂ ⊂ εnC; see also Assumption D. It follows that all the
pairwise (directed) logarithm distances between Q, Q̃ and Q̂ are finite and
−∆1(Q̃,Q) ≤ ∆1(Q, Q̂)−∆1(Q̃, Q̂) ≤ ∆1(Q, Q̃). (3.6.6)
Moreover, since ∆1(Q, Q̃) ≤ δ ⇔ Q ⊂ e−δQ̃ and ∆1(Q̃,Q) ≤ δ ⇔ Q̃ ⊂ e−δQ








∣∣∣∆1(Q, Q̂)−∆1(Q̃, Q̂)∣∣∣ = oP(1),













































= OP(1), the second term by the well-known result in uni-
variate extreme value theory that Γn
d−→ N(0, γ2) (see, e.g., Theorem 3.2.5
in de Haan and Ferreira, 2006), the third term by Lemma 3.6.5 and the
consistency of γ̂, and the last term by assumption.
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Proof of Theorem 3.2.1. It suffices to show that ∆2(Q, Q̂)
P∗−→ 0. The proof
is then very similar to that of Theorem 3.3.1 above, allowing the convergence
rates bounded by A(1/p) and AR(n/k) to be o(1) instead and using the
consistency results Rn−k:n/U(n/k)
P−→ 1, γ̂ P−→ γ and ĉ P
∗
−→ c; see, e.g., The-
orem 2.4.8 and 3.2.2 in de Haan and Ferreira (2006) for the first two. The
proof of ĉ
P∗−→ c is completely analogous to that of Lemma 3.6.5 by replacing







measurability is shown in the supplementary document (Lemma 3.8.1).
We denote the class of half-spaces and complements of centered balls that
bounded away from the origin with distances larger than δ > 0 by
H̄+δ := {Hr,u ∈ H : r > δ,u ∈ Θ} ∪ {rC : r > δ}.







= ν(δC) = δ−1/γ <∞.
To prove Theorems 3.4.1 and 3.4.2 we introduce a pseudo and a true tail







k1 (ν̃n1(·)− ν(·)) , vn,k1(·) :=
√
k1 (ν̂1(·)− ν(·))
















Pn (Rn−k1:nB) B ∈ H̄+0 .
Analogously also define ṽn,k and vn,k (and ν̃n) on H̄+. Denote ‘
w−→’ as the
weak convergence in the ‘classical’ sense; see, e.g., (34) in Gänssler (1983),
page 65.
Lemma 3.6.6. Under the conditions of Theorem 3.4.1 with ψ > 0, for all
δ ∈ (0, 1), as n→∞,{
ṽn,k1(B1), ṽn,k(B2), B1, B2 ∈ H̄+δ
} w−→ {Wν,1(B1),Wν(B2), B1, B2 ∈ H̄+δ } ,
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where Wν,1 is a ν-Brownian motion, that is, a mean-zero tight Gaussian
process with the covariance structure
Cov(Wν,1(B1),Wν,1(B2)) = ν(B1 ∩B2) B1, B2 ∈ H̄+δ ,
which has bounded and uniformly dν-continuous sample paths and dν is a
semimetric defined on H̄+0 given by
dν(B1, B2) = ν(B1∆B2) B1, B2 ∈ H̄+0 ,
and Wν is an independent copy of Wν,1.
Proof. Let us postpone the measurability issue to the end and first show
that, in the product space of bounded functions on H̄+δ ,{




Wν,1(B1),Wν(B2), B1, B2 ∈ H̄+δ
}
, (3.6.7)
where ‘ ’ denotes the general notion of weak convergence introduced by
Hoffmann-Jørgensen (1991). The convergence in the first coordinate alone
(and analogously also in the second coordinate) is readily available by ap-














where Aδ = {B ∩ B′ : B,B′ ∈ H̄+δ }. Showing (3.6.8) is very similar to
that for Lemma 1 in Einmahl et al. (2015a) and its details are provided in
our supplementary document (Lemma 3.8.4). Since the joint (asymptotic)
tightness is a consequence of the coordinate-wise (asymptotic) tightness, it
remains to verify that the finite-dimensional distributions of our processes
converge weakly; see, e.g., exercise 1.5.3 in van der Vaart and Wellner (1996).
While it is easy to show that the linear combination of the components
converges using the univariate Lindeberg-Feller central limit theorem (noting
that k1/k → 0), the multivariate weak convergence follows.
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(ṽn,k1 , ṽn,k) (Wν,1,Wν), on H̄+δ × H̄
+
δ .
It remains to check the measurability, which follows from the so-called uni-
versal separability of index class H̄+δ (see Lemma 3.8.2 in our supplementary
document), i.e. condition (SE) in Gänssler (1983), page 108. For details see
pages 70 and 105-107 in Gänssler (1983), taking the measure µ there as our
exponent measure ν.
Lemma 3.6.7. Under the conditions of Theorem 3.4.1 with ψ > 0, for all δ ∈
(0, 1), under a Skorohod-Dudley-Wichura construction (see, e.g., Gänssler,























Wν(sC)dss −γWν(C) =: Γ ∼ N(0, γ
2). Note that all
the random elements here only equal in distribution to the original ones.
Proof. With Lemma 3.6.6, invoking a Skorohod-Dudley-Wichura construc-
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where all processes are defined on the same probability space and only equal
in distribution to the original ones. In the following we only prove the state-
ments for k1; the proof for those with k is completely analogous. The first























a.s.−−→ γWν,1 (C) , (3.6.10)
































∣∣∣∣ a.s.−−→ 0 + 0 + 0 = 0,




the second term by applying the delta method with (3.6.10) and the last
term by the uniform dν-continuity of Wν .




P−→ Γ, which is a standard exercise
in extreme value theory; see, e.g., Example 5.1.5 in de Haan and Ferreira
(2006). Note that for this we need the Chibisov-O’Reilly theorem (see, e.g.,
Shorack and Wellner 1986, p. 462) and Lebesgue dominated convergence
theorem, and we refer the details to the aforementioned book chapters.
Lemma 3.6.8. Suppose Assumption R holds. For all x ∈ Rd \ {0},




Proof. Lemma 2.5.4 states
HD(x; ν) = inf
u∈Θ,uTx≥δγ0 ‖x‖
ν(HuTx,u)
We further know from Lemma 2.5.3 that ν(HuTx,u) = (u
Tx)−1/γν(H1,u) is
continuous in {u ∈ Θ : uTx ≥ δγ0 ‖x‖} ⊂ Θ. It follows that HD(x; ν) ≥
infu∈Θ0 ν(HuTx,u). The lemma follows since we also have








(log ĉ1 − log c)
P−→ 0.
Proof. Write ĉ1 =
n
k
Pn(U(n/k)S̃n1) with S̃n1 =
{
x ∈ Rd : ĤD(x; ν̃n) ≤ 1
}
.












ν (δH1,u) = δ0/δ
1/γ > 1.
Moreover, with probability tending to 1
ĤD(x; ν̃n) = inf
uTx≥δγ0 δ,u∈Θ0
ν̃n(HuTx,u) for all ‖x‖ ≥ δ (3.6.11)



















−1/γ · δ0 − (cδ)−1/γ sup
u∈Θ0
ν(H1,u) > δ
−1/γ(1− c−1/γ(1− δ0)) > 0.
Similarly, even easier, with Lemma 3.6.8 we can also show
HD(x; ν) = inf
uTx≥δγ0 ,u∈Θ0
ν(HuTx,u) for all ‖x‖ ≥ δ. (3.6.12)
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Hence, using (3.6.11) and (3.6.12), we know with probability tending to 1
sup
x≥δ
∣∣∣ĤD(x; ν̃n)−HD(x; ν)∣∣∣ ≤ sup
r≥δγ0 δ,u∈Θ
|ν̃n(Hr,u)− ν(Hr,u)| = OP(k−1/2).
It follows that, similar as (3.6.5), for all ε > 0 we have that
P
(
eε/mS ⊂ S̃n1 ⊂ e−ε/mS
)
→ 1,
where m = m(n) =
√
k/ log(k1/(np)). The rest is then completely analogous
to the final part (after equation (3.6.5)) of the proof of Lemma 3.6.5.
Proof of Theorem 3.4.1. We only prove the case ψ > 0 here. The proof for
ψ = 0 is very similar to that of Theorem 3.3.1 and hence omitted. We only
prove the claim for C̄+τ , that is,
lim inf
n→∞
P(C̄+τ ) = lim inf
n→∞
P(∆1(Q, Q̂1) ≤ q1(τ)) ≥ τ ;
the proof of those for C̄−τ and C̄τ are analogous. With Lemma 3.6.4 (to apply
which we verified Assumption 3.3.2 in the supplementary document, Lemma














x ∈ Rd : uTx > g(u)
}
,










x ∈ Rd : uTx > ĝ(u)
}
.
where ĝ(·) := Rn−k1:n(k1ĉ1/(np))γ̂ (ν̂1(H1,·))



























where the last two terms converge to zero in probability uniformly for u ∈ Θ
by Lemma 3.6.9 and the facts that Γn = OP(1) and np = o(k1). Hence,




: u ∈ Θ0
}
w−→ {γZ(u) : u ∈ Θ0} ,












Var (Γ) + ψ2
Cov(Wν(H1,u),Wν(H1,v))
ν(H1,u)ν(H1,v)
= 1 + ψ2
ν(H1,u ∩H1,v)
ν(H1,u)ν(H1,v)
, u,v ∈ Θ.
Hence,






















where the penultimate equality results from the continuity of Z.
Proof of Theorem 3.4.2. We only prove the case ψ > 0 here. The proof
for ψ = 0 is very similar to that of Theorem 3.3.1 and hence omitted. With
Lemma 3.6.4 (to apply which we verified Assumption 3.3.2 in the supplemen-
tary document, Lemma 3.8.5), cf. the proof of Theorem 3.3.1, it suffices to





















































where the last two terms converge to zero in probability by Lemma 3.6.9
and the facts that Γn = OP(1) and k1/k → 0. Under the Skorohod-Dudley-








and we shall show in the end that
sup
u∈Θ





















with Z defined in (3.6.13). The theorem then follows by noting that















It remains to verify (3.6.14), under the Skorohod-Dudley-Wichura construc-
tion above. By Lemma 3.6.7 and noting that k1/k → 0,
sup
1≥r≥δγ0 ,u∈Θ














∣∣∣δ−γ/γ̂0 − δ−10 ∣∣∣ sup
u∈Θ
ν̂1(H1,u)
P−→ 0 + 0 = 0.
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Then following the proof of Theorem 2.1 in Arcones et al. (2006), with As-




















: u ∈ Θ
}
,
Similar as (3.6.11), we can show that with probability tending to 1
ĤD(u; ν̂∗1) = inf
vTu≥δγ0 ,v∈Θ0
ν̂∗1(HvTu,u) for all u ∈ Θ.

















: u ∈ Θ
}
.
Since 0 < δ0 ≤ HD(u; ν) ≤ 1, the rest follows by the delta method.
3.7 Applications to financial data
In this section, we present a real-world finance application. The dataset,
downloaded from Datastream, consists of the daily international market price
indexes of Standard & Poor’s 500 (S&P 500) from the United States, Finan-
cial Times Stock Exchange 100 (FTSE 100) from the United Kingdom and
Hang Seng from Hong Kong. The sample period is from October 15, 2010, to
October 16, 2015. We use continuously compounded daily market returns,
giving rise to 1305 observations for each country. Since the US market is the
latest to close on any particular day, in the analysis we use the one-period ago
US returns whenever the returns pair (and triple) involves S&P 500 returns.
Although these returns series do not include the dividend distribution, this
is not a problem for our analysis since extreme movements can hardly be
generated by dividends (Poon et al., 2004).
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As usual, our collected stock returns exhibit so-called volatility clustering
behavior widely documented in the empirical finance literature: the univari-
ate squared stock returns are moderately auto-correlated, and the Ljung-Box
test rejects their serial independence at 5% level. Hence, we shall work on
a filtered version of the univariate returns by calibrating a generalized au-
toregressive conditional heteroskedasticity GARCH(1,1) model (Bollerslev,
1986). Now, the Ljung-Box test at 5% level does not reject the serial in-
dependence of the time series of the absolute nor squared residual returns.
From now on, these residual returns will also be called filtered returns and,
for simplicity, we take the estimated model parameters in our calibrated
GARCH model as the actual ones.






(a) US vs UK






(b) US vs HK






(c) UK vs HK
Figure 3.5: One-day ahead predicted half-space depth based quantile regions
(solid) for p = 0.001 and the 95% asymptotically conservative confidence sets
of the predicted central region (close inner region of the dashed lines) of raw
returns pairs given information from Oct. 15, 2010 to Oct. 16, 2015.
Next, we check the equality of the extreme value indices for the tails
of the univariate filtered returns, implied by Assumption 6. Following Cai
et al. (2011) and He and Einmahl (2016), we compare the Hill estimates for
the positive and negative tails of the filtered returns in all three markets for
k = 80. In increasing order these estimates are 0.261, 0.264, 0.266, 0.276,
0.297, 0.309, between which the maximal difference is 0.048. Based on the
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asymptotic normality of the Hill’s estimator, this gives an approximate p-
value of 0.896. There is no evidence that the true extreme value indices are
different.







given the information up to time t − 1, can be easily obtained using the






t ) by a
simple affine transformation. Figure 3.5 presents the one-day ahead predicted
bivariate half-space depth based quantile regions for p = 0.001, motivated by
the recent Basel II requirement (Basel Committee on Banking Supervision,
2005), of raw returns pairs. The close inner region of the dashed lines refer to
our 95% asymptotically conservative confidence set of the predicted central
regions, given information in our sample period.











Figure 3.6: Time series of the relative distance of filtered return triples to
the estimated central region with p = 0.0027 from Oct 15, 2010 to Oct 16,
2015 for k = k1 = 300. The dashed and dash-dot lines correspond to two
asymptotically conservative confidence sets of the central region respectively
at the 95% and 75% confidence levels.
Another possible application of the extreme quantile region is to detect
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outliers. Here we define an outlier as a data point beyond the half-space
depth-based central region, i.e. falls in the quantile region, with p = 0.0027
based on the well-known three-sigma rule in outlier detection literature. In
other words, the outliers are the observations that demonstrate extremal
joint behavior. While the extreme estimator of Q is useful in screening po-
tential outliers, furthermore, our asymptotic approximation theory provides
a possibility to detect all outliers with a certain degree of confidence in fi-
nite samples, by taking the statistical uncertainty into account. Figure 3.6
presents the time series of the relative distance of filtered return triples to
our estimated central region with p = 0.0027 from October 15, 2010 to Oc-
tober 16, 2015 for k = k1 = 300. The relative distance is calculated as the
ratio of the Euclidean norm of the realized trivariate filtered return and the
boundary point of our estimated central regions in the direction of the filtered
return triples. We observe 4 data points above the solid horizontal line, i.e.
falls in the estimated quantile region. Two out of these points are above the
dash-dotted horizontal line, that is, they are outside a 75% asymptotically
conservative confidence set of the true central region, but only one of them
remains when comparing with the dashed horizontal line for a 95% asymp-
totically conservative confidence set. These two data points, in chronological
order, were recorded on April 8, 2015 and July 8, 2015. We conclude that
the former point is an outlier at the 95% confidence level, as well as the lat-
ter point but only at the 75% confidence level. Their outlyingness are both
mainly driven by some sudden large movements in Hong Kong’s stock mar-
ket. The other two detected outliers (with confidence levels below 75%) are
recorded on January 2 and December 19 both in 2013: the first one may at-
tribute to the so-called January effect and the second one follows a reduction
in monetary stimulus measures announced by the U.S. Federal Reserve.
3.8. AUXILIARY LEMMAS 79
3.8 Auxiliary Lemmas
Lemma 3.8.1 (Measurability). Under Assumption M, for all ε > 0, the
functions 1[εQ ⊂ Q̂], 1[Q̂ ⊂ εQ] are measurable.
Proof. We only prove the first part; the proof of the other is completely
analogous. By assumption Q̂c and Qc are non-empty, convex and compact.
Define their support functions by
hQ̂c(u) = sup
{
uTx : x ∈ Q̂c
}
, hQc(u) = sup
{
uTx : x ∈ Qc
}
, u ∈ Rd.









Recall Θ0 is a dense, countable subset of Θ. It is easy to verify that
εQ ⊂ Q̂ ⇔ εQc ⊃ Q̂c ⇔ hQ̂c(u) ≤ εhQc(u),∀u ∈ Θ
⇔ hQ̂c(u) ≤ εhQc(u),∀u ∈ Θ0,
where the last step follows by the continuity of support functions. Now,
the measurability of 1[εQ ⊂ Q̂] follows by the (pointwise) measurability of





ρ̂(v)uTv, u ∈ Θ0,
where ρ̂ is continuous and is measurable at each point v ∈ Θ.
Lemma 3.8.2 (Universal Separability of H̄+δ ). For all δ > 0, there exists a
countable subclass Dδ of H̄+δ such that for all B ∈ H̄
+
δ there exists a sequence
(Dn)n∈N in Dδ with 1[x ∈ Dn]→ 1[x ∈ B] for all x ∈ Rd.
Proof. For presentation convenience, we denote Hr,0 = rC and hence we can
write
H̄+δ := {Hr,u : r > δ,u ∈ Θ ∪ {0}}.
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The elements of H̄+δ are all indexed by the parameter (r,u) ∈ (δ,∞) ×
(Θ ∪ {0}), those with r ∈ Q and u ∈ Θ0 ∪ {0} then form a countable
subclass Dδ.
Now, let x ∈ Rd and take arbitrary Hr,u ∈ H̄+δ . We have two possibilities.
1. When u = 0, there exists a sequence of rn ↓ r (n→∞) such that
|1[x ∈ Hrn,0]− 1[x ∈ Hr,0]| = 1 [r < ‖x‖ ≤ rn]→ 0.
2. When u ∈ Θ, there exists a sequence of (Hrn,un)n∈Θ in Dδ such that
rn ↑ r and un → u. We can always take in such a way that rn < r and
‖un − u‖ ≤ (r − rn)2, un ∈ Θ. Then
|1[x ∈ Hrn,un ]− 1[x ∈ Hr,u]|
=1[x ∈ Hrn,un ∩Hcr,u] + 1[x ∈ Hr,u ∩Hcrn,un ]
≤1
[












‖x‖ > (r − rn)−1
]
→0 + 0 = 0.
Lemma 3.8.3. The Gaussian process Z defined in (6.14) is tight.









where dν is defined in Lemma 3.6.6.
Recalling that infu∈Θ ν(H1,u) = δ0 > 0 and all the sample paths of Wν,1
are bounded and uniformly dν-continuous, it follows that all the sample paths
of Z are bounded and uniformly d2-continuous. For tightness it remains to
show (Θ, d2) is totally bounded.
When ψ = 0, this is trivial since ρ2 ≡ 0. Let ψ > 0 and take arbitrary
ε > 0. Note that from the proof of Lemma 6 (when applying Theorem 3 in
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Einmahl, 1997) we know that (H1, dν) is totally bounded with H1 := {H1,u :
u ∈ Θ}, that is, we can find a finite set of H1,u1 , . . . , H1,un such that
H1 = ∪ni=1Bδ20ε2/ψ2(H1,ui ; dν) (3.8.1)
where Bδ20ε2/ψ2(H1,ui ; dν) = {H1,v : dν(H1,ui , H1,v) ≤ δ
2
0ε
2/ψ2,v ∈ Θ}. De-
note Θ
(i)
ε = {v ∈ Θ : H1,v ∈ Bδ20ε2/ψ2(H1,ui ; dν)}. Noting that
d22(u,v) = ψ







Bε(ui; ρ2) := {v ∈ Θ : d2(ui,v) ≤ ε} ⊃ Θ(i)ε .
Hence,
Θ ⊃ ∪ni=1Bε(ui; ρ2) ⊃ ∪ni=1Θ(i)ε = Θ,
where the (last) equality is a consequence of (3.8.1).



























where Aδ = {B ∩B′ : B,B′ ∈ H̄+δ }.
Proof. We shall only prove the first part by contradiction; the proof of the
second part is completely analogous. Write for convenience Hr,0 := rC,
r > 0. Suppose this convergence does not hold uniformly. Then there exist




















− ν(An) 6→ 0 (3.8.2)
where An = Hrn,un ∩Hr′n,u′n ∈ Aδ. Write A = Hr,v ∩Hr′,v′ and, without loss
of generality, assume r ≤ r′. Take εn := ‖wn‖1/2 > 0. For large n, we have













































Notice that, for large n, either un = v = 0 or both un,v ∈ Θ and therefore
Hr,un∩(1−εn)Hcr,v ⊂ {x : (un−v)Tx > εnr} ⊂ {x : ε2n ‖x‖ > εnr} ⊂ ε−1n rC,
where ε−1n rC reads as ∅ if εn = 0. Similarly, for large n,
Hr′,u′n ∩ (1− εn)H
c
r′,v′ ⊂ ε−1n r′C ⊂ ε−1n rC
































→ ν(A) + 2 · 0 = ν(A).














































→ ν(A). Similarly, even easier, we can also show that
ν(An)→ ν(A). Contradiction with (3.8.2).
Lemma 3.8.5. Assumptions R and 3.4.2 imply that for all ε > 0, as t→∞
sup
‖x‖≥ε
∣∣∣∣HD(tx;P )P(R > t) −HD(x; ν)
∣∣∣∣ = O(α(t)).
Proof. Lemma 4 in He and Einmahl (2016) with δ = δγ0 yields that
sup
‖x‖≥ε
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≤ sup
r≥δγ0 ε,u∈Θ
∣∣∣∣P(X ∈ tHr,u)P(R > t) − ν(Hr,u)
∣∣∣∣ = O(α(t)),
where the last equality can be easily shown analogously to Lemma 3.6.1, and
we omit its proof.
Lemma 3.8.6. For all u ∈ Θ, φ(u) is non-empty, closed and φ(u) ⊂ {v ∈
Θ : vTu ≥ δγ0} with δ0 := infu∈Θ ν(H1,u).
Proof. Let u ∈ Θ. Lemma 2.5.4 immediately implies that φ(u) ⊂ {v ∈ Θ :
vTu ≥ δγ0}. Now, with Lemma 2.5.3 we know
ν(HvTu,v) = (v
Tu)−1/γν(H1,v)
is continuous in v ∈ {v ∈ Θ : vTu ≥ δγ0}. It follows that φ(u) is closed and,
by Weierstrass’s theorem, nonempty.
Lemma 3.8.7. Suppose Assumption R holds. The exponent measure ν sat-
isfies Assumption 3.4.3 if φ(u) is a singleton for all u ∈ Θ.
Proof. The proof is by contradiction. Suppose Assumption 3.4.3 is violated
for some δ > 0. Then on Θ×Θ0 there exists a sequence (un,wn)→ (u,w) ∈
Θ×Θ, such that wn /∈ φ(un, δ), w /∈ φ(u, δ) and
ν(HwTnun,wn)−HD(un; ν)→ 0, n→∞. (3.8.3)
Note that∣∣(HD(un; ν))−γ − (HD(u; ν))−γ∣∣ ≤ sup
v∈Θ
∣∣∣(ν (HvTun,v))−γ − (ν (HvTu,v))−γ∣∣∣
≤ sup
v∈Θ




≤‖un − u‖ δ−γ0 → 0.
It follows that HD(un; ν)→ HD(u; ν).
Moreover, by Lemma 3 in He and Einmahl (2016) we know ν(H1,·) is




−1/γν(H1,wn)→ (wTu)−1/γν(H1,w) = ν(HwTu,w).
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and then (3.8.3) cannot hold.
Now, we can conclude that ν(HwTu,w) = HD(u; ν), that is, w ∈ φ(u),
contradiction with w /∈ φ(u, δ).
Lemma 3.8.8. Under the conditions of Theorem 3.4.2 and the Skorohod-























P−→’ denotes convergence in probability of random elements with the
supremum norm; see, e.g., Dudley (2002), page 287. Note that here the
processes are only equal in distribution to the original ones.
Proof. Recall from the proof of Theorem 3.4.2 that
sup
1≥r≥δγ0 ,u∈Θ
∣∣∣∣√k1 (ν̂∗1(Hr,u)− ν(Hr,u))− ν(Hr,u)(Wν,1(H1,u)ν(H1,u) −Wν,1(C)
)∣∣∣∣ P−→ 0.
(3.8.4)
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Note that Lemma 3 in He and Einmahl (2016) states that ν(H1,·) is uniformly




ν(HvT2 u,v2) = (v
T
2 u)
−1/γν(H1,v2) can be arbitrarily close uniformly for u ∈ Θ
if v1,v2 ∈ {v ∈ Θ : vTu ≥ ε} are close enough with any ε > 0. It follows
that, for all n ∈ N, there exists δn < δ′ such that δn → 0 and
φ(u, δn) ⊂
{
v ∈ Θ :
∣∣HD(u; ν)− ν(HvTu;v)∣∣ < 1k1(n)
}
, for all u ∈ Θ.


























where the last step follows by (3.8.4). Since δ′ is arbitrary, the claim follows
since φ(u) = ∩δ′>0{v ∈ Θ : vTu ≥ δγ0 ,v ∈ φ(u, δ′)} recalling that φ(u) is
compact and φ ⊂ {v ∈ Θ : vTu ≥ δγ0} (see Section 4.2).
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Chapter 4
Statistical Inference for a
Relative Risk Measure
[Based on a joint work with Yanxi Hou, Liang Peng and Jiliang
Sheng.]
Abstract. For monitoring systemic risk from regulators’ point
of view, this paper proposes a relative risk measure, which is
sensitive to the market comovement. The asymptotic normality
of a nonparametric estimator and its smoothed version is estab-
lished. In order to effectively construct an interval estimation
without complicated asymptotic variance estimation, a jackknife
empirical likelihood inference procedure based on the smoothed
nonparametric estimation is provided with a Wilks type of re-
sult. A simulation study and real-life data analysis show that the
proposed relative risk measure is useful in monitoring systemic
risk.
Key words. Copula, comovement, expected shortfall, jackknife empirical
likelihood, nonparametric estimation, systemic risk
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4.1 Introduction
Let X and Y denote the random losses, respectively, on an individual port-
folio and some benchmark variable, say, a financial market index with joint
distribution function F (x, y). Consider the commonly employed expected
shortfall risk measure, at level α ∈ (0, 1), defined as
ESα(X) = E[X|F1(X) > 1− α] and ESα(Y ) = E[Y |F2(Y ) > 1− α],
where F1 and F2 are the marginal distributions of X and Y given by F1(x) =
F (x,∞) and F2(y) = F (∞, y). A quick way to compare these two risk
measures is to look at their ratio ESα(X)/ESα(Y ) (or difference). However
this ratio or difference is invariant to the copula of X and Y , i.e., it is
irrelevant to the market comovement. To capture the extreme dependence
between X and Y , recently, Agarwal et al. (2016) proposed to multiply the
above ratio by the coefficient of (upper) tail dependence (Sibuya, 1959)
λ = lim
t↓0
P(F1(X) > 1− t|F2(Y ) > 1− t),
which is widely studied in modeling extreme events. One may question
whether we should combine this limiting tail dependence measure with the
expected shortfalls calculated at a finite level α strictly larger than zero.
A more natural way we propose here is to define both tail sensitivity and
risk measures at the same level and this results in the following relative risk
measure




As remarked by Agarwal et al. (2016), this relative risk measure may be
viewed as an analogue of the market beta in the context of the CAPM (van
Oordt and Zhou, 2016), the M-squared measure (Modigliani and Modigliani,
1997) and the Graham and Harvey’s GH1 and GH2 (Graham and Harvey,
1996, 1997) measures for portfolio performance evaluation.
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In order to implement the above relative risk measure ρα at a fixed level
α ∈ (0, 1), this paper first proposes a nonparametric estimation and its
smoothing version and derives an asymptotic normality result. Since the
asymptotic variance is quite complicated, we further investigate the possi-
bility of employing an empirical likelihood method to construct a confidence
interval since the empirical likelihood method has shown to be quite useful in
interval estimation and hypothesis testing. We refer to Owen (2001) for an
overview of the method. Quantifying uncertainty is important in risk man-
agement, and applications of empirical likelihood methods to risk measures
have appeared in Baysal and Staum (2008); Peng et al. (2012, 2015); Wang
and Peng (2016). In general, an empirical likelihood method is quite effective
for linear functionals and requires linearization for a nonlinear functional by
introducing some nuisance parameters. Unfortunately, it is hard to linearize
the proposed relative risk measure. Therefore, we employ the smoothed jack-
knife empirical likelihood method to construct a confidence interval for the
proposed relative risk measure as the study for copulas and tail copulas in
Peng and Qi (2010) and Peng et al. (2012). Note that smoothed jackknife
empirical likelihood method is a generalization of the jackknife empirical
likelihood method proposed by Jing et al. (2009) for dealing with nonlinear
functionals, and smoothing seems necessary for a non-smoothing nonlinear
functional.
When the level α is close to zero, which is a key interest of regulators, and
the sample size n is not large enough, it is useful to model α as a function
of n. This is generally classified as two situations: intermediate level (i.e.,
α = αn → 0 and αnn → ∞ as n → ∞) and extreme level (i.e., α = αn → 0
and nα → c ∈ [0,∞) as n → ∞). Such a divergent level relates to the
so-called tail risk in financial econometrics, which plays an important role in
risk management; see, e.g., Kelly and Jiang (2014). In general, an extreme
level requires extrapolating outside the data range. Here we focus on the
intermediate level and extend the above study for a fixed level to this case
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too. Like quantile estimation, we show that nonparametric estimation for the
proposed relative risk has a different asymptotic limit for a fixed level and
an intermediate level. However, the proposed smoothed jackknife empirical
likelihood method gives a unified interval for ρα regardless of the level being
fixed or intermediate.
We organize this paper as follows. Section 2 presents our nonparametric
estimation procedure, jackknife empirical likelihood method, and asymptotic
results. A simulation study is carried out in Section 3, and a data analysis
in finance is provided in Section 4 to demonstrate the usefulness of the pro-
posed relative measure in monitoring systemic risk. All proofs are deferred
to Section 5.
4.2 Main Results
Let (X1, Y1), . . . , (Xn, Yn) be independent and identically distributed random
vectors with distribution function F (x, y) and marginals F1(x) = F (x,∞)
and F2(y) = F (∞, y). Order the Xi’s as X1:n ≤ X2:n ≤ . . . ≤ Xn:n and the
Yi’s as Y1:n ≤ Y2:n ≤ . . . ≤ Yn:n. Define the survival functions F̄i(·) = 1−Fi(·)
and quantile functions Qi(·) = F←i (·) for i = 1, 2, where F←i denotes the












1 (Yi > y) , x, y ∈ R.
We introduce the so-called survival copula function
C(u, v) = P(F̄1(X) < u, F̄2(Y ) < v), u, v ∈ [0, 1],
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Substituting the right-hand-side components by their empirical counterparts
yields our nonparametric estimator






































Like smooth distribution (copula) estimation, we may consider a smooth
version of the above nonparametric estimation. More specifically, with some
density function k, its distribution function K(x) =
∫ x
−∞ k(s)ds and band-











































To establish the asymptotic normality of ρ̃α and ρ̂α for any fixed level α ∈
(0, 1), we will need the following regularity conditions.
Assumption 4.2.F (Fixed level).
(4.2.F.a) For j = 1, 2, Qj is Lipschitz continuous in a neighborhood of 1−α
withQj(1−α) > 0, and Fj is strictly increasing and differentiable in
a neighborhood of Qj(1−α). Moreover, for some δ > 0, E(X2+δ+ ) <
∞ and E(Y 2+δ+ ) <∞, where x+ = max{x, 0}.
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in a neighborhood of, respectively, x = α and of
y = α.
Assumption (4.2.F.a) contains standard conditions, which require under-
lying local continuity of the marginal distributions together with finite mo-
ments for the positive losses; see, e.g., Chen (2008). Assumption (4.2.F.b)
ensures the application of the standard empirical copula process result; see,
e.g., Section V in Gaenssler and Stute (1987). Below is an asymptotic nor-
mality result, where ‘
d−→’ denotes convergence in distribution and ‘ P−→’ denotes
convergence in probability.
Theorem 4.2.1 (Fixed level). For an α ∈ (0, 1) satisfying C(α, α) > 0,






































Here, BC is a C-Brownian bridge, i.e., a zero-mean Gaussian process with
covariance function
E(BC(u1, v1)BC(u2, v2)) = C(u1∧u2, v1∧v2)−C(u1, v1)C(u2, v2), (u1, v1), (u2, v2) ∈ [0, 1]2.
Furthermore, if k is a symmetric density with support [-1,1] and bounded first
derivative and the bandwidth h = h(n) > 0 satisfies
nh2 →∞ and nh4 → 0,
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Theorem 4.2.1 states that, under weak regularity conditions, both the
non-smoothed estimator ρ̃α and smoothed estimator ρ̂α are asymptotically
normal with the same limiting distribution.
When α is close to zero (but not extremely), as discussed in Introduction,
it is often useful to model α as an intermediate sequence of n in such a way
that α = αn → 0 and nαn →∞, as n→∞. For the study of an intermediate
level α, in the context of extreme value theory, one needs some conditions on
the tail behavior of the underlying variables as follows.
Assumption 4.2.I (Intermediate level).














, x > 0,
for all j = 1, 2.
(4.2.I.b) There exists a function R : (0,∞)2 → [0,∞) such that
lim
t→∞
tC(t−1x, t−1y) = R(x, y), (x, y) ∈ (0,∞)2, (4.2.1)







on a neighborhood of (1, 1).







on (0, δ)2 for some δ > 0, and, as t→∞,
sup
x,y∈(1−δ,1+δ)
∣∣∣Ċ1(t−1x, t−1y)− Ṙ1(x, y)∣∣∣→ 0,
sup
x,y∈(1−δ,1+δ)
∣∣∣Ċ2(t−1x, t−1y)− Ṙ2(x, y)∣∣∣→ 0.
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Assumption (4.2.I.a) is a standard second order condition in univariate
extreme value theory; see, e.g. Section 2.3 in de Haan and Ferreira (2006).
The condition γ1, γ2 <
1
2
implies that there exists some δ1 > 0 such that
EX2+δ1+ < ∞ and EY 2+δ1+ < ∞. Assumptions (4.2.I.b) and (4.2.I.c) can
be viewed as tail analogues of Assumption (4.2.F.b) for applying the theory
of tail copula process; see, e.g., Cai et al. (2015), Einmahl et al. (2006)
and Theorem 7.2.2 in de Haan and Ferreira (2006). The R-function defined
therein fully characterizes the so-called stable tail dependence function l in
such a way that
l(x, y) = x+ y −R(x, y), x, y ≥ 0;
see, e.g., Drees and Huang (1998) and Section 8.2 in Beirlant et al. (2006).
Theorem 4.2.2 (Intermediate level). Let α = αn be an intermediate se-
quence, that is, αn → 0 and nαn → ∞, as n → ∞. Given R(1, 1) > 0,













with σ20 = Var(Λ0+Θ0,1−Θ0,2) and the zero-mean Gaussian random variables
Λ0 =
WR(1, 1)− Ṙ1(1, 1)WR(1,∞)− Ṙ2(1, 1)WR(∞, 1)
R(1, 1)
,
Θ0,1 = (γ1 − 1)
∫ 1
0




Here, WR is a R-Brownian motion, i.e. a zero-mean Gaussian process with
covariance function
E(WR(u1, v1)WR(u2, v2)) = R(u1∧u2, v1∧v2) for (u1, v1), (u2, v2) ∈ (0,∞]2\{∞,∞}.
Furthermore, if k is a symmetric density with support [-1,1] and bounded first
derivative and the bandwidth h = h(n) > 0 satisfies
nαh2 →∞, nαh4 → 0, and nαh2A2i (1/α) = O(1) for i = 1, 2,
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Theorem 4.2.2 is a tail analogue of Theorem 4.2.1, despite slightly stronger
conditions are imposed to eliminate the asymptotic bias due to the extreme-
value approximations.
Based on these two asymptotic normality results, one can construct a
confidence interval of ρα based on either ρ̃α or ρ̂α. Estimating the asymptotic
variance of ρ̃α or ρ̂α requires some (empirical) approximation of the copula
function C or the function R, say, Ĉ and R̂ respectively. A usual approach
requires simulating the Gaussian process BĈ or WR̂ with some empirical
approximations of the limiting covariance functions. It is also necessary to
estimate the first-order partial derivatives of the (tail) copula function and
even, when αn is an intermediate sequence, the tail indices of the marginal
distributions. This approach is often quite computationally intensive, and its
finite-sample performance can be quite poor by aggregating all the estimation
uncertainties discussed above.
Instead, we investigate the possibility of employing the empirical likeli-
hood method. Although this method proposed by Owen (1988) and Owen
(1990) has proved to be quite effective in interval estimation and hypothesis
testing, it has a serious problem in handling a nonlinear statistic. For exam-
ple, it can lead to computational difficulties by solving a number (dependent
on n) of simultaneous equations. Recently Jing et al. (2009) proposed a
so-called jackknife empirical likelihood method for dealing with nonlinear
statistics such as U-statistics. Like inference for receiver operating charac-
teristic (ROC) curves, copulas and tail copulas in Gong et al. (2010), Peng
et al. (2012) and Peng and Qi (2010), a smoothed version is needed for the
proposed relative risk measure.
Hence we shall establish our jackknife empirical likelihood inference method
for ρα based on the smoothed nonparametric estimation. To apply the
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smoothed jackknife empirical likelihood method, we first need to construct a
jackknife pseudo sample of ρα given by























































1 [Yj > y] , x, y ∈ R.
Based on this pseudo sample, the jackknife empirical likelihood ratio function
for θ = ρα can be defined by
R̂(θ) = sup
{














1 + λ(V̂ρ,i − θ)
, (4.2.2)






1 + λ(V̂ρ,i − θ)
= 0. (4.2.3)
It follows that the log empirical likelihood ratio is





1 + λ(V̂ρ,i − θ)
}
.
To unify our JEL procedure for fixed and intermediate level α, we need
one more assumption.
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where x ∧ y := min{x, y}.
This is very similar to the condition (a) in Cai et al. (2015) but we allow
an arbitrary rate of convergence here. We can show that (4.2.4) is satisfied









∣∣t−1C(t, ty)−R(1, y)∣∣ = 0,
which is weaker than the usual second-order condition (7.2.8) in de Haan and
Ferreira (2006).
Below is a Wilks type result for our JEL approach.
Theorem 4.2.3. Either if the conditions of Theorem 4.2.1 hold, or if the




Based on Theorem 4.2.3, an asymptotic confidence interval with level ψ for
ρα is given by
Iψ = {θ ∈ R : −2 log R̂(θ) ≤ χ21,ψ}
where χ21,ψ is the ψ-th quantile of the chi-squared distribution with 1 degree
of freedom. This interval has the asymptotically correct coverage probability
regardless of the level α being fixed or intermediate. In other words, for
certain sample size n and small level α, both asymptotic embeddings lead to
the same approximation. This interval can be efficiently determined using a
standard search algorithm; for more details we refer to Section 2.9 in Owen
(2001).
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4.3 Simulation Study
In this section, a simulation study is carried out to evaluate the finite-sample
behavior of the proposed jackknife empirical likelihood method for our pro-
posed relative risk measure ρα. The survival copula in our simulation study
is a so-called t-copula with multiple parameters of degrees of freedom which
is a generalization of the grouped t-copula; see Luo and Shevchenko (2010)
for details. The distribution of a two-dimensional t-copula with multiple




ΦΣ(z1(u1, s), z2(u2, s))ds, u1, u2 ∈ [0, 1],
• ΦΣ is the distribution function of a bivariate normal random vector
with zero means, unit variances and positive correlation ρ;
• zi(ui, s) = t−1νi (ui)/ωi(s), ωi(s) =
√
νi/χ−1νi (s), i = 1, 2;
• tνi and t−1νi denote the distribution function and quantile of a student-t
random variable with νi degrees of freedom respectively, i = 1, 2;
• χνi and χ−1νi denote the distribution function and quantile of a chi-
squared random variable with νi degrees of freedom respectively, i =
1, 2.
We draw 1000 random samples of size n = 500 and 1000 from a bivariate
distribution with a t-copula with two parameters of degrees of freedom ν =
(ν1, ν2) ∈ {(3, 3), (3, 5), (5, 3), (5, 5)} and two marginal t distributions with
degrees of freedom ν1 and ν2 respectively. We consider two cut-off levels
α = 0.05, 0.1 and two confidence levels ψ = 0.9, 0.95. In all cases, we set
ρ = 0.2.
The empirical coverage probability of the jackknife empirical likelihood-
based confidence interval is compared to that of the bootstrap confidence
interval. The bootstrap confidence interval is obtained by using 1000 boot-
strap samples of size n from each sample X1, . . . , Xn. Specifically, for each
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Table 4.1: Empirical coverage probabilities for the jackknife empirical
likelihood-based confidence interval Iψ(h) and the bootstrap confidence inter-
val I∗ψ of ρα with cutoff level α = 0.05, sample size n = 500, 1000 and confi-
dence levels ψ = 0.90, 0.95. Bandwidths are chosen as h1 = 0.5(nα)
− 1
3 , h2 =
(nα)−
1
3 , h3 = 1.5(nα)
− 1
3 , h4 = 2(nα)
− 1
3 , h5 = 2.5(nα)
− 1
3 , h6 = 3(nα)
− 1
3 .
n = 500 n = 1000
(ν1, ν2) (3, 3) (3, 5) (5, 3) (5, 5) (3, 3) (3, 5) (5, 3) (5, 5)
I∗0.95 0.880 0.873 0.882 0.860 0.920 0.922 0.914 0.919
I0.95(h1) 0.938 0.954 0.939 0.945 0.934 0.934 0.937 0.943
I0.95(h2) 0.947 0.959 0.953 0.960 0.947 0.945 0.951 0.939
I0.95(h3) 0.945 0.954 0.956 0.958 0.945 0.940 0.955 0.946
I0.95(h4) 0.940 0.950 0.952 0.955 0.932 0.932 0.935 0.939
I0.95(h5) 0.941 0.944 0.949 0.955 0.927 0.934 0.933 0.935
I0.95(h6) 0.925 0.938 0.947 0.950 0.923 0.924 0.927 0.932
I∗0.90 0.834 0.824 0.838 0.831 0.868 0.870 0.874 0.867
I0.90(h1) 0.890 0.903 0.886 0.889 0.883 0.897 0.892 0.890
I0.90(h2) 0.900 0.914 0.911 0.915 0.899 0.892 0.890 0.900
I0.90(h3) 0.896 0.903 0.903 0.910 0.902 0.893 0.899 0.898
I0.90(h4) 0.885 0.899 0.905 0.900 0.884 0.881 0.885 0.889
I0.90(h5) 0.880 0.892 0.901 0.903 0.879 0.876 0.887 0.890
I0.90(h6) 0.865 0.882 0.885 0.896 0.875 0.873 0.876 0.889
bootstrap sample, we calculate the empirical estimate of ρα, which results in
1000 bootstrapped empirical estimates of ρα, denoted as ρ̃
∗1
α , . . . , ρ̃
∗1000
α , and
therefore 1000 bootstrap differences δ∗i = ρ̃∗iα −ρα, i = 1, . . . , 1000. Ordering
these bootstrap differences by δ∗[1] ≤ . . . δ∗[1000], the bootstrap confidence
interval at level ψ is then calculated as
I∗ψ = [ρ̃α − δ∗[n2], ρ̃α − δ∗[n1]],
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where n1 and n2 denotes the integer part of 500(1 − ψ) and 500(1 + ψ),
respectively. Motivated by the optimal bandwidth choice in smoothing dis-
tribution function estimation, we choose h = d(nα)−1/3 for various d =
0.5, 1, 1.5, 2, 2.5, 3.
We report the empirical coverage probabilities in Tables 4.1 and 4.2, which
show that the proposed jackknife empirical likelihood method performs better
than the bootstrap method in terms of coverage accuracy, and the results are
quite stable with respect to the different choices of bandwidth h especially
with d = 1, 1.5, 2. For α = 0.1, it clearly shows that a larger size improves
the accuracy.
4.4 Real-life Data Analysis
In this section, we study our relative risk measure in a real-life data set, which
contains daily stock losses on 18 largest U.S. Banks 1 and Standard & Poor’s
500 index (benchmark) between February 1st, 2002 and March 31st, 2011
from the Center for Research in Security Prices (CRSP), and weekly lev-
els of the Adjusted National Financial Conditions Index (ANFCI) between
September 1, 2006 and March 25, 2011 from the Federal Reserve Bank of
Chicago. Positive values of the ANFCI indicate financial conditions (relative
to the contemporaneous economic conditions) are tighter than average, while
the negative values indicate that financial conditions (relative to the contem-
poraneous economic conditions) are looser than average. We document some
empirical evidence of a nonlinear relation of our bank-specific relative risk
measures to the one quarter future ANFCI in our sample period. Particu-
larly, in our sample period, we observe a minimal U.S. financial instability
on average measured by ANFCI when the banks maintain their one-quarter
1This list is from the 2009 Supervisory Capital Assessment Program (also known as
2009 bank stress tests). We exclude GMAC (now known as Ally Financial) because it only
had preferred stock trading over our sample period.
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Table 4.2: Empirical coverage probabilities for the jackknife empirical
likelihood-based confidence interval Iψ(h) and the bootstrap confidence inter-
val I∗ψ of ρα with cutoff levels α = 0.1, sample size n = 500, 1000 and confi-
dence levels ψ = 0.90, 0.95. Bandwidths are chosen as h1 = 0.5(nα)
− 1
3 , h2 =
(nα)−
1
3 , h3 = 1.5(nα)
− 1
3 , h4 = 2(nα)
− 1
3 , h5 = 2.5(nα)
− 1
3 , h6 = 3(nα)
− 1
3 .
n = 500 n = 1000
(ν1, ν2) (3, 3) (3, 5) (5, 3) (5, 5) (3, 3) (3, 5) (5, 3) (5, 5)
I∗0.95 0.920 0.922 0.914 0.919 0.935 0.939 0.937 0.935
I0.95(h1) 0.930 0.940 0.938 0.934 0.950 0.943 0.948 0.953
I0.95(h2) 0.938 0.946 0.947 0.950 0.948 0.946 0.954 0.959
I0.95(h3) 0.942 0.949 0.944 0.947 0.946 0.947 0.950 0.956
I0.95(h4) 0.932 0.932 0.935 0.939 0.951 0.952 0.943 0.946
I0.95(h5) 0.927 0.934 0.933 0.935 0.948 0.947 0.937 0.946
I0.95(h6) 0.923 0.924 0.927 0.932 0.943 0.947 0.939 0.940
I∗0.90 0.868 0.870 0.874 0.867 0.874 0.887 0.874 0.890
I0.90(h1) 0.880 0.885 0.877 0.882 0.911 0.890 0.906 0.905
I0.90(h2) 0.884 0.891 0.884 0.891 0.909 0.906 0.901 0.904
I0.90(h3) 0.879 0.894 0.888 0.891 0.910 0.903 0.897 0.907
I0.90(h4) 0.884 0.881 0.885 0.889 0.897 0.903 0.893 0.896
I0.90(h5) 0.879 0.876 0.887 0.890 0.887 0.899 0.891 0.899
I0.90(h6) 0.875 0.873 0.876 0.889 0.880 0.892 0.886 0.893
lagged relative risk at nearly unit level. Therefore our inference method may
serve as a practical statistical tool to monitor whether the institutional rela-
tive risks deviate significantly from their ‘optimal’ levels (if there are indeed
any) at a certain confidence level.
As usual, our collected stock returns exhibit so-called volatility clustering
behavior widely documented in the empirical finance literature: the univari-
ate squared stock returns are moderately auto-correlated. Hence, we shall
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work on a filtered version of the univariate losses. We use a rolling window
size of 1155 days (half of our daily sample size), that is, for each day we look
at the last 1155 days (roughly 5 years) daily data and calibrate a generalized
autoregressive conditional heteroskedasticity GARCH(1,1) model proposed
in Bollerslev (1986) for each time series. Specifically, we consider the model
Xt = σtεt, σ
2





Yt = σ̃tε̃t, σ̃
2





where Xt is the stock loss on an individual institution, Yt is the benchmark
(loss on S&P 500 in our study), a0, a1, b1, ã0, ã1, b̃1 are nonnegative parame-
ters, and (εt, ε̃t)
′s are i.i.d. innovations with zero means and unit variances.
Given the past observations (X1, Y1), · · · , (Xt, Yt), we are interested in the
one-period ahead prediction of the relative risk measure at t+ 1, that is,




where ρεα = ρα(εt, ε̃t) is the (unconditional) relative risk measure of εt against
ε̃t. The parameters in the GARCH models are estimated by maximizing
the quasi-likelihood corresponding to normally distributed innovations, and
therefore, a sample version of the innovations are obtained. For simplicity,
we shall treat all these sample innovations as true values in our analysis,
which means that we ignore the variability of the estimates in fitting GARCH
models. In the future, we shall extend the proposed jackknife empirical
likelihood method for independent data in Section 2 to take into account
the estimation uncertainty of fitting GARCH models. For each day, we also
calculate an aggregate predicted relative risk measure as the cross-sectional
average of the individual values.
Our daily prediction of relative risk starts from the second half of our
sample period, that is, from September 1st, 2006 to April 1st, 2011. The
aggregate predicted relative risk ranges from 0.56 to 2.39 with a sample
median value 0.97 in our sample period. Figures 4.1 presents the time series
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of our predicted ρα,t+1|t with h = 2(nα)
−1/3 for the largest three banks2: J.P.
Morgan, Bank of America and Wells Fargo. The intervals, at 95% level, are
constructed by firstly the smoothed jackknife empirical likelihood method on
the estimated innovations and then a simple affine transformation using the
relation (4.4.1). The horizontal lines refer to the unit relative risk level. As
we see, the patterns of the proposed relative risk for these three banks are
distinct, which may provide useful information in monitoring systemic risk.
In the following we shall study on the relation of our predicted relative
risk measure to the ANFCI. Since ANFCI is only reported weekly (every
Friday), we convert our (non-smoothed) predicted relative risk measure into
weakly basis by averaging the daily predictions in the same week. Starting
from November 24, 2006, we first run a preliminary linear regression using
the one-quarter (12 weeks) lagged ANFCI level, nominal and squared weekly
bank-specific relative risk at individual or aggregate level as explanatory
variables and the current ANFCI level as the dependent variable. Specifically,
we run the following regression with t being the week index:
ANFCIt = ω+φ0ANFCIt−12+φ1·RelativeRiskt−12+φ2·RelativeRisk2t−12+εt,
where RelativeRisk is the aggregate or individual relative risk measure; in
the latter case we only report the results, like in Figure 4.1, for J.P. Morgan,
Bank of America and Wells Fargo.
The second to fifth columns in Panel A of Table 4.3 present the OLS
estimates and t-statistics robust to heteroskedasticity and autocorrelation
based on Newey and West (1987) and Newey and West (1994). We observe
significantly negative φ1’s and positive φ2’s in general and we cannot reject
neither the null hypothesis φ1 + 2φ2 = 0 nor ω + φ1 + φ2 = 0 at 5% level by
Wald test (see the last two columns in Panel A for the p-values). Motivated
by these two relationship, if one replaces φ1 = −2φ2 and ω = φ2, the model
can be written in terms of (RelativeRisk − 1)2 with a zero intercept. This
2The ranking is based on total assets as of March 31, 2016.
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model assumption coincides with the result of a second linear regression we
run as follows, which is reported in Panel B of Table 4.3:
ANFCIt = ω̃ + φ̃0ANFCIt−12 + φ̃1 · (RelativeRiskt−12 − 1)2 + ε̃t.
We observe insignificant ω̃’s but significantly positive φ̃1’s in all cases. This
suggest that ANFCI was minimal on average when the one-quarter lagged
aggregate relative risk or individual relative risk of the largest three banks was
at unit level in our sample period. The intervals from Figure 4.1 therefore
can be used to monitor whether the next-period institutional relative risk
may deviate significantly from their ‘optimal’ levels, which may be taken to
be 1 here, at the 95% confidence level.
4.5 Proofs
This section starts from the asymptotics of ρ̂α and ρ̃α, i.e. Theorems 4.2.1
and 4.2.2. Our proofs will be based on some (well-known) asymptotic results
of the weighted empirical copula process (e.g., Appendix G in Genest and
Segers (2009)) and their tail analogues (see, e.g., Lemma 1 in Cai et al.








F̄1(Xi) < x, F̄2(Yi) < y
]
for (x, y) ∈ [0, 1]2,


















for (x, y) ∈ (0,∞]2 \ {∞,∞}.
Below ‘
w−→’ denotes weak convergence, D(I) denotes the Skorohod space de-
fined on domain I. Recall that ‘∧’ denotes the minimum operator and ‘ P−→’
denotes convergence in probability.
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Lemma 4.5.1. Suppose Assumption 4.2.F hold and introduce a weighting
function qη(t) := t
η(1− t)η, t > 0, with η ∈ [0, 1/2). For any fixed α ∈ (0, 1),
as n→∞, in D([0, 1/α]2){
Wn(x, y)
qη(αx ∧ αy)








, x, y ∈ [0, 1/α]
}
,
where we shall read Wn(x,y)
qη(αx∧αy) = 0 and
BC(αx,αy)
qη(αx∧αy) = 0 if x = 0 or y = 0 or
x = y = 1/α.
Proof. See Proposition G.1 in Genest and Segers (2009).
Lemma 4.5.2. Let α be an intermediate sequence such that α = αn → 0
and nαn →∞ and suppose condition (4.2.1) holds. For any η ∈ [0, 1/2) and
T positive, as n→∞,(
Wn(x, y)
(x ∧ y)η
, (x, y) ∈ (0, T ]2,Wn(x,∞)
xη
, x ∈ (0, T ],Wn(∞, y)
yη






, (x, y) ∈ (0, T ]2, WR(x,∞)
xη
, x ∈ (0, T ], WR(∞, y)
yη
, y ∈ (0, T ]
)
.
in D((0, T ]2)×D((0, T ])×D((0, T ]).
Proof. For convenient presentation, all the limit processes below are defined
on the same probability space, via the Skorohod construction. From Lemma
1 in Cai et al. (2015) we know that(
Wn(x, y)
xη
, (x, y) ∈ (0, T ]2,Wn(x,∞)
xη
, x ∈ (0, T ],Wn(∞, y)
yη






, (x, y) ∈ (0, T ]2, WR(x,∞)
xη
, x ∈ (0, T ], WR(∞, y)
yη
, y ∈ (0, T ]
)
.
Similarly as that in the first coordinate above, we can also show that(
Wn(x, y)
yη


























a.s.−−→max{0, 0} = 0
The claim then follows.










Proof. We only prove the first statement since the proof of the second one
is completely analogous. For any fixed α ∈ (0, 1), by the classical theory of
quantile process (c.f., e.g., Example V.12 in Pollard (1984)) and Assumption
(4.2.F.a), we have that, for large n,
Xn−[nα(1−h))]:n −Xn−[nα(1+h)]:n




When α = αn is an intermediate sequence, a tail analogue of the above state-
ment can be derived by using, e.g., Theorem 2.4.8 in de Haan and Ferreira
(2006) for univariate regularly varying distributions in such a way that
Xn−[nα(1−h))]:n −Xn−[nα(1+h)]:n
Q1(1− α)
=(1− h)−1/γ1 − (1 + h)−1/γ1 + oP((nα)−1/2) + o(A(1/α))
=O(h) + oP((nα)




Lemma 4.5.4. Under the conditions of Theorem 4.2.1 or Theorem 4.2.2, as
n→∞,(













Proof. The convergence in the first coordinate for fixed α is already noticed
in Fermanian et al. (2004), with Lemma 4.5.1 and applications of the delta
method; see also, e.g., Lemma 1 in Peng et al. (2012) for details. The proofs
for intermediate α is very much the same by using Lemma 4.5.2 instead and
we refer to Lemma 1 in Peng and Qi (2010) for more details.
In the following we only prove the convergence in the second coordinate
since the proof for the third coordinate is completely analogous. Noting




































=: J1 + J2.



















110 CHAPTER 4. INFERENCE FOR RELATIVE RISK














































































For the rest it remains to show that
√
nα(ρ̃α/ρα−1)















For convenient presentation, all the limit processes below are defined on the
same probability space, via the Skorohod construction. However, they are
























Applying Vervaat (1972) inverse lemma from (or see Lemma A.0.2 in de Haan
and Ferreira (2006)) on the marginal processes Wn(·, 1/α) and Wn(1/α, ·)
around a neighborhood of 1 yields that
√


































Wn(1, 1) + Ċ1(α, α)
√
nα (en − 1) + Ċ2(α, α)
√

















































∣∣√nα(1− x) + Wn(x,∞)∣∣ · |Q1(1− αen)−Q1(1− α)|
a.s.−−→0 + 0 = 0.
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Statement (4.5.5) then follows.
Proof of Theorem 4.2.2. The proof is analogous to that of Theorem 4.2.1, by
replacing Wn(x, 1/α) by Wn(x,∞), Wn(1/α, y) by Wn(∞, y) (since F̄1(Xi) <







BC(αx, 1) by WR(x,∞), and 1√αBC(1, αy) by WR(∞, y).













While the proof of the first coordinate-wise convergence is straightforward
by recalling the equality in (4.5.8), that of the second and third ones are
provided in details in the proof of Proposition 3 in Cai et al. (2015)(as a
special case by taking X = Y therein) and thus omitted. The rest follows
from (4.5.3), (4.5.4) and Lemma 4.5.4, as in the proof of Theorem 4.2.1.
To show Theorem 4.2.3, we need some intermediate lemmas for the component-
wise jackknife pseudo samples as, for i = 1, . . . , n,
V̂C,i = nĈ(α, α)− (n− 1)Ĉi(α, α),
V̂X,i = nÊSα(X)− (n− 1)ÊSα,i(X),
V̂Y,i = nÊSα(Y )− (n− 1)ÊSα,i(Y ).
Specifically, we shall first develop the joint asymptotics of the jackknife means
and jackknife (co)variance based on these component-wise pseudo samples.
The (marginal) results below for V̂C,1, . . . , V̂C,n are taken mostly from Peng
and Qi (2010) for intermediate α and Peng et al. (2012) for fixed α.
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P−→ (0, 0, 0).
(4.5.10)
Proof. The convergence in the first coordinate is a direct consequence of
Lemma 2 in Peng et al. (2012) and Lemma 2 in Peng and Qi (2010) under




























In the following we shall only prove the convergence in the second coordinate
since the proof for the third coordinate is completely analogous. A crucial





F̄n1(x)− 1[x < Xi]
)












∣∣F̄n1,i(x)− F̄n1(x)∣∣ ≤ n−1. (4.5.13)
Now write
V̂X,i
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=: V̂X,i,1 + V̂X,i,2. (4.5.14)
Applying the mean value theorem yields that, for each pair (i, j), there exists

















































































































































=:J1 − J2 + J3.
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=O((nαh)−1) · oP((nαh2)−1/2) = oP((nα)−1/2).
Similarly we can show that∣∣∣∣ J1Q1(1− α)













Now, using the mean value theorem (again), we know there exists an ε̃i,j
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Proof. From the proofs of Theorem 2 in Peng and Qi (2010) and Theorem 2
in Peng et al. (2012), we have max1≤i≤n |V̂C,i| = Op(1) for both intermediate
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and fixed α. The first claim then follows from the consistency of Ĉ(α, α)/α
(implied by Theorems 4.2.1 and 4.2.2 above).
Next we shall show the second claim. Recall from (4.5.14) that we can
write V̂X,i = V̂X,i,1 + V̂X,i,2. With (4.5.13) and (4.5.16), we have that, using







































































=O(1) ·OP((nαh2)−1/2) = oP(1),




∣∣∣∣∣ = oP((nα)1/2). (4.5.20)
Recall from Lemma 11.2 in Owen (2001) that
max
1≤i≤n
|Xi| = oP (n1/2).
When α ∈ (0, 1) is fixed, ÊSα(X)







∣∣Xn−dnαe:n∣∣ (1 + α)
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=oP(n
1/2) +OP(1) = oP((nα)
1/2).





|Xi|1[Xi > Xn−dnα(1+h)e:n] +
∣∣Xn−dnαe:n∣∣ (1 + α)
≤max{|Xn:n| ,
∣∣Xn−dnα(1+h)e:n∣∣}+ ∣∣Xn−dnαe:n∣∣ (1 + α)
A fundamental result in extreme value theory (see, e.g., Section 1.1 in de Haan
and Ferreira (2006)) tells that
Xn:n = Op(Q1(1− 1/n)).
























= OP(1), the sec-
ond part of the lemma follows. The proof for the third part is completely
analogous and hence omitted.
Lemma 4.5.7. Under Assumptions 4.2.I and 4.2.C, as α ↓ 0,
Σ(α) := Cov(Λα,Θα,1,Θα,2)→ Cov (Λ0,Θ0,1,Θ0,2) .











































(x∧y)τ → 0 by assumption, and by Potter’s
inequality in Potter (1942) (or see Proposition B.1.9 in de Haan and Ferreira




∣∣∣∣Q1(1− αx)Q1(1− α) − x−γ1
∣∣∣∣→ 0, and sup
y∈(0,1)
yτ
∣∣∣∣Q1(1− αy)Q1(1− α) − y−γ1
∣∣∣∣→ 0.
(4.5.21)






R(x, y)dx−γ1dy−γ2 − 0
)
= Cov(Θ0,1,Θ0,2),
where we also apply the Karamata’s theorem (see, e.g., Theorem B.1.5 in







→ −γ1 + 1 (4.5.22)



































R(x, 1)− Ṙ1(1, 1)x− Ṙ2(1, 1)R(x, 1)
)
dx−γ1 = Cov(Λ0,Θ0,1).
The proof of Cov(Λα,Θα,2)→ Cov(Λ0,Θ0,2) is completely analogous.
The following lemma establishes the consistency of the jackknife covari-
ance matrix of the relative estimation errors of component-wise nonparamet-
ric estimators, where the smoothing technique plays an important role.
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, i = 1, . . . , n. Under
the conditions of Theorem 4.2.1 or Theorem 4.2.2, as n→∞,









− Σ(α) P−→ 0.
Proof. We only prove the convergence of the (co)variance terms Σ̂1,2, Σ̂1,3,
Σ̂2,3, Σ̂2,2, and Σ̂3,3. The convergence of Σ̂2,1, Σ̂3,1 and Σ̂3,2 then follows by
the symmetry of Σ̂ (and Σ), and the convergence of Σ̂1,1 is readily known by
Lemma 3 in Peng and Qi (2010) for intermediate α and Lemma 3 in Peng
et al. (2012) for fixed α.
Consistency of Σ̂1,2 and Σ̂1,3 . Recall from (4.5.14) that V̂X,i = V̂X,i,1 +
V̂X,i,2. Using the Taylor expansion (4.5.18), with (4.5.13), (4.5.19) and Lemma

























































































































































































































+ C(α, α) + oP(1),
where in the last step we recall from the proofs of Theorems 4.2.1 and 4.2.2
that en := R
←




n2(1) = 1 + oP(1).










































































=: T1 + T2 + oP(1).















































































































































































































+ α + oP(1)
=Σ
(α)
1,2 + α + oP(1).

























1,2 + α− α− α + α + oP(1) = Σ
(α)
1,2 + oP(1).
Similarly, we can show that Σ̂1,3 = Σ
(α)
1,3 + oP(1).
Consistency of Σ̂2,3, Σ̂2,2 and Σ̂2,2 . Next, we write V̂X,i = V̂X,i,1 + V̂X,i,2
as defined in equation (4.5.14). Analogously we define V̂Y,i,1 and V̂Y,i,2. With



















































=O(α) · oP((nαh2)−1/2) = oP(1).
























































































































− α + oP(1),
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and Lemma 4.5.2 for intermediate α with η ∈ (γ1, 1/2).




































+ α + oP(1)
=Σ
(α)
2,3 + α + oP(1).






















3,3 + α + oP(1).























+ α + oP(1)
=Σ
(α)
2,3 + α− α− α + α + oP(1) = Σ
(α)
2,3 + oP(1).
Similarly, Σ̂2,2 = Σ
(α)
2,2 + oP(1) and Σ̂3,3 = Σ
(α)
3,3 + oP(1).
Finally, we combine the above component-wise results to establish the
asymptotics of the jackknife pseudo sample of our relative risk measure, that
is, V̂ρ,1, . . . , V̂ρ,n.











































































































and then the first claim follows.
























































=: Ti,1 + Ti,2 − Ti,3 − Ti,4.
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Analogously, we can also show that for all j = 2, 3, 4, 1
n
∑n






































−1) ·OP(1) = oP((nα)−1/2),




















































The third claim then follows from Lemma 4.5.8, using (4.5.24) again.
Proof of Theorem 4.2.3. Set mi = mi(ρα) =
αV̂ρ,i
ρα
− α, i = 1, . . . , n, m∗n =
max1≤i≤n |mi|, m̄n = n−1
∑n




i . Now Lemma 4.5.7
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and Lemma 4.5.9 in conjunction with Theorem 4.2.1 and Theorem 4.2.2











d−→ N(0, 1), and Sn
ασ2α
P−→ 1. (4.5.25)














Now, following the proof of Theorem 2 in Peng and Qi (2010), statement
(4.5.25) implies that λ̃ = OP((nα)
−1/2) and, furthermore,
λ̃ = S−1n m̄n + oP((nα)
−1/2).
Hence, by a Taylor expansion and again (4.5.25), we have, as n→∞,
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