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P H Y S I C S
Ultrafast electron diffraction from nanophotonic 
waveforms via dynamical Aharonov-Bohm phases
K. J. Mohler1, D. Ehberger1, I. Gronwald2, C. Lange2*, R. Huber2, P. Baum1,3†
Electron interferometry via phase-contrast microscopy, holography, or picodiffraction can provide a direct visualiza-
tion of the static electric and magnetic fields inside or around a material at subatomic precision, but understanding 
the electromagnetic origin of light-matter interaction requires time resolution as well. Here, we demonstrate that 
pump-probe electron diffraction with all-optically compressed electron pulses can capture dynamic electromagnetic 
potentials in a nanophotonic material with sub-light-cycle time resolution via centrosymmetry-violating Bragg 
spot dynamics. The origin of this effect is a sizable quantum mechanical phase shift that the electron de Broglie 
wave obtains from the oscillating electromagnetic potentials within less than 1 fs. Coherent electron imaging and 
scattering can therefore reveal the electromagnetic foundations of light-matter interaction on the level of the 
cycles of light.
INTRODUCTION
According to Aharonov and Bohm (1), two parts of a coherent elec-
tron wave packet that travel along two distinct trajectories will ac-
quire a quantum mechanical phase shift that is directly related to 
the electromagnetic potentials along these trajectories. This princi-
ple has profound implications in electron microscopy, where it is 
ubiquitous for the description of coherent electron scattering from 
various types of macroscopic and atomistic electromagnetic fields 
(2–5). For example, electric polarization and magnetic flux in nano-
structures (2, 3) or the electric fields in the chemical bonds between 
the atoms in a crystal (4, 5) have been elucidated in this way, and 
ponderomotive phase plates are discussed as an enabling technique 
for cryogenic electron microscopy and high-resolution biomolecu-
lar imaging (6).
However, all such electron interferometric investigations with 
electron holography (2, 3), differential phase contrast (2, 3), and 
atomic picodiffraction (4, 5) now involve slow time scales, far from 
the ultrahigh frequencies in the terahertz and petahertz regimes 
that would be required to visualize the functionality of complex op-
tical materials and metamaterials (7–12) on subwavelength and sub-
cycle dimensions in space and time (13–16). While ultrafast electron 
microscopy and diffraction with laser-generated femtosecond elec-
tron pulses are widespread approaches for investigating structural 
dynamics and atomic motions in molecules and condensed matter 
(17–21), the resolution of ultrafast electrodynamic phenomena has, so 
far, only been achieved through incoherent point particle scatter-
ing (14, 22) and not by any electron interferometric technique, al-
though a time-resolved version of electron holography or diffraction 
with sub-light-cycle time resolution would promise a noninvasive 
and sensitive way to visualize optical and nanophotonic phenomena 
at the full versatility of modern electron microscopy and diffrac-
tion devices with their highly coherent beams.
RESULTS
Here, we report how ultrafast small-angle diffraction with time- 
compressed electron pulses can be used to examine the rapidly 
oscillating electrodynamic potentials around an optically excited 
nanostructure array with subcycle time resolution. The basis of our 
measurement concept is the conjecture that interferometric phase 
shifts according to Aharonov and Bohm may, with sufficiently short 
electron wave packets, become relevant at frequencies approaching 
those of light, even if the magnetic and electric contributions are 
rapidly oscillating and strongly interlinked. Our experiment is de-
picted in Fig. 1A. A two-dimensional array of metal nanostructures 
(black, compare Fig. 1B) on a dielectric substrate mimics a metasur-
face (7, 10) or a field-enhancing periodic nanostructure for nonlinear 
optics (11). Illumination with a single-cycle terahertz waveform (red, 
compare Fig. 1C) induces rapidly changing near fields (black arrows, 
see Fig. 1A) and therefore oscillating electromagnetic potentials in 
proximity of the material. Femtosecond single-electron probe pulses 
(blue, compare Fig. 1D), generated via all-optical compression (23), 
produce coherent multibeam interference and therefore small-angle 
diffraction patterns (green) as a function of delay time. While the 
shape of the nanostructure itself is not altered by the excitation 
field, the electromagnetic potentials induced at the nanostructures 
by the excitation field cycles may modulate the quantum mechanical 
phase of the electron wave function as a function of space and time. 
The corresponding changes of the diffraction pattern may therefore 
reveal the sample’s electromagnetic dynamics with nanometer and 
sub-light-cycle precision.
Figure 2 shows the static small-angle diffraction data of our 
nanostructure array as obtained with femtosecond single-electron 
pulses. Although the electron de Broglie wavelength of 4.3 pm at 
75 keV central energy is >20,000 times smaller than the unit cell of 
the metal structure (82 × 100 nm2), the intrinsic transverse coherence 
of single-electron pulses allows us to observe a two-dimensional set 
of Bragg spots up to fourth order. We label the Bragg spots by Miller 
indices (hk), where h and k are integer numbers. A third Miller index 
is omitted because our nanostructure is not periodic in the z direc-
tion and the reciprocal space therefore crosses the Ewald sphere at 
no particular Laue zone. The measured small-angle diffraction (Fig. 2A) 
agrees well with the theoretical pattern (Fig. 2B) derived from the 
measured static nanostructure (see Materials and Methods). Figure 2 
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(C to E) shows three integrated regions of the measured diffrac-
tion data (black dots) in comparison to the theoretical results (green 
solid line).
When turning on the single-cycle electromagnetic excitation 
(see Fig. 1C), we see several substantial and distinct modifications 
to the measured diffraction pattern as a function of the terahertz- 
electron time delay (see Fig. 2F). The most obvious feature is a 
time-dependent deflection of the whole diffraction pattern along x, 
the polarization direction of the terahertz field. The temporal shape 
of this global deflection (see Fig. 2G) is almost symmetric in time; 
the initial rise at −1.8 ps toward higher angular deflections is as fast 
as the final decay toward zero deflection at +1.8 ps. The Bragg spots 
remain discernible throughout the entire terahertz-electron delay 
range, although the maximum time-dependent global deflection 
exceeds the inverse lattice constant by four times. Their spacing 
remains constant at only minor changes of contrast and width. 
However, we observe substantial Bragg spot intensity changes as a 
function of delay. In Fig. 2 (H and I), we compare the integrated 
relative intensities of  (1 ̄  1) and (11) with the average of  ( ̄  1¯ 1) and  ( ̄  11) , 
because these pairs share a common first Miller index and therefore 
project similarly to the excitation’s polarization along the x axis. 
The maximum relative intensity changes are ±8%, and the opposing 
temporal shapes have maxima and minima occurring at the turning 
points of the global deflection (dashed lines).
In our ultrafast small-angle diffraction experiment, the incident 
terahertz radiation triggers a wealth of delay-dependent phenomena 
that are caused by purely electromagnetic effects and not by struc-
tural changes of the material. To understand the origin of these ob-
servations, we analyze the quantum mechanical phase shifts that an 
electron experiences when passing through time-dependent elec-
tromagnetic potentials. This approach is necessitated by the inter-
ferometric nature of our diffraction experiment with delocalized 
electrons beyond the point particle approximation. Along a given 
closed loop in space and time, the electron wave function obtains a 
quantum mechanical phase shift according to the line integral (1)
   AB =  e ─ ℏ∮ A   dx 
 (1)
where e is the elementary charge, ℏ is the reduced Planck constant, 
x = (ct, x, y, z) is the position 4-vector, and  A  =  ( 
φ _ c , − A x , − A y , − A z ) 
is the electromagnetic 4-potential composed of the electric scalar 
potential φ and three components of the magnetic vector potential Ax, 
Ay, and Az.
Figure 3A illustrates the necessary space-time integration of Eq. 1 
in an interaction volume that evolves rapidly in time. The electrons 
in the nearly collimated beam of our experiment travel at constant 
velocity along approximately straight trajectories parallel to the 
z direction. We therefore assume an incoming electron wave func-
tion i(x, y, t) with a flat phase front AB(x, y, t) = 0 (light blue). 
After passage through the relevant interaction volume (gray), the 
exit wave function obtains a spatially modulated phase map AB(x, 
y, t) depending on its arrival time t with respect to the excitation 
field. For each delay time and lateral position, AB(x, y, t) is cal-
culated by the closed space-time integral around the area spanned 
by a path 2 along the z direction at x and y and a selected reference 
path 1 (see Fig. 3A). The red dashed parts are zero because there are 
no fields and potentials long before and long after the arrival of the 
excitation pulse.
For application of this framework to our experiment, we de-
compose the optical response of our nanostructure into far-field 
contributions with macroscopic dimensions and the nanophotonic 
near-field components that occur within the unit cells. Under long- 
wavelength excitation, the macroscopic far-field response of our 
wavy nanostructure mimics a wire grid polarizer and can be ap-
proximated as a planar beam splitter of unknown reflectivity that is 
exposed to a superposition of incident plane waves that the tera-
hertz pulses are composed of. An analytical treatment via Eq. 1 of 
electrons passing through the incident, reflected, and transmitted 
electromagnetic potentials of a thin beam splitter with arbitrary 
splitting ratio and absorption (see Materials and Methods) reveals 
that any net effects from the macroscopic vector potential cancel 
out to zero for copropagating electrons and an excitation wave vector 
at normal incidence (see Fig. 1A), in accordance with previous ex-
periments for metals or dielectrics (24, 25). Therefore, the macro-
scopic response of the nanostructure itself cannot produce the measured 
changes in diffraction, i.e. the global deflection and the Bragg spot 
intensity changes.
On a mesoscopic length scale, smaller than a terahertz wave-
length but much larger than a unit cell, there are resonances caused 
by the sample support structure (see Materials and Methods). Such 
resonances have been seen to deflect a transmitted electron beam as 
a function of time (14, 23). To quantify the magnitude of these ef-
fects for our sample and for calibration of the incoming terahertz 
Fig. 1. Time-resolved small-angle electron diffraction from oscillating electro-
magnetic potentials. (A) Concept and experimental setup. A terahertz pulse (red) 
excites a photonic nanostructure (orange) and induces local electrodynamic fields 
(arrows). Ultrashort electron pulses (blue) are diffracted and probe the electromag-
netic potentials as a function of delay time. The origin of the diffraction changes 
(green) are phase shifts of the electron de Broglie wave by the local electric and 
magnetic potentials. (B) Scanning electron microscopy image of the nanostructure 
(inverted). The size of the unit cell is 82 × 100 nm2. (C) Electric field of the terahertz 
excitation pulse with a central frequency of 0.35 THz. (D) Measured temporal pro-
file of the electron pulses (dots) with a Gaussian fit (solid). The full width at half 
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waveform, we measure the global deflection of three different reso-
nant structures that are subjected to the same terahertz waveform 
and compare the data to simulations. The origin of these deflections 
are mesoscopic resonances that globally affect the entire diffraction 
pattern, so the coherence properties of the electron beam remain 
untouched and nontrivial quantum contributions beyond a classical 
description via Lorentz forces and point particles are not expected. 
The results (fig. S1) reveal the cosine-like incoming terahertz pulse 
shape depicted in Fig. 1C and confirm that mesoscopic resonances 
can fully explain the measured global deflection, including the phase 
shift of approximately 90° of the single-cycle Bragg pattern motion 
with respect to the impinging electromagnetic wave (compare Figs. 1C 
and 2G).
On the microscopic dimensions of the unit cell, we numerically 
obtain the time-dependent and structure-specific electromagnetic 
fields (see Fig. 3, B and C) from finite-difference time-domain simu-
lations (see Materials and Methods). At the depicted instance in 
time, the electric near fields point predominantly toward negative x 
but have a periodic component along y that arises from the wavy 
nature of our nanostructure. Induced surface charges counteract 
the incident electric field inside the conducting material and cause 
a peak field enhancement by a factor of ~5 in the gap where adjacent 
gold rods come closest. Gold has a vanishing terahertz magnetic 
susceptibility, but dynamical currents almost perfectly cancel the 
magnetic fields inside the wavy structures. The potentials and fields 
in our experiment can therefore not be produced by any electrostatic 
and/or magnetostatic experiment, and the diffraction experiment 
explores a purely dynamical setting.
A characterization of the initiated sub-unit-cell dynamics and 
the inflicted changes to the time-resolved diffraction patterns, arising 
from the coherent interference of electron de Broglie waves, requires 
consideration of the spatiotemporal quantum phases that are im-
printed on the electron wave function via the electromagnetic 
potentials, as described in Eq. 1. Using the numerically obtained 
electromagnetic fields, we apply four Poisson equations in Coulomb 
gauge (see Materials and Methods) to obtain the time-dependent 
4-potential A (Fig. 3, D and E) as a function of space and time. 
Inside the metal, we see a gradient of the electric potential φ that 
results from momentary charge separation. The corresponding elec-
tric field is cancelled by the time derivative of the magnetic vector 
potential Ax of the incident wave (not depicted in Fig. 3). To model 
the excited nanostructure’s effects on the electrons, we apply a phase- 
object approximation. Position-dependent and delay-dependent 
phase shifts AB(x, y, t) of the electron wave function are derived 
from the calculated potentials according to Eq. 1 and Fig. 3A, and 
spatially varying transmission amplitudes are taken from the mea-
sured static structure of Fig. 1B. The far-field diffraction pattern is 
computed via Fourier transformation.
Figure 2 (H and I) shows the simulated Bragg spot intensities 
(solid lines) in comparison to the measured spot intensities of the 
experiment (dots). The simulations reproduce the measured Bragg 
spots’ asymmetric intensities and their evolution in synchrony to 
the shape of the terahertz excitation field (see Fig. 1C), thereby linking 
the observed violation of centrosymmetry to the excitation-induced 
electromagnetic potentials. Only the absolute degree of asymmetry 





















































































































Fig. 2. Experimental ultrafast diffraction results in comparison to simulations. (A) Measured static small-angle diffraction after subtraction of an inelastic background 
(see Materials and Methods). The appearance of third-order spots in the x direction and fourth-order spots in the y direction indicates a sub-unit-cell resolution of ~25 nm 
in both dimensions. The different intensities of  (1  ̄ 1 )  and  (  ̄ 1 1) compared to (11) and  (  ̄ 1 ̄  1 ) , consistent in experiment and theory, reflect the deviations of our static wavy 
nanostructure from a sinusoidal pattern. (B) Theoretical small-angle diffraction derived from the measured scanning electron microscopy image (see Fig. 1B). (C) Integrated 
intensity (black dots) of the minus-first and minus-second order in the y direction in comparison to theory (green solid line). Dashed line, inelastic scattering background. 
(D) Integrated intensity (black dots) for the zeroth order in the y direction. (E) Integrated intensity (black dots) of the plus-first and plus-second order in the y direction. (F) Visualization 
of the three-dimensional time-dependent diffraction data in the time-Qx domain obtained from the terahertz-excited nanostructure. The top, middle, and bottom 
panels show the temporal evolution of the three y-integrated regions depicted in (C) to (E). The red dots in the insets indicate the major Bragg spots that are plotted as a 
function of time. The black arrow in the uppermost inset indicates the excitation polarization. The color bar is identical to (B) but with an upper limit of 0.75. (G) Global 
deflection as a function of time delay. (H) Relative Bragg spot intensity (blue diamonds, raw data; blue dots, smoothed) of  1  ̄ 1 and 11 in comparison to simulations (solid 
line) as a function of time. (I) Relative Bragg spot intensity of   ̄ 1 ̄  1 and   ̄ 1 1 (magenta diamonds, raw data; magenta dots, smoothed) in comparison to the simulations (solid 
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calculations, attributed to our neglect of nonnormal wall directions, the 
specific refractive index of nanostructured gold, additional field en-
hancements from surface roughness, and uncertainties in determining 
our structure’s thickness along z. The observation of delay- dependent 
Bragg spot intensities synchronous with the excitation- induced 
electromagnetic potentials demonstrates that ultrafast small-angle 
electron diffraction can noninvasively capture and reveal via potential- 
induced electron phase changes the nanophotonic response of a 
nanostructured material with subwavelength and subcycle precision 
in space and time.
DISCUSSION
A one-dimensional simplification can help elucidate some of the 
observed dynamics (see Fig. 4). To this end, we neglect our structure’s 
local curvatures and approximate it as a grid of linear wires under 
long-wavelength, nonresonant excitation. The far field of the in-
coming terahertz pulse can be subtracted, because it does not affect 
the final diffraction pattern and, in particular, the Bragg spot inten-
sities (see above). We obtain the electromagnetic near fields as de-
picted in Fig. 4 (A and B). In the gaps, the electric and magnetic 
fields are approximately constant and imprint linear phase shifts onto 
an incoming plane electron wave (blue lines). The fields enclosed by 
the black boxes cause additional phase jumps  between the upper 
and lower edges of the gold rods, so that the periodicity of the fields 
directly maps into periodic phase distributions. Magnetically induced 
phases oppose the electric ones, but our nanostructure favors elec-
tric over magnetic field enhancement, and this break in symmetry 
causes net Bragg spot intensity changes to appear in diffraction (see 
Fig. 4C). Violations of centrosymmetry in Bragg diffraction (horizontal 
lines) arise from delay-dependent shifts (dots) of the envelope function 
with respect to stationary Bragg spot positions, complying with our 
observations at t = 0 (see Fig. 2, G to I), where the measured Bragg 
spots locate at the original position but with asymmetric intensities. 
In a way, the experiment at t = 0 mimics the unequal diffraction 
intensities that can be produced by a blazed diffraction grating in 
optics, but here in a dynamical setting and with changes caused by 
purely quantum mechanical effects according to Eq. 1 rather than 
by shaping a physical structure.
Asymmetric Bragg spot intensities induced by the presence of 
electromagnetic potentials are also a key signature of conventional 
Aharonov-Bohm settings that aim at identifying phase shifts result-
ing from nonlocal electromagnetic fields (1, 26). Pointing out the 
significance of the electromagnetic potentials for maintaining the 
principle of locality, Aharonov and Bohm predicted, for example, 
the imprint of relative phase shifts on electrons traveling along tra-
jectories that enclose the static magnetic field of a long solenoid 
even without local exposure to its field. While such magnetostatic 
phase shifts have been confirmed by experiments (26, 27), discus-
sions are still ongoing for dynamical settings in which electric and 
magnetic fields are interlinked and potentials become a function of 
space and time (28–30). For our wavy nanostructure array, periodic 
phase distributions result not only from local interaction with the 
fields along the electron’s trajectory but also from enclosed space-
time regions (dashed in Fig. 4, A and B) in which fields are present 
that are not directly encountered by the electrons but shape the cor-
responding potentials. In the one-dimensional picture of Fig. 4, the 
measured excitation-induced asymmetry of Bragg spot intensities is 
caused by a shift of the diffraction pattern’s envelope function over 
stationary Bragg spot positions (see Fig. 4C). In this regard, our ter-
ahertz-induced diffraction setting is complementary to an array of 
magnetic solenoids as a periodic version of the standard Aharonov- 
Bohm experiment. There, the electron wave obtains a ladder of phase 
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Fig. 3. Theoretical framework for ultrafast electron phase changes in diffraction. 
(A) Space-time diagram and world lines for simulating time-dependent phase maps 
imprinted on an incoming plane electron wave function i by interaction with a time- 
dependent electromagnetic potential (gray). Phase shifts are calculated as a function 
of lateral position and delay time via closed loops (red) according to Eq. 1. (B) Time- 
dependent electric field vectors in the example structure at t = 0 fs. (C) Magnetic 
field vectors. (D) Electric scalar potential at the example of t = 0 fs. (E) Magnetic 
vector potential, component along the propagation direction; all in Coulomb gauge.














Fig. 4. One-dimensional model. (A) Electron de Broglie waves (blue) and electric 
fields Ex (red) in and around the gold rods (yellow) after subtraction of the plane 
wave background. The phase shifts  (blue, dotted) that are related to fields in the 
enclosed areas (black, dotted). (B) Magnetic fields By (green) and their weaker 
phase shift  with opposite sign. (C) Corresponding one-dimensional diffraction 
orders for no excitation (black), electric-only effects (red), and magnetic-only con-
tributions (green). Dots, centers of the diffraction envelopes. Solid lines, asymmet-
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stationary envelope function (31), results in asymmetric intensity 
changes comparable to our case. The measurement of asymmetric 
intensity changes for our nanostructured array at frequencies ap-
proaching those of light therefore indicates that electromagnetic po-
tentials are of equal significance in highly dynamical settings as in static 
ones and demonstrates that terahertz-compressed electron pulses 
can provide a valuable technology for studying the Aharonov-Bohm 
effect at 109 times higher frequencies than accessible before (32, 33).
We touch here an extreme limit of quantum-coherent light-electron 
interaction, the topic of many recent reports (34, 35). In contrast to 
studies with near-infrared light (34, 35), where photon-order side-
bands appear in the spectrum, the electron wave function in our ex-
periment is much smaller than a wavelength of the radiation in free 
space and its temporal coherence is much smaller than a cycle period. 
In other words, the electrons seem like point particles with respect 
to the optical waveform, like in all other electron-terahertz interac-
tions reported so far. Nevertheless, substantial quantum effects are 
required for explaining the interaction in our experiment. We see 
that the quantum nature of free electrons is present irrespectively of 
the wave packet dimensions if a proper setting for analysis is ap-
plied. This result will have implications for laser-driven particle ac-
celerators, quantum optics in electron microscopy, terahertz-based 
beam metrology, and all other activities aiming at shaping or ana-
lyzing a free electron by the cycles of radiation.
In combination, the reported results and simulations establish a 
quantum mechanical picture of electron-nanostructure interaction 
in the presence of dynamical electromagnetic excitation fields at fre-
quencies approaching those of light. Ultrashort electron pulses, if 
made shorter than half a cycle of the excitation period, probe the 
position-dependent and time-dependent optical near fields in nano-
photonic materials via the quantum mechanical phase shifts caused 
by the oscillating electrodynamic potentials. This probing process is 
noninvasive, not entangled with the excitation and does not distort 
the fields and dynamics in the structure (see Materials and Methods). 
Attosecond transit times through near fields are sufficient for sub-
stantial and detectable electron-optical phase changes to occur, if the 
magnetic and electric contributions do not cancel out. Accordingly, 
dynamical light-matter interaction can be measured on the level of 
the cycles of light with the full interferometric sensitivity offered by 
electron holography and related techniques. The spatiotemporal reso-
lutions of ultrafast electron interferometry and diffraction will ulti-
mately be only limited by the picometer-scale de Broglie wavelength of 
beam electrons and the ability to compress them into pulses with atto-
second duration (22, 36, 37). Accordingly, combining our technique 
with attosecond electron pulses will allow us to investigate subcycle 
material responses at wavelengths down to the visible and ultraviolet 
range of the optical spectrum. Although, in practice, the number of 
electrons per pulse, the transverse beam coherence, and the pulse dura-
tion are interlinked, modern ultrafast transmission electron microscopes 
or table-top diffraction apparatuses provide ample possibilities for 
optimizations according to the specific requirements for an intended 
investigation. The reported direct susceptibility of electron matter waves 
to the electromagnetic potentials of light waves therefore advances 
electron diffraction, holography, ptychography, and related electron 
interferometric imaging methods from their established stationary 
settings to the domain of light-matter interaction on the time scale of 
the optical cycles of light, to visualize and understand the functionality 
of nanophotonic specimen, metamaterials, or photocatalytic com-
pounds via their electromagnetic responses in space and time.
MATERIALS AND METHODS
Nanostructure design and fabrication
A 50-nm-thick silicon nitride membrane is covered with a positive 
electron beam resist by spin coating. The periodic wavy pattern is 
written via electron beam lithography at an acceleration voltage of 
30 kV. After resist development, a titanium adhesion layer with a 
thickness of 5 nm and a gold layer with a thickness of 25 nm are 
deposited by physical vapor deposition. The lift-off process is con-
ducted in acetone. The structured area measures 120 × 120 m2 
with a unit cell size of 82 × 100 nm2. A solid gold frame with a size 
of 250 × 250 m2 (see extended Fig. 1A) covers the outer, unstruc-
tured part of the window to block the electron beam outside of the 
nanostructures.
Generation of electron pulses and excitation fields
Ultrafast electron diffraction at highest time resolution requires high 
electron energies to minimize dispersion effects and the electron 
pulse duration (38), although lower electron energies would facili-
tate small-angle diffraction (39). We generate electron pulses at an 
energy of 75 keV via femtosecond two-photon photoemission from 
an optical focal spot of ~5 m diameter (40). Electron beam expan-
sion to a diameter of ~2 mm provides a transverse coherence length 
of ~100 nm (full width at half maximum) (41). The electron pulses 
are compressed in time with terahertz radiation (23) at a planar 
metal membrane (38). Streaking measurements (23) reveal a pulse 
duration of ~25 fs (root mean square) or ~60 fs (full width at half 
maximum) at the position of the sample (see Fig. 1D). To avoid 
space-charge effects, we generate only 4 ± 2 electrons per pulse at 
the source and less than one electron per pulse arrives at the sample. 
Terahertz single-cycle pulses for nanostructure excitation are ob-
tained from laser-generated Cerenkov radiation in LiNbO3 (42). 
A camera (F416, TVIPS GmbH) with a pixel size of 15.6 × 15.6 m2 
is used for electron detection. Sporadic broken pixels are removed 
by nearest-neighbor averaging. The reported time-resolved results 
are, to our knowledge, the first demonstration of a pump-probe dif-
fraction experiment with terahertz-compressed electron pulses at 
the superior time resolution that they provide.
Compensation of magnetic stray fields
Nanodiffraction at our high electron energy of 75 keV produces very 
tiny diffraction angles below 0.1 mrad. The sharpness of the mea-
sured diffraction patterns is mainly limited by magnetic stray fields 
in the laboratory. Slow drifts are compensated by Helmholtz coils 
(MACOM, Müller BBM Gmbh). To compensate for magnetic field 
oscillations from the laboratory mains, we place electrostatic deflec-
tion plates behind the sample that split the diffraction patterns in a 
stepwise manner into 10 separate copies along the direction perpen-
dicular to the terahertz-induced deflection (see Fig. 2) and in syn-
chrony to the 50-Hz period of the laboratory voltage. With the help 
of Gaussian fits, we superimpose the individual images and thus 
produce diffraction patterns that are almost as sharp as allowed by 
spatial coherence of the electron beam.
Static and dynamic electron diffraction patterns
To increase the signal-to-noise ratio, the measured static diffraction 
data are symmetrized by harnessing the centrosymmetric charac-
teristics of static diffraction patterns as the absolute square of the 
Fourier transformation of a real-valued object. For display, interpo-
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static diffraction pattern of Fig. 2B is derived by thresholding the 
scanning electron microscopy image of Fig. 1B and averaging over 
the unit cell, followed by a Fourier transformation. The electron 
beam is treated as an incoherent sum of coherent single-electron 
wave packets (41) that impinge with random displacements with re-
spect to the unit cell. Comparison with the experimental data yields 
an estimate for the inelastic scattering background (green dashed 
lines in Fig. 2, C to E). Figure 2F is interpolated by a factor of 7 and 
Bragg spot intensities are fitted with a polynomial peak detection 
algorithm as products of amplitude and width, whereby width changes 
are determined from the correlated amplitude changes of all four 
evaluated spots. Data from the three regions are plotted with a dis-
placement for comparison. In Fig. 2  (I and H), the dark blue and 
dark magenta dots are obtained by a three-point moving average of 
the raw data (blue and magenta diamonds).
Global deflection by mesoscopic resonances 
and characterization of the terahertz waveform
The measured global deflections originate from the support structures 
around the sample and characterize the electromagnetic waveform 
of the incoming terahertz radiation. Figure S1 shows three mesoscopic 
structures and their measured dynamics (black dots). Finite-difference 
time-domain calculations on micrometer dimensions and propaga-
tion of the electrons as point particles through the resulting electro-
magnetic fields produce the green lines. A global fit of the incoming 
terahertz waveform under variation of the central frequency, pulse 
duration, and carrier-envelope phase converges to the field depicted 
in Fig. 1C.
Finite-difference time-domain simulations of 
sub-unit-cell dynamics
By exploiting the collinear geometry of the experiment, for which 
all unit cells experience locally the same physics in space and time, 
the finite-difference time-domain calculations can be restricted to 
one single unit cell with periodic boundary conditions. For saving 
memory, we use a wave with a frequency of 35 THz of which the 
wavelength is still >100 times larger than the unit cell. In this re-
gime, the field enhancement is wavelength independent (43). Gold 
is approximated as a perfect metal.
Calculation of the 4-potential from simulated E and B fields
Calculations of dynamical diffraction effects, originating from the 
electrodynamics around the nanostructure, require a quantum me-
chanical approach, because the electrons spread coherently over 
multiple unit cells. Reported methods to simulate quantum me-
chanical laser-electron interactions at nanostructures include analytical 
methods (44) and hybrid approaches with a Maxwell-Schrödinger 
framework (45). For our approach via Eq. 1, we need the 4-potential 
A(x, y, z, t), but our finite-difference time-domain simulations 
only deliver E and B. We solve  → E = − ∇ φ −  ∂ 
→ A  _∂ t and  
→ B = ∇ ×  → A 
for  → A and φ in Coulomb gauge via transformation into four Poisson 
equations,  ∇ → E = − ∆φ − ∂ (∇ → A ) / ∂ t = − ∆φ and  ∇ ×  → B = ∇ ∙ (∇ → A ) − 
∇ 2 → A = − ∆ → A . The boundary conditions are periodic in x and y, the 
directions perpendicular to the direction of electron and terahertz 
propagation. Along z, we apply a Dirichlet condition for φ, because 
there are no electric charges far away from the nanostructure. For 
the boundary conditions of A, we harness the Stokes theorem together 
with a plane wave approximation far away from the nanostructure. 
The resulting A(x, y, z, t) and φ(x, y, z, t) in the simulation volume 
provide the basis for calculating delay-dependent phase maps (x, y, 
t) according to Eq. 1 and Fig. 3A.
Electromagnetic plane wave background
The macroscopic quantum mechanical effects of the terahertz far 
fields to the electron wave function are calculated by modeling the 
wavy nanostructure array as a thin beam splitter and using Eq. 1. 
The incoming terahertz wave is treated as a superposition of incident 
plane waves with polarization in the xz plane. Complex reflection and 
transmission coefficients r0eiφr and t0eiφt imprint phases (φr and φt) 
and amplitude changes (r0 and t0) on the electromagnetic radiation. 
The scalar potential is set to zero in Coulomb gauge. A plane wave 
incident at an angle THz and the resulting reflected wave are there-
fore given in the region z ≤ 0 by the magnetic vector potentials
  ( 
 A z 
in 
 
 A x 
in )
 =  ( 
 − sin (  THz   )   cos (  THz ) 
 )  




                    
 ( 
 A z 
ref 
 





                                        
 ( 
− sin( α THz ) 
− cos( α THz ))  r 0  
 E 0  ─ω cos(ωt − ksin( α THz ) x + kcos( α THz ) z +  φ r ) 
 
(3)
The transmitted wave in the region z > 0 is expressed by
 
 
              
 ( 
 A z 
trans 
 





                                         
 ( 
− sin( α THz ) 
cos( α THz )
 )  t 0  
 E 0  ─ω cos(ωt − ksin( α THz ) x − kcos( α THz ) z +  φ t ) 
 
(4)
Here, t is time,  is the angular frequency, E0 is the electric field 
amplitude, and k is the wave number. The phase shift of the electron 
wave function is calculated by inserting Eqs. 2 to 4 into Eq. 1. For 
tracing electron trajectories through the oscillating electromagnetic 
cycles, we assume parallel paths at an incident angle e, constant 
velocity v, a time delay t, and spacing of cos(e)x. We let the re-
sulting line integrals converge by assuming a slowly decreasing ter-
ahertz field strength at ±∞. With the reduced Planck constant ℏ, the 
elementary charge e,   =  v _c, and an electron beam diameter much 
smaller than the terahertz wavelength, the resulting phase shifts of 
the electron wave function are given by
  
 ∆ ϕ AB 
in =  e  E 0  ─ℏω [  
sin( α THz −  α e )  ─────────────  (1 − βcos( α THz −  α e ) )]
 
  
cos(ωΔt ) (sin( α e ) − βsin( α THz ) ) Δx
 (5)
  
 ∆ ϕ AB 
ref = + r 0  
e  E 0  ─ℏω [  
sin( α THz +  α e )  ─────────────  (1 + βcos( α THz +  α e ) )]
 
   
cos(ωΔt +  φ r ) (sin( α e ) − βsin( α THz ) ) Δx
 (6)
  
 ∆ ϕ AB 
trans = − t 0  
e  E 0  ─ℏω [  
sin( α THz −  α e )  ─────────────  (1 − βcos( α THz −  α e ) )]
 
   
cos(ωΔt +  φ t ) (sin( α e ) − βsin( α THz ) ) Δx
 (7)
for the incident, reflected, and transmitted wave. In general, these 
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global beam deflections, as seen in experiments with metals or di-
electrics (24, 25, 46). However, for the experiment’s collinear geometry 
at normal incidence (e = THz = 0), all phase shifts and the corre-
sponding global deflections vanish independently of t and the beam 
splitting properties of the structure.
Noninvasive probing
Excitation is made with a freely propagating electromagnetic pump 
pulse that impinges onto the sample without distortions. A probing 
electron passes through the nanostructures’ near field within a time 
ttrans < 0.3 fs and experiences an electric near field of E < 5 × 106 V/m. 
The highest energy W that the electron can possibly exchange with 
potential longitudinal field components is W ≈ eEttransv < 0.2 eV, 
which is about 1012 times smaller than the terahertz pulse energy of 
15 nJ that is applied for sample excitation.
SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/47/eabc8804/DC1
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