Abstract
using either a small window length or adding a constant to the series for im- The remainder of this paper is organised such that Section 2 describe the 61 methodology which is followed by the empirical results from the simulated 62 and real data applications in Section 3. The paper concludes with a concise 63 summary in Section 4. stage [7] . The proposed approach is a novel step that can be used between the 75 first and second stages of SSA to select the proper value of eigenvalues r.
76
In doing so, let us consider a one-dimensional series Y N = (y 1 , . . . , y N ) of length N . Mapping this series into a multi-dimensional series X 1 , . . . , X K where
The matrix X is a Hankel matrix, which means all the elements along the diagonal i + j = const are equal. Set A = XX T and denote by λ i (i = 1, . . . , L) the eigenvalues of A taken in the decreasing order of magnitude ( λ 1 ≥ . . . ≥ λ L ≥ 0) and by U 1 , . . . , U L the orthonormal system of the eigenvectors of the matrix A corresponding to these eigenvalues. Set
The SVD of the trajectory matrix can be written as:
where which can be useful for obtaining the proper value of r. In this paper, our 87 aim is to ascertain the distribution of ζ i and its related forms that can be used 88 directly for choosing the optimal value of r for the genes signal extraction.
89
Once r is obtained, the grouping step splits the matrices X i into two groups. Therefore, (1) can be written as
where
X i is the signal matrix and E = d i=r+1 X i is the noise matrix.
90
At the final step, we use the diagonal averaging to transform the matrix S into 91 a new series of length N (for more information see [18, 19] 
matrix of the eigenvalues of A that has the order ( 
Main results

154
In this paper, a series of simulated data are used to evaluate the performance of 
169
We mainly focus on the third moment, that is the skewness of the distribution for each eigenvalue:
and the coefficient of variation, CV (ζ i ), which is defined as the ratio of the standard deviation σ(ζ i ) and ζ i :
In addition, the Spearman correlation ρ between ζ i and ζ i+1 is also evaluated the results of CV splits the eigenvalues into two groups for each data; the 179 second group looks like a U shape which is related to the noise component.
180
The results indicate that r = 2, 2, 3, 3 for extracting the bcd, cad,eve and gt 181 signal, respectively. are emerged between (ζ 2 , ζ 3 ), (ζ 2 , ζ 3 ), (ζ 3 , ζ 4 ) and (ζ 3 , ζ 4 ) for bcd, cad, eve and 187 gt, respectively. Therefore, the results enhance that r = 2, 2, 3, 3 for the first 188 data for each gene (see Fig. 3 ). all bcd data (see Table. 1). Similar results was emerged for extracting the cad 192 signal, most of the outcomes indicate r = 2.
193
For the eve data, r = 3 for five series as all the three measures give the 194 same result. However, for example; for series 2, the results of skew and CV
195
are different, r = 3 and r = 4, respectively. To overcome this, we look at the 196 6 result of ρ, which confirms r = 4. In this regards, the decision that r = 3 is 197 for six series of ten eve data. The correlation between ζ i and ζ i+1 for the first series from each data. Table 1 : The values of r based on Skew and CV for the ten bcd series.
Series r (skew) r (CV ) r (ρ) Series r (skew) r (CV ) r (ρ)  1  2  2  2  6  2  2  2  2  2  2  2  7  2  2  2  3  2  2  2  8  2  2  2  4  2  2  2  9  2  2  2  5  2  2  2  10  4  2  2   Table 2 : The values of r based on skew and CV for the ten cad series.
Series r (skew) r (CV ) r (ρ) Series r (skew) r (CV ) r (ρ)  1  2  2  2  6  1  2  1  2  2  2  2  7  2  2  2  3  2  2  2  8  2  2  2  4  1  2  1  9  2  1  2  5  2  2  2  10  3  3  3 After the step of identifying the value of r, we can use those leader eigenvalues application produces a gradual extraction of the signal present in the noise.
218
Fig 5 shows the result after applying sequential SSA. As can be seen signal 219 extraction and peak capturing has been improved accordingly. 
