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Abstract
LetG be a graph of order n andQG(x) = det(xI−Q(G)) =
∑n
i=1(−1)iϕixn−i
be the characteristic polynomial of the signless Laplacian matrix of a graph G.
We give some transformations of G which decrease all signless Laplacian coeffi-
cients in the set B(n) of all n-vertex bicyclic graphs. B1(n) denotes all n-vertex
bicyclic graphs with at least one odd cycle. We show that B1n (obtained from
C4 by adding one edge between two non-adjacent vertices and adding n − 4
pendent vertices at the vertex of degree 3) minimizes all the signless Laplacian
coefficients in the set B1(n). Moreover, we prove that B2n (obtained from K2,3
by adding n− 5 pendent vertices at one vertex of degree 3) has minimum sign-
less Laplacian coefficients in the set B2(n) of all n-vertex bicyclic graphs with
two even cycles.
Key words: Signless Laplacian coefficients; TU-subgraph; Bicyclic graph
AMS Classifications: 05C50, 05C07.
1 Introduction
Let G be a simple undirect bicyclic graph. V (G) and E(G) denote its vertex set
and edge set, respectively. For every bicyclic graph G, |E(G)| = |V (G)| + 1. Let
d(vi) denote the degree of vertex vi, and let D(G) = diag(d(v1), d(v2), · · · , d(vn)) be
∗This work is supported by National Natural Science Foundation of China (No:11271256).
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the diagonal matrix of G. Furthermore, let A(G) be the adjacent matrix of G. The
Laplacian matrix of G is L(G) = D(G)−A(G), and the Laplacian characteristic poly-
nomial is denoted by LG(x) = det(xI − L(G)) = ∑nk=1(−1)kckxn−k. The Laplacian
coefficients ck(G) of a graph G can be expressed in terms of subtree structures of G
by the following result of Kelmans and Chelnokov [16]. Let F be a spanning forest
of G with k components T1, T2, · · · , Ts, Ti has |V (Ti)| vertices, let
γ(F ) =
∏k
i=1 |V (Ti)|.
Theorem 1.1 ([16]) Let Fk be the set of all spanning forests of G with exactly
k components. Then the Laplacian coefficient cn−k(G) is expressed by cn−k(G) =∑
F∈Fk
γ(F ).
Recently, the study on the Laplacian coefficients have attracted much attention.
Mohar [17] fist investigate the Laplacian coefficients of acyclic graphs under the partial
order . Zhang et al. [21] investigated ordering trees with diameters 3 and 4 by the
Laplacian coefficients. Ilic´ [13] determined the n-vertex tree of fixed diameter which
minimizes the Laplacian coefficients. Ilic´ [14] determined the n-vertex tree with given
matching number having the minimum Laplacian coefficients. He and Li [11] studied
the ordering of all n-vertex trees with a perfect matching by Laplacian coefficients. Ilic´
and Ilic´ [12] studied the n-vertex trees with fixed pendent vertex number and 2-degree
vertex number which have minimum Laplacian coefficients. Stevanovic´ and Ilic´ [19]
investigated the Laplacian coefficients of unicyclic graphs. Tan [20] characterized the
determined the n-vertex unicyclic graph with given matching number which minimizes
all Laplacian coefficients. He and Shan [10] studied the Laplacian coefficients of
bicyclic graphs.
The signless Laplacian matrix of G, Q(G) = D(G) + A(G), which is related to
L(G), has also been studied recently (see [1-5,[18]]). The signless Laplacian char-
acteristic polynomial is denoted by QG(x) = det(xI − Q(G)) = ∑ni=1(−1)iϕixn−i.
Using the notation from [2],[18], a TU-subgraph of G is the spanning subgraph of G
whose components are trees or odd unicyclic graphs. Assume that a TU-subgraph H
of G contains c odd unicyclic graphs and s trees T1, · · · , Ts. The weight of H can be
expressed by W (H) = 4c
∏s
i=1 ni, in which ni is the number of Ti. If H contains no
tree, let W (H) = 4c. If H is empty, in other words, H does not exist, let W (H) = 0.
The signless Laplacian coefficients ϕi(G) can be expressed in terms of the weight of
TU-subgraphs of G.
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Theorem 1.2 ([2],[18]) Let G be a connected graph. For ϕi as above, we have ϕ0 = 1
and
ϕi =
∑
Hi
W (Hi), i = 1, · · · , n;
where the summation runs over all TU-subgraphs Hi of G with i edges.
From Theorem 1.2, it is obvious that for a n-vertex connected bicyclic graph G,
ϕ1(G) = 2|E(G)| = 2(n+ 1).
When G is non-bipartite graph, then G has at least an odd cycle C1. Every TU-
subgraph of G with n edges is obtained by deleting the edges of E(C2) \ (E(C1) ∩
E(C2)). Therefore,
ϕn(G) =


|E(C2) \ (E(C1) ∩ E(C2))|, if g(C2) is even∑2
i=1 |E(Ci) \ (E(C1) ∩ E(C2))|, if g(C2) is odd.
When G is bipartite graph, G has no odd cycle, then ϕn(G) = 0, and ϕn−1(G)
counts the number of all spanning trees of G. Every TU-subgraph of G with n − 1
edges is obtained by deleting one edge e1 of C1 and one edge e2 of C2 (e1 6= e2),
respectively. Thus,
ϕn−1(G) =


|E(C1)||E(C2)| − |E(C1 ∩ C2)|(|E(C1 ∩ C2)| − 1), if |E(C1 ∩ C2)| ≥ 1
|E(C1)||E(C2)|, if |E(C1 ∩ C2)| = 0.
Moreover, L(G) and Q(G) have the same characteristic polynomial, so ci(G) =
ϕi(G), i = 0, 1, 2, · · · , n, and the expression of ϕi in Theorem 1.2 is equivalence to the
expression of ci in Theorem 1.1.
The eigenvalues of L(G) and Q(G) are denoted by µ1(G) ≥ · · · ≥ µn(G) = 0 and
ν1(G) ≥ · · · ≥ νn(G), respectively. The incidence energy of G, IE(G) for short, is
defined as IE(G) =
∑n
i=1
√
νi(G) (see [7],[8],[15]).
Mirzakhah and Kiani [18] presented a connection between the incidence energy
and the signless Laplacian coefficients.
Theorem 1.3 ([18]) Let G and G′ be two graphs of order n. If ϕi(G) ≤ ϕi(G′) for
1 ≤ i ≤ n, then IE(G) ≤ IE(G′) and IE(G) < IE(G′) if ϕi(G) < ϕi(G′) for some i
holds.
Mirzakhah and Kiani in [18] gave some results about the signless Laplacian co-
efficients of a graph G and ordered unicyclic graphs with fixed girth based on the
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signless Laplacian coefficients. He and Shan in [10] characterize the graph which has
minimum Laplacian coefficients among all bicyclic graphs. Motivated by these re-
sults, we characterize the graphs which have minimum signless Laplacian coefficients
in B1(n) and B2(n).
This paper is organized as follows: In the next section, we introduce some results
from the literature which are useful in this paper. In Section 3, several transformations
which simultaneously decrease all the signless Laplacian coefficients are given. In
Section 4, we order the graphs in several sets, and in each set all graphs have the
same bases. In Section 5, by using the results of Section 3 and 4, we prove that
B1n has minimum signless Laplacian coefficients in B1(n), as well as incidence energy.
Meanwhile B2n minimizes all the signless Laplacian coefficients and incidence energy
in the set B2(n).
2 Preliminaries
Let G be a graph which is not a star, let v be a vertex with degree p+1 in G, such
that it is adjacent with {u, v1, v2, · · · , vp}, where {v1, v2, · · · , vp} are pendent vertices.
The graph G′ = σ(G, v) is obtained from deleting edges vv1, vv2, · · · , vvp and adding
edges uv1, uv2, · · · , uvp.
Theorem 2.1 ([18]) Let G be a connected graph and G′ = σ(G, v), then ϕi(G) ≥
ϕi(G
′), for every 0 ≤ i ≤ n, with equality if and only if either i ∈ {0, 1, n} when G is
non-bipartite, or i ∈ {0, 1, n− 1, n} otherwise.
Let G = G1|u : G2|v be the graph obtained from two disjoint graphs G1 and G2
by joining a vertex u of G1 and a vertex v of G2 by an edge. For any graph G and
v ∈ V (G), let LG|v(x) be the principal submatrix of LG(x) obtained by deleting the
row and column corresponding to the vertex v.
Theorem 2.2 ([6]) If G = G1|u : G2|v, then LG(x) = LG1(x)LG2(x)−LG1(x)LG2|v(x)−
LG2(x)LG1|u(x).
Theorem 2.3 ([9]) If G be a connected graph with n vertices which consists of a
subgraph H(V (H) ≥ 2) and n− |V (H)| pendent vertices attached to a vertex v in H,
then LG(x) = (x− 1)(n−|V (H)|)LH(x)− (n− |V (H)|)x(x− 1)(n−|V (H)|−1)LH|v(x).
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Throughout this paper, we use the following notations. Let B(n) denote all bicyclic
graphs with n vertices. For every graph G ∈ B(n), the lengths of the two minimal
cycles C1, C2 of G is denoted by g(C1), g(C2), written by g1, g2 for short. It is obvious
that g1 = |V (C1)|, g2 = |V (C2)|. Let
B1(n) = {G|G ∈ B(n), at least one of g1, g2 is odd },
B2(n) = {G|G ∈ B(n), both g1 and g2 are even }.
Let B1n denote the graph obtained from C4 by adding one edge between two non-
adjacent vertices and adding n− 4 pendent vertices at the vertex of degree 3, and B2n
denote the graph obtained from K2,3 by adding n− 5 pendent vertices at one vertex
of degree 3, where C4 is a cycle with 4 vertices and K2,3 is a complete bipartite graph
with 2 and 3 vertices in the two sets, respectively.
Using the notations in [9] and [10], we divide B(n) into three types. Let G denote
the base of G, which is the minimal bicyclic subgraph of G. It is easy to see that G
can be obtained from G by deleting pendent vertices consecutively. Let B(p, q) be
the bicyclic graph obtained from two vertex-disjoint cycles Cp and Cq by identifying
vertex u of Cp and vertex v of Cq. Let B(p, l, q) be the bicyclic graph obtained from
two vertex-disjoint cycles Cp and Cq by joining vertex u of Cp and vertex v of Cq
by a path uu1u2 · · ·ul−1v of length l(l ≥ 1). Let B(Pk, Pl, Pm)(m ≤ l ≤ k) be the
bicyclic graph obtained from three pairwise internal disjoint paths of lengths k, l,m
from vertices x to y. (see fig.1). Define B(n) = B1(n) ∪ B2(n) ∪ B3(n), where
B1(n) = {G|G ∈ B(n), G = B(p, q), p ≥ 3, q ≥ 3},
B2(n) = {G|G ∈ B(n), G = B(p, l, q), p, q ≥ 3, l ≥ 1},
B3(n) = {G|G ∈ B(n), G = B(Pk, Pl, Pm), 1 ≤ m ≤ l ≤ k}.
3 Transformations
A pendent edge is an edge which is incident to a vertex of degree 1. Let NG(v)
denote the neighbors of v in the graph G. In this paper, we only consider the cycles
of minimal lengths in G and denote the cycles C1, C2, · · · . Write G1 ≤ G, if G1 is
a subgraph of G. If two cycles C1, C2 of G has the form B(Pk, Pl, Pm), then assume
|V (C1) ∩ V (C2)| = min{k, l,m}.
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Cp Cqu
B(p,q)
Cp Cqu
u1 ul−1
v
B(p,l,q)
x
u1 u2 ul−1
v1 v2 vk−1
w1 w2 wm−1 y
B(Pk,Pl,Pq)
Figure 1: Three types of bases of bicyclic graphs
G1 G2
u v
G1 G2
w
w′
Figure 2: Transformation in Definition 3.1
Definition 3.1 Let G be a simple connected graph with n vertices, and let uv be a
nonpendent edge which is not contained in the cycle of G, let Guv obtained from G
by identifying vertices u and v and add a new pendent edge ww′ to the new vertex w.
(see fig.2).
Theorem 3.2 Let G be a n-vertex connected graph, let G and Guv be the two graphs
presented in definition 2.1. Then
ϕi(G) ≥ ϕi(Guv), i = 0, 1, · · · , n,
with equality if and only if either i ∈ {0, 1, n} when G is non-bipartite, or i ∈ {0, 1, n−
1, n} otherwise.
Proof. From Theorem 1.2, according to the previous section, we have
ϕ0(G) = ϕ0(Guv), ϕ1(G) = ϕ1(Guv).
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Since this transformation does not change the length of the cycles, thus, ϕn(G) =
ϕn(Guv), and when G is bipartite, ϕn−1(G) = ϕn−1(Guv).
When G is non-bipartite, for 2 ≤ i ≤ n − 1, denote H′i and Hi the sets of all
TU-subgraphs of Guv and G with exactly i edges, respectively. For an arbitrary TU-
subgraphH ′ ∈ H′i, let R′ be the component ofH ′ containing w. Let NR′(w)∩NG(u) =
{ui1, ui2, · · · , uir}, where 0 ≤ r ≤ min{dG(u) − 1, |V (R′)| − 1}, NR′(w) ∩ NG(v) =
{vi1 , vi2, · · · , vis}, where 0 ≤ s ≤ min{dG(v)−1, |V (R′)|−1}. Define H with V (H) =
V (H ′) − {w,w′} + {u, v}, if ww′ 6∈ E(H ′), E(H) = E(H ′) − wui1 − · · · − wuir −
wvi1 − · · · − wvis + uui1 + · · ·+ uuir + vvi1 + · · ·+ vvis. If ww′ ∈ E(H ′), let E(H) =
E(H ′)−wui1−· · ·−wuir−wvi1−· · ·−wvis+uui1+· · ·+uuir+vvi1+· · ·+vvis+uv−ww′.
Let f : H′i →Hi, and H∗i = f(H′i) = {f(H ′)|H ′ ∈ H′i}.
Now we distinguish H′i into the following three cases. Denote G1 the connected
component containing u after deleting uv from G, and let G2 be the connected com-
ponent containing v after deleting uv from G.
Case 1: ww′ ∈ H ′, then H and H ′ have all the components of equal size, thus
W (H) =W (H ′).
Case 2: ww′ 6∈ H ′, w is in an odd unicyclic component U ′ of H ′, By the symmetry
of G1 and G2, without loss of generality, assume the odd cycle of U
′ is a subgraph of
G1. Assume U
′ contains a vertices in G2\{w} (a ≥ 0), then W (H ′) = 4 · 1 · N , for
some constant value N , W (H) = 4 · (a+ 1) ·N . Thus W (H) ≥W (H ′).
Case 3: ww′ 6∈ H ′, w is in a tree T ′ of H ′. Assume T ′ contains b vertices in
G1\{w} and c vertices in G2\{w}, then W (H ′) = (b+ c+1) · 1 ·N , for some constant
value N , W (H) = (b+ 1) · (c+ 1) ·N . Thus W (H) ≥W (H ′).
Therefore, by above discussions, ϕi(G) > ϕi(Guv), i = 2, · · · , n− 1 holds.
When G is bipartite, it is easy to prove ϕi(G) > ϕi(Guv), i = 2, · · · , n−2 by using
above discussions of Case 1 and Case 3.
Remark. When the subgraph induced by V (G2) is a star, it is easy to see that the
result of Theorem 2.1 is a special case of Theorem 3.2.
Using the transformation of Definition 3.1 consecutively, every graph in B2(n)
can be transformed into a graph which belongs to B1(n), and keep all the signless
Laplacian coefficients not increased. Thus the graph which has minimum signless
Laplacian coefficients must belong to B1(n) or B3(n).
Definition 3.3 Let G = (V,E) be a connected graph with at least one cycle C1
(V (C1) ≥ 5). Let u, v, w ∈ V (C1) and u ∼ v, v ∼ w. Assume NG(u) = {v, u1, u2, · · · },
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NG(v) = {u, w, v1, v2, · · · }, NG(w) = {v, w1, w2, · · · }, and NG(u)∩NG(v) = ∅, NG(v)∩
NG(w) = ∅, NG(u) ∩NG(w) = ∅, then the graph
G′ = G− {vw, ww1, ww2, · · · , vv1, vv2, · · · }+ {uw, uw1, uw2, · · · , uv1, uv2, · · · }.
Theorem 3.4 Let G = (V,E) be a connected graph with at least one cycle C1
(V (C1) ≥ 5). Let u, v, w ∈ V (C1) and u ∼ v, v ∼ w as defined in Definition 3.3. If
the following statements hold:
(1). If ∃C2, C2 ≤ G, such that |V (C1)∩V (C2)| ≤ 2, then u, v, w satisfy |{u, v, w}∩
V (C2)| = 0, or 1.
(2). If ∃C3, C3 ≤ G, such that |V (C1)∩V (C3)| = 3, then u, v, w satisfy |{u, v, w}∩
V (C2)| = 0, or 3.
(3). If ∃C4, C4 ≤ G, such that |V (C1)∩V (C4)| ≥ 4, then u, v, w satisfy |{u, v, w}∩
V (C2)| = 3.
Then by performing the transformation of Definition 3.3 to u, v, w, ϕi(G) ≥
ϕi(G
′), i = 0, 1, · · · , n, with equality if and only if i ∈ {0, 1}.
Proof. ϕ0(G) = ϕ0(G
′), and since this transformation does not change the number
of edges of G, so ϕ1(G) = ϕ1(G
′). Next suppose 2 ≤ i ≤ n, denote H′i and Hi the
sets of all TU-subgraphs of G′ and G with exactly i edges, respectively.
First assume C2 exists, C3 and C4 do not exist, and |{u, v, w} ∩ V (C2)| = 1,
without loss of generality, assume u ∈ V (C1) ∩ V (C2) and there is no other cycle
which contains v or w except C1. Then all of u, v, w belong to exactly one cycle C1.
In the discussion below, if there is no odd cycle which satisfies some case, then we
think this case does not exist.
For an arbitrary TU-subgraph H ′ ∈ H′i, let R′ be the component of H ′ containing
u. Let NR′(u)∩NG(w) = {wi1, wi2 , · · · , wir}, where 0 ≤ r ≤ min{dG(w)−1, |V (R′)|−
1}, NR′(u) ∩NG(v) = {vi1 , vi2 , · · · , vis}, where 0 ≤ s ≤ min{dG(v)− 2, |V (R′)| − 1}.
Define H with V (H) = V (H ′), if uw 6∈ E(H ′), E(H) = E(H ′)− uwi1 − · · · − uwir −
uvi1 − · · · − uvis + wwi1 + · · · + wwir + vvi1 + · · · + vvis . If uw ∈ E(H ′), E(H) =
E(H ′)−uwi1−· · ·−uwir−uvi1−· · ·−uvis+wwi1+· · ·+wwir+vvi1+· · ·+vvis−uw+vw.
Let f : H′i →Hi, and H∗i = f(H′i) = {f(H ′)|H ′ ∈ H′i}.
For convenience, write H′i asH′, and Hi asH. If we include u, v, w in a component
of H ′, then we have components of equal sizes in both TU-subgraphs H ′ and H , and
thus W (H) = W (H ′) in these cases. Denote H′(0) = {H ′|uv ∈ H ′, vw ∈ H ′}. Now
we can assume that u, v, w belong to 2 or 3 components.
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We distinguish H′ into the following three cases.
Case 1: u is not in an odd unicyclic component of H ′. H = f(H ′). Assume u ∈ T ′1,
and there are a1 + 1 vertices in the component containing u in H − uv and a2 + 1
vertices in the component containing w in H − vw, a3 + 1 vertices in the component
containing v in H − uv − vw (a1, a2, a3 ≥ 0). Denote N be the product of all the
orders of components of H ′ except the components containing u, v, w.
Subcase 1.1: uv ∈ H ′, uw 6∈ H ′, then W (H ′) = (a1 + a2 + a3 + 2) · 1 · N , for
some constant value N . W (H) = (a1 + a3 + 2) · (a2 + 1) · N , so W (H)−W (H ′) =
[a2 · (a1 + a3 + 1)] · N ≥ 0. Denote H′(11) = {H ′|u ∈ T ′1, uv ∈ H ′, uw 6∈ H ′}. Then∑
H′∈H′(11) [W (H)−W (H ′)] ≥ 0.
Subcase 1.2: uv, uw 6∈ H ′, W (H ′) = (a1+ a2+ a3+1) · 1 · 1 ·N , for some constant
value N . W (H) = (a1 + 1) · (a2 + 1) · (a3 + 1) ·N , so W (H)−W (H ′) ≥ 0. Denote
H′(12) = {H ′|u ∈ T ′1, uv, uw 6∈ H ′}. Then
∑
H′∈H′(12) [W (H)−W (H ′)] ≥ 0.
Subcase 1.3: uv 6∈ H ′, uw ∈ H ′, then W (H ′) = (a1 + a2 + a3 + 2) · 1 · N , for
some constant value N . W (H) = (a2 + a3 + 2) · (a1 + 1) · N , so W (H)−W (H ′) =
[a1 · (a2 + a3 + 1)] · N ≥ 0. Denote H′(13) = {H ′|u ∈ T ′1, uv 6∈ H ′, uw ∈ H ′}. Then∑
H′∈H′(13) [W (H)−W (H ′)] ≥ 0.
Case 2: u is in an odd unicyclic component U ′ of H ′, and C ′1 is a subgraph of U
′.
Subcase 2.1: uv, uw 6∈ H ′, then W (H ′) = 4 · 1 · 1 ·N , for some constant value N .
W (H) ≥ (g(C1)− 1) · 1 ·N , so W (H)−W (H ′) ≥ (g(C1)− 5) ·N ≥ 0 by g(C1) ≥ 5.
Denote H′(21) = {H ′|u ∈ U ′, uv, uw 6∈ H ′}, then ∑H′∈H′(21) [W (H)−W (H ′)] ≥ 0.
Subcase 2.2: uv 6∈ H ′, uw ∈ H ′ or uw 6∈ H ′, uv ∈ H ′, then W (H ′) = 4 · 1 ·N , for
some constant value N . W (H) ≥ g(C1) ·N , so W (H)−W (H ′) ≥ (g(C1)− 4) ·N > 0
by g(C1) ≥ 5. Denote H′(22) = {H ′|u ∈ U ′, uv 6∈ H ′, uw ∈ H ′ or uw 6∈ H ′, uv ∈ H ′},
then
∑
H′∈H′(22) [W (H)−W (H ′)] > 0.
Case 3: u is in an odd unicyclic component U ′ of H ′, and C ′1 is not a subgraph of
U ′. Without loss of generality, assume the subgraph C2 of G is a subgraph of U
′.
Subcase 3.1: uv, uw 6∈ H ′, then W (H ′) = 4 · 1 · 1 ·N , for some constant value N .
Assume the order of the tree in H containing v, w is b1, b2(b1, b2 ≥ 1), respectively.
W (H) = 4 · b1 · b2 ·N , so W (H)−W (H ′) ≥ 0. Denote H′(31) = {H ′|u ∈ U ′, uv, uw 6∈
H ′}, then ∑H′∈H′(31) [W (H)−W (H ′)] ≥ 0.
Subcase 3.2: uv 6∈ H ′, uw ∈ H ′ or uw 6∈ H ′, uv ∈ H ′, then W (H ′) = 4 · 1 ·N , for
some constant value N . Assume the order of the tree T in H containing w is c. Since
v ∈ T , thus c ≥ 1. W (H) = 4 ·c ·N , soW (H)−W (H ′) ≥ 0. Denote H′(32) = {H ′|u ∈
U ′, uv 6∈ H ′, uw ∈ H ′ or uw 6∈ H ′, uv ∈ H ′}, then ∑H′∈H′(32) [W (H)−W (H ′)] ≥ 0.
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Thus by summing over all possible subsets of H′i, (H′i = H′(0) ∪ H′(11) ∪ H′(12) ∪
H′(13) ∪H′(21) ∪H′(22) ∪H′(31) ∪H′(32)), from Theorem 1.2 and f is an injection on the
whole. Then
ϕi(G
′) =
∑
H′∈H′
i
W (H ′) <
∑
H∈H∗
i
W (H) ≤
∑
H∈Hi
W (H) = ϕi(G)
holds for i = 2, 3, · · · , n− 1, n.
For other cases in which u, v, w satisfy, the discussion is similar, thus we omit it.
Remark. When C2 exists, and |{u, v, w}∩ V (C2)| = 0, or 1, then after performing
transformation in Definition 3.3, g(C ′1) = g(C1)− 2, g(C ′2) = g(C2).
When C3 exists, and |{u, v, w}∩V (C3)| = 0, then after performing transformation
in Definition 3.3, g(C ′1) = g(C1)− 2, g(C ′3) = g(C3).
When C3 (resp. C4) exists, and |{u, v, w}∩V (C3)| = 3 (resp. |{u, v, w}∩V (C4)| =
3), then after performing transformation in Definition 3.3, g(C ′1) = g(C1)−2, g(C ′3) =
g(C3)− 2 (resp. g(C ′4) = g(C4)− 2).
4 The ordering of graphs in seven special sets
For convenience, we define B(3, 3) as B1, and V (B1) = {x, u, v, w, z}, where
d(u) = d(v) = d(w) = d(z) = 2, d(x) = 3. The graph B1(a, b, c, d, e) is obtained
from B1 by adding a, b, c, d, e pendent vertices at vertices x, u, v, w, z, respectively.
We define B(3, 4) as B2, and V (B2) = {u1, u2, u3, u4, u5, u6}, where d(u2) =
d(u3) = d(u4) = d(u5) = d(u6) = 2, d(u1) = 4. The graph B2(a, b, c, d, e, f) is ob-
tained from B2 by adding a, b, c, d, e, f pendent vertices at vertices u1, u2, u3, u4, u5, u6,
respectively.
We define B(P2, P2, P1) as B3, and V (B3) = {u, v, w, z}, where d(w) = d(z) =
2, d(u) = d(v) = 3. The graph B3(a, b, c, d) is obtained from B3 by adding a, b, c, d
pendent vertices at vertices u, v, w, z, respectively.
We define B(P3, P2, P1) as B4, and V (B4) = {u, v, w, z, x}, where d(w) = d(z) =
d(x) = 2, d(u) = d(v) = 3. The graph B4(a, b, c, d, e) is obtained from B4 by adding
a, b, c, d, e pendent vertices at vertices u, v, w, z, x, respectively.
We define B(P3, P2, P2) as B5, and V (B5) = {u, v, u1, v1, w1, w2}, where d(u) =
d(v) = 3, d(u1) = d(v1) = d(w1) = d(w2) = 2. The graph B5(a, b, c, d, e, f) is ob-
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tained from B5 by adding a, b, c, d, e, f pendent vertices at vertices u, v, u1, v1, w1, w2,
respectively. (See fig.3).
Lemma 4.1 Let B1(a, b, c, d, e) be the graph defined above, if we move all pendent
edges from vertices u, v, w, z to vertex x. If a + b+ c + d 6= 0, then
ϕi(B1(a, b, c, d, e)) ≥ ϕi(B1(a + b+ c+ d+ e, 0, 0, 0, 0)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
Proof. The equality ϕi(B1(a, b, c, d, e)) = ϕi(B1(a + b + c + d + e, 0, 0, 0, 0)), i =
0, 1, n− 1, n can be proved as the proof of Theorem 3.2.
For 2 ≤ i ≤ n − 2, denote H′i and Hi the sets of all TU-subgraphs of G′ and
G with exactly i edges, respectively. Let H′i = H′1i ∪ H′2i ∪ H′3i ∪ H′4i ∪ H′5i , where
H′ji (j = 1, 2, 3, 4, 5) denotes vertices u, v, w, z, x belong to exactly j components. Hji
can be defined similarly.
For an arbitrary H ′ ∈ H′i, assume x is in a component R′ of H ′. Denote
a1( resp. b1, c1, d1, e1) be the number of isolated vertices in the set NG′(x) ∩ NG(u)
( resp. NG′(x) ∩NG(v), NG′(x) ∩NG(w), NG′(x) ∩NG(z), NG′(x) ∩ (NG(u) \ {v, z})).
Write A = a+1−a1, B = b+1−b1, C = c+1−c1, D = d+1−d1, E = e+1−e1, with-
out loss of generality, assume NG(u) ∩ NR′(x) = {u1, · · · , ub−b1}, NG(v) ∩ NR′(x) =
{v1, · · · , vc−c1}, NG(w)∩NR′(x) = {w1, · · · , wd−d1}, NG(z)∩NR′(x) = {z1, · · · , ze−e1},
and (NG(x) \ {v, z}) ∩NR′(x) = {x1, · · · , xa−a1}. Define H with V (H) = V (H ′),
E(H) = E(H ′)−{xu1, · · · , xub−b1 , xv1, · · · , xvc−c1, xw1, · · · , xwd−d1 , xz1, · · · , xze−e1}
+{uu1, · · · , uub−b1, vv1, · · · , vvc−c1, ww1, · · · , wwd−d1, zz1, · · · , zze−e1}.
Then H ∈ Hi, let f : H′i → Hi, and H∗i = f(H′i) = {f(H ′)|H ′ ∈ H′i}. It is easy to
see that H ′ ∈ H′ji ⇔ H ∈ Hji , j = 1, 2, 3, 4, 5.
If we include vertices u, v, w, z, x in a component of H ′, we have equal sizes of
components in H ′ and H , respectively. Then W (H ′) = W (H).
Assume vertices u, v, w, z, x belong to at least two components. We distinguish
the proof into two cases.
Case 1: When all components of H ′ are trees, and denote the set of this kind of
H ′ as H′(1). Then
∑
H′∈H′
(1)
(W (H)−W (H ′)) ≥ 0, with equality holds if and only if
i ∈ {0, 1, n− 1, n} by Lemma 3.4 in [10].
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Figure 3: Seven types of bicyclic graphs
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Case 2: When vertex x belongs to an odd unicyclic component U ′, without loss
of generality, assume C1 : uvx is a subgraph of U
′.
Subcase 2.1: Both {w, z} belong to U ′, then W (H ′) = 4,W (H) = 4. Denote the
set of this kind of H ′ as H′(21). Then
∑
H′∈H′
(21)
(W (H)−W (H ′)) = 0.
Subcase 2.2: At most one vertex in {w, z} belongs to U ′. Denote the set of this
kind of H ′ as H′(22). When wx ∈ H ′, wz, xz 6∈ H ′, then W (H ′) = 4 · 1,W (H) =
4 · D, thus W (H) − W (H ′) ≥ 0. When xz ∈ H ′, wz, wz 6∈ H ′, then W (H ′) =
4 · 1,W (H) = 4 · C, thus W (H) −W (H ′) ≥ 0. When wz ∈ H ′, wx, xz 6∈ H ′, then
W (H ′) = 4 · 2,W (H) = 4 · (C +D), thus W (H)−W (H ′) ≥ 0. When wz, wx, xz 6∈
H ′, then W (H ′) = 4 · 1 · 1,W (H) = 4 · C · D, thus W (H) − W (H ′) ≥ 0. Then∑
H′∈H′
(22)
(W (H)−W (H ′)) ≥ 0.
Thus by summing over all possible subsets of H′i, (H′i = H′(1)∪H′(21)∪H′(22)), from
Theorem 1.2 and f is an injection on the whole. Then
ϕi(G
′) =
∑
H′∈H′
i
W (H ′) <
∑
H∈H∗
i
W (H) ≤
∑
H∈Hi
W (H) = ϕi(G)
holds for i = 2, 3, · · · , n− 1.
Similar to the proof of Lemma 4.1, and by Lemma 3.2 and Lemma 3.3 in [10], the
following Lemma holds:
Lemma 4.2 (1). Let B2(a, b, c, d, e, f) be the graph defined above, if we move all
pendent edges from vertices u2, u3 to vertex u1. If b+ c 6= 0, then
ϕi(B2(a, b, c, d, e, f)) ≥ ϕi(B2(a + b+ c, 0, 0, d, e, f)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(2). Let B2(a, 0, 0, d, e, f) be the graph defined above, if we move all pendent edges
from vertices u4, u5, u6 to vertex u1. If d+ e+ f 6= 0, then
ϕi(B2(a, 0, 0, d, e, f)) ≥ ϕi(B2(a + d+ e+ f, 0, 0, 0, 0, 0)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(3). Let B3(a, b, c, d) be the graph defined above, if we move all pendent edges from
vertices v, w, z to vertex u. If b+ c+ d 6= 0, then
ϕi(B3(a, b, c, d)) ≥ ϕi(B3(a+ b+ c+ d, 0, 0, 0)), i = 0, 1, · · · , n,
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with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(4). Let B4(a, b, c, d, e) be the graph defined above, if we move all pendent edges
from vertices x to vertex u. If e 6= 0, then
ϕi(B4(a, b, c, d, e)) ≥ ϕi(B4(a+ e, b, c, d, 0)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(5). Let B4(a, b, c, d, 0) be the graph defined above, if we move all pendent edges
from vertices w, z to vertex u. If b+ c 6= 0, then
ϕi(B4(a, b, c, d, 0)) ≥ ϕi(B4(a + c+ d, b, 0, 0, 0)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(6). Let B4(a, b, 0, 0, 0) be the graph defined above, if we move all pendent edges
from vertices v to vertex u. If b 6= 0, then
ϕi(B4(a, b, 0, 0, 0)) ≥ ϕi(B4(a+ b, 0, 0, 0, 0)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(7). Let B5(a, b, c, d, e, f) be the graph defined above, if we move all pendent edges
from vertices {u1, u2, v1, v2, w} to vertex u. If b+ c+ d+ e+ f 6= 0, then
ϕi(B5(a, b, c, d, e, f)) ≥ ϕi(B5(a+ b+ c + d+ e + f, 0, 0, 0, 0, 0)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
For convenience, we define B(P3, P3, P1) asB6, and V (B6) = {u1, u2, u3, u4, w3, w4},
where d(u3) = d(u4) = d(w3) = d(w4) = 2, d(u1) = d(u2) = 3. The graph
B6(a, b, c, d, e, f) is obtained from B6 by adding a, b, c, d, e, f pendent vertices at ver-
tices u1, u2, u3, u4, w3, w4, respectively.
We define B(P2, P2, P2) as B7, and V (B7) = {u, v, u1, w1, v1}, where d(u1) =
d(v1) = d(w1) = 2, d(u) = d(v) = 3. The graph B6(a, b, c, d, e) is obtained from B7
by adding a, b, c, d, e pendent vertices at vertices u, v, u1, w1, v1, respectively.
We define B(4, 4) as B8, and V (B8) = {u1, u2, u3, u4, v2, v3, v4}, where d(u2) =
d(u3) = d(u4) = d(v2) = d(v3) = d(v4) = 2, d(u1) = 4. The graph B8(a, b, c, d, e, f, g)
is obtained fromB8 by adding a, b, c, d, e, f, g pendent vertices at u1, u2, u3, u4, v2, v3, v4,
respectively. (See fig. 3).
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Lemma 4.3 Let B6(a, b, c, d, e, f) be the graph defined above, if we move all pendent
edges from vertices u3, u4 to vertex u1. If c+ d 6= 0, then
ϕi(B6(a, b, c, d, e, f)) ≥ ϕi(B6(a + c+ d, b, 0, 0, e, f)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
Proof. The equality ϕi(B6(a, b, c, d, e, f)) = ϕi(B6(a+c+d, b, 0, 0, e, f)), i = 0, 1, n−
1, n can be proved as the proof of Theorem 3.2.
For 2 ≤ i ≤ n−2, denote H′i and Hi the sets of all TU-subgraphs of G′ and G with
exactly i edges, respectively. Let H′i = H′1i ∪H′2i ∪H′3i ∪H′4i , where H′ji (j = 1, 2, 3, 4)
denotes vertices u1, u2, u3, u4 belong to exactly j components. Hji can be defined
similarly.
For an arbitraryH ′ ∈ H′i, assume u1 is in a component R′ ofH ′. Assume (NG(u3)\
{u2, u4}) ∩ NR′(u1) = {ui13 , · · · , uir3 }, NG(u4) ∩ NR′(u1) = {ui14 , · · · , uis4 }, where 0 ≤
r ≤ min{dG(u3) − 2, |V (R′)| − 1}, 0 ≤ s ≤ min{dG(u4) − 2, |V (R′)| − 1}. Define H
with V (H) = V (H ′), E(H) = E(H ′) − {u1ui13 − · · · − u1uir3 − u1ui14 − · · · − u1uis4 +
u3u
i1
3 + · · ·+ u3uir3 + u4ui14 + · · ·+ u4uis4 }. Then H ∈ Hi, let f : H′i → Hi, and H∗i =
f(H′i) = {f(H ′)|H ′ ∈ H′i}. It is easy to see that H ′ ∈ H′ji ⇔ H ∈ Hji , j = 1, 2, 3, 4.
Let A+1 be the order of the subgraph of H ′−u1u2−u1u4 which contains u1 and
excluding the vertices in NG(u3) ∪ NG(u4) and B + 1 be the order of the subgraph
of H ′ − u1u2 − u2u3 which contains u2, and denote C = |NR′(u1) ∩ NG(u4)|, D =
|NR′(u1) ∩ (NG(u3) \ {u2, u4})|, (A,B,C,D ≥ 0, and A,B,C,D is fixed). Denote N
the product of all the orders of components of H ′ except the components containing
u1, u2, u3, u4.
If we include vertices u1, u3, u4 in a component of H
′, we have equal sizes of
components in H ′ and H , respectively. Then W (H ′) = W (H).
Assume vertices u1, u3, u4 belong to at least two components. we distinguish the
proof into three cases.
Case 1: H ′ ∈ H′2i .
Subcase 1.1: u1u2, u3u4 ∈ H ′, u2u3, u1u4 6∈ H ′, then
W (H)−W (H ′) = [(A +B + 2)(C +D + 2)− 2(A+B + C +D + 2)] ·N.
Subcase 1.2: u1u2, u3u4 6∈ H ′, u2u3, u1u4 ∈ H ′, then
W (H)−W (H ′) = [(A +D + 2)(B + C + 2)− (B + 2)(A+ C +D + 2)] ·N.
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Subcase 1.3: u1u2, u2u3 ∈ H ′, u3u4, u1u4 6∈ H ′, then
W (H)−W (H ′) = [(A+B + C + 3)(D + 1)− (A +B + C +D + 3)] ·N.
Subcase 1.4: u1u2, u1u4 ∈ H ′, u3u4, u2u3 6∈ H ′, then
W (H)−W (H ′) = [(A+B +D + 3)(C + 1)− (A +B + C +D + 3)] ·N.
Subcase 1.5: u2u3, u3u4 ∈ H ′, u1u2, u1u4 6∈ H ′, then
W (H)−W (H ′) = [(B + C +D + 3)(A+ 1)− (A+ C +D + 1)(B + 3)] ·N.
We can find a bijection between every two subsets of the above subcases. Hence
∑
H∈H2
i
W (H)−
∑
H′∈H′2
i
W (H ′) ≥ 0.
Case 2: H ′ ∈ H′3i .
Subcase 2.1: u1u2 ∈ H ′, u2u3, u3u4, u1u4 6∈ H ′, then
W (H)−W (H ′) = [(A +B + 2)(C + 1)(D + 1)− (A+B + C +D + 2)] ·N.
Subcase 2.2: u2u3 ∈ H ′, u1u2, u3u4, u1u4 6∈ H ′, then
W (H)−W (H ′) = [(A+ 1)(D + 1)(B + C + 2)− (B + 2)(A+ C +D + 1)] ·N.
Subcase 2.3: u3u4 ∈ H ′, u1u2, u2u3, u1u4 6∈ H ′, then
W (H)−W (H ′) = [(A+ 1)(B + 1)(C +D + 2)− 2(B + 1)(A+ C +D + 1)] ·N.
Subcase 2.4: u1u4 ∈ H ′, u1u2, u2u3, u3u4 6∈ H ′, then
W (H)−W (H ′) = [(A+D + 2)(B + 1)(C + 1)− (A + C +D + 2)(B + 1)] ·N.
We can find a bijection between every two subsets of the above subcases. Hence
∑
H∈H3
i
W (H)−
∑
H′∈H′3
i
W (H ′) ≥ 0.
Case 3: H ′ ∈ H′4i , u1u2, u2u3, u3u4, u1u4 6∈ H ′, thenW (H)−W (H ′) = [(A+1)(B+
1)(C+1)(D+1)− (A+C+D+1)(B+1)] ·N = (B+1)(ACD+AC+CD+AD) ·N.
Thus ∑
H∈H4
i
W (H)−
∑
H′∈H′4
i
W (H ′) ≥ 0.
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Combining the above cases and
∑
H∈H1
i
W (H) =
∑
H′∈H′1
i
W (H ′), from Theo-
rem 1.2 and f is an injection on the whole. Then
ϕi(G
′) =
∑
H′∈H′
i
W (H ′) <
∑
H∈H∗
i
W (H) ≤
∑
H∈Hi
W (H) = ϕi(G)
holds for i = 2, 3, · · · , n− 1.
Similar to the proof of Lemma 4.3, we have the following Lemma.
Lemma 4.4 (1). Let B6(a, b, 0, 0, 0, 0) be the graph defined above, if we move all
pendent edges from vertices u2 to vertex u1. If b 6= 0, then
ϕi(B6(a, b, 0, 0, 0, 0)) ≥ ϕi(B6(a+ b, 0, 0, 0, 0, 0)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(2). Let B7(a, b, c, d, e) be the graph defined above, if we move all pendent edges
from vertices u1 to vertex u. If c 6= 0, then
ϕi(B7(a, b, c, d, e)) ≥ ϕi(B7(a+ c, b, 0, d, e)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(3). Let B7(a, b, 0, 0, 0) be the graph defined above, if we move all pendent edges
from vertices v to vertex u. If b 6= 0, then
ϕi(B7(a, b, 0, 0, 0)) ≥ ϕi(B7(a+ b, 0, 0, 0, 0)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(4). Let B8(a, b, c, d, e, f, g) be the graph defined above, if we move all pendent
edges from vertices u2, u3, u4 to vertex u1. If b+ c+ d 6= 0, then
ϕi(B8(a, b, c, d, e, f, g)) ≥ ϕi(B8(a+ b+ c+ d, 0, 0, 0, e, f, g)), i = 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
(5). Let B8(a, 0, 0, 0, e, f, g) be the graph defined above, if we move all pendent
edges from vertices v2, v3, v4 to vertex u1. If e+ f + g 6= 0, then
ϕi(B8(a, 0, 0, 0, e, f, g)) ≥ ϕi(B8(a+ e + f + g, 0, 0, 0, 0, 0, 0)), i= 0, 1, · · · , n,
with equality holds if and only if i ∈ {0, 1, n− 1, n}.
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For any graph G and v ∈ V (G), let QG|v(x) be the principal submatrix of QG(x)
obtained by deleting the row and column corresponding to the vertex v. Similar to
the proof of Theorem 2.2 and Theorem 2.3, we can prove the following two lemmas.
Lemma 4.5 If G = G1|u : G2|v, then QG(x) = QG1(x)QG2(x) − QG1(x)QG2|v(x) −
QG2(x)QG1|u(x).
Lemma 4.6 If G be a connected graph with n vertices which consists of a subgraph
H(|V (H)| ≥ 2) and n − |V (H)| pendent vertices attached to a vertex v in H, then
QG(x) = (x− 1)(n−|V (H)|)QH(x)− (n− |V (H)|)x(x− 1)(n−|V (H)|−1)QH|v(x).
Let f(x) =
∑n
i=0(−1)iaixn−i, g(x) =
∑m
j=0(−1)jajxm−j , ai > 0, bj > 0. Then
it is easy to see f(x)g(x) = f(x) =
∑m+n
k=0 (−1)k
∑k
i=0 aibk−ix
n+m−k has coefficients
alternate with positive and negative.
By using Lemma 4.5 and Lemma 4.6, we can compute the signless Laplacian
polynomials of seven special n-vertex bicyclic graphs. For convenience, write QG(x)
as Q(G, x).
Q(B1(n− 5, 0, 0, 0, 0), x) = (x− 1)n−4(x− 3)[x3 − (n + 3)x2 + 3nx− 8],
Q(B2(n−6, 0, 0, 0, 0, 0), x) = (x−1)n−6(x−2)[x5− (n+6)x4+7(n+1)x3−2(7n−
1)x2 + 2(3n+ 8)x− 8],
Q(B3(n− 4, 0, 0, 0), x) = (x− 1)n−4(x− 2)[x3 − (n+ 4)x2 + 4nx− 8],
Q(B4(n−5, 0, 0, 0, 0), x) = (x−1)n−6[x6− (n+8)x5+9(n+2)x4− (27n+10)x3+
(31n+ 10)x2 − (11n+ 32)x+ 16],
Q(B5(n−6, 0, 0, 0, 0, 0), x) = (x−1)n−7(x−2)[x6− (n+7)x5+(9n+8)x4− (26n−
22)x3 + (27n− 30)x2 − (8n+ 8)x+ 8],
Q(B6(n − 6, 0, 0, 0, 0, 0), x) = x(x − 1)n−6(x − 3)[x4 − (n + 5)x3 + (7n − 1)x2 −
(13n− 17)x+ 5n],
Q(B7(n− 5, 0, 0, 0, 0), x) = x(x− 1)n−6(x− 2)2[x3 − (n+ 4)x2 + (5n− 2)x− 3n],
Q(B8(n− 7, 0, 0, 0, 0, 0, 0), x) = x(x− 1)n−8(x− 2)2(x2 − 4x+ 2)[x3 − (n+ 2)x2 +
2(2n− 3)x− 2n].
Then we have
Q(B1(n− 5, 0, 0, 0, 0), x)−Q(B3(n− 4, 0, 0, 0), x)
= (x− 1)n−4(x2 − nx+ 8). (1)
Q(B2(n− 6, 0, 0, 0, 0, 0), x)−Q(B4(n− 5, 0, 0, 0, 0), x)
= x(x− 1)n−6[x3 − (n+ 2)x2 + (3n+ 2)x− (n+ 8)]. (2)
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Q(B4(n− 5, 0, 0, 0, 0), x)−Q(B3(n− 4, 0, 0, 0), x)
= x(x− 1)n−6[(n− 3)x3 − (6n− 20)x2 + (9n− 30)x− (3n− 8)]. (3)
Q(B5(n− 6, 0, 0, 0, 0, 0), x)−Q(B3(n− 4, 0, 0, 0), x)
= x(x− 2)(x− 1)n−7[(2n− 7)x3 − (11n− 43)x2 + (14n− 58)x− (4n− 16)]. (4)
Thus B3(n−4, 0, 0, 0) has minimum signless Laplacian coefficients in the set {B1(n−
5, 0, 0, 0, 0), B2(n− 6, 0, 0, 0, 0, 0), B3(n− 4, 0, 0, 0), B4(n− 5, 0, 0, 0, 0)}.
Moreover,
Q(B8(n− 7, 0, 0, 0, 0, 0, 0), x)−Q(B6(n− 6, 0, 0, 0, 0, 0), x)
= x(x− 1)n−8[x5 − (n+ 4)x4 + (6n+ 1)x3 − (11n− 6)x2 + 3(2n+ 1)x− n]. (5)
Q(B6(n− 6, 0, 0, 0, 0, 0), x)−Q(B7(n− 5, 0, 0, 0, 0), x)
= x(x− 1)n−6[(n− 4)x3 − (7n− 28)x2 + (12n− 43)x− 3n]. (6)
Thus B7(n−5, 0, 0, 0, 0) has minimum signless Laplacian coefficients in the set {B6(n−
6, 0, 0, 0, 0, 0), B7(n− 5, 0, 0, 0, 0), B8(n− 7, 0, 0, 0, 0, 0, 0)}.
For convenience, write B3(n− 4, 0, 0, 0) as B1n, B7(n− 5, 0, 0, 0, 0) as B2n.
5 The graphs which have minimum signless Lapla-
cian coefficients in B1(n) and B2(n)
Theorem 5.1 In the set B1(n), for G ∈ B1(n), G 6∼= B1n, ϕi(G) ≥ ϕi(B1n), i =
0, 1, · · · , n. With equality if and only if either i ∈ {0, 1, n−1, n} when G ∼= B(P2, P2, P1)
or i ∈ {0, 1} otherwise.
Proof. Let G be an arbitrary graph in B1(n). We need to prove after series of trans-
formations, G will become to B1n and B
1
n has minimum signless Laplacian coefficients
in B1(n).
Step 1: When there is a non-pendent edge uv which is not on the cycle. By
performing the transformation of Definition 3.1 to uv, we have Guv ∈ B1(n), and
ϕi(G) > ϕi(Guv), i = 2, 3, · · · , n− 1 by Theorem 3.2.
After performing Step 1 consecutively, it is easy to see that all cut edges are
pendent edges in the resulting graph.
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Step 2: Since G is a bicyclic graph, there are two minimal cycles C1, C2 in G.
For u, v, w ∈ V (C1) and satisfy the claim of Definition 3.3, if |V (C1)| ≥ 5, and
|V (C2) ∩ V (C1)| ≥ 3, by the assumption |V (C2) ∩ V (C1)| = min {k, l,m}, we have
|V (C2)| ≥ 5. Then we perform the transformation of Definition 3.3 to u, v, w ∈
V (C1) ∩ V (C2), and obtain G′, by Theorem 3.4, ϕi(G) > ϕi(G′), i = 2, 3, · · · , n, and
the lengths of the cycles of G are decreased by 2.
If |V (C1)| ≥ 5, and |V (C2) ∩ V (C1)| ≤ 3. Assume u, v, w satisfy the claim of
Definition 3.3 and at most one of {u, v, w} belongs to V (C1)∩V (C2), then we perform
the transformation of Definition 3.3 to u, v, w, and obtainG′, by Theorem 3.4, ϕi(G) >
ϕi(G
′), i = 2, 3, · · · , n, and the length of C1 is decreased by 2, while the length of C2
keeps unchanged.
Therefore, after taking Step 2 consecutively, we obtain five types of graphs which
has been discussed from Lemma 4.1 and Lemma 4.2, then by comparing the signless
Laplacian polynomials of the resulting five extremal graphs, it is easy to see that B1n
has minimum signless Laplacian coefficients in B1(n) by equations (1)-(4).
By Theorem 1.3 and Theorem 5.1, we obtained the following corollary.
Corollary 5.2 In the set of all n-vertex bicyclic graphs in B1(n), B1n is the unique
graph with the minimal IE.
Theorem 5.3 In the set B2(n), for G ∈ B2(n), G 6∼= B2n, ϕi(G) ≥ ϕi(B2n), i =
0, 1, · · · , n. With equality if and only if either i ∈ {0, 1, n−1, n} when G ∼= B(P2, P2, P2)
or i ∈ {0, 1} otherwise.
The proof is similar to the proof of Theorem 5.1.
By Theorem 1.3 and Theorem 5.3, we obtained the following corollary.
Corollary 5.4 In the set of all n-vertex bicyclic graphs in B2(n), B2n is the unique
graph with the minimal IE.
From Corollary 5.2 and Corollary 5.4 we immediately get the following result.
Corollary 5.5 If n ≤ 30, then for G ∈ B(n) we have IE(G) ≥ IE(B2n), with equality
if and only if G ∼= B2n. If n ≥ 31, then for G ∈ B(n) we have IE(G) ≥ IE(B1n), with
equality if and only if G ∼= B1n.
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Proof. From Corollary 5.2 and Corollary 5.4, for G ∈ B(n) we have IE(G) ≥
min {IE(B1n), IE(B2n)}, with equality if and only if G ∼= B1n or G ∼= B2n.
From Q(B1n, x) and Q(B
2
n, x) in Section 4, we have
IE(B1n) = (n− 4) +
√
2 +
√
α1 +
√
α2 +
√
α3,
IE(B2n) = (n− 6) + 2
√
2 +
√
β1 +
√
β2 +
√
β3,
where α1 ≥ α2 ≥ α3 are the roots of x3 − (n + 4)x2 + 4nx− 8 = 0, β1 ≥ β2 ≥ β3 are
the roots of x3 − (n+ 4)x2 + (5n− 2)x− 3n = 0.
For n ≤ 30, by Matlab 7.0 it is easy to see IE(B1n) > IE(B2n) holds.
For n ≥ 31, it is easy to see that n ≤ α1 ≤ n + 0.01, 3.93 ≤ α2 ≤ 4, 0 ≤ α3 ≤
0.066, and n − 1 ≤ β1 ≤ n − 0.995, 4.27 ≤ β2 ≤ 4.31, 0.697 ≤ β3 ≤ 0.726, and
0.5899 ≤∑3i=1(
√
βi −√αi) ≤ 1.
Then we have IE(B2n)− IE(B1n) =
√
2− 2 +∑3i=1(
√
βi −√αi) ≥ 0.
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