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Abstract
The performance analysis of the mobile ad-hoc network (MANET) is a challenging issue. In this paper, network
tomography is studied to analyse the network performance in a dynamic MANET. For such a purpose, a network
tomography analytical model is proposed for a dynamic network environment. Expected Maximization (EM) algorithm
for network tomography is able to estimate the network performance parameter in accordance to network performance
observations. Our study is diﬀerent than current network tomography approaches where are applied for static wired
network. Over the dynamic network, we proposed a new algorithm that is called Stitching algorithm to aggregate the
dynamic performance. Speciﬁcally, the stitching algorithm concatenates the performance parameter i.e. link delay, from
distinguish time periods. Therefore, the network behaviour as well as the corresponding performance in a mobile ad-hoc
network can be derived over a continuous period.
c© 2012 Published by Elsevier Ltd.
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1. Introduction
Recently, the network tomography (NT) is proposed for studying the network performance. One of the
initial works is conducted by Vardi [1] in 1996 and several algorithms [2] [6] are developed for analyzing
the network performance. These proposed network tomography algorithms are based on the Internet or
static computer networks. Therefore, these network tomography algorithms are not directly applicable for
dynamic network such as mobile wireless ad hoc networks (MANET). The estimation accuracy of existing
network tomography models is not acceptable for Mobile Ad-hoc network since these models fail to ad-
dresses the mobile Ad-hoc network topology. In other words, these models have to be improved with the
consideration of high mobility. In this paper, we investigate the network tomography to study the dynamic
network performance. A mathematical model and Pseudo-log Likelihood Estimation (PLE) algorithm are
developed to oﬀer a multilevel monitoring and evaluation of network performance parameters.
In our work, PLE is a network tomography approach to reveal the probabilistic distribution of network
performance parameters, such as route delay, e.g., how the end-to-end packet delay varies in the network
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with time. PLE performs network tomography analysis in aMobile ad-hoc network. This is diﬀerent than the
current approaches, which estimate the network performance parameters on the Internet or static computer
networks. In a Ad-hoc mobile network PLE is able to monitor, analyse, and manage the information ﬂows
in such a way the network behaviour can be tracked in diﬀerent time scales. In other words, the network
performance can be evaluated and predicted for given network conditions.
As the increase of the ad-hoc mobile network mobility, this period of steady state generally decreases.
For each steady state, however, PLE is able to perform the estimation of network performance parameters.
Along with the transition of Ad-hoc mobile network, PLE then aggregates the results from multiple continu-
ous steady states. The aggregated results indicate the network performance variations over the time domain.
The organization of the paper is as follows: Section 2 discusses the mathematical model for NT problem.
Section 3 talks about EM algorithm and some simulation results. In section 4 we talk about the stitching
algorithm. Results, conclusion and acknowledgement are given in sections 5, 6 and 7.
2. NT Mathematical Model
Let us consider the following eight node network. Matrix A represents the path matrix of the network in
Fig 1.
Fig. 1: Eight-Node Directed Network in a Given Time Instant
In matrix A, 1 means the sink is connected with the node on the topology while 0 means otherwise. In
matrix A, 1 means the link is connected with the node on the topology while 0 means otherwise:
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 1 0 0 0
1 1 0 0 1 0 0
1 0 1 0 0 1 0
1 0 1 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Here X = (x1, x2, ..., xm)t be the m dimensional network performance random vector that present a network
performance parameter such as link delay, packet delay or link available bandwidth. The superscript t
is the transpose operation. Thus xi,1<i<m is the quantitative evaluation of the ith link performance for the
information ﬂow. Let Y = (x1, x2, ..., xn)t be the nth dimensional measurement vector corresponding to
X and yi,1<i<n is the observed ith link performance for the information ﬂow. The problem of the network
tomography is to estimate the distribution probability of X from the observed Y which can be modelled as a
matrix equation :
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y1
y2
y3
y4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 1 0 0 0
1 1 0 0 1 0 0
1 0 1 0 0 1 0
1 0 1 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1
x2
...
x7
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
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Given x j that is the jthcomponent of X, we assume our data follows Poisson distribution. Then the
probability mass function(pmf)is given by
p(x; θ) =
θxe−θ
x!
, x = 0, 1, 2, . . . (2)
Here θ ∈ R+,which is equal to the expected number of occurrences that happen during the given interval
and x is the number of occurrences of an event, the probability of which is given by (2). Considering all the
components in X, it has θ = {θ1, θ2, . . . , θm} that is the parameter of the whole model. The observed data
vector Y for subsequently observed vectors for T intervals and denote Xt, t = 1, 2, . . . ,T as the unknown
network performance quantities corresponding to Yt. Furthermore, Yt,i and Xt, j be the ith and jth element
of Yt and Xt respectively.We ﬁrst consider Yt is collected from a stable network topology graph (e.g., the
multicast topology for a certain period). For example, a multicast topology in the network may maintain
its multicast topology for a certain period and in this period we have the corresponding observed Y in this
period is Yt, t = 1, 2, . . . ,T. For this purpose, the raw data from the dynamic network should be preprocessed
according to the topology. It is more convenient to work in terms of the natural logarithm of the likelihood
function, called the log-likelihood, than in terms of the likelihood function itself. Because the logarithm is
a monotonically increasing function, the logarithm of a function achieves its maximum value at the same
points as the function itself.
A Pseudo-likelihood is an approximation to the joint probability distribution of a collection of random
variables. The practical use of this is that it can provide an approximation to the likelihood function of a
set of observed data which may either provide a computationally simpler problem for estimation, or may
provide a way of obtaining explicit estimates of model parameters. So in (3), we have the sum of all the
random variables Y over the parameter θ. Also pseudo-likelihood in place of the true likelihood function
in a maximum likelihood analysis can lead to good estimates. In practice we may have more than one Y.
So to approximate θ over all the Y will yield better results than approximating θ for each Y. This may not
be an issue, when dealing with few Y but in problems, where we have many Y. The pseudo log-likelihood
function will give better result.We now deﬁne our pseudo-log likelihood functions:
LpT (Y1, Y2, . . . ,YT ; θ) =
T∑
t=1
Lp(Yt; θ) (3)
Lp(Yt; θ) = log p(Yt; θ) (4)
here p(Yt; θ) is the marginal likelihood function. To maximize the likelihood estimate of parameter θ is to
maximize the likelihood function in(3);
∂
∂θ
LpT (T1, T2, . . . ,YT ; θ) = 0 (5)
The likelihood equation in (5) has a unique solution almost surely as T −→ ∞. Therefore, it needs to select
big enough samples from the dynamic network data to have a good estimate. Since we are dealing with a
big dataset, this approach is not appropriate to solve (5) directly. That is because we have deﬁned (5) in
terms of marginalized likelihood function, which is diﬃcult to compute directly. Instead, we need to adopt
a numerical optimization technique, which will solve for Y iteratively. This give rise to a very well know
algorithm called Expectation-Maximization or more commonly known as EM algorithm.
3. Expected Maximization Algorithm
Given a statistical model consisting of a set Y = AX observed data, a set of unobserved data X a vector of
unknown parameters θ , along with a likelihood function Lp(Yt; θ) = log p(Yt; θ)), the maximum likelihood
estimate (MLE) of the unknown parameters is determined by the marginal likelihood of the observed data
Lp(Yt; θ) = log p(Yt; θ) =
T∑
t=1
Lp(Yt; θ) (6)
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In (6), the right hand summation represents the marginal likelihood function, where θ is the parameter of
interest with respect to Y and X. However, θ is intractable. Therefore, we deﬁne the objective function
Q
(
θ, θi
)
to be maximized over θ in the (i + 1)th step of the EM algorithm. The EM algorithm seeks to ﬁnd
the MLE of the marginal likelihood function iteratively by applying the following two step:
Expectation Step (E-step):Calculate the expected value of the log likelihood function, with respect to the
conditional distribution of X given Y under the current estimate of the parameters θi :
Q
(
θ, θi
)
= EX|Y,θi log p (Yt; θ)
Maximization Step (M-step):Find the parameter that maximizes this quantity:
θi = argmax
θ
Q
(
θ, θi
)
(7)
The pseudo code of the algorithm is given below.
Algorithm 1 Expected Maximization Algorithm
begin
initialize θ0, , i← 0
do i← i + 1
E step: compute Q(θ, θi)
M step: θi+1 ← argmax
θ
Q
(
θ, θi
)
until Q(θi+1; θi) − Q(θi; θi−1)  
return θˆ ← θi+1
end
3.1. Validation of EM Algorithm
We now present the details , as to how the EM algorithm works in the network tomography problem.
Let us consider the following topology.
Fig. 2: Four-Node Directed Network
Then we use the matrix equation Y = AX to represent the Fig 3, this is shown in (8). We assume,
Xi ∼ Poission (θi).
(
y1
y2
)
=
(
1 1 0
1 0 1
) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
θ1
θ2
θ3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (8)
In (8), matrix A represents the deterministic connectivity between the two nodes in a given topology. So,
from (8), we have the following two equations:
1 = X1 + X2 (9)
2 = X1 + X2 (10)
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So (9) has two solutions (1, 0, 1) and(0, 1, 2).We claim for any arbitrary given θ our scheme will converge to
the MLE. We drive the likelihood equations to prove our claim. Let
Lp (Y; θ) = Pθ
{
Y = (1, 2)
′}
(11)
= Pθ
{
X = (1, 0, 1)
′}
+ Pθ
{
X = (0, 1, 2)
′}
(12)
=
⎛⎜⎜⎜⎜⎝θ1θ3 + θ2θ
2
3
2!
⎞⎟⎟⎟⎟⎠ exp(−θ1 − θ2 − θ3) (13)
=
⎛⎜⎜⎜⎜⎝2θ1θ3 + θ2θ
2
3
2
⎞⎟⎟⎟⎟⎠ exp(−θ1 − θ2 − θ3) (14)
Since we are computing the probability of Y based on Poisson distribution, from(14) we can write the
following
θ3
2
(2θ1 + θ2θ3) exp(−θ1 − θ2 − θ3) = 1 (15)
⇒ exp(−θ1 − θ2 − θ3) = 2
θ3(2θ1 + θ2θ3)
(16)
Therefore, probability of each X is given by
p(X = (1, 0, 1)
′
) = θ1θ3 exp(−θ1 − θ2 − θ3) (17)
= θ1θ3
(
2
θ3(2θ1 + θ2θ3)
)
(18)
=
2θ1
2θ1 + θ2θ3
(19)
Similarly, we can compute
p(X = (0, 1, 2)
′
) = θ1θ3 exp(−θ1 − θ2 − θ3) (20)
=
2θ2θ3
2θ1 + θ2θ3
(21)
Hence, by ﬁrst principle
E[X|Y, θ] =
2∑
i=1
xi p(xi) (22)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
2θ1
2θ1 + θ2θ3
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1
2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
2θ2θ3
2θ1 + θ2θ3
(23)
We can write (23) in the following fashion
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
θ1
θ2
θ3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠← E[X|Y, θ] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2θ1
2θ1+θ2θ3
2θ2θ3
2θ1+θ2θ3
1+θ2θ3
2θ1+θ2θ3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (24)
For any arbitrary choice of θ = (θ1, θ2, θ3), we plug it back in (22), till the diﬀerence of two consecutive
iteration is minimum,i.e. we ﬁnd no chance in the iteration scheme output. So, we get the following result.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.6
0.3
1.3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠⇒
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.75
0.24
1.24
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠⇒ . . .
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.99
0.01
1.01
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠⇒
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠⇒
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (25)
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In a similar fashion we computed the MLE based on 16 and 36 node network.
(a) 16 node network EM estimation result (b) 32 node network EM estimation result
Fig. 3: EM Algorithm Original and Estimated edge values for various Network sizes
It can be clearly seen in the above ﬁgures that our estimates based on the EM algorithm are good.
4. Stitching Alorithm
The proposed stitching algorithm is a network performance evaluation algorithm for network topology
that is changing in time. The basic idea of the stitching algorithm is to observe some characteristic of
the topology from which one is able to identify the time variation. As most of the dynamical system,
one underlying factor of a dynamic network is the stability analysis. Thus, knowing the behavior of the
dynamic network in terms of stability can be used to determine various time intervals. In our study, we
have the observed topology graph, which governs the topology of the network in time. Thus, knowing the
underlying behavior or characteristic can help us to determine various time slots. One important aspect
of these network graphs is they can be very easily translated into a path matrix. The stitching algorithm
understands the performance variation corresponding to the topology change.
We now deﬁne an isomorphism Φ : H → V , where H and V are given matrices of network topologies.
Then, H and V are same if only if following holds:
Φ(H)size = Φ(V)size (26)
Φ(H − V) = 0matrix (27)
If the conditions (26) and (27) are not true, we know the matrix has changed and hence the network topology
has changed as well. When the network topology changes between measurement instances t4 and t5, we
cannot take a simple average across observation periods. In this case, the stitching of two topologies has to
take place. The stitching is performed in such a manner that the performance parameters of common edge
values are averaged and others are kept as it is. The stitching procedure is to average the common edges of
the network topologies while the remaining edges are concatenated into a new vector, representing as new
T’s. To understand the way T’s work, we illustrate the procedure in Fig 4.
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Fig. 4: Time Domain Parameter Measurement of Dynamic Network
Suppose the topology graph in Fig 5(a) represents connectivity at measurement time T1 while topology
graph in Fig 5(b) represents connectivity at measurement time T2. As we can observe from the two graphs,
edges e1,2, e2,3, e2,4 are common to both topologies and others are not. In calculating combined network
performance parameters for both graphs, the average of e1,2, e2,3, e2,4 will be taken while parameters values
of other edges will be added to the edge set. The edge set for observation period T1 can be expressed as:
Edge set(T1) = [e1,2, e2,3, e2,4] (28)
The edge set for the observation period T2 can be expressed as:
Edge set(T2) = [e1,2, e2,3, e2,4, e3,5, e3,6, e4,7, e4,8] (29)
Then the new T2 is represented by the following stitching operation:
Φ = [Edge set(T1) ∪ Edge set(T2)] (30)
= [e1,2(T1 ∪ T2), e2,3(T1 ∪ T2), e2,4(T1 ∪ T2), e3,5, e3,6, e4,7, e4,8] (31)
here ei, j(T1 ∪ T2) is the stitching operation for two observation periods. We deﬁne ei, j(T1 ∪ T2) as
ei, j(T1 ∪ T2) =
n1∑
i=1
ei, j(T1, ti) +
n2∑
i=1
ei, j(T2, ti)
(n1 + n2)
(32)
Here ei, j(T1, ti) is the performance evaluation for ti during observation period T1 and similarly ei, j(T2, ti) is
the performance evaluation for ti during the T2. Also n1 and n2 are the number of measurement periods for
T1 and T2 respectively. In (32), we assume that i  j. As shown in (31), only the common link performance
parameters are naturally aggregated with the previous evaluations.
4.1. Simulation Results
We now present two cases, which represent variations of applying stitching algorithm. Stitching is
applied on network presented in Fig 5(a) and 5(b).
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(a) 4 node network at T1 (b) 8 node network at T2
Fig. 5: Directed Networks in a Given Time Instant
Case 1: In this case we consider the topology is unchanged from one time instance to another. Assume
that the current state of topology is of size 4 nodes and next topology is also of size 4 from Fig 5(a).
Table 1: Estimates for 4 node graph
Observations Edges
e1,2 e2,3 e2,4
Original 2 2 0
Estimates 1.9980 2.0020 0.0020
Table 2: Estimates for 4 node graph
Observations Edges
e1,2 e2,3 e2,4
Original 7 0 13
Estimates 6.9860 0.0140 13.0140
We again enter another 4 node graph and its observations are presented in Table 2.Now, in the third time
instance we expect the topology to change. So as expected, the above to results are aggregated and presented
in the table below. Now, in the third time instance we expect the topology to change. So as expected, the
above to results are aggregated and presented in the table below.
Table 3: Average Estimates
Observations Edges
e1,2 e2,3 e2,4
Average Original 4.5 1 6.5
Average Estimates 4.492 1.008 6.508
Case 2: Now suppose, next topology is changed and it is a 8 node graph as presented in Fig 5(b). So
according to our algorithm, values in table 3 will be added with the common edges and then aggregated.
The remaining edge values are concatenated as show in table 4.
In Fig 6, we compare Estimates using Stitching algorithm with the Original values.
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Table 4: New average estimates with the concatenated values.
Observations Edges
e1,2 e2,3 e2,4 e3,5 e3,6 e4,7 e4,8
Average Original 4.5 1 6.5
Original 4 0 4 2 0 0 4
Average Estimates 4.492 1.008 6.508
Estimates 3.8652 0.1339 4.0078 2.0009 0.0009 0.1269 4.1269
New Average Estimates 4.1786 0.5709 5.2579 2.0009 0.0009 0.1269 4.1269
New Average Original 4.25 0.5 5.25 2 0 0 4
Fig. 6: Comparison between the Estimated and the Actual values using Stitching algorithm
5. Conclusion
Poisson based EM algorithm was implemented to ﬁnd the MLE of an expected log likelihood function.
The simple nature of the algorithm is a good tool to understand network estimation problems. This can be
seen very clear from our numerical results. We assumed the Poisson distribution since the information is
transmitted in a time instances albeit the time between the two transmissions could very small or reasonably
long. To the center of this paper is the proposed Stitching algorithm. It is a very simple but yet a very elegant
way to monitor network performance over the changing topology. It was evident from our simulation result
that Stitching algorithm produce good results.
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Appendix A.
Fig. A.7: Flow chart of the Stitching Algorithm
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