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ar
X
iv
:m
at
h/
03
08
17
8v
1 
 [m
ath
.A
G]
  1
9 A
ug
 20
03
FULL TWISTS FACTORIZATION FORMULA FOR
DOUBLE NUMBER OF STRINGS
VIK. S. KULIKOV
Abstract. A formula for factorizations of the full twist in the
braid group Br2m depending on any four factorizations of the full
twist in Brm is given. Applying this formula, a symplectic 4-
manifold X and two isotopic generic coverings fi : X → CP2,
branched, respectively, along cuspidal Hurwitz curves H¯i ⊂ CP2
(without negative nodes) having different braid monodromy fac-
torization types, are constructed. The class of the fundamental
groups of the complements of the affine plane Hurwitz curves is
described in terms of generators and defining relations.
0. Introduction
Let (X,L) be a polarized projective surface over the field C, where
the polarization L is a very ample line bundle on X . Three generic
sections of L define a generic covering f : X → CP2 branched over
an algebraic cuspidal curve H¯ ⊂ CP2 (possibly, one should take three
sections of L⊗2 instead of the sections of L to obtain a generic covering
of the plane ([Ku-Ku])). Recently, Auroux and Katzarkov (see [Au],
[Au-Ka]) obtained a similar result in symplectic case. More precisely,
let (X,ω) be a compact symplectic 4-manifold with symplectic form
ω whose class [ω] ∈ H2(X,Z). Fix an ω-compatible almost complex
structure J and corresponding Riemannian metric g. Let L be a line
bundle on X whose first Chern class is [ω]. Then, for k >> 0, the line
bundle L⊗k admits many approximately holomorphic sections so that
one can choose three of them which give an approximately holomor-
phic generic covering fk : X → CP2 of degree Nk = k2ω2 branched
over a cuspidal Hurwitz curve H¯k (the notion of Hurwitz curves is a
generalization of the notion of plane algebraic curves; see the definition
in section 5). In algebraic case, if deg f ≥ 12, then f is determined
uniquely by H¯ ([Ku], [Nem]). Any generic covering f : X → CP2
of degree N branched over a cuspidal Hurwitz curve H¯ determines
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(and is determined by) its monodromy µ, that is, an epimorphism
µ : pi1(CP
2 \ H¯) → SN to the symmetric group SN . Therefore one
of the main problems is to investigate the properties of the fundamen-
tal groups of the complements of Hurwitz curves in order to have a
possibility to construct interesting examples of symplectic 4-manifolds.
In [Ku1], a class C of groups, called C-groups, was defined. This class
coincides (see Proposition 1.3) with a class consisting of the groups
which are given by finite presentations of the following form: for some
integer m, a function h : {1, . . . , m} → Z, and a subset W = {wi,j,k ∈
Fm | 1 ≤ i, j ≤ m, 1 ≤ k ≤ h(i, j)} ⊂ Fm, where Fm is the free group
generated by an alphabet {x1, . . . , xm}, a group G ∈ C possesses the
presentation
GW =< x1, . . . , xm | xi = w−1i,j,kxjwi,j,k, wi,j,k ∈ W > . (1)
Let ϕW : Fm → GW be the canonical epimorphism. The elements
ϕW (xi) ∈ G, 1 ≤ g ≤ m, and the elements conjugated to them are
called the C-generators of the C-group G. Let f : G1 → G2 be a
homomorphism of C-groups. It is called a C-homomorphism if the
images of the C-generators of G1 under f are C-generators of the C-
group G2. We will distinguish the groups G ∈ C up to C-isomorphisms.
Note that the class C contains the subclasses K and L, respectively, of
the knot and link groups given by Wirtinger presentation. In [Ku1],
it was proved that the class C coincides with the class of the funda-
mental groups of the complements of orientable closed surfaces in the
4-dimensional sphere S4 (with generalized Wirtinger presentation).
We prove (Theorem 6.1) that the class H = { pi1(C2\H) } of the fun-
damental groups of the complements of affine Hurwitz curves H (that
is, H = H¯ ∩ (CP2 \L∞), where H¯ is a Hurwitz curve in CP2 and L∞ is
a projective line in CP2 in general position with respect to H¯) coincides
with a subclass of C consisting of the C-groups GW with presentation
(1) such that the set of the set of words {[xi, x1 . . . xm]}i=1,...,m is a sub-
set of W . We also describe (Theorem 6.3) the intersection H ∩ K of
the classes H and K. Besides, we prove (Corollary 1.15) that the class
C coincides with a class CBr of groups which possess presentations of
the form
GB =< x1, . . . , xm | x−1i b(xi) = 1, i = 1, . . . , m, b ∈ B >
for some m ∈ N and a finitely generated subgroup B of the braid
group Brm, where b(xi) is the image of xi under the standard action
of b ∈ Brm on Fm. The proof of these results is based on a full twist
factorizations formula in the braid group Br2m (see section 3). This
formula also is applied to prove the existence of a symplectic 4-manifold
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X and two isotopic generic coverings fi : X → CP2, i = 1, 2, branched,
respectively, over cuspidal Hurwitz curves (without negative nodes)
H¯i ⊂ CP2 having different braid monodromy factorization types (see
Theorem 7.7).
1. C-groups
Let F be the free group generated by an alphabet {xj | j ∈ N }. Be-
low, denote by Fm the subgroup of F generated by x1, . . . , xm, and Fm,k
the subgroup of F generated by xk+1, . . . , xk+m. Notation w(x1, . . . , xm)
means a word in letters x1, . . . , xm and their inverses considered as an
element in the group Fm.
Let W be a subset of Fm and Nm(W ) the normal closure of W
in Fm. Denote by ϕW : Fm → Fm/Nm(W ) = G(W ) the canonical
epimorphism. The set
RW = {wj(x1, . . . , xm) = 1 | wj ∈ W }
is called a set of relations defining G(W ). We say that the relations
RW imply a relation {w(x1, . . . , xm) = 1} if w ∈ Nm(W ). Sometimes
the set RW will be written in the form
RW = {uj(x1, . . . , xm) = vj(x1, . . . , xm) | wj(x¯) = uj(x¯)vj(x¯)−1 ∈ W }
for some presentation of the words wj ∈ W in the form wj = ujv−1j .
Let W1 ⊂ Fm1 , W2 ⊂ Fm2 , and f : G(W1)→ G(W2) be a homomor-
phism. We say that f is the canonical homomorphism if
f(ϕW1(xi)) = ϕW2(xi)
for all i ≤ min(m1, m2). In particular, if W1 ⊂ W2 are two subsets in
Fm, then there is the canonical epimorphism
ψW1,W2 : G(W1)→ G(W2) = G(W1)/NG(W1)(ϕW1(W2 \W1)), (2)
where NG(W1)(ϕW1(W2 \W1)) is the normal closure in G(W1) of the set
ϕW1(W2 \W1).
We say that two sets of relations
RWi = {wi,j = 1 | wi,j ∈ Wi }, i = 1, 2,
are equivalent if Nm(W1) = Nm(W2). More generally, for k ≤ m, let
W1 ⊂ Fk and W2 ⊂ Fm be two subsets of elements in Fk and Fm,
respectively. The sets of relations
RW1 = {w1,j = 1 | w1,j ∈ W1 }
and
RW2 = {w2,j = 1 | w2,j ∈ W2 }
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are called equivalent if there is the canonical isomorphism h : G(W1)→
G(W2).
Claim 1.1. For W1,W2 ⊂ Fk and W 1 ⊂ Fm, m ≥ k, if the sets of
relations RW1 and RW 1 are equivalent, then the sets of relations RW1∪W2
and RW 1∪W2 are equivalent.
Proof. Straightforward. 
Claim 1.2. Let w(x1, . . . , xm) = x
ε1
j1
. . . xεnjn , εk = ±1 for k = 1, . . . , n,
be a word in the letters x1, . . . , xm and their inverses of the letter length
n ≥ 2. Then for any pair i1, i2 ∈ {1, . . . , m}, the relation {xi1 =
w−1xi2w} in Fm is equivalent to the union of the sets of relations
Rw = {xm+k = x−εkjk xm+k−1xεkjk | k = 2, . . . , n− 1 }∪{xm+1 = x−ε1j1 xi2xε1j1 , xi1 = x−εnjn xm+n−1xεnjn}
in Fm+n−1.
Proof. Straightforward. 
Let I be any subset in {1, . . . , N}3. Since for (i, j, k) ∈ {1, . . . , N}3
the relations xi = x
−1
j xkxj and xk = xjxix
−1
j are equivalent, Claims
1.1 and 1.2 imply the following proposition.
Proposition 1.3. Any C-group G is canonically C-isomorphic to a
C-group G with C-presentation of the form
G ≃< x1, . . . , xN | xi = x−1j xkxj for (i, j, k) ∈ I >,
i.e., the definition of C-groups given in Introduction coincides with the
definition of C-groups given in [Ku1].
Note that the relation xi = xj is a C-relation, since it can be written
in the form xi = x
−1
j xjxj .
Example. Let Brm be the braid group on m strings. It is generated
by generators a1, . . . , am−1 being subject to the relations
aiai+1ai = ai+1aiai+1 1 ≤ i ≤ m− 1,
aiak = akai | i− k | ≥ 2. (3)
The braid group Brm with presentation (3) possesses a natural struc-
ture of C-group. Indeed, let
RW (Brm) = { x2i+1 = x−12i−1x2ix2i−1 | i = 1, . . . , m− 1 }∪
{ x2i−1 = x−12i x2i+1x2i | i = 1, . . . , m− 1 }∪
{ x2i−1 = x−12j−1x2i−1x2j−1 | |i− j| ≥ 2, 1 ≤ i, j ≤ m− 1 }
be a set of C-relations in F2m−3. Put GBrm = G(W (Brm)). One can
check that the homomorphism f : Brm → GBrm given by f(ai) =
ϕW (x2i−1), i = 1, . . . , m− 1, is an isomorphism.
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For a set W = Wf = {wj(x1, . . . , xm) ∈ Fm | j ∈ J}, where
f : J → Fm is a map from a set J and f(j) is denoted by wj for j ∈ J ,
the set
sh (W ) = shm (W ) = {wj(xm+1, . . . , x2m) | j ∈ J }
is called the shift of W by m. Denote by
Wmodm = {x−1i xm+i | i = 1, . . . , m }
and call the sets
d(W ) = dm(W ) =W ∪ sh (W ) ∪Wmodm (4)
and
d(W ) = dm(W ) = sh (W ) ∪Wmodm (5)
in F2m, respectively, the doubling and the reduced doubling of the set
W .
The doubling (respectively, the reduced doubling) of a set W can be
iterated if we put
dn(W ) = d2n−1m(d
n−1(W )) ∈ F2nm. (6)
Claim 1.4. For any n ∈ N the sets of relations RW , Rdn(W ), and
Rdn(W ) are equivalent.
Proof. Straightforward. 
Let B be a subgroup of Aut (Fm). Denote by RW (B,Fm) the set of
relations
RW (B,Fm) = {wg(w)−1 = 1 | w ∈ Fm, g ∈ B }.
Claim 1.5. Let y1, . . . , ym ∈ Fm be elements generating Fm. For a
subgroup B ⊂ Aut (Fm), the set of relations RW (B,Fm) is equivalent to
RW (B,y) = {yig(yi)−1 = 1 | 1 ≤ i ≤ m, g ∈ B }.
Proof. Note that to prove Claim 1.5, it is sufficient to show that the con-
dition that elements w1g(w1)
−1 and w2g(w2)
−1 belong to Nm(W (B, y))
for some w1, w2 ∈ Fm implies
w−11 g(w
−1
1 )
−1 ∈ Nm(W (B, y))
and
w1w2g(w1w2)
−1 ∈ Nm(W (B, y)).
If w1g(w1)
−1 ∈ Nm(W (B, y)), then
(w1g(w1)
−1)−1 = g(w1)w
−1
1 ∈ Nm(W (B, y))
and therefore
w−11 g(w
−1
1 )
−1 = w−11 (g(w1)w
−1
1 )w1 ∈ Nm(W (B, y)).
6 VIK.S. KULIKOV
If w1g(w1)
−1, w2g(w2)
−1 ∈ Nm(W (B, y)), then
w1w2g(w1w2)
−1 = w1w2g(w2)
−1g(w1)
−1 =
w1(w2g(w2)
−1)w−11 (w1g(w1)
−1) ∈ Nm(W (B, y)).

Claim 1.6. If B ⊂ Aut (Fm) is generated by elements b1, . . . , bn and
elements y1, . . . , ym generate Fm, then RW (B,Fm) is equivalent to
RW (b,y) = {yibj(yi)−1 = 1 | 1 ≤ i ≤ m, 1 ≤ j ≤ n }.
Proof. It follows from the proof of Claim 1.5 that to prove Claim 1.6, it
is sufficient to show that the condition that the elements wg1(w)
−1 and
wg2(w)
−1 belong to Nm(W (b, y)) for some g1, g2 ∈ B and any w ∈ Fm
implies w(g−11 (w))
−1 ∈ Nm(W (b, y)) and w(g1g2(w))−1 ∈ Nm(W (b, y)).
If wg1(w)
−1 ∈ Nm(W (b, y)) for all w ∈ Fm, then
(w(g−11 (w))
−1)−1 = (g−11 (w))w
−1 =
(g−11 (w))(g1(g
−1
1 (w)))
−1 ∈ Nm(W (b, y)).
If w(g1(w))
−1, w(g2(w))
−1 ∈ Nm(W (b, y)) for all w ∈ Fm, then
wg1g2(w)
−1 = wg1(g2(w))
−1 =
(wg2(w)
−1)(g2(w)g1(g2(w))
−1) ∈ Nm(W (b, y)).

The braid group Brm on m strings acts on Fm. Below, we fix a set
{a1, . . . , am−1} of so called standard generators, i.e., generators of Brm
being subject to the relations
aiai+1ai = ai+1aiai+1 1 ≤ i ≤ n− 1,
aiak = akai | i− k | ≥ 2
and acting on Fm as follows:
ai(xj) = xj if i 6= j, j + 1;
ai(xi) = xixi+1x
−1
i ;
ai(xi+1) = xi.
Therefore one can associate a set of relations RW (B,Fm) to any subgroup
B ⊂ Brm. As in the case of the free groups, for k ≤ m the group Brk
is identified with the subgroup of Brm generated by the first k − 1
standard generators a1, . . . , ak−1, and we denote by Bk,i, k + i ≤ m,
the subgroup of Brm generated by ai+1, . . . , ai+k−1. Let ∆k,i be the
Garside element in the braid group Bk,i:
∆k,i = (ai+1 . . . ai+k−1) . . . (ai+1ai+2ai+3)(ai+1ai+2)ai+1.
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We have
∆k,i(xi+j) = (xi+1 . . . xi+k−j)xi+k−j+1(xi+1 . . . xi+k−j)
−1 (7)
for i+ 1 ≤ j ≤ i+ k (we put here xi+1 . . . xi+k−j = 1 if j = i+ k) and
∆k(xj) = xj
for j ≤ i and j > i + k. The Garside element in Brk will be denoted
by ∆k.
Let sh = shm : Brm → Br2m be the homomorphism given by
sh(aj) = am+j for j = 1, . . . , m − 1. For any subgroup B of Brm,
its image sh(B) will be called the shift of the group B by m.
Below, we will identify Fk with the fundamental group pi1(Dk \
{p1, . . . , pk}, p0), where Dk = {z ∈ C | |z| ≤ k + 1 }, p0 = −i(k + 1),
pj = −j for j = 1, . . . , k, and for each j the element xj will be iden-
tified with the loop consisting of the segment γj = {z ∈ C | z =
−i(k+1)−t(j+i(ε−k−1)), 0 ≤ t ≤ 1 } for some 0 < ε << 1, the circuit
around the circle {|z+j| = ε} in the counterclockwise direction and the
return along lj (see Fig. 1). For so chosen base x1, . . . , xk, the standard
generators aj of Brk, j = 1, . . . , k−1, are identified with half-twists de-
fined by the segments [−j−1,−j] = {z = −(j+1)+t | 0 ≤ t ≤ 1 } (see
details, for example, in [Moi-Te2]). The element lk = x1 . . . xk coincides
in pi1(Dk\{p1, . . . , pk}, p0) with circuit around the boundary ∂Dk of Dk
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in the counterclockwise direction and it is fixed under the action of Brk.
rrrr
p0r
✻
✲✐✛
−1
x1
✐
−i
xi
✐
−k
xk
Fig. 1
We say that an ordered set {y1, . . . , ym} consisting of elements of Fm
is a good geometric base of Fm if there is b ∈ Brm such that yj = b(xj)
for j = 1, . . . , m. An ordered set {y1, . . . , yk}, k ≤ m, of elements
of Fm is called good if the set {y1, . . . , yk} can be extended to a good
geometric base {y1, . . . , ym} of Fm. It is well-known that {y1, . . . , ym}
is a good geometric base of Fm if and only if each yj is conjugated to
some xk(j) in Fm and y1 . . . ym = lm.
Consider an element w(x1, . . . , xm) = x
ε1
j1
. . . xεnjn , εj = ±1, in Fm of
the letter length n. For k > n and p ≥ 1, the element
mpmk,k,m(w) = x
ε1
(pk−ε1(k−1))m+j1
. . . xεn(pk−εn(k−n))m+jn ∈ Fm(p+1)k
is called the moving apart of w by m with center at pmk.
Below, we will use the following claim which is obvious from geomet-
ric point of view.
Claim 1.7. Let wk(x1, . . . , xm) = x
εk,1
jk,1
. . . x
εk,nk
jk,nk
, εk,j = ±1, k = 1, 2, be
two words in the letters x1, . . . , xm and their inverses of the letter length
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nk less than n. Then for each pair i1, i2 such that 1 ≤ i1, i2 ≤ m, the
pair (y1 = w1xnm+i1w
−1
1 , y2 = w2x3nm+i2w
−1
2 ) is good in F4mn, where
w1 = mmn,n,m(w1) = x
ε1,1
(n−ε1,1(n−1))m+j1,1
. . . x
ε1,n1
(n−ε1,n1 (n−n1))m+j1,n1
and
w2 = m3mn,n,m(w1) = x
ε2,1
(3n−ε2,1(n−1))m+j2,1
. . . x
ε2,n2
(3n−ε2,n2 (n−n2))m+j2,n2
.
Proof. The elements y1 and y2 are represented by loops of the form
drawn in Fig. 2. Obviously, such pair (y1, y2) is good. 
r. . .r✐. . .rr. . .r. . .r✐. . .r . . . r
−2nm
. . .
rp0
. . . r . . . r
−1
. . .r
−4nm
y1y2
Fig. 2
Let h : {1, . . . , m}2 → Z be a non-negative integer-valued function.
Put
Ih = {(i, j, k) ∈ Z3 | 1 ≤ i, j ≤ m, 1 ≤ k ≤ h(i, j) }
and let f : Ih → F2m be a map to F2m = Fm × Fm.
Claim 1.8. For any map f : Ih → F2m, there are M ∈ N, a finite set
Ih,f ⊂ {1, . . . ,M}2 and a map F : Ih,f → F2M such that
(i) the pair F (i, j) = (yi, yj) is a good pair in FM for each (i, j) ∈
Ih,f ;
(ii) the sets of relations
RWf = { x−1i wi,j,kxjw−1i,j,k = 1 | (i, j, k) ∈ Ih, wi,j,k = f(i, j, k) }
and
RWF = { y−1i yj = 1 | (yi, yj) ∈ ImF }
are equivalent.
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Proof. By Claim 1.7, there is an integer N such that the pairs
(xi,mNm,N,m(wi,j,k)xNm+jmNm,N,m(wi,j,k)
−1)
are good for all (i, j, k) ∈ Ih. Obviously, the set of relations RWf in Fm
is equivalent to the union of two sets of relations Rm(Wf ) and Rmodm
in F2Nm, where
Rm(Wf ) = {xi = mNm,N,m(wi,j,k)xNm+jmNm,N,m(wi,j,k)−1 | (i, j, k) ∈ Ih }
and
Rmodm = {xi = xj | i ≡ j mod m)}.
For each i ≤ m and each k > 0 the pair (xi, xi+mk) is good which
completes the proof of Claim 1.8 if we put M = 2Nm and RWF =
Rm(Wf ) ∪Rmodm. 
By Claim 1.6, for a subgroup B of Brm generated by b1, . . . , bn, the
group G(W (B,Fm)) is canonically isomorphic to
G(W (b, x)) =
< x1, . . . , xm | x−1i bj(xi) = 1, i = 1, . . . , m, j = 1, . . . , n > .
(8)
Claim 1.9. Presentation (8) defines on G(W (b, x)) a structure of a
C-group.
Proof. We have
b(xi) = wb,i(x¯)
−1xjwb,i(x¯) (9)
for some j = σb(i) and wb,i(x¯) ∈ Fm, where σb ∈ Sm is the image
of b ∈ Brm under the canonical epimorphism σ : Brm → Sm with
ker σ = Pm (we denote by Sm the symmetric group acting on the
set {1, . . . , m} and by Pm the subgroup of pure braids). Therefore,
the relations x−1i bj(xi) = 1 are equivalent to the C-relations xi =
wbj ,i(x¯)
−1xjwbj ,i(x¯). 
The following lemma is well known.
Lemma 1.10. Let bk = ga
k+1
j g
−1 ∈ Brm. Then the set of relations
{x−1i bk(xi) = 1 | i = 1, . . . , m}
in Fm is equivalent to one single relation:
(0) g(xj) = g(xj+1) if k = 0;
(1) the commutant [g(xj), g(xj+1)] = 1 if k = 1 or −3;
(2) g(xj)g(xj+1)g(xj) = g(xj+1)g(xj)g(xj+1) if k = 2
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Proof. Consider a free base {y1, . . . ym} of the group Fm, where yi =
g(xi) for i = 1, . . . , m. By Claim 1.6, the sets of relations {x−1i bk(xi) =
1 | i = 1, . . . , m} and {y−1i bk(yi) = 1 | i = 1, . . . , m} are equivalent
for each k.
We have
bk(yi) = g(xi) = ga
k+1
j g
−1(g(xi)) = g(xi) = yi
if i 6= j, j + 1,
bk(yj) = ga
k+1
j (xj) =

g(xjxj+1x
−1
j ) if k = 0;
g((xjxj+1)xj(xjxj+1)
−1) if k = 1;
(g((xjxj+1xj)xj+1(xjxj+1xj)
−1) if k = 2,
and
bk(yj+1) = ga
k+1
j (xj+1) =

g(xj) if k = 0;
g(xjxj+1x
−1
j ) if k = 1;
g((xjxj+1)xj(xj+1xj)
−1) if k = 2.
Therefore
bk(yj) =


yjyj+1y
−1
j if k = 0;
(yjyj+1)yj(yjyj+1)
−1 if k = 1;
(yjyj+1yj)yj+1(yjyj+1yj)
−1 if k = 2
and
bk(yj+1) =


yj if k = 0;
yjyj+1y
−1
j if k = 1;
(yjyj+1)yj(yj+1yj)
−1 if k = 2.
Thus, for each k the set of relations {y−1i bk(yi) = 1 | i = 1, . . . , m} is
reduced to one single relation
yjy
−1
j+1 = 1 if k = 0;
yjyj+1y
−1
j y
−1
j+1 = 1 if k = 1;
(yjyj+1yj)(yj+1yjyj+1)
−1 = 1 if k = 2.

Claim 1.11. Let y1, y2 be a good pair in Fm. Then there is an element
b = ga1g
−1 ∈ Brm such that the set of relations RW (<b>,Fm) is equivalent
to the single relation
Rb = {y−11 y2 = 1}.
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Proof. Since y1, y2 is a good pair, it can be included in a good geomet-
ric base {y1, . . . , ym} of Fm. Therefore there is an element g ∈ Brm
such that g(xi) = yi for i = 1, . . . , m. By Lemma 1.10, RW (<b>,Fm) is
equivalent to Rb. 
Consider the braid group Br2m. Put am,i = aia2m−i,
c¯m,i = (am,iam,i+1 . . . am,m−1)am(am,iam,i+1 . . . am,m−1)
−1 (10)
for 1 ≤ i ≤ m− 1, c¯m,m = am, and
cm,i = ∆
−1
m,mc¯m,i∆m,m. (11)
Claim 1.12. The set of relations RW (<cm,i>,F2m) is equivalent to the
single relation
Rcm,i = { x−1m+ixi = 1 }.
Proof. Using (7), one can check that
∆−1m,m(am,iam,i+1 . . . am,m−1)(xm) = xi
and
∆−1m,m(am,iam,i+1 . . . am,m−1)(xm+1) = xm+i.
Therefore Claim 1.12 follows from (10), (11), and Claim 1.10. 
For any subgroup B of Brm, denote by d(B) = dm(B) (respectively,
d(B) = dm(B)) the subgroup of Br2m generated by the elements of B,
shm(B), and the elements cm,1, . . . , cm,m (respectively, generated by the
elements of B and the elements cm,1, . . . , cm,m), and call it the doubling
(respectively, the reduced doubling) of the group B.
The doubling (respectively, the reduced doubling) of a group B can
be iterated if we put
dn(B) = d2n−1m(d
n−1(B)) ⊂ Br2nm. (12)
Claim 1.13. For any n ∈ N the following sets of relations
RW (B,Fm), Rdn(W (B,Fm)), Rdn(W (B,Fm)), RW (dn(B),F2nm), andRW (dn(B),F2nm)
are equivalent.
Proof. It follows from Claims 1.4 and 1.12. 
We say that a C-group G belongs to a subclass CBr if it is C-
isomorphic to a group given by the presentation
G =< x1, . . . , xm | RW (B,Fm) >
for some m and some finitely generated subgroup B of Brm.
Theorem 1.14. For any C-group G there are MG ∈ Z and a subgroup
BG of BrM generated by a finite set {b1, . . . , bnG} of elements conju-
gated in BrM to the standard generator a1 such that the group G is
C-isomorphic to G(W (B,FM)).
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Proof. It follows from Claims 1.4, 1.7 1.8, 1.11, and 1.12. 
Corollary 1.15. CBr = C.
Recall also the following theorem.
Theorem 1.16. ([Ar])
(i) A C-group G ∈ L if and only if there are an integer m and an
element b ∈ Brm such that G is C-isomorphic to
G(W (< b >, x¯)) =< x1, . . . , xm | xi = b(xi) for i = 1, . . . , m > .
(13)
(ii) A C-group G with presentation (13) belongs to K if and only if
the permutation σb ∈ Sm consists of one cycle of the length m,
i.e., σb acts transitively on the set {1, . . . , m}.
2. Full twist factorizations
It is well-known that the element (called the full twist)
∆2m = (a1 . . . am−1)
m
is the generator of the center of Brm. We have
∆2m(xi) = (x1 . . . xm)xi(x1 . . . xm)
−1. (14)
In particular, the full twist ∆2m leaves fixed the element lm = x1 . . . xm.
Consider the braid group Br2m. Put
r¯m = c¯m,mc¯m,m−1 . . . c¯m,1
and
rm = cm,mcm,m−1 . . . cm,1,
where c¯m,i and cm,i were defined by means of (10) and (11).
Lemma 2.1. In the braid group Br2m, we have
∆2m = ∆
2
m,0∆
2
m,mr¯m. (15)
Proof. Identify Br2(m−1) with subgroup B2(m−1),1 ⊂ Br2m. By induc-
tion on m, we have
r¯m = c¯m,mc¯m,m−1 . . . c¯m,2c¯m,1 = ∆
−2
(m−1),m∆
−2
m−1,1∆2(m−1),1c¯m,1.
Therefore to prove Lemma 2.1, it is sufficient to show that the actions
on F2m of the elements ∆2m and
b = ∆2m,0∆
2
m,m∆
−2
m−1,m∆
−2
m−1,1∆2(m−1),1c¯m,1
coincide.
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We fix the base {x1, . . . , x2m} of F2m which is drawn in Fig. 1. Then
the action of c¯m,1 on F2m is induced by the half-twist defined by the
path γm,1 which is drawn in Fig. 3.
r−1rrrrr−mr
−m−1
rrrrr
−2m
γm,1
Fig. 3
Therefore the element y1 = c¯m,1(x1) is represented by the loop drawn
in Fig. 4.
r
−1
−2r. . .r−mr
−m−1
. . .r
−2m
✐
rp0
y1
Fig. 4
The element u1 = ∆2(m−1),1(y1) is represented by the loop drawn in
Fig. 5.
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r
−1
. . .r
−m
r
−m−1
. . .r
−2m
✐
rp0
u1
Fig. 5
It is easy to see that ∆−2m−1,m∆
−2
m−1,1(u1) = u1 and the element v1 =
∆2m,0∆
2
m,m(u1) = b(x1) is represented by the loop drawn in Fig. 6.
−m
−m−1
r
−1
. . .rr. . .r
−2m
✐
rp0
v1
Fig. 6
Therefore, by (7),
b(x1) = ∆2m(x1). (16)
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The element yi = c¯m,1(xi), i = 2, . . . , m, is represented by the loop
drawn in Fig. 7.
r
−1
−2
r. . .rr . . .−mr
−m−1
. . .rr
1−2m
rp0
✐
−i
yi
Fig. 7
The element ui = ∆2(m−1),1(yi), i = 2, . . . , m, is represented by the
loop drawn in Fig. 8.
r
−1
. . .r
−m
r−m−1. . .r. . .rr 1−2m
rp0
✐
i−2m+1
ui
Fig. 8
The element vi = ∆
−2
m−1,m∆
−2
m−1,1(ui), i = 2, . . . , m, is represented by
the loop drawn in Fig. 9
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r
−1
. . .r
−m
r−m−1. . .r. . .r−2m
rp0
✐
i−2m+1
vi
Fig. 9
and the element wi = ∆
2
m,0∆
2
m,m(vi) = b(xi), i = 2, . . . , m, is repre-
sented by the loop drawn in Fig. 10.
. . . . . . . . . r
−1
rr−m−1
−m−2m
rr
rp0
✐
i−2m+1
wi
Fig. 10
Therefore
b(xi) = ∆2m(xi) (17)
for i = 2, . . . , m.
It is easy to see that c¯m,1(x2m−i) = x2m−i for i = 1, . . . , m− 1. The
element y2m−i = ∆2(m−1),1(x2m−i) is represented by the loop drawn in
Fig. 11.
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−m−1
−m−2m
r
−2
r
−1
. . .r. . .rr. . .r
rp0
✐
−i−1
y2m−i
Fig. 11
The element u2m−i = ∆
−2
m−1,m∆
−2
m−1,1(y2m−i) is represented by the loop
drawn in Fig. 12
. . .. . .
−2m
r
−1
rr
−m
r−m−1. . .r
rp0
✐
−i−1
u2m−i
Fig. 12
and the element v2m−i = ∆
2
m,0∆
2
m,m(u2m−i) = b(x2m−i) is represented
by the loop drawn in Fig. 13.
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. . .. . .. . .
−2m
r
−1
rr
−m
r−m−1r
rp0
✐
−i−1
y2m−i
Fig. 13
Therefore, by (7),
b(x2m−i) = ∆2m(x2m−i) (18)
for i = 1, . . . , m− 1.
The element y2m = c¯m,1(x2m) is represented by the loop drawn in
Fig. 14.
r. . .r−mr
−m−1
. . .rr 1−2m
−2m
rp0
✐−1
y2m
Fig. 14
The element u2m = ∆2(m−1),1(y2m) is represented by the loop drawn in
Fig. 15.
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−2m
. . .. . . r
−1
r
−m
r−m−1r
rp0
✐
u2m−i
Fig. 15
It is easy to see that ∆−2m−1,m∆
−2
m−1,1(u2m) = u2m and the element
b(x2m) = ∆
2
m,0∆
2
m,m(u2m) = x1. Therefore, by (7),
b(x2m) = ∆2m(x2m). (19)
and Lemma 2.1 follows from (16) – (19). 
Full twist formula for double number of strings.
∆22m = ∆
4
m,0∆
4
m,mr
2
m. (20)
Proof. By Lemma 2.1,
∆2m = ∆
2
m,0∆
2
m,mr¯m.
It is easy to see that [∆m,0,∆m,m] = 1 and [∆2m,∆
2
m,0∆
2
m,m] = 1.
Therefore [r¯m,m,∆
2
m,0∆
2
m,m] = 1 and
∆22m = ∆
4
m,0∆
4
m,mr¯
2
m.
Thus
∆22m = ∆
−1
m,m∆
2
2m∆m,m = ∆
4
m,0∆
4
m,mr
2
m.

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3. Factorization semigroups over braid groups
Let {gi}i∈I be a set of elements of the braid group Brm. For each
i ∈ I denote by Ogi ⊂ Brm the set of the elements in Brm conjugated to
gi (the orbit of gi under the action of Brm by the inner automorphisms).
The union U = ∪i∈IOgi ⊂ Brm is called the full set of conjugates of
{gi}i∈I and the pair (Brm, U) an equipped braid group. In [Kh-Ku],
a semigroup S(Brm, U), called a factorization semigroup over Brm,
was associated to each equipped braid group (Brm, U). Recall that by
definition, the semigroup S(Brm, U) is a semigroup generated by the
alphabet U being subject to the relations
u1 · u2 = u2 · (u−12 u1u2) if u2 6= 1 and u1 · 1 = u1 otherwise;
u1 · u2 = (u1u2u−11 ) · u1 if u1 6= 1 and 1 · u2 = u2 otherwise
for all u1, u2 ∈ U .
There are two natural homomorphisms: the product homomorphism
α = αU : S(Brm, U) → Brm given by α(u) = u for each u ∈ U
and the homomorphism λ : Brm → Aut(S(Brm, U)) (the conjugation
action) given by λ(g)(u) = gug−1 ∈ U for all g ∈ Brm. The action
λ(g) on S(Brm, U) is called the simultaneous conjugation by g. Put
ρ(g) = λ(g−1), λS = λ ◦ αU and ρS = ρ ◦ αU . The orbit of an element
s ∈ S(Brm, U) under the conjugation action of Brm on S(Brm, U) is
called the type of s.
Notice that S : (Brm, U) 7→ (S(Brm, U), αU , λ) is a functor from the
category of equipped braid groups to the category of the semigroups
over braid groups. In particular, if U ⊂ V are two full sets of con-
jugates in Brm, then the identity map id : Brm → Brm defines an
embedding idU,V : S(Brm, U) → S(Brm, V ). So that, for each group
Brm, the semigroup SBrm = S(Brm, Brm) is the universal factorization
semigroup over Brm, which means that each factorization semigroup
SU = S(Brm, U) over Brm is canonically embedded in SBrm by idU,Brm.
Since αU = αBrm ◦idU,Brm, there is no difference between the product
homomorphisms αU and αBrm , so the both are denoted simply by α.
For any s1, s2 ∈ S(Brm, U) we have
s1 · s2 = s2 · ρS(s2)(s1) = λS(s1)(s2) · s1. (21)
We say that an element b ∈ Brm has the interlacing number l(b) = k
if k is the smallest number such that b is conjugated in Bm to an
element b¯ ∈ Bk,0, b = gb¯g−1. The element b¯ will be called a standard
form of b.
For each s ∈ SU denote by Bs the subgroup of Brm generated by the
images α(u1), . . . , α(un) of the elements u1, . . . , un of a factorization
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s = u1 · ... · un. It is easy to see that the subgroup Bs of Brm does not
depend on the presentation of s ∈ SU as a word in letters ui ∈ U .
Associate to s ∈ SBm one more group
G(s) = G(Ws) = G(W (Bs,Fm)) ≃
< x1, . . . , xm | x−1i b(xi) = 1, i = 1, . . . , m, b ∈ Bs > . (22)
Claim 3.1. For s1, s2 ∈ SBrm
(i) there is a natural C-epimorphism
ψs1 : G(s2)→ G(s1 · s2) ≃ G(s2)/NG(s2)(ϕWs2 (Ws1);
(ii) if s2 = λ(b)(s1), then there is a C-isomorphism γb : G(s1) →
G(s2), in particular, if s1 = s2 then G(s1) = G(s2) and γ1 = Id.
Proof. Straightforward. 
Let a factor ui of s = u1 ·...·un have the interlacing number l(ui) = ki
and a standard form u¯i ∈ Brk,0, ui = giu¯ig−1i . Denote by Gui,loc a
subgroup of G(s) generated by ϕWs(gi(xj)), j = 1, . . . , ki. It follows
from (21) that for each factor ui of s = u1 · ... · un the subgroup Gui,loc
is defined uniquely up to conjugation in G(s).
The embedding Brm = Bm,0 ⊂ Br2m induces an embedding SBrm ⊂
SBr2m . Consider the homomorphism sh = shm : Brm → Br2m given
by sh(ai) = am+i for i = 1, . . . , m − 1. It induces an embedding sh :
SBrm → SBr2m . Put also
r˜m = cm,m · ... · cm,1 ∈ SBr2m ,
where cm,i were defined in (11). Applying formula (20), we obtain
Full twist factorization formula for double number of strings.
For four elements s1, . . . , s4 ∈ SBrm such that α(si) = ∆2m, the element
s = d(s1, s2, s3, s4) = s1 · s2 · sh(s3) · sh(s4) · r˜m · r˜m (23)
is a factorization of ∆22m in SBr2m , i.e., α(s) = ∆
2
2m.
If s1 = s2 = s3 = s4 = s the doubling d(s, s, s, s) will be denoted
simply by
d(s) = d(s, s, s, s) = s · s · sh(s) · sh(s) · r˜m · r˜m. (24)
and we put
dn+1(s) = d(dn(s)). (25)
Claim 3.2. For s ∈ SBrm such that α(s) = ∆2m, the groups G(s) and
G(d(s)) are C-isomorphic.
Proof. It follows from Claim 1.13. 
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Lemma 3.3. Let s ∈ SBrM be such that α(s) = ∆2M . Consider an
element g ∈ BrM such that g(x2) = xi for some i ≤ M . Put y =
g(x1) ∈ FM and b = ga1g−1. Then
(i) the C-group G = G(s)/NG(s)(ϕWs(x
−1
i y)) is canonically C-isomorphic
to G(s), where
s = d(λS(b)(d(s)), d(s), d(s), d(s)).
(ii) the C-group G˜ = G(s)/NG(s)(ϕWs([xiy])) is canonically C-isomorphic
to G(s˜), where
s˜ = d(λS(b
2)(d(s)), d(s), d(s), d(s)).
If M = mk and the set of relations RWs implies the relations Rmodm
in FM , then the set of relations RWs (respectively, RWs˜) implies the set
of relations Rmodm in F4M .
Proof. By Claim 3.2, the C-groups G(s) and G(d2(s)) are canonically
C-isomorphic. By Claim 1.10, the set of relations RW (<bk>,FM) is equiv-
alent to the single relation {x−1i y = 1} if k = 1 and {[xi, y] = 1}
if k = 2. By Claim 3.1, the C-group G is canonically isomorphic to
G(b·d2(s)) and the C-group G˜ is canonically isomorphic to G(b2 ·d2(s)).
Put
s′ = d(s) · sh2M(d(s)) · sh2M (d(s)) · r˜2M · r˜2M .
The element
bk · d2(s) = bk · d(s) · s′ = λS(bk)(d(s)) · bk · s′ =
λS(λS(b
k)(d(s)))(bk) · λS(bk)(d(s)) · s′ =
bk · λS(bk)(d(s)) · s′ =
{
b · s if k = 1,
b2 · s˜ if k = 2,
since
α(d(s)) = α(λS(b
k)(d(s))) = ∆22M
and the elements bk and ∆22M commute in Br2M . Therefore, by Claim
3.1, there are the canonical epimorphisms ψb : G(s) → G and ψb2 :
G(s˜)→ G˜. On the other hand, the factors d(s)·sh2M(d(s))·sh2M (d(s))·
r˜2M · r˜2M of the element s give the same set of relations as the el-
ement d2(s) gives. In particular, these relations imply the relations
{xM+i = xi} ∈ RmodM in F4M and, moreover, if the set of rela-
tions RWs implies the relations Rmodm in FM , then the set of relations
RWs (respectively, RWs˜) implies the set of relations Rmodm in F4M .
The factor λS(b
k)(cM,i) = b
kcM,ib
−k of λS(b
k)(d(s)) gives the relation
xM+i = bcM,ib
−1(xM+i) in G(s) if k = 1 and xM+i = b
2cM,ib
−2(xM+i)
in G(s˜) if k = 2. But
bkcM,ib
−k(xM+i) = b
kcM,i(xM+i) = b
k(xi).
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For k = 1, 2, we have b(xi) = y and b
2(xi) = yxiy
−1. The relations
{xM+i = y} (respectively, {xM+i = yxiy−1}) and {xM+i = xi} imply
the relation xi = y in G(s) (respectively, {[xi, y] = 1} in G(s˜)). There-
fore the canonical epimorphisms ψb : G(s) → G and ψb2 : G(s˜) → G˜
are C-isomorphisms. 
Consider subclasses C∆2,m, m ∈ N, of the class C consisting of C-
groups which are C-isomorphic to C-groups possessing C-presentations
of the form
G =< x1, . . . , xm | x−1i wi,j,k(x¯)−1xjwi,j,k(x¯) = 1, wi,j,k(x¯) ∈ W >
for some finite set W ⊂ Fm such that the words [x−1i , x1 . . . xm] belong
to W for all i = 1, . . . , m. Put
C∆2 =
⋃
m∈N
C∆2,m.
Claim 3.4. Let s ∈ SBrm be such that α(s) = ∆2m, then the C-group
G(s) ∈ C∆2,m. In particular, for s = ∆2m the group G(∆2m) possesses
the C-presentation
G(∆2m) =< x1, . . . , xm | [x−1i , x1 . . . xm] = 1 for i = 1, . . . , m > .
Proof. We have ∆2m(xi) = (x1 . . . xm)xi(x1 . . . xm)
−1. Therefore, the
relations [x−1i , x1 . . . xm] = 1, i = 1, . . . , m, belong to the set of relations
in presentation (22), since α(s) = ∆2m. 
Denote by Dk,m, k ≤ m, the full set of conjugates of the elements a1
and ∆2k in Brm. Put Dk,m = S(Brm, Dk,m).
Theorem 3.5. Let a C-group G ∈ C∆2,m. Then there is M ∈ N and
an element s ∈ Dm,M such that
(i) α(s) = ∆2M ;
(ii) G and G(s) are C-isomorphic.
Proof. Let
G =< x1, . . . , xm | x−1i wi,j,k(x¯)xjwi,j,k(x¯)−1 = 1, wi,j,k(x¯) ∈ W >,
for some finite set W ⊂ Fm such that the words [x−1i , x1 . . . xm] belong
to W for all i = 1, . . . , m.
Numerate the words w ∈ W so that the word [x−1i , x1 . . . xm] has the
number i. Denote by Gn = Fm/Nn, where Nn is the normal closure
of the set of words W n = {w1, . . . , wn} in Fm. For each n ≥ m we
construct an element sn ∈ Dm,Mn such that
(1) α(sn) = ∆
2
Mn
;
(2) Gn and G(sn) are C-isomorphic.
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We start with Mm = m and sm = ∆
2
m ∈ Dm,m. By Claim 3.4, Gm
and G(sm) are C-isomorphic.
Assume that for some k ≥ 0 and p ≥ 0 we have constructed an
element sm+k ∈ Dm,Mm+k , where Mm+k = 2pm, such that
(1) α(sm+k) = ∆
2
Mm+k
,
(2) Gm+k and G(sm+k) are C-isomorphic,
(3) the set of relations RWsm+k implies the relations Rmodm.
Construct an element sm+k+1 having the similar properties as sm+k has.
Put n = m+ k and consider the word
wn+1 = x
−1
in
win,jn,kn(x¯)xjnwin,jn,kn(x¯)
−1.
Let l be the letter length of the word win,jn,kn. Consider the element
s˜n = d
l+2(sn). By Claim 1.13, the sets of relations RWsn and RWdl+2(sn)
are equivalent. Note that α(dl+2(sn)) = ∆
2
2l+2Mn
and condition (3) is
also realized for the element s˜n = d
l+2(sn). Put
yn = m2lMn,m(win,jn,kn)x2lMn+jnm2lMn,m(win,jn,kn)
−1.
By Claims 1.7 and 1.11, there is an element b ∈ Br2l+2Mn conju-
gated to the standard generator a1 and such that the set of relations
R(W<b>,F
2l+2Mn
) is equivalent to the single relation xin+2l+1Mn = yn.
Applying Lemma 3.3 (i), the element
sn+1 = d(λS(b)(d(s˜n)), d(s˜n), d(s˜n), d(s˜n))
is a desired one which completes the proof of the Theorem. 
4. Weak µ-equivalence
Denote by Ai = Ai(m) the full set of conjugates of the element
ai+11 in Brm, where {a1, . . . , am−1} is a set of standard generators of
Brm (recall that all generators a1, . . . , am−1 are conjugated to each
other in Brm), and put Ak = S(Brm, A≤k), A0k = S(Brm, A0≤k), where
A≤k = A−3 ∪ (∪ki=−1Ai) and A0≤k = ∪ki=0Ai. We have the embedding
A0k ⊂ Ak.
Below, we restrict our consideration to the case k = 2. The semi-
group A02 is called the braid monodromy cuspidal factorization semi-
group and A2 the braid monodromy cuspidal factorization semigroup
with negative nodes.
Let U ⊂ Brm be a full set of conjugates containing A2 ∪ A−3. Note
that if g ∈ A1 then g−1 ∈ A−3. Consider a semigroup
SU = 〈 u ∈ U) | R ∈ R ∪R〉,
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where R is the set of relations defining SU (see section 3) and
R = { g · (g−1) = (g−1) · g = 1 | g ∈ A1 }
is the set of cancellation relations. There is the canonical homomor-
phism of semigroups
c : SU → SU .
We say that two elements s1, s2 ∈ SU are weakly equivalent if c(s1) =
c(s2). It is easy to see that SU can be considered as a semigroup
over Brm with the product homomorphism α : SU → Brm such that
α = α ◦ c.
Let (s, µs) be a pair consisting of s ∈ SU and a homomorphism
µs : G(s)→ SN to the symmetric group SN for some N . We say that
two pairs (s1, µs1) and (s2, µs2) are equivalent if s1 and s2 belong to the
same orbit under the conjugation action of Brm on SU (i.e., there is
b ∈ Brm such that s2 = λ(b)(s1)), and µ2 = µ1 ◦ γb, where γb is defined
in Claim 3.1.
Two pairs (s1, µs1) and (s2, µs2) is said to be obtained by admissible
transformation from each other (notation: (s1, µs1)↔ (s2, µs2)) if there
is g ∈ A1 such that s2 = g · (g−1) ·s1, µ1 = ψg·(g−1) ◦µ2, and the order of
the group µs2(Gg,loc) is greater than two. We say that two pairs (s
′, µs′)
and (s′′, µs′′) are weakly µ-equivalent if there is a sequence of pairs
(s1, µ1), . . . , (sn, µn) such that (s
′, µs′) = (s1, µ1), (s
′′, µs′′) = (sn, µn),
and for each i = 1, . . . , n − 1 the pairs (si, µi) and (si+1, µi+1) are
either equivalent or can be obtained from each other by an admissible
transformation.
Below, we consider the case then U = A2. Let s = u1 · ... · un ∈ A2,
ui ∈ A≤2. We say that a homomorphism µs : G(s)→ SN is generic if
(i) µs is an epimorphism,
(ii) µs(ϕs(xi)) is a transposition in SN for each C-generator ϕs(xi)
of the group G(s),
(iii) the order of the group µs(Gui,loc) is greater than two for each
factor ui ∈ A−3 ∪ A1 ∪A2.
Let (s, µs) be a pair consisting of s ∈ A2 and a homomorphism
µs : G(s) → SN for some N . By Claim 3.2, there is the canonical
C-isomorphism ψd : G(d(s)) → G(s). It defines the pair (d(s), d(µs)),
where d(µs) = µs ◦ ψd.
Claim 4.1. Let s ∈ A2 and µs : G(s)→ SN be a generic epimorphism.
Then the homomorphism d(µs) : G(d(s))→ SN is generic.
Proof. Straightforward. 
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Theorem 4.2. Let s = u1 · ... · un ∈ A2 ⊂ SBrm, ui ∈ A≤2, such
that α(s) = ∆2m, and µs : G(s) → SN be a generic epimorphism. Let
xi be a generator of Fm and y be an element conjugated in Fm to a
generator xj for some j such that µs(ϕs(xi)) and µs(ϕs(y)) are two
different commuting transpositions in SN . Then there are M ∈ N and
two pairs (s, µs) and (s˜, µs˜), s, s˜ ∈ A2 ⊂ SBrM , such that
(i) α(s) = α(s˜) = ∆2M ,
(ii) Gs is C-isomorphic to G(s) and Gs˜ is C-isomorphic to the C-
group G(s)/{[ϕs(xi), ϕs(y)] = 1},
(iii) if [ϕs(xi), ϕs(y)] 6= 1, then the types of s and s˜ are different,
(iv) µs and µs˜ are generic epimorphisms onto SN ,
(v) the pairs (s, µs) and (s˜, µs˜) are weakly µ-equivalent.
Moreover, if s ∈ A02 ⊂ SBrm, then s, s˜ ∈ A02 ⊂ SBrM .
Proof. By Claims 1.7, 1.8, 1.11, and 4.1, there are
(1) M1 = 2
nm (for some n ∈ N),
(2) an element y1 ∈ FM1 which is a move apart of the element y
such that (y1, xk) is a good pair for some k ≡ i mod m,
(3) an element s1 = d
n(s) ∈ A2 ⊂ SBrM1 such that µs(xi) =
µs1(xk), µs(y) = µs1(y1), where µs1 = d
n(µs).
By definition of the good pairs, there is an element g ∈ BrM1 such
that g(x1) = y1 and g(xk) = x2. Put b = ga1g
−1 ∈ BrM1 , s = d2(s1),
and s˜ = d(λS(b
2)(d(s)), d(s), d(s), d(s)). By Claim 4.1, the groups
G(s) and G(s) are canonically C-isomorphic. Therefore the generic
epimorphism µs induces a generic epimorphism µs : G(s) → SN . By
Lemma 3.3 (ii) (see its proof), the groups G(s˜) and G(b−2 · b2 · s)
are canonically C-isomorphic to G(s)/NG(s)(ϕWs([xj , y1])), where s˜ =
d(λS(b
2)(d(s1)), d(s1), d(s1), d(s1)). Therefore these isomorphisms in-
duce generic epimorphisms µb−2·b2·s : G(b
−2 · b2 · s) → SN and µs˜ :
G(s˜) → SN . We have (s, µs) ↔ (b−2 · b2 · s, µb−2·b2·s), the pairs
(b−2 ·b2 ·s, µb−2·b2·s) and (b−2 ·b2 · s˜, µb−2·b2·s˜) are equivalent, and (b−2 ·b2 ·
s˜, µb−2·b2·s˜)↔ (s˜, µs˜). Therefore the pairs (s, µs) and (s˜, µs˜) are weakly
µ-equivalent. This completes the proof of Theorem 4.2. 
5. Hurwitz curves
Let FN be a relatively minimal ruled rational surface, N ≥ 1, pr :
FN → CP1 the ruling, R a fiber of pr, and EN the exceptional section,
E2N = −N . Below, we will identify pr : F1 → CP1 with a linear
projection pr : CP2 → CP1 with center at a point p ∈ CP2 (p is the
blow down E1 to the point).
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Definition 5.1. The image H¯ = f(S) ⊂ FN of a smooth map f : S →
FN \ EN of an oriented closed real surface S is called a Hurwitz curve
(with respect to pr) of degree m if there is a finite subset Z ⊂ H¯ such
that:
(i) f is an embedding of the surface S \ f−1(Z) and for any s /∈ Z,
H¯ and the fiber Rpr(s) of pr meet at s transversely and with
positive intersection number;
(ii) for each s ∈ Z there is a neighborhood U ⊂ FN of s such that
H¯ ∩U is a complex analytic curve, and the complex orientation
of H¯ ∩ U \ {s} coincides with the orientation transported from
S by f ;
(iii) the restriction of pr to H¯ is a finite map of degree m.
For any Hurwitz curve H¯ there is one and only one minimal Z ⊂ H¯
satisfying the conditions from Definition 3.1. We denote it by Z(H¯).
A Hurwitz curve H¯ is called cuspidal if for each s ∈ Z(H¯) there is a
neighborhood U of s and local analytic coordinates z, w in U such that
(iv) pr|U is given by (z, w) 7→ z;
(v) H¯ ∩ U is given by w2 = zk, k > 1.
It is called ordinary cuspidal if k ≤ 3 in (v) for all s ∈ Z(H¯), and
nodal if k ≤ 2. Below, we will consider Hurwitz cuspidal curves H¯ with
negative nodes allowing H¯ to have also singularities of the following
form:
(vi) in a neighborhood U ⊂ FN of a point s ∈ H¯ the intersection
U ∩ H¯ splits into two branches meeting transversally at s with
negative intersection number and meeting transversally the fi-
bre Rpr(s) with positive intersection number.
Since EN ∩ H¯ = ∅, one can define a braid monodromy factoriza-
tion bmf(H¯) ∈ SBrm of H¯ as in the algebraic case (see, for exam-
ple, [Kh-Ku]). To do this, we fix a fiber R∞ meeting transversely
H¯ and consider the affine Hurwitz curve H = H¯ ∩ C2, where C2 =
FN \ (R∞ ∪ EN). Choose r >> 1 such that pr(Z) belongs to the disc
D(r) = { | z |≤ r } ⊂ C = CP1 \ pr(F∞), Z = Z(H¯). Denote by
z1, . . . , zn the elements of pr(Z). Pick ε, 0 < ε << 1, such that the
discs Di(ε) = {z ∈ C | | z − zi |≤ ε }, i = 1, . . . , n, are disjoint. Se-
lect arbitrary points ui ∈ ∂Di(ε) and a point u0 ∈ ∂D(r). Choose
disjoint simple paths li ⊂ D(r) \
⋃n
1 Di(r), i = 1, . . . , n, starting at
u0 and ending at ui and renumber the points in a way that the prod-
uct γ1 . . . γn of the loops γi = li ◦ ∂Di(ε) ◦ l−1i is equal to ∂D(r) in
pi1(D(r) \ {z1, . . . , zn}, u0).
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Each γi, lifted to H , defines an element bi ∈ Brm. The factorization
b1 · . . . · bn ∈ SBrm is called a braid monodromy factorization of H¯. In
fact, each bi is conjugated to a braid monodromy standard form of some
algebraic germ over zi or bi ∈ A−3 if the corresponding singularity of
H¯ is a negative node. Hence, bmf(H¯) = b1 · . . . · bn belongs to P =
S(Brm, P ∪ A−3), where P is the set of all braid monodromies of the
germs of plane algebraic curves of degreem. The orbit of bmf(H¯) under
the conjugation action of Brm on P is called the braid monodromy
factorization type of H¯ and denoted by bmt(H¯).
If H¯ is an ordinary cuspidal Hurwitz curve with negative nodes, then
its braid monodromy factorization bmf(H¯) ∈ A2.
The following lemma is well known (see, for example, [Kh-Ku]).
Lemma 5.2. For a Hurwitz curve H¯ ⊂ FN of degree m, we have
α(bmf(H¯)) = ∆2Nm .
The converse statement can be also proved in a straightforward way.
Theorem 5.3. ([Moi2]) For any b = b1 · . . . · bn ∈ P such that α(b) =
∆2Nm there is a Hurwitz curve H¯ ⊂ FN with a braid monodromy factor-
ization bmf(H¯) equal to b.
Definition 5.4. Two Hurwitz curves H¯1 and H¯2 ⊂ FN are called H-
isotopic if there is a fiberwise continuous isotopy φt : FN → FN , t ∈
[0, 1], smooth outside the fibers Rpr(s), s ∈ Z(H¯1), and such that
(i) φ0 = Id;
(ii) φt(H¯1) is a Hurwitz curve for all t ∈ [0, 1];
(iii) φ1(H¯1) = H¯2;
(iv) φt = Id in a neighborhood of EN for all t ∈ [0, 1].
By Theorem 3.2 in [Kh-Ku], two cuspidal Hurwitz curves with neg-
ative nodes are H-isotopic if and only if they have the same braid
monodromy factorization type.
Obviously, if H¯1 and H¯2 are H-isotopic, then the fundamental groups
pi1(FN \ H¯1) and pi1(FN \ H¯2) are isomorphic.
Consider two sections H1 = {u + 1 = 0, v = 0} and H2 = {u =
0, v = 0} of the projection pr1 : D → D1 of a bi-disc D = D1 × D2,
where D1 = {
√
x2 + y2 ≤ 2} and D2 = {
√
u2 + v2 ≤ 2}. Let ht be an
isotopy of H1 given by equations
u+ 1 + 2tρ(
√
x2 + y2)(y + x2 − 1) = 0,
v − tλρ(√x2 + y2)y = 0,
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where ρ : R → R is a monotone C∞-function such that ρ(s) = 0 if
s ≥ 2 and ρ(s) = 1 if s ≤ 1 and λ is a small positive constant. It is
easy to check that
(1) ht(H1), 0 ≤ t ≤ 1, and H2 are symplectic curves in D with
respect to the symplectic form ω = x ∧ y + u ∧ v;
(2) the sections ht(H1) and H2 have no common points if 0 ≤ t <
1/2;
(3) the section ht(H1) meets H2 transversally at two points with,
respectively, positive and negative intersection numbers if 1/2 <
t ≤ 1.
We say that the ”regular homotopy” ht(H1) ∪ H2 is the creation of
negative node. The converse homotopy is called the cancellation of
negative node.
Two Hurwitz curves H¯ ′ and H¯ ′′ ⊂ FN are said to be obtained from
each other by an admissible transformation if there is a neighborhood
U ⊂ FN diffeomorphic to the bi-disc D = D1 ×D2 with local analytic
coordinates z = x+ iy and w = u+ iv such that pr|U = pr1 : D → D1,
H¯ ′ ∩ U = {u+ 1 = 0, v = 0} ∪ {u = 0, v = 0},
H¯ ′′ ∩ U = {u+ 1 + 2(y + x2 − 1)ρ = 0, v − ρy = 0} ∪ {u = 0, v = 0},
and H¯ ′ ∩ (FN \ U) = H¯ ′′ ∩ (FN \ U).
It is easy to see that if H¯ ′ and H¯ ′′ ⊂ FN are obtained from each
other by the above admissible transformation, then
bmf(H¯ ′′) = g · (g−1) · bmf(H¯ ′) (26)
for some g ∈ A1.
We say that H¯ ′ and H¯ ′′ ⊂ FN are weakly equivalent if there is a
sequence of Hurwitz curves H¯i, i = 1, . . . , n, such that H¯
′ = H¯1,
H¯ ′′ = H¯n, and for each i = 1, . . . , n − 1 the Hurwitz curves H¯i, H¯i+1
either are H-isotopic or are obtained from each other by an admissible
transformation.
Claim 5.5. Two cuspidal Hurwitz curves H¯ ′ and H¯ ′′ ⊂ FN (possibly
with negative nodes) are weakly equivalent if and only if their braid
monodromy factorizations bmf(H¯ ′) and bmf(H¯ ′′) are weakly equiva-
lent.
Proof. It follows from (26) and Theorem 3.2 in [Kh-Ku]. 
Note that if two cuspidal Hurwitz curves H¯ ′ and H¯ ′′ ⊂ FN are weakly
equivalent then it is not necessary that their fundamental groups pi1(FN\
H¯ ′) and pi1(FN \ H¯ ′′) are isomorphic.
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6. Fundamental groups of the complements of Hurwitz
curves
The following theorem is well-known.
Zariski – van Kampen Theorem. Let H¯ ⊂ FN be a Hurwitz curve
of degree m having braid monodromy factorization s = bmf(H¯). Then
(i) the fundamental group
pi1(C
2 \ H¯) ≃ G(Bs),
where C2 = FN \ (EN ∪R∞).
(ii) the fundamental group
pi1(CP
2 \ H¯) ≃ G(Bs)/{ϕWs(x1 . . . xm) = 1}.
In the case N = 1, since α(s) = ∆2m for s = bmf(H¯) , we get that
the relations
[x−1i , x1 . . . xm] = 1, i = 1, . . . , m (27)
belong to the set of defining relations of presentation (22).
Denote by H the subclass of C consisting of the fundamental groups
of the complements of the affine plane Hurwitz curves, i.e.,
H = { pi1(CP2 \ (H¯ ∪R∞)) },
where R∞ is a generic line of the pencil defining the ruling pr : CP
2 →
CP1
Theorem 6.1. H = C∆2.
Proof. The inclusion H ⊂ C∆2 follows from (22), (27), and Claim 1.6.
The reverse inclusion follows from
Theorem 6.2. For any C-group G ∈ C∆2,m there is a Hurwitz curve
H¯ ⊂ CP2 with the singularities of the type {wm = zm} such that pi1(C2\
H) is C-isomorphic to G, where C2 = CP2 \R∞ and H = H¯ ∩ C2.
Proof. The braid monodromy of the singularity {wm = zm} is equal to
∆2m. Therefore Theorem 6.2 follows from Theorems 3.5 and 5.3.  
Denote by T the subclass of K of the torus knot groups, that is, the
fundamental groups pi1(S
3 \Kp,q) of the knots
Kp,q = {(z, w) ∈ S3 | z = e2ppiit, w = e2qpiit, t ∈ [0, 1]}
(p, q are co-prime, possibly p = q = 1), where
S3 = { (z, w) ∈ C2 | |z|2 + |w|2 = 2 }.
Theorem 6.3. H ∩K = T .
32 VIK.S. KULIKOV
Proof. Let H¯ ⊂ CP2 be a Hurwitz curve of degree m and G the fun-
damental group pi1(C
2 \H) of the complement of its affine part H ⊂
C2 = CP2\R∞. It follows from (27) that the element ϕWs(x1 . . . xm) be-
longs to the center of the group G. Therefore, by Theorem 6.1 [Bu-Zi],
H ∩K ⊂ T .
The knot group Gp,q of the knot Kp,q has Wirtinger presentation
Gp,q =< x1, . . . , xp | xi = (a1 . . . ap−1)q(xi), i = 1, . . . , p > .
We have
(a1 . . . ap−1)
pq = ∆2qp .
Therefore there exists a Hurwitz curve H˜ ⊂ Fq of degree p with
braid monodromy factorization bmf(H˜) = sp ∈ SBrp , where s =
(a1 . . . ap−1)
q is one of the generators of SBrp (the braid monodromy
of the singularity given by the equation wp = zq). By Zariski – van
Kampen Theorem, its fundamental group
pi1(C
2 \H) ≃ Gp,q,
where H = C2 ∩ H˜ and C2 = Fq \R∞, and R∞ is a fibre of pr meeting
H˜ transversally.
As is known, see for example [Moi-Te],
∆2p+1 =
2∏
l=p+1
l−1∏
k=1
b2k,l = ∆
2
p
p∏
k=1
b2k,p+1,
where bk,l = (al−1 . . . ak+1)ak(al−1 . . . ak+1)
−1 for k < l (the notation∏n
k states for from the left to the right product from k to n).
Put
s1 =
p∏
k=1
(b2k,p+1) ∈ SBrp+1,
where the product is taken in SBrp+1. The element s
p · sq1 ∈ SBrp+1
is a braid monodromy factorization of a Hurwitz curve in Fq, since
α(sp · sq1) = ∆2qp+1. It is easy to see that this curve splits into two
components one of which is H-isotopic to H˜ and another one is a
section C˜ disjoint with Eq, bmf(H˜ ∪ C˜) = sp · sq1. The curves H˜ and
C˜ meet transversally. Without loss of generality, we can assume that
C˜ ⊂ Fq is an algebraic section. It follows from the view of the braid
monodromy factorization bmf(H˜ ∪ C˜) = sp · sq1 that the fundamental
group pi1(C
2\(H˜∪C˜)) is canonically C-isomorphic to the direct product
Gp,q × F1 ≃
< x1, . . . , xp | xi = (a1 . . . ap−1)q(xi), i = 1, . . . , p > × < xp+1 >
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(the factor F1 =< xp+1 > corresponds to the fundamental group pi1(C
2\
C˜)).
Choose non-homogeneous coordinates (u, v) in C2 = Fq \ (Eq ∪R∞)
such that u = 0 is an equation of C = C˜ ∩ (Fq \ (Eq ∪ R∞)), and
coordinates (z, w) in the complement of some line L = L∞ ⊂ CP2.
Let f : CP2 → Fq be the cyclic (rational) covering of degree p given
by z = uq, w = v. It is branched along C˜ ∪ Eq. Put H¯ = f−1(H˜)
and C¯ = F−1(C˜). We have L∞ = f
−1(R∞ ∪ Eq), H¯ is a Hurwitz
curve of degree pq, and C¯ is a line in CP2 meeting H¯ transversally. It
is easy to see that f∗ gives the isomorphism of pi1(C
2 \ (H¯ ∪ C¯)) and
Gp,q× < xqp+1 >, where < xqp+1 > is generated by a circuit around C¯.
Therefore the canonical epimorphism
ψ : pi1(C
2 \ (H¯ ∪ C¯))→ pi1(C2 \ H¯)
having kerψ =< xqp+1 > gives an isomorphism between pi1(C
2 \ H¯) and
Gp,q. 
7. Symplectomorphisms of generic coverings of the plane
An algebraic ramified covering of CP2 is a finite holomorphic map
f : X → CP2 of a normal projective irreducible complex surface X to
the projective plane. The ramification divisor R ⊂ X is the divisor of
the jacobian of f (the multiplicity of R is the local degree of f minus
1). The branch curve H¯ ⊂ CP2 is the image of the support of R or, in
other words, the set of points over which f is not locally invertible.
The fundamental group pi1 = pi1(CP
2 \ H¯, p) of the complement of
H¯, where p ∈ CP2 \ H¯ , acts on the fibre f−1(p). Thus, a homomor-
phism (monodromy of degree N = deg f) µ = µ(f) : pi1 → SN from
pi1 to the symmetric group SN is well-defined. The monodromy µ is
determined by f uniquely up to inner automorphism of the symmetric
group. Conversely, by Grauert - Remmert theorem ([Gr-R]), a homo-
morphism µ : pi1 → SN the image Imµ of which acts transitively on a
set consisting of N elements is the monodromy of some finite morphism
f : X → CP2 of deg f = N .
To describe the fundamental group of the complement of a curve H¯ of
deg H¯ = m, we fix a point p ∈ CP2\H¯ , choose a point x ∈ H¯ \Sing H¯,
and consider a projective line Π = CP1 ⊂ CP2 meeting H¯ transversally
at x. Let Γ ⊂ Π be a circle of small radius with center at x. The
complex orientation on CP2 defines an orientation on Γ. Let γ be a
loop consisting of a path L in CP2 \ H¯ , joining p with a point q ∈ Γ,
the loop Γ (with positive direction) starting and ending at q, and a
return to p along L in the opposite direction. Such loops γ (and the
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elements in pi1 corresponding them) are called geometric generators of
the fundamental group pi1 = pi1(CP
2\H¯, p). It is well-known that pi1 is
generated by the geometric generators, and if H¯ is an irreducible curve
then any two geometric generators are conjugated in pi1.
For each singular point si of multiplicity ki of the curve H¯ , let us
choose a small neighborhood Ui ⊂ CP2 such that H¯ ∩ Ui is given (in
local analytic coordinates in Ui) by Weierstrass equation
wki +
ki−1∑
j=0
cj(z)w
j = 0
(in particular, w2 = z3 if si is a cusp and w
2 = z2 if si is a node).
Let pi be an arbitrary point in Ui \ H¯. Recall that if si is a cusp then
pi1(Ui \ H¯, pi) is isomorphic to the braid group Br3 on three strings
and generated by two geometric generators (say, a1 and a2) satisfying
the relation a1a2a1 = a2a1a2, and if si is a node then pi1(Ui \ H¯, pi)
is isomorphic to Z ⊕ Z and generated by two commuting geometric
generators.
Choose smooth paths Li in CP
2 \ H¯, connecting the points pi with
p. This choice defines homomorphisms ψi : pi1(Ui \ H¯, pi) → pi1. We
call ψi(pi1(Ui \ H¯, pi)) = Gi the local fundamental group of the singular
point si. The local fundamental groups Gi depend on the choice of the
paths Li and therefore are defined uniquely up to conjugation in pi1. If
bmf(H¯) = s = u1 · ... · un ∈ SBrm and the factor ui corresponds to the
singular point si of H¯ , then, in view of Zariski – van Kampen Theorem,
the group Gi coincides (up to conjugation) with the image of Gui,loc
under the natural epimorphism r : G(Bs) → G(Bs)/{ϕWs(x1...xm) =
1}. The monodromy µ : pi1 → SN of a generic covering f : X → CP2
branched along H¯ defined a homomorphism µ : G(s) → SN , where
µ = µ ◦ r and s = bmf(H¯), which we also call the monodromy of f .
A finite morphism f : X → CP2, deg f = N , ramified over a cuspidal
curve H¯ is called a generic covering of the plane with discriminant curve
H¯ if the monodromy µ of f is a generic epimorphism, i.e., it satisfies
the following conditions:
(i) µ is an epimorphism,
(ii) the image µ(γ) of each geometric generator γ is a transposition
in SN ,
(iii) the images µ(Gi) of the local fundamental groups Gi corre-
sponding to the singular points of H¯ are subgroups of SN of
orders greater than 2.
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The last condition is equivalent to the condition that X is a non-
singular algebraic surface (see, for example, [Ku]). Note that if H¯
is the discriminant curve of some generic covering, then its degree is
an even number. For a generic covering f , the total transform f ∗(H¯)
splits in the sum f ∗(H¯) = 2R + C, where R ⊂ X is the ramification
divisor of f having ramification multiplicity equal to two and C is a
reduced curve in which f is not ramified. The restriction f|R to R is a
morphism of degree 1.
In the symplectic case, by an observation of Gromov, the discus-
sion of generic coverings of the plane given in terms of monodromies
of generic coverings can be generalized to the symplectic situation as
well (see Lemma 1 in [Go] and Proposition 10 in [Au] for more details).
Firstly, given a cuspidal symplectic surface H¯ (possibly with negative
nodes) in CP2 and a generic epimorphism (monodromy) µ of the funda-
mental group of its complement onto SN , one can construct a smooth
ramified covering f : X → CP2 of degree N branched over H¯. The
preimage of the symplectic form vanishes on the normal bundle to the
ramification surface R ⊂ X and at the preimages of cusps in R. How-
ever, it is possible to add an exact 2-form η ∈ Λ2(X) so that f ∗ωCP2+η
is symplectic. A subtle point is that, although there is no canonical
way to lift the symplectic form to X , the resulting symplectic structure
is defined canonically by a Moser-type argument.
We state the result in the form of a lemma.
Lemma 7.1. Suppose that H¯ ⊂ CP2 is a cuspidal symplectic surface
(possibly with negative nodes) and µ : pi1(CP
2 \ H¯) → Sn is a generic
monodromy. Then there exists a unique symplectic four-manifold X
with a smooth map f : X → CP2 branched over H¯ as described above
such that the symplectic structure on X is the pull-back of the standard
symplectic structure on CP2.
Clearly, given a symplectic isotopy H¯t, t ∈ [0, 1], of cuspidal symplec-
tic surfaces such that there exists an epimorphism µ : pi1(CP
2 \ H¯0)→
SN , we obtain a family of symplectomorphic symplectic 4-manifolds
Xt. (Recall that, by the definition of isotopy, the topology of CP
2 \ H¯t
remains unchangeable.) Applying similar arguments as in [Kh-Ku], one
can show that any cuspidal symplectic surface with negative nodes in
CP2 is symplectically isotopic to a cuspidal symplectic Hurwitz curve
with negative nodes. So in symplectic case to investigate generic cov-
ering of CP2 branched along a cuspidal symplectic surface H¯ , we can
restrict ourselves to the case when H¯ is a Hurwitz curve.
Consider two generic coverings f ′ : X ′ → CP2 and f ′′ : X ′′ → CP2
of degree N branched, respectively, along cuspidal Hurwitz curves
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(possibly with negative nodes) H¯ ′ and H¯ ′′. Let s′ = bmf(H¯ ′) and
s′′ = bmf(H¯ ′′) be braid monodromy factorizations of H¯ ′ and H¯ ′′, and
f ′ (respectively, f ′′) defined by the monodromy µ′ : G(s′) → SN (re-
spectively, µ′′) We say that H¯ ′ and H¯ ′′ are weakly µ-equivalent if the
pairs (s′, µs′) and (s
′′, µs′′) are weakly µ-equivalent.
Lemma 7.2. Let two Hurwitz curves H¯ ′ and H¯ ′′ be the branch curves
of two generic coverings f ′ and f ′′ of the plane. If H¯ ′ and H¯ ′′ are
weakly µ-equivalent, then there is a symplectomorphism h : X ′ → X ′′
such that the coverings f ′ and f ′′ ◦ h are regular homotopic.
Proof. It follows from the definition of weak µ-equivalence Claim 5.5,
and Theorem 3.3 in [Kh-Ku]. 
In algebraic case, if (X,L) is a polarized projective surface, that is, L
is an ample line bundle on X , then, for sufficiently large k, the sections
of L⊗k define an embedding of X into some projective space CPr. The
restriction of a generic projection CPr → CP2 gives rise to a generic
ramified covering fk : X → CP2 with branch curve H¯k. Observe that
the degree of this covering equals k2 degL = k2c1(L)
2. The space of
generic projections is path-connected and therefore we can give the
following definition.
Definition 7.3. The k-th braid monodromy invariant µk(X,L) of the
polarized complex surface (X,L) is the type of the braid monodromy
factorization of H¯k.
The polarization canonically defines a symplectic structure ωL on
X . To see this, pick a positive (1, 1)-form representing the first Chern
class c1(L) ∈ H2(X,Z). Every two such forms can be joined by a linear
homotopy, hence they are diffeomorphic by Moser’s theorem.
Theorem 7.4. Let (X,L) and (X ′, L′) be polarized projective surfaces.
Suppose that µk(X,L) = µk(X
′, L′) for some k such that k2c1(L)
2 > 12.
Then (X,ωL) and (X
′, ωL′) are symplectomorphic.
Proof. By assumption, the branch curves H¯ and H¯ ′ of generic projec-
tions onto CP2, defined by sections of L⊗k and (L′)⊗k, respectively,
have the same type of braid monodromy factorizations. Thus, by The-
orem 3.3 in [Kh-Ku], H¯ and H¯ ′ are symplectically isotopic as cuspi-
dal Hurwitz curves. By virtue of Theorem 3 in [Ku2], there exists a
unique generic monodromy µ : pi1(CP
2 \ H¯)→ SN for N = k2c1(L1)2.
Therefore, by Lemma 7.1, we have a unique family of symplectic ram-
ified coverings of CP2 connecting X and X ′. It follows from Moser’s
theorem that X and X ′ are symplectomorphic with the pulled back
symplectic structures. However, these pull-backs are proportional to
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the symplectic structures defined by the polarizations with the same
coefficient k, which completes the proof. 
Let (X,ω) be a compact symplectic 4-manifold with symplectic form
ω whose class [ω] ∈ H2(X,Z). Fix an ω-compatible almost complex
structure J and corresponding Riemannian metric g. Let L be a line
bundle onX whose first Chern class is [ω]. By [Au], for k >> 0, the line
bundle L⊗k admits many approximately holomorphic sections so that
one can choose three of them which give an approximately holomorphic
generic covering fk : X → CP2 of degree Nk = k2ω2 branched alone
a cuspidal Hurwitz curve H¯ (possibly with negative nodes). Denote,
as above, by bmf(H¯k) = sk a braid monodromy factorization of the
Hurwitz curve H¯k and µk : G(Bsk)→ SNk the monodromy of fk.
Definition 7.5. The k-th braid monodromy invariant µk(X,ω) of a
symplectic 4-manifold (X,ω) is the pair (bmf(H¯k), µk).
Theorem 7.6. ( [Au-Ka]) If two symplectic 4-manifolds (X ′, ω′) and
(X ′′, ω′′) are symplectomorphic, then, for k sufficiently large, the braid
monodromy invariants µk(X
′, ω′) and µk(X
′′, ω′′) are weakly µ-equiva-
lent.
Weak equivalence appears in this statement, since the construction
of an isotopy of the coverings depends continuously on a choice of
tamed almost complex structures. Therefore, for symplectomorphic 4-
manifolds, we obtain a ”regular homotopy” of branch curves, which
leads to the weak µ-equivalence of their braid monodromy factoriza-
tions. The following statement shows that in general case we can not
avoid the appearance of negative nodes.
Theorem 7.7. For any N ≥ 4, there are two isotopic generic coverings
f1 : X → CP2 and f2 : X → CP2 of degree N branched along cuspidal
Hurwitz curves H¯1 and H¯2 without negative nodes such that
(i) H¯1 and H¯2 have different braid monodromy factorization types;
(ii) The pairs (bmf(H¯1), µ1) and (bmf(H¯2), µ2) are weakly µ-equi-
valent.
Proof. Let H¯N be the branch curve of a generic linear projection pr :
XN → CP2 of a smooth projective surface XN ⊂ CP3 of degXN = N .
Denote by m = N(N − 1) the degree of H¯N and s = sN = bmf(H¯N)
its braid monodromy factorization. The projection pr defines a generic
epimorphism (monodromy) µ = µN : G(Bs) → SN . By [Moi1], the
C-group
G(s) = G(W (Bs,Fm)) ≃
< x1, . . . , xm | x−1i b(xi) = 1, i = 1, . . . , m, b ∈ Bs > (28)
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is C-isomorphic to the braid group BrN and µ coincides with canonical
epimorphism σ : BrN → SN with the group of pure braids as its
kernel. Without loss of generality, we can assume that ϕs(x1) = a1 ∈
BrN . Since µ is an epimorphism, there is an element y conjugated
in Fm to some generator xi such that ϕs(y) = a
−2
2 a3a
2
2. Note that
[ϕs(x1), ϕs(y)] 6= 1 in BrN , but µ(ϕs(x1)) = (1, 2) and µ(ϕs(y)) = (3, 4)
are two different commuting transpositions in SN . Then, by Theorem
4.2, there are M ∈ N and two pairs (s, µs) and (s˜, µs˜), s, s˜ ∈ A2 ⊂
SBrM , such that
(1) α(s) = α(s˜) = ∆2M ,
(2) Gs is C-isomorphic to G(s) ≃ BrN and Gs˜ is C-isomorphic to
the C-group BrN/{[a1, a−22 a3a22] = 1},
(3) the types of s and s˜ are different,
(4) µs and µs˜ are generic epimorphisms onto SN ,
(5) the pairs (s, µs) and (s˜, µs˜) are weakly µ-equivalent
(6) s, s˜ ∈ A02 ⊂ SBrM .
Now by Theorem 5.3, there are two cuspidal Hurwitz curves H¯1 and H¯2
in CP2 of degree M with bmf(H¯1) = s and bmf(H¯2) = s˜. The generic
epimorphisms µs and µs˜ define two generic coverings f
′ : X ′ → CP2
and f ′′ : X ′′ → CP2 branched, respectively, along H¯1 and H¯2. By
Lemma 7.2, there is a symplectomorphism h : X ′ → X ′′ such that
the coverings f1 = f
′ : X = X ′ → CP2 and f2 = f ′′ ◦ h : X →
CP2 are isotopic, but their branch Hurwitz curves have different braid
monodromy factorization types. 
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