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Abstract
We consider the Cauchy–Neumann problem of the heat equation in the exterior domain of a
ball in RN , and study the movement of hot spots of the solution as t →∞.
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1. Introduction
We consider the Cauchy–Neumann problem of the heat equation in the exterior
domain of a ball,


t u = u in × (0,∞),
u = 0 on × (0,∞),
u(x, 0) = (x) in ,
(1.1)
where
 = RN \ B(0, L), L > 0, N2.
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Here t = /t ,  = /,  = (x) is the outer unit normal vector to  at x ∈ ,
and B(0, L) = {x ∈ RN : |x| < L}. Throughout this paper we assume that
 ∈ L2(, e|x|2 dx),
∫

(x) dx > 0 (1.2)
for some  > 0. For any t > 0, we may denote by H(t) the set of the maximum
points of u(·, t), that is,
H(t) =
{
x ∈  : u(x, t) = max
y∈
u(y, t)
}
,
and call H(t) the hot spots of u at the time t. In this paper we study the movement
of hot spots H(t) of the solution u of (1.1) as t →∞.
Chavel and Karp [3] studied the heat equation t u = u in several Riemannian man-
ifolds and obtained some asymptotic properties of solutions concerning the movement
of hot spots of the solution. In particular, for the Euclidean space RN , they proved
that, for any nonzero, nonnegative initial data  ∈ L∞c (RN), the hot spots H(t) of the
solution at each time t > 0 are contained in the closed convex hull of the support of
, and H(t) tends to the center of mass of  as t → ∞. Subsequently, Jimbo and
Sakaguchi [6] studied the movement of hot spots of the solution of the heat equation
in the half space RN+ and in the exterior domain of a ball, under boundary conditions.
In particular, they proved that the hot spots H(t) of the solution of (1.1) in the half
space RN+ with the nonzero, nonnegative initial data  ∈ L∞c (RN+ ) satisﬁes
H(t) ⊂ RN+ = {x = (x′, xN) ∈ RN : xN = 0} (1.3)
for all sufﬁciently large t. Furthermore, they proved that the hot spots H(t) of the
solution of (1.1) in the exterior domain  = RN \B(0, L) with the initial data nonzero,
nonnegative, radially symmetric initial data  ∈ L∞c () satisﬁes
H(t) ⊂  = B(0, L) (1.4)
for all sufﬁciently large t. Their proofs of (1.4) heavily depend on the properties of
zero sets of the heat equation in R, and it seems so difﬁcult to apply their proofs to the
solutions without the radial symmetry. (For the movement of hot spots of the solution
for the Cauchy–Neumann problem in a bounded domain, see [1,2,5,7,11].)
In this paper we study the movement of hot spots H(t) of the solution of the Cauchy–
Neumann problem (1.1) in the exterior domain  of a ball, under the condition (1.2).
We ﬁrst give a sufﬁcient condition for the hot spots H(t) to exist only on the boundary
 for all sufﬁciently large t.
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Theorem 1.1. Let u be a solution of the Cauchy–Neumann problem (1.1) under con-
dition (1.2). Put
A =
∫

x(x)
(
1+ L
N
N − 1 |x|
−N
)
dx
/∫

(x) dx.
Assume
A ∈ B(0, L) = RN \ . (1.5)
Then there exists a positive constant T such that
H(t) ⊂  =
{
x ∈ RN : |x| = L
}
(1.6)
for all tT .
In particular, we see that, under condition (1.2), the hot spots H(t) of the radial
solution of (1.1) exist only on the boundary of the domain  for all sufﬁciently large t.
Remark 1.1. Let u be a solution of the Cauchy–Neumann problem (1.1) under condition
(1.2). Let C(t) be a center of mass of u(t), that is,
C(t) =
∫

xu(x, t) dx
/∫

u(x, t) dx.
Then it does not necessarily hold that C(t) = C(0) for all t > 0. On the other hand,
we put
A(t) ≡
∫

xu(x, t)
(
1+ L
N
N − 1 |x|
−N
)
dx
/∫

u(x, t) dx, t > 0.
Then we have A(t) = A for all t > 0, and
lim
t→∞ C(t) = A
(see Remark 6.1).
Next we give a result on the limit set of H(t) as t →∞.
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Theorem 1.2. Let u be a solution of the Cauchy–Neumann problem (1.1) under con-
dition (1.2). Assume A = 0. Put
x∞ = L
A
|A| if A ∈ B(0, L) and x∞ = A if A ∈ .
Then
lim
t→∞ sup {|x∞ − y| : y ∈ H(t)} = 0.
By Theorem 1.2, we see that the hot spots H(t) tends to one point x∞ as t → ∞
if A = 0, and we also see that (1.6) does not hold if A ∈  (compare with (1.3)
and (1.4)).
As stated in [6], it is difﬁcult to know the sign of differential of the Neumann heat
kernel even for the case that  is the exterior of a ball, and so it seems difﬁcult to
obtain Theorems 1.1 and 1.2 by using the fundamental properties of the Neumann heat
kernel. In order to prove Theorems 1.1 and 1.2, we consider the asymptotic behavior
of the radial solution vk of the Cauchy–Neumann problem (Lk):


t vk = Lkvk ≡ vk − k|x|2 vk in × (0,∞),
vk = 0 on × (0,∞),
vk(x, 0) = (x) in ,
(Lk)
where k ∈ N ∪ {0} and  is a radial function belonging to L2(, dx) with (y) =
exp(|y|2/4). Here, let {k}∞k=0 be the eigenvalues of
−SN−1Q = Q on SN−1, (1.7)
such that 0 = 0 < 1 = N − 1 < 2 = 2N < 3 < · · ·, where SN−1 is the
Laplace–Beltrami operator on SN−1. Furthermore, we deﬁne a rescaled function wk of
the solution vk as follows:
wk(y, s) = (1+ t) N+k2 vk(x, t), y = (1+ t)− 12 x, s = log(1+ t). (1.8)
Then the function wk satisﬁes


swk = Pkwk + N + k2 wk in W,
wk = 0 on W,
wk(y, 0) = (y) in ,
(Pk)
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where
Pkw = yw + y2 · ∇yw −
k
|y|2 w =
1

div (∇yw)− k|y|2 w,
(s) = e−s/2, W =
⋃
0<s<∞
((s)× {s}), W =
⋃
0<s<∞
((s)× {s}).
We study the asymptotic behavior of the ﬁrst eigenvalue and the ﬁrst eigenfunction of
the operator Pk , and obtain the asymptotic behavior of the solution wk in the space
L2 with weight . Furthermore, for k = 0, 1, 2, by using the radially symmetry of vk ,
the equations (Lk) and (Pk), and the Ascoli–Arzera theorem, we study the asymptotic
behavior of vk , rvk , and 
2
r vk as t → ∞. Finally, we study the asymptotic behavior
of u, ∇u, and ∇2u as t → ∞ by using the results on vk , rvk , and 2r vk , and prove
Theorems 1.1 and 1.2.
For the case k = 0, we extend the domain of w0 to RN and apply the Ascoli–Arzera
theorem to w0. Then, by using the results on the asymptotic behavior of w0 in the space
L2 with weight , we obtain a result on the asymptotic behavior of v0 and rv0, where
r = |x|. Furthermore we obtain a result on the asymptotic behavior of 2r v0 as t →∞
by using the ones of v0 and rv0. On the other hand, for the case k = 1, the inequality
sup
s>1
‖∇2yw1(·, s)‖C((s)) <∞
does not necessarily hold, and w(y, s) tends to 0 uniformly for all y with |y|Re−s/2
with any R > L. So it is not useful to apply the Ascoli–Arzera theorem to w1 with
the aim to study the asymptotic behavior of w1 and rw1 in the domain {y ∈ (s) :
|y|Re−s/2}, as s →∞. To overcome this difﬁculty, we may apply the Ascoli–Arzera
theorem w1 in the any annulus D(, R) = {y ∈ RN :  |y|R} with 0 <  < R,
and obtain the asymptotic behavior of w1 in the annulus D(, R). Furthermore, we use
the equation (L1) effectively and study the asymptotic behavior of v1, rv1 and 
2
r v1
as t → ∞. For k = 2, we apply the similar arguments to w1 and w2, and study the
asymptotic behavior of v2, rv2, and 
2
r v2 as t →∞.
The rest of this paper is organized as follows: In Section 2 we give some inequalities
on the decay rates of the solutions of (Lk) by using the Green function of (Lk). In
Section 3 we study the asymptotic behavior of the ﬁrst and second eigenvalues and
the ﬁrst eigenfunction of the operator Pk in (s) as s → ∞. In Section 4 we study
the behavior of the radial solution v0 of (L0). In Section 5 we study the behavior of
the radial solutions v1 and v2 of (L1) and (L2), respectively. In Section 6 we study
the asymptotic behavior of u, ∇u, and ∇2u as t → ∞ by using the results obtained
in Sections 4 and 5, and prove Theorems 1.1 and 1.2.
2. Preliminary results on the problem (Lk)
In this section we give some inequalities on the decay rate of the solutions of the
Cauchy–Neumann problem (Lk) as t →∞.
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Let k = 0, 1, 2, . . . and Gk = Gk(x, y, t) be the Green function of the Cauchy–
Neumann problem (Lk). Then Gk has the following properties:
Gk(x, y, t) = Gk(y, x, t), t > 0, (2.1)
Gk(x, y, t) =
∫

Gk(x, z, t − s)Gk(z, y, s) dz, t > s > 0, (2.2)
0 < Gl(x, y, t)Gk(x, y, t), t > 0, if lk, (2.3)
for all x, y ∈ . Furthermore, for the case k = 0, we have
∫

G0(x, y, t) dy = 1, x ∈ , t > 0, (2.4)
0 < G0(x, y, t)Ct−
N
2 exp
(
−|x − y|
2
Ct
)
, x, y ∈ , t > 0, (2.5)
for some positive constant C (see [12, Theorems 3.1 and 4.1]). In particular, by (2.5),
we easily see that H(t) = ∅, t > 0.
By using properties (2.1)–(2.5), we have the following lemma on the upper bounds
of the solutions of (Lk).
Lemma 2.1. Let vk be a solution of (Lk) with k = 0, 1, 2, . . .. Then there exists a
positive constant C1 such that
‖vk(·, t)‖L2()C1t−
N
4 ‖‖L1(), (2.6)
‖vk(·, t)‖L∞()C1t−N4 ‖‖L2(), (2.7)
‖∇xvk(·, t)‖L2()C1t−
1
2 ‖‖L2(), (2.8)
‖t vk(·, t)‖L2()C1t−1‖‖L2(), (2.9)
for all t > 0. Furthermore, there exist positive constants C2, t0, and 	, which are
independent of  and k, such that
‖vk(·, t0)‖L2(,e	|x|2 dx)C2‖‖L2(, dx). (2.10)
Here, we remark that Lemma 2.1 holds without the radially symmetry of the
solutions uk .
Proof. By (2.2)–(2.5), we have inequalities (2.6), (2.7), and (2.10). So we prove in-
equalities (2.8) and (2.9).
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We ﬁrst prove (2.9). We multiply the equation (Lk) by vk . Then, by the standard
calculations, we have
‖vk(t)‖L2()‖‖L2(), t0. (2.11)
For t1 > 0, put v˜k(x, t) = (t − t1)vk(x, t). Then v˜k satisﬁes
t v˜k = Lkv˜k + vk in × (0,∞), v˜k(x, t) = 0 on × (0,∞). (2.12)
We multiply Eq. (2.12) by t v˜k , and obtain
∫ t
t1
∫

(t v˜k)2 dx d
+ 12
∫

|∇v˜k(x, t)|2 dx d

∫ t
t1
∫

vkt v˜k dx d
.
So, taking t1 = t/4, we see that there exists a constant C2 such that
∫ t
t/2
∫

(t − t/4)2(t v˜k)2 dx d
C2
∫ t
t/4
∫

v˜2k dx d
, t > 0,
for all t > 0. So, by (2.11), there exist constants C3 and t∗ ∈ [t/2, t] such that
t3
∫

|t vk(x, t∗)|2 dxC3
∫ t
t/4
∫

v2k dx d

3C3
4
t‖‖2
L2(),
and we have
∫

|t vk(x, t∗)|2 dxC4t−2‖‖2L2(), (2.13)
for some constant C4. Since t vk is also a solution of (Lk), we have
d
dt
‖t vk‖2L2() − ‖∇t vk‖2L2()0, t > 0.
This inequality together with (2.13) implies that
‖t vk(·, t)‖L2()‖t vk(·, t∗)‖L2()C1/24 t−1‖‖L2(), t > 0,
and we obtain (2.9). On the other hand, by (Lk), we have
∫

|∇xvk(x, t)|2 dx −
∫

vkt vk dx.
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Therefore, by (2.9) and (2.11), we have (2.8), and the proof of Lemma 2.1 is
complete. 
3. The eigenvalue problem for the operator Pk
In this section we consider the eigenvalue problem


P0 ≡ 1 div (∇) = − in (s),
 = 0 on (s),
 ∈ H 1((s), dy),
(E(s))
and study the asymptotic behavior of the eigenvalues and the eigenfunctions of (E(s))
as s → ∞. In what follows, let lk be the dimension of the eigenspace of (1.7) cor-
responding to  = k and {Qk,i}lki=1 the eigenfunctions of (1.7) corresponding to
 = k such that (Qk,i ,Qk,j )L2(SN−1) = ij , i, j = 1, . . . , lk . Furthermore, we use the
following notations:
‖ · ‖ = ‖ · ‖L2(RN , dx), (·, ·) = (·, ·)L2(RN , dx),
‖ · ‖s = ‖ · ‖L2((s), dx), (·, ·)s = (·, ·)L2((s), dx).
We have the following lemma by applying the same argument within [4] and the
proof of Lemma 2.2 in [10] to the eigenvalue problem (E(s)).
Lemma 3.1. Let k = 0, 1, 2, . . . . Let {k,i(s)}∞i=0 be the eigenvalues of


Pk ≡ P0− k|y|2 = − in (s),
 = 0 on (s),
 is a radial f unction in (s),
 ∈ H 1((s), dy) ,
(Ek(s))
such that k,0(s) < k,1(s) < · · ·. Then the eigenvalues of the problem (E(s)) are given
by k,i(s), k, i = 0, 1, 2, . . ., and the eigenspace of (E(s)) corresponding to k,i(s) is
spanned by functions
k.i.j ≡ k,i(y : s)Qk,j (y/|y|),
where k,i(y : s) is the eigenfunction of (Ek(s)) corresponding to k,i(s) with ‖k,i
(s)‖s = 1 and j = 1, . . . , lk . Furthermore, {k.i.j } is a complete orthogonal system in
L2((s), dy).
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By the properties of the solutions of the ordinary differential equation, we see that
any eigenvalue k,i(s) of (Ek(s)), k, i = 0, 1, 2, . . ., is simple. Furthermore, we may
assume, without loss of generality, that
k,0(y : s)0 in (s).
On the other hand, by the similar argument in the proof of Lemma 2.4 in [10], there
exists a constant C such that
‖k,i(s)‖L∞((s))Ck,i(s)N/4, (3.1)
for all i, j = 0, 1, 2, . . . and s0.
In order to study the eigenvalue problem (Ek(s)) for sufﬁciently large s, we consider
the eigenvalue problem


Pk = − in RN,
 is a radial function in RN,
 ∈ H 1(RN, dx),
(Ek)
where k = 0, 1, 2 . . .. For i = 0, 1, 2, . . ., let k,i be the ith eigenvalue of (Ek) and
k,i the ith eigenfunction of (Ek) with ‖k‖ = 1. Then k,0 is nonnegative and simple.
Furthermore, by Lemma 2.1 in [10], we have
k,i = N + k2 + i, k,0(y) = ck|y|
k exp
(
−|y|
2
4
)
, (3.2)
for all k = 0, 1, 2, . . . and i = 0, 1, 2 . . ., where ck are some constants (see also [4]).
We give a result on the asymptotic behavior of k,0(s) and k,0(s) as s →∞.
Lemma 3.2. Let k = 0, 1, . . .. There exists a constant C such that
k,0k,0(s)k,0 + Ce−Ns/2, s0, (3.3)
and
‖k,0(s)− k,0‖L2((s), dy)Ce−Ns/4, s0. (3.4)
Proof. Let k = 0, 1, 2, . . . . By (3.2), there exists a positive constant C1 such that
‖∇k,0‖2sk,0, 1− C1e−Ns/2‖k,0‖2s1,
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for all s0. These inequalities imply that there exists a constant C2 such that
k,0(s)
‖∇k‖2s
‖k‖2s
k,0 + C2e−Ns/2, (3.5)
for all s0. By using the radially symmetry of k,0(y : s), we put
˜k,0(y : s) =
{
k,0(y : s) (|y|Le−s/2),
k,0(Le
−s/2 : s) (|y| < Le−s/2).
Then ˜k,0(s) ∈ H 1(RN, dy). Furthermore, by (3.1) and (3.5), there exists a constant
C3 such that
1‖˜k,0(s)‖21+ C3e−Ns/2, (3.6)
‖∇˜k,0(s)‖2 = ‖∇k,0(s)‖2s = k,0(s). (3.7)
By (3.6) and (3.7), we have
k,0
‖∇˜k,0(s)‖2
‖˜k,0(s)‖2
k,0(s), s > 0.
This inequality together with (3.5) implies inequality (3.3).
Next we prove (3.4). Put
ck,0(s) = (˜k,0(s),k,0)0, ˆk,0(s) = ˜k,0(s)− ck,0(s)k,0.
Then we have
‖˜k,0(s)‖2 = ck,0(s)2 + ‖ˆk,0(s)‖2. (3.8)
Furthermore, by (3.6)–(3.8), we have
k,0(s) = ‖∇˜k,0(s)‖2 = ck,0(s)2‖∇k,0‖2 + ‖∇ˆk‖2
 k,0ck,0(s)2 + k,1‖ˆk,0(s)‖2
= −(k,1 − k,0)ck,0(s)2 + k,1‖˜k,0(s)‖2
 −ck,0(s)2 + k,1.
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This inequality together with (3.5) implies that
−ck,0(s)2 + k,1k,0(s)k,0 + C2e−Ns2 ,
and we have
ck,0(s)
21− C2e−Ns/2, (3.9)
for all s0. On the other hand, by (3.6) and (3.8), we have
ck,0(s)
2‖˜k,0(s)‖21+ C3e−Ns/2, (3.10)
for all s0. By (3.9) and (3.10), there exists a constant C4 such that
|ck,0(s)− 1|C4e−Ns/2, (3.11)
for all s0. Therefore, by (3.6) and (3.11), there exists a constant C5 such that
‖k,0(s)− k,0‖2s  ‖˜k,0(s)− k,0‖2
 (1− ck,0(s))2 + ‖ˆk,0(s)‖2
= (1− ck,0(s))2 + ‖˜k,0(s)‖2 − ck,0(s)2
 2+ C3e−Ns/2 − 2ck,0(s)C5e−Ns/2, (3.12)
for all s0. Therefore, we have (3.4), and the proof of Lemma 3.2 is complete. 
We next give a result on the asymptotic behavior of k,1(s) as s →∞.
Lemma 3.3. Let k = 0, 1, . . . . There exists a constant C such that
|k,1(s)− k,1|Ce−Ns/4, (3.13)
for all s0.
Proof. Put
k,1(s) = k,1 − (k,1,k,0(s))sk,0(s).
Then we have
(k,1(s),k,0(s))s = 0, (3.14)
K. Ishige / J. Differential Equations 212 (2005) 394–431 405
and
|(k,1,k,0(s))s |  |(k,1,k,0(s)− k,0)s | + |(k,1,k,0)s |
 ‖k,1‖s‖k,0(s)− k,0‖s + C1e−Ns/2
 C2e−Ns/4,
for all s0, where C1 and C2 are positive constants. So we have
‖k,1(s)‖2s = ‖k,1‖2s − (k,1,k,0(s))2s1− C3e−Ns/2, (3.15)
and
‖∇k,1(s)‖2s
k,1 + C22e−Ns/2k,0(s)2 + 2C2e−Ns/41/2k,1 k,0(s)1/2
k,1 + C4e−Ns/4, (3.16)
for all s0. By (3.14)–(3.16), we have
k,1(s)
‖∇k,1(s)‖2s
‖k,1(s)‖2s
k,1 + C5e−Ns/4, s0, (3.17)
for some positive C5.
By the same way within the proof of Lemma 3.2 we put
˜k,1(y : s) =
{
k,1(y : s) (|y|Le−s/2),
k,1(Le
−s/2 : s) (|y| < Le−s/2),
and
ˆk,1(y : s) = ˜k,1(y : s)− (˜k,1(s),k,0)k,0.
Then we have
(ˆk,1(s),k,0) = 0, (3.18)
and by (3.1) and (3.17) we have
‖˜k,1(s)‖21+ C6e−Ns/2, s0, (3.19)
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for some positive constant C6. Since (k,0(s),k,1(s))s = 0, by (3.12) and (3.19), we
have
|(˜k,1(s),k,0)|  |(˜k,1(s),k,0 − ˜k,0(s))| + |(˜k,1(s), ˜k,0(s))|
 ‖˜k,1(s)‖‖k,0 − ˜k,0(s)‖ + C7e−Ns/2
 C8e−Ns/4, s0,
for some positive constants C7 and C8. So we have
‖ˆk,1(s)‖2 = ‖˜k,1(s)‖2 − (˜k,1(s),k,0)2
 1− C28e−Ns/2, (3.20)
for all s0. Furthermore, by (3.17), we have
‖∇ˆk,1(s)‖2
k,1(s)+ C28e−Ns/2k,0 + 2C8e−Ns/4k,1(s)1/21/2k,0
k,1(s)+ C9e−Ns/4, s0, (3.21)
for some positive constant C9. By (3.18), (3.20), and (3.21), we have
k,1
‖∇ˆk,1(s)‖2
‖ˆk,1(s)‖2
k,1(s)+ C10e−Ns/4, s0, (3.22)
for some constant C10. Therefore, by (3.17) and (3.22), we have (3.13), and the proof
of Lemma 3.3 is complete. 
4. Asymptotic behavior of the solutions of (L0)
In this section we study the asymptotic behavior of the radial solution of (L0), and
prove the following propositions.
Proposition 4.1. Let  be a radial function in  satisfying (1.2). Put
m =
∫

(x) dx > 0.
Let v0 be a radial solution of (L0). Then
lim
t→∞ t
N
2 v0(x, t) = (4)−N2 m (4.1)
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uniformly on any compact set in . Furthermore, for any positive constants , there
exist positive constants C, R, and T such that
rv0(x, t) − Ct−N+12 m, (4.2)
for all x ∈  with (1+ t)1/2 |x|R(1+ t)1/2 and all tT .
Proposition 4.2. Let  be a radial function in  satisfying (1.2). Let v0 be a radial
solution of (L0). Then there exist positive constants R and T such that
rv0(x, t) − 14 (4)−
N
2 mt
−N+22 (|x| − L), (4.3)
for all x ∈  with |x|L + R(1 + t)1/2 and tT , where r = |x|. Furthermore, for
any R > L,
rv0(x, t) = − 12 (4)−
N
2 m(1+ o(1))|x|(1− LN |x|−N)t−N+22 , (4.4)
2r v0(x, t) = − 12 (4)−
N
2 m(1+ o(1))(1+ (N − 1)LNr−N)t−N+22 , (4.5)
as t →∞, uniformly on  ∩ B(0, R).
Let v0 be a radial solution of (1.1) under condition (1.2). Then, by (2.10), there exist
constants t0 and 	 > 0 such that
v0(·, t0) ∈ X	() ≡ L2(, e	|x|2/4 dx) ∩ L∞().
Put
v˜0(x, t) = v0(	˜x, 	˜2t + t0), 	˜ = 	−1/2.
Then v˜0 is a solution of (1.1) with  and  replaced by 	˜−1 and
v˜0(x, 0) = v0(	˜x, t0) ∈ X1(	˜−1).
Therefore, we have only to prove Propositions 4.1 and 4.2 for the initial data  ∈
X1().
We ﬁrst give the decay rates of ∇v0 and ∇2v0 as t → ∞ by using the radially
symmetry of the solution v0.
Lemma 4.1. Let v0 be the radial solution of (L0) with  ∈ L1(). Then there exists
a positive constant C such that
‖∇xv0(·, t)‖L∞()Ct−N+12 ‖‖L1(), t > 0. (4.6)
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Proof. Let f ∈ L1() and f± = max{0,±f }. Let z and z± be solutions of
{
t z = z in × (0,∞),
z = 0 on × (0,∞), (4.7)
with the initial data f and f±, respectively. By the comparison principle and (2.5),
there exists a positive constant C1 such that
0z±(x, t)
∫

G0(x, y, t)f
±(y) dyC1t−N/2‖f±‖L1(),
for all (x, t) ∈ × (0,∞). So we have
‖z(·, t)‖L∞()C1t−N/2‖f ‖L1(), ‖z(·, t)‖L1()‖f ‖L1(),
and obtain
‖z(·, t)‖L2()C1/21 t−N/4‖f ‖L1(), t > 0. (4.8)
We put v = v0 and vi = xi v0, i = 1, . . . , N for simplicity. Put
Si(
) =
∫

vi(x, 
)z(x, t − 
) dx, t2
 t,
for all t > 0 and i = 1, . . . , N . By the radial symmetry of v and rv(·, t) = 0 on
× (0,∞), we have ∇v(·, t) = 0 on × (0,∞). So we have
d
d

Si(
) =
∫

vi(
)z(t − 
) dx −
∫

vi(
)z(t − 
) dx
=
∫

vi(
)z(t − 
) d−
∫

vi(
)z(t − 
) d = 0,
for all t/2
 t . This inequality implies that
∫

vi(x, t)f (x) dx = Si(t) = Si
(
t
2
)
=
∫

vi
(
x,
t
2
)
z
(
x,
t
2
)
dx

∥∥∥∥vi
(
·, t
2
)∥∥∥∥
L2()
∥∥∥∥z
(
·, t
2
)∥∥∥∥
L2()
, (4.9)
for all t > 0. On the other hand, by (2.6) and (2.8), we have
‖∇xv(·, t)‖L2()C2t−1/2−N/4‖‖L1(), (4.10)
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for some constant C2. Therefore, by (4.8)–(4.10), we have
∫

vi(x, t)f (x) dxC1/21 C2t−(N+1)/2‖‖L1()‖f ‖L1(), t > 0,
for all f ∈ L1(). This inequality implies that
‖vi(·, t)‖L∞() = sup
{∫

vi(x, t)f (x) dx
∣∣∣ f ∈ L1(), ‖f ‖L1() = 1
}
 C1/21 C2t−(N+1)/2‖‖L1(),
and the proof of Lemma 4.1 is complete. 
Lemma 4.2. Let v0 be the radial solution of (L0) with  ∈ L1(). Then there exists
a positive constant C such that
‖∇2xv0(·, t)‖L∞()Ct−1−
N
2 ‖‖L1(), t0. (4.11)
Proof. We put v = v0, vi = xi v0, vij = xixj v0, and viij = 2xixj v0, i, j = 1, . . . , N
for simplicity. As in the proof of Lemma 4.1, we have ∇v(·, t) = 0 on × (0,∞),
and obtain
∫

(vij )
2 dx = −
∫

viviij dx +
∫

viviji d = −
∫

viviij dx
=
∫

viivjj dx −
∫

vivjjj d =
∫

viivjj dx,
for all i, j = 1, . . . , N and t > 0. This equality implies that
∫

|∇2v|2 dx =
∫

|v|2 dx =
∫

|t v|2 dx, t > 0.
Therefore, by (2.6) and (2.9), we have
‖∇2xv(·, t)‖L2()Ct−1−
N
4 ‖‖L1(), t > 0. (4.12)
On the other hand, by Lemma 2.1, we have
‖t v(·, t)‖L∞()C1t−1−N2 ‖‖L1(), t > 0,
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for some constant C1. This inequality together with (L0) implies that
|2r v(x, t)| = |t v(x, t)|C1t−1−N/2‖‖L1(), (4.13)
for all (x, t) ∈ × (0,∞).
Let z be a solution of (4.7) with the initial data f ∈ L1() and f 0 in . By the
maximum principle, we have
z(x, t)0, (x, t) ∈ × (0,∞). (4.14)
For any i = 1, 2, . . ., put
Si(
) =
∫

vii(x, 
)z(t − 
), t2
 t.
Similar to the proof of Lemma 4.1, we have
d
d

Si(
) =
∫

vii(
)z(t − 
) dx −
∫

vii(
)z(t − 
) dx
= −
∫

vii(
)z(t − 
) d,
for all t/2
 t . Furthermore, by (4.13) and (4.14), we have
d
d

Si(
) − C3t−1−N/2‖‖L1()
∫

z(x, t − 
) d,
for all t/2
 t . So we have
Si(t)Si
(
t
2
)
− C4t−1−N/2‖‖L1()
∫ t
t/2
∫

z(x, t − 
) d d
, (4.15)
for some positive constant C4. On the other hand, we have
−
∫ t
t/2
∫

z(x, t − 
) d d
 = −
∫ t
t/2
∫

z(x, t − 
) dx d

=
∫ t
t/2
∫


z(x, t − 
) dx d


∫

f (x) dx. (4.16)
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Furthermore, by (4.8) and (4.12), we have
Si
(
t
2
)
C5t−1−N/2‖‖L1()‖f ‖L1(), (4.17)
for some constant C5. Therefore, by (4.15)–(4.17), we have
∫

vii(x, t)f (x) dxC6t−1−N/2‖‖L1()‖f ‖L1(), t > 0, (4.18)
for some positive constant C6. Let v±ii = max{0,±vii}. By (4.18), we have
‖v+ii (·, t)‖L∞()
= sup
{∫

vii(x, t)f (x) dx
∣∣∣ f ∈ L1(), f 0, ‖f ‖L1() = 1
}
C6t−1−N/2‖‖L1(). (4.19)
Applying the same argument within the above to −u, we have
‖v−ii (·, t)‖L∞()C6t−1−N/2‖‖L1(). (4.20)
By (4.19) and (4.20), we have
‖vii(·, t)‖L∞()C6t−1−N/2‖‖L1(), t > 0.
Therefore, by the radial symmetry of the solution u, we obtain (4.11), and the proof
of Lemma 4.2 is complete. 
Furthermore, by Lemmas 2.1, 4.1, and 4.2, we have the following lemma.
Lemma 4.3. Let v0 be the radial solution of (L0) with  ∈ L1(). Then there exists
a positive constant C such that
‖t ∇kxv0(·, t)‖L∞()Ct−
N+k+2
2 , (4.21)
for all t > 0, k = 0, 1, 2, and  = 0, 1, 2.
Next we consider the rescaled function w0 of v0, deﬁned by (1.8) with k = 0. We
prove the following lemma, which gives the limit of w0(s) as s → ∞ in L2 space
with weight .
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Lemma 4.4. Let w0 be a rescaled function of v0 deﬁned by (1.8) with k = 0. Assume
that  ∈ X1(). Then there exists a constant C such that
∥∥∥∥w0(·, s)− (4)−N2 m exp
(
−| · |
2
4
)∥∥∥∥
s
Ce−s , (4.22)
for all sufﬁciently large s.
Proof. By  ∈ X1() and (4.21) with  = k = 0, we see that
sup
s>0
‖w0(s)‖s <∞
(see also the proof of Lemma 5.1.). Put a0(s) = (w1(s),0,0)s . Then we have
a′0(s) =
∫
(s)
sw0(y, s)0,0(y) dy − e−s/2
∫
(s)
w00,0
y · 
|y| d
= −
∫
(s)
∇w0∇0,0 dy +
∫
(s)
0,0w00,0 dy
+O(e−Ns/2)
= −
∫
(s)
w00,0 d+O(e−Ns/2) = O(e−Ns/2), (4.23)
for sufﬁciently large s > 0. On the other hand, we have
lim
s→0 a0(s) = lims→0
∫
(s)
w0(y, s) dy = lim
t→0
∫

v0(x, t) dx = m, (4.24)
and obtain
|a0(s)−m| = O(e−Ns/2), (4.25)
as s →∞.
Put w˜0(s) = w0(s)− a0(s)1,0, a˜0(s) = (w˜0(s),0,0(s))s ,
W(s) =
∫
(s)
w˜0(s)
2 dy, J (s) = e−s/2
∫
(s)
w˜0(s)
2
y · 
|y| d.
Then w˜0 satisﬁes
sw˜0 = P0w˜0 − a′0(s)0,0 in W. (4.26)
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By Lemmas 2.1, we have
J (s) = O(e−Ns/2). (4.27)
By (4.23), (4.26), and (4.27), we have
W ′(s) = 2
∫
(s)
w˜0sw˜0 dy − J (s)
= 2(w˜0, P0w˜0)s − 2a′(s)(w˜0,0,0)s − J (s)
 −20,0(s)a˜(s)2 − 20,1(s)‖w˜0 − a˜0(s)1,0(s)‖2s
+ 21,0W(s)+O(e−Ns/2)
= −2(1,0 − 1,0(s))a˜0(s)2 − 2(0,1(s)− 0,0)W(s)+O(e−Ns/2).
By Lemmas 3.2 and 3.3, there exist positive constants C1 and C2 such that
W ′(s) − 2(1− C1e−Ns/4)W(s)+ C2e−Ns/2,
for all sufﬁciently large s. Therefore, there exists a positive constant C3 such that
W(s)C3e−2s ,
for all sufﬁciently large s. This inequality together with (4.25) implies that
‖w0(s)−m0,0‖sC4e−s ,
for all sufﬁciently large s, where C4 is a constant. So the proof of Lemma 4.4 is
complete. 
We are ready to prove Propositions 4.1 and 4.2.
Proof of Proposition 4.1. Let w0 be a function deﬁned by (1.8) with k = 0. By
Lemmas 2.1, 4.1, and 4.3, for any R > 0 and s0 > 0, there exists a positive constant
C such that
sup
y∈(s)∩B(0,R), s>s0
|s∇kyw0(y, s)|C, k = 0, 1, 2,  = 0, 1. (4.28)
Put
w˜0(y, s) =
{
w0(y, s) (y ∈ (s)),
w0(Le−s/2, s) (y /∈ (s)),
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for all s > 0. Then we have
sup
y∈B(0,R), s>s0
(
|∇ky w˜0(y, s)| + |sw˜0(y, s)|
)
C, k = 0, 1. (4.29)
Let {sj } be any sequence with limj→∞ sj = ∞. Put w˜0,j (y, s) = w˜0(y, s + sj ).
By (4.28) and (4.29), we apply the Ascoli–Arzela theorem and the diagonal argument
to the sequence {w˜0,j }. Then, by taking a subsequence if necessary, we see that there
exists a function w∞ ∈ C(RN × [0, 1]) with sw∞ ∈ C(RN × [0, 1]) such that
lim
j→∞ 

s w˜0,j (y, s) = sw∞(y, s) ( = 0, 1), (4.30)
uniformly on the set B(0, R)× [0, 1] for all R > 0, and
lim
j→∞ 

s∇yw0,j (y, s) = s∇yw∞(y, s) ( = 0, 1), (4.31)
uniformly on the set D(, R)×[0, 1] for all 0 <  < R. On the other hand, by Lemma
4.4, we have
w∞(y) = (4)−N2 m exp
(
−|y|
2
4
)
,
and we see that the limit function w∞ is independent of the choice of the sequence
{sj }. Therefore, by (4.30) and (4.31), we have
lim
s→∞ w˜0(y, s) = w∞(y), lims→∞ sw˜0(y, s) = 0, (4.32)
uniformly on the set B(0, R) for all R > 0, and
lim
s→∞ ∇yw0(y, s) = ∇yw∞(y), (4.33)
uniformly on the set D(, R) for all 0 <  < R. So we have (4.1) and (4.2), and so
the proof of Proposition 4.1 is complete. 
Proof of Proposition 4.2. Since
r (rN−1rw0) = rN−1
(
sw0 − r2 rw0 −
N
2
w0
)
,
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by (4.28) and (4.32), we see that there exists a constant R such that
r (rN−1rw0) − N4 (4)
−N/2mrN−1,
for all r ∈ (Le−s/2, R) and all sufﬁciently large s. So we have
rN−1(rw0)(r, s)  −N4 (4)
−N/2m
∫ r
Le−s/2

N−1 d

 − 14 (4)−N/2mrN−1(r − Le−s/2),
for all r ∈ (Le−s/2, R) and all sufﬁciently large s. So we have
(rw0)(r, s) − 14 (4)−N/2m(r − Le−s/2),
for all r ∈ (Le−s/2, R) and all sufﬁciently large s. This implies (4.3).
On the other hand, we have
rN−1(r)sw0 = r (rN−1(r)rw0)+ N2 r
N−1(r)w0,
for all r ∈ (Le−s/2,∞) and s > 0. Let R > L. Then we have
(rw0)(r, s) = − N2rN−1 (4)
−N2 m(1+ o(1))
∫ r
Le−s/2

N−1 d

= − 12 (4)−
N
2 m(1+ o(1))r1−N(rN − LNe−Ns/2)
= − 12 (4)−
N
2 m(1+ o(1))r(1− LNe−Ns/2r−N),
for all r ∈ (Le−s/2, Re−s/2) and all sufﬁciently large s. Therefore, we have
t
N+2
2 rv0(x, t) = − 12 (4)−
N
2 m(1+ o(1))|x|(1− LN |x|−N),
for all x ∈  with |x|R and all sufﬁciently large t, and we have (4.4). Furthermore,
by (4.4), we have (4.5), and the proof of Proposition 4.2 is complete. 
5. Asymptotic behavior of the solutions of (Lk) with k = 1, 2
In this section we study the asymptotic behavior of the radial solutions of (Lk) with
k = 1, 2, and prove the following two propositions.
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Proposition 5.1. Let v1 be a radial solution of (Lk) with k = 1 under condition (1.2).
Put
UL(r) = c1r
(
1+ L
N
N − 1 r
−N
)
, a =
∫

(x)UL(|x|) dx.
Then there exists a positive constant C such that
‖∇v1(x, t)‖L∞()C1(|a| + o(1))t−N+22 , (5.1)
for sufﬁciently large t. Furthermore, for any R > L,
v1(x, t) = (a + o(1))U(|x|)t−N+22 , (5.2)
rv1(x, t) = c1(a + o(1))
(
1− LNr−N
)
t−
N+2
2 , (5.3)
2r v1(x, t) = c1(a + o(1))NLNr−(N+1)t−
N+2
2 , (5.4)
as t →∞, uniformly on  ∩ B(0, R). Here c1 is the constant given in (3.2).
Proposition 5.2. Let v2 be a radial solution of (Lk) with k = 2. under condition (1.2).
Then there exists a positive constant C1 such that
‖v2(·, t)‖L∞()C1t−N+22 , (5.5)
‖rv2(·, t)‖L∞()C1t−N+32 , (5.6)
for sufﬁciently large t. Furthermore, for any R > L, there exists a constant C2 such
that
|2r v2(x, t)|C2t−
N+3
2 , (5.7)
for all x ∈  with |x|R and all sufﬁciently large t.
In order to prove Propositions 5.1 and 5.2, we may assume, without loss of generality,
that  ∈ X1() by the similar arguments in Section 4. We ﬁrst prove the following
lemma.
Lemma 5.1. Let v1 be a radial solution of (Lk) with k = 1. Assume  ∈ X1(). Let
w1 be a function deﬁned by (1.8) with k = 1. Then there exists a constant C such that
sup
s>0
‖w1(·, s)‖sC‖‖X1(). (5.8)
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Proof. By Lemma 2.1, there exists a constant C1 such that
‖v1(·, t)‖L∞()C1(1+ t)−N2 ‖‖L2(,dx),
for all t > 0. This implies that
‖w1(·, s)‖L∞((s), dy)C1es/2‖‖X1(), s > 0. (5.9)
Put
V (s) =
∫
(s)
w1(s)
2 dy, I (s) = e−s/2
∫
(s)
w1(s)
2
y · 
|y| d.
By Lemma 3.2, there exists a constant C2 such that
V ′(s) = 2
∫
(s)
w1(sw1) dy − I (s)
= −2
∫
(s)
(
|∇w1|2 + N − 1|y|2 w
2
1
)
 dy + 21,0V (s)− I (s)
 2(1,0 − 1,0(s))V (s)− I (s)C2e−Ns/2V (s)− I (s), s > 0.
(5.10)
On the other hand, by (5.9), there exists a constant C3 such that
|I (s)|C3e(2−N)s/2‖‖2X1(), (5.11)
for all s > 0. Therefore, by (5.10) and (5.11), we have
V ′(s)C2e−Ns/2V (s)+ C3e(2−N)s/2,
for all s > 0. Then there exists a constant C4 such that
V (s)C4V (0)+ C4
∫ s
log 2
e(2−N)
/2 dt, (5.12)
for all s > 0.
For the case N3, by (5.12), there exists a constant C5 such that
‖w1(s)‖sC5,
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and we have (5.8) for the case N3. For the case N2, we have
‖w1(s)‖sC6s, s > 0,
for some constant C6. Then there exists a constant C7 such that
‖v1(·, t)‖L2()C7(1+ t)−
1
2−N4 log(1+ t),
for all t > 1. By (2.7), we have
‖v1(·, t)‖L∞()C7(1+ t)−N+12 log(1+ t),
for some constant C8. Then, by repeating the previous arguments, we see that there
exists a constant C9 such that
|I (s)|C9se−Ns/2, s > 0,
instead of (5.11). Therefore, for the case N = 2, we have the same inequality with
(5.8) for the case N3, and the proof of Lemma 5.1 is complete. 
Lemma 5.2. Assume the same conditions within Lemma 5.1. Put
a1(s) = (w1(s),1,0)s, s > 0.
Then there exists a constant C such that
|a1(s)− a|Ce−Ns/2, (5.13)
for sufﬁciently large s > 0.
Proof. By Lemma 5.1, we have sups>0 ‖w(s)‖L∞((s)) <∞, and obtain
a′1(s) =
∫
(s)
sw1(y, s)1,0(y) dy − e−s/2
∫
(s)
w11,0
y · 
|y| d
= −
∫
(s)
∇w1∇1,0 dy +
∫
(s)
(
1,0w1 − 1|y|2w1
)
1,0 dy
+O(e−Ns/2)
= −
∫
(s)
w11,0 d+O(e−Ns/2) = O(e−Ns/2), (5.14)
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for sufﬁciently large s > 0. Therefore, there exists a limit of a1(s) as s → ∞ and a
constant C such that
∣∣∣a1(s)− lim
s→∞ a1(s)
∣∣∣ Ce−Ns/2, (5.15)
for sufﬁciently large s > 0.
On the other hand, the function UL satisﬁes
(2rUL)(r)+
N − 1
r
(rUL)(r)− N − 1
r2
UL(r) = 0, r ∈ (L,∞),
and rUL(L) = 0. So we see that
∫

v1(x, t)UL(|x|) dx =
∫

1(x)UL(|x|) dx = a, t > 0. (5.16)
Furthermore, we have
lim
t→∞
∫

v1(x, t)UL(|x|) dx = lim
s→∞
∫
(s)
w1(y, s)e
− s2UL(e
s
2 y)e−
|y|2
4 (y) dy
= lim
s→∞
∫
(s)
w1(y, s)1,0(y)(y) dy = lim
s→∞ a1(s).
Therefore, by (5.15) and (5.16), we have (5.13), and the proof of Lemma 5.2 is
complete. 
Remark 5.1. We have
c1
∫

v1(x, t)|x| dx =
∫
(s)
w1(y, s)1,0(y)(y) dy,
for all s = log(1+ t) and t > 0. So we have
a = c1 lim
t→∞
∫

v1(x, t)|x| dx.
Lemma 5.3. Assume the same conditions within Lemma 5.1. There exists a constant
C1 such that
‖w1(·, s)− a1(s)1,0‖sC1e−s , (5.17)
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for all sufﬁciently large s. Furthermore, there exists a constant C2 such that
‖v1(·, t)‖L2()C2(|a| + o(1))t−
1
2−N4 , (5.18)
‖v1(·, t)‖L∞()C2(|a| + o(1))t−N+12 , (5.19)
‖t v1(·, t)‖L∞()C2(|a| + o(1))t−N+32 , (5.20)
for all sufﬁciently large t > 0.
Proof. By the similar arguments in the proof of Lemma 4.4, we have (5.17). Further-
more, by (5.13) and (5.17), there exists a constant C such that
‖w1(·, s)‖s |a1(s)| + Ce−s ,
for all sufﬁciently large s. This inequality implies (5.18). By Lemma 2.1 and (5.18),
we have (5.19) and (5.20), and the proof of Lemma 5.3 is complete. 
Now we are ready to prove Propositions 5.1 and 5.2.
Proof of Proposition 5.1. We ﬁrst prove (5.2). By Lemma 5.1 and the parabolic
regularity theorem, for any  and R with 0 <  < R, there exists a constant C such
that
|w1(y, s)| + |∇yw1(y, s)| + |sw1(y, s)|C, (5.21)
for all y ∈ D(, R) and s1. Let {sj } be any sequence with limj→∞ sj = ∞.
Put w1,j (y, s) = w1(y, s + sj ). Then, by (5.21), the Ascoli–Arzela theorem, and the
diagonal argument, there exists a subsequence {s′j } of {sj } and a function w1,∞ ∈
C((RN \ {0})× [0, 1]) such that
lim
j ′→∞
w1,j ′(y, s) = w1,∞(y, s), (5.22)
uniformly on the set D(, R)× [0, 1] for all R > 0, where w1,j ′(y, s) = w1(y, s + s′j ).
Then, by (5.13) and (5.17), we have
w1,∞(y, s) = a1,0(y),
and see that the limit function w1,∞ is independent of the choice of the sequence {sj }.
So we have
lim
s→∞ ‖w1(s)− a1,0‖C(D(,R)) = 0, (5.23)
for all  and R with 0 <  < R.
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On the other hand, by (Lk) with k = 1,
t v1 = 2r v1 + r
(
N − 1
r
u1
)
, (5.24)
and we have ∫ r
L
t v1(s, t) ds = rv1 + N − 1
r
v1 − N − 1
L
v1(L, t)
= 1
rN−1
r (rN−1v1)− N − 1
L
v1(L, t),
for all r > L and t > 0. Then, by (5.20), we have
N − 1
LN
v1(L, t)(r
N − LN)
= rN−1v1(r, t)− LN−1v1(L, t)+O(t−N+32 )rN+1, (5.25)
and obtain
N − 1
LN
v1(L, t)
(
1− LNr−N + LN
N − 1L
N−1r−N
)
= r−1v1(r, t)+O(t−N+32 )r
= (1+ t)−N+22 v1(e
−s/2r, s)
e−s/2r
+O(t−N+32 )r, (5.26)
for all r > L and t > 0, where s = log(1+ t). Let  be any sufﬁciently small positive
constant. Then, by (5.23) and (5.26), we put r = (1+ t)1/2 to obtain
lim sup
t→∞
∣∣∣∣(1+ t) N+22 N − 1LN v1(L, t)− c1a
∣∣∣∣

∣∣∣c1ae−2/4 − c1a∣∣∣+ C1C2,
where C1 and C2 are constants independent of . By the arbitrariness of , we have
lim
t→∞ (1+ t)
N+2
2 v1(L, t) = LN
N − 1 c1a.
Therefore, by (5.25), for any r > L, we have
v1(r, t) = N − 1
LN
v1(L, t)r
(
1− L
N
rN
)
+ v1(L, t) L
N−1
rN−1
+O(t−N+32 )
422 K. Ishige / J. Differential Equations 212 (2005) 394–431
= N − 1
LN
v1(L, t)r
(
1+ L
N
N − 1 r
−N
)
+O(t−N+32 )
= (a + o(1))UL(r)t−N+22 ,
as t →∞, and we have (5.2).
On the other hand, by (5.2) and (5.24), we have
rv1(r, t) = (N − 1)
(
v1(L, t)
L
− u1(r, t)
r
)
+
∫ r
L
(t v1)(s, t) ds
= (N − 1)(a + o(1))
(
UL(L)
L
− UL(r)
r
)
t−
N+2
2 (1+ o(1))
+O(t−N+32 )(r − L)
= c1(a + o(1))t−N+22
(
1− LNr−N
)
+O(t−N+32 )(r − L),
and obtain (5.3). Furthermore, by (L1), (5.2), (5.3), and (5.24), we have (5.4).
Finally we prove (5.1). Let v˜(x, t) = v1(|x|, t)x1/|x|. Then v˜ is a solution of (1.1).
Let f ∈ L1() such that ‖f ‖L1() = 1 and f 0 in  and z a function given in the
proof of Lemma 4.2. For any t > 0 and i = 1, . . . , N , put
Si(
) =
∫

v˜i (x, 
)z(x, t − 
) dx, t2 
 t.
By the same argument within the proof of Lemma 4.2, we have
d
d

Si(
) = −
∫

v˜i (
)z(t − 
) d,
for all t/2
 t . On the other hand, by the radial symmetry of u and v1 = 0 on
, we have
v˜i (x, t) = v1(|x|, t) 1i |x|
2 − x1xi
|x|3 , (x, t) ∈ × (0,∞),
and by (5.2), we have
|v˜i (x, t)|C1(|a| + o(1))t−(N+2)/2, (x, t) ∈ × (1,∞),
for some constant C1. Therefore, by the same argument within (4.15) and (4.16), there
exists a constant C2 such that
Si(t)Si
(
t
2
)
+ C2(|a| + o(1))t−(N+2)/2, (5.27)
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for all t/2
 t . Furthermore, by (2.8) and (5.18), we have
Si
(
t
2
)

∥∥∥∥v˜i
(
·, t
2
)∥∥∥∥
L2()
∥∥∥∥z
(
·, t
2
)∥∥∥∥
L2()
 C3t−1/2
∥∥∥∥v˜
(
·, t
4
)∥∥∥∥
L2()
∥∥∥∥z
(
·, t
2
)∥∥∥∥
L2()
 C4(|a| + t−1)t−(N+2)/2, (5.28)
for all t1, where C3 and C4 are constants. By (5.27) and (5.28), we have
∫

vi(x, t)f (x) = Si(t)(C2 + C4)(|a| + o(1))t−(N+2)/2,
for all t1. So we have
‖v+i (·, t)‖L∞()(C2 + C4)(|a| + o(1))t−(N+2)/2, (5.29)
for all t1. Since inequality (5.29) holds with v+i replaced by v−i , we have
‖vi(·, t)‖L∞()(C2 + C4)(|a| + o(1))t−(N+2)/2,
for all t1. So we have (5.1), and the proof of Proposition 5.1 is complete. 
Proof of Proposition 5.2. By the same argument within the proof of Lemma 5.1, we
see that
sup
s>0
‖w2(s)‖s <∞.
So there exists a constant C1 such that
‖v2(·, t)‖L2()C1t−1−
N
4 ,
for all t > 1. By Lemma 2.1, we have
t
N+2
2 ‖v2(·, t)‖L∞() + t N+42 ‖t v2(·, t)‖L∞()C1, t > 1, (5.30)
for some constant C2.
On the other hand, by (L2), we have
1
r
t v2 = r
(
1
r
rv2
)
+Nr
(v2
r2
)
,
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and obtain
∫ r
L
1
s
(t v2)(s, t) ds = 1
r
rv2(r, t)+N
(
v2(r, t)
r2
− v2(L, t)
L2
)
,
for all r ∈ (L,∞) and t > 0. By (5.30), we obtain
r (rNv2(r, t)) = N v2(L, t)
L2
rN+1 + rN+1
∫ r
L
1
s
(t v2)(s, t) ds
= N v2(L, t)
L2
rN+1 +O(t−N+42 )O(rN+2),
for all sufﬁciently large r. So we have
rNv2(r, t)− LNv2(L, t) = Nv2(L, t)
(N + 2)L2 (r
N+2 − LN+2)+O(t−N+42 )O(rN+3),
for all sufﬁciently large r and all t > 1. Then we have
Nv2(L, t)
(N + 2)L2
(
1− L
N+2
rN+2
)
= v2(r, t)
r2
− L
Nv2(L, t)
rN
+O(t−N+42 )O(r).
By (5.30), taking r = (1+ t)1/2, we see that there exists a constant C1 such that
|v2(L, t)|C1t−N+42 + 2 , (5.31)
for all sufﬁciently large t. Therefore, for any R > L, there exists a constant C2 such
that
|v2(x, t)|C2t−N+42 + 2 , (5.32)
for all x ∈  with |x|R and all sufﬁciently large t. On the other hand, the function
v˜2(x, t) = v2(|x|, t)Q2,1(x/|x|)
is a solution of (1.1) with the initial data (|x|)Q2,1(x/|x|). So we may apply the
same argument within the proof of (5.1) to v˜2, and we have
‖∇v2(x, t)‖L∞()C3t−N+32 , (5.33)
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for all sufﬁciently large t, where C3 is a constant. Then, by (5.32), (5.33), and (L2),
for any R > L, there exists a constant C4 such that
|2r v2(x, t)|C4t−
N+3
2 ,
for all x ∈  with |x|R and all sufﬁciently large t, and we have (5.7). So the proof
of Proposition 5.2 is complete. 
6. Proof of theorems
Let  be a function satisfying (1.2). By Lemma 3.1, there exist radial functions
{k,j }k∈N∪{0},j=1,...,lk , such that k,i ∈ L2(, dx) and
lim
n→∞
∥∥∥∥∥∥−
n∑
k=0
lk∑
j=1
k,j (|x|)Qk,j
(
x
|x|
)∥∥∥∥∥∥
L2(, dx)
= 0. (6.1)
Put
0 = 0,1, 1 =
N∑
j=1
1,jQ1,j , 2 =
l2∑
j=1
2,iQ2,i , 3 = −
2∑
i=0
i . (6.2)
Let ui and uk,j be a solution of (1.1) and (Lk) with the initial data  and k,j ,
respectively.
We ﬁrst prove the following lemma on the decay rates of u3 as t →∞.
Lemma 6.1. Assume (1.2). Let 3 be a function deﬁned by (6.1) and (6.2). Let u3 be
a function of (1.1) with the initial data 3. Then there exists a constant C such that
‖∇ku3(·, t)‖L∞()Ct−N+32 , k = 0, 1, 2, (6.3)
for all sufﬁciently large t.
Proof. We may assume, without loss of generality, that 3 ∈ X1() by the similar
arguments in Section 4. Put
3(y, s) = (1+ t)
N+3
2 u3(x, t), x = (1+ t)1/2y, s = log(1+ t).
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Then w3 is a solution of


s3 = 1div (∇3)+
N + 3
2
3 in W,
3(y, s) = 0 on W,
3(y, 0) = 3(y) in .
Furthermore, by (6.1) and (6.2), we see that
∫
(s)
3(y, s)(|y|)Qk,j
(
y
|y|
)
dy = 0, s > 0,
for all  ∈ C∞0 ((e−s/2L,∞)), k = 0, 1, 2, and j = 1, . . . , lk . So, by Lemma 3.1, we
have
‖∇3(s)‖2s3,0(s)‖3(s)‖2s , s > 0.
Therefore, by the similar arguments in the previous sections, we see that there exists
a constant C1 such that
sup
s>0
‖3(s)‖sC1.
So there exists a constant C2 such that
‖u3(·, t)‖L2()C2t−
3
2−N4 , ‖u3(·, t)‖L∞()C3t−N+32 ,
for all t > 1. Then, by (2.7), there exists a constant C3 such that
‖u3(·, t)‖L∞()C3t−N+32 , t > 1.
Furthermore, by Theorem 10.1 of Chapter 4 in [8], we have
‖∇ku3(·, t)‖L∞()C4t−N+32 , t > 1, k = 1, 2,
for some constant C4, and the proof of Lemma 6.1 is complete. 
Next we prove that the hot spots H(t) is uniformly bounded for all sufﬁciently
large t.
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Lemma 6.2. Let u be a solution of (1.1) under condition (1.2). Then there exists a
constant R > L such that
|H(t)| ≡ sup
y∈H(t)
|y|R, (6.4)
for all sufﬁciently large t.
Proof. By the deﬁnitions of ui and uk,j , we have
u(x, t) =
3∑
i=0
ui(x, t), uk(x, t) =
lk∑
j=1
Qk.juk,j (x, t), k = 1, 2. (6.5)
By (1.2) and (2.5), for any  > 0, there exists a constant R such that
|u(x, t)|t−N2 ,
for all x ∈  with |x|R(1+ t)1/2 and all sufﬁciently large t. Furthermore, by (4.1),
(5.5), (5.30), and (6.3), we have
lim
t→∞ t
N
2 u(x, t) = (4)−N2 m,
for all x ∈ . So there exists a constant C1 such that
|H(t)|C1(1+ t) 12 , (6.6)
for all sufﬁciently large t.
Let  be any sufﬁciently small positive constant. By (4.2), there exists a positive
constant C2 such that
ru0(x, t) − C2t−N+12 ,
for all x ∈  with (1+ t)1/2 |x|C1(1+ t)1/2 and all sufﬁciently large t. Then, by
(5.1), (5.6), and (6.3), we have
ru(x, t) − (C2/2)t−N+12 ,
for all x ∈  with (1+ t)1/2 |x|C1(1+ t)1/2 and all sufﬁciently large t. Therefore,
by (6.6), we have
|H(t)|(1+ t) 12 , (6.7)
for all sufﬁciently large t.
428 K. Ishige / J. Differential Equations 212 (2005) 394–431
On the other hand, by (4.3), for any C1 > 0, we take a sufﬁciently large R1 so that
we have
ru0(x, t) − C1t−N+22 ,
for all x ∈  with R1 |x|(1 + t)1/2 and all sufﬁciently large t. Then, by (5.1),
(5.6), and (6.3), there exist positive constants C2 and R2 such that
ru(x, t) − C2t−N+22 ,
or all x ∈  with R2 |x|(1+ t)1/2 and all sufﬁciently large t. Therefore, by (6.7),
we have
|H(t)|R2,
for all sufﬁciently large t, and the proof of Lemma 6.2 is complete. 
Proof of Theorem 1.1. By Lemma 6.2, there exists a constant R such that
H(t) ⊂ B(0, R),
for sufﬁciently large t. Put
p0 =
∫

(x) dx, pi =
∫

xi(x)
(
1+ L
N
N − 1 |x|
−N
)
dx, i = 1, . . . , N.
Then we may assume, without loss of generality, that p2 = · · · = pN = 0. Let  be a
positive constant such that Q1,1(x/|x|) = x1/|x|. Then, by (6.1), we have p0 = m0
and
p1 = 
∫

x21
|x|2 1,1(|x|)|x|
(
1+ L
N
N − 1 |x|
−N
)
dx = N−1c−11 a1,1 .
By (5.3), we have
2r u1,1(x, t) = −1(Nc21p1 + o(1))NLNr−(N+1)t−
N+2
2 +O(t−N+32 ),
2r u1,j (x, t) = o(1)NLNr−(N+1)t−
N+2
2 +O(t−N+32 ), j = 2, . . . , N,
for all x ∈  with |x|R and all sufﬁciently large t. Therefore, we have
|2r u1(x, t)|(Nc21p1 + o(1))NLNr−(N+1)t−
N+2
2 +O(t−N+32 ), (6.8)
for all x ∈  with |x|R and all sufﬁciently large t.
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Assume that
N2c21p1L
−1 < N
2
(4)−N/2p0. (6.9)
Then, by (4.5) and (6.8), there exists a positive constant C such that
2r {u0(x, t)+ u1(x, t)}  − Ct−
N+2
2 (1+ o(1)),
for all x ∈  with |x|R and all sufﬁciently large t. Therefore, by (5.6) and (6.3), if
p0 and p1 satisﬁes (6.9), then we have
2r u(x, t) − (C/2)t−
N+2
2 (1+ o(1)), (6.10)
for all x ∈  with |x|R and all sufﬁciently large t.
On the other hand, we have
c−21 =
∫
RN
|y|2e− |y|
2
2 (y) dy =
∫
RN
|y|2e− |y|
2
4 dy = 2N(4)N/2,
and see that the inequality p1 < Lp0 implies inequality (6.10). Therefore, by ru = 0
on , we have (1.6), and the proof of Theorem 1.1 is complete. 
Remark 6.1. By Remark 5.1, we obtain pi = lim
t→∞
∫

xiu(x, t) dx for all i = 1, . . . , N .
So we have limt→∞ C(t) = A.
Proof of Theorem 1.2. We use the same notations in the proof of Theorem 1.1, and
assume, without loss of generality, that p2 = · · · = pN = 0. We say x ∈ H(∞) if there
exist sequences {tn} ⊂ (0,∞) and {xn} ⊂  such that limn→∞ tn = ∞, xn ∈ H(tn),
and limn→∞ xn = x.
Let x ∈  such that dx ≡ 1− x1/|x| > 0. Then, for any sufﬁciently small  > 0, by
(5.2), we have
u1,1(x, t)
(
1− x1|x|
)
dx(A1,1,1 − )U(|x|)t−
N+2
2 > 0, (6.11)
∣∣∣∣u1,j (x, t) xj|x|
∣∣∣∣ U(|x|)t−N+22 , j = 2, . . . , N, (6.12)
for all sufﬁciently large t. By (5.31), (6.3), (6.11), and (6.12) there exists a constant
C1 such that
u(x˜, t)− u(x, t)C1t−N+22 > 0,
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for all sufﬁciently large t, where x˜ = (|x|, 0, . . . , 0) ∈ . Therefore, we have
H(∞) ⊂
{
x = (x1, 0, . . . , 0) ∈ 
}
. (6.13)
On the other hand, we have
ru1,1(x, t) = (Nc21p1 + o(1))(1− LN |x|−N)t−
N+2
2 +O(t−N+32 ),
for all x ∈  with |x|R and all sufﬁciently large t. and obtain
x1u1(x, t) = 12 (4)−
N
2 (p1 + o(1))(1− LN |x|−N)t−N+22 +O(t−N+32 ), (6.14)
for all x = (x1, 0, . . . , 0) ∈  with |x|R and all sufﬁciently large t.
We ﬁrst assume p1p0L and put r∗ = L(p1/p0). Then, for any  > 0, by (4.4),
(5.3), and p2 = · · · = pN = 0, there exist constants C2 and C3 such that
x1(u0(x, t)+ u1(x, t)) − C2(1− LN |x|−N)t−
N+2
2 < 0,
for all x = (x1, x′) with r∗ + x1R and |x′|C3 and all sufﬁciently large t.
Therefore, by (5.6) and (6.3), we have
x1u(x, t) −
C2
2
(1− LN |x|−N)t−N+22 +O(t−N+32 ) < 0,
for all x = (x1, x′) with r∗ + x1R and |x′|C3 and all sufﬁciently large t. This
inequality together with the arbitrariness of  implies that
H(∞) ⊂
{
x = (x1, 0, . . . , 0) ∈  : x1r1
}
. (6.15)
We next assume p1 > p0L, that is, r∗ > L. Then, for any sufﬁciently small  > 0,
by (4.4), there exist constants C4 and C5 such that
x1(u0(x, t)+ u1(x, t))C4(1− LN |x|−N)t−
N+2
2 > 0,
for all x = (x1, x′) with r∗ − 2x1 < r∗ −  and |x′|C5 and all sufﬁciently large
t. In a way similar to the above, we have
x1u(x, t)
C4
2
(1− LN |x|−N)t−N+22 > 0,
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for all x = (x1, x′) with r∗ − 2x1 < r∗ −  and |x′|C5 and all sufﬁciently large
t. This inequality together with the arbitrariness of  implies that
H(∞) ⊂
{
x = (x1, 0, . . . , 0) ∈  : x1r1
}
. (6.16)
Therefore, by (6.15) and (6.16), we have
H(∞) = (r∗, 0, . . . , 0),
and the proof of Theorem 1.2 is complete. 
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