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Chapter 1
Introductory part
1 Introduction
Pore pressure is defined as the fluid pressure in the pore space of the rock matrix. In a
geologic setting with perfect communication between the pores, the pore pressure is the
hydrostatic pressure due to the weight of the fluid. The pore pressure at depth z can then
be computed as
p(z) =
∫ z
z0
ρ(z)gzdz+ p0, (1)
where ρ(z) is the fluid density and g is the gravitational constant. p0 is the pressure at
depth z0, usually atmospheric pressure.
Hydrostatic pressure is often referred to as normal pressure conditions. Conditions that
deviate from normal pressure are said to be either overpressured or underpressured, de-
pending on whether the pore pressure is greater than or less than the normal pressure.
The term “geopressure” is often used to describe abnormally high pore fluid pressures.
The concept of abnormal pressure, especially geopressure, is most important in hydro-
carbon exploration and production. Drilling through geopressured zones is challenging,
and requires extra care. As fields have matured, there is a rising demand in the industry to
explore areas that previously were regarded as too technically challenging. This includes
deepwater areas, which are often associated with high pore pressures. Dutta (2002b)
reports that the industry will spend about $100 billion in hydrocarbon exploration and
production in deepwater areas over a five-year period, beginning in 2001. In the North
sea it is estimated that each deep-drilled well (high-temperature high-pressure well) on
average gives 2 kicks related to high pore pressures.
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Figure 1: Thin section of sandstone. The pore pressure is the
pressure in the pore space (blue color).
Knowledge of the pore pressure in an area is important for several reasons. In overpres-
sured zones, there is often little difference between the fluid pressure and the reservoir
fracture pressure. In order to maintain a safe and controlled drilling, the mud weight must
lie in this interval (i.e. between fluid pressure and fracture pressure). If a too low mud
weight is used (underbalanced drilling) while drilling through high pressure zones, there
is danger of well kicks. In rare cases one might encounter dangerous blowouts, although
the risk of this is significantly reduced the last decade thanks to modern equipment. If the
mud weight is too high, the fracture pressure is exceeded, and the drill pipe may be stuck.
In either case, valuable operation time is lost. On average a well kick will slow down the
drilling operation by 2 days, resulting economic loss. It is estimated that 50 % of the well
kicks encountered worldwide is due to high pressure (personal communication with Pål
Skalle, 2003).
Worldwide, about 1 in 100 kicks will give an uncontrolled blowout. This is clearly worse
than kicks that can be controlled with a proper blowout preventing equipment (BOP’s),
since it represents a direct health hazard to the drilling personel, and also a hazard to
expensive equipment. A famous example from the North Sea is the uncontrolled blowout
that occurred at the West Vanguard platform the sixth of October 1985. During a drilling
pause for pipe connection, gas from a shallow overpressured zone flowed with great
force up through the wellbore. Attempts to control the blowout did not succeed, and the
platform had to be abandoned under the roaring sound from the blowout. One man was
killed, and the material damage was enormous (NOU(1986:16), 1986).
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Based on the previous, it is no surprise that research on pressure control and pressure
prediction is of great interest to the industry. However it is also important for other rea-
sons. Knowledge of pore pressure can help in estimating the effectiveness of hydrocarbon
seals, finding migration pathways, basin geometry and provide input for basin modeling
Dutta (2002b).
The dominant methods for evaluating pore pressures come from measurements at the
wellbore. Repeat formation tester tools (RFT’s) offer a direct measurement of the pore
pressure in permeable formations. In impermeable formations such as thick shales, the
pore pressure may be estimated based on well logging methods and from drilling param-
eters such as penetration rate and mud weights. However, such measurements are highly
uncertain.
Although well data can be used to predict pore pressures at some distance from a well,
it is of interest to use other methods for evaluating the pore pressure. After all, well data
only provide measurements along the well path. An alternative method comes from basin
modeling, which can provide information on how the pore pressure has developed over
geological time. However, the results from basin modeling are critically dependant on
the input parameters (Borge, 2000). Methods based on seismic data are attractive because
the seismic velocities depend on pore pressure. Thus, seismic data, in theory, provide a
measurement of the pore pressure. The use of seismic data to estimate pore pressures is
the main topic of this thesis.
2 Basic concepts
High pore pressures have been observed at drilling sites all over the world, both on- and
offshore. The frequently encountered overpressures in the Gulf of Mexico have been
particularly well studied and observed, since this is an important area of hydrocarbon
production, but the phenomenon have been observed in many other places, including the
North Sea, the Caspian Sea, Pakistan and the Middle East (Fertl, 1976). The nature and
origin of pore pressures are manifold and complex. The demands for better understanding
and pre-drill prediction of pore pressure are substantial. The industry spends considerable
sums on research, and the efforts have paid off.
In order to investigate the nature of abnormal pore pressures some practical definitions
have been made. The overburden pressure is defined as the combined weight of sediments
and fluid overlying a formation. Mathematically, the overburden pressure can be defined
as
S(z) =
∫ z
z0
ρ(z)gdz, (2)
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where
ρ(z) = φ(z)ρ f (z)+(1−φ(z))ρm(z). (3)
In equation (3), φ is the porosity, while ρ f and ρm are the fluid and rock matrix densities,
respectively. If the density is known, the overburden pressure can be measured.
The effective pressure is defined as
pe = S−np, (4)
where p is the pore fluid pressure, and n is called the Biot coefficitent. For static com-
pression of the rock frame, the Biot coefficient is defined as (Fjær et al., 1989)
n = 1− K f r
Ks
, (5)
where K f r is the bulk modulus of the rock frame and Ks is the bulk modulus of the
mineral that the rock is composed of. For soft materials, n = 1.
It is also convenient to define the pressure gradient G, which strictly speaking is not
really a gradient, but an engineering term. The pressure gradient is simply defined as the
ratio of pressure to burial depth. Pressure gradients can describe both overburden, fluid
and effective pressures. As an example, in the Gulf of Mexico, the overburden gradient
is found to be very close to 1 psi/ft, while normal pressure conditions (i.e. hydrostatic
pressure) correspond to a fluid pressure gradient of about 0.465 psi/ft (Dutta, 1987).
From the definitions above it is clear that a high pore pressure will give a correspondingly
low effective pressure. The degree of overpressure may in extreme cases be such that
the effective pressure equals zero, and in some rare cases even is less than zero. Table
1 summarizes degrees of pressures encountered based on experience from the Gulf of
Mexico, as given in Dutta (1987).
Table 1: Geopressure characterization according to Dutta (1987).
Fluid pressure Geopressure
gradient (Psi/ft) characterization
0.465 < G < 0.65 soft or mild
0.65 < G < 0.85 intermediate or moderate
G > 0.85 hard
According to Fertl (1976), all occurences of overpressure in the subsurface are associated
with a permeability barrier, that simultaneously acts as a pressure barrier. This barrier
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prevents fluid to flow along a pressure gradient. The nature of such a seal can differ
greatly at different localities. Low permability shales have often been observed to act as
pressure barriers, but also faults can form such barriers.
The processes in which high pressures develop in the vicinity of the pressure barriers are
complex. Smith (1971) describe how high pressures can develop in areas where there
have been a rapid deposition of sediments, allowing seals to form before excess fluid
has escaped from deeper layers. The increasing weight of the overburden will tend to
decrease the porosity, and hence the pore space. However, if the formation is sealed, the
fluid has nowhere to escape and starts to carry some of the weight of the overburden.
The result is that the fluid pressure is increased. This process is often termed “undercom-
paction” or “compaction disequillibrium”, and is one of the major causes of abnormally
high pore pressures (Dutta, 2002b).
Tectonic activity may also cause high pressures. Physical deformation of geologigal
formations may for instance change the volume in which the sealed-off pore fluid exist,
thus changing the pressure. Salt diapirism is an example of physical deformation of the
subsurface. Areas where salt tectonism is frequent are often associated with high pore
pressures (e.g., Gulf of Mexico).
High pressures may also develop as a result of chemical processes in the rock or pore
fluid. These processes can be triggered at a certain temperature. For instance, it is an ac-
cepted view that high pressures may develop as a result of clay dehydration. At a certain
temperature, water which is chemically bonded in the clay may dissolve and become part
of the pore fluid. Free water molecules occupy more space than water molecules bonded
in the clay, and as a result the pore pressure increases. Another cemical/temperature
controlled pressure generating mechanism is quartz cementation, although the latter is
debated.
Often, abnormally high pressures are not due to a single mechanism alone, but a combi-
nation of two or more mechanisms.
3 Seismic pore pressure prediction
The concept of pore pressure prediction from acoustic data was explored already in the
1960’s. Pennebaker (1968) was among the first to describe a method for predicting pore
pressures from sonic log data. Eaton (1972) presented a mathematical expression which
related sonic traveltimes to pore pressure. Reynolds (1970) described how velocities
derived from seismic data could be used for pore pressure. All methods take advantage
of the fact that sonic velocities depend on the effective pressure, and hence the pore
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pressure.
The relation between effective pressure and velocity depend heavily on the texture and
mineral composition of the rock. For instance, for unconsolidated sandstones, the P-wave
velocity vary significantly with effective pressure (Domenico, 1977). The mechanism
thought to be important here is the strengthening of grain contacts with increasing effec-
tive pressure. When applying external load to unconsolidated sand, the contacts between
the individual grains become stronger. Thus the stiffness of the sand is increased. This
leads to an increased P-wave velocity (Mindlin and Deresiewicz, 1953). On the other
hand, velocities in consolidated rocks may also vary significantly with pressure. This is
not due to strengthening of grain contacts, but rather to microscopic cracks in the rock.
When applying external pressure, these cracks tend to close, thus creating contacts at the
crack surfaces. As a result, the P-wave velocity increases. However, for consolidated
rocks with little cracks, the velocities may not vary very much with pressure. In fact it
can be shown (Dvorkin et al., 1991) that a granular rock with cemented grain contacts,
have no pressure dependence at all.
The cause of geopressuring may be significant for discriminating between normal and
high pore pressure based on seimic velocities. In the previous section, undercompaction
was mentioned as one of the most important geological processes for buildup of abnor-
mally high pore pressures. A consequence of undercompaction is that the porosity of the
sediments is preserved. This means that undercompacted sediments are more porous than
compacted sediments. The porosity is one of the key factors determining the velocity of
a rock. Both theoretical considerations and experiments show that seismic velocities in
general decrease with increasing porosity. Thus, undercompacted sediments tend to have
lower velocities than compacted sediments. In cases where the cause of geopressuring
is due to other geological processes, the porosity does not have to be abnormally high.
However, the mechanisms mentioned above (contact stiffness and microcracks) may still
influence the velocity.
4 Motivation for the thesis
Pore pressure estimation from seismic data is a multidisciplinary subject that require in-
timate knowledge of seismic data processing as well as an understanding of rock physics.
The key parameters for seismic pore pressure prediction are the P-wave and S-wave ve-
locities (Vp and Vs). All pore pressure prediction work rely on a direct or indirect relation-
ship between pore pressure and Vp, Vs, or both. Therefore, a crucial part of pore pressure
estimation from seismic data is to obtain accurate velocity information. This has been
the focus for much of the published litterature on this subject.
We may separate velocity analysis techniques into traveltime-based methods and amplitude-
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based methods. Methods based on seismic traveltime take advantage of the fact that the
time it takes for a seismic wave to pass through a medium is determined by the velocity
of the medium. Modern teqhniques involving velocity analysis on 3D prestack migrated
seismic data and traveltime tomography are capable of producing high-resloution veloc-
ity fields suitable for pore pressure prediction.
Amplitude-based methods take advantage of the fact that the strength of the reflection
amplitudes depend on the velocity contrasts. The advantage of using seismic ampli-
tudes for velocity determination is that we obtain the interval velocities near the seismic
reflector. This is in contrast to the velocities obtained with conventional velocity analy-
sis, which must be converted to interval velocities before the pore pressure is estimated
(Dutta, 2002b). In addition, velocities derived from seismic amplitudes have higher tem-
poral resolution than velocities derived from traveltimes. Both prestack seismic data and
stacked seismic data can be used for velocity determination from amplitudes. State-of-
the-art techniques like, for instance, presatck amplitude inversion can give velocities with
high temporal resolution, suitable for pore pressure prediction.
While both traveltime- and amplitude-based methods have been used for pore pressure
estimation, there has been little focus on combining information from traveltime and
amplitudes. Uncertainties are inherent in seismically derived velocities. Hence, it may
be impossible to draw conclusions based on one set of velocity data. Adding a second set
of indepentent measurements can increase the confidence. In the first three papers of this
thesis, it is shown how seismic pore pressure estimation can benefit from using seismic
amplitudes as well as traveltime. The processing thecnique used for this purpose are
conventional velocity analysis and analysis of peak amplitudes extracted from seismic
data.
In order to obtain an estimate of the pore pressure from seismic velocities, one must know
how the velocities are influenced by pore pressure. As discussed in the previous section,
there are several mechanisms that determine the dependency of seismic velocities on
pore pressure, and both lithology and cause of geopressuring is important. Thus, for pore
pressure prediction, it is necessary to have good knowledge of the local geology.
Repeated (time-lapse) seismic data offer a unique possibility to obtain knowledge of how
the local lithology respond to different pore pressures. Knowledge of how the pore pres-
sure has changed over time, combined with analysis of time-lapse seismic data gives
insight in how velocities are affected by pore pressure on a seismic scale. Time-lapse
seismic data are used in four out the five papers presented in this thesis. The first two
time-lapse papers show how the sensitivity of seismic velocities to pressure can be de-
termined from repeated seismic data. This knowledge can be used to estimate the pore
pressure in undrilled prospects in the area. The last two time-lapse papers are more gen-
eral processing papers, where the focus is on how we can estimate velocity changes in a
time-lapse seismic data set.
8 Organisation of the thesis
In an exploration setting,we rarely have the possibility to use time-lapse seismic data
in order to find the relation between pressure and velocities. One of the papers in the
thesis focuses on how we can obtain a rock physics model for pore pressure estimation in
this case. By using well data, we obtain a model that can be used to determine the pore
pressure both conventional velocity analysis and amplitude analysis.
As mentioned in the introductory part, there are two basic seismic attributes that contain
information on the seismic velocity; traveltime and seismic amplitude. Velocities ob-
tanied from seismic traveltime have low temporal resolution, typically 2-4 Hz according
to (Dutta, 2002b). The reason for this is that a reflected seismic wave must pass trough
the rocks overlying the relfecting interface before it is recorded at the subsurface. Natu-
rally, the propagation velocity is not constant in these overburden rocks. As the geology
varies, so does the velocity of the seismic wavefront. Thus, the recorded traveltime for a
particular seismic event only give a measure of the average propagation velocity of the
seismic wave. This velocity is often referred to as the stacking velocity, because it is used
to produce the best image in a seismic stack. However, it is not a velocity in the true
physical sense. It does not give the propagation velocity of the seismic wavefront in any
of the particular geological layers (rock velocity) that the wave went through.
In order to deduce the rock velocity, one usually thinks of the the earth as divided into
discrete layers. If the rock velocity in the N upper layers is known, and if the stacking
velocity at the reflection time of layer N +1 is known, one can obtain the rock velocity of
layer N +1 from these quantities (Dix’ equation). This way one can obtain rock velocities
in a top-down procedure, starting with a stacking velocity field ant the rock velocity of
the uppermost layer.
5 Organisation of the thesis
The thesis consist of 8 chapters, including this introductory part. The main part of the
thesis is organized into five independent papers. The papers are given as individual chap-
ters, and are organized sequentially, starting at chapter 3. The first paper (chapter 3) is
entitled “Pore pressure detection sensitivities tested with time-lapse seismic data”. It was
submitted to Geophysics in June 2003, and was accepted for publication in december
2004. In this paper we use time-lapse seismic data from the Gullfaks Field in the North
Sea to estimate velocity changes in a hydrocarbon reservoir as a result of a pore pressure
increase.
The second paper (chapter 4) is entitled “Pore pressure prediction at Haltenbanken”. The
topic of this paper is pore pressure prediction across sealing faults using velocity analysis
and amplitude analysis. We use a dataset from Haltenbanken in the Norwegian Sea to
demonstrate the method.
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The third paper (chapter 5) is entitled “Pore pressure prediction - what can we learn
from 4D?” This paper was published in Recorder, the journal of the Canadian Society of
Exploration Geophysicists (CSEG). The primary author of this paper is Professor Martin
Landrø, Dept. of petroleum engineering and applied geophysics, Norwegian university
of science and technology. In this paper an amplitude-based approach of pore pressure
prediction across faults is presented.
The fourth paper (chapter 6) is entitled “A spectral ratio method for time-lapse seis-
mic monitoring on the Gullfaks Field”. In this paper we use a special technique of
convolution-deconvolution in the f-k domain to estimate time-lapse changes in the re-
flectivity at interfaces. We use an example from the Gullfaks Field to demonstrate the
method.
The fifth paper (chapter 7) is entitled “Discrimination of phase and amplitud attributes
in time-lapse seismic streamer data”.. This paper was submitted to Geophysics in june
2003, and is currently in a review process. The primary author of this paper is dr. Jesper
Spetzler, who is currently working as a Post. Doc. Researcher at the Technical University
of Delft, Netherlands. In this paper, we demonstrate a method for detecting changes in a
time-lapse seismic dataset.
For completeness I have added a modeling chapter aimed to explain some of the basic
physics of seismic pore pressure prediction using seismic amplitude analysis with offset
(chapter 2), and a closing chapter (chapter 8).
Chapter 2
Seismic amplitudes in pore pressure
prediction
As mentioned in the introductory part, there are two basic seismic attributes that contain
information on the seismic velocity; traveltime and seismic amplitude. Velocities ob-
tained from seismic traveltime have low temporal resolution and do not measure the true
propagation velocity of the seismic wave. Seismic amplitudes, on the other hand, depend
on the reflection coefficient of a contrast in the subsurface, which is directly related to
the propagation velocity of the seismic wave. However seismic amplitude analysis is also
less robust than velocity analysis based on traveltime. In this chapter, we study how pore
pressure affect seismic amplitudes.
The value of seismic amplitudes for pore pressure prediction can be motivated by the
limitations of conventional traveltime based velocity analysis. The traveltime t0 at normal
incidence and the traveltime t at some offset x, and can be related to seismic velocity
through
t2 = t20 +
x2
V 2
. (1)
Equation (1) is often referred to as the normal moveout (NMO) equation. The velocity
V is the average velocity between the surface and the depth of the seismic reflector. The
residual moveout is given by ∆t = t− t0 and is known from the seismic. In velocity anal-
ysis, one chooses the velocity that gives the best estimate for ∆t. However, the velocity
in equation (1) is not suitable for pore pressure prediction. For this purpose we need the
true propagation velocity of the seismic wave. One can obtain an estimate for the true
propagation velocity by assuming that the earth is divided in discrete layers with constant
velocity. If the propagation velocity in layer i is given by vi, and the internal traveltime is
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given by ti, then the rms velocity down to the base of layer N can be written as
Vrms =
ΣNi=1v
2
i ti
ΣNi=1ti
. (2)
Equation (2) is the well known Dix’ equation. The Vrms typically differs from the velocity
V in equation (1) by only a few percent. Hence, by assuming V = Vrms, one can obtain
estimates for the interval velocities vi by using equation (2) recursively.
Equation (1) is valid only for a horizontally layered isotropic earth and straight raypaths.
Velocity analysis software uses complex mathematical tools to compensate for dip and
curvature in the subsurface, and for raypath bending. It is also possible to correct for
velocity anisotropy. However, these corrections require that we know the velocity field
in advance. This can be solved by using velocities from equation (1) as input, and then
repick velocities in order to repeat the process until a satisfactory result is obtained. Ve-
locity anisotropy can be estimated e.g., from VSP data. This way one can obtain a robust
velocity field. However, the velocities obtained in this manner have a low temporal reso-
lution. It is not feasible to simply increase the number of layers N in equation (2) in order
to increase the resolution. As is shown in Chapter 3 of this thesis, the layers must be of
a certain thickness in order to get reliable interval velocities. The temporal resolution of
interval velocities from conventional velocity analysis is typically 2-4 Hz, according to
Dutta (2002b). This normally corresponds to intervals thicker than 200 m.
The relative success of velocity analysis for pore pressure prediction can be explained by
the nature of abnormally high pore pressures in shale. When overpressure is generated by
disequilibrium compaction, as explained in Chapter 1, the thickness of the overpressured
zone may extend over several hundreds of meters, more than enough to detect by con-
ventional velocity analysis, provided that the overpressure is accompanied by a sufficient
reduction in velocity. However, it is widely recognized that overpressures can exist in
isolated zones, too thin to detect by conventional velocity analysis. For instance, severe
overpressures can be found in shallow gas pockets only tens of meters thick. Another in-
teresting example is overpressure generated by fluid injection in hydrocarbon reservoirs.
In these cases, seismic amplitude analysis can serve as a tool for pore pressure prediction.
We separate between prestack and poststack seismic amplitude analysis. In poststack
amplitude analysis we assume normal incidence seismic waves. This is well suited for
estimation of the acoustic impedance. Prestack amplitude analysis uses the variation of
amplitude with offset (AVO) to obtain elastic parameters. The resolution of elastic pa-
rameters derived from seismic amplitude analysis is limited by the seismic bandwidth.
Thus, it is possible to obtain velocities at a much finer scale than with conventional ve-
locity analysis. However, seismic amplitude analysis is also less robust than conventional
velocity analysis. The signature of a recorded seismic event is affected by everything that
the wave has passed through on its way from source to receiver.
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1 Theory
The concept of seismic amplitude analysis is based on the fact that seismic amplitudes
carry detailed information on subsurface rock properties. True rock velocities can, in
principle, be deduced from seismic amplitudes.
In the idealized case of a plane wave incident on a horizontal interface separated by two
homogeneous media, the PP reflection coefficient is given by Zoeppritz’ equations (see
e.g. Aki and P, 1980). An approximation for the PP reflection coefficient can be written
(Smith and Gidlow, 1987):
RPP(θ) =
1
2
(
∆Vp
Vp
+
∆ρ
ρ
)
−2V
2
s
V 2p
(
∆ρ
ρ +2
∆Vs
Vs
)
sin2 θ+ ∆Vp
2Vp
tan2 θ, (3)
where θ is the incidence angle, and ∆Vp/Vp, delta Vs/Vs, and ∆ρ/ρ are the contrasts in
P-wave velocity, S-wave velocity and density across the interface.
Equation (3) can be written as:
RPP = R0 +Gsin2 θ, (4)
where
R0 =
1
2
(
∆α
α
+
∆ρ
ρ
)
G =−2 β
2
α2
(
∆ρ
ρ +2
∆β
β
)
+
1
2
∆α
α
tan2 θ
sin2 θ
(5)
Equation (4) is often called the “two term AVO equation” and is attractive because it is
linear in sin2 θ. Equation (4) is the starting point for conventional AVO analysis. From
the parameters R0 and G, called the AVO intercept and gradient, it is possible to deduce
elastic parameters.
It is not straightforward to estimate R0 and G from seismic prestack data. An obvi-
ous limitation is noise in the seismic data, which inherently will introduce uncertainties.
However, let us for the moment assume that we can get reliable estimates for R0 and G.
The question of how there quantities are affected by pore pressure still remains.
There are many factors that determine the elastic parameters of a rock. Most important
are the properties of the rock frame, or skeleton, such as mineralogy and porosity. These
properties do not depend on the external conditions of the rock. However, the external
conditions also contribute significantly to the elastic parameters. For instance, pore pres-
sure affects the P- and S-wave velocity, while fluid saturation affects the P- wave velocity
and the density. In order to predict pore pressure from seismic amplitude data, it is useful
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to know how different external conditions affect the seismic reflectivity. Furthermore,
there are properties of a rock that are not taken into account in equation (3), but which
still may affect the reflectivity. Anisotropy and anelasticity are examples of such prop-
erties. In order to see how we can separate pore pressure from fluid saturation, and how
anisotropy and anelasticity affect the reflectivity, we have performed seismic modeling
with a series of models.
2 AVO modeling
As a reference model, we assume a one-dimensional two-layer model with a cap rock
(shale) overlying a reservoir (sandstone). Initially, the reservoir is 100% oil saturated.
Both the cap rock and the reservoir are normally (hydrostatic) pressured. Furthermore,
we assume that the rocks of the reference model are isotropic and homogeneous. The
elastic parameters are are given as Model 1 in Table 1.
Seismic modeling is done using a coarse finite-difference scheme (Holberg, 1987). This
enables us with great flexibility to model different cases. In the modeling , we only record
the P-waves in order to simulate a marine seismic experiment. The maximum incidence
angle considered is approximately 30 degrees, which is about the maximum angle for
which the approximation in equation (3)is valid.
An NMO-corrected synthetic seismogram for the reference model is shown in Figure 1.
From this seismogram, we extract the peak amplitudes along the reflector. The extracted
amplitudes are scaled by a constant factor, such that the scaled amplitude at zero offset
equals the theoretical reflection coefficient at zero offset. This way, the scaled amplitudes
for all offsets are assumed to represent the true reflection coefficient. From the scaled
amplitudes, we can calculate values for R0 and G in equation (4). Figure 2 shows a plot
of the scaled amplitudes (reflection coefficient) versus sin2 θ. Linear regression on the
scaled amplitudes give R0 = 0.029 and G =−0.21. This is close to the theoretical values
estimated from equations (5), which is R0 = 0.029 and G =−0.24. The small discrepancy
for G can probably be explained by the fact that equation (4) only is an approximation to
the true reflection coefficient.
In order to simulate variations in rock properties, we introduce perturbations to the refer-
ence model. Seismic modeling is carried out with the perturbed model, and values for R0
and G are estimated. We consider in all 14 different cases, including the reference model.
First, we study the effect of pore pressure alone on seismic amplitudes. Next, we include
the effect of variations in fluid saturation, anisotropy and attenuation.
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Figure 1: Seismogram showing NMO-corrected prestack
seismic data computed from the reference model.
Figure 2: Estimated reflection coefficients from the synthetic seismic
shown in Figure 1. The AVO parameters R0 and G are computed from
linear regression on the data.
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2.1 Pore pressure
Based on ultrasonic measurements on core plugs, Eberhart-Phillips et al. (1989) pre-
sented expressions relating effective pressure to seismic velocities for sandstones. Al-
though these expressions by no means are valid for all types of sandstone, we will assume
that the reservoir sandstone (layer 2) in our model obey these expressions.
Figure 3 shows the relative change in P-wave velocity as function of effective pressure,
calculated from the expressions given by Eberhart-Phillips et al. (1989). The curve is nor-
malized to 40 MPa, which we will assume corresponds to normal (hydrostatic) pressure
conditions.
0 5 10 15 20 25 30 35 40
0.75
0.8
0.85
0.9
0.95
1
1.05
1.1
Effective pressure (MPa)
∆ 
V/
V
Figure 3: Relative change in P-wave velocity vs. effective
pressure. The curve is computed from expressions given in
Eberhart-Phillips et al. (1989) with the assumption that the P-
wave velocity at 40 MPa effective pressure is 2600 m/s.
As a first perturbation to the reference model, we assume that the pore pressure in the
reservoir sandstone is 10 MPa above normal. This corresponds to a reduction in P-wave
velocity of 2.2%, according to figure 3. We will assume that the relative reduction in
S-wave velocity as a result of 10 MPa overpressure is identical to the reduction i P-wave
velocity, i.e., 2.2%. This assumption is used extensively throughout this thesis, and it is
therefore interesting to see what kind of error we can expect. The density is assumed to
be insensitive to pore pressure changes, and is therefore kept constant in this model. The
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elastic parameters for this model are given as Model 2 in table 1.
Next, we increase the overpressure to 25 MPa above normal. This gives a reduction in
P-wave velocity of 12 % according to figrue 3. The V p/V s ratio is still assumed to be
constant with pressure, and the density is unchanged. The elastic parameters for this case
are given as Model 3 in Table 1.
(Eberhart-Phillips et al., 1989) also gave expressions relating S-wave velocity to effec-
tive pressure. Figure 4 shows the V p/V s ratio vs effective pressure calculated from the
expressions for P- and S-wave velocity. We have set the Vp/Vs ratio at 40 MPa to 1.73,
corresponding to our reference model (Model 1). We construct a new model (Model 4)
with 25 MPa overpressure, and where the V p/V s ratio varies according to figure 4.
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Figure 4: Vp/Vs ratio vs. effective pressure. The curve is com-
puted from expressions given in Eberhart-Phillips et al. (1989)
with the assumption that the V p/V s ratio at 40 MPa is 1.73
Finally, we consider the possibility of an overpressured cap rock as well as an overpres-
sured reservoir. Figure 5 show the relative change in P-wave velocity as function of
effective pressure used for the cap rock. This figure is representative for ultrasonic mea-
surements on a shale sample by Jonston (1987). However, it is not thought to describe a
general behaviour of velocities with pressure in shale. Again, we assume an overpressure
of 25 MPa and a constant V p/V s ratio with pressure. The elastic parameters are given as
Model 5 in table 1.
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Figure 5: Relative change in P-wave velocity vs. effective
pressure used for cap rock. The circles represent points mea-
sured by Jonston (1987), while the dotted line is a freehand
“regression line”.
Table 2: Fluid properties used for fluid substitution
Bulk modulus (GPa) Density /kg/m3
Oil 1.5 800
Water 2.3 1000
Gas 0.25 300
2.2 Fluid saturation
The Biot-Gassmann equations (see e.g. Mavko et al., 1998) are commonly used to pre-
dict changes in elastic parameters as a result of change in fluid content. We use these
equations to construct models where the oil in the reference model is replaced by either
oil or gas. It is mainly the P-wave velocity and the density that are sensitive to the type of
pore fluid. The S-wave velocity is less affected. We only consider fluid substitution in the
reservoir sandstone. The porosity is set to 20%. The fluid parameters necessary to per-
form fluid substitution with the Biot-Gassmann equations are bulk moduli and densities
of oil, water and gas. The parameters we have used are given in Table 2.
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First, we consider the case where the oil has been replaced by water. For simplicity, we
let the water saturation after fluid substitution be 100%. The elastic parameters for the
water-saturated model are given as Model 6 in Table 1.
Next, we consider the case where the oil has been replaced by gas. Here, we assume
that the gas saturation after fluid substitution is 100%. The elastic parameters for the
gas-saturated model are given as Model 7 in table 1
2.3 Anisotropy
While we often idealize the earth as being isotropic, it is almost never the case. Anisotropy
means that the propagation velocity of the seismic wavefront depend on the direction of
propagation. We consider only weak anisotropy in a transversely isotropic medium. In
this case, the degree of anisotropy can be described by Thomsen’s parameters ε, δ and γ
(Thomsen, 1985). Since we do not record S-waves, we let the parameter γ = 0. This will
not affect the results.
We restrict ourselves to the case of an anisotropic cap rock. Carcione et al. (1998) pre-
sented anisotropy parameters for Kimmeridge Shale in the North Sea. From this we esti-
mate reasonable ranges for the anisotropy parameters to be approximately 0.1 < ε < 0.5
and −0.1 < δ < 0.1. We consider three cases with anisotropic cap rock.
First, we let the anisotropy be fairly moderate with ε = 0.1 and δ = 0. The P-wave and
S-wave velocity and the density is kept as in the reference model. This is given as Model
8 in Table 1.
Next, we let ε = 0.5 and δ = 0.1. This corresponds to a relatively significant anisotropy
in the cap rock. This is given as Model 9 in Table 1.
Finally, we consider the case where the reservoir is overpressured 25 MPa above normal
and with ε = 0.5 and δ = 0.1. This is given as Model 10 Table 1.
2.4 Attenuation
As a seismic wave propagates through the earth, some of its energy is transferred to heat.
This phenomenon is known as seismic attenuation. Some of the mechanisms contribut-
ing to attenuation are described by H et al. (1979). The amount of attenuation is often
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described by the quality factor Q, which is defined as
Q = 2pi∆E
E
, (6)
where ∆E/E is the fraction of energy lost per cycle. The quality factor varies for different
lithologies, and it has been reported (Carcione et al., 1998) that contrasts in quality factors
may affect the seismic reflectivity.
In the seismic modeling, we consider four different cases of attenuation. We use quality
factors ranging from 5 (high attenuation) to 300 (low attenuation). This is approximately
the range used by L and R (1994) for synthetic modeling.
First, we consider a case with low attenuation, but with a contrast in quality factor be-
tween the cap rock (Q = 300) and the reservoir sandstone (Q = 50). The parameters,
including quality factors for this model are given as Model 11 in Table 1.
Next, we increase the contrast by letting the attenuation in the reservoir be higher (Q = 5).
This is given as Model 12 in Table 1.
Next, we also let the attenuation in the cap rock be high (Q = 10 while we still let Q = 5
in the reservoir. Thus, we decrease the contrast in attenuation. This is given as Model 13
in Table 1.
Finally, we keep the quality factors as in model 13, but increase the pore pressure bu 25
MPa in the reservoir. This is given as Model 14 in Table 1.
3 Results
In Table 3 we have summarized values for R0 and G found for each of the models, along
with the change in R0 and G compared with the reference model (Model 1). Plots similar
to Figures 1 and 2 are given in appendix A.
We may attempt to see what separates pore pressure from the other rock properties by
constructing plots of ∆R0 versus ∆G. For instance, it can be seen that if the pore pres-
sure in the reservoir increases while the pore pressure in the cap rock is kept constant,
∆R0 < 0 while ∆G > 0. Furthermore, it seems like |∆R0| is of the same order of mag-
nitude as |∆G|, although for the case of varying V p/V s ratio with pressure, the change
in AVO gradient is somewhat larger. For the case of overpressure cap rock as well as
overpressured overburden, both |∆R0| and |∆G| are small, indicating that pore pressure
will be difficult to detect from seismic amplitudes in this case.
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Table 3: AVO parameters from synthetic modeling
R0 G ∆R0 ∆G
Model 1 0.029 -0.21
Model 2 0.018 -0.19 -0.011 0.01
Model 3 -0.035 -0.14 -0.064 0.07
Model 4 -0.035 -0.09 -0.064 0.012
Model 5 0.018 -0.19 -0.011 0.02
Model 6 0.059 -0.16 0.03 0.05
Model 7 -0.035 -0.26 -0.064 -0.05
Model 8 0.029 -0.22 0.0 -0.01
Model 9 0.029 -0.29 0.0 -0.08
Model 10 -0.034 -0.18 -0.063 0.03
Model 11 0.029 -0.21 0.0 0.0
Model 12 0.029 -0.27 0.0 -0.06
Model 13 0.027 -0.084 -0.006 0.13
Model 14 -0.034 -0.04 -0.063 0.17
Fluid substitution seems to differ from pore pressure in the AVO parameters R0 and G.
For substitution of oil with water, we find ∆R0 > 0 and ∆G > 0. For substitution of oil
with gas, we find ∆R0 < 0 and ∆G < 0. Thus, a way to separate pore pressure effects
from fluid effects can be to determine in which quadrant ∆R0 and ∆G plots. Although
we have modeled for only two cases of fluid substitution, we are fairly confident of the
effect of pore fluid on seismic amplitudes. For instance, substitution of 100% oil with,
say, 60% water and 40% oil, will have the same qualitative effect on the elastic param-
eters, and hence on ∆R0 and ∆G as substitution of 100% oil with 100% water. Figure 6
gives a schematic overview of the effects of fluid saturation and pore pressure on seismic
amplitudes.
For anisotropy and attenuation it is not straightforward to predict in which quadrants ∆R0
and ∆G plot. Although we notice a slight decrease in ∆G as a result of increasing the
anisotropy parameter ε (Models 8-9), we have not modeled enough cases with variation
of the anisotropy parameters and quality factors conclude that anisotropy and attenuation
have distinct AVO signatures. However, it is interesting to see what kind of errors we
make if we do not take these properties into account.
As is evident from the results of modeling with models 8-14, anisotropy and attenuation
may lead to significantly different values for the AVO parameters than in cases where
these effects are not present. This, in turn, may lead to wrong estimates of the elastic
parameters. The AVO intercept,R0 is not considerably altered, because we have scaled
the zero offset amplitude to the zero offset reflection coefficient. However, there are
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Figure 6: Schematic plot of the effect of pore pressure and
fluid substitution on R0 and G. The arrows indicate how the
different reservoir reservoir conditions affect the AVO signal.
Note that this is only valid for the top reservoir interface.
significant differences in the AVO gradient G.
Comparing the AVO intercept and gradient of the Models 8-14 with the reference model
is interesting to see what anisotropy and attenuation does to toe seismic reflectivity.
However, for pore pressure prediction, it is more relevant to compare a normally pres-
sured model to an overpressured model with the same anisotropy or attenuation parame-
ters. The difference in AVO gradient and intercept between Models 9 (normal pressure,
anisotropic) and 10 (overpressure, anisotropic) gives ∆R0 =−0.063 and ∆G = 0.11. The
value for ∆G is different from the value obtained with no anisotropy present (0.07), but
is qualitatively in agreement with Figure 6. A similar comparison of Models 13 (nor-
mal pressure, attenuation) and 14 (overpressure, attenuation) give ∆R0 = −0.061 and
∆G = 0.08, again in agreement with Figure 6. Thus, predicting changes in pore pres-
sure may be possible in cases with significant anisotropy and attenuation. However, it is
important that we compare seismic data from formations with similar anisotropy and/or
attenuation parameters.
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4 Discussion and conclusions
Through synthetic modeling we have seen that pore pressure may affect the seismic re-
flectivity, but that also fluid saturation, anisotropy and attenuation are important. We have
not by far covered all possible cases. However, we do see a general pattern which makes
it possible to separate between pore pressure and pore fluid effects (Figure 6).
In the case where both the cap rock and the reservoir was overpressured, the change in
reflectivity from the reference model was small. This is expected, since the reflectivity
depends on the contrast in elastic parameters. When we increase the pressure in both the
cap rock and the reservoir, the change in contrast is smaller than if we change the pressure
in just one layer. However, this does not necessarily mean that it is impossible to detect
abnormal pressures if both the cap rock and the reservoir is overpressured. The change in
contrast across the reflecting interface is governed by the pressure-velocity relationships
in the cap rock and the reservoir. I
Anisotropy and attenuation do affect the AVO parameters R0 and G, and hence elastic
parameters extracted from them. However, changes in R0 and G due to pore pressure
are not significantly affected. For instance, comparing two models with attenuation gave
approximately the same pressure effect on R0 and G as comparing two models without
attenuation.
The knowledge of how the AVO parameters change with pressure and saturation is very
useful from seismic reservoir monitoring (time lapse seismic). In time lapse seismic
experiments, we are interested in changes in elastic parameters over time. In this case,
the baseline survey serves as a reference, and it is possible to estimate changes in the
AVO parameters R0 and G. In this case, we are comparing seismic data from the same
location, we can be confident that the lithology does not change between the two surveys.
Hence, time lapse changes in the seismic data are likely to be due to a change in external
conditions like fluid saturation and pore pressure.
In an exploration setting, however, it is not obvious how we can use the knowledge of
how AVO parameters change with saturation and pressure. How do we compute a change
in the parameters R0 and G if we have only one seismic dataset? One possible solution
is to compare seismic amplitude data across fault planes. If the lithologies at both sides
of the fault are comparable, we may get reasonable estimates for ∆R0 and ∆G across the
fault plane. Thus, we may use seismic amplitudes to predict pore pressure across faults.
However, since we normally have limited control of the lithology in an exploration case,
the uncertainties will inherently be larger than in a time lapse setting.
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A Modeling results
(a)
(b)
Figure 7: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 2. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 8: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 3. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 9: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 4. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 10: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 5. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 11: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 6. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 12: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 7. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 13: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 8. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 14: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 9. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 15: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 10. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 16: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 11. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 17: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 12. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 18: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 4. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
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(a)
(b)
Figure 19: (a) Seismogram showing NMO-corrected prestack seismic data computed
from Model 14. (b) Estimated reflection coefficients from the synthetic seismic shown
above (black squares), and estimated reflection coefficients for Model 1 (gray diamonds)
Chapter 3
Pore pressure sensitivities tested with
time-lapse seismic data
Øyvind Kvam and Martin Landrø
Department of petroleum engineering and applied geophysics
Norwegian University of Science and Technology
N-7491 Trondheim, Norway
ABSTRACT: In an exploration context, pore pressure prediction from seismic data relies
on the fact that seismic velocities depend on pore pressure. Conventional velocity anal-
ysis is a tool that may form the basis for obtaining interval velocities for this purpose.
However, velocity analysis is inaccurate, and in this paper we focus on the possibili-
ties and limitations of using velocity analysis for pore pressure prediction. A time-lapse
seismic dataset from a segment that has undergone a pore pressure increase of 5-7 MPa
between the two surveys is analyzed for velocity changes using detailed velocity analysis.
A synthetic time lapse survey is used to test the sensitivity of the velocity analysis with
respect to noise. The analysis shows that the pore pressure increase can not be detected
by conventional velocity analysis because the uncertainty is much greater than the ex-
pected velocity change for a reservoir of the given thickness and burial depth. Finally, by
applying AVO analysis to the same data, we demonstrate that seismic amplitude analysis
may yield more precise information about velocity changes than velocity analysis.
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1 Introduction
It is known that seismic velocities depend on pore pressure. This fact has been used for
pre-drill pore pressure estimation for a long time. Pennebaker (1968) was among the first
to describe a method based on seismic velocities to predict pore pressure. In this work,
the author suggests that velocities derived from seismic can be used as an indicator of
abnormally high pressures. If the velocities differ from the normal velocity trend in the
area, this may be an indicator of abnormal subsurface pressures. The normal velocity
trend can be derived from, e.g., well logs from the area, or well information combined
with seismic. Eaton (1972) presents another method to quantify the pore fluid pressure
from seismic velocities (travel times). The Eaton equation relates sonic travel times to
pore pressure, overburden stress and normal pressure conditions. This approach has been
used successfully to predict pore pressures worldwide.
It is important to obtain as accurate information as possible about the subsurface rock
velocities for pore pressure prediction purposes. Several authors have described methods
to derive velocities from seismic, suitable for pore pressure prediction. Early techniques
(e.g. Reynolds, 1970) use unprocessed CMP-gathers to construct semblance panels on
which velocity analysis is performed. Since that, velocity analysis methods have been
refined, and the most up-to-date techniques are designed to compensate for dip and lateral
variations in the subsurface. In a recent paper, Dutta (2002b) gives an excellent review
of pressure prediction using velocities derived from seismic data.
Although velocity analysis methods for pore pressure prediction have become very ad-
vanced in recent years, the quality of the derived velocities is limited by the quality of
the seismic data. This paper focuses on the possibilities and limitations of using seismic
velocity analysis to obtain information about pore pressure. We examine a time lapse
seismic data set from a reservoir compartment at the Gullfaks Field in the North Sea that
has undergone a significant pore pressure increase due to water injection. Repeated seis-
mic data acquisition is presently the closest we can get to a full-scale controlled seismic
experiment, and offer a unique possibility to test the seismic response to changes in reser-
voir conditions such as pressure, saturation, and temperature. Thus, time lapse seismic
data are not only valuable for reservoir monitoring. They can also serve as a test ground
for seismic exploration methods. If a method aims to diagnose reservoir properties in an
exploration context it is good practice to check its response to known changing reservoir
conditions as exist for many time lapse data examples.
Figure 1 shows measured pore pressures in the Cook formation from the production start
in 1988. Note that the pore pressure started to increase rapidly in December 1995, about
the same time as water injection was initiated. In 1996, the pore pressure was 5-7 MPa
greater than the virgin pressure measured at production start. Time lapse seismic data
from 1985 and 1996 have been analyzed with respect to velocity changes using detailed
velocity analysis. This was also discussed previously by Kvam and Landrø (2001).
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Figure 1: Pore pressures measured in the Cook segment. The data are
taken from the B-33 well at Gullfaks.
The Gullfaks 4D seismic study (Landrø et al., 1999) showed that fluid effects were vis-
ible both on a single seismic dataset, and as amplitude changes observed on seismic
difference data (obtained by subtracting the two datasets). The structural mapping of the
Gullfaks Field is discussed by Fossen and Hesthammer (1998). Structurally, the field can
be separated into three contrasting compartments: a western domino system with fault
block geometry, a deeply eroded horst complex, and a transitional accommodation zone
(graben system). The reservoir sands are of early and middle Jurassic age, representing
shallow marine to fluvial deposits. Approximately 80 % of the recoverable reserves are
in the Brent Group, 14 % in the Statfjord and Lunde formations, and the remaining 6 % in
the Cook Formation. The time lapse seismic data used in the present work are taken from
a segment within the Cook Formation. The data will be used to test whether a pore pres-
sure increase of 5-7 MPa is detectable by conventional velocity analysis. Furthermore,
synthetic seismic modeling is used for sensitivity analysis. Finally, amplitude variations
with offset are evaluated as an additional tool for pore pressure prediction.
2 Theory
Most pressure-velocity relationships are described in terms of effective pressure rather
than pore pressure. For practical purposes,the effective pressure Peff can be expressed as
(Christensen and Wang, 1985)
Peff = Poverb−ηPpore, (1)
where Poverb is the overburden pressure and Ppore is the pore fluid pressure. η is the
Biot coefficient, which is related to the bulk moduli of the rock frame, Kfr, and the solid
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material, Ks, through
η = 1− Kfr
Ks
. (2)
For soft rocks, η ≈ 1. The effective pressure is a more meaningful parameter than the
pore pressure, since it is directly related to the bulk and shear moduli of the rock, and
hence also to the seismic (P- and S-wave) velocities.
There are no models or theories that can describe the exact dependence of seismic ve-
locities on effective pressure. Such a theory would contain a large number of adjustable
parameters, and would probably be too complex to derive from first principles. Grain
pack models like the Walton model (Walton, 1987) are idealized models that typically
describe the pressure dependence in a random pack of identical spheres. Adjustable pa-
rameters are the Poisson’s ratio of the grain material, Young’s modulus of the grain ma-
terial, porosity of the grain pack and a coordination number, representing the number of
contact points per grain. The coordination number is, in principle, itself pressure depen-
dent, but is treated as a constant in the Walton theory. The grain pack models can be used
to describe granular materials, e.g., unconsolidated sands. However they do not take into
account cementation and microcracks, which also influence the pressure dependence of
the rock. Therefore, experimental relationships from ultrasonic measurements on cores
are often used, the pitfall here being the representativeness of the core (upscaling, core
damage etc.), as discussed by Nes et al. (2000).
Numerous experiments (e.g. Eberhart-Phillips et al., 1989) show that both P- and S-wave
velocities depend strongly on effective pressure. The main trend for sandstones is that
velocities increase with increasing effective pressure, and that the increase is more pro-
nounced for lower effective pressures. Experiments also show that the Vp/Vs ratio is
relatively insensitive to the effective pressure (Huffmann and Castagna, 2001). The ex-
ception is when the effective pressures are low, typically below 1 MPa . In this range, a
more pronounced dependency of the Vp/Vs ratio on Peff is observed. For the majority of
published experiments, the Vp/Vs ratio decreases with increasing Peff.
Figure 2 shows average measured P-wave velocities versus effective pressure from 29
ultrasonic dry core measurements from the Gullfaks Field. The error bars represent the
standard deviations of the measurements. The velocities are scaled by the measured ve-
locity at 5 MPa effective pressure. The data points indicate that a reduction in effective
pressure from 5 MPa to 2 MPa will give a velocity reduction of 5% - 11%. Well mea-
surements from the Cook segment on Gullfaks show initial pore pressures about 32 MPa,
increasing to about 37-39 MPa after water injection. The initial effective pressure is as-
sumed to be about 6 MPa. Assuming that the effective pressure has dropped to 1 MPa
after water injection, figure 2 can give us an idea of the velocity reduction due to the pore
pressure increase. It is difficult to give an exact range for the velocity reduction as a result
of a decrease in effective pressure from 6 MPa to 1 MPa, as there are no data for these
pressure points. However, it is reasonable to assume that the velocity reduction is in the
range of 10%-20%. The experiments indicate that the S-wave velocities show a similar
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Figure 2: P-wave velocity change versus effective pressure,
normalized to 5 MPa. The triangles are average values from
ultrasonic measurements on 29 dry core plugs from Gullfaks.
The error bars correspond to the standard deviation for the
measurements.
behaviour with pressure (see Landrø et al., 1999, Figure 3). Therefore, in this study, we
will treat the Vp/Vs ratio as constant with respect to pressure.
The impact of a velocity change on the seismic data, of course, depends on several factors.
First, the burial depth and thickness of the reservoir zone must be in reasonable proportion
to each other in order for a velocity change to be detectable. The stacking velocity is an
average velocity. Thus, a thin reservoir at large burial depth will obviously affect the
stacking velocities less than a thick, shallow reservoir. Second, the quality of the data
and our ability to interpret horizons are important.
The importance of burial depth and thickness can be illustrated with a simple exam-
ple. The stacking velocity, which is obtained from velocity analysis, is approximately
the same as the rms (root mean square) velocity. Assume a two-layer model, where the
upper layer represents the overburden, and the lower layer represents the reservoir. Cor-
respondingly, we denote the interval velocity and internal two-way vertical traveltime as
vo and to, respectively, for the upper layer, and vr and tr for the lower layer. The rms
velocity is then given as (Dix’s formula)
V 2rms,1 =
v2oto + v
2
r tr
to + tr
. (3)
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If we perturb the velocity of the lower layer with ∆vr, the internal traveltime in this layer
will change. The new rms velocity is then
V 2rms,2 =
v2oto +(vr +∆vr)2(tr +∆tr)
to +(tr +∆tr)
, (4)
where ∆tr is the change in traveltime in layer 2.
From these formulas, we calculate the change in rms velocity to the lowest order to be
∆Vrms =
√
V 2rms,2−
√
V 2rms,1 ≈
∆vr
2
tr
to + tr
(
vr
Vrms,1
+
Vrms,1
vr
)
, (5)
where we have assumed that ∆vr/vr << 1, ∆tr/tr << 1, and ∆vr/vr ≈ −∆tr/tr. The
factor tr/(t0 + tr) in equation (5) can be interpreted as reservoir thickness divided by
burial depth. This shows, as expected, that the change in rms velocity is small when the
overburden is thick compared to the reservoir. The factor vr/Vrms,1 +Vrms,1/vr can be
regarded as a scaling factor. Note that when the burial depth approaches zero (no over-
burden), ∆Vrms → ∆vr, since to → 0 and Vrms,1 → vr. Also, when the reservoir thickness
approaches zero, ∆Vrms → 0.
In order to estimate the expected change in rms velocity at Gullfaks, we use the values
Vrms,1 = 2030 m/s, to = 2100 ms, vr = 2630 m/s, tr = 60 ms, and ∆vr = 500 m/s. The
values for Vrms,1 and to are taken from the seismic data, while the values for vr and tr are
taken from a well log. The value for ∆vr is obtained assuming a 20% velocity decrease
as discussed above. With these values, equation (5) gives a decrease in rms velocity of
∆Vrms ≈ 15 m/s.
In an exploration setting, the objective is to estimate differences in interval velocities
(∆vr), e.g., across faults, or compared to a normal compaction trend. In order to inves-
tigate the uncertainty in ∆vr due to burial depth and thickness, we rewrite formula (5)
as
∆vr = 2∆Vrms
to + tr
tr
(
vr
Vrms,1
+
Vrms,1
vr
)−1
. (6)
Following the method of Landrø (2002) we estimate the uncertainty in ∆vr to be
δ(∆vr) =
√
2
(
vr
Vrms,1
+
Vrms,1
vr
)− 12
×
√[
to + tr
tr
δ(∆Vrms)
]2
+
[
∆Vrms
tr
δ(to)
]2
+
[
to
t2r
∆Vrmsδ(tr)
]2
. (7)
Here, δ(∆Vrms) is the uncertainty in the difference in rms velocity, while δ(to) and δ(tr)
are the uncertainties in traveltimes through the overburden and reservoir, respectively.
The first term under the square root in equation (7) will usually dominate, since δ(to)/tr
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Figure 3: Contour plots of the uncertainty in ∆vr versus burial depth and thickness for
four different levels of ∆Vrms. (a) ∆Vrms = 100 m/s. (b) ∆Vrms = 40 m/s. (c) ∆Vrms = 20
m/s. (d) ∆Vrms = 10 m/s. The asterisk (*) indicates the reservoir depth and thickness for
the Cook Formation at Gullfaks. Thickness and burial depth are here measured in ms and
not in meters.
and δ(tr)/tr are usually much less than 1. Thus, a good approximation for the uncertainty
in interval velocity change is
δ(∆vr) =
√
2
(
vr
Vrms,1
+
Vrms,1
vr
)− 12 to + tr
tr
δ(∆Vrms). (8)
Figures 3a-3d show contour plots of δ(∆vr) for four different levels of δ(∆Vrms) versus
burial depth and thickness. Using the numerical example above, we see that in order to
detect a 20% decrease in interval velocity, the uncertainty in rms velocity must be less
than 20 m/s.
46 Theory
Since velocity differences in thin segments are difficult to point out by conventional ve-
locity analysis, we consider an independent approach to the problem. A well known
method for estimating subsurface rock properties is analysis of seismic amplitude vari-
ation with offset (AVO analysis). Seismic amplitudes carry information of subsurface
velocities, and can therefore aid in detecting abnormal pore pressures.
Seismic amplitudes do not depend on reservoir thickness, as long as the reservoir is
thicker than the tuning threshold. However, since the S/N ratio decreases with depth,
amplitude analysis also gets more uncertain as the depth increases. In addition, ampli-
tude analysis requires true amplitude processing, which is difficult. Other limiting factors
are near-surface inhomogeneities and incorrect offset-to-angle conversions. Ideally one
or more wells should be used for calibration and processing of amplitude data, however
this information is not readily available for exploration problems. Therefore, in an ex-
ploration setting with little prior knowledge of the target area, amplitudes should be used
together with velocity analysis, and not as a stand-alone tool.
We consider a two-layer model, a cap rock (layer 1) above a reservoir (layer 2). We
denote the P-wave velocity and S-wave velocity in layer 1 α1 and β1, respectively. Simi-
larly we write α2 and β2 for layer 2. Using the Smith and Gidlow approximation for the
PP reflection coefficient, Landrø (2001) found that the change in reflecivity due to a pore
pressure change in layer 2 can be written
∆RPPP(θ) =
1
2
∆αP
α
− 4β
2
α2
∆βP
β sin
2 θ+ ∆α
P
α
tan2(θ)− 1
4
(
∆α∆αP
α2
+
∆αP2
α2
)
− 2β
2
α2
(
∆β∆βP
β2 +
∆βP2
β2 +
∆ρ∆βP
ρβ −
∆ρ∆αP
ρα −2
∆β∆αP
αβ −2
∆βP∆αP
αβ
)
sin2 θ
− 1
4
(
∆α∆αP
α2
+
∆αP2
α2
)
tan2 θ (9)
where α = 1/2(α1 + α2) and β = 1/2(β1 + β2), while ∆αP/α and ∆βP/β denote the
relative change in P- and S-wave velocity in layer 2 due to a pore pressure change. This
formula is valid to the second order in ∆αP/α and ∆βP/β. If we make the assumption of
unchanged Vp/Vs then equation (9) gives
∆RPPP(θ) =
1
2
∆αP
α
[
1− 1
2
(
∆α
α
+
∆αP
α
)]
+
1
2
∆αP
α
[
−8β
2
α2
+
4β2
α2
(
∆β
β +
∆αP
α
)
+(1− 1
2
(
∆α
α
+
∆αP
α
)
)
tan2 θ
sin2 θ
]
sin2 θ
(10)
or
∆RPPP(θ) = ∆R0 +∆Gsin2(θ). (11)
In the latter expression we have used the notation of the standard two term AVO equation
RPP = R0 +Gsin2(θ), (12)
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where R0 is the AVO intercept, and G is the AVO gradient. Equation (10) shows that
for an increase in pore pressure, a plot of ∆G0 versus ∆R0 is a point in the quadrant of
the (∆R0,∆G)-plane defined by ∆R0 < 0 and ∆G < 0 for realistic values of β/α. As
a numerical example, consider the two-layer model given by α1 = 2000, β1 = 1000,
ρ1 = 2500 for the cap rock, and α2 = 2500, β2 = 1300, ρ2 = 2600 for the reservoir rock.
Assume a pore pressure increase in the reservoir rock causing a drop of 10% in both P-
wave and S-wave velocity, such that α′2 = 2250, and β′2 = 1170. From the properties of
the cap rock and the reservoir rock, we compute ∆α/α = 0.222, ∆β/β = 0.261, ∆αp/α =
−0.111, and β/α = 0.511. Inserting the numbers into equation (10) gives
∆R0 =
1
2
· (−0.111)
[
1− 1
2
(0.222−0.111)
]
=−0.052, (13)
and
∆G = 1
2
·(−0.111)
[
(−8) ·0.5112 +4 · (0.261−0.111)+(1− 1
2
(+.222−0.111)
]
= 0.055.
(14)
In equation (14) we have assumed that sinθ≈ tanθ.
If we have established values for ∆R0 and ∆G, we can estimate the change in interval
velocity in layer 2 due to pore pressure changes from equation (10).
3 Seismic modeling of an overpressured zone
The purpose of the synthetic modeling is to test the sensitivity of velocity analysis and
amplitude analysis to velocity changes in the reservoir zone. Based on stacked data from
a representative in-line from the Gullfaks Field, a 2D geological model of a cross section
was made. The model consists of 11 layers, and P-wave velocities were determined
from velocity analysis of the real seismic data, as well as from well log information.
The S-wave velocities were estimated from a linear Vp-Vs relationship (Castagna et al.,
1985). Densities were taken from well logs. The initial P-wave velocity model is shown
in Figure 4. This model was used in an elastic finite-difference modeling scheme. The
reservoir zone is indicated with arrows in Figure 4.
Two synthetic 2D surveys were generated from the geological model. The first survey
(Survey 1) was generated with reservoir velocities corresponding to the initial reservoir
state. The second survey (Survey 2) had velocities corresponding to the overpressured
reservoir state. In order to simulate a velocity decrease consistent with a pore pressure
increase of 5-7 MPa, both the P- and the S-wave velocities were reduced by 20%, in
accordance with Figure 2. The density was kept unchanged for the two surveys (see
Landrø et al., 1999, Figure 3)
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Figure 4: The 2D gelological model used for synthetic modeling. The reservoir is indi-
cated with an arrow.
Figure 5: Comparison of unmigrated (left) and prestack time migrated (right) sections of
the synthetic data, after stack.
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Table 1: Model parameters used in synthethic
experiment (Survey 1)
Layer no. Vp (m/s) Vs (m/s) Density (kg/m3)
1 (water) 1476 0 1000
2 1758 800 1800
3 2132 800 1900
4 2216 900 2000
5 2088 850 2100
6 2271 910 2118
7 2580 1180 2300
8 (reservoir) 2630 1340 2350
9 2710 1280 2200
10 2900 1400 2400
11 3100 1500 2500
A 2D elastic finite-difference scheme was used to generate synthetic seismic data from
the model in Figure 4. The modeling was based on a coarse grid scheme (Holberg, 1987),
with a grid cell size of 4×4 meters, and a Ricker wavelet with a maximum frequency of
60 Hz was used as source. The parameters for the baseline survey are given in Table 1.
Before the analysis, the synthetic seismic data were taken through the following process-
ing steps: 1) Normal moveout correction, 2) Dip moveout correction, 3) Prestack time
migration in the f-k domain, and 4) Inverse normal moveout correction. The known base-
line velocity function was used for all steps, both for Survey 1 and for Survey 2. The pur-
pose of this was to obtain a better lateral resolution and remove interfering wavefields.
In addition, the amplitudes were restored. Thus, the prestack time migrated data were
more suited for both velocity analysis and amplitude analysis than the raw data. Figure
5 shows a comparison between unmigrated and migrated stacked seismic sections. Fig-
ure 6 shows a comparison of two prestack migrated CMP gathers from the same CMP
position, but with different reservoir velocities.
3.1 Velocity analysis
Velocity analysis was performed on each CMP gather of the migrated data. Figure 7
shows a comparison of semblance plots from the same CMP for the baseline and monitor
surveys. By visual inspection, we observe a slight velocity decrease below 2100 ms. In
order to test the sensitivity of the analysis with respect to random noise, four different
levels of signal-to-noise ratios (S/N) were analyzed, S/N = ∞, 10, 1 and 0.5. For each
inspected CMP location, the velocity picks for the monitor survey (Survey 2) were sub-
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Figure 6: Comparison of synthetic prestack time migrated CMP gathers from the same
CMP position. Left: baseline survey (Survey 1). Right: P- and S-wave velocities are
reduced by 20% in the reservoir (Survey 2). The migration was performed using the
same (baseline) velocity function for both gathers.
tracted from the corresponding velocity picks for Survey 1. This way, we got a value for
the change in stacking velocity, ∆V , at spatially similar points, thus accounting for spatial
variations in the geology.
Figures 8a-8d shows the difference in stacking velocity belonging to the reservoir section
from a comparison of Survey 1 and monitor Survey 2 for S/N = 10. The histograms show
a rms velocity decrease of approximately 9 m/s, with an error of approximately ±8 m/s
at the base reservoir reflector. This is found to be consistent, within uncertainty bounds,
with an expected rms velocity change of 15 m/s. The scattering effects in the data are
probably caused by the presence of dip and inaccuracies in the velocity picking. Figures
9a-9d shows the corresponding result for S/N = 0.5. In this case, we observe that it is
hard to detect velocity changes within the standard deviation. Table 2 summarizes the
observed velocity differences for comparison of Survey 2 and Survey 1. The synthetic
experiments indicate that for a S/N ratio less than 0.5, it will be difficult to detect velocity
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Figure 7: Comparison of semblance panels of synthetic data for the same CMP. Left:
reference survey (Survey 1), Right: monitor survey (Survey 2) with reservoir velocity
lowered by 20%.
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Table 2: Estimated reduction in stacking velocity for synthethic Survey 2. Synthetic
Survey 1 is the reference. The numbers are given as an average over all CMP’s ± one
standard deviation.
Horizon ∆V (m/s) ∆V (m/s) ∆V (m/s) ∆V (m/s) ∆V (m/s)
no noise S/N = 10 S/N = 1 S/N = 0.5 equation (6)
Top res. 4.5±9.8 4.3±8.3 1.0±12.8 7.1±14.8 0.0
Base res. −9.2±8.3 −12.4±10.2 −13.9±11.9 −12.8±18.8 -15.0
Base res.+100 m −11.9±7.1 −16.0±5.9 −19.5±9.6 −14.0±14.1 N/A
Base res.+180 m −9.1±10.7 −9.1±8.9 −16.6±10.9 −16.7±20.5 N/A
changes of 20% using conventional velocity analysis, for the given reservoir geometry,
thickness, and depth.
3.2 AVO analysis
The synthetic CMP gathers in Figure 6 show a clear difference in amplitude at the top
reservoir reflector. A detailed AVO analysis was done on the synthetic data in order to test
the sensitivity of seismic amplitudes to a pore pressure increase. We used the same S/N
ratios for the AVO analysis as for the velocity analysis. A time window of approximately
40 ms was selected around the top reservoir event, and peak amplitudes were extracted.
Offset-to-angle conversion was performed assuming a constant horizontal slowness.
A scaling factor of 238 was found to reproduce the zero-offset reflection coefficient quite
well for both surveys. Figure 10 shows the means of the scaled amplitudes for S/N = ∞
compared with the reflection coefficient computed from Zoeppritz’ equation for the PP-
reflection coefficient. Note that there is a discrepancy at about 15o−20o incidence angle,
which is due to an interfering wavefield. Except for the global scaling factor of 238, no
calibration of the amplitudes was necessary.
In accordance with equation 12, we estimated values for R0 and G. The values for the
different surveys were then subtracted to give values for ∆R0 and ∆G. As for the veloc-
ity analysis, we have subtracted values for spatially equivalent points. Figures 11a-11b
shows results for S/N=10 and S/N=0.5. The values obtained for ∆R0 are close to the the-
oretical values corresponding to a velocity decrease of 20% for Survey 2. For ∆G, there
is a bias toward too low values, possibly due to dip in the reflector.
We observe that there is only a small scatter in the ∆R0 values, while there is a large
scatter for ∆G. This may partly be explained by problems with interfering wavefields, to
which ∆G probably is most sensitive. In addition, since the top reservoir reflector has a
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Figure 8: Histograms showing the observed change in stacking velocity between Survey
2 and Survey 1 for S/N = 10. (a) top reservoir interface. (b) base reservoir interface. (c)
100 m below base reservoir. (d) 180 m below the reservoir.
curvature, focusing effects of the migration may be an issue. Finally, the scatter in ∆R0
and ∆G does not increase much as the S/N ratio decreases from 10 to 0.5. This is in
contrast to the velocity analysis, where this resulted in approximately a doubling of the
uncertainty of the rms velocity (Table 2).
4 Velocity analysis on real data
The real time-lapse seismic data consists of two 3D marine datasets from surveys carried
out in 1985 and in 1996. 5 in-lines (labeled 2741, 2751, 2761, 2771, and 2781) were
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Figure 9: Histograms showing the observed change in stacking velocity between Survey
2 and Survey 1 for S/N = 0.5. (a) top reservoir interface. (b) base reservoir interface. (c)
100 m below base reservoir. (d) 180 m below the reservoir.
selected. The cross-line distance between these in-lines was 125 meters. For each in-line,
30 CMP gathers with a CMP spacing of 25 m. were analyzed. Figure 12 shows a map
of the selected area. Prior to analysis, the data had gone through a company processing
procedure involving the same processing steps as were used for the synthetic data. That
is, NMO, DMO, prestack time migration, and inverse NMO, using the best estimate of
the velocity field.
Conventional velocity analysis was performed on these CMP gathers. Two semblance
plots for the same CMP location in 1985 and 1996 are shown in Figure 13. The top
reservoir reflector is easy to interpret in both the 1985 data and the 1996 data. However,
the base reservoir interface is hard to interpret on the real data. Velocities below the
reservoir thus had to be picked on deeper reflectors. To illustrate this point, CMP gathers
Pore pressure sensitivities tested with time-lapse seismic data 55
0 5 10 15 20 25 30
−0.1
−0.05
0
0.05
0.1
Amplitude scaling, synthetic data, S/N=10
Angle (degrees)
R
PP
Figure 10: Scaled peak amplitudes for top reser-
voir interface compared with theoretical reflectivities
from Zoeppritz’ equations. Upper: Survey 1, bottom:
Survey 2
from the same location are shown in Figure 14. Note that there are differences in the time
lapse seismic data also above the top reservoir. This is probably related to production
changes in a more shallow reservoir.
As for the synthetic case, velocity differences for corresponding CMP locations were
acquired. Figures 4a and 4b show these picks for the top reservoir interface, and below
the base reservoir, respectively. We observe that the uncertainty in the estimated velocity
differences is on the order of 40 m/s, which is far above the expected rms velocity change
of 15 m/s. This means that the real data example shows that it is not possible to detect a
5-7 MPa pore pressure increase by conventional time-lapse velocity analysis.
5 AVO analysis on real data
A prominent feature of the seismic data from this segment is a significant change in
amplitude at the top reservoir interface (see Figure 14). Since this amplitude change is
observed in most CMP gathers in the time-lapse data, it is believed to be caused by a
change in the rock properties in the reservoir, or just above the reservoir. In order to
see if the amplitude change is consistent with a pore pressure increase in the reservoir, a
detailed AVO analysis was done.
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Figure 11: Plot of ∆G vs. ∆R0 for synthetic data. (a) S/N=10, and (b) S/N=0.5. The
black circle indicates the theoretical value, computed from equation (10).
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750 m
13.8 km
Figure 12: Map of the Top Cook interface on Gullfaks. The analyzed data are from the
highlighted area.
As for the synthetic data, a time window of approximately 40 ms width was selected
around the top reservoir event for each CMP, and peak amplitudes were extracted. As be-
fore, offset-to-angle conversion was performed assuming constant horizontal slowness.
Next, the amplitudes were calibrated to reflection coefficients. This was done in the fol-
lowing way; based on velocity and density logs from the C-3 well at Gullfaks, we made a
two-layer model for the top Cook interface, representing pre-production conditions (Ta-
ble 3). The well did not include S-wave velocities. However, measurements at Gullfaks
indicate a Vp/Vs-ratio of about 1.8 at this depth. From the model, reflection coefficients
were calculated using Zoeppritz’ equations. The amplitudes were scaled by a linear scal-
ing factor of the form a(1+bθ) where θ is the angle of incidence. We found that a = 1/30
and b =−0.015 gave a reasonable fit to the modeled reflectivity, as shown in Figure 16.
It should be mentioned that this scaling procedure is not accurate. Calibration to an
overlying reflector gave very different values for the scaling parameters a and b. This
ambiguity adds uncertainty to the quantification of the AVO parameters ∆R0 and ∆G.
However, for a given reflector, there is no need to apply different scaling factors for the
two data sets (1985 and 1996). This can be seen by investigating the AVO signal at a
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Figure 13: Comparison of semblance panels of real data for the same CMP. Left: refer-
ence survey, Right: monitor survey.
Table 3: Two-layer model for top Cook inter-
face used in calibration of amplitudes.
Vp (m/s) Vs (m/s) Density (kg/m3)
Layer 1 2580 1430 2350
Layer 2 2630 1460 2150
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Figure 14: Comparison of prestack CMP gathers from the same CMP (real data). Note
the amplitude difference at about 2100 ms. This reflector corresponds to the top Cook
interface. The differences above the top Cook interface are probably production imprints
from the shallower Brent reservoir.
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Figure 15: Histograms showing the observed change in stacking velocity between the
1985 data and the 1986 data. (a) top reservoir interface. (b) base reservoir interface.
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Figure 16: Illustration of scaling procedure used to
calibrate the real data. The dotted line is the PP re-
flection coefficient for Top Cook, computed from ve-
locity and density data from the C-3 well at Gullfaks.
The amplitudes were scaled by a linear relation of the
form a(1 + bθ), where θ is the angle of incidence.
The scaled amplitudes are shown as triangles.
position away from the changing reservoir. Figures 17a and 17b show a prestack gather
from an inline approximately 2 km to the north of the study area, taken from the 1985
data (a) and the 1996 data (b). We have highlighted two reflectors, one in the overburden
at about 1500 ms, and one close to reservoir depth at about 2000 ms. No time-lapse
changes are expected in this area. By extracting peak amplitudes from these reflectors
for 10 adjacent gathers and taking the average, we ended up with the result shown in
Figure 18.
It can be seen from Figure 18 that the amplitudes for the 1985 data are largely comparable
to the amplitudes for the 1996 data. There are some discrepancies between approximately
600 m to 1400 m offset. However, this trend was not observed in the study area, and is
likely to be a local effect caused by e.g., cable feather. Thus, by using the same scaling
for the Top Cook interface for both data sets, we can have confidence in the qualitative
behaviour of ∆R0 and ∆G.
Based on equation (12), intercept and gradient values for each CMP were computed
for both the 1985 data and the 1996 data. From this, estimates of ∆R0 and ∆G were
computed. Figure 19 shows a crossplot of the estimated ∆G values versus the estimated
∆R0 values. For a uniform change of the velocity, one would expect the data points to be
scattered around a single point as in Figure 11. However, in Figure 19, the data seem to
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Figure 17: NMO-corrected prestack gather from an inline 2 km north of the study area.
(a): 1985 data, and (b): 1996 data. The highlighted reflectors were used to compare the
two data sets.
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Figure 18: Reflection amplitudes from the highlighted reflectors in Figure 17. The curves
were computed by taking the average amplitude for 10 adjacent gathers. In the legend,
Upper 1985 refers to the amplitude of the shallower reflector in the 1985 vintage, and so
on.
have a negative correlation. This is a common feature of noise in the data, indicating that
the S/N ratio is lower for the real data than for the synthetic case with noise added.
In addition to different noise levels, we speculate that the observed difference in AVO
behaviour between synthetic and real data may be due to a difference in the nature of
noise present. While the noise in the synthetic data is white noise, randomly added to
each individual trace, the noise in the real data may be both of random and systematic
nature. Examples of effects causing systematic noise are interfering wavefields and near-
surface inhomogeneities.
Despite the high level of noise in the real data, we can draw some conclusions. For ∆R0,
negative values dominate, while for ∆G there are both positive and negative values, with
a slight bias toward positive values. This is in agreement with a pore pressure increase,
which should plot in the fourth quadrant of Figure 19, as discussed before. However,
there is a significant scatter in ∆G. Thus, in this case we can not conclude that pressure
has changed based on the AVO gradient. On the other hand, the values for ∆R0 are
confined between -.059 and -.011 (standard deviation) with a mean of approximately -
0.035. This gives a velocity decrease of 7%. Thus, the amplitude analysis do not support
the view that velocities have decreased with as much as 10%-20%.Compare with the
solid line in Figure 19 which is computed from equation (10).
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Figure 19: Crossplot of ∆G versus ∆R0. The line cor-
responds to theoretical values for different values of
∆αP/α ranging from -0.3 (left) to 0.1 (right), in steps
of 0.05, marked by circles.
The mechanisms assumed to have impact on the time-lapse seismic data in this case are
fluid saturation changes (27% of the estimated oil reserves had been produced from this
segment at the time when the second survey was acquired) and pore pressure changes.
According to Landrø (2001) the change in AVO intercept and gradient due to pure satu-
ration changes can be written
∆R0 =
(
1
2
∆αF
α
+
∆ρF
ρ
)
,
∆G = 1
2
(
∆αF
α
)
,
(15)
to the lowest order. Here, the superscript F denote changes in seismic parameters due to
saturation (fluid) changes in the reservoir. An increase in water saturation will increase
both the density and P-wave velocity in the reservoir. Thus, for pure saturation changes,
both ∆R0 and ∆G will be positive. A fluid correction would require subtraction of ap-
propriate values for ∆R0 and ∆G, and therefore tend to rotate the data points in Figure
20 further down and to the left. This may explain why we obtain only an 7% velocity
decrease from ∆R0.
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6 Discussion
The pressure increase that was observed in the well could not be seen by velocity anal-
ysis of the seismic data. There are numerous reasons why velocity analysis does not
work in this study. A consideration of the synthetic data results indicates that data quality
is an important issue. As the signal-to-noise ratio decreases uncertainties increase. The
increase in uncertainty from S/N = 1 to S/N = 0.5 is much more pronounced than the cor-
responding increase between S/N = 10 and S/N = 1. This suggests that the relationship
between uncertainties and S/N ratios is strongly nonlinear.
Failure to recognize reflectors at the base of the reservoir forced us to pick velocities
at greater depths. As a result, a possible velocity change is harder to detect since the
stacking velocity, which is an average velocity, is expected to be less affected at depths
far below the reservoir where the time-lapse changes have taken place. However, there is
no clear indication in the synthetic data that this should be the case here. The observed
change in stacking velocity is approximately the same 100-180 m below the base of the
reservoir as it is at the base.
The fact that the reservoir zone is thin (only 80 meters) makes a velocity change hard
to detect. Even in noise-free synthetic data the observed change in stacking velocity is
small. From equation (5) we find that a change of 20% in interval velocity in a reservoir
of this thickness and burial depth will give a change in rms velocity of about 15 m/s.
This is in good agreement with the synthetic study, where the reservoir is perturbed with
a change in interval velocity of 20 %, while the observed change in stacking velocity is
found to be 9.2(±8.3) m/s for noise-free data. Since the uncertainty in ∆Vrms is of the
order of 40 m/s for the real data, we can not expect to see such a small velocity change
here.
AVO analysis has the advantage that it does not depend on the thickness of the altered
zone, as long at the thickness is above the tuning threshold. The requirement for detect-
ing of changes is that the reflectivity be altered sufficiently. However, getting accurate
velocity information from the AVO signal is a challenge. For instance, limited well con-
trol increases the uncertainty away from the borehole. In addition, effects like anisotropy
and attenuation may affect the AVO signal, and hence introduce errors if we do not com-
pensate for them.
In the analysis, we have assumed that the properties of the cap rock overlying the reservoir
do not change with time. This assumption is not valid if the cap rock is influenced by
production effects. Since the cap rock is relatively impermeable, it is not likely that
the pore fluid content here has changed much. In addition, the observed pore pressure
increase in the reservoir must mean that the cap rock is sealing with respect to pressure.
However, the pressure front may partly penetrate the cap rock, creating a gradual change
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in pressure at the top reservoir interface, rather than an abrupt change. Hence, water
injection in the reservoir may have influenced the fluid pressure in the cap rock as well,
resulting in a change in the elastic parameters of the rock overlying the reservoir. Such
an effect may explain the discrepancy between the observed change in AVO signature at
the top reservoir interface and the predicted change.
The results from the amplitude analysis on synthetic and real data indicate that the dif-
ference in zero offset reflection coefficient, ∆R0 is a more reliable measure than the dif-
ference in AVO gradient ∆G. Hence, our analysis suggest that stacked amplitude would
yield the most stable results. However, it is good practice to check the amplitude variation
with offset, as any significant difference in AVO gradient will increase the confidence in
the results.
In this study we have used a simple method of time-lapse seismic amplitude analysis.
By picking the peak amplitude at the top reservoir interface for both the baseline and
monitor surveys, we estimate the change in the AVO parameters R0 ang G. This method
does not take into account the fact that the recorded wavefield from a reflecting interface
often is composed of a series of events (tuning). In the synthetic study this was not an
issue, since the model consisted of homogeneous layers with a thickness greater than the
seismic wavelength. However, for the real case, both the cap rock and the reservoir rock
are probably layered at a finer scale than the seismic wavelength. One way to resolve
this problem, is to perform a full waveform inversion on the seismic data. For the current
data set, a full waveform inversion on stacked amplitudes could probably have given more
reliable results.
In an exploration case, the more important problem is predicting pore pressures rather
than detecting pore pressure changes. In that case, we have very little knowledge of the
subsurface in advance. For exploration problems, AVO analysis could serve as a sup-
plement to other methods (e.g., velocity analysis) for pore pressure prediction purposes,
rather than as a stand-alone tool.
7 Conclusions
Synthetic modeling and results from analyzing real time lapse seismic data show that
velocity analysis is not accurate enough to detect a 5-7 MPa pore pressure increase in an
80 m thick reservoir rock at 2000 meters depth. Theoretical considerations show that the
accuracy of time lapse velocity analysis decreases abruptly with increasing burial depth,
and decreasing reservoir thickness.
For the real data, we are forced to pick velocities at events below the base reservoir. This
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means that we include segments that have not been subject to any time lapse changes.
However this seems to be of less importance than the data quality and reservoir thickness.
Amplitude analysis reveals changes that are consistent with a decrease in interval velocity
in the reservoir zone. The estimated AVO parameter ∆R0 was found to be consistent with
a velocity decrease of approximately 7% in the reservoir. The results for the change in
AVO gradient, ∆G0 are inconclusive, meaning that in this case, R0 gives the most reliable
information. There are uncertainties related to the scaling procedure and fluid changes
in the reservoir. Therefore, although there is a high level of confidence that the reservoir
velocity has decreased, the estimated decrease of 7% is uncertain.
Although the accuracy of velocity analysis quickly degrade with depth (Figure 3), it may
yield valuable information about velocity anomalies at shallow depths. Abnormal pore
pressures are often located in thick shale units in the overburden. In such cases, velocity
analysis is a favourable method for pore pressure prediction. For limited shallow zones
associated with high reflectivity, e.g., shallow gas, amplitude analysis may serve as a
supplement to velocity analysis.
In thinner and deeper zones, amplitudes seem to indicate velocity anomalies better than
velocity analysis. This can be useful for detecting lateral variations in pore pressure,
e.g., across faults. However, since pressure anomalies often extend vertically and later-
ally well beyond hydrocarbon reservoirs, they still may be detectable by velocity anal-
ysis. Thus, for seismic exploration, this study indicates that amplitudes could be useful
in combination with velocity analysis in order to detect pressure anomalies in limited
zones. However, it is a requirement that differences in pore pressure are accompanied
by sufficient differences in velocity. In this example, it was possible to detect velocity
changes based on amplitude analysis since the pressure change at Gullfaks have resulted
in a significant change in velocity (10%-20%).
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Pore pressure estimation from seismic
data on Haltenbanken
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N-7491 Trondheim, Norway
ABSTRACT: We have used regional porosity trends and empirical relationships between
effective pressure and seismic velocities to derive a model for seismic pore pressure pre-
diction at Haltenbanken in the Norwegian Sea. The model predicts significant velocity
variations between the normally pressured reservoir rocks at the Lavrans Field and the
highly overpressured reservoir rocks at Kristin. Conventional velocity analysis and seis-
mic amplitude analysis are used to resolve the pore pressure differences between Lavrans
and Kristin.
1 Introduction
Abnormally high subsurface pore pressures have been encountered in most parts of the
world. Offshore Norway, overpressures are common in Jurassic reservoir sandstones
both in the northern North Sea and the Norwegian Sea. At Haltenbanken, offshore Mid-
Norway, pore pressures as high as twice the hydrostatic pressure have been reported in
Late Jurassic sandstones at the Kristin Field.
It is known that seismic velocities are sensitive to pore pressure. This can be used to
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predict overpressures from seismic data prior to drilling. The concept of seismic pore
pressure prediction date back to Pennebaker (1968). The field has received much in-
terest, as the oil industry have started to explore areas where abnormal pore pressures
are frequently encountered (deepwater, deeper drilling targets). Much of the published
work focus on deriving accurate seismic velocity information for pore pressure predic-
tion. Conventional velocity analysis (Reynolds, 1970) is still a much used tool for pore
pressure prediction purposes. However, more modern techniques, like velocity tomog-
raphy (Sayers et al., 2002) and seismic amplitude analysis (Carcione et al., 2003) are
becoming usual. For a review of velocity analysis techniques used for pore pressure
prediction, see Dutta (2002b).
In this study, we use velocity analysis and seismic amplitude analysis to predict pore
pressures along a 2D seismic line from Haltenbanken. First, we develop a rock physics
model for the relation between seismic velocities and pore pressure. The model is based
on grain contact theory (Mindlin and Deresiewicz, 1953), and is calibrated to well data.
Regional porosity trends are used to correct for porosity variations, which may signifi-
cantly affect seismic velocities, and hence the pore pressure prediction. Next, velocity
information is extracted from the seismic data using conventional velocity analysis and
seismic amplitude analysis. We focus mainly on data from the Lavrans Field and the
Kristin Field. Finally, by comparing the results of the seismic analysis to the predic-
tions of the model, we estimate the pore pressure at the Kristin Field, assuming that the
pressure at Lavrans is known. The methodology described here is well suited for pore
pressure prediction across sealing fault planes, where the pressure at one side of the fault
is known.
2 Study area
Haltenbanken is located offshore mid-Norway. Discoveries have been made on structural
highs, including the Åsgard Field, the Kristin Field, The Lavrans Field, and several small
satelite fields. Currently, Åsgard is the only producing field, while Kristin is under devel-
opment. A map of the hydrocarbon resources at Haltenbanken is shown in Figure 1. The
position of the 2D seismic line used in this study is also shown.
Reservoir sandstones are found in the Early Jurassic Tilje Formation, and in the Middle
Jurrassic Ile and Garn Formations, representing deltaic to shallow marine deposits (see
f.i. Hermanrud et al., 1998). The reservoir depth is approximately 4.4-4.8 km. The pore
pressure within the reservoir units vary greatly. At Lavrans, the pore pressures are only
slightly higher than hydrostatic (≈ 50 MPa), while at Kristin there has been measured
pressures up to 90 MPa, which is nearly twice as high as the hydrostatic pressure. At
4.7 km depth, this gives a pore pressure gradient of 19 kPa/m (0.84 Psi/ft), which is
a moderate to hard overpressure according to the geopressure characterization of Dutta
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Figure 1: Map of Haltenbanken. The position of the 2D seismic line used in this
study is marked with a black line.
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(1987). In this paper, we will use the Kristin and Lavrans Fields as study areas, since
they are separated into two very different pressure regimes. The reservoir rocks at both
locations are assumed to have the same depositional origin, and are therefore well suited
for this study.
3 A model for pore pressure prediction at Haltenbanken
In this section, we discuss the relationship between seismic velocities and pore pressure
at Haltenbanken, and a model for pore pressure prediction in the area is developed. How-
ever, first, we define some useful quantities.
3.1 Effective pressure
We will express any dependency of pore pressure through the effective pressure, or more
precisely, the vertical component of the effective stress, which is defined as (see f.i. Chris-
tensen and Wang, 1985)
pe = S−np. (1)
Here S is the external load and p is the pore pressure. The factor n is known as the Biot
coefficient. The Biot coefficient can be defined through
n = 1− Kfr
Ks
, (2)
where Kfr is the bulk modulus of the rock frame and Ks is the bulk modulus of the solid
material. For soft rocks, n≈ 1. In this case, the effective pressure is equal to the differen-
tial pressure pd = S− p. For harder rocks, n is less than 1. However, since the frame bulk
modulus Kfr itself is pressure dependent, we must expect n to be pressure dependent. In
this study, we will assume that n = 1, so that pe = pd .
It is possible to obtain an estimate of the differential pressure for a stratigraphic column
with normal pore fluid pressure from equation (1). The overburden stress can be com-
puted by integrating the bulk density ρ(z). Thus, the differential pressure at depth d can
be computed as
pd(d) = g
∫ d
0
ρb(z)dz−gρwd, (3)
where g is the gravitational constant and ρw is the density of water. Figure 2 shows the
differential pressure vs depth calculated from a density log at Lavrans. We note that at
4400 m, which is the approximate burial depth for the top of the reservoir at Lavrans, the
differential pressure is about 46 MPa.
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Figure 2: Effective pressure computed from density log at Lavrans.
The burial depth for the reservoir at Kristin is approximately 4700 m along the seismic
line used in this study. The extra thickness of the overburden at Kristin consists mainly
of Cretaceous shales. Assuming an average density of 2500 kg/m3 of these shales gives a
differential vertical pressure of 51 MPa at Kristin. Note that the pressures are computed
with the assumption that the pore pressures both at Kristin and Lavrans are hydrostatic,
which is not the case.
3.2 Known methods for pore pressure prediction
The aim of this study is to separate different pressure regimes from seismically derived
velocity data at Haltenbanken. In order to do this, we must establish a relationship be-
tween velocities and pore pressure. Thus, we need a link between rock properties and
seismic properties. Rock physics is the tool that provides such a link. Many authors have
published work on pore pressure prediction from seismic velocity data.
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Known mechanisms of abnormal pressure generation in the subsurface are discussed by
Fertl (1976). One of the most common mechanisms is undercompaction due to rapid
sedimentation (compaction disequilibrium). This is often the case for thick shale units
where the sedimentation rate has been high. Due to the low permeability of shales, pore
fluid is prevented from being squeezed out of the formation. The pore fluid is forced to
carry some of the weight of the overburden, resulting in abnormally high pore pressures
and high porosities.
In the case of disequilibrium compaction, it is the high porosities that cause the relation-
ship between seismic velocities and pore pressure. Various velocity-porosity relation-
ships exist in the literature. Commonly used relationships are the Wyllie equation, Nur’s
critical porosity model, and the Hill average (see e.g. Mavko et al., 1998). In addition,
experimental relationships exist (Han et al., 1986). They all have in common that high
porosities lead to low seismic velocities. Consequently, abnormally high pore pressures
can be detected from seismic data. The Eaton approach (Eaton, 1972) is a widely used
method for pore pressure prediction that is based on this assumption. Dutta (2002a) also
assumes a correlation between porosity and pore pressure. In general, such methods re-
quire calibration a to local compaction trend. These methods are widely accepted and
have proven successful. Thus, if the high pressures observed at Haltenbanken are due
to disequilibrium compaction, we can use established methods for predicting the pore
pressure from seismic data.
An extensive study by Hermanrud et al. (1998b) addressed the cause of abnormally high
pore pressures in the reservoir rocks at Haltenbanken. They found that the porosities
in reservoir sandstones were generally higher in overpressured zones than in normally
pressured zones. However, they found no evident relationship between porosity and pore
pressure in the intra-reservoir shales. This means that disequilibrium compaction is prob-
ably not the main reason for overpressuring at Haltenbanken.
If the overpressure at Haltenbanken is not driven by compaction, what possibilities do
we have for pore pressure prediction from seismic data? First, we must realize that the
assumption that high pore pressures are accompanied by high porosities does not apply.
As discussed above, the relation between seismic velocities and pore pressure is often
thought to reflect a relation between porosity and pore pressure. For the intra-reservoir
shales at Haltenbanken no such relation exist. However, Hermanrud et al. (1998b) found
consistently lower velocities in the high pressure areas for both sandstones and shales.
This indicates a direct relationship between velocities and pore pressure. Unfortunately,
there exist little documentation on velocity and stress in shales in the literature. For
sandstones, there has been a considerable amount of published work. Measurements
on unconsolidated sands (Domenico, 1977) and consolidated low-porosity sandstones
(Khaksar et al., 1999) reveal that the velocities change significantly with pressure, while
the porosity hardly changes at all. Thus, we can try to establish a direct relation between
velocity and pressure for Haltenbanken.
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Equations that express the P- and S- wave velocities of a sandstone as a function of the
effective stress were presented by Eberhart-Phillips et al. (1989). These were based on
ultrasonic measurements of a large number of sandstone core samples. However, there
are some caveats in using these equations for pore pressure prediction at Haltenbanken.
First, the equations are strictly only valid for the core plugs examined. We have no
warranty that the reservoir sandstones at Haltenbanken obey the same pressure-velocity
relationship. Second, measurements on core plugs do not necessarily represent the in situ
rock. The process of coring may damage the rock sample and alter the elastic properties
of the rock, as discussed by Nes et al. (2000). Third, there are significant volumes of
shale interbedded with the reservoir rocks at Haltenbanken, and although we could use
the equations for the reservoir sandstones, we do not have similar expressions for shales.
Since none of the established methods seem suitable for pore pressure predictions at
Haltenbanken, we choose an approach where we use well data from known overpressured
formations in the area to estimate a pressure-velocity relationship.
3.3 Pressure dependent velocities at Haltenbanken
Figure 3 shows a plot of two sonic logs, along with the stratigraphy of the reservoir rocks
at Haltenbanken. Well 6406/2-1 is located at the Lavrans Field, approximately 2 km
north of the 2D seismic line used in this study. The pore pressure in the reservoir section
shown in Figure 3 is close to hydrostatic in this well. Well 6406/2-3 is located on the
Kristin Field, approximately 4 km north of the 2D line. In this well, the pore pressure
is abnormally high. The pore pressure gradient in this well is about 18 kPa/m, which is
almost twice as high as hydrostatic pressure. The log from Kristin has been stretched to
match the stratigraphy of Lavrans. Note that there is a strong correlation , but that the
sonic log from the Lavrans Field show consistently higher velocities than those from the
Kristin Field.
Is the difference in pore velocity related to the difference in pore pressure? In order to
answer that, we must first look at other possible causes for velocity variations at Hal-
tenbanken.
One of the most important factors determining the velocity of a rock is the porosity. Since
burial history can affect the porosity significantly (diagenesis, compaction), it is possible
that the high velocities observed in the sonic log from Lavrans are due to porosity vari-
ations. Ultrasonic core measurements (Han et al., 1986; Vernik, 1997) suggest a strong
linear correlation between velocity, porosity and clay content in shales and sandstones.
For the reservoir sandstones at Haltenbanken, we estimate the porosity, φ, from the den-
sity log, ρ as
φ = ρs−ρρs−ρ f , (4)
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Figure 3: Velocity logs from normally pressured (black line) and highly overpres-
sured (grey line) well.
where ρs and ρ f are the densities of the grain material and the pore fluid, respectively.
We assume that ρs=2650 kg/m3 (quartz) and ρ f =1000 kg/m3 (water). Figure 4 shows a
plot of sonic velocity vs. estimated porosity for the Ile formation. The data are taken
from well 6406/2-1. Note that there is a strong linear correlation between the porosity
and the velocities. The cluster of low velocities for low porosities in Figure 4 are from
the upper part of the Ile formation, and are likely to be shale points. Figure 5 show
similar plots for the Garn, Tofte, and Tilje sandstone formations from well 6406/2-1. The
weaker correlation in the Tilje Formation can probably be explained by large variations
in clay content, as suggested by gamma log readings. A linear fit to the sandstone points
in Figure 4 gives
∆Vp = Vp(φ2)−Vp(φ1) =−4469∆φ, (5)
for the P-wave velocity Vp. Here, Vp is in units of m/s. We use equation (5) to correct for
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porosity variations in sandstones.
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Figure 4: Crossplot of velocity vs. porosity in Ile Fm.
For the shale formations, we do not observe a strong correlation between estimated poros-
ity and velocity. This might be due to heterogeneities in the shale formations. Figure 6
shows a plot of velocity vs. estimated porosity from the Lower Ror Formation (Ror II)
from wells 6406/2-1 and 6406/2-2. A linear fit to these data gives
∆Vp =−2469∆φ. (6)
We use equation (6) to correct for porosity variations in shales.
In addition to porosity, differences in pore fluid content also may cause differences in
velocity. However, we will assume that the fluid content in the reservoir sandstones
at Kristin and Lavrans is similar, such that this does not affect the sonic velocities at
Haltenbanken.
Figure 7 shows estimated porosity and sonic logs for the two wells shown in Figure
3. The sonic log from well 6406/2-1 has been corrected for velocity differences using
equations (5)-(6). We still observe a difference in velocity between Kristin and Lavrans.
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Figure 5: Crossplot of velocity vs. porosity in Garn, Tofte and Tilje Fms.
Figure 7 is a good indication of pressure dependent velocities at Haltenbanken. This view
is supported by Hermanrud et al. Thus, we conclude that pore pressure have a significant
impact on the velocities in the reservoir rocks at Haltenbanken.
3.4 Porosity trends on Haltenbanken
As we have seen above, porosity variations must be taken into consideration when es-
tablishing a relationship between velocity and pore pressure. We do this by examining
regional porosity trends, taken from a large number of wells at Haltenbanken. Figure
8 shows measured core porosities vs. depth in the Garn Formation from Hermanrud et
al. Although there are only a few measurements for high-pressure wells (pore pressure
≥ 20 MPa above hydrostatic pressure), we observe a linear trend of decreasing porosity
with depth for both normal- to medium-pressure wells and high-pressure wells. Thus, we
assume
φ = A+Bd, (7)
where A and B are constants, and d is the depth.
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Figure 6: Crossplot of velocity vs. porosity in lower Ror Fm.
We use the data points in Figure 8 to estimate values for A and B. For normally pressured
reservoir sandstones, we find (fractional porosities)
φ =−8.9 ·10−5d +0.49, (8)
while for overpressured reservoir sandstones we estimate
φ =−8.9 ·10−5d +0.53. (9)
Here d is the depth in meters. For shales, Hermanrud et al. found little variation in
the porosity with depth and pore pressure. Hence, we only correct for regional porosity
trends in sandstones.
3.5 Modified Herz-Mindlin theory for pore pressure prediction
The Herz-Mindlin theory gives the dry (unsaturated) bulk modulus (Kdry) and the shear
modulus (G) of a random pack of spherical grains as a function of effective pressure
78 A model for pore pressure prediction at Haltenbanken
Figure 7: Same as figure 3, but the sonic log from the normally pressured well is
corrected for porosity differences.
through (see e.g. (Mavko et al., 1998))
Kdry = A1 p
1
3
e , A1 =
[
C2(1−φ)2G2s
18pi2(1−ν)2
] 1
3
,
G = A2 p
1
3
e , A2 =
5−4ν
5(2−ν
[
3C2(1−φ)2G2s
2pi2(1−ν)2
] 1
3
.
(10)
Here, C is the average number of contacts per grain, Gs is the shear modulus of the grain
material, and ν is the Poisson’s ratio of the grain material. From this, we get for the
P-wave and S-wave velocities
Vp,dry =
√
Kdry + 43G
ρ ∝ p
1
6
e ,
Vs =
√
G
ρ ∝ p
1
6
e .
(11)
That is, the velocity in a dry random pack of spheres is proportional to p1/6e . It is reason-
able to think of a sandstone as a pack of randomly positioned grains.
Experiments on unconsolidated sands and glass beads (Domenico, 1977) agree well the
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Figure 8: Measured core porosities in the Garn Formation at Haltenbanken from
Hermanrud et al. (1998). Normal to medium pressured wells are represented by
circles, high pressured wells are represented by squares.
Herz-Mindlin theory. However, for consolidated sandstones the sensitivity to pressure
changes is smaller than predicted by equations (10). It can be shown (Dvorkin et al.,
1991) that the stiffness of a cemented grain contact does not change with pressure at all.
In order to compensate for variations in pressure-velocity relationships, but still keep the
simple formalism of the Herz-Mindlin theory, we modify equations (10) slightly. This
can be done by substituting the exponent 1/3 with a lithology-dependent exponent κ.
Thus, equations (10) become
Kdry = A1 pκe
G = A2 pκe .
(12)
An expression for the saturated P-wave velocity (Vp) can be obtained from Gassmann’s
equation (Mavko et al., 1998) which state that
ρV 2p,sat = Kp +Kdry +
4
3G , Kp =
(1− KdryKs )2
φ
K f +
(1−φ)
Ks −
Kdry
K2s
. (13)
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In equation (13), K f is the bulk modulus of the pore fluid and Ks is the bulk modulus of
the rock material. To the lowest order in Kdry, Kp can be written as
Kp ≈ 1φ
K f +
(1−φ)
Ks
−A3Kdry , A3 = 1Ks
2φ
K f +
1−2φ
Ks
( φK f +
(1−φ)
Ks )
2
. (14)
The approximation is illustrated in Figure 9, which shows plots of Kp vs Kdry/Ks for
different porosities.
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Figure 9: Approximation for Kp. The bulk modulus of the fluid is set to 2.3 GPa
(water) and the bulk modulus of the solid material is set to 37 GPa (quartz).
Note that the first term in equation (14) is identical to the Reuss lower bound, KR, for the
bulk modulus. This is the bulk modulus for a suspension of particles in a fluid. We now
insert equations (12) and (14) into equation (13). This gives
ρV 2p,sat ≈ KR +Apκe , (15)
where A = A1 +A2 +A3. Equation (15) can be interpreted as follows; when pe = 0, there
is no contact between the grains. Hence, the medium is a suspension, and Vp is deter-
mined by the Reuss lower bound. As pe increases, the grain contacts become stronger,
and the velocity increases.
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If the porosity and the properties of the pore fluid and the solid material are known, KR can
be estimated from equation (14). For the reservoir rocks at Haltenbanken, we used K f =
2.3 GPa (water), and the porosity was estimated from density log data using equation
(4). The solid bulk modulus, Ks was estimated from log data in the following way;
from equations (5) and (6), velocities for zero porosity were determined. The density of
the solid was assumed to be ρs = 2650 kg/m3 (quartz). Ks was then determined from
Ks = ρsV 2(φ = 0)≈ 39 GPa for sandstones, and KS ≈ 25 GPa for shales. Next, porosities
for each formation was estimated from the density log. Equation (14) was used to find
values for KR. As an example, the value for KR for the Melke formation was estimated
from well 6406/2-1 to be 9 GPa.
If we know Vp for two different values of pe, say p1 and p2, κ can be estimated, since we
have from equation (15)
Vp(p1)
Vp(0) −1
Vp(p2)
Vp(0) −1
=
(
p1
p2
)κ
, (16)
which leads to
κ = ln

 Vp(p1)Vp(0) −1
Vp(p2)
Vp(0) −1

[ln( p1
p2
)]−1
. (17)
Vp(0) is the velocity for zero differential pressure, which is obtained from ρV 2p (0) = KR.
In equations (16)-(17) we have assumed that the density is constant. However, we use
well logs from different locations to find values for κ. Thus, we introduce a small error
if the density is not the same in the wells.
Once we have obtained a value for κ, it is easy to obtain a value for A, since, from
equation (15)
A =
1
pκe
(ρV 2p,sat−KR) (18)
We will use equations (17) and (18) to obtain values for κ and A in both shales and
sandstones. It is not intuitive to think of shale as a granular medium. However, experi-
mental work indicate that velocities in shales depend on pore pressure in the same way
as sandstones do. I.e., velocities increase with increasing effective pressure (Jones and
Wang, 1981; Jonston, 1987). Compared to velocities in sandstones, velocities in shale do
not tend to taper off so fast for high effective pressures, however the effect is observed
(Hornby et al., 1994). As for sandstones, the relationship is very lithology-dependent.
Table 1 summarizes values for κ and A calculated for the stratigraphic units in the reser-
voir rocks at Haltenbanken. The left column gives values obtained from comparing wells
6406/2-1 and 6406/2-3, and the right column gives values obtained from comparing wells
6406/2-2 and 6406/2-3. There are considerable variations in κ and A between the strati-
graphic units. In addition, the values computed from different wells do in general not
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Table 1: Parameters for velocity estimation
Well 6406/2-1 Well 6406/2-2
Formation κ A κ A
Melke 0.22 0.32 0.23 0.27
Garn 0.12 4.9 0.02 22.1
Not 0.55 0.001 0.28 0.071
Ile 0.14 2.6 0.05 11.3
Ror I 0.11 3.6 0.13 4.4
Tofte 0.06 10.3 0.11 4.9
Ror II N/A N/A N/A N/A
Tilje 0.25 0.39 0.20 8.3
coincide. Note, however, that most values of κ are significantly smaller than 1/3, which
is predicted by the Herz-Mindlin theory.
The pressure-velocity relationships resulting from the values of κ and A in Table 1 are
not directly usable for pore pressure prediction. The temporal resolution of conventional
velocity analysis is too coarse to estimate interval velocities for each stratigraphic unit.
Thus, we need an expression that relate the interval velocity (Vp) of the entire strati-
graphic column to effective pressure. This is achieved by estimating values for κ and A,
treating the reservoir as one unit. Since we have used two normally pressured wells, and
one overpressured well to find κ and A, we get two relationships between velocity and
differential pressure. Figure 10 shows the average of these, normalized to 50 MPa, which
is the approximate differential pressure at Kristin.
In addition to a velocity model for the entire reservoir to be used with velocity analy-
sis, we need a model for amplitude analysis. We are going to investigate a sand-shale
interface (Top garn). Figures 11 and 12 shows the average relationships for ∆Vp/Vp and
∆Vs/Vs, respectively, for sandstones (solid line) and shales (dotted line).
The pore pressure can now be estimated as follows. Assume that we have derived the
interval velocity V1 from a reservoir of known effective pressure (Lavrans), and the inter-
val velocity V2 a reservoir of unknown effective pressure (Kristin). Furthermore, suppose
that we have corrected V1 and V2 for regional porosity variations. The relative difference
in velocity is
∆V
V
=
V2−V1
V1
. (19)
The effective pressure in the unknown area can now be estimated by finding the value of
pe in Figure 10 which correspond to the value of ∆V/V . The pore pressure can then be
found by using equation (1).
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Figure 10: Relative change in P-wave velocity for entire reservoir
4 Seismic data analysis at Haltenbanken
In this section, we show the results of the seismic data analysis. A section of the 2D
seismic line is shown in Figure 13, with the position of the Kristin and Lavrans Fields in-
dicated. First, we apply conventional velocity analysis to estimate the interval velocities
at Kristin and Lavrans. Next, we apply seismic amplitude analysis to the Top Garn inter-
face in order to examine the reflectivities at the two fields. A comparison of the results to
the rock physics model derived above gives estimates of the pore pressure.
4.1 Velocity analysis
Semblance velocity analysis based on the NMO equation assumes a flat-layered earth.
Since the Lavrans Field is structurally complex, this does not necessarily give the true
velocities. In order to correct for dipping structures, we performed velocity analysis
after DMO and prestack migration on common offset gathers (see Yilmaz, 2001, page
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Figure 11: Relative change in P-wave velocity vs. effective pressure for sandstones
(solid line) and shales (dotted line) at Haltenbanken.
88). A detailed velocity analysis was performed over the Lavrans and Kristin Fields. 50
prestack time migrated CMP locations were inspected for both Fields. Figure 14 shows
an NMO-corrected CMP-gather from the Lavrans. The Top Garn reflector can be seen at
approximately 3770 ms. The seismic data are relatively noisy at this depth, this may lead
to ambiguities in the velocity analysis, if not addressed properly.
In order to reduce the uncertainty and to obtain a robust velocity field we defined a set of
criterions for a valid velocity pick;
1. Each velocity pick must be on a semblance peak. Corresponding semblance peaks
must be visible for at least 10 adjacent CMP’s.
2. Each velocity pick must be made on a time corresponding to a seismic event in the
stacked section.
3. The difference between the maximum and the minimum picked velocity for a given
event should not exceed 400 m/s.
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Figure 12: Relative change in S-wave velocity vs. effective pressure for sandstones
(solid line) and shales (dotted line) at Haltenbanken.
Figure 15 shows a stacked seismic section along with the times for velocity picks at
Lavrans. The upper event is approximately 400 ms above the reservoir, the middle event
is close to the top reservoir event (within 100 ms), while the lower event is approximately
600 ms below the reservoir. A corresponding seismogram for the Kristin Field is shown
in Figure 16. Figures 8a-8c show histograms of the velocity picks For Lavrans, while
Figures 9a-9c show corresponding histograms for Kristin. Mean values and standard
deviations for the velocity picks are given in Table 2.
Table 2: Mean velocities (stacking) from velocity
analysis
Horizon no Vst Lavrans (m/s) Vst Kristin (m/s)
1 2375 ± 51 2333 ± 39
2 2542 ± 47 2498 ± 28
3 2882 ± 59 2716 ± 50
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Figure 13: Migrated stack of the seismic line used in the study. The areas of interest
are enlarged at the bottom of the figure. The location of the Top Garn reflector is
indicated with arrows.
Using Dix’ equation, we compute the interval velocity above the reservoir and within
the reservoir for Lavrans and Kristin. The results are given in Table 3.From velocity
analysis, we observe a mean interval velocity within the reservoir at Lavrans of 4392
m/s, however, the uncertainty is very high (415 m/s, standard deviation). The sonic log
gives an interval velocity of 4219 m/s, which is within the uncertainty range derived from
velocity analysis. At Kristin the average interval velocity within the reservoir is estimated
to be 4188 (± 450) m/s.
Table 3: Mean velocities (interval) from velocity
analysis
Layer Vst Lavrans (m/s) Vst Kristin (m/s)
above reservoir 3476 ± 480 3427 ± 332
within reservoir 4392 ± 415 4188 ± 450
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Figure 14: Prestack time migrated CMP gathers from the Lavrans Field. The Top
Garn reflector is visible at approximately 3770 ms.
Because the level of uncertainty is very high in the derived interval velocities, we ob-
serve no significant difference in reservoir interval velocity between Lavrans and Kristin.
However, sonic log data from well 6406/2-2 at Lavrans give an average reservoir interval
velocity of 4219 m/s, which is only 173 m/s lower than the interval velocity derived from
the seismic data. This increases the confidence in the estimated interval velocities.
If the observed difference in interval velocity between Lavrans and Kristin is real, we can
estimate the pore pressure at Kristin. First, we correct for expected porosity differences
due to difference in burial depth, as discussed before. The difference in burial reservoir
depth between Lavrans and Kristin is approximately 300 m along the inspected seismic
line, and the pore pressure at Lavrans is known to be normal. If the pore pressure at
Kristin is normal, equation (8) gives the expected difference in porosity as
∆φ = φ2−φ1 =−0.027, (20)
where φ2 is the porosity in the reservoir sandstones at Kristin, and φ1 is the porosity in
the reservoir sandstones at Lavrans. However, if Kristin is highly overpressured, we must
use equation (9) for the porosity here. This gives
∆φ = φ2−φ1 = 0.026. (21)
The difference in velocity in reservoir sandstones due to porosity differences is computed
from equation (5)
∆V = 121m/s, (22)
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Figure 15: Zoomed in view of the stack at Lavrans. Top Garn is seen at approx-
imately 3770 ms to the left, dipping upwards to about 3700 ms to the right. The
black lines represents the times of velocity picking.
for the case where the pore pressure at Kristin is normal to moderate, and
∆V =−116m/s, (23)
for the case where the pore pressure at Kristin is high.
The fractional volume of sandstones in the reservoir is estimated from the well logs to
be about 0.4. Thus, we estimate the velocity difference due to porosity variations for the
total reservoir volume to be
∆V = 0.4∆Vsst +0.6∆Vshale = 48m/s, (24)
if we use equation (22) (normal to moderate pressure), and
∆V =−46m/s, (25)
if we use equation (23) (high pressure). Assuming that the pore pressure at Kristin is
normal to moderate we use equation (24) to adjust the velocity at Lavrans for porosity
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Figure 16: Zoomed in view of the stack at Kristin. Top Garn is seen at approxi-
mately 4050 ms. The black lines represents the times of velocity picking.
differences. This gives a velocity difference of 4188 - (4392+48) m/s = -252 m/s, or
∆V/V = −0.057. This gives an effective pressure at Kristin of approximately 14 MPa
(Figure 10), corresponding to an overpressure of approximately 36 MPa. This is not
consistent with the assumption of normal to moderate pore pressure at Kristin.
On the other hand, if we assume that the pore pressure at Kristin is high, we must use
equation (25) to correct for porosity variations. In this case, we get a velocity difference
of -158 m/s, giving a relative difference in velocity of ∆V/V = 0.036. This gives an
effective pressure of approximately 22 MPa, corresponding to an overpressure of 28 MPa,
which is still in the high pressure range. Thus the velocity analysis indicate that Kristin
is highly overpressured, with an estimated pore pressure of 28 MPa above hydrostatic
pressure. However, the uncertainties are large.
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Figure 17: Histogram of the velocity picks at Lavrans, corresponding to the upper line
in Figure 15
4.2 Amplitude analysis
Theory
The top of the reservoir sandstones at Haltenbanken is marked by the Top Garn interface
which is visible both on Kristin and Lavrans (see Figure 13). The sonic logs in Figure
3 show a significant jump in P-wave velocity at about 4250 m, associated with the Top
Garn interface. The analysis in the previous sections indicate that the velocities of both
the Melke Formation and the Garn Formation are sensitive to pore pressure. In order to
see how the reflectivity of the Top Garn interface changes with pore pressure, we may
perform some simple calculations based on standard AVO equations.
Assume a two-layer model where the P-wave velocity, S-wave velocity and density in
the upper layer (shale) are given by α1, β1, and ρ1, respectively. Similarly, we denote the
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Figure 18: Histogram of the velocity picks at Lavrans, corresponding to the upper line
in Figure 15
P-wave velocity, S-wave velocity and density for the lower layer (sandstone) by α2, β2,
and ρ2. The Smith and Gidlow approximation for PP-reflectivity is given as
RPP =
1
2
(
∆α
α
+
∆ρ
ρ
)
−2 β
2
α2
(
∆ρ
ρ +2
∆β
β
)
sin2 θ+ ∆α
2α
tan2 θ, (26)
where ∆α = α2−α1, α = 1/2(α1 +α2), and so on. θ is the angle of incidence. Equation
(26) can be written as
RPP = R0 +Gsin2 θ, (27)
where
R0 =
1
2
(
∆α
α
+
∆ρ
ρ
)
G =−2 β
2
α2
(
∆ρ
ρ +2
∆β
β
)
+
∆α
2α
tan2 θ
sin2θ .
(28)
R0 and G are commonly referred to as the AVO intercept and gradient, respectively.
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Now assume that the velocities and density changes in both layers, such that α1 → α′1 =
α1 +∆α1 , α2 → α′2 = α2 +∆α2 etc. This is representative for a change in position along
the interface from the Lavrans Field to the Kristin Field. The change in reflectivity as a
result of velocity and density changes in both layer 1 and layer 2 can be written
∆R0 =
1
2
[(
∆α′
α′
− ∆α
α
)
+
(
∆ρ′
ρ′ −
∆ρ
ρ
)]
∆G =−2 β
2
α2
[(
∆ρ′
ρ′ −
∆ρ
ρ
)
+2
(
∆β′
β′ −
∆β
β
)]
+
1
2
(
∆α′
α′
− ∆α
α
)
tan2 θ
sin2θ .
(29)
Here, we have assumed that β′2/α′2 ≈ β2/α2.
From equation (29) we may make some observations of the qualitative behaviour of R0
and G. For instance, it is clear that if the P-wave contrast at Kristin (∆α′/α′) is larger
than the P-wave contrast at Lavrans (∆α/α), this will give a positive contribution to ∆R0.
Our calculations above indicate that this is the case, since the P-wave velocity for shales
seems to be more sensitive to pore pressure than the P-wave velocity for sandstones
(Figure 11). However, an increase in P-wave velocity contrast may be countered by a
decrease in density contrast.
In order to see how ∆R0 changes with pore pressure, we insert numbers for the Melke
and Garn Formations into equation (29). Table 4 shows estimated P-wave velocities
and densities from well 6406/2-1 at Lavrans. The velocities in the Garn Formation and
Table 4: Estimated p-wave velocities and densities
for the Melke and Garn Formations from well 6406/2-
1
Formations Vp (m/s) Density (kg/m3)
Melke 3391 2567
Garn 4726 2473
Melke Formation at Kristin for different pressures are calculated using the relationship
shown in Figure 11. Note, however, that in order to get a consistent estimate for the
velocity at Kristin, we need to make a porosity correction, according to equation (5) for
the Garn Formation. The porosity difference is calculated using equations (8) for normal
to moderate pressure at Kristin and (9) for high pressure, with ∆d = 300 m.
In a similar manner, we calculate the density in the Garn Formation at Kristin. In the
case of normal to moderate pore pressure at Kristin we use equation (8), and estimate
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the density to be 2518 kg/m3. In the case of high pressure at Kristin we use equation
(9) and estimate the density to be 2427 kg/m3. We have assumed water as the pore fluid
(ρw=1000 kg/m3) and quartz as the solid material ρs=2650 kg/m3).
In the case of normal to moderate pore pressure at Kristin, we get the curve shown in
Figure 4.2a for the relationship between ∆R0 and differential pressure at Kristin. the
corresponding relationship for high pore pressure is shown in Figure 4.2b. Note that in
both cases ∆R0 increase as the pressure at Kristin increases.
Since we do not have any estimates of the S-wave velocity, we can not perform a similar
analysis for ∆G. However, Figure 12 indicate that the S-wave velocity in shales is much
more sensitive to changes in pore pressure than the S-wave velocity in sandstones. Hence,
if Kristin is highly overpressured, we may expect that the S-wave velocity contrast at the
Top Garn interface is larger here than at Lavrans. From equation (29) this gives a negative
contribution to ∆G. In the calculations above the difference in density between Kristin
and Lavrans was found to be small. It is therefore likely that the S-wave velocity term in
equation (29) will dominate, and that ∆G < 0 for high pore pressures at Kristin.
Data analysis
Amplitude analysis was performed for the same CMP range that was subject to the ve-
locity analysis. The top Garn reflector is indicated with arrows in Figure 13. We com-
puted partial stacks for three different angle ranges, 0deg−10deg, 10deg−20deg, and
20deg−30deg. The peak amplitude for the Top Garn reflector was extracted for each of
the partial stacks. Figures 20a and 20b shows the near offset stacks from Lavrans and
Kristin. Note that the signal from the Top Garn reflector is stronger At Kristin. Figure
21 show the mean amplitudes at Lavrans and Kristin, scaled by a constant factor which
was chosen such that the near-offset amplitudes from Lavrans fitted the modeled reflec-
tion coefficient (solid line). The averaged and scaled mid-offset amplitudes at Lavrans
are significantly weaker than the modeled reflection coefficient. At Kristin, however, the
mid-offset amplitude is stronger than the near-offset amplitude.
Figure 22 show five adjacent NMO-corrected prestack migrated gathers from the Lavrans
Field (left) and the Kristin Field (right). The Top Garn reflector is indicated on the Figure.
Figure 23 show scaled reflection amplitude versus offset for these CMP’s. Despite a high
degree of fluctuations in the data, there is a notable trend that the amplitude at far offsets is
higher at Kristin (triangles) than at Lavrans (circles). At near offsets there is no apparent
difference.
Because of problems with scaling of the far-offset data, we chose to use only the near-
offset range for estimation of pressure differences. Using the scaled near-offset am-
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Figure 19: Plots of ∆R0 vs.differential pressure for different pressure regimes at Kristin.
(a): normal to moderate pore pressure. (b): high pore pressure.
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Figure 20: Near offset stacks from Lavrans and Kristin.
plitudes in figure 21, we estimate that the difference in zero-offset reflectivity between
Lavrans and Kristin,∆R0 is approximately 0.05 ± 0.03 for the Top Garn interface. This
is an indication of overpressure at Kristin which was found to give ∆R0 > 0. However,
it is not immediately clear which of the Figures 4.2 that is relevant for the situation at
Kristin. For instance, in Figure 4.2a a value of ∆R0 = 0.5 gives a differential pressure at
Kristin of about 0 MPa, corresponding to an overpressure of about 50 MPa. However,
this figure was computed with the assumption that the pore pressure at Kristin is normal
to moderade (. 20 Mpa). This is clearly a contradiction. In Figure 4.2b, the highest value
of ∆R0 is about 0.035. This is within the uncertainty range that were estimated for ∆R0.
Thus, the estimated value for ∆R0 indicate that the reservoir rocks at Kristin are highly
overpressured.
The data analysis indicate a value of ∆G which is greater than zero. However, the theoret-
ical considerations above indicate that for high pore pressures at Kristin, cˇ∆G < 0. This
may be due to poor data quality. The Lavrans Field is structurally complex, meaning that
true amplitude processing may be difficult. If the observations are correct, there may be
an error in the model, or it may be an indication of an effect that we did not compensate
for, e.g., differences in clay content.
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Figure 21: Scaled amplitudes from near- mid- and far-offset stacks from Lavrans
(triangles) and Kristin (squares). The solid line represents the PP-reflectivity at
Lavrans computed from Zoeppritz’ equations.
5 Discussion
The derived relationships for velocity versus differential pressure are based on log data
from three wells. These wells are not necessarily representative for the reservoir rocks
at Haltenbanken. However, there is good correlation between well logs from different
locations, as seen in Figure 3. This increases the confidence in the representativeness
of the log data. Still, there are variations in the velocity-pressure relationships obtained
from different wells (Table 1). A larger number of wells is probably needed to get a
reliable well calibration for the pressure-velocity relationship. In addition, the argument
for using a functional form inspired by grain contact theory is questionable. While the
Herz-Mindlin theory has a clear physical basis, this is not the case when we substitute
the exponential value of 1/6 with an arbitrary exponent κ.
While the methodology described here attempts to compensate for lateral variations in
porosity, we have not addressed variations in clay content. The assumption of laterally
constant clay content means that (5)-(6) can be ignored. However, it is unlikely that this
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(a)
(b)
Figure 22: Prestack Gathers from Lavrans (a) and Kristin (b). The top Garn interface is
marked.
is the case. It is therefore important to have an understanding of the sensitivity of seismic
velocities to clay content. For sandstones, (Han et al., 1986) estimated that an increase in
the fractional volume of clay of 0.1 gives a decrease in p-wave velocity of approximately
200 m/s. Velocities are also known to vary with clay content in shales (Vernik, 1997).
Thus, lateral variations in clay content may have significant impact on velocities.
In the analysis, we have assumed that the fluid content at the two locations is the same.
As for the clay content this assumption is not necessarily true. Since the velocity of a
rock is influenced by the fluid content, this means that we may have made a mistake here.
However, the importance of fluid content is closely related to the porosity of the rock.
Since the porosity in the reservoir section is relatively low (< 15%), the error we make
by ignoring fluid content is probably not too severe.
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Figure 23: Extracted peak amplitudes from top Garn interface.
The reservoir sandstones at Haltenbanken are at a burial depth of more than 4 km. At this
depth, the quality of the seismic data is relatively poor. As a result, there are significant
uncertainties in the results. Poor resolution in the seismic forced us to pick velocities at
different time intervals at Lavrans and Kristin. Furthermore, the results from the velocity
analysis show no significant difference in interval velocity between Kristin and Lavrans.
The uncertainty in the interval velocity is of the order of 450 m/s (standard deviations),
which is larger than the expected velocity difference due to overpressure at Kristin. Thus,
the calculated overpressure at Kristin (28 MPa), which is based on average velocities, is
uncertain. Sonic log data increase the confidence in the average values, but still the
uncertainties are large.
There are also large uncertainties in the amplitude anlaysis. The far offset response is
not in agreement with overpressure at Kristin, according to our model. This may be
indicative of some effect that we did not compensate for. However, it may very well be
due to poor seismic data quality, especially at Lavrans, which is structurally complex.
Pore pressure estimation from seismic data on Haltenbanken 99
6 Conclusions
We have presented a rock physics model that can be used to predict pore pressure differ-
ences across faults. The model incorporates compensation for porosity variations with
depth, using regional porosity-depth trends.
Conventional seismic velocity analysis was applied to a 2D seismic line covering the
Lavrans and Kristin Fields. The interval velocity was found to be 204 m/s lower at
Kristin than at Lavrans. This is in agreement with an overpressure of 28 MPa at Kristin.
Seismic amplitude analysis at the Top Garn interface indicate that the P-wave velocity
contrast is larger at the Kristin Field than at the Lavrans Field. This result is confirmed
by sonic logs, and is an indication of high pore at Kristin. However, we could only make
qualitative inferments about the pore pressure from amplitude analysis. The seismic data
quality was not good enough to get a reliable estimate for the pore pressure.
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Chapter 5
Pore pressure estimation - what can we
learn from 4D?
Martin Landrø and Øyvind Kvam
Department of petroleum engineering and applied geophysics
Norwegian University of Science and Technology
N-7491 Trondheim, Norway
ABSTRACT: Most methods for pressure prediction from seismic are based on detec-
tion of low velocity anomalies. The significant growth of time-lapse seismic surveys
gives us a possibility to check the robustness and limitations of these classical predic-
tion methods, and might also lead to new methods for pressure prediction that can be
used in exploration. Using a simple geo-mechanical model (Hertz-Mindlin) it is shown
that the AVO-response of a pressure anomaly is opposite of for instance a fluid anomaly.
It is suggested that these simple AVO-observations could be combined with more con-
ventional methods, in order to reduce the uncertainty in pressure prediction from seismic.
Main limitations are the validity of the geo-mechanical model, the assumption of constant
lithology between the normal and anomalous segments and the validity of the Gassmann
model. A 4D-example from a 30% porosity sandstone reservoir shows that a 5-7 MPa
pore pressure increase leads to an amplitude change at the top reservoir interface that is
explained by approximately 20% decrease in P-wave velocity.
The observed pull-down effect (time lapse travel-time shift) measured over the whole
reservoir thickness is of the order of only 4-6 ms, indicating a gradual change in velocity
below the top reservoir event, decreasing with depth. Time-lapse velocity analysis is
not precise enough to pick up this gradual velocity change between the two surveys.
4D data from segments undergoing a pore pressure decrease of 2-4 MPa does not show
amplitude or travel-time shifts above the background noise level. Thus one might say that
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4D observations indicate that over-pressured rocks should be easier to detect by seismic
methods than rocks with anomalous low pore pressure.
1 Introduction
Interpretation of time-lapse seismic data depends on knowledge of the relation between
the seismic parameters and typical reservoir parameters we want to map, as for instance
pore pressure changes and fluid saturation changes. The established link for bridging
the gap between the two types of parameters is rock physics. For saturation effects, the
Gassmann equations form a reasonable working platform, enabling us to make quanti-
tative estimates for how much each of the seismic parameters changes with for instance
water saturation. However, for pore pressure changes, we claim that the corresponding
platform is weaker: we have to rely on ultrasonic core measurements in order to establish
a link between pore pressure changes and corresponding changes in seismic parameters.
One major weakness of the core measurements is that the core sample is damaged dur-
ing the coring process (Nes et al., 2000). Artificial cracks are probably formed during
the anisotropic stress unloading process. Even if the core sample is reloaded to simu-
late in situ stress conditions for the ultrasonic core measurements, it is not very likely to
assume that the original crack state of the sample is re-established again. Furthermore,
we have to deal with the upscaling problem for our core measurements: Is the ultrasonic
measurements made at the small core sample representative at seismic scale?
2 The Hertz-Mindlin model: an attempt to relate veloc-
ity to pressure
Various contact models have been proposed to estimate effective moduli of a rock. Some
of these models are presented by Mavko et al. (1998) in their rock physics handbook.
The Hertz-Mindlin model (Mindlin and Deresiewicz, 1953) can be used to describe the
properties of precompacted granular rocks. The effective bulk modulus of a dry random
identical sphere packing is given by
Keff = 3
√
C2(1−φ)µ2
18pi2(1−ν)2 P (1)
and the effective shear modulus is given by
µeff =
5−4ν
5(2−ν)
3
√
3C2(1−φ)µ2
2pi2(1−ν)2 P (2)
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where ν and µ are the Poisson’s ratio and shear modulus of the solid grains, respectively,
φ is the porosity, C is the average number of contacts per grain and P is the effective or
net pressure.
The relation between net stress and reservoir pore pressure can be defined as (see for
instance Christensen and Wang, 1985):
P = Pext−ηPpore (3)
where P is effective pressure, Pext is external pressure,Ppore is pore pressure, and η is the
coefficient of internal deformation, a usually unknown parameter, often assumed to be
close to one. However, if η differs from one, this will lead to stretching of the velocity
versus pressure curves, and hence a corresponding increase in the uncertainty associated
with the estimated pressure and saturation changes. The fact that we actually do not
know the internal deformation coefficient η, is a limiting factor for quantitative use of
rock physics measurements for pore pressure estimation. In a rock physics experiment,
we measure the net or effective pressure (P), while in a reservoir, we measure the pore
pressure (Ppore).
The P (Vp) and S (Vs) wave velocities are now given as
Vp =
√
Keff + 43µeff
ρ , (4)
Vs =
√
µeff
ρ . (5)
The density is
ρ = φρ f +(1−φ)ρma, (6)
where ρ and ρma are the fluid and matrix densities, respectively. If we assume that the
density of the quartz sand is not changing much during pressure changes, we see from
equations (1)-(6) that the relative change in P-wave velocity versus net pressure change
is given as
∆Vp
Vp
=
(
P
P0
) 1
6
−1, (7)
where P0 denotes the effective pressure at the initial pressure conditions. Similarly we
obtain for the relative S-wave velocity change
∆Vs
Vs
=
(
P
P0
) 1
6
−1, (8)
which means that according to the Hertz-Mindlin model the relative change in P and
S-wave velocity should be equal. Ultrasonic core measurements done at core samples
from some of the North Sea sand reservoirs indeed show that the relative changes in P-
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Figure 1: Schematic figure showing relative change in P-wave velocity as a function
of net pressure for the Hertz-Mindlin model (exp=1/6), modified Hertz-Mindlin
model (exp=1/6), dry core measurements and synthetic core measurement. Here we
have assumed that the initial net pressure is 5 MPa. The synthetic core measurement
curve does not represent real measurements, but has been drawn on the basis of the
published work by Nes et. al., 2000.
and S-wave velocities are fairly similar. However, comparison with dry core measure-
ments often show that the exponent in equations (7) and (8) should be chosen closer to
1/10 rather than 1/6. Recent experiments done by Nes et al performed on artificial sand-
stone indicate that this exponent is less than 1/10. Figure 1 is an attempt to illustrate the
uncertainty in determining velocity versus pressure curves. In this figure the results of
Nes et al is sketched on the basis of their publication, and does not represent the real
measurements.
The key message from this section is that there are large uncertainties associated with
the establishment of the velocity versus pressure curves. These uncertainties are multi-
causal: up-scaling issues related to ultrasonic core measurements (are the rock physics
measurements representative at seismic frequencies?), the coring process itself (as dis-
cussed by Nes et al), the unknown internal deformation coefficient (equation (3)), vari-
ability in core sample quality and so on. Therefore, alternative ways of estimating the
velocity versus pressure curve is highly desirable, and in the present paper I will show
some attempts to use the reservoir itself as a laboratory for obtaining such additional
information.
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Figure 2: Schematic illustration of two segments separated by a fault acting as a
pressure barrier between normal and over-pressured rocks. Assuming that the thick-
ness and lithology is the same for the two segments, the change in reflectivity (∆R)
is assumed to be caused by the pressure difference.
3 Simple equations for overpressure detection based on
Hertz-Mindlin theory
In the previous section it was shown that the relative changes in P and S wave veloci-
ties were the same for pressure changes. This observation can be used to derive simple
equations relating the change in reflectivity due to changes in pore pressure. Figure 2
illustrates a situation of a fault acting as a pressure barrier between two segments. A sim-
plified expression for the PP reflection coefficient versus incidence angle can be written
(Smith and Gidlow, 1987):
RPP(θ) =
(
∆Vp
Vp
+
∆ρ
ρ
)
−2V
2
s
V 2p
(
∆ρ
ρ +2
∆Vs
Vs
)
sin2 θ+ ∆Vp
2Vp
tan2 θ, (9)
where ρ is the density and θ is the incidence angle, and ∆Vp etc represents the change in
P-wave velocity across the interface. For crystalline rocks, it is often assumed that the
porosity and hence, the density changes caused by pressure changes are small, and thus
we will assume zero changes in density across the sealing fault. The change in reflectivity
across the fault barrier (Figure 2) is therefore given as
∆RPPP(θ) =
1
2
∆V Pp
Vp
−4V
2
s
V 2p
∆V Ps
Vs
sin2 θ+
∆V Pp
2Vp
sin2 θ, (10)
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Figure 3: Change in zero offset reflectivity versus effective pressure using the
Hertz-Mindlin model. The initial (or reference) effective pressure has been set to 6
MPa in the current example. Notice that a pore pressure increase correspond to a
decrease in the effective pressure.
where ∆V Pp and ∆V Ps denote change in P-wave and S-wave velocity caused by pressure
changes, respectively. Using equations (7) and (8), assuming an average Vp to Vs ratio
of 2 (for shallow depths this ratio can be significantly higher), and further assume that
sin2 θ∼ tan2 θ we obtain
∆RPPP(θ) =
1
2
∆V Pp
Vp
cos2 θ. (11)
Finally, by inserting equation (7), a direct relation between reflectivity change and effec-
tive pressure is obtained:
∆RPPP(θ) =
1
2
[(
P
P0
) 1
6
−1
]
cos2 θ. (12)
This means that the change in reflectivity between the normal pressured segment and the
over-pressured segment has a weak AVO-behavior (slight changes with offset), given that
the Vp to Vs ratio is around 2. In addition to conventional velocity estimation for over-
pressure prediction, the simple formula given above can be used in a semi-quantitative
way to identify potential abnormal pressure segments. Notice that for a pore pressure
increase, the effective pressure, P, is decreasing, resulting in a negative change in reflec-
tivity (equation (12)), as illustrated in Figure 3.
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4 Fluid effects
In an exploration setting, one major challenge is to distinguish between pressure and
lithology changes between the two segments shown in Figure 2. However, if we assume
that the lithology is the same for the two segments, and assume that the segment to the
left is water-filled and the segment to the right contains hydrocarbons, the change in
reflectivity can be written as (see Landrø, 2001):
∆RFPP(θ) =
1
2
(
∆V Fp
Vp
+
∆ρ
ρ
)
+
∆V Fp
2Vp
tan2 θ. (13)
For many sand reservoir rocks, the density change is less than the velocity change, so a
(very rough) approximation for the reflectivity change caused by fluid change is
∆RFPP(θ) =
1
2
∆V Fp
Vp
1
cos2 θ . (14)
This means that a fluid effect and a pressure effect has opposite AVO-effects, a light in-
crease for fluid changes, and a slight decrease for pressure changes, as shown in Figure
4. In Figure 4, the zero offset reflection coefficients have been chosen to be equal (or
normalized to each other). The main limitation of this method is of course that we as-
sume that the seismic parameters do not change significantly between the two segments
sketched in Figure 2. A real data example, taken from a 4D case study is shown in Figure
5, where we can observe a slight amplitude decrease with offset after a pressure increase
within the Cook Formation. Furthermore, we observe a slight amplitude increase (best
visible on the near and mid offset stack, not so convincing from mid to far) with offset
for the fluid marker at the 1985 data. In an exploration case, the uncertainty associated
with a similar interpretation technique based on Figure 4 is much higher.
5 PS-converted data
A simplified version of the PS reflection coefficient is given as (Aki and P, 1980)
RPS(θ) =
1
2
sinθ
[
(1+2
Vs
Vp
)
∆ρ
ρ +4
Vs
Vp
∆VsVs
]
(15)
Following the same procedure as in the previous sections we find that for a pressure
change, the corresponding PS reflectivity changes by (assuming a VP to VS ratio of 2)
∆RPPS(θ) =
∆V Ps
Vs
sinθ. (16)
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Figure 4: Reflectivity change versus incidence angle for two segments with identical
lithology undergoing pressure changes and fluid changes, assuming that the density
changes are small. In both cases, we expect a weak AVO-effect, but in opposite di-
rections. The zero offset reflectivity has been chosen to be equal for the pressure and
fluid case (in practice, the near offset amplitudes might be normalized to each other).
For fluid changes we find correspondingly
∆RFPS(θ) =
∆V Fs
Vs
sinθ. (17)
This means that the PS-reflectivity changes have (to the lowest order) the same AVO-
behaviour. The sign of the parameter contrasts depends on whether we are considering a
pressure increase, a water to hydrocarbon fluid change or vice-versa.
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Figure 5: Near, mid and far offset stacks (top to bottom) from 1985 (left) and (1996)
right. Notice the significant amplitude increase from 1985 to 1996 for the near offset
data at top Cook. (Within this formation a significant pore pressure has been measured).
Furthermore, notice a slight decrease in amplitude with offset for the 1996 data set. The
fluid signal, associated with the original oil-water contact level (marked on the mid offset
sections) shows the opposite trend: An amplitude increase with offset (observed on the
1985 data), and a significant decrease in amplitude for all offsets for the 1996 data, caused
by water flushing. These field observations are supported by the simplified theoretical
curves shown in Figure 4.
6 A 4D example: Velocity changes caused by a pore pres-
sure increase
Figure 6 shows a time-lapse seismic profile from a segment where the reservoir pressure
has increased by approximately 6-8 MPa between the seismic surveys. A significant
amplitude change is observed at the top reservoir interface. A detailed discussion of
this case can be found in Landrø (2001). There are significant variations in the size of
this amplitude increase. A simple 1D modeling study based on well logs indicate that
a P-wave velocity drop of at least 20% is necessary to explain the observed amplitude
increase. This is illustrated in Figure 7. The reservoir thickness is approximately 80 m
within the over-pressured segment. If a 20% velocity reduction is imposed for the whole
reservoir thickness, a corresponding time-shift (or time-delay) of 20-30 ms should be
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observed on the time-lapse seismic data. This is however not the case, and therefore a
gradual velocity change has been suggested in Figure 7. This gradual velocity change
is to some extent supported by the increase in the gamma-log versus depth within the
reservoir section (Figure 7). Although this time-lapse experiment is not a proof that the
velocity should drop significantly for a pore pressure increase, it gives support to all
the four curves displayed in Figure 1. As the number of time-lapse seismic surveys is
increasing we think we will see more and more examples of this kind, where seismic
velocities can be coupled to observed pressure changes within the reservoir. In most case
examples there are limitations caused by reservoir heterogeneity, fluid and temperature
changes taking place at the same time etc.
Figure 6: A seismic profile from the over-pressured Cook-segment. Notice the
strong amplitude increase at the top Cook interface from 1985 to 1996. Furthermore
notice a relatively small pull-down effect for the near base Cook interface (marked
with a blue line at the two profiles). Printed with permission from EAGE.
7 What about seismic effects caused by pore pressure de-
crease?
In the Gullfaks 4D seismic study (Landrø et al., 1999) several examples of pore pressure
increases were found. The opposite effect, a pore pressure decrease, was not found,
however. Even in areas within the water-zone where the measured pore pressure decrease
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Figure 7: Gammalog, acoustic impedance, synthetic seismogram and real seismogram
(from left to right) for well C3. Black line refers to measurements from 1985, while the
red line shows assumed changes in acoustic impedance and corresponding effect upon
the synthetic seismogram, while the red curve to the right shows the seismic trace from
1996. Here we have assumed a gradual change in velocity below the top Cook interface.
Printed with permission from EAGE.
was of the order of 2-4 MPa, no clear anomalies were observable on the 4D seismic data.
The repeatability level of the Gullfaks 4D data was rather low, of the order of 50-70 % in
RMS difference between baseline and monitor surveys. Last year, a dedicated experiment
was done at Gullfaks, in order to further test the possibilities of detecting a pore pressure
decrease (Landrø et al., 2002). A 12-level VSP tool was installed in one well, while a
neighboring injector well was shut down in order to generate a pore pressure drop. The
measured pore pressure decrease was 2.5 MPa. Although the analysis of the results of
this test is not finalized yet, it seems clear that the effect on the 4D VSP data is rather
small. One might therefore say that this “controlled” experiment, together with the 4D
observations on this field, gives us a strong indication that pore pressure decreases are far
less observable on 4D seismic data, compared to pore pressure increases.
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7.1 Conventional velocity analysis, is it accurate enough to detect a
pressure increase of 6 MPa at 2000 m reservoir depth?
The example presented above can also be used to cast some insight into the sensitivity
problem of using conventional velocity analysis for overpressure prediction. A thorough
velocity analysis has been performed by Øyvind Kvam (PhD student). He analyzed 40
CMP-gathers before and after the pressure increase, and found that the uncertainty in
the velocity picking was larger than the estimated velocity change based on the velocity
analysis. This is shown in Figure 8. There are several possible explanations for this, the
major is probably the gradual velocity change mentioned in the previous section. The
thickness and the depth of the over-pressured unit are crucial factors strongly impacting
our ability to use velocity analysis as a tool for pressure prediction. The sensitivity for
detecting abnormal velocity changes decreases rapidly with depth, while the uncertainty
in velocity estimation increases rapidly with depth. This is illustrated in Figure 9. It is
important to underline that the velocities displayed in figures 8-9 are RMS-velocities and
not interval velocities as discussed in the previous sections.
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Figure 8: Velocity analysis results from 40 time-lapse CMP-gathers from a reservoir
segment where the pore pressure has increased by approximately 6-7 MPa due to water
injection.
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Figure 9: Schematic illustration showing that the reliability of pressure detection via
seismic velocity decreases rapidly with burial depth.
8 Discussion
New simple AVO-formulas show that the AVO-difference between a normal segment and
an anomalous segment (over-pressured or hydrocarbon-filled), is opposite for a pressure
effect compared to a fluid effect. These AVO-formulas are based on the Hertz-Mindlin
theory, which predicts that the relative change in P-wave velocity is equal to the rela-
tive change in S-wave velocity when the rock pressure is changing. For some sandstone
reservoirs, ultrasonic core measurements support this assumption (from Figure 3 in Lan-
drø et al. (1999), we observe that the relative change in P- and S-wave velocities are
around 4% for a 4 MPa decrease in net pressure, and approximately 10% for a 4 MPa
increase in net pressure). It should be stressed that this assumption is based only upon
the Hertz-Mindlin model and some rather sparse core measurements. Therefore, these
simplified AVO-fomulas should be used with care for other rock types. Another limi-
tation is of course that it is assumed that the lithology between the two segments (see
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Figure 2) is constant. A relatively small change in lithology between the two segments
might of course mislead the AVO-interpretation technique suggested in this paper. There-
fore, it is important that the suggested method is regarded as complementary to the more
established pressure prediction methods, based on velocity analysis.
Time-lapse velocity analysis applied on a “controlled” over-pressured segment demon-
strates clearly two critical factors: thickness and depth of the over-pressured layer. The
uncertainty associated with our pressure predictions increases rapidly with depth, and
decreases rapidly with the layer thickness.
9 Conclusion
Recent 4D seismic case studies show that pressure effects are visible and detectable as
4D amplitude differences. There are also strong indications that pore pressure increases
are easier to detect than pore pressure decreases. This observation is in agreement with
most ultrasonic core measurements. Based on the Hertz-Mindlin theory it can be shown
that a pressure anomaly has the opposite AVO-behavior (decrease) of a fluid anomaly
(increase). This simple observation can be used as a complementary interpretation tech-
nique for identification of over-pressured segments. 4D seismic has also shown that
seismic amplitudes are robust, often more robust than travel-time differences. Corre-
spondingly, we should put more emphasis on the use of amplitudes (and AVO) also for
pressure prediction in an exploration setting.
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Chapter 6
A spectral ratio approach to time-lapse
seismic monitoring on the Gullfaks
Field
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ABSTRACT: We present a spectral ratio method for monitoring of time-lapse seismic
data. The relative change in reflection coefficient at an interface and the change in two-
way traveltime is computed by convolution-deconvolution of prestack time-lapse seismic
data. The outcome is used as input for time-lapse AVO analysis in order to find time-
lapse changes in elastic parameters. Application of the method to synthetic seismic data
and real seismic data from the Gullfaks Field show that the results agree well with the
results achieved by AVO analysis from peak amplitudes. However, due to the nonlinear
nature of ratio data, the uncertainties are larger. We propose that this method can serve
as a fast, but less accurate, alternative to conventional time-lapse AVO methods.
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1 Introduction
Time-lapse seismic data offer the possibility to monitor physical changes in the subsur-
face over time. Repeated acquisition of seismic data has become a standard tool in the
petroleum industry, and is used e.g., to find saturation and pressure changes in reservoirs,
as input to reservoir simulation models, and to plan new wells. Successful case histories,
like the Gullfaks 4D study (Landrø et al., 1999), the Duri steamflood project (Jenkins et
al., 1997a), have demonstrated the potential of seismic reservoir monitoring.
Changes in the physical conditions of the subsurface over time may manifest themselves
as amplitude and traveltime changes in time-lapse seismic data. The most important
properties are the ones that are affected by hydrocarbon production, namely pore pres-
sure, fluid saturation and reservoir temperature (Jack, 1998). Analysis of the behaviour of
seismic reflection amplitude with offset (AVO analysis) is a commonly used technique to
resolve physical changes from time-lapse seismic data. Landrø (2001) uses AVO analysis
to separate between pore pressure and saturation changes in a time-lapse seismic dataset.
It is important to realize that differences in a time-lapse seismic dataset is not necessarily
caused by changes in the physical properties of the subsurface. Due to e.g., changing
weather conditions, tidal variations, and developments in acquisition technology, it is not
possible to repeat a seismic experiment 100%. Careful planning of the acquisition is
the key factor for a successful time-lapse seismic experiment. However it is possible,
to some extent, to correct for undesirable non-repeatability effects in time-lapse seismic
data post-acquisition. Rickett and Lumley (2001) presented a cross-equalization flow to
correct for non-repeatability effects in time-lapse seismic data.
In this study, we apply a spectral ratio-technique to estimate time-lapse changes at re-
flecting interfaces. By calibrating reflection amplitudes to a shallow reflector, we sup-
press artificial time-lapse changes due to differences in source wavelet between different
surveys. Thus, we apply a post-acquisition approach to reduce undesirable noise due to
differences in source wavelets and changes in the overburden. This is relevant for com-
paring datasets where different air guns have been used to create the source signal. The
method is tested on both synthetic and real time-lapse seismic data.
The real data are taken from a segment of the Gullfaks Field in the North Sea. At Gull-
faks, oil reserves are found in middle to late Jurassic sandstones at approximately 1950-
2300 meters depth. 80% of the original reserves are located in the Brent Group, while
the remaining reserves are found in the Statfjord and Cook formations. The time-lapse
data consist of a subset of two 3D seismic surveys acquired in 1985 (baseline survey)
and 1996 (monitor survey). 5 inlines was chosen from a area covering 500×750 meters.
This segment was chosen because there is a very clear time-lapse signal here. Figure 1
shows a comparison of stacked sections from the baseline survey (top) and the monitor
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survey (bottom). Note the difference in stack amplitude at the Top Cook reflector. This
is probably caused by an increase in the pore pressure of 5-7 MPa in the Cook Formation
as a result of water injection.
The outcome from the spectral ratio-processing is the relative change in reflection ampli-
tude at a seismic target reflector and the change in traveltime between the two surveys.
These data are compared to the results of AVO analysis from peak amplitudes and cross-
correlation data.
2 Theory
The spectral ratio-technique used here is described in detail by Spetzler and Kvam (2003)
. For completeness we will summarize it here. The methodology is easy to comprehend
if we think in terms of convolution. The simplest convolutional model states that the
seismic trace, f (t), is a convolution of a source wavelet s(t) with a reflectivity series r(t),
f (t) = s(t)∗ r(t), (1)
where the asterisk (∗) denotes convolution. Figure 2 shows a 1D acoustic model, a zero-
offset reflectivity series, and the resulting zero-offset synthetic trace. We now select a
time window around the deepest reflection in the synthetic trace (about 1520 ms), and
produce a new trace ˆf (t), which is equal to f (t) within the time window, and zero else-
where. Let RA be the reflection coefficient of the deepest spike in the reflectivity series,
and let tA be the corresponding time. It is clear that ˆf (t) is reproduced with a convolution
between the source wavelet and this spike,
ˆf (t) = s(t)∗RA δ(t− tA) = RA
∫
∞
−∞
s(τ)δ((t− tA)− τ)dτ = RAs(t− tA). (2)
In Figure 2, RA = 0.15 and tA = 1520 ms.
The Fourier transform of RA δ(t− tA) is given by RAeiωtA . Thus, according to the convo-
lution theorem, the convolution in equation (2) can be written in the frequency domain
as
ˆF(ω) = S(ω)RAeiωtA , (3)
where S(ω) is the Fourier transform of the source wavelet.
Now, assume that the convolution illustrated in Figure 2 is repeated with a different
source wavelet, s′(t). Further, we assume that the reflectivity series is perturbed both
in value and along the time axis. Specifically, RA → RB, and tA → tB. The steps described
in equations (1)- (3) now give
ˆF ′(ω) = S′(ω)RBeiωtB . (4)
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Figure 1: Comparison of stacked data from inline 2761. (a) baseline survey, and (b)
monitor survey. The upper interpreted horizon is used for source wavelet substitution,
the middle horizon is the Top Cook, and the lower is the Top Statfjord.
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Figure 2: P-wave model (left), density model, reflectivity series, and
synthetic trace (right). The synthetic trace is computed by convolving
the input wavelet with the reflectivity series. The input wavelet is a
Ricker wavelet with central frequency of 30 Hz.
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The new situation is described in Figure 3 with RB = 0.05 and tB = 1500 ms. We
now perform the operation S′(ω) ˆF/S(ω) ˆF ′ which can be regarded as a convolution-
deconvolution operation in the frequency domain. The result is
S′(ω) ˆF
S(ω) ˆF ′
=
S′ωS(ω)RAeiωtA
SωS′(ω)rBeiωtB
=
RA
RB
eiωδt , (5)
where δt = tA−tB is the difference in traveltime. By taking the complex norm of equation
(5) we obtain the absolute value of the ratio of reflection coefficients, |RA/RB|, and by
taking the complex angle, we obtain the traveltime shift multiplied by the frequency
−ωδt. In order to obtain the sign of RA/RB, the polatity of the refleced signal from the
target reflector must be examined. If the polarity is reversed in the monitor data, RA/RB
is negative.
In a time-lapse setting, the procedure described above is equivalent to measuring the rela-
tive change in reflection coefficient (absolute value) at an interface and the change in trav-
eltime. In the example shown in Figures 2-3, we should obtain |RA/RB|= 0.15/0.05 = 3,
and δt = 1520− 1500 = 20 ms. Figure 4 shows the result of applying the operation in
equation (5) to the synthetic traces.
Effect of fine layering
Equation (5) states that the norm of the complex number S′(ω) ˆF/S(ω) ˆF ′ is independent
of frequency, and that the complex angle is a linear function of frequency. However,
this is an idealization. Consider the situation in Figure 5, where the target reflector now
is surrounded by finely layered media. The resulting reflected wave now has a much
more complex shape, and the primary reflection corresponding to the target reflector is
partly distorted due to tuning effects. Again, we introduce a time-lapse change in the
model, causing the reflectivity and the traveltime for the target reflector to change. This
is illustrated in Figure 6.
Applying the spectral ratio method to the new traces now gives a different result than
the traces with no fine-layering applied. Figure 7a shows a plot of the complex norm of
the left hand side of equation (5) as a function of frequency. Note that the fine layering
introduces significant fluctuations with frequency. Thus, equation (5) is no longer valid.
However, we can partly restore the ratio of reflectivity by averaging over a frequency band
for which the S/N ratio is good. In the example above we have used Ricker wavelets for
the baseline and monitor traces with central frequencies of 30 Hz and 20 Hz, respectively.
Averaging over a frequency band ranging from 10 to 40 Hz gives RA/RB = 2.3. The peak
amplitudes give a ratio of 2.2.
We do not obtain a satisfactory result for the time shift for the fine layered modeling.
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Figure 3: Same as Figure 2, except that the lowest reflector is shifted
upwards with 20 ms, and the reflectivity is changed from 0.15 to 0.05.
The input wavelet is a Ricker wavelet with central frequency of 20 Hz.
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Figure 4: Ratios of reflectivity (top) and time shifts (bottom) for the lowest
reflector in Figures 2 and 3, computed with equation (5). Note that the values
are constant with frequency over the bandwidth of the wavelet (20 Hz Ricker
wavelet).
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Figure 5: Same as Figure 2, except that we have added fine layers
around the deepest reflector.
Figure 7b (solid line) shows a plot of the complex angle vs frequency for the left hand side
of equation (5), divided by 2pi. According to equation (5), this is a straight line with slope
∆t and intercept 0 (dotted line). Instead, we observe that the fine layering has introduced
a constant phase shift. Computing the time shift by dividing by the frequency in this case
gives an erroneous result. However, a least squares fit in the frequency range between 10
Hz and 40 Hz gives a slope of ∆t = 22 ms. In comparison, the peak amplitudes of the
target reflector for the baseline and monitor traces are separated 20 ms apart.
We have not discussed complicating factors such as attenuation, geometrical spreading
and transmission loss. However, we argue (Spetzler and Kvam, 2003) that these will be
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Figure 6: Same as Figure 3, except that we have added fine layers
around the deepest reflector.
approximately equal for the two surveys, so that the effect of this will be negligible in
equation (5). Further, by using wave theory instead of convolution, we show that the
expression in equation (5) also is valid for nonzero offsets.
The operation in equation (5) requires that we know the source wavelet for the two cases.
Usually this is not the case, so we propose (Spetzler and Kvam, 2003) to substitute the
expression for the source wavelet with the reflected signal from a shallow reflector for
which no time-lapse changes are expected. This introduces additional uncertainties, since
it is possible that the reflected signal used for this substitution is contaminated with tuning
effects or interfering wavefields.
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Figure 7: Ratios of reflectivity (a) and phase difference (b) for the lowest
reflector in Figures 5 and 6, computed with equation (5).
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2.1 From amplitude ratios to seismic parameters
Once the reflectivity ratio and time shift data are obtained, the challenge is to interpret
them in terms of changes in the P-wave velocity (Vp) and S-wave velocity (Vs) and
density (ρ). While it is relatively easy to interpret time shift data in terms of changes in
Vp, the reflectivity ratios need a closer examination. A popular way to extract information
on Vp, Vs, and ρ from AVO data is to use linear theory. Consider a two-layer model
where Vp, Vs, and rho in the upper layer are given by α1, β1, and ρ1, respectively.
Similarly, the elastic properties of the lower layer are described by α2, β2, and ρ2. The
Smith and Gidlow approximation for the PP-reflection coefficient is given by
RPP =
1
2
(
∆α
α
+
∆ρ
ρ
)
−2 β
2
α2
(
∆ρ
ρ +2
∆β
β
)
sin2 θ+ ∆α
2α
tan2 θ (6)
where ∆α = α2−α1, α = 1/2(α1 + α2, and so on. equation (6) is linear in the contrast
parameters ∆α/α, ∆β/β, and ∆ρ/ρ, and is therefore well suited for AVO analysis. How-
ever, we measure the ratio of reflection coefficients, which is highly nonlinear. Consider
the case when r′ is very small. In this case, even a small change in the contrast parame-
ters will give a large change in the ratio RA/RB. In fact, it is very likely that RB = 0 at a
certain offset, giving a singularity in RA/RB.
By assuming initial values for RA/RB and an initial elastic model at the time of the base-
line survey, we attempted to extract information on the change in Vp, Vs, and ρ directly
using a linear inversion algorithm (Kvam and Spetzler, 2003). However, the results for
synthetic data was not convincing because the inversion was unstable with regard to small
perturbations in the input model. We therefore adopt a different approach.
We will assume that we have an estimate of the reflection coefficient ,RA, at a target
interface for the baseline survey. This can be obtained by scaling the amplitudes for the
baseline survey so that they fit a modeled reflectivity e.g., from a well log. The reflectivity
for the same interface at the time of the monitor survey, RB is then given by
RB = RA
RB
RA
=
RA
r
, (7)
where r is the measured ratio of reflection coefficients.
Equation (6) can be rewritten in terms of the standard two-term AVO equation
RPP = R0 +Gsin2 θ, (8)
where R0 = ∆α/α+∆ρ/ρ and G = ∆α/2αcos2 θ−2β2/α2(∆ρ/ρ+2∆β/β). By assum-
ing a change in the elastic properties of layer 2, such that α2 → α2 +∆α2, β2 → β2 +∆β2,
and ρ2→ ρ2 +∆ρ2, it can be shown that the change in R0 and G can be written as (Landrø,
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2001)
∆R0 =
∆α2
α
+
∆ρ2
ρ
∆G =−2 β
2
α2
(
∆ρ2
ρ +2
∆β2
β
) (9)
to the lowest order. In order to compute changes in the elastic parameters from equations
(9), we must assume relationships between ∆α/α, ∆β/β, and ∆ρ/ρ. This can be obtained
from theory of rock physics, or direct measurements from the study area. For instance,
for a pore pressure increase, it is reasonable to assume that the density does not change,
while ∆β2/β≈ ∆α2/α. (Landrø, 2001). .
3 Results
The spectral ratio-technique described above was used to extract amplitude and phase
data for both synthetic and real data. The results are compared to the results of using
more standard techniques.
3.1 Synthetic study
A 2D elastic model was produced based on stacked synthetic data from the Gullfaks
Field. The P-wave velocity model is shown in Figure 8, with the target zone indicated.
In order to simulate a time-lapse experiment, we performed two synthetic surveys with
different Vp and Vs in the target zone. The synthetic data was produced using a coarse
finite-difference scheme (Holberg, 1987). Both datasets were computed using the same
wavelet. The following processing procedure was applied to the data: 1) NMO using the
known velocity field, 2) Zero-offset time migration on common offset gathers, 3) inverse
NMO using the known velocity field.
Figure 9 shows a migrated stack of the reservoir section from the monitor survey. The
top and base reservoir events are clearly visible in the stacked data. Figures 10a and 10b
show a comparison of two prestack gathers from the baseline survey (a) and the monitor
survey (b), zoomed in on the top reservoir event. Note that for the baseline survey, there
is a polarity shift in the amplitude the top reservoir event. Because of the interfering
wavefield, it is hard to tell at which offset the polarity shifts.
In order to test the validity of the spectral ratio method for this dataset, we consider the
stacked traces in Figures 11a (baseline data) and 11b (monitor data). Figure 12 (solid
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Figure 8: P-wave model used for synthetic modelling. The reservoir is indicated on the
figure.
line) shows the reflectivity ratio computed with the spectral ratio method for one of the
traces. Again, we observe that the ratio is not a constant with frequency, in contradiction
to equation (5). However, in this case, we do not expect severe problems with tuning. The
reservoir and the surrounding layers are isotropic and homogeneous, and are well defined
in the synthetic data (Figure 9). The fluctuation with frequency is probably related to the
geometry in the model, and inaccuracies in the prestack time migration.
In Figure 12, the observed ratios are smaller than the theoretical value (dotted line) which
is obtained by computing zero offset reflection coefficients from the baseline and monitor
model and taking the ratio. Averaging over a frequency band of 15-40 Hz gives a ratio
of reflectivity of . Table 1 summarizes the observed reflectivity ratios and time shifts for
the top and base reservoir reflectors, averaged over the 10 traces. Note that the results
obtained by peak amplitude analysis do not differ considerably from the results of the
spectral ratio method. Thus, for this synthetic dataset, the spectral ratio method gives
satisfactory results.
For prestack AVO analysis, the top reservoir and bottom reservoir reflectors were isolated,
and reflectivity ratios and time shifts were calculated using the spectral ratio method
explained above. In addition, we extracted the peak amplitudes for both reflectors for
comparison. In order to minimize problems with interfering wavefields, f-k filtering
was applied to the data. Figure 13 shows the reflectivity ratio versus incidence angle
for one CMP of the Top reservoir reflector. Note that there is reasonable correspondence
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Figure 9: Migrated stack of synthetic monitor data, zoomed in on reservoir section.
The top and base reservoir reflectors are indicated with arrows.
Table 1: Reflectivity ratios and time shifts from analysis of 10 stacked
traces for synthetic time-lapse data.
RA/RB, Time shift, RA/RB, Time shift,
top res. top res. (ms) base res. base res. (ms)
Spectral ratio 0.20±0.04 0±4 0.16±0.04 17±5
Peak ampl. 0.15±0.03 0±1 0.13±0.02 16±1
Expected 0.22 0 0.19 15
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Figure 10: Comparison of prestack migrated synthetic gathers from the baseline (a) and
monitor (b) synthetic surveys. The solid line marks the top reservoir interface. The
baseline gather is upscaled comared to the monitor gather. Note the polarity shift in (a).
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Figure 11: Stacked traces from baseline synthetic survey (a) and monitor synthetic sur-
vey (b) used to test spectral ratio method. The top and base reservoir events are indicated
on the figure.
between the ratios computed with the spectral ratio method (black line) and from the peak
amplitudes (gray line). Both spectral ratio and peak amplitude data differ slightly from
theoretical reflectivity ratios computed from the elastic model (Table 1) with Zoeppritz
equations (dotted line). This may be due to interfering wavefields that were not entirly
removed by f-k filtering. In addition it looks like the computed incidence angles are too
large, possibly as a result of incorrect migration or reflector curvature.
Figure 14 show calculated ratios of reflectivity for a constant angle of incidence. Here,
we observe that the ratios computed with the spectral ratio method (black line) are closer
to the theoretical values (dotted line) than the ratios computed from peak amplitudes
(gray line). The explanation for the discrepancy may be that the peak amplitude data
were not smoothed. However, the interfering wavefield may result in differences, since
we attempt to suppress the influence of this with f-k filtering before applying the spectral
ratio method.
In order to quantify the time-lapse changes in elastic parameters from the ratio of re-
flectivity data, we use equation (7) with the assumption that we know the reflection co-
efficient at the time of the baseline survey. The reflection coefficient at the time of the
monitor survey is then computed. However, since we are only able to compute the abso-
lute value of the ratio of reflectivity, we need to check the polarity of both the monitor
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Figure 12: Ratios of reflectivity (a) and phase difference (b) for the top reser-
voir reflector in the synthetic experiment.
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Figure 13: Ratios of reflectivity vs. incindence angle for the top reservoir interface
for cmp 5. The solid black line represent data computed with the spectral ratio
method; the solid grey line is computed with peak amplitudes; and the dotted line
are theoretical values computed with zoeppritz equations.
and reference reflected waves to get the correct sign. Observe that for near offsets ( .
1200 m), the polarity of the top reservoir reflector for the monitor survey is reversed com-
pared to the baseline survey. This means that the ratio of reflectivity has a negative sign
for these offsets. Hence, we multiply the ratio data for the near offsets by -1. Figure 15
shows the polarity-corrected ratio of reflectivity vs. angle (solid line) compared to the
theoretical ratio (dotted line).
From the calculated reflection coefficients for the monitor survey, and the assumed known
reflection coefficients for the monitor survey, we computed the change in avo intercept,
∆R0, and in avo gradient, ∆G. The values were obtained by linear least squares fitting of
the data. Figure 16 shows a cross-plot of ∆R0 vs. ∆G, obtained from the spectral ratio
method (black squares) and the peak amplitudes (gray triangles). Note that the values of
∆R0 agree well, but that the values of ∆G differ significantly. It is clear that the values
computed from peak amplitudes correspond best to the theoretical value (black circle),
which is obtained from equation (9).
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Figure 14: Ratios of reflectivity for CMP 1-10. The incidence angle is 16o. The solid
black line represent data computed with the spectral ratio method; the solid grey line is
computed with peak amplitudes; and the dotted line are theoretical values computed with
zoeppritz equations.
The analysis indicate that peak amplitudes are better suited for quantification of time-
lapse changes in elastic parameters than data obtained from the spectral ratio method.
This is related to the nonlinear nature of the ratio data. Consider the values for reflec-
tivity ratios at 20o in Figure 13. The value obtained from the spectral ratio method is
approximately 0.1, while the theoretical value is 0.075. Thus, using equation (7) to esti-
mate the value for the reflection coefficient gives
RB =
RA
0.1 = 0.75
RA
0.075 . (10)
I.e., 25% lower than the true value. Using peak amplitudes, we do not encounter this
problem, since the values obtained from RB in this case are independent of the values
obtained for RA, except for a global scaling factor.
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Figure 15: Ratios of reflectivity vs. incindence angle for the top reservoir interface
for cmp 5, corrected for polarity shifts in the data. The solid black line represent
data computed with the spectral ratio method; the dotted line represent theoretical
values computed with zoeppritz equations.
3.2 Gullfaks data
For the Gullfaks data, we used the upper interpreted reflector in Figure 1 for source
wavelet substitution.. By visual inspection, 31 CMP’s with good S/N ratio were selected
from the dataset. For these CMP’s, the Top Cook and the Top Statfjord reflectors were
isolated and reflectivity ratios and time shifts were calculated for both interfaces. As for
the synthetic data, we extracted peak amplitudes for comparison of the results.
First, we consider stacked traces in order to test the validity of the spectral ratio method
for this dataset. The observed ratios of reflectivity for the Top Cook interface, averaged
over 8 traces from inline 2761 is shown in Figure 17 (solid line). Standard deviations
are shown as dotted lines. Note that the observed ratios are uniformly less than 1, in-
dicating a time-lapse change of the reflection coefficient at this interface. However, we
observe considerable fluctuations with frequency. As for the synthetic case we attempt to
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Figure 16: Crossplot of ∆R0 vs ∆G. The black squares represent data obtained
from the spectral ratio method, the grey triangles represent values obtained from
peak amplitudes, and the black circle represent the theoretical value.
compensate for this by averaging over the dominant frequencies.
Since we are working with real data, it is possible that the windowed reflection that we
use for source wavelet substitution in equation (5) does not represent the shape of the true
source wavelet. Further, effects of fine layering may distort the signal from the horizon
used for source wavelet substitution as well as for the horizon that we wish to monitor.
Thus, we need to consider both reflections when finding an appropriate frequency range
for the spectral ratio method. Figure 18 shows the normalized amplitude spectra of the
nominator (black line) and the denominator (gray line) of the left hand side of equation
(5) for one of the traces. Note that frequencies between approximately 20 Hz and 35
Hz dominate. Consequently, we average over this frequency band to find an estimate
for the ratio of reflection coefficients for this trace. Similarly, we average over dominant
frequencies for the other traces. Table 2 summarizes the observed amplitude ratios and
time shifts for the Top Cook and Top Statfjord interfaces. The data are averaged over 8
traces from inline 2761. Note that the observed ratios of reflectivity are comparable with
the results obtained from peak amplitudes. However, there are large uncertainties in the
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Figure 17: Ratios of reflectivity vs. frequency for the Top Cook interface, aver-
aged over 8 traces from inline 2761. The dotted lines correspond to one standard
deviation and indicate the spread in the data.
Table 2: Reflectivity ratios and time shifts from analysis of 8 stacked traces
of inline 2761.
RA/RB, Time shift, RA/RB, Time shift,
Top Cook Top Cook (ms) Top Statfj. Top Statfj. (ms)
Spectral ratio 0.28±0.1 −2±8 1.1±0.4 4±3
Peak ampl. 0.30±0.06 −1±10 1.28±0.6 10±2
time shift data computed with the spectral ratio method.
The observed time-lapse change at the Top Cook interface was examined further by ap-
plying the spectral ratio method to prestack seismic data. Figure 19 shows the reflectivity
ratios for the Top Cook interface vs. incidence angle, averaged over all CMP’s. Note that
there is good correspondence between the data obtained from the spectral ratio method
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Figure 18: Normalized amplitude spectra for the nominator (black line) and denominator
(grey line) of the left hand side of equation (5), computed for the Top Cook interface.
(black solid line) and the data obtained from peak amplitudes (gray solid line). The dotted
lines indicate the spread in the data obtained with the spectral ratio method (one standard
deviation). The ratios of reflectivity for the Top Cook interface are significantly different
from 1, which is a clear indication of time lapse changes. This can be verified by visual
inspection of Figures 1a and 1b.
The reflectivity model for the Top Cook interface (Table 3), used for computing the re-
flection coefficient at the time of the monitor survey was taken from a nearby well log.
No S-wave log was available, so S-wave velocities were calculated assuming that the
Vp/Vs ratio at this depth is 1.8.
Based on the reflectivity model and the amplitude ratio data, values for ∆R0 and ∆G
were calculated. Figure 20 shows a plot of ∆R0 vs ∆G obtained from the spectral ratio
method (black squares) and peak amplitudes (gray triangles). Note that there is good
agreement However, the data calculated from peak amplitudes are better confined than
the data calculated from the reflectivity ratio data.
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Figure 19: Ratios of reflectivity vs. incindence angle for the Top Cook, averaged
over all CMP’s. The solid black line represent data computed with the spectral ratio
method; the grey line represent data obtained from peak amplitudes; and the dotted
lines represent one standard deviation from the spectral ratio data.
Table 3: Elastic model used to compute re-
flection coefficients for top Cook interface.
Vp (m/s) Vs (m/s) ρ (kg/m3)
Cap rock 2580 1180 2300
reservoir 2630 1340 2350
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Figure 20: Crossplot of ∆R0 vs ∆G for Top Cook interface. The squares represent
data obtained from the spectral ratio method, the triangles represent values obtained
from peak amplitudes.
4 Discussion
The method described here aims to detect and quantify changes in the subsurface from
repeated seismic data. A simple 1D example showed that the method, in theory, com-
pensates for variations in source wavelet between the surveys. However, there are many
sources of errors in time-lapse seismic data which are not properly adressed with this
method. For instance, is the source and receiver positions are not repeated sufficiently
well in the monitor seismic survey, this will cause artificial differences in the time-lapse
seismic data. This effect will be significant in cases with small-scale velocity anomalies
in the overburden, causing the recorded wavefield from similar offsets to have different
character (referanse). However, these are errors that are hard to remove with processing.
Instead, it is important to have a feeling for the limitations of a time-lapse seismic dataset.
Fortunately, for the Gullfaks data, this does not represent a severe problem.
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Equation (5) states that reflectivity ratios and time shifts computed with the spectral ratio
method are constants with frequency. However, application of this method to synthetic
and real stacked seismic data show that this is not the case. We have demonstrated that
fluctuation with frequency may be caused by tuning effects. However, in the synthetic
case, it is more likely that the geometry in the model is the cause. It is possible that
geometry also may be of significance for the Gullfaks data.
In a time-lapse setting, it is often of interest to monitor changes in thin zones, sometimes
much thinner than the dominant wavelength. In this case, the time-lapse differences
themselves are effects of fine-layering, and is only visible as tuning effects on amplitudes.
In this case, we can not expect the spectral ratio method to give satisfactory results, since
this may affect the frequency content of the reflected signal.
Another complicating factor is time-lapse changes in absorption. Ultrasonic measure-
ments (Tokzoz et al., 1979) show that the quality factor is a function of both saturation
and pore pressure. If this effect is significant, the seismic amplitude will change indepen-
dent of changes in the reflection coefficient. However, we have no reason to believe that
this effect will cause more errors with the spectral ratio approach than any other method
of time-lapse seismic monitoring.
The results from the synthetic and real studies show that time-lapse AVO analysis based
on peak amplitudes is more stable than time-lapse AVO analysis based on spectral ratio
data. This is related to the nonlinear nature of the spectral ratio data, which are more
sensitive to noise than amplitude data. We observed larger uncertainties in the results
for spectral ratio data. For the synthetic data case, we obtained an erroneous value for
the change in AVO gradient ∆G. However, the results overall agree well with results
obtained from analysis of peak amplitudes, indicating that the reflectivity ratios contain
information on time-lapse changes in elastic parameters.
5 Conclusions
Analysis of both synthetic and real seismic data show that the spectral ratio approach
presented here gives ratios of reflectivity that agree well with those obtained from peak
amplitude analysis. For the synthetic case, we also were able to obtain good estimates
for the time shifts, but in the real data case, there were large uncertainties.
The nonlinear nature of the reflectivity ratio introduces uncertainties in the prestack AVO
analysis. Computed changes in AVO intercept, R0, and gradient, G, show significantly
more spread than when computed from peak amplitudes. However, the results for R0 are
in agreement with results obtained from peak amplitudes.
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The advantage of this method is that it is able to suppress time-lapse differences in the
source wavelet. For conventional time-lapse AVO analysis, this must be taken care of
by wavelet processing of both datasets (e.g., spiking deconvolution). The real data ex-
ample does not demonstrate this advantage of the spectral ratio method, since spiking
deconvolution was applied to the data.
In a time-lapse setting, this methodology could serve as a relatively fast, but less accu-
rate, alternative than more conventional AVO analysis methods (peak amplitudes, AVO
inversion).
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ABSTRACT: In time-lapse seismic experiments, one wants to obtain information about
production related effects in hydrocarbon reservoirs to increase the recovery percent-
age. However, non-repeatability problems such as acquisition differences, overburden
effects and noise are often significantly stronger than the imprint of production changes
in time-lapse seismic data sets. Consequently, it is very difficult to appraise the changes
in the petrophysical reservoir parameters over time. We introduce a 4D monitoring ap-
proach that is based on the spectral ratio method. Thereby, it is possible to monitor
production reservoirs for time-lapse effects in the two seismic attributes that are phase
and amplitude, while simultaneously correcting for the major causes of non-repeatability
in repeated surveys. The time-lapse method is applicable to structurally simple overbur-
den and reservoirs. In addition, the monitoring algorithm is validated using a synthetic
time-lapse streamer data set and is as well applied on real time-lapse prestack streamer
data from the Troll West Gas Province in the North Sea.
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1 Introduction
The success of time-lapse (also known as 4D) reservoir monitoring depends heavily on
the suppression of non-repeatability effects. Examples of problems with non-repeatability
effects in marine 4D seismic experiments are differences in the airgun-hydrophone re-
sponse, differences in the source-receiver positions in the vertical and horizontal direc-
tion, seasonal changes in the water temperature (e.g., a temperature shift of 10 to 15
degrees from summer to winter resulting in different sound speeds), tidal differences,
changes in the elastic wavefield parameters in the overburden above the producing reser-
voir due to subsidence and/or compaction, random noise in the recording units and coher-
ent noise such as free surface multiples. All these non-repeatability effects may introduce
phase and amplitude changes of reflected wavefields in the time-lapse experiment which
can be much stronger than the signature of production related 4D differences. It is there-
fore important to take non-repeatability effects into account when monitoring a reservoir
over time.
Several time-lapse monitoring experiments and methods are reported in the literature.
Sønneland et al. (1997) and Boyd-Gorst et al. (2001) perform a time-lapse monitoring
of the Nelson field and the Gullfaks field, respectively, both in the North Sea using
synthetic wavefield modelling combined with a reservoir simulation model. Biondi et
al. (1998) show an example of reservoir monitoring in which they correctly recognize
that time-lapse seismics is a multidisciplinary study using all available reservoir data.
Lumley (2001) discusses the concept of 4D seismic reservoir monitoring and possible
approaches to tackle problems with non-repeatability effects in time-lapse experiments.
Landrø (2001) makes use of PP AVO data to distinguish between pore-pressure and sat-
uration changes. Kragh and Christie (2002) discuss the meaning of seismic repeatability
in terms of normalised rms (Nrms) and predictability. Laws and Kragh (2002) investigate
the effect of rough sea in 4D seismic experiments, and find that a 2 meter difference in
sea state height changes the 4D Nrms from 5% to 10%. Bertrand and MacTeth (2003)
focus on the non-repeatability problem with sea water velocity variations in real-time
reservoir monitoring. By using data processing such as deterministic tidal time shift cor-
rection and regularisation of irregularly sampled streamer data, Eiken et al. (2003) are
able to reduce the Nrms value to 12% for a deep, structurally complex field and 6% for a
shallow, structurally simple field.
The spectral ratio approach (Aki and P, 1980; Mavko et al., 1998) permits to define a
monitoring method that separates amplitude and phase related to time-lapse changes in
reflected waves. Thereby time-lapse changes are evaluated at reservoir level in the re-
flection coefficient and traveltime shift of seismic wavefields. At the same time, the 4D
monitoring approach takes the non-repeatability effects inherent to source wavelet vari-
ability and to changes in the overburden during production into account. We performed a
detailed literature research to look for other stable 4D seismic monitoring methods which
separate the amplitude and phase information of time-lapse signals while simultaneously
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correcting for these two significant non-repeatability causes. The current time-lapse
methods are cross-correlation and differencing of cross-equalised wavefields. Cross-
correlation methods will provide information about differences in travel times only. The
difference of cross-equalised wavefields (e.g., Nrms-predictability cross-plotting process-
ing schemes, (Kragh and Christie, 2002), or match-filters) includes a mix of phase and
amplitude information. In addition, cross-correlation methods and difference wavefield
based approaches are strongly sensitive to differences in the source-receiver coupling and
to overburden effects.
In our time-lapse monitoring approach, the reference and monitor wavefields from a re-
flecting interface above the producing reservoir are combined with the reflected wavefield
from the reservoir level in a convolution-deconvolution operation. Thereby, it is possible
to perform the automatic correction for source-receiver coupling variability and overbur-
den differences while appraising the 4D production effects in the amplitude and phase of
the time-lapse data. In addition, it turns out that amplitude information as 4D attribute
is little sensitive to the non-repeatability problem with misposition of source-receiver
locations. We test the time-lapse monitoring method on synthetic prestack data before
and after migration. The 2D lateral variant elastic model includes many important non-
repeatability problems. Also, the 4D monitoring approach is applied on one subline of
prestack streamer data from the Troll West Gas Province.
First, the time-lapse monitoring method using the phase and amplitude attribute of re-
flected wavefields separately is explained. Next, the synthetic time-lapse experiment with
major causes of non-repeatability effects is demonstrated. Then, the real data example
from the Troll field is presented. Finally, conclusions are drawn.
2 Time-lapse changes in phase and amplitude attributes
of reflected wavefields
In this section, we present the reservoir monitoring method that applies the 4D seismic
attributes phase and amplitude of reflected wavefields in a time-lapse data set. The 4D
monitoring algorithm makes use of convolution and deconvolution of wavefields, hence
we choose to work in the frequency domain where convolution and deconvolution of
wavefields simply are multiplication and division operations.
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Figure 1: Definition of the one-layer model for reflected
wavefields in the reference survey A (dotted line) and mon-
itor survey B (dashed line).
2.1 Discrimination between phase and amplitude
We start by analysing the most simple configuration. In Figure 1, a 4D experiment using
a one-layer model for a reference survey (A) and a monitor survey (B) is illustrated for a
wavefield that is reflected at the interface at depth z1. The terminology for one-way wave-
fields is applied here. Down-going and up-going wavefields are denoted with a plus- and
minus-sign, respectively, in the superscript, while the subscript refers to the reference and
monitor survey. In addition, we assume that the source and receiver positions are iden-
tical in the two surveys. The problem with mispositioning of source-receiver geometry
will be discussed in the last part in the theory section.
For the configuration in Figure 1, the source wavelets S+A (xs,ω) and S
+
B (xs,ω) at the
angular frequency ω in the two surveys are equal to the down-going wavefields at the
source position xs, hence
P+A (xs,ω) = S
+
A (xs,ω) and P
+
B (xs,ω) = S
+
B (xs,ω). (1)
The up-going wavefields that are reflected at the specular reflection point x and then
recorded at the receivers at position xr in the reference and monitor survey are given by
P−A (xr,xs,ω) = AA(xr,xs,ω)W
−
A (xr,x)RA,1(x)W
+
A (x,xs)S
+
A (xs,ω), (2)
and
P−B (xr,xs,ω) = AB(xr,xs,ω)W
−
B (xr,x)RB,1(x)W
+
B (x,xs)S
+
B (xs,ω), (3)
where the reflection coefficient is denoted by R(x) and the phase propagators W +(x,xs,ω)
and W−(xr,x,ω) are equal to exp(−iωt(xr,xs)) with the time parameter t(xr,xs) denoting
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the two-way traveltime (Wapenaar and Berkhout, 1989). The complex amplitude factor
A(xr,xs,ω) includes geometrical spreading and transmission effects due to layering.
For the moment, we assume that the source wavelets S+A (xs,ω) and S
+
B (xs,ω) are known.
To correct for source wavelet variations between the reference and monitor survey, the
up-going reference wavefield is convolved with the down-going monitor wavefield and
vice versa. Then the ratio between P−A P
+
B and P
+
A P
−
B at position xr is computed (i.e. a
deconvolution operation), hence for precritical surface data
P−A P
+
B
P+A P
−
B
(xr,xs,ω) =
AA(xr,xs,ω)W−A (xr,x)RA,1(x)W
+
A (x,xs)S
+
A (xs,ω)S
+
B (xs,ω)
S+A (xs,ω)AB(xr,xs,ω)W
−
B (xr,x)RB,1(x)W
+
B (x,xs)S
+
B (xs,ω)
≈ RA,1
RB,1
(x)e−iωδt1(xr,xs), (4)
where the ratio of phase operators
(
W−A (xr,x)W
+
A (x,xs)
)
/
(
W−B (xr,x)W
+
B (x,xS)
)
is equal
to exp
(
− iωδt1(xr,xs)
)
, and the two-way traveltime shift δt1(xr,xs) equals tA,1(xr,xs)−
tB,1(xr,xs) in layer one. The ratio AA(xr,xs,ω)/AB(xr,xs,ω) is close to unity in 4D seis-
mic experiments, hence the approximation sign. By combining phase and modulus of
equation (4), the time delay δt1(xr,xs) and the ratio of reflection coefficients RA,1/RB,1(x)
at frequency-component ω are estimated in separate terms. Let the complex number
c(xr,xs,ω) be equal to P−A P
+
B /P
+
A P
−
B (xr,xs,ω), then we obtain that
δt1(xr,xs) =−∠c(xr,xs,ω)
ω
and RA,1
RB,1
(x) = sgn(pol)‖c(xr,xs,ω)‖, (5)
where ∠c(xr,xs,ω) and ‖c(xr,xs,ω)‖ are the phase and modulus, respectively. Notice that
the complex norm ‖c(xr,xs,ω)‖ always returns an absolute number, thus ‖c(xr,xs,ω)‖ in
the ratio of reflectivity formula is multiplied by the operator sgn(pol) that accounts for
changes in polarisation between the reference and monitor wavefield.
Instead of estimating time shifts and ratios of reflection coefficients at a single frequency
as in expression (5), we propose to evaluate δt1(xr,xs) and RA,1/RB,1(x) over a frequency-
band from ωc−∆ω to ωc +∆ω for which the signal-to-noise (S/N) ratio is high.
According to expression (5), the time-lapse two-way traveltime shift and ratio of reflec-
tion coefficient are equal to zero and one, respectively, when there are no time-lapse
differences in the one-layer model shown in Figure 1. On the other hand, with significant
4D changes in the one-layer model, the two-way traveltime shift and the ratio of reflec-
tion coefficients deviate considerably from zero and one. Hence, by inspecting these two
seismic attributes, we can monitor the subsurface for 4D changes in wavefield parame-
ters.
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Figure 2: Definition of the multi-layer model for reflected wavefields. There are
no time-lapse changes in layers 2 and 3, while there may be time-lapse changes in
layer 1, 4 and 5. The reference wavefield P−A,sub(xr,xs,ω) and monitor wavefield
P−B,sub(xr,xs,ω) used for the source-receiver response and overburden function cor-
rection in the time-lapse experiment are indicated with the dashed line, respectively.
To monitor time-lapse changes in phase and amplitude above and below interface
at depth z4, the reference P−A (xr,xs,ω) and monitor reflected wavefield P
−
B (xr,xs,ω)
are applied (dotted lines). The sketch illustrates the physical effect of the wavefield
ratio.
2.2 Correction for source-receiver response and overburden differ-
ences
It is often very difficult to estimate accurately the source wavelet in seismic exploration.
In addition, overburden effects can corrupt the production related signal considerably.
However, by replacing the down-going wavefields in equation (4) with reflected wave-
fields from regions where no time-lapse changes exist, the differences in source-receiver
response and in the overburden between the reference and monitor survey can be taken
into account.
The multi-layer model in Figure 2 illustrates how a source-receiver response and overbur-
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den function correction in a 4D experiment can be performed by substituting down-going
wavefields P+A (xs,ω) and P
+
B (xs,ω) with the upgoing reference and monitor wavefields
P−A,sub(xr,xs,ω) and P
−
B,sub(xr,xs,ω), respectively. In Figure 2, the layers 1,2 and 3 repre-
sent the overburden that includes time-lapse changes (TLC) in layer 1. The layers 4 and 5
are the target zone for 4D monitoring. There can be time-lapse changes in layer 4 and 5.
The reference and monitor wavefields P−A,sub(xr,xs,ω) and P
−
B,sub(xr,xS,ω), respectively,
are reflected at the interface at depth z2, and the wavefields P−A (xr,xs,ω) and P
−
B (xr,xs,ω)
in the 4D data are reflected at the interface at depth z4. To compensate for differences
in the source-receiver coupling and overburden in the time-lapse data set, we make the
substitution for the source terms in equation (4), thus
S+A (xs,ω) 7→ P−A,sub(xr,xs,ω) = AA,sub(xr,xs,ω)W−A (xr,z0,z1)W−A (z1,z2)RA,2
×W+A (z2,z1)W+A (xs,z1,z0)S+A (xs,ω), (6)
and
S+B (xs,ω) 7→ P−B,sub(xr,xs,ω) = AB,sub(xr,xs,ω)W−B (xr,z0,z1)W−B (z1,z2)RB,2
×W+B (z2,z1)W+B (xs,z1,z0)S+B (xs,ω), (7)
where×-symbol means a multiplication in the frequency-domain. Asub(xr,xs,ω) denotes
the amplitude factor. In expression (6) and (7), the reflection coefficients RA,2 and RB,2
are identical. For simplicity and without loss of generality, we include receiver function
changes (e.g., due to different recording units) in the source wavelet term S+(xs,ω). The
reflected wavefields inherent to the interface at depth z4 in the reference and monitor
survey are given by
P−A (xr,xs,ω) = AA(xr,xs,ω)W
−
A (xr,z0,z1)W
−
A (z1,z2)W
−
A (z2,z3)W
−
A (x,z3,z4)RA,4(x)
×W+A (x,z4,z3)W+A (z3,z2)W+A (z2,z1)W+A (xs,z1,z0)S+A (xs,ω), (8)
and
P−B (xr,xs,ω) = AB(xr,xs,ω)W
−
B (xr,z0,z1)W
−
B (z1,z2)W
−
B (z2,z3)W
−
B (x,z3,z4)RB,4(x)
×W+B (x,z4,z3)W+B (z3,z2)W+B (z2,z1)W+B (xs,z1,z0)S+B (xs,ω). (9)
By constructing the ratio of the reflected wavefield from interface z4 and the one from
interface z2 in one survey, the source-receiver response and the effect of the overburden
(above interface z2) cancel out. Hence, for the reference survey the deconvolution of the
wavefield in equation (8) with the wavefield in equation (6) gives that
P−A
P−A,sub
(xr,xs,ω) =
AA(xr,xs,ω)
AA,sub(xr,xs,ω)
RA,4(x)
RA,2
e
−iω
(
tA,3(xr,xs)+tA,4(xr,xs)
)
. (10)
In a similar vein, it follows for the monitor survey that
P−B
P−B,sub
(xr,xs,ω) =
AB(xr,xs,ω)
AB,sub(xr,xs,ω)
RB,4(x)
RB,2
e
−iω
(
tB,3(xr,xs)+tB,4(xr,xs)
)
, (11)
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where W +W−(xr,xs,z4,z2) = exp(−iω
(
t3(xr,xs) + t4(xr,xs)
)
). In Figure 2, the effect
of the wavefield deconvolution is illustrated for the reference and monitor survey. By
dividing the wavefield ratio for survey A in equation (10) with the one for survey B in
equation (11), the time-lapse differences in phase and the ratio of reflectivity are derived.
Hence, for precritical surface data
P−A P
−
B,sub
P−A,subP
−
B
(xr,xs,ω)≈ RA,4RB,4 (x)e
−iωδt4(xr,xs), (12)
which has the same form as the expression (4), since tA,3(xr,xs) = tB,3(xr,xs) and RA,2 =
RB,2. The ratio of amplitude factors AAAB,sub/ABAA,sub(xr,xs,ω) is close to unity in 4D
experiments, therefore the approximation sign in equation (12). The two-way time shift
δt4(xr,xs) is generated by time-lapse changes in the velocity of layer 4, and the ratio of
reflection coefficients RA,4/RB,4(x) is measured at interface depth z4. In Figure 2, the
physics of equation (12) is illustrated. The arrows point out the layers 4 and 5 which are
monitored for 4D changes in the phase and amplitude attribute.
2.3 Limitation of time-lapse monitoring algorithm
The time shift δt(xr,xs) is correctly obtained only when
− pi
ω
≤ δt(xr,xs)≤ pi
ω
, (13)
since the arithmetic arc-tangents function with values between ±pi is applied. Notice
from equation (13) that the time-lapse monitoring algorithm of traveltime shifts allows
the largest 4D changes in the phase for low-frequency waves. The time-lapse monitoring
algorithm using amplitude information of reflected waves is not restricted by any means.
2.4 The effect of mispositioning on the traveltime shift and reflectiv-
ity ratio
Until now it was assumed that the source and receiver geometry is same in the reference
and monitor survey. However, it is generally acknowledged (e.g., Ebrom et al., 1997;
Kragh and Christie, 2002; Calvert and Charles, 2002; Curtis et al., 2002; Eiken et al.,
2002) that the non-repeatability effect due to mispositioning of the source-receiver loca-
tions in the repeated survey can be more significant than the production induced effect
in the 4D seismic signal. We investigate analytically the non-repeatability effect due to
source-receiver mispositioning on the traveltime shift and reflectivity ratio as 4D seismic
attributes. In appendix A, the traveltime delay and the reflection coefficient difference
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as function of misposition error ∆x are derived for the one-layer model in Figure 1. No-
tice for media with a complex overburden including large-scale structures (i.e. compared
to the wavelength) like gas chimneys and turbidities the presented criteria for misposi-
tioning must be modified. The basic idea behind this analysis is that the 4D production
induced time-lapse effect must be bigger than the non-repeatability effect inherent to
mispositioning problems with the source and receiver location in order to identify the
production imprint in the 4D signal.
The traveltime residual ∆t for a zero-offset data point inherent to the mispositioning ∆x
is given by
∆t(∆x)≈ (∆x)
2
4hv1
, (14)
where the layer thickness h = z1− z0, and the constant velocity in layer one is denoted v1
in Figure 1. According to Kragh and Christie (2002), the production related traveltime
delay ∆tprod is on the order of a few msec for a receiver with a good recovery. For
instance, say ∆tprod = 2 msec for a P-wave reflected at the lower interface of a reservoir
at h = 1500 m depth and the overburden velocity is v1 = 2000 m/s. For
∆t(∆x) ∆tprod ⇒ ∆x 2
√
hv1∆tprod (15)
to hold requires that ∆x  155 m. The misposition of the repeated source-receiver ge-
ometry should not be larger than a certain fraction of the estimated misposition limit.
For this specific example, the mispositioning should not be more than a few times the
standard bin-size to be able to see a production effect in the traveltime delay on the order
of 2 msec.
In a similar vein, the analysis of non-repeatability effect due to mispositioning on the
offset dependent reflection coefficient is carried out. In appendix A, it is shown that the
reflectivity change ∆R(xsr,∆x) for the offset xsr and mispositioning ∆x is given by
∆R(xsr,∆x) =
{
0 if xsr  h
2G
5h ∆x if xsr ≈ h.
(16)
The offset xsr = xr− xs between the source and receiver position and G is the AVO gra-
dient (Mavko et al., 1998). It is clear that the sensitivity inherent to misposition in the
reflection coefficient is negligible for near-offset data. In addition, by inserting the reser-
voir parameters for the Gullfaks field as indicated in appendix B of Landrø (2001), one
find that ∆R(xsr,∆x) ∆Rprod for intermediate offset data. Consequently, the reflectivity
ratio Ra/Rb ≈ 1−∆R/Ra in the near and intermediate offset range is remarkably unaf-
fected by mispositioning problems. On the other hand, the traveltime delay has a much
stronger dependence on the mispositioning of source-receiver geometries on the order of
the bin-size.
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Figure 3: Illustration of the synthetic time-lapse experiment. (a) The P-wave
velocity structure in one survey. (b) The difference model of the P-wave ve-
locity structure. Notice the overburden effects in the water layer and in the
layer above the anticline structure. The producing reservoir is located in the
volume below the anticline.
3 Synthetic modelling of a time-lapse marine experiment
The time-lapse monitoring method is validated using a synthetic 4D data set from a ma-
rine experiment. First, the petrophysical time-lapse model is presented, then the mod-
elling of the synthetic marine surveys is explained, and finally results from the 4D moni-
toring method applied on the synthetic time-lapse streamer data set are given.
3.1 Petrophysical time-lapse model
For the synthetic experiment, we use a petrophysical model where a reservoir with the
shape of an anticline is buried under several horizontal layers (see Figure 3a). The prop-
erties of each layer (i.e., P- and S-wave velocities and density) are selected in such a way
that they represent typical macro velocity values from the North Sea. The elastic param-
eters for the reference and monitor model are given in Table 1 and 2, respectively. We
assume a reservoir with 80% oil saturation in the reference model. In the monitor model
we assume that the oil saturation has dropped to 20% due to production. Assuming a 20%
porosity sandstone reservoir with quartz grains, we use the Biot-Gassmann equations to
obtain values for velocities and density, see Mavko et al. (1998).
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To test the overall robustness of the 4D monitoring method, we introduce an overburden
effect in layer 0 and 3. This effect may be due to seasonal changes of the water tempera-
ture (layer 0) and subsidence of the overburden (layer 3). Subsidence near the top of the
reservoir may be greater than subsidence at the seafloor, and consequently the overbur-
den is stretched. This will lead to a decrease in the effective stress in the overburden, and
hence a decrease in the seismic velocities (Mavko et al., 1998). It should be mentioned
that no physical model is used to obtain the lowered velocities for layer 3 in the monitor
model. In Figure 3b, the difference P-wave velocity model is illustrated in which both
overburden and production time-lapse changes are clearly visible.
Table 1: Elastic parameters in synthetic streamer time-
lapse experiment for the reference model.
Layer number vp (m/s) vs (m/s) ρ (kg/m3)
0 (Water) 1500 0 1000
1 1980 790 1800
2 2100 830 2030
3 (Overburden effect) 2180 1150 2090
4 2200 1100 2100
5 2250 1040 2140
6 (Reservoir) 2393 1447 2197
7 2360 1170 2300
8 2200 1000 2200
Table 2: Elastic parameters in synthetic streamer time-
lapse experiment for the monitor model.
Layer number vp (m/s) vs (m/s) ρ (kg/m3)
0 (Water) 1480 0 1000
1 1980 790 1800
2 2100 830 2030
3 (Overburden effect) 2140 1105 2070
4 2200 1100 2100
5 2250 1040 2140
6 (Reservoir) 2550 1437 2228
7 2360 1170 2300
8 2200 1000 2200
Figure 4 illustrates difference common-offset gathers for the elastic 4D model in Figure
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Figure 4: Difference plots of common-offset gathers. (a) Difference A - B, includ-
ing production and non-repeatability effects. (b) C - B, only pure production effects.
3. To generate this figure, an elastic forward modelling of two distinct time-lapse exper-
iments have been carried out. In one 4D experiment, the reference model (A) and the
monitor model (B) (as shown in Figure3) include the production and non-repeatability
effects (see also the next section for a detailed explanation). The difference common
offset gather in Figure 4a is generated by using a match-filter to the overburden reflec-
tions to remove non-repeatability effects. The observed difference wavefield from the
reservoir is the accumulated result of both production and non-repeatability effects. On
the other hand, the clear difference wavefields outside the anticline reservoir are due to
non-repeatability effects only which can not be compensated by the match-filter. In the
other time-lapse experiment the only 4D changes are located at reservoir level, while the
acquisition parameters are kept constant in the two surveys. Consequently, the monitor
model (B) is compared to another ‘reference’ model (C) only with 4D elastic properties
differences in the reservoir. The difference near-offset gather in Figure 4b shows the 4D
imprint related to the pure production only. From these two examples of difference gath-
ers, it is clearly seen that the time-lapse non-repeatability effects are more dominant than
than the production signature in the 4D data.
3.2 Forward modelling of time-lapse streamer experiment
We use a 2D elastic finite-difference code (van Vossen et al., 2002) to generate synthetic
marine surveys for the two models; each survey results in 81 common shotgathers with
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the source-position ranging between ± 1 km from the centre of the anticline model. The
source separation is 25 m, while the receiver array consists of 114 hydrophones with a
separation of 12.5 m. The offset between the source and first receiver is 150 m. The full
elastic wave equations are used, hence amplitude losses due to mode conversions at the
interfaces and geometrical spreading are accounted for. The model for the elastic param-
eters is divided into grid cells of 2 by 1.5 meters, and proper care is taken to diminish
unwanted modelling effects like grid dispersion and backscattering from the boundaries.
We introduce several common causes of non-repeatability effects in the time-lapse data
Table 3: Causes of non-repeatability effects in time-lapse
seismics. Symbol notation; ?: included in synthetic experi-
ment, and ⊕: relevant in Troll data set.
Acquisition: Different source-receiver coupling (?, ⊕)
Different source-receiver positions (?, ⊕)
Different sail directions (⊕)
Missing data
Noise: Uncorrelated noise (?, ⊕)
Coherent noise (?, ⊕)
Other factors: Different water temperature (?, ⊕ ?)
Overburden effects (?, ⊕ ?)
Tidal differences (⊕)
set (see Table 3). In the reference survey, the source and array of receivers are at 10
m depth, while in the monitor survey the source and receivers are at 5 m depth. To in-
clude the problem with mispositioning of source-receiver locations, all repeated receiver
positions are shifted 60 meter (i.e. several times the standard bin-size) compared to the
reference one. Two different source wavelets are chosen for the reference and monitor
surveys. For the reference survey, we use a Ricker wavelet with a central frequency of
28 Hz and in the monitor survey the central frequency is increased to 32 Hz. Reflections
from the sea surface are allowed, so the seismic data contain free surface multiples. In
addition, strong random noise is added to the data. An example of a single shotgather
from the synthetic surveys is shown in Figure 5a where the source position is located at
the middle of the anticline structure.
3.3 Preprocessing of synthetic time-lapse streamer data
Before applying the time-lapse monitoring method on the synthetic 4D data sets, several
preprocessing steps are carried out to correct for non-repeatability effects. In Figure 6,
the flow-diagram indicates the preprocessing operations starting from the common shot
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Figure 5: Example of common shot gathers computed in the synthetic time-lapse
experiment. (a) The source position is at the middle of the anticline structure (i.e.
lateral position equal to 2000 m in Figure 3a) before free surface multiple elimi-
nation. (b) Like in Figure 5a but after free surface multiple elimination. Notice
that the reflected wavefields from the reservoir interfaces are much more clear after
multiple removal.
gathers and finishing with the time-lapse monitoring analysis using common-offset gath-
ers and/or CMP-gathers. The preprocessing sequence includes the following steps; 1)
Missing traces (for instance due to dead hydrophones) are recovered with a wavefield
reconstruction method (e.g. Sconeville, 2000; Zwartjes and Hindriks, 2001). Note that
neither the synthetic nor the real time-lapse data set need to be corrected for missing
traces. For examples of wavefield reconstruction using real data, see Sconeville (2000)
and Zwartjes and Hindriks (2001). 2) Coherent noise such as free surface multiples are
removed with a surface related multiple elimination method (e.g. Verschuur et al., 1992).
See Figure 5b for an example of free surface multiple elimination in a synthetic com-
mon shotgather. 3) The preprocessed shotgathers are sorted into common-offset gathers
and CMP-gathers in which PP-reflections are identified for the source-receiver response
and overburden function correction and for 4D monitoring of the producing hydrocar-
bon reservoir. 4) The interpreted PP-reflections are filtered in the frequency-wavenumber
(f-k) domain to remove interfering wavefields and high-frequency random noise.
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Streamer shotgathers
Reconstruction of missing traces
F-k filtering of PP-reflections to 
remove noise and interfering waves
Identify PP-reflections
Sorting common shotgathers into 
1) common-offset gathers and 2) 
cmp-gathers
Free surface multiple elimination
Time-lapse monitoring of near-offset
and cmp-gathers to estimate changes
in two-way traveltime and amplitude
Figure 6: Flow-diagram of preprocessing steps carried out on prestack streamer
data to reduce the effects of non-repeatability in time-lapse seismic experiments.
The processing sequence is applied on the synthetic, as well as the real streamer
data sets except for the reconstructing operation of missing data.
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3.4 Result of synthetic time-lapse monitoring
The results of the synthetic time-lapse experiment are presented in the common offset
domain and in the CMP domain. We show one example of a 4D common-offset gather,
and another example of a time-lapse CMP-gather with the CMP-position located at the
centre position of the anticline model. In addition, the 4D monitoring method is applied
on prestack depth migrated data.
First, we consider the 4D monitoring analysis of the common-offset gathers from which
we extract information about changes in the two-way travel time and the ratio of reflec-
tivity. In Figure 7a, we see the reference common-offset gather of filtered reflected wave-
fields from interface 5, 6, 7 and 8. The anticline structure of the producing reservoir illus-
trated in Figure 3a is clearly visible in the common-offset gather at the wavefields labeled
with interface 6 and 7. The reference and monitor wavefields with the label interface
5 are applied for the source-receiver coupling substitution in the equations (6) and (7),
while the time-lapse wavefields reflected at interface 6, 7 and 8 correspond to equation (8)
and (9). Hence, by performing the deconvolution operation of convolved wavefields on
the left-handside of equation (12), the two-way traveltime shift and the reflectivity ratio
of the wavefields reflected at reservoir level are determined. The frequency-integration of
the phase and modulus term in equation (5) are carried out between 25 Hz to 55 Hz. Thus,
according to equation (13) with a maximum frequency of 55 Hz the estimated traveltime
shifts must be within± 9 msec to be estimated correctly. This is several times larger than
the production related time delay in the anticline between interface 6 and 7. To calculate
the two-way traveltime shift of the wavefield twice going through the producing reservoir
(thus expecting time-lapse changes distinctly different from zero), we have applied the
reflected wavefield labeled interface 8. The observed traveltime shift for this wavefield is
shown with the black solid line, while the true values of the travel time difference due to
production in the reservoir are illustrated with the grey dotted line. According to equation
(15), the horizontal mispositioning of the source-receiver geometry (i.e., ∆x = 60 m) in-
troduces a timeshift of a few msec which is on the order of the production induced travel
time delay. However, the anticline structure acts as a focussing lens of the wavefield
reflected at interface 8. This is the physical reason for the clear agreement between the
observed and true two-way travel time delay for the reflected wavefield from interface 8
though the synthetic time-lapse experiment is influenced by repeatability effects due to
mispositioning and other important acquisition differences (see table 3).
The time-lapse monitoring analysis of amplitude changes of the reflected wavefield for
interface 6 and 7 in the common-offset gathers are shown in Figure 7c. The observed
and true values of the ratio of reflection coefficients are shown with the black solid and
grey dotted lines, respectively, of variable line width. The length of the grey dotted lines
for the true values of the reflectivity ratio for interface 6 and 7 indicates the horizontal
extension of the anticline model. Interface 6 and 7 correspond to the top and bottom of the
producing reservoir, hence the reflectivity ratio at these two interfaces differ significantly
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Figure 7: Time-lapse monitoring of two-way traveltime shift and amplitude of re-
flected waves using the synthetic common-offset gathers. The true values for the
traveltime delay and reflectivity ratio are indicated with grey dotted lines. (a) The
filtered reflected wavefields from interface 5 to 8. (b) 4D monitoring of two-way
traveltime using the wavefield reflected at interface 8 that propagates twice through
the reservoir. (c) Time-lapse monitoring of the amplitude attribute using the wave-
fields that are reflected at the top of the reservoir (interface 6), the bottom of the
reservoir (interface 7).
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from the value one which is clearly demonstrated in the figure. In general, there is a
good agreement between the observed and theoretical values of time-lapse amplitude
changes except for the lateral extension of the anticline. This latter point is related to the
geometrical structure of the anticline model that is poorly resolved with non-migrated
data. A migration operation of the seismic data reveals the correct horizontal length of
the anticline structure. This is shown in Figure 8b.
The example of 4D monitoring using a filtered CMP-gather is illustrated in Figure 8a
for the CMP-position at the middle of the anticline structure. We look for time-lapse
changes in the reflectivity ratio only, since 4D monitoring of amplitude changes of re-
flected wavefields, unlike two-way traveltime shift, is unaffected of non-repeatability
effects in the overburden. The AVO-behaviour of the reflectivity ratios (i.e. frequency-
integrated between 25 Hz and 55 Hz) are shown with the black solid lines of different
line width, while the true values of the ratio of reflectivity are indicated in the figures
with grey dotted lines of variable line width. For the CMP-gather in Figure 8a, we expect
clear indications of 4D changes in the producing reservoir because the CMP-position is
at the centre of the anticline structure. Undoubtedly, we see for interface 6 and 7 (the
top and bottom of the reservoir, respectively) significant deviations from the value one
indicating that the reflection coefficient changes from the reference survey to the monitor
survey. For interface 6, the observed values of the AVO-behaviour of the ratio of reflec-
tivity agree well with theoretical values computed with Zoeppritz’ equations. Notice in
Figure 8a that the observed AVO-curve for interface 7 shows significant discrepancies
from the true AVO-curve for offsets larger than 500 m because of the strong lateral 2-D
structure of the anticline model which results in a vanishing wavefield at large offsets.
The purpose of migration is to bring the recorded data from the surface to the reflecting
interface level. The phase and amplitude operators in the recorded reference and monitor
wavefields in equation (8) and (9) are compensated for during the migration process.
Hence in the ideal case of an accurate velocity input model, the migrated reference and
monitor wavefields are reduced to the product of the reflection coefficient and the source
wavelet. By performing the source wavelet substitution method described in the theory
section using the migrated data, one again ends up with the right-handside of equation
(12). Figure 8b shows an example of the reflectivity ratio estimated from prestack depth
migrated data. The shotgathers after the free surface multiple elimination operation were
prestack migrated in the (x-ω)-domain using a correlation function as imaging condition
(Thorbecke, 1997). The source-wavelet substituting convolution-deconvolution method
was applied on the image gathers from which the reflectivity ratios for the top reservoir
reflector (interface 6) and bottom reservoir reflector (interface 7) were extracted. The
observed ratios of reflection coefficient from the migrated data are indicated with the
black solid line, while the ones from the pre-migrated data (same curve as in Figure
7c) are shown with the black dotted line. The true value of the reflection ratio and the
extension of the anticline structure is given by the grey dotted line. It is clear from
this example that the migration process improves significantly the lateral resolution of
the time-lapse signal inherent to the producing reservoir at interface 6. The migrated
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Figure 8: (a) Time-lapse monitoring of amplitude using synthetic CMP-gathers.
The CMP-position is at the midpoint position of the anticline structure (i.e., lateral
position equal 2000 m in Figure 3a). (b) The reflection ratio estimated from prestack
migrated data.
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wavefield for the bottom reservoir reflector at interface 7 is very weak at the reservoir
edges so no reflectivity ratios are estimated at those points.
4 Example of time-lapse monitoring of a real streamer
time-lapse data set
The time-lapse monitoring method explained above was applied to a time-lapse seismic
dataset from the Troll Field which is a giant oil and gas field located in the Northern North
Sea, offshore Norway. The field is divided in two main hydrocarbon bearing structures,
Troll West and Troll East. An estimated 2/3 of the gas reserves are located in Troll East.
Troll West is further divided into two structures, the Troll West Oil Province (western
part), and the Troll West Gas Province (eastern part). Good reservoir sandstones are
found in the Late Jurassic Sognefjord Formation at approximately 1500-1600 m burial
depth. A thin layer of oil-bearing sand exists below the gas column. In the Troll West Oil
Province, this layer is about 25 meters thick and has been under production since 1995.
Oil is also being produced in the Gas Province, where the oil column is 10-15 meters
thick. At Troll East the oil column is too thin to be of any commercial interest. Gas has
been produced from Troll East since 1996.
In this example, we focus on a section of the Troll West Gas Province where production
started in may 2000. The time-lapse seismic data are from the inline 1070. The reference
survey is from 1998 and the monitor survey is from 2001. In Table 3, actual and possible
(denoted with a question mark) non-repeatability effects in the Troll 4D data are stated.
The sail direction of the reference survey is opposite to the one in the monitor survey
which is accounted for in the time-lapse monitoring analysis by using source-receiver
reciprocity to interchange the source and receiver positions in the reference survey. The
raw common shotgathers had only been seis/navy-merge corrected before they were pre-
processed following the processing flow-diagram in Figure 6.
Figure 9a illustrates the migrated 2D section of the reservoir in 1998 and 2001. The
Gas Province is located under the two clear reflecting interfaces at about 1480-1550 m,
while the weak but still visible gas-fluid contact is indicated with the white dashed line
at about 1620 m. In 3D prestack depth migrated data the gas-fluid contact is much more
clear. Since the oil-column is thin in this area, there must be interference with the oil-
water contact. The gas-fluid contact is therefore probably due to the contrast between
gas and water. A match filter was applied to compensate for source-receiver variability
and overburden effects between the two migrated sections in Figure 9a. The difference
stack between these two match-filtered 2D sections is shown in Figure 9b. Notice the
strong contrasts at the top reservoir level and at the gas-fluid contact. The source wavelet
substitution method in equation (12) was used in CMP-gathers, where the wavefield for
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compensation of source-wavelet variability and overburden effects is from a reflector at
about 750-800 m depth (not shown here). The top and lower reflector at the top reservoir
between 1480 m and 1550 m are both monitored for changes in reflectivity. Hereby
the CMP-gathers were filtered for a broad frequency band (i.e. 20-80 Hz) with a high
S/N-ratio, before the reflectivity ratio curves for midpoints between 1000 m and 3000 m
were estimated from the near-offset traces. The curves with the reflectivity ratio for the
top and lower reflectors are shown in Figure 9c. Both reflectivity ratio curves oscillate
closely around the value one. This is an indication that no significant time-lapse changes
are present in the top part of the reservoir of the Troll West Gas Province during 1998
and 2001.
Production history tells that it is possible that the gas-fluid contact was moved down-
wardly between 1998 and 2001. We have tested this idea for several production scenarios
that the gas-fluid contact is shifted 5, 10, 15 and 20 m vertically down. First log-data from
a nearby well about 500 m from the seismic subline was modified using a simplified ver-
sion of the Biot-Gassmann equations (see Mavko et al., 1998, page 167) to simulate new
logs for the four production cases. The reference and monitor logs for the P-wave veloc-
ity and density are shown in Figure 10a. Notice that the P-wave velocity is most sensitive
to the gas-fluid contact movement. Then a seismic trace for the reference log and each
modified logs was computed by convolving a wavelet with the reflectivity series obtained
from the sonic and density logs. Finally the reflectivity ratio at the gas-fluid contact level
was estimated with expression (12). The ratio of reflection coefficients is approximately
0.95, 0.92, 0.915 and 0.91 for the 5, 10, 15 and 20 m, respectively, displacement of the
gas-fluid interface. Similarly, we applied the convolution-deconvolution method in Eq.
(12) to estimate the reflectivity ratio for the observed gas-fluid contact in the prestack
Troll data as function of midpoint position. The curve with the ratio of reflection coef-
ficients is illustrated in Figure 10b. On average, the observed reflectivity ratio is on the
order of 0.9 to 1.0 with lower values on the left handside and higher values on the right
handside. It does not seem plausible that the gas-fluid contact is lateral variant. Instead,
the observed reflectivity ratio shows a possible indication that the gas-fluid contact has
moved downwardly. It is however impossible to assess accurately how much the gas-fluid
interface was shifted between 1998 and 2001. A displacement of the gas-fluid contact on
the order of 10-20 is very likely as estimated from the injection-production records at
nearby wells.
5 Conclusions and discussion
A time-lapse seismic monitoring methodology based on the spectral ratio technique is
developed. By computing the ratio of time-windowed reflected wavefields from the ref-
erence and monitor survey, we inspect separately the time-lapse phase and reflectivity
changes related to reservoir production effects. The 4D approach accounts for several
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Figure 9: 4D seismic monitoring of Troll west. (a) The migrated sec-
tion of the reservoir in year 1998 and 2001. The white dotted line indi-
cate the gas-fluid contact. (b) The difference section of the two stacks
in Figure 9a. (c) Reflection ratio curves of the two strong reflectors
between 1480 m and 1550 m. (Courtesy of Norsk Hydro.)
Discrimination between Phase and Amplitude Attributes 165
0
10
20
30
40
50
60 1500 2000 2500 3000 3500
Gas-fluid contact displaced downwardly 5 m
Ref-log: P-wave velocity
Mon-log: P-wave velocity
Ref-log: density
Mon-log: density
0
10
20
30
40
50
60 1500 2000 2500 3000 3500
Gas-fluid contact displaced downwardly 10 m
Ref-log: P-wave velocity
Mon-log: P-wave velocity
Ref-log: density
Mon-log: density
0
10
20
30
40
50
60 1500 2000 2500 3000 3500
Gas-fluid contact displaced downwardly 15 m
Ref-log: P-wave velocity
Mon-log: P-wave velocity
Ref-log: density
Mon-log: density
0
10
20
30
40
50
60 1500 2000 2500 3000 3500
Gas-fluid contact displaced downwardly 20 m
Ref-log: P-wave velocity
Mon-log: P-wave velocity
Ref-log: density
Mon-log: density
(a)
R
el
. d
ep
th
 (m
)
R
el
. d
ep
th
 (m
)
Vel. (m/s); Density (kg/m  )3 Vel. (m/s); Density (kg/m  )3
0.6
0.8
1
1.2
1.4
1.6
500 1000 1500 2000 2500 3000 3500
Gas-fluid contact, Troll
Line for no 4D changes
Prod. scenario, GF-contact 5 m down
Prod. scenario, GF-contact 20 m down
Ra
tio
 o
f r
ef
le
ct
io
n 
co
ef
fic
ie
nt
Midpoint (m)
(b)
Figure 10: 4D seismic monitoring of Troll west. (a) Well-
log data for four production scenarios. The fluid-gas contact
is moved downwardly by 5, 10, 15 and 20 m. (b) Reflec-
tion ratio curve of the gas-fluid contact in the Troll data set.
(Courtesy of Norsk Hydro.)
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major causes of non-repeatability effects due to differences in acquisition, overburden
and noise (e.g., random and coherent noise). The time-lapse phase attribute is sensi-
tivity to mispositioning problems of source-receiver configurations on the order of the
standard bin-size. On the order hand, the 4D reflectivity attribute is insensitive to mis-
positioning problems in source-receiver configurations for near-offset and intermediate
offset data. The time-lapse methodology is successfully validated in a synthetic time-
lapse streamer data experiment including non-repeatability causes inherent to differences
in acquisition, overburden and noise distribution. With this synthetic example, it is shown
that the 4D monitoring method is applicable to prestack common-offset gathers, prestack
CMP-gathers and image gathers of prestack migrated data.
In the case of the Troll West Gas Province, the physical conditions in the reservoir had
changed because of a vertical movement of the fluid contact on the order of 5-15 m. The
time-lapse monitoring method described here failed to detect this change from seismic
amplitude data. This is no surprise, since this method measures the relative change in
reflection coefficient at a reflecting interface. A vertical movement of the fluid contact is
not likely to give a significant change in the reflection strength of the fluid contact.
The validity of the time-lapse approach depends on the complexity of the overburden and
the production effect on the seismic parameters at reservoir level. For a simple structural
overburden with small lateral variation and dipping interfaces the proposed 4D method
works well. On the other hand, for a strongly heterogeneous overburden with for instance
turbidites or a gas-chimney non-linear ray bending effects leads to a severe distortion of
the amplitude of the recorded wavefield so that a time-lapse evaluation at reservoir level
is very difficult. At reservoir level, any production-related variation must result in a sig-
nificant change in seismic velocity and/or density. This is possible if there has been a
significant change in fluid saturation, pore pressure or temperature (Wang et. al., 1991).
Changes in fluid saturation and pore pressure depend on communication in the reservoir
and will not act across sealing interfaces. A fluid saturation or pressure change in the
proximity of a seismic reflector that acts as a seal may be detectable on time-lapse seis-
mic data. For example, Landrø and Strønen (2003) successfully recognized amplitude
differences as result of a fluid saturation change below a dipping top reservoir inter-
face. Also, fluid saturation and temperature changes as a result of steam injection have
been found to have significant impact on time-lapse seismic data (Jenkins et al., 1997b).
Seismic velocities depend on pore pressure through the effective pressure. However, ve-
locities are more sensitive to a pore pressure increase than a pore pressure decrease (see
e.g. Christensen and Wang, 1985). Increasing pore pressure as a result of water injection
have been seen in time-lapse seismic data (Landrø, 2001).
The proposed 4D method can be used for more than just monitoring of production related
reservoirs. The output-data of the time-lapse reservoir monitoring scheme can serve as
input-data in a lithological inversion to estimate the elastic reservoir differences, as well
as changes in saturation and pore-pressure over time. In addition, the method is not
limited to streamer data experiments, but one can naturally generalise the approach to
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OBC - (e.g., to include both P-to-P and P-to-S wave conversion) and land seismics.
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A The effect of mispositioning on traveltime and reflec-
tivity changes
The analytical derivations for the effect of horizontal mispositioning of source-receiver
geometry on the traveltime shift and the reflectivity coefficient are shown in this ap-
pendix. First, the zero-offset traveltime delay is investigated using the one-layer model
in Figure 1. Let the layer thickness h = z1− z0 and the stationary velocity in layer one is
denoted v1. The reference traveltime tre f for a zero-offset measurement is given by
tre f =
2h
v1
. (17)
The monitor traveltime tmon is recorded at the offset position ∆x indicating a misposition-
ing of the repeated source-receiver offset with respect to the reference one. According to
Figure 1, the
tmon(∆x) =
√
(∆x)2 +(2h)2
v1
(18)
≈ 2h
v1
(1+
1
2
(∆x
2h
)2
),
where the mispositioning ∆x 2h. The traveltime delay ∆t(∆x) = tmon(∆x)− tre f inher-
ent to the offset difference then equals
∆t(∆x)≈ (∆x)
2
4hv1
. (19)
Second, the effect of misposition on the offset-dependent PP wave reflectivity coefficient
is estimated analytically. The offset xsr = xr−xs between the source and receiver position.
For the reference survey, the simplified form of the PP reflection coefficient in Aki and P
(1980) and Shuey (1985) is given by
Rre f (xsr) = R0 +Gsin2(θ) (20)
= R0 +
Gx2sr
4h2 + x2sr
,
where R0 and G are respectively the normal incidence reflection coefficient and the AVO
gradient (Mavko et al., 2003). The sine-function sin(θ) = xsr/
√
4h2 + x2sr in equation
(20) for the one-layer model in Figure 1. In the monitor survey, the offset position of the
recording is shifted by ∆x. The monitor reflection coefficient is then given by
Rmon(xsr,∆x) = R0 +
G(xsr +∆x)2
4h2 +(xsr +∆x)2
(21)
≈ Rre f (xsr)+ 2Gxsr4h2 + x2sr
∆x,
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for ∆x  xsr. For intermediate offset data (i.e. xsr ≈ h), this means that the reflectivity
change due to a mispositioning of ∆x is
∆R(xsr,∆x) = Rmon(xsr,∆x)−Rre f (x) (22)
≈ 2G5h ∆x.
For near-offset data (i.e. xsr  h and ∆x h), it is found from equation (21) that
∆R(xsr,∆x)≈ 0. (23)
Chapter 8
Closing remarks
As stated in the introduction for this thesis, research on pressure prediction is of great
interest to the oil industry. This is reflected in the number of publications per year in
the field of pore pressure prediction from seismic data which has increased steadily since
the pioneering work of Pennebaker (1968), Reynolds (1970) and Eaton (1972). The field
of pore pressure prediction from seismic data is very diverse, covering a range of topics
from general seismic processing techniques to experimental core plug analysis. It has
been necessary to constraint the focus of my work, meaning that only a few aspects of
pore pressure prediction from seismic data are covered here.
In order to predict pore pressures from seismic velocities it is necessary to derive con-
sistent and reliable velocity information from the seismic data. Although there exist
advanced tools for this purpose, I have chosen to use well known and established tech-
niques to derive the required velocities. It has not been my purpose to develop more
accurate tools for velocity analysis. The focus of this work has been on the combined use
of velocity analysis and amplitude analysis to detect anomalous pressures in thin, isolated
zones. Repeated (time lapse) seismic data have been used for verification of the pressure
effect.
The reason for using established techniques for investigating the impact of pore pres-
sure on seismic data is partly practical, the software has been available and ready to use.
In addition, the examined Gullfaks and Haltenbanken fields are characterized by severe
overpressures. This increases the probability that a potential velocity effect on seismic
data by conventional methods. However, the precision of these conventional methods is
not the best. The results from the present study imply that conventional velocity analysis
is inaccurate for pore pressure prediction purposes in thin reservoir zones. This illustrates
that there is a need for better velocity analysis techniques. In the recent years, we have
seen a large development in the field of velocity analysis. It would have been very in-
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teresting to test some of these ideas on the data sets used in this study. It is my opinion
that the increased focus on seismic parameters as predicting lithology, fluid and pressure
indicators will encourage the industry to incorporate advanced velocity analysis methods
as standard tools.
The results from the Gullfaks study (Paper 1) imply that abnormally high pore pressures
may be detectable by the means of seismic amplitude analysis even though the thickness
of the anomalous pressured zone is smaller than the resolution of conventional velocity
analysis. This is not surprising, since seismic amplitudes have higher temporal resolution
than a velocity field derived from semblance velocity analysis. However, it is a useful
observation, since this is confirmation of pressure dependent velocities in situ. Seismic
amplitude analysis is a promising tool for detecting overpressures in thin, isolated zones.
However, it is not straightforward to use this knowledge for an exploration case, since
seismic velocities are determined by a number of factors, which are more or less unknown
in an exploration setting. In the Haltenbanken case, we used well data from the area
to put constraints on the pore pressure vs. seismic velocity relationship. Integrating
knowledge from several disciplines in this way might be helpful for understanding the
cause of velocity variations in the subsurface.
Eaton based approaches for pore pressure prediction, where the velocity field is com-
pared with a normal compaction trend has proven to work fairly well in many areas. In
retrospect, I would have liked to test an Eaton based method for pore pressure prediction
in the Haltenbanken case, or for another data set. The reason for not using an Eaton based
approach for Haltenbanken is large uncertainties about the cause of overpressuring in this
area. A prerequisite for such methods to work is that there is a fundamental correlation
between porosity and pore pressure. While we observe such a correlation in the Hal-
tenbanken sandstones, the shale porosities are essentially independent of pore pressure
Hermanrud et al. (1998). This makes the use of normal compaction trends questionable.
In general, uncertainties in the relationship between seismic velocities and pore pressure
is a major limitation for pore pressure prediction. The mechanisms that are involved are
not very well understood. It is recognized that overpressured sediments generally have
higher porosities, and hence lower velocities than normally pressured sediments, because
water is prevented from escaping from the pore space. However, as we have seen at
Haltenbanken, it is not always the case that porosity and pore pressure correlate. In the
present work, I have explained the pressure-velocity relationship through microscopic
mechanisms, allowing the seismic velocities to change, even though the porosity remains
constant. It known that for granular media, the stiffness of grain contacts chance with
pressure. In addition opening/closing of microscopic cracks are important, as is the min-
eralogy of the rock. It is possible construct models for idealized cases, e.g., spherical
grains. However, real rocks often consist of a mixture of mineralogies, and it is expected
that both grain contacts and microcracks contribute to pressure dependent velocities. Be-
cause of the complexity of these mechanisms, the behaviour of seismic velocities with
pore pressure is difficult to model. I think that there is a need for better understanding of
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these mechanisms in order to make more reliable pressure predictions from seismic data,
especially in areas where the cause of overpressuring is unknown.
In my opinion, pore pressure prediction from seismic data is a challenging topic with
many aspects. It is important to understand that it is a multidisciplinary field. For the
hydrocarbon industry, this means that projects which aim to predict pore pressure from
seismic data requires the combined effort from a team of specialists in several disciplines.
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