The estimation of risk measures recently gained a lot of attention, partly because of the backtesting issues of expected shortfall related to elicitability. In this work we shed a new and fundamental light on optimal estimation procedures of risk measures in terms of bias. We show that once the parameters of a model need to be estimated, one has to take additional care when estimating risks. The typical plug-in approach, for example, introduces a bias which leads to a systematic underestimation of risk.
Introduction
The estimation of risk measures is an area of highest importance in the financial industry as risk measures play a major role in risk management and in the computation of regulatory capital, see McNeil et al. (2010) for an in-depth treatment of the topic. Most notably, a major part of quantitative risk management is of statistical nature, as highlighted for example in Embrechts and Hofert (2014) . This article takes this challenge seriously and does not target risk measures themselves, but estimated risk measures.
Statistical aspects in the estimation of risk measures recently raised a lot of attention: see the related articles Davis (2016) and Cont et al. (2010) ; Acerbi and Székely (2014) ; Ziegel (2016) ; Fissler et al. (2015) ; Frank (2016) . Surprisingly, it turns out that statistical properties of risk estimators -related to the presence of bias -have not yet been analysed thoroughly. Such properties are very important from the practical point of view, as the risk bias usually leads to a systematic underestimation of risk. It is our main goal to give a definition of unbiasedness that makes sense economically and statistically. The main motivation for this is the observation that the classical (statistical) definition of bias might be desirable from a theoretical point of view, while it might be not prioritised by financial institutions or regulators, for whom the backtests are currently the major source of evaluating the estimation. Date: First circulated: March 8, 2016 , This version: August 25, 2017 . The authors express their gratitude to the referees and the associate editor for valuable comments and suggestions that helped to improve the paper. Part of the work of the first author was supported by the National Science Centre, Poland, via project 2016/23/B/ST1/00479.
There is an ongoing intensive debate in regulation and in science about the two most recognised risk measures: Expected Shortfall (ES) and Value-at-Risk (V@R). This debate is stimulated by Basel III project (BCBS, 2013) , which updates regulations responsible for capital requirements for initial market risk models (cf. (BCBS, 2006; BCBS, 1996) ). In a nutshell, the old V@R at level 1% is replaced with ES at level 2.5%. In fact, such a correction may reduce the bias, however only in the right scenarios. The academic response to this fact is not unanimous: while ES is coherent and takes into consideration the whole tail distribution, it lacks some nice statistical properties characteristic to V@R. See e.g. Cont et al. (2010) ; Acerbi and Székely (2014) ; Ziegel (2016) ; Kellner and Rösch (2016) ; Yamai and Yoshiba (2005) ; Emmer et al. (2015) for further details and interesting discussions. Also, the ES forecasts are believed to be much harder to backtest, a property essential from the regulator's point of view.
A further argument in this debate emerges from the results in Gneiting (2011) (see also Weber (2006) ), showing that ES is not elicitable. This interesting concept was originally developed in Osband and Reichelstein (1985) from an economic perspective; the main motivation is to ensure truthful reporting by penalizing false reports. In Section 7.1 we provide a detailed discussion of this topic. The lack of elicitability led to the discussion whether or not (and how) it is possible to backtest ES and we refer to Carver (2014) ; Ziegel (2016) ; Acerbi and Székely (2014) ; Fissler et al. (2015) for further details on this topic. Quite recently it was shown in Fissler et al. (2015) that ES is however jointly elicitable with V@R. 1 In particular, backtesting ES is possible; see Section 8.2 for a backtesting algorithm of ES in our setting; however, the results have to be interpreted with care.
Our article has two objectives. First, we introduce an economically motivated definition of unbiasedness: an estimation of risk capital is called unbiased, if adding the estimated amount of risk capital to the risky position makes the position acceptable; see Definition 4.1. It seems to be surprising that this is not the case for estimators considered so far. Second, we want to shed a new light on backtesting starting from the viewpoint of the standard Basel requirements. The starting point is the simple observation that a biased estimation naturally leads to a poor performance in backtests, such that the suggested bias correction should improve the results in backtesting.
In this regard, consider the standard (regulatory) backtest for V@R which is based on the rate of exception; see Giot and Laurent (2003) . In Section 7 we will show that a backtesting procedure based on the rate of exception will perform poorly if the estimation of the rate of exception is biased. Motivated by this, we systematically study bias of risk estimators and link our theoretical foundation to empirical evidence.
Let us start with an example: consider i.i.d. Gaussian data with unknown mean and variance and assume we are interested in estimating V@R at the level α ∈ (0, 1) (V@R α ). Denote by x = (x 1 , . . . , x n ) the observed data. The unbiased estimator in this case is given bŷ V@R u α (x 1 , . . . , x n ) := − x +σ(x) n + 1 n t −1 n−1 (α) , (1.1)
where t −1 n−1 is the inverse of the cumulative distribution function of the Student-t-distribution with n − 1 degrees of freedom,x denotes the sample mean andσ(x) denotes the sample standard deviation. We call this estimator the Gaussian unbiased estimator and use this name throughout as reference to (1.1). Note that the t-distribution arises naturally by taking into account that variance has to be estimated and that the bias correction factor is n+1 /n. Comparing this estimator to standard estimators on NASDAQ data provides some motivating insights which we detail in the following paragraph.
Backtesting value-at-risk estimating procedures. To analyse the performance of various estimators of value-at-risk we performed a standard backtesting procedure. First, we estimated the risk measures using a learning period and then tested their adequacy in the backtesting period. The test was based on the standard failure rate (exception rate) procedure; see e.g. Giot and Laurent (2003) and (BCBS, 1996) . Given a data sample of size n, the first k observations were used for estimating the value-at-risk at level α. Afterwards it was counted how many times the actual loss in the following n − k observations exceeded the estimate. For good estimators, we would expect that the number of exceptions divided by (n − k) should be close to α. More precisely, we considered returns based on (adjusted) closing prices of the NASDAQ100 index in the period from 1999-01-01 to 2014-11-25. The sample size is n = 4000, which corresponds to the number of trading days in this period. The sample was split into 80 separate subsets, each consisting of the consecutive 50 trading days. The backtesting procedure consisted in using the i-th subset for estimating the value of V@R 0.05 and counting the number of exceptions in the (i + 1)-th subset. The total number of exceptions in the 79 periods was divided by 79 · 50. We compared the performance of the Gaussian unbiased estimatorV@R u α to the three most common estimators of value-at-risk: the empirical sample quantileV@R emp α (sometimes called historical estimator 2 ); the modified Cornish-Fisher estimatorV@R CF α ; and the classical Gaussian estimatorV@R norm α , which is obtained by inserting mean and sample variance into the value-at-risk formula under normality:
is the k-th order statistic of x = (x 1 , . . . , x n ), the value ⌊z⌋ denotes the integer part of z ∈ R, h = α(n − 1) + 1, Φ denotes the cumulative distribution function of the standard normal distribution andZ α CF is a standard Cornish-Fisher α-quantile estimator (see e.g. (Alexander, 2009, Section IV.3.4 .3) for details).
2 In fact there are numerous versions of the sample quantile estimator. We have decided to take the one used by default both in R and S statistical software for samples from continuous distribution.
The results of the backtest are shown in the first part of Table 1 . Surprisingly, the standard estimators show a rather poor performance. Indeed, one would expect a failure rate of 0.05 when using an estimator for the V@R 0.05 and the standard estimators show a clear underestimation of the risk, i.e. an exceedance rate higher than the expected rate. Only the Gaussian unbiased estimator is close to the expected rate, the empirical estimator having an exceedance rate which is 25% higher in comparison. One can also show that a Student-t (plug-in) estimator performs poorly, compared to Gaussian unbiased estimator.
To exclude possible disturbances of these findings by a bad fit of the Gaussian model to the data or possible dependences we additionally performed a simulation study: starting from an i.i.d. sample of normally distributed random variable with mean and variance fitted to the NASDAQ data we repeated the backtesting on this data; results are shown in the second column of Table 1 . Let us first focus on the plug-in estimatorV@R norm α : expecting 200 exceedances (5% out of 4.000) we experienced additional 41 exceedances on the NASDAQ data itself. On the simulated data, where we can exclude disturbances due to fat tails, correlation etc., still 21 unexpected exceedances were reported which is roughly 50% of the additional exceedances on the original data. These exceedances are due to the biasedness of the estimator and can be removed by considering the unbiased estimator V@R u α as may be seen from the last line of Table 1 . The results on the other estimators confirm these findings 3 , the empirical estimator shows an exceedance rate being 28% higher compared to the Gaussian unbiased estimator, which in turn perfectly meets the level α = 0.05. However, as has been pointed out in Gneiting (2011) , conclusions about the performance of estimators solely based on backtesting have to be taken with care and we provide additional evidence in Section 8.3.
The structure of the paper is as follows: in Section 2, estimators of risk measures are formally introduced. Section 3 discusses the frequently used concept of plug-in estimators. Section 4 introduces the main concept of the paper, unbiasedness in an economic sense, and Section 5 gives a number of examples. Section 6 considers asymptotically unbiased estimators, while Section 7 outlines the bias estimation procedure as well as the relation between unbiasedness and regulatory backtesting. Section 8 gives a small empirical study of the proposed estimators and we conclude in Section 9.
Measuring risk
In this section we give a short introduction to risk measures where the underlying model is not known and hence needs to be estimated. Our focus lies on the most popular family of risk measures, so-called law-invariant risk measures. These measures solely depend on the distribution of the underlying losses, see McNeil et al. (2010) for an outline and practical applications of risk measurement. Law-invariant risk measures for example contain the special cases value-at-risk, expected shortfall or spectral risk measures.
We consider the estimation problem in a parametric setup. If the parameter space is chosen infinite-dimensional, this also contains the non-parametric formulation of the problem. In this regard, let (Ω, A) be a measurable space and (P θ : θ ∈ Θ) be a family of probability measures on this measurable space parametrized by θ, an element of the parameter space Θ. For simplicity, we assume that the measures P θ are equivalent, such that their null-sets coincide. Otherwise it could be possible that some of the probability measures would be excluded almost surely by some observation which in turn would lead to unnecessarily complicated expressions. By L 0 := L 0 (Ω, A)
3 Further simulations show that these results are stastically significant: for example, repeating the simulation 10.000 times allows to compute the mean exception rates (with standard errors in parentheses) for estimators given in Table 1 . They are equal to 0.057 (0.0026), 0.067 (0.0028), 0.057 (0.0028), and 0.050 (0.0027), respectively.
we denote the (equivalence classes of) real-valued and measurable functions. In our context, the space L 0 typically corresponds to discounted cash flows or financial positions return rates.
For the estimation, we assume that we have a sample X 1 , X 2 , . . . , X n of observations at hand and we want to estimate the risk of a future position X. Sometimes, we consider x = (x 1 , . . . , x n ) to distinguish specific realizations of X 1 , . . . , X n from the sample random variables. In particular, we know that x i = X i (ω) for some ω ∈ Ω.
Example 2.1 (The i.i.d.-case). Assume that the future position X as well as the historical observations are independent and identically distributed (i.i.d.) . This is the case, for example in the Black-Scholes model when one considers log-returns. More generally, this also holds in the case where the considered stock price S follows a geometric Lévy process (see (Applebaum, 2009, Section 5.6 .2) and references therein). If t i , i = 0, . . . , n + 1 denote equidistant times with ∆ = t i − t i−1 , then the log-returns X i := log(S t i ) − log(S t i−1 ), i = 1, . . . , n are i.i.d. and the risk of the future position S t n+1 can be described in terms of X := log(S t n+1 ) − log(S tn ).
To quantify the risk associated with a future position X ∈ L 0 , we introduce a concept of a risk measure.
Typically, one assumes additional properties for a risk measure ρ such as counter monotonicity, convexity, and translation invariance. For details, see Föllmer and Schied (2011) and references therein. For brevity, as we are interested in problems related to estimation of ρ, we have decided not to repeat detailed definitions here. Let us alone mention that from a financial point of view the value ρ(X) is a quantification of risk for financial future position X and is often interpreted as the amount of money one has to add to the position X such that X becomes acceptable. Hence, positions X with ρ(X) ≤ 0 are considered acceptable (without adding additional money).
A priori, the definition of a risk measure is formulated without any relation to the underlying probability. However, in most practical applications one typically considers law-invariant riskmeasures. Roughly spoken, a risk-measure is called law-invariant with respect to a probability measure P , if ρ(X) = ρ(X) whenever the laws of X andX coincide under P , see for example (Föllmer and Knispel, 2013, Section 5) .
Hence, ρ typically depends on the underlying probability measure P θ and consequently, we obtain a family of risk-measures (ρ θ ) θ∈Θ , which we again denote by ρ. Here, ρ θ is the risk-measure obtained under P θ . Being law-invariant, the risk-measure can be identified with a function of the cumulative distribution function of X. More precisely, we obtain the following definition. Denote by D the convex space of cumulative distribution functions of real-valued random variables.
(2.1) F X (θ) = P θ (X ≤ ·) denoting the cumulative distribution function of X under the parameter θ.
We aim at estimating the risk of the future position when θ ∈ Θ is unknown and needs to be estimated from a data sample x 1 , . . . , x n . If θ were known, we could directly compute the corresponding risk measure ρ θ from P θ and would not need to consider the family (ρ θ ) θ∈Θ . Various estimation methodologies are at hand, the most common one being the plug-in estimation; see Section 3 for details.
Definition 2.4. An estimator of a risk measure is a Borel functionρ n : R n → R ∪ {+∞}.
Sometimes we will callρ n also risk estimator. The valueρ n (x 1 , . . . , x n ) corresponds to the estimated amount of capital which should classify, after adding the capital to the position, the future position X acceptable.
Given random sample X 1 , X 2 , . . . , X n , we also denote byρ n the random variablê ρ n (ω) :=ρ n (X 1 (ω), . . . , X n (ω)), ω ∈ Ω, corresponding to the estimatorρ n . Byρ we denote the sequence of risk estimatorsρ = (ρ n ) n∈N . If there is no ambiguity, we will callρ also risk estimator and sometimes even writeρ instead ofρ n . The concept of estimator given in Definition 2.4 is very general. One very common way in practical estimation of risk measures is to separate the estimation of the distribution of the underlying random variable from the estimation of the risk measure. This leads to the well established plug-in estimators, which we discuss in the following section.
Plug-in estimation
A common way to estimate risk is the plug-in estimation; see Acerbi (2007) ; Cont et al. (2010) ; Föllmer and Knispel (2013) and references therein. The idea behind this approach is to use the highly developed tools for estimating the distribution function of X and plug in this estimate into the desired risk measure. Denote the estimator of the unknown distribution byF X and recall the function R from Equation (2.1). Then the plug-in estimatorρ plugin is given bŷ
(3.1)
More specifically, considering the parametric case with a family of law-invariant risk-measure (ρ θ ) θ∈Θ , we obtain from (2.1), that the plug-in estimator is given bŷ
whereθ denotes parameter estimator given sample x.
Let us now present some specific examples, where we provide explicit formulas for the plug-in estimators of the considered risk both for non-parametric and parametric case.
Example 3.1 (Empirical distribution plug-in estimation). As an example we could use the empirical distribution for the plug-in estimator. The assumption is that X 1 , . . . , X n are independent, having the same distribution like X, and a sample x = (x 1 , . . . , x n ) is at hand. Then, the empirical distribution is given byF
It is a discrete distribution and hence R(F X ) is easy to compute.
Example 3.2 (Kernel density estimation). Assuming that X is (absolutely) continuous, one of the most popular non-parametric estimation techniques for the density of X is the so-called kernel density estimation, see for example Rosenblatt (1956) ; Parzen (1962) . Instead of estimating the distribution itself, one focusses on estimating the probability density function, as in the continuous case we could recover one from another. Given the sample x = (x 1 , . . . , x n ), kernel function K : R → R and bandwidth parameter h > 0 (see Silverman (1986) for details), the estimatorf for the unknown density f is given bŷ
The most popular kernel functions are the Gaussian kernel K 1 and the Epanechnikov kernel K 2 , given by
The optimal value of the bandwidth parameter could also be estimated, but this depends on additional assumptions. For example, one could show that if the sample is Gaussian, then the optimal choice of bandwidth parameter is approximately 1.06σn −1/5 , whereσ is the standard deviation of the sample.
Example 3.3 (Plug-in estimators under normality). Let us assume that X is normally distributed under P θ , for any θ = (θ 1 , θ 2 ) ∈ Θ = R × R >0 , where θ 1 and θ 2 denote mean and variance, respectively. Given sample x = (x 1 , . . . , x n ), letθ 1 andθ 2 denote the estimated parameters (obtained e.g. using MLE). Then, assuming that ρ is translation invariant and positively homogenous (see Föllmer and Schied (2011) for details), the classical plug-in estimatorρ can be computed as followŝ
where Φ denotes the cumulative distribution function of the standard normal distribution. If we are interested in estimating the value-at-risk, then the estimator given in Equation (3.2) coincides with the one defined in Equation (1.4).
Example 3.4 (Plug-in estimator for the t-distribution). Assume now that X has a generalized t-distribution under P θ , for any
where θ 1 , θ 2 and θ 3 denote mean, variance and degrees of freedom parameter, respectively. Given the sample x = (x 1 , . . . , x n ), letθ 1 ,θ 2 andθ 3 denote the estimated parameters (obtained e.g. using Expectation-Maximization method; see Fernandez and Steel (1998) for details). Then, assuming that ρ is translation invariant and positively homogenous, the plug-in estimator can be expressed aŝ
where t v corresponds to the standard t-distribution with v degrees of freedom. In particular, for value-at-risk at level α we get R(tθ
Example 3.5 (Plug-in estimator using extreme-value theory). Let us assume that X is absolutely continuous for any θ ∈ Θ. For any threshold level u < 0 we define the conditional excess loss distribution of X under θ ∈ Θ as
Roughly speaking, The Pickands-Balkema-de Haan theorem states that for any θ ∈ Θ, if u → −∞, then the conditional excess loss distribution should converge to some Generalized Pareto Distribution (GPD). 4 We refer to McNeil (1999) ; McNeil et al. (2010) and references therein for more details. This result can be used to provide an approximative formula for the risk measure estimator, if the risk measure solely depends on the lower tail of X. This is the case e.g. for value-at-risk or expected shortfall, especially when small risk levels α ∈ (0, 1) are considered. Given threshold level u < 0, sample x = (x 1 , . . . , x n ) and using so called Historical-Simulation Method (see e.g. McNeil (1999) for details) we defineF X for any t < u settinĝ
where k is the number of observations that lie below threshold level u and (ξ,β) correspond to shape and scale estimators in the GPD family. The estimatorsξ andβ can be computed taking only (negative values of) observations that lie below threshold level u and using e.g. the Probability Weighted Moments Method (again, see McNeil (1999) and references therein for details). Now, assuming that the function R given in (2.1) depends only on the tail of the distribution, i.e. for any θ ∈ Θ we only need F X (θ)| (−∞,u) to calculate R(F X (θ)), one could obtain the formula for the plug in estimator using (3.4). In particular, for value-at-risk at level α ∈ (0, 1), if only α <F X (u), then we obtain the estimator
Please note that this estimator might be in fact considered non-parametric, as it approximates the value of ρ(X) for a large class of distributions including almost all ones used in practice.
Unbiased estimation of risk
Quite surprisingly, the plug-in procedure often leads to an underestimation of risk as already explained in Section 1. It is our goal to introduce a new class of estimators, which we call unbiased, not suffering from this deficiencies.
Definition 4.1. The estimatorρ n is called unbiased for ρ(X), if for all θ ∈ Θ, ρ θ (X +ρ n ) = 0.
(4.1)
An unbiased estimator has the economically desirable feature, that adding the estimated amount of risk capitalρ n to the position X makes the position X +ρ n acceptable under all possible scenarios θ ∈ Θ. Requiring equality in Equation (4.1) ensures that the estimated capital is not too high. It is worth pointing out, that except for the i.i.d. case, the distribution of X +ρ n does also depends on the dependence structure of X, X 1 , . . . , X n and not only on the (marginal) laws.
From the financial point of view, given a historical data set, or even a stress scenario (x 1 , . . . , x n ), the numberρ n (x 1 , . . . , x n ) is used to determine the capital reserve for position X, i.e. the minimal amount for which the risk of the secured position ξ n (x 1 , . . . , x n ) := X +ρ n (x 1 , . . . , x n ) is acceptable. As the parameter θ is unknown, it would be highly desirable to minimise the risk of the secured position ξ n , now considered as the function of random variables X 1 , . . ., X n . If we do this for any θ ∈ Θ, then our estimated capital reserve would be close to the real (unknown) one. To do so, we want the (overall) risk of position ξ n to be equal to 0, for any value of θ ∈ Θ. This is precisely unbiasedness in the sense of Definition 4.1.
Remark 4.2 (Relation to the statistical definition of unbiasedness). Definition 4.1 differs from unbiasedness in the statistical sense: the estimatorρ n is called statistically unbiased, if
where E θ denotes the expectation operator under P θ . While the condition (4.2) is always desirable from the theoretical point of view, it might not be prioritised by the institution interested in risk measurement, as the mean value of estimated capital reserve does not determine the risk of the secured position X +ρ n . Let us explain this in more detail: In practice, the main goal is to define an estimator in such a way, that it behaves well in various backtesting or stress-testing procedures. The types of conducted tests are usually given by the regulator (see for example (BCBS, 2011) ).
In the case of value-at-risk the so-called failure rate procedure is often considered. As explained in Section 1, this procedure focusses on the rate of exceptions, i.e. ratio of scenarios in which estimated capital reserve is insufficient. This nonlinear function is different from the linear measure given by the average value of estimated capital reserve, underlining the need for a different definition of a bias. See also Remark 4.3 for further explanation.
Remark 4.3 (Relation to probability unbiasedness). In Francioni and Herzog (2012) , the authors introduced the concept of a probability unbiased estimation:
Intuitively, the left hand side corresponds to the average probability, that our estimated capital reserve would be insufficient, while the right hand side corresponds to the probability of insufficiency of the theoretical capital reserve. This approach is proper for value-at-risk in the strongly restricted setting of the i.i.d. Example 2.1. In fact, in that setting, it coincides with our definition of unbiasedness from Definition 4.1: indeed, assume that F X (θ) is continuous and that X 1 , . . . , X n , X are i.i.d. Thenρ n and X are independent and hence
On the other hand we know that, for ρ θ being value-at-risk at level α, we obtain
Now it is easy to show that this is equivalent to
In the general case we consider here, a more flexible concept is needed to define the risk estimator bias. In particular, the average probability of insufficiency does not contain information about the level of capital deficiency. This, however, is a key concept, e.g., when considering expected shortfall; compare Example 5.4.
Remark 4.4 (Relation to level adjustment). In Frank (2016) and Francioni and Herzog (2012) , an adjustment of the level α has been proposed to take the bias into account. The methodology is tailor-made to the unbiased estimation of the probability level of crossings (exceptions); see Remark 4.3. We discuss this issue using the notation introduced in Remark 4.3. The value-at-risk at level α if the parameter θ ∈ Θ were known is given by −F −1 X (θ, α). Then the expected number of exceedances of the position X obtained by adding the value-at-risk to the position equals α:
In fact, estimation can not only be done for a single α, but for all α ∈ (0, 1). We denote the estimators byρ(α) and observe that, as function of α, they are typically continuous and decreasing (the lower α, the higher risk capital is needed to ensure that the probability crossing this levels is as small as α). If an established estimation procedure is at hand, represented by the family (ρ(α)) α∈(0,1) , one can adjust α to remove estimation bias. In particular, if the average exceedance rate after estimation should match α one will look for the adjusted level α adj , such that
here, pρ (α adj ) denotes the density ofρ(α adj ). The required α adj can be found numerically when the density of the estimator is at hand. Note that this requirement exactly matches (4.4) with the difference that not the estimator is modified but the level α adjusted. A comparison to the unbiased estimator in Equation (1.1) reveals that the adjustment α adj in the Gaussian case also depends on the sample size n, which might be undesirable in practice. Also, this method is specific to valueat-risk. We refer to Francioni and Herzog (2012) and Frank (2016) for details and examplary level adjustment algorithms.
Remark 4.5 (Relation to subadditive and loss-based risk measures). It is interesting to analyze the minimal requirements which render unbiasedness as in Definition 4.1 useful: the only requirement is that a position X ∈ L 0 is acceptable, if ρ(X) ≤ 0. This is directly linked to a proper normalization of ρ. Even more, it does not require that ρ is coherent, nor even that it is loss-based, as in Cont et al. (2013), or subadditive, as in El Karoui and Ravanelli (2009) . Consequently, the proposed estimation methodology also applies to these interesting classes of risk measures. A detailed analysis is, however, beyond the scope of this article.
Examples
In this section we precent some examples highlighting the application of the concept of unbiased risk estimators.
Example 5.1 (Unbiased estimation of the mean). Assume that X is integrable for any θ ∈ Θ, and consider a position acceptable if it has non-negative mean. This corresponds to the family ρ of risk measures
Clearly ρ is law-invariant. Corresponding to Equation (4.1), a risk estimatorρ is unbiased in this
Therefore, the estimatorρ is unbiased if and only if it is statistically unbiased for any θ ∈ Θ. Hence, the negative of the sample mean, given bŷ
is an unbiased estimator of the risk measure of position X.
Example 5.2 (Unbiased estimation of value-at-risk under normality). Let X be normally distributed with mean θ 1 and variance θ 2 under P θ , for any θ = (θ 1 , θ 1 ) ∈ Θ = R × R >0 . For a fixed α ∈ (0, 1), let
denote value-at-risk at level α. As X is absolutely continuous, unbiasedness as defined in Equation (4.1) is equivalent to
This concept coincides with the definition of a probability unbiased estimator of value-at-risk (see Remark 4.3 for details). We define estimatorρ, aŝ
where t n−1 stands for cumulative distribution function of the student-t distribution with n − 1 degrees of freedom andx
denote the efficient estimators of mean and standard deviation, respectively. We show that the estimatorρ is an unbiased risk estimator: note that X ∼ N (θ 1 , (θ 2 ) 2 ) under P θ . Using the fact that X,X andσ(X) are independent for any θ ∈ Θ (see, e.g., Basu (1955)), we obtain
Thus, the random variable T is a pivotal quantity and
which concludes the proof.
Remark 5.3. It follows that the difference between Gaussian unbiased estimator defined in (5.3) and the classical plug-in Gaussian estimator given in (1.4) is equal tô
Consequently, asσ(x) is consistent, and
we obtain that the bigger the sample, the closer the estimators are to each other -the bias of plug-in estimator decreases.
The procedure from the previous example can be applied to almost any (reasonable) coherent risk measure. We choose expected shortfall as an example to illustrate how this can be achieved.
Example 5.4 (Unbiased estimation of expected shortfall under normality). As before, let X be normally distributed with mean θ 1 and variance θ 2 under P θ , for any θ = (θ 1 , θ 1 ) ∈ Θ = R × R >0 . Let us fix α ∈ (0, 1). The expected shortfall at level α under a continuous distribution is given by
where q X (θ, α) is α-quantile of X under P θ , that coincides with the negative of value-at-risk at level α from Equation (5.1); see Lemma 2.16 in McNeil et al. (2010) . Due to translation invariance and positive homogeneity of ρ θ , exploiting the fact that X,X andσ(X) are independent for normally distributed X, a good candidate forρ iŝ ρ(x 1 , . . . , x n ) = −x −σ(x)a n , (5.5) for some (a n ) n∈N , where a n ∈ R. There exists a sequence (a n ) n∈N such thatρ is unbiased: As ρ θ is positively homogeneous, we obtain for all θ ∈ Θ
where, Z ∼ N (0, 1), V n ∼ χ n−1 and both being independent. Note that the distribution of (Z, V n ) does not depend on θ. Thus, it is enough to show that there exists b n ∈ R such that
As V n is non-negative and the risk measure ρ θ is counter-monotone, we obtain that (5.7) is decreasing with respect to b n . Moreover, 0 < ρ θ (Z) = ρ θ (Z + 0V n ). For b n large enough we get
due to the Lebesgue continuity property of expected shortfall on L 1 (see (Kaina and Rüschendorf, 2009 , Theorem 4.1)). Thus, again using continuity of ρ θ , we conclude that there exists b n ∈ R such that (5.7) holds. Moreover, the value of b n is independent of θ, as the family (ρ θ ) θ∈Θ is law-invariant (see Equation (2.1)) and Z, V n are pivotal quantities. Note that we only needed positive homogeneity and monotonicity of ρ θ as well as (5.7) to show the existence of an unbiased estimator. Moreover, the value of b n in (5.7), and consequently a n in (5.5), can be computed numerically without effort.
Asymptotically unbiased estimators
Even if the risk estimators from Examples 3.1, 3.2, 3.3, 3.4 and 3.5 are biased (cf . Table 1) , one might still have nice properties in an asymptotic sense which we study in the following. Definition 6.1. A sequence of risk estimatorsρ = (ρ n ) n∈N will be called unbiased at n ∈ N, ifρ n is unbiased. If unbiasedness holds for all n ∈ N, we call the sequenceρ unbiased. The sequenceρ is called asymptotically unbiased, if
In many cases the estimators of the distribution are consistent in the sense thatF X → F X (θ). Indeed, the Glivenko-Cantelli theorem gives even uniform convergence over convex sets of the empirical distribution with probability one. Intuitively, if the underlying distribution-based risk measure admit some sort of continuity, then we could expect that the the plug-in estimator satisfieŝ ρ n n→∞ −−−→ ρ θ (X) almost surely for each θ ∈ Θ. Consequently, for any θ ∈ Θ we also would get ρ θ (X +ρ n ) n→∞ −−−→ ρ θ (X + ρ θ (X)) = 0, which is exactly the definition of asymptotic unbiasedness. Let us now present two examples, which show asymptotic unbiasedness of the empirical value-at-risk estimator (1.2) and the plug-in Gaussian estimator for expected shortfall.
Remark 6.2. The proposed definition of asymptotical unbiasedness has similarities to the notion of consistency suggested in Davis (2016) . This notion of consistency requires that averages of the calibration errors converge suitable fast to 0 when the time period tends to infinity. Hence, asymptotically unbiased risk estimators will be consistent when the calibration error is measured with the risk measure itself. On the other side, it should be noted that our main goal is to obtain the optimal risk estimator without averaging out under-or overestimates as they have an asymmetric effect on the portfolio performance.
We obtain the following result. Recall that we study an i.i.d. sequence X, X 1 , X 2 , . . . Let α ∈ (0, 1) and consider the negative of emprical α-quantilê ρ n (x 1 , . . . , x n ) = −x (⌊nα⌋+1) , n ∈ N, (6.1) which we call empirical estimator of value-at-risk at level α (compare also (1.2)). Byρ n we denote the random variableρ n (X 1 , . . . , X n ).
Proposition 6.3. Assume that X is absolutely continuous under P θ for any θ ∈ Θ. The sequence of empirical estimators of value-at-risk given in (6.1) is asymptotically unbiased.
Proof. The proof directly follows from asymptotical properties of empirical quantiles. For the readers' convenience we provide a sketch of the proof. In this regard, for any ǫ > 0 and θ ∈ Θ, let A n,ǫ := |ρ n + F −1
. Using the fact that empirical value-at-risk estimator is consistent (Cont et al., 2010 , Example 2.10), i.e. for any θ ∈ Θ, under P θ , we get
we obtain that P θ [A n,ǫ ] n→∞ −−−→ 0, for any ǫ > 0 and θ ∈ Θ. Consequently,
for any ǫ > 0 and θ ∈ Θ. Taking the limit, and noting that F X (θ, ·) is continuous, we get
any θ ∈ Θ, which concludes the proof, due to (5.2).
In a similar fashion, one can prove that estimator given in (1.2) is asymptotically unbiased as well. Moreover, slightly changing the proof of Proposition 6.3 one could show that under normality assumption the sequence of classical plug-in Gaussian estimators of value-at-risk given in (1.4) is also asymptotically unbiased. See also Remark 5.3.
In a similar way we obtain asymptotic unbiasedness of the Gaussian plug-in expected shortfall estimator introduced in (3.2): In this regard let X be normally distributed with mean θ 1 and standard deviation θ 2 under P θ , for any (θ 1 , θ 2 ) = θ ∈ Θ = R × R >0 . For a fixed α ∈ (0, 1), let
denote the expected shortfall at level α. Following (3.2), set
where Φ is a Gaussian distribution and R(Φ) is the expected shortfall at level α under Φ. The estimator (6.2) corresponds to a standard MLE plug-in estimator, under the assumption that X is normally distributed Proposition 6.4. Assume that X, X 1 , X 2 , . . . are i.i.d. N (θ 1 , θ 2 2 ) for any θ ∈ Θ. The sequence of estimators of expected shortfall given in (6.2) is asymptotically unbiased.
Proof. First, Theorem 4.1 in Kaina and Rüschendorf (2009) shows that the tail-value-at-risk is Lebesgue-continuous, which means that for a sequence Y n converging to Y almost surely and such that all Y n are dominated by a random variable being an element of L p , lim n→∞ ρ(Y n ) = ρ(Y ). Set Y n := −x +σ(x)R(Φ), such that Y n → θ 1 + θ 2 R(Φ) =: Y almost surely as n → ∞. But, it follows directly for the tail-value-at risk under a normal distribution, denoted by ρ θ , that ρ θ (−θ 1 + θ 2 R(Φ)) = 0, hence the claim.
Estimating the bias and the relation to regulatory backtesting
An important concept in risk management is backtesting. Basically, backtesting procedures empirically asses the fit of the model to data measured in quantities relating to the underyling risk. Before we provide a brief comment on the relation between bias and regulatory backtesting (the detailed analysis of backtesting framework is beyond the scope of this paper) we introduce a simple procedure that could be used to measure the estimator bias for i.i.d.data.
Let us assume that we have a sample (x i ) i=1,...,I at hand and for each element we are given the value of the estimated capital reserve denoted byρ i . 5 Then, the sample (y i ) given by y i = x i +ρ i , i = 1, . . . , I (7.1)
represents secured positions and represents X +ρ. A natural suggestion for measuring the bias of the position is to replace ρ θ in Definition 4.1 by its empirical counterpartρ emp . If I is big enough, the empirical estimator is expected to produce reliable results. In this light, the measurê Z :=ρ emp (y 1 , . . . , y I ) (7.2) is a possible quantity to assess the bias of the risk estimator. If the estimator is unbiasedẐ will be close to zero. Underestimation of risk is in turn reflected by positive values ofẐ, highlighting that the positionẐ needs additional capital to become acceptable. Assuming that I = 250 and the risk level is equal to 2%, the empirical V@R 0.02 estimator (plugged in (7.2)) would simply compute the (negative value of the) 5-th worst outcome of the sample (y i ). As an alternative, one might calculate the number of observations smaller than zero and check if their size is acceptable (i.e. close to 5). This will relate to the standard exceedance rate test; cf. Example 7.1. On the other hand, the empirical ES 0.02 estimator would compute the mean value for the five worst-case observations; here we can also check how many worst-case observations are needed for their mean to be positive.
As we will illustrate in the following example, at least for the value-at-risk, there is a tight connection between the regulatory backtesting framework and unbiasedness.
Example 7.1 (Backtesting Value-at-Risk). The standard (regulatory) backtesting framework for V@R is based on the exceedance rate procedure; see e.g. Giot and Laurent (2003) and (BCBS, 1996) . More precisely, one compares the average rate of exceedances over the estimated V@R to the expected exceedance rate, α. The link to unbiasedness arises as follows: in the i.i.d. case, the exception rate of X +ρ(X 1 , . . . , X n ) converges to the probability of the scenario in which the secured position is negative, given by P θ [X +ρ(X 1 , . . . , X n ) < 0], where θ is the unknown true parameter. On the other hand, in Remark 4.3 we have shown that estimatorρ is unbiased if and only if Equality (4.4) is true for any θ ∈ Θ, i.e.
Choosing the estimator in such away that the exceedance rate is close to the level α (done via the backtesting procedure) ensures therefore that the estimation procedure is unbiased, at least in an asymptotic sense, compare also Remark 4.4.
Remark 7.2 (On conservativeness of risk estimation). The regulatory V@R backtest classifies an estimation procedure as not appropriate if the exception-rate is higher than a pre-specified threshold; see (BCBS, 1996) . Consequently, such tests focus on model conservativeness instead of model fit. In our context, rather than requiring equality in (4.1) one is interested in the property ρ θ (X +ρ n ) ≤ 0, for all θ ∈ Θ.
Of course, in addition the estimation procedure is thoroughly analysed by the regulator and both, an acceptable analysis together with passing the backtest are necessary. Passing the backtest is therefore an important feature from a practical viewpoint. However, conclusions about the (overall) performance of estimators solely based on acceptable exceedance rates have to be taken with care; see the following section for additional details. 7.1. Consistent backtesting and elicitability. The remarkable article Gneiting (2011) critically reviews the evaluation of point forecasts. He points out that a good performance in backtesting might not necessarily imply that a given estimator is good.
Example 7.3 (Perfect backtesting performance). A simple, but illustrative example on the weaknesses of the exceeding rate as measurement of the quality of an estimator is as follows 6 . Consider as above I = 250 and assume that we know that the sample (x i ) i=1,...,I is centred and has support [−1, 1]. Then, choosing 245 times the value 1 and five times the value −1 gives a perfect backtesting performance when measured only by the exceedance rate. A more elaborate example is discussed in Section 1.2 of Gneiting (2011) , which highlights that the estimated target needs to be related to the performance measure, which leads to the concept of elicitability.
The concept of elicitability itself origins in Osband and Reichelstein (1985) , who consider the case where a principal is contracting with a firm having superior information on future gains. The contract involves an elicitation procedure in which the firm reports cost estimates which are verified ex post. The goal of the approach is to provide a methodology which ensures truthful reporting, see also Davis (2016) for an interesting discussion.
For a formal definition we follow Gneiting (2011) , while introducing elicitability directly in the setting of law-invariant risk measures specified in Section 2. Recall that we consider a family of distributions F X (θ), θ ∈ Θ and that a law-invariant risk measure is a function R : D → R ∪ {+∞} mapping cumulative distribution functions to real numbers (or +∞).
A scoring function is simply a mapping S : (R ∪ +∞) 2 → R ≥0 which compares two values of risk measures: S(x, y) measures the deviation from the forecast x to the realization y; the squared error S(x, y) = (x − y) 2 being a standard example. The scoring function S is called consistent for R relative to the class
for all θ ∈ Θ and all r ∈ R ∪ +∞; here E θ denotes the expectation under which the random variable Y has distribution F X (θ). The scoring function is called strictly consistent if it is consistent and equality in (7.3) implies that r = R(F X (θ)). For example, the squared error is strictly consistent relative to the class of probability measures of finite second moment. The risk measure R is called elicitable relative to {F X (θ) : θ ∈ Θ}, if there exists a scoring function that is strictly consistent. The prime example in our context is V@R α (Value-at-Risk at level α), which is elicitable with respect to the class of probability measures with finite first moment. A possible specification of a scoring function is given by
see Section 3.3. in Gneiting (2011) . Evaluating with the performance criterion
S(x i , y i ), (7.5)
denoting by x 1 , . . . , x n the forecasts and by y 1 , . . . , y n the verifying observations, guarantees that the optimal point forecast, which is the dual of the consistency property, outperforms all other estimators. This in turn allows to identify flawed estimators like in Example 7.3: indeed, in contrast to the exceedance rate, (7.5) involves also the distance from the estimator x to the realization y such that the difficulties pointed out in the example are solved by this test.
Remark 7.4 (Application to backtesting). In the context of the following empirical study (see Section 8.3), the role of the forecasts x will be taken by the considered risk estimators (i.e. −ρ) and y will be the realized cash-flows. Then, the scoring function from Equation (7.4) equals S(−ρ, X) = α(X +ρ) + + (1 − α)(X +ρ) − , (7.6)
where ξ + and ξ − denote the positive and negative part of a generic ξ, respectively. One can see that this procedure corresponds to a weighted penalty scheme: if the secured position is positive the weight α is applied, while for negative secured positions the weight (1 − α) is used. Even if being motivated by the above reasoning, this approach has no direct link to current schemes of regulatory backtesting. One should also note that this procedure penalises estimators which are over-conservative; see Remark 7.2.
For the expected shortfall, the situation is more complex, as expected shortfall is itself not elicitable. However, it is jointly elicitable with value-at-risk, as recently shown in in Fissler et al. (2015) pointing towards appropriate backtesting procedures. We apply these methodologies in Section 8.3 to our unbiased estimation procedure.
Empirical study
It is the aim of this section to analyse the performance of selected estimators on various sets of real market data (Market) as well as on simulated data (Simulated). We also want to check if the statement made in Section 7 (about connections between unbiasedness and backtesting) is supported by the numerical analysis. Our focus is on the practically most relevant risk measures, V@R and ES.
The market data we use are returns from the data library Fama and French (2015) , containing returns of 25 portfolios formed on book-to-market and operating profitability in the period from 27.01.2005 to 01.01.2015. We obtain exactly 2500 observations for each portfolio. The sample is split into 50 separate subsets, each consisting of 50 consecutive trading days. For k = 1, 2, . . . , 49, we estimate the risk measure using the k-th subset and test it's adequacy on (k + 1)-th subset; see Sections 8.1 and 8.2 for details.
While the data sample could have possible dependence and heavy tails, we consider in addition a simulation where this is not the case. The simulation allows to clearly quantify the improvement due to the bias correction. It uses i.i.d. normally distributed random variables whose mean and variance was fitted to each of the 25 portfolios. The sample size was set to 2500 for each set of parameters.
8.1. Regulatory backtesting Value-at-Risk. We begin with an evaluation of the estimators using a backtesting procedure called exception-rate backtesting, which is currently standard in the industry. However, as already detailed in Section 7.1, these results need to be substantiated with further evidence, which we provide in the following Section 8.3.
For the value-at-risk we performed the analysis on the unbiased estimatorV@R u α , the empirical sample quantileV@R emp α , the modified Cornish-Fisher estimatorV@R CF α and the classical Gaussian estimatorV@R norm α defined in Equations (1.1)-(1.4) as well as for the GPD plug-in estimator V@R GPD α given in Equation (3.5) 7 . As the results for all 25 portfolios were very similar, we present the results for the first five portfolios.
The results for the exceedance rate test are reported in Table 2 , both for market data and for the simulated data. They show that the unbiased estimator has in most cases a lower rate of exceedances. In particular, in the simulated Gaussian data, the exceedance rate of the biased estimators is significantly higher than the expected rate of 0.05 while the unbiased estimators performs very well.
This supports the claim made in Section 7. Moreover, using notation from Example 5.2, for the standard Gaussian estimator and under the normality assumption we know that
for any θ ∈ Θ. Consequently, for the standard Gaussian estimator, the exception rate test should systematically produce values bigger than α which is indeed the case; see Table 2 . Estimating the bias as laid out in Section 7 confirms this finding and the results are not reported here.
To gain further insight on the performance of the Gaussian unbiased estimator, we have replicated the results from the simulations in Table 2 for N = 10.000 times and the first portfolio LoBM.LoOP. We consider three statistics based on exception rate: for any considered estimatorρ and sample i ∈ {1, . . . , N } we consider first the exceedance rate ER i (ρ), second the relative deviation
and, third, the outperformance rate of the unbiased estimator in the sense that the exceedance rate is closer to α = 0.05, · · · · · · · · · · · · mean 0.066 0.057 0.057 0.058 0.051 . The column labelled mean shows the mean of all numbers in a given column, where we would expect 0.05 if the estimator performs correctly. For the Gaussian data, the average rate of the biased estimators is significantly higher than the expected rate of 0.05 while the unbiased estimators perform very well (in bold type).
In Table 3 we state mean and standard deviations (sd) of these statistics. It clearly shows that the competing estimators underestimate the risk systematically and exceed the targeted level on average up to 29.2% more times than the unbiased estimator. Moreover, as could be seen from values of the outperformance rate OR, the exception rate fit of the Gaussian unbiased estimator is better in almost all cases. (OR) shows that in almost all cases, the exception rate for Gaussian unbiased estimator is closer to 0.05 than the exception rate of any other of the considered estimators.
8.2. Backtesting Expected Shortfall. In this example we will use the same dataset, but instead of V@R at level 5% we consider ES at level 10%. Following the notation in Equations (1.1)-(1.4) we obtain the estimatorsÊ
where Φ and φ denotes the cumulative distribution function and the density function of the standard normal distribution, C(Z α CF (x)) is a standard Cornish-Fisher lower α-tail estimator (see (Boudt et al., 2008, Equation (18) ) for details) and (u,β,ξ) is a set of parameters from GPD estimation 8 (see Example 3.5 for details). We refer to McNeil et al. (2010) and Alexander (2009) for more details and derivation of estimators given in (8.2)-(8.4). Moreover, following Example 5.4 we introduce the Gaussian unbiased Expected Shortfall estimator lettinĝ
where a n = b n (n−1)(n+1) /n and b n is given as a solution of Equation (5.7). By doing simple calculations, for α = 10% and n = 50 we get the approximate value of a n equal to −1. 81033. 9 Note that the non-elicitability of ES is directly reflected in (8.2) and (8.5). The joint elicitability of ES together with V@R is also visible: the estimator for the ES also makes use of an estimator for V@R. 10 For the backtest we follow Test 2 suggested in Acerbi and Székely (2014) . We utilize the 50 separate subsets of our data denoted by (x k 1 , . . . , x k 50 ), for k = 1, 2, . . . , 50. We consider one of the above estimators of expected shortfall and denote generically byÊS i α the estimation resulting from the k-th subset of our data and byV@R i α the associated V@R α estimator obtained using k-th sample, both with level α. The test statistic for the backtest is given by
see Equation (6) in Acerbi and Székely (2014) . The null-hypothesis that the tail distributions coincide below the α-quantile corresponds to a vanishing expectation of Z. The alternative that expected shortfall or value-at-risk are underestimated corresponds to negative values of the test statistic Z.
The results of our backtest are presented in Table 4 . An estimation of the bias as outlined in Section 7 leads to quite similar results and is not presented here. The unbiased estimator clearly outperforms the biased estimators, both on the market data and the simulated data.
Remark 8.1. The at first sight surprising performance of the unbiased estimator can be traced back to the following heuristics: the test statistic introduced in (8.7) is an empirical counterpart of the value
following similar arguments as laid out in Section 7. If we assume continuity of the underlying distribution, we obtain
where ρ θ denotes ES α under the unknown true parameter θ. Recall that ρ θ (X +ÊS α ) = 0 for the unbiased estimator. If the multiplication byÊS −1 α is compatible with positive homogeneity 11 , this suggests that also (8.8) should be close to zero.
To further substantiate this, we have replicated the results from the simulations in Table 4 for the empirical estimator (8.2), standard Gaussian estimator (8.2), and Gaussian unbiased estimator (8.6) applied to the first portfolio LoBM.LoOP for N = 10.000 times. The obtained mean values of the statistic (with standard errors in parenthesis) are -0.179 (0.040), -0.104 (0.042), and -0.031 (0.042), respectively. Also, we can consider the analogue of outperformance rate statistic given in (8.1) for expected shortfall, with 0 as the reference value. In 95.4% of cases, the value of test statistics for the Gaussian unbiased estimator of ES was closer to zero compared to the value of the test statistics for the standard Gaussian ES estimator. For the empirical estimator, the outperformance rate was equal to 100%. This shows that the results from · · · · · · · · · · · · mean -0.174 -0.101 -0.103 -0.109 -0.030 Table 4 . We run the backtest on the same data taken for , and the unbiased estimator ES u α . The row labelled "mean" shows the mean of all numbers (25 -here we include all portfolios) in a given column, where we would expect 0 if the estimator performs correctly. Negative values of Z correspond to underestimation of risk. For the Gaussian data, the average value of Z for the biased estimators is significantly lower than for the unbiased estimators, suggesting a good performance of the latter ones (values of the unbiased estimators in bold type).
We want to emphasize that in this small empirical study we only considered V@R estimators defined in Equations (1.1)-(1.4) and (3.5) as well as their equivalents for ES. The results presented could possibly be improved using estimation combined with e.g. GARCH filtering, as is sometimes done in practice So and Yu (2006) ; Berkowitz and O'Brien (2002) . Furthermore, other risk measures such as the median shortfall (median tail loss) Kou et al. (2013) and other backtesting procedures could be considered (see e.g. Acerbi and Székely (2014); Fissler et al. (2015) ). This, however, is beyond the scope of this paper. 8.3. Estimator performance and consistent scoring functions. In this section we take up the critical remarks from Gneiting (2011) on backtesting procedures as discussed in Section 7.1 and confirm the results from the previous section with theoretically substantiated procedures based on consistent scoring functions. While in the previous section we were interested in the estimation process conservativeness, here we compare the estimators and check their fit by exploiting the concept of forecast dominance and comperativeness; see Section 2.3 of Nolde and Ziegel (2017) .
We utilise the data and the framework from the previous section: Let us assume we are given a dataset of length 2500. For k ∈ {1, . . . , 50}, let (x k 1 , . . . , x k 50 ) denote the k-th subset of the data and letρ k denote the value of the associatedρ estimator (i.e. V@R α or ES α estimator) obtained using the k-th subset. Given a scoring function S we define the mean score statistic
If the scoring function is consistent, the mean score valueS could be treated as a performance criterion -the smaller the value, the better the estimator. In particular, given two competing estimators one could compare their mean score to determine which one is better; see Nolde and Ziegel (2017) . For V@R performance test, following Fissler et al. (2015) , we use the (consistent) scoring function given in (7.4). The results for market and simulated data are presented in Table 5 . For the ES, the situation is more complex, as we need to consider the joint elicitability with V@R. Following Fissler et al. (2015) we use the (joint) V@R-ES consistent scoring function S(x 1 , x 2 , y) = (½ {x 1 ≥y} − α)(x 1 − y)+ 1 α e x 2 1 + e x 2 ½ {x 1 ≥y} (x 1 − y)+ e x 2 1 + e x 2 (x 2 − x 1 )− e x 2 1 + e x 2 . (8.10) As in Section 8.2, for each ES estimator we use the associated V@R estimator. The results for market and simulated data for the corresponding mean score are presented in Table 6 .
Repeated simulations of the above results show statistical significance of the differences, both for V@R and ES (results not shown).
Conclusion
In this article, we studied the estimation of risk, with a particular view on unbiased estimators and backtesting. The new notion of unbiasedness introduced is motivated from economic principles rather than from statistical reasoning, which links this concept to a better performance in backtesting. Some unbiased estimators, for example the unbiased estimator for value-at-risk in the Gaussian case, can be computed in closed form while for many other cases numerical methods are available. A small empirical analysis underlines the excellent performance of the unbiased estimators with respect to standard backtesting measures. · · · · · · · · · · · · mean 1.714 1.684 1.690 1.698 1.683 Table 5 . We run the scoring performance test on the same data taken for Table  2 . The sample is split into intervals of length 50 and on each subset the estimation is performed. The table presents the value of the mean scoreS given in Equation (8.9), multiplied by 1, 000, for the empirical sample quantileV@R emp α , the modified Cornish-Fisher estimatorV@R CF α , the GPD estimatorV@R GPD α and the classical Gaussian estimatorV@R norm α . The row labelled "mean" shows the mean of all numbers (25 -here we include all portfolios) in a given column. On the simulated data, the Cornish-Fisher and the GPD estimator show a lower statistic than the unbiased estimator which is due to the normality assumption inV@R u α . For the Gaussian data, in most of the cases, the values ofS for the biased estimators are higher than for the unbiased estimators, suggesting a good performance of the latter ones (values of the unbiased estimators in bold type). Basu, D. (1955) , 'On statistics independent of a complete sufficient statistic', Sankhyā: The Indian Journal of Statistics (1933 Statistics ( -1960 · · · · · · · · · · · · mean -0.4896 -0.4899 -0.4898 -0.4898 -0.4901 Table 6 . We run the joint V@R-ES scoring performance test on the same data taken for Table 2 . The sample is split into intervals of length 50 and on each subset the estimation is performed. The table presents the value of the mean score with score function given in Equation (8.10) for the empirical sample quantile ES emp α , the modified Cornish-Fisher estimator ES CF α the classical Gaussian estimator ES norm α , the GPD estimator ES GPD α , and the unbiased estimator ES u α . In each case, the associated V@R estimator is used. The row labelled "mean" shows the mean of all numbers (25 -here we include all portfolios) in a given column. For the Gaussian data, in most of the cases, the values of mean score for the biased estimators are lower than for the unbiased estimators, suggesting a good performance of the latter ones (values of the unbiased estimators in bold type).
