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Abstract 
The possibility to manipulate the purely noise-induced behavior in the large ensem-
ble of globally coupled excitable systems is central to my research work. We employ 
globally coupled noise-driven FitzHugh-Nagumo units as a prototype of excitable 
system, which serve as a rough model of a neural network. Such a network is capable 
of demonstrating various kinds of behavior with non-synchronized or synchronized 
units, with the mean field demonstrating periodic or chaotic small oscillations, or 
periodic or aperiodic spiking. Delayed feedback control applied through the mean 
field is shown capable of manipulating the basic features of the network behavior, 
namely, to induce or suppress collective synchrony, to regularize the system behavior 
in both synchronous and non-syncrhonous states, to shift the basic time scales of 
oscillations. These results are relevant to the control of unwanted behavior in neural 
networks. 
Further, for the purpose of analyzing the collective behavior in the proposed 
stochastic network of excitable units represented as a system of N nonlinear stochas-
tic differential equations, we propose a systematic semi-analytical cumulant approxi-
mation approach. This approach consists of approximating a system of N nonlinear 
SDEs with a system of finite number of deterministic equations representing the 
dynamics of the cumulants. We begin with the well-known Gaussian approximation 
method and derive the system of second order cumulant equations with delay. To 
investigate the influence of higher order cumulants in the expansion, we consider 
the derivation of the system of cumulant equations for up to fifth order. For each 
successive system of cumulant equations we reveal the general bifurcation diagram 
in the parameter plane of noise intensity (T) and coupling strength (1') and compare 
the results of the bifurcation analysis with the dynamical synopsis obtained from 
the simulations of the original system of nonlinear SD Es. We find that appending 
the cumulant approximation with few higher order cumulants can drastically im-
prove the match between the results obtained from the simulation of original system 
of stochastic equations and with those obtained from the proposed semi-analytical 
approach. 
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1 Introduction 
Natural systems are often subjected to random perturbations (noise). Therefore, as 
a necessary step towards the realistic description of the natural systems, it is essential 
to investigate the effects of noise on the dynamical properties of the system. Noise 
can significantly influence the behavior of dynamical systems and can even induce 
many interesting effects. However, depending upon circumstances often one may 
not be happy with these effects of noise in the system. Thus, according to what is 
required in the given situation, often the need arises to control or manipulate the 
effects induced by noise in the system. Under this perspective, controlling the noise-
induced or noise-influenced features in the system is among one of the important 
problems in the various fields of science and technology. The aim of my PhD study is 
to investigate the efficiency of the Time-Delayed Feedback Control! (TDFC) as the 
proposed method of control for manipulating the noise-induced effects in the large 
networks of globally coupled excitable systems, in particular, in the neural network. 
An excitable system is a system with input and output, and its characteristic 
feature is that it demonstrates two drastically different kinds of response to different 
kinds of input: when input is lower than a certain threshold, the excitable unit 
demonstrates only small oscillations around the equilibrium point, but if the input 
exceeds the threshold, the unit responds with a high spike whose duration and 
shape are almost independent of the shape or duration of the input signal. A single 
excitable unit is widely used as a simplified model of a typical neuron and the 
networks of excitable units are popular models of the biological and artificial neural 
networks. 
This chapter presents a brief introduction of the various interesting noise-induced 
or noise-influenced effects in the non-linear dynamical systems [1] [Subsection 1.1], 
along with a short discussion on our proposed control method (TDFC) [Subsection 
1.2]. Further, I took the opportunity to briefly discuss my approach to the problem of 
controlling cooperative dynamics in the stochastic network under study [Subsection 
1.3]. 
1 Discussed in the Subsection 1.2, and further more details are given in the Chapter 3 
7 
1.1 Noise in Nonlinear Dynamical System 
It is well known that many processes in the physical world takes place in a fluctuating 
environment, which can be modeled as some random process, or noise [2, 3, 4, 5, 6, 7, 
8J. Noise influences the performance of the real systems, and in general, the presence 
of noise in a system is not welcome. In many systems noise can prompt certain 
kind of (unwanted) behavior, which limits the system performance. For example, 
noise can degrade the phase synchronization [9, lOJ in a coupled system of phase-
locked periodic oscillators [2], and of the chaotic oscillators [11 J, by inducing phase 
slips. Likewise, in the complete synchronization of the coupled chaotic systems, 
noise may induce intermittent loss of synchronization due to local instability of 
the synchronization manifold [12, 13J. Moreover, in order to successfully deal with 
the noise-induced or influenced behavior, one may require to undertake a great 
deal of efforts in terms of expenses and complexity, e.g. filtering (Kalman filter2 ), 
redesigning the experimental methods and even devices, etc. 
However, quite surprisingly, in the last few decades a significantly large num-
ber of scientific studies have demonstrated the constructive role of noise. Counter-
intuitively, noise can prompt a multitude of interesting non-trivial phenomena in the 
nonlinear dynamical systems. In the presence of noise, nonlinear systems driven by 
a subthreshold periodic signal can exhibit the phenomenon of stochastic resonance 
(SR) [14, 15, 16J. In general, SR is the phenomenon due to which a weak periodic 
input signal can be dramatically amplified when the noise intensity is tuned to some 
particular value. Technically, one can detect the SR in a system when the plot of 
spectral power amplification (SPA) [18J, or of the signal-to-noise ratio (SNR) [19J, 
as a function of noise intensity attains a maximum. 
According to the [17], in the framework of continuous bistable system mapped 
onto a two-state model, one can define the spectral power amplification (SPA) as: 
2The Kalman filter is an efficient recursive filter that estimates the state of a dynamical system 
from a series of noisy measurements. 
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and the signal-to-noise ratio (SNR) can be defined as: 
where a(D) denotes the Kramers rate for the thermally activated transitions over 
the barrier, say 2>.U, D is the noise intensity, A is the amplitude of the signal, 0 
denotes the freqency of the signal, and N (D, w) denotes the Lorentzian spectrum 
centered at w = 0 characterizing the broad band noise part. For extremely weak 
signals one can describe the SR with the help of linear response theory [20, 21]. 
The phenomenon of SR has been investigated in a wide class of nonlinear systems, 
which were simultaneously driven by the noise and a deterministic signal. Originally, 
the effect of SR was discovered during the study of the recurrent ice ages [22]. Since 
then, the phenomenon of SR has been revealed for a bistable system perturbed by 
a' periodic low-frequency forcing and additive external Gaussian white noise3 [23]. 
After that the concept of SR has been further explored for the nonlinear systems 
that can be monostable [24, 25], excitable [26, 27, 28, 29], threshold free [30, 31, 32], 
spatially extended [33,34,35,36], etc. Beside this, SR has been investigated with the 
deterministic input signal that can be aperiodic or even chaotic [37, 28, 38, 39], and 
the noise that can be colored, multiplicative or even due to the intrinsic randomness 
of a deterministic chaotic system [40, 41]. 
It is worthy to notice that, in addition to the noise, external deterministic per-
turbation plays an important role in the phenomenon of SR. Recently it has been 
clearly demonstrated that, even in the absence of deterministic force, noise alone 
can initiate non-damped oscillations (known as noise-induced oscillations) in tli.e 
nonlinear dynamical systems. Generally, these noise-induced oscillations are quite 
irregular, but with the increase of noise strength their regularity can grow, reaching 
the maximum at some moderate noise. After that maximum, the further increase of 
noise makes the motion less regular. This is the renowned phenomenon of coherence 
resonance (CR) [42,43,44]' which is sometimes also known as autonomous stochas-
tic resonance (ASR) [45]. The phenomenon of CR was first examined on a general 
3See Appendix 11.4 for more information 
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system near a saddle-node bifurcation leading to relaxation oscillations [46]. Authors 
demonstrated the existence of noise-induced oscillations and observe that these os-
cillations are much less random than expected. They also find that the period of 
oscillations has a well-defined, nonzero most probable value, the inverse of which is 
a noise-induced frequency. Interestingly, this frequency can be detected as a peak 
in the corresponding power spectra of such a system. For the classical FitzHugh 
Nagumo (FHN) neuron model, existence of the CR has been clearly demonstrated 
in [43], where eR has been shown to have a deep connection to the excitable nature 
of the system. 
The importance of CR can be well understood in the context of the neurophys-
iology or other complex systems, where due to phenomenon of CR, the presence 
of noise can bring significant degree of order in the system. For example, in the 
system of coupled neurons it has been shown that there exists some optimal value 
of noise intensity and of coupling coefficient for which the coupled network exhibit 
a synchronously oscillating (ordered) response [47, 48, 49]. Also, while investigating 
one-way coupled twenty FHN systems subject to external noise at the first neuron, 
Li and collaborators found that, the effect of CR appears in the transmission of 
noise-induced oscillations at some appropriate coupling. Also, at the optimal value 
of noise, the information flow in each neuron can be simultaneously optimized [50]. 
In addition to this, the effect of CR has been observed in various lab experiments, 
such as electronic circuits [51, 52]' laser systems [53, 54], electrochemistry [55], and 
Belousov-Zhabotinsky reactions [56]. Beside this, CR has been found in natural 
systems as well, such as ice ages in climatology [57] or dynamos [58]. 
Along with the phenomena of SR and CR, one of the interesting and quite im-
portant effects of noise is stochastic synchronization. Noise can induce and enhance 
phase synchronization, for example, in non-identical chaotic systems noise can induce 
phase synchronization [59]; while in the system of weakly coupled chaotic oscillators, 
which was initially in the regime below the synchronization threshold [60, 61] and in 
the excitable media [49], noise can enhance the phase synchronization. In biomedical 
applications [62, 63, 64, 65], particularly, in neuroscience, synchronization of noisy 
oscillators appears to be of high importance (explained later) [66,67]. Interestingly, 
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noise can induce synchronization in the globally coupled identical neuron oscillators 
[47, 68]. The state-of-art suggests that, the influence of noise on the synchronization 
properties has been studied for several types of neurons, e.g., Hodgkin-Huxley (HH) 
[69, 70, 71], Adelman-FitzHugh [72], Hindmarsh-Rose [73], and FHN [74, 75]. 
In addition to above, noise can cause phase transitions of the first and second 
order4 in the network of interacting phase oscillators. Interesting examples include 
the network of noisy phase oscillators (Kuramoto model) [77], and from the recent 
work the network of globally coupled bistable stochastic elements driven by Gaussian 
white noise [76]. Apart from these, many interesting effects of the noise have been 
explored in the biological [78] and the chemical [79, 80, 81] systems, which include 
noise-induced spiral waves [82], noise-enhanced wave propagation [36, 83, 84], noise-
induced spiral chaos [85], pulses [86, 87], pattern formation [88], and memory [89]. 
Thus, noise can bring significant amount of order in the system. 
With this, it is well understood that the effects of noise in the excitable systems 
can be considerably different and can be more dramatic than in any other class 
of nonlinear dynamical systems. In the excitable systems, due to presence of a 
threshold or quasi-separatrix, one can observe the effect of SR [90, 26, 28]. Further, 
in the excitable systems driven by noise alone, noise can initiate oscillations. This 
noise-induced oscillations corresponds to the stochastic limit cycle5 in the phase 
space [91, 92, 46, 93, 94, 95, 96] and can demonstrate the phenomenon of CR. 
Examples include the models of neural networks [97, 98], the laser models [53, 99], 
the models of excitable biomembranes [100]' and the climate models [101]. Other 
interesting effects of the noise such as the wave propagation [102], spiral dynamics 
[103, 104J and pattern formation [15, 105J, can be observed in the excitable media. 
Also, noise-induced transition from pulsating spots to global oscillations in excitable 
media modeled by cellular automata has been reported in [48]. 
4According to [76]: let liS consider that Xi(t) be a continuous scalar state variable characterizing 
the state of ith oscillator in the network of globally coupled noisy oscillators. Assume that, the 
different oscillators in the network are interacting with each other via simplest form of coupling 
i.e. the mean field coupling. The mean field coupling can be introduced through the mean field 
{x) = (lIN) Li Xi, where N denotes the total number of elements in the network. Now, if at the 
point of phase transition, (x) changes discontinuously, then the phase transition is known to be of 
first kind. Otherwise if (x) changes continuously, then the phase transition is of second kind. 
5See Appendix 11.8 for more information 
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Along these, depending on the strength and the topology of the coupling, large 
networks of coupled excitable systems can display a rich variety of interesting dy-
namics, and therefore recently attracted great attention. Perhaps the most interest-
ing property of the coupled excitable systems is their ability to synchronize. Noise 
can influence and induce the stochastic synchronization in the large networks of 
coupled excitable systems [106, lO7, 108, 109]. The phenomenon of stochastic syn-
chronization in the network of coupled excitable systems is quite remarkable, as it 
often helps in understanding certain type of rhythmic behavior in the many biolog-
ical and natural systems. For example, the coupled neurons in neural network are 
able to demonstrate stochastic synchronization, which plays a pivotal role in neuro-
dynamics, having either constructive or destructive effects depending on the circum-
stances. On one hand, the ensemble of coupled neurons can be synchronized in order 
to better process biological information, i.e. in this case synchronization in network 
is advantageous for a more efficient information transmission [110, Ill, 112, 113]. 
On the other hand, the synchronization in the neural network can be responsible for 
inducing a regular, rhythmic activity, which is believed to play a crucial role in the 
emergence of the pathological rhythmic brain activity in Parkinson's disease, essen-
tial tremor, and epilepsy [114, 63, 115, 116]. However, the exact mechanism working 
behind the spontaneous occurrence of synchronization in both the situations is the 
subject of intensive research [111, 116]. In particular, to develop an efficient control 
technique with ability to manipulate the neural synchrony is an important clinical 
challenge. 
This problem provides a strong motivation to undertake the present investiga-
tion. We want to investigate the efficiency of our control method in inducing or 
eliminating collective synchrony in the large network of noise driven excitable sys-
tems, with particular application to the neural networks. Further, we will examine 
our control scheme to regularize the system behavior in both synchronous and non-
synchronous states. Quite interestingly, we attempted to shift the basic time scales 
of the oscillations with our control method. With this in the next subsection, we 
will present a brief introduction to our proposed method of control, and discuss the 
problem of controlling a large network of stochastic excitable units in general. 
12 
1.2 About the Control Method 
As we know, in real-life situations quite often one may not be completely satisfied 
with the kind of behavior that the system under consideration might have to dis-
play. For example, when it comes to the engineering applications, one is usually 
keen to eliminate or at least want to minimize the unpredictable and irregular type 
of motions. Notably, irregular type of motion can be due to deterministic chaos or 
may be due to presence of noise in the system that smears its dynamics, or can 
be purely noise-induced. Whereas, when it comes to the biological systems, too 
much regularity might be regarded as a sign of certain disfunction. For example, the 
normal heart rhythm of a healthy human at rest is not periodic, but is moderately 
irregular [117, 118]' while the perfect periodicity can be life threatening. Conse-
quently, depending on what is required in the given situation, one may either want 
to enhance or to manipulate or may be to completely eliminate a certain type of 
system behavior. Hence, the need arises for some suitable control tool. 
Now, let us first consider what type of dynamical behavior we want to control 
in our network. Here, by control we mean the ability to change the amplitude, 
timescale or regularity of oscillations, or even to suppress oscillations altogether. 
With all these, our desired control method should apply an intelligent (preferably 
small) perturbation capable of adjusting the behavior of the network gently, but 
efficiently. It should not require the change in the connections or in the units within 
the network, and ideally not even the detailed knowledge of the system structure. 
In addition to this, a good control tool should allow application on a macroscopic 
scale rather than on a scale of individual units. Finally, our control scheme should be 
minimally invasive, which means that the disruption to the system should be minimal 
and it should be able to induce, or to get rid of, synchronization in the network, 
depending on what is required in the given context. Moreover, other traditional 
control goals remain relevant, like manipulation of time scales and of coherence of 
oscillations. 
Recently, a number of methods have been proposed for the suppression of syn-
chrony in the arrays of coupled oscillators in which oscillations are self-sustained 
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[119, 120, 121J. However, the problem of controlling the behavior of a large stochas-
tic network of coupled excitable units, each demonstrating noise-induced spiking and 
unable to oscillate without external noise, is still a challenge. The aim of the present 
work is to consider this problem as one of our research goals and to explore an effi-
cient control technique that can effectively manipulate the noise-induced collective 
behavior in the network of excitable units. Here, for our purpose of controlling the 
noise-induced cooperative dynamics in the network of coupled excitable systems we 
propose to use a more general and universal control method: time-delayed feedback 
control (TDFC). 
Pyragas originally proposed TDFC method to eliminate deterministic chaotic 
behavior [122, 123J. TDFC method is based on the fact that deterministic chaotic 
motion is due to the existence of a chaotic attractor. The skeleton of the chaotic 
attractor contains a countable set of unstable periodic orbits of different periods 
embedded into it. Now, in the experimental situations one can have limited access 
to the system's intrinsic properties. However, if one can measure some experimental 
realization y(t), that is formally expressed as some generally nonlinear scalar func-
tion, or functional, of its dynamical variables, and if one can measure the period of 
one unstable periodic orbit Ti , then according to Pyragas a weak feedback signal 
(control force) P( t) capable of adjusting the dynamics of the system quite efficiently 
can be constructed. The control force is proportional to a difference between the 
current system state y(t) and its state r units before, i.e. y(t - r) [more details in 
Subsection 3.2J. 
The main advantage of TDFC methods are as follows: it can be applied if no 
information regarding the governing equations, the phase space structure, or even 
the location of the unstable periodic orbit of the system is available. This approach 
is simple to implement, as one needs to measure some output signal from the system 
and the period of desired orbit. Thus TDFC method is a convenient option even 
in fast experimental systems. Finally, the most remarkable attribute of the TDFC 
is that once the desired control is achieved, i.e. when the system starts oscillating 
periodically with period Ti then the control force P( t) vanishes completely. 
Now an interesting question can be raised, "TDFC method has been proposed 
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for controlling deterministic chaos, then how can we exploit it for the purpose of 
controlling purely noise-induced dynamics?" 
We know that irregularity in the motion can be either due to deterministic chaos 
or due to noise. Our knowledge suggests that over the last few decades a variety 
of control methods have been proposed for the control of deterministic chaos [124, 
125, 126, 127, 128J. All these techniques exploit the presence of a deterministic self-
oscillating component in the motion. In case of purely noise-induced oscillations no 
such component can be identified, and so the challenge of controlling noise-induced 
oscillations remained open until recently. Janson et a1 confronted the challenge first 
time with TDFC as a possible tool [129, 130J. 
To make this possible authors come up with an alluring idea, which is explained in 
brief as follows [more details in Subsection 3.3J. In excitable system noise can induce 
the stochastic oscillations that can be described by stochastic limit cycles in the 
phase portrait. Furthermore they established that this stochastic limit cycle could 
provide an analogy with deterministic periodic orbit for the purpose of applying 
TDFC force. This can be brought to fruition by choosing T equal or sufficiently 
close to the average period of the stochastic oscillations. In this case the control 
force will not vanish completely, but with a careful choice of feedback parameters T 
and K, in average it can be made sufficiently small. 
In [129, 130J the authors justify the abilities of the TDFC method in manipulating 
the coherence properties and the basic time-scales of noise-induced motion in two 
different systems, namely, excitable systems and the systems below Andronov-Hopf 
bifurcation. Further the efficiency of TDFC, the technique has been investigated for 
adjusting the noise-induced cooperative dynamics in two coupled neural oscillators 
[132J. Interacting neurons have been modeled with the famous FHN systems and 
each neural unit is forced by their own source of random fluctuations (Gaussian white 
noise). They demonstrated that by applying TDFC to only one of two subsystems 
one could successfully change the coherence and the time scales of the noise-induced 
oscillations either in the given subsystem, or globally. Also they reveal the ability of 
TDFC to induce or to suppress stochastic synchronization under certain conditions. 
In addition, the effects of the TDFC have been assessed on the noise-induced 
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patterns, in the excitable spatially extended medium [133] and in the globally cou-
pled reaction-diffusion model [134, 135, 88]. In excitable media it has been shown 
that one can deliberately change both spatial and temporal coherence and adjust 
the characteristic time scales of the medium dynamics, just by choosing the suitable 
value of feedback parameter (T, K). Beside this, TDFC technique has been well ap-
preciated as an efficient control method for manipulating of essential characteristic 
of noise-induced spatiotemporal dynamics, i.e. time scales, temporal regularity, and 
spatial homogeneity in a globally coupled reaction-diffusion system. 
Based on what has been said, we argue that Pyragas's control method seems a 
promising and appealing scheme for our particular case. So it seems reasonable to 
adopt the famous TDFC as our method of control in the present work. However, in 
order to justify my vote for the TDFC method, I undertake a brief investigation of 
the popular chaos control methods available in the literature, which can be referred 
in the following chapter on the control method [see Chapter 3]. 
Next, we will discuss in brief my approach to the problem of controlling noise-
induced collective dynamics in the network of excitable units. 
1.3 About our Approach to the Problem 
One popular kind of excitable networks is neural networks, and today it is among 
one of the hottest research topics. In fact, neural network in general is a broad term, 
which includes many diverse models and approaches. However, primary motivation 
for a neural network comes from a loose analogy to the brain. It is well known that, 
the neural networks are responsible for information processing in animals (including 
humans) and similar structures exist even in plants [136, 137, 138, 139, 140], except 
the simplest ones. Because of that, their study and modelling attracts a lot of 
research attention. 
The individual neurons can be roughly distinguished as having their own non-
damped oscillatory dynamics, which is independent of external input (self-sustained 
oscillators) [141], and the ones that do not demonstrate non-damped oscillations 
without external perturbations. The latter can nevertheless demonstrate the behav-
ior similar to self-oscillations in response to external perturbation, which in a neural 
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network is typically a weighted sum of a large number of signals and therefore looks 
random. Among such units one can distinguish between bistable [142, 143] and 
excitable [144] neurons. 
Typically an excitable unit is being widely used as a simplified model of a single 
neuron, while networks of excitable units can model biological and artificial neural 
networks. In the present work, as a prototype of excitable system we will employ 
the famous FHN system (more details are provided in Subsection 2.3), which has 
been originally proposed for the neuronal spike generation. While considering the 
networks one needs to take account of the fact that each individual unit exhibits 
some dynamics, which is essential for the functioning of the whole network and 
cannot be ignored. For that reason, in our neural network each FHN unit is driven 
by the independent sources of Gaussian white noise. Consequently, each noise-driven 
neural unit in the network has independent dynamics. Moreover, we made a choice 
to exclude any other source of perturbation, other than the Gaussian white noise, 
and so any dynamics in the network is purely noise-induced. 
In our neural network, each unit enters into the network through the simplest 
form of coupling, i.e. the mean field coupling, and the collective dynamics of the 
network can be visualized through the mean field. Under these settings each un-
coupled FHN unit demonstrate independent dynamics induced by Gaussian white 
noise. However, when we switch on the coupling, then the different units in the 
network starts interacting with each other. Depending on the coupling strength and 
the dynamics of each single unit, the neural network can display a rich variety of dy-
namics ranging from non-synchronous to synchronous with mean field demonstrating 
periodic or chaotic small oscillations, or periodic or aperiodic spiking, respectively. 
My research work has been technically motivated from recent studies including 
Janson et al [129], Balanov et al [130J, Hauschildt et al [132]' Zaks et al [109]. To some 
extent it can be viewed as an extension and/or applications of the results presented 
within them. Here we will investigate the efficiency of the TDFC technique in 
adjusting the cooperative noise-induced dynamics of an excitable neural network by 
means of intensive numerical and analytical studies. Our stochastic neural network 
has been modelled by a system of N nonlinear stochastic delay-differential equations 
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(SDDE). Notably, the theory of SDDE, in which effects of noise and time-delay 
are combined still remains much less studied to date. Here, we will investigate 
the efficiency of the TDFC technique in adjusting the cooperative noise-induced 
dynamics of a network, modelled with N nonlinear SDDE, by means of intensive 
numerical and analytical studies. 
In order to understand the collective motion in the network, we perform nu-
merical simulations on the system of N stochastic nonlinear SDDE. Further, our 
approach to the problem of analyzing the behavior of such a complicated system is 
based on the cumulant dynamics method. The cumulant dynamics method consists 
of approximating a system of N nonlinear SDDE with a system of finite number of 
deterministic equations representing the dynamics of the cumulants. This approach 
exploits the fact that, under the assumptions of molecular chaos theory (will be dis-
cussed later), in the thermodynamic limit (N --> (0) one can scrutinize the dynamics 
of the networks with mean field coupling, in terms of the dynamics of the cumulants 
of one-particle probability density distribution (PDD). This approach authorizes 
noise intensity to appear as an additional parameter in the cumulant equations for 
a price of an unclosed set of ordinary differential equations (ODE) for cumulants. 
Notably, an nth order cumulant equation may contain higher order cumulants. To 
keep the problem tractable we can consider any suitable approximation techniques, 
which allows one to truncate the series of cumulant equations up to a certain order. 
Notably, for a general system of N coupled nonlinear stochastic differential equa-
tions (SDE), the Gaussian approximation method was used to construct the cumu-. 
lant equations using the method proposed in [146] and improved in [147, 148]. Later, 
Zaks et al [109] investigate the noise-induced collective dynamics in the large network 
of globally coupled FHN system by exploiting Gaussian approximation method. Au-
thors derive the set of five simple deterministic cumulant equations, without feed-
back. In the present work we investigate the prospects of the stochastic network of 
excitable units and the approximated system of corresponding cumulant equations, 
under the influence of the proposed TDFC scheme. 
Initially with Gaussian approximation approach (for Gaussian distribution all 
higher order cumulants are zero, except for the first two, i.e. mean and variance), 
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we derive a system of 5 deterministic cumulant equations with delay. This simple 
system of 5 deterministic cumulant equations for mean and variance can be easily 
studied either by means of numerical simulation or with the help of the continua-
tion technique AUTO, the software for continuation and bifurcation problems [145] 
[More details can be found in the Appendix 11.1]. Quite interestingly, the results 
obtained from the simple approximated system of 5 deterministic cumulant equa-
tions were found to be qualitatively in good agreement with those obtained from 
the numerical simulation of a large network of N coupled SDDE. Moreover, delayed 
feedback applied through the mean field is shown capable of manipulating the basic 
features of the network behavior, namely, to induce or suppress collective synchrony, 
to regularize the system behavior in both synchronous and non-synchronous states, 
to shift the basic time scales of oscillations. However a quantitative match is missing 
between the map of regimes obtained from the Gaussian approximated system and 
original system of SDDE. 
In order to investigate the problem further, we perform a careful numerical in-
vestigation for the probability density distribution (PDD) of the system variables. 
Interestingly, survey of PDD plots confirms that the distribution of the network 
variables were in fact quite considerably different from the Gaussian ones. The in-
formation regarding the PDD further fueled our motivations to examine the impact 
of the higher order cumulants in the corresponding cumulant expansion. Initially 
we decided to include a few more terms of the higher order cumulants, in particular 
cumulants up to the fifth order. So this time, we truncated the series of cumulants 
up to the fifth order, and then we subsequently derived the approximated system of 
deterministic cumulant equations with feedback, namely for, third, fourth and fifth 
order. 
With conti"nuation software AUTO, we reveal the general bifurcation diagram 
in the parameter plane of noise intensity (T) and coupling strength (')'), for each 
subsequent system of third-, fourth- and fifth-order of cumulant equations, without 
feedback. We compare the results of bifurcation analysis with the dynamical synopsis 
obtained from the simulations of the original system of nonlinear SDDE. It was really 
interesting to find that simply updating the cumulant approximations with higher 
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order cumulants, in particular, up to a certain order (in our case for up to fourth 
order) can drastically improve the match between the results obtained from the 
numerical simulation of N coupled SDDE. With this, the present thesis has been 
structured as follows: 
In Chapter 2, for the purpose of general interest we will begin with a short 
discussion on the general physiology of the brain, which may help us to understand 
the dynamical features of a single neuron as an excitable system [Subsection 2.1]. 
This information can be exploited in identifying an appropriate model that can 
serve as rough model of excitable neuron [Subsection 2.2]. Our selection of excitable 
neuron model has been made after carefully exploring the two most popular models 
of realistic neurons viz. the HH model [Subsection (2.2.1)]' and the FHN model 
[Subsection (2.2.2)]. After that we will discuss our model of stochastic neural network 
[Subsection 2.3]. 
After considering the mathematical model for our network of excitable systems, 
the next task is to explore the proposed method of control, which can effectively and 
non-invasively control various noise-induced features in the large network of excitable 
units [Chapter 3]. We review the literature for the available control techniques and 
realize that there is no direct method available that can manipulate noise-induced 
effects in a system. However, one can identify certain features in the noise-induced 
motion that can be exploited to define some analogy in terms of deterministic chaos. 
We discnss two most popular chaos control methods, OGY [Subsection (3.1)) and 
TDFC methods [(3.2)) in order to select a suitable method of control that can serve 
our purpose efficiently [Subsection 3.3]. 
After this we formulate a model of stochastic network of excitable units with 
control, in the form of a system of N nonlinear SDDE. In Chapter 4, we will discuss 
possible analytical approaches for characterizing a large stochastic neural network. 
In particular, we discuss Fokker-Planck Equation (FPE) Approach [Subsection 4.1], 
Gaussian Approximation method [Subsection 4.2], and then Moments (or.Cumulant) 
Dynamics approach [Subsection 4.3]. 
As we know it is essential to first understand the various noise-induced collec-
tive dynamics in our stochastic neural network and in the corresponding system of 
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cumulant equations in the absence of control force. Therefore in the Chapter 5, we 
present the various dynamical regimes of the stochastic neural network defined as 
system of N non-linear SDE and in the corresponding system of 5 deterministic cu-
mulant equation obtained via Gaussian approximation method (we will often call it 
2nd order cumulant equations) in the absence of control force. As already explained, 
the phenomenon of stochastic synchronization is quite important in the context of 
neural network. So we will first examine the onset of stochastic synchronization in 
the system of stochastic equations due to variation in the coupling strength [Sub-
section 5.1 J. Then we will compare the various interesting dynamical regimes that 
can be realized in the system of SDE and in the corresponding system of 2nd order 
cumulant equations under the variation of parameters viz. coupling strength, and 
the noise intensity [Subsection 5.2J. 
In Chapter 6, we consider a systematic and careful numerical investigation of 
PDD of system variables in the system of stochastic equations, namely for non-
synchronous network at coupling strength equals to zero [Subsection 6.1], and for 
a synchronous network with sufficiently strong coupling that can initiate synchro-
nization in the network [Subsection 6.2J. After that we will exploit the Gaussian 
Approximation method in order to derive the system of 2nd order cumulant equa-
tions with delay [Chapter 7J. 
Now we are ready to investigate the effectiveness of proposed control method 
in manipulating the collective noise-induced dynamics of large network of excitable 
units. We described our results in the Chapter 8. We show that one can efficiently 
induce or eliminate synchronization in a stochastic network of excitable units [Sub-
section (8.1) - (8.3)J. In addition to this, we explore various interesting dynamical 
features that can be realized under the variation of feedback parameters (T and 
K), in the system of stochastic equations and in the 2nd order cumulant equations 
[Subsection 8.4J. 
Further in Chapter 9, we investigate the impact of higher order cumulants in 
the corresponding cumulant approximation method, just by deriving and exploring 
the dynamics of 3rd [Subsections 9.1J, 4th [Subsection 9.2J, and 5th [Subsection 9.3J 
order cumulant equations. In addition to this, we compare the various dynamical 
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characteristics of 2nd, 3rd, 4th, and 5th order cumulant equations altogether with 
the original system of stochastic equations [Subsections 9.4J. Finally, we present the 
conclusions and the future prospects of my present work [Chapter 10J, and then we 
impart the Appendix to include some technical details [Chapter 11J. 
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2 Neuron as an Excitable System 
A significantly large class of dynamical systems can be characterized by the excitable 
dynamics, as excitability underlies in the behavior of many natural systems. Pop-
ular examples include: lasers [149], chemical reactions [150], neural systems [151], 
climate system [101]' cardiovascular tissues [152J, pancreatic beta cells and many 
more [144, 153, 154J. An excitable system can be commonly characterized with 
a "rest" state, an "excited" (or "firing") state, and a "refractory" (or "recovery") 
state. Excitable system remains in the rest state if it is not perturbed externally. 
However, in the presence of external perturbation and depending on the strength 
of perturbation, an excitable system can demonstrate two drastically different re-
sponses: if the external perturbation is below a certain threshold, then the system 
demonstrate small-amplitude linear response, and if the external perturbation ex-
ceeds the threshold, then the system performs an excursion in the phase space which 
corresponds to the firing state. This response is strongly nonlinear. Soon after firing 
system passes through the refractory state, which meanS it takes certain recovery 
time before returning back to the rest state [42, 43J. 
In the last few years much research interest has been developed in understanding 
the stochastic aspects of excitable neuronal dynamics. In a neural system noise can 
originate from random switching of ion channels, random synaptic input and quasi-
random release of neurotransmitters. However, before considering any mathematical 
model of stochastic neural network, it would be interesting to understand some basic 
physiology of neural dynamics. In this chapter we demonstrate that a neuron can 
be represented as an excitable system [Subsection 2.1J. After that, we select an 
appropriate model for excitable neuron [Subsection 2.2J, and then finally we describe 
our model of a stochastic neural network [Subsection 2.3J. 
2.1 Physiology of the Neurons 
Although our understanding of the brain has come through a long way since 3000 
BC, many mysteries of our mind still remain unanswered. Here are just a few of 
them: 
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• What are dreams made of? 
• How brain controls emotion? 
• Why do we slumber? 
• What is consciousness? 
• How does brain control our biological clock? 
• What are the causes and cures for Alzheimer's, Epilepsy and Parkinson's dis-
eases? 
Today there are technologies, such as positron emission tomography (PET) and 
magnetic resonance imaging, through which neuroscientists can study the structure 
and function of various parts of the brain and of brain cells (neurons), and also how 
drugs affect the nervous system. At the same time, models of neural networks can 
help us to understand the principles behind the functions of the brain. Such models 
can provide mathematical description of the dynamical properties of the nerve cells, 
or neurons, and can describe and predict biological processes up to a certain degree. 
Before considering any dynamical models and various popular research approaches, it 
seems crucial to understand the biology of information processing and the structure 
of a single neuron. Due to limitation of space a comprehensive introduction for 
such a complex field as neurobiology is avoided here, consequently the biological 
background is highly selective and simplistic. 
The nervous system, which can be regarded as the most complex system in our 
body, can be divided into two main systems: the central nervous system (eNS) and 
the peripheral nervous system (PNS). The central nervous system includes the brain 
and the spinal cord and its main job is to collect information from various parts of 
the body and send instructions to these or other body parts accordingly. Both the 
eNS and PNS are made up of nerve cells or neurons. Thus the neurons are the core 
components of the brain and are elementary information processing units. There are 
about 1011 neurons in the human brain [155J. They come in many different shapes 
and sizes with cell bodies varying from only 4 microns to 100 microns wide [156J. 
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In general a human can have three different types of neurons: (a) Sensory neurons, 
(b) motor neurons, and (c) inter-neurons, or connector or relay neurons (see Fig. 1). 
Sensory neurons transmit signals from all over the body to the CNS; motor neuronS 
transmit signals from the CNS to muscles all over the body; and inter-neurons in 
general support many interconnections between sensory neurons and motor neurons. 
In the nervous system spiking neurons are electrically excitable specialized cells that 
process and convey information. 
Structure of a Neuron 
Neurons contain some specialized structures (for example, synapses) and chemi-
cals (for example, neurotransmitters). In general a single neuron has three function-
ally distinct parts: (a) dendrites; (b) cell body or soma; and (c) axons. Dendrites 
and axons have branching structure through which neuron is connected with other 
neurons in the network (see Fig. 2). 
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Neurons are dynamically polarized, so that information flows from the fine den-
drites into the main dendrites and then to the cell body, where it is converted into 
all-or-none signals (known as the action potentials or spikes), which are relayed to 
other neurons by the axon. Action potentials are controlled by ions and their con-
centrations around the neuron. Thus dendrites bring information and pass it to 
the cell body, while axons carry information away from the cell body. The point of 
connection between two neurons or between a neuron and a muscle cell is called the 
synapse, term given by Sir Charles Sherrington (1857-1952, a British physiologist). 
The neuron that sends the signal is called the presynaptic neuron and neuron that 
receives the signal is called postsynaptic neuron. It is interesting to note that, in 
general, the axon of one neuron does not touch the dendrites of the other neurons 
directly, and there exists a very small gap known as synaptic cleft. Hence, the neu-
ronal signals. have to jump across this tiny gap. To accomplish this, electrochemical 
processes transform the electrical signals into chemical signals and then back into 
electrical signals. Each neuron can make over a thousand of such connections with 
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neighboring cells. 
Information Processing in the Neurons 
Neurons carry messages through electrochemical process where chemical reaction 
generates an electric signal known as action potential or spike. Information is carried 
away from a presynaptic neuron to a postsynaptic neuron via movement of the 
chemicals (called neurotransmitters) across the synapses. Presynaptic cell contains 
the neurotransmitters enclosed in the synaptic vesicles. These synaptic vesicles are 
located at regions called active zones (AZ). At opposite site there is the region of 
the postsynaptic cell containing neurotransmitter receptors. The gap, approx. 20 
nm., between pre and postsynaptic cells commonly known as synaptic cleft controls 
the concentration of the neurotransmitters. 
Arrival of electric or nerve impulse (or action potential) triggers a complex chain 
of biochemical process that produces an influx of calcium ions and triggers the mi-
gration of synaptic vesicles (the red dots in the figure) containing neurotransmitters 
toward the presynaptic membrane. These synaptic vesicles fuse with the presynap-
tic membrane and release their content, i.e. neurotransmitters, to the synaptic cleft 
within 1801" sec of calcium entry. In the postsynaptic cell these neurotransmitter 
molecules are detected by specialized neuroreceptors, which bind them and open 
specific ion channels either directly or via a biochemical signaling chain. This allows 
ions from the extracellular fluid to rush in or out causing the local transmembrane 
potential of the postsynaptic cell to vary. 
Thus it influences the electrical response of the postsynaptic cell and in particu-
lar properties of the excitability. The voltage response of the postsynaptic neuron to 
a presynaptic action potential is called the postsynaptic potential. The action that 
follows activation of a receptor site may be either depolarization6 or hyperpolariza-
tion7 • Thus the excitation is a consequence of the depolarizing currents while the 
inhibition is a consequence of the hyperpolarizing currents. Depending on the types 
of ion channels (which depend on neuroreceptors and neurotransmitters) a synapse 
can be excitatory or inhibitory. 
6 An excitatory postsynaptic potential that increases the chance for an action potential to fire. 
7 An inhibitory postsynaptic potential that decreases the chance for an action potential to fire. 
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In a postsynaptic cell sufficiently large postsynaptic excitation events add to 
cause an action potential and thereby a continuation of the "message". So, the 
chemical signals are translated into an electrical response. Reuptake8 or breakdown9 
of the neurotransmitters causes an action potential to terminate. 
Remark: A while ago, on the authority of "Dale's Law", it was presumed that a 
neuron produces and discharges only one type of neurotransmitter. On the contrary, 
now there is evidence concurring that neurons can have and discharge more than 
one type of neurotransmitter. 
Ions, Ion Gates and Action Potential 
Since it is the concentration of the ions around the neurons that control the action 
potential, it seems crucial to consider the related phenomena. There are two im-
portant ions, namely sodium ion (Na+) and potassium ion (K+), that respectively 
control the depolarization and repolarization phases of an action potential. Arrival 
of an action potential causes an influx of the sodium ion in nerve cell causing a 
depolarization until it reaches threshold and spikes. After spiking an efllux 10 of 
the potassium ion cause the repolarization, so that the potential returns back to its 
resting potential before it can depolarize again. 
The influx of N+ ions and efllux of K+ ions are controlled by special protein 
gates and occurs due to process of diffusion 11. A separate protein channel known as 
sodium-potassium pump replenishes the extracellular environment with sodium ions 
and the intracellular environment with potassium ions, preventing the respective 
environments from getting saturated with the potassium and sodium ions. Through 
the following course of steps a comprehensive illustration for the generation of an 
action potential can be done [Fig. 3J: 
1. Arrival of a stimulus at the dendrites causes the Na+ channels to open. If 
the stimulus is sufficiently strong it allows the suffiCient amount of N+ entry 
8Fused membranes are recycled by specialized membrane proteins and vesicles are retrieved with 
newly formed neurotransmitter. 
9Broken down without any reuptake. 
lOIn the context of microbiology, efflux is a mechanism responsible for extrusion of certain sub-
stances and antibiotics outside the cell. 
11 Diffusion cause ions from higher concentration to move into area of lower concentration 
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Figure 3: Generation of action potential 
potential of -70 mY. Obtained from 
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needed to drive the membrane potential from -70 m V up to -55 m V(threshold). 
(However, if the stimulus is not sufficiently strong to drive the membrane 
potential enough to cross the threshold then the process just stops at this 
step.) 
2. After crossing the threshold, more Na+ channels (sometimes called voltage-
gated channels) open. The influx of N a+ drives the membrane potential up to 
about +30 m V. The process to this point is called depolarization. 
3. After this the Na+ channels close and the K+ channels open. Slower opening 
of K + channels allows sufficient time for the depolarization. Notably, if both 
the Na+ and K+ channels open at the same time then system would drive 
toward neutrality, preventing any action potential. 
4. With the K + channels open, the membrane potential begins to repolarize back 
toward its rest potential. 
5. The repolarization typically overshoots the rest potential to about -90 m V. 
This is called hyperpolarization and would seem to be counterproductive, but 
it is actually important in the transmission of information. Hyperpolarization 
prevents the neuron from receiving another stimulus during this time, or at 
least raises the threshold for any new stimulus. Part of the importance of 
hyperpolarization is in preventing any stimulus already sent up an axon from 
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triggering another action potential in the opposite direction. In other words, 
hyperpolarization assures that the signal is proceeding in one direction. 
6. After hyperpolarization, the Na+/K+ pumps eventually bring the membrane 
back to its resting state of -70 m V . 
In simple words, a synopsis of variation in membrane potential incurred during 
the processing of information in nervous system is described as follows: 
Initially when the neuron is not sending any information (spike) it has a resting 
membrane potential of about -70 m V. When the dendrites start bringing spikes from 
the other connecting neurons and pass it down to the soma, due to a depolarization 
the resting membrane potential starts moving towards 0 m V. When the membrane 
potential crosses the threshold value of about -55 m V then the neuron fires an 
action potential: typically of an amplitude of 100 m V and for a duration of 1-2 ms. 
After spiking due to repolarisation and the electrochemical processes, the membrane 
potential returns back to the resting potential of -70 m V. Before returning back to 
the resting potential of -70 m V the action potential actually drops a little down 
than -70 m V which is known as hyperpolarization and this time.duration is known 
as refractory period of neuron. 
The physiology of neuron considered in this particular section should help us to 
understand the motivation for building a mathematical model of neuronal dynam-
ics. In general for a complete description of neuronal dynamics several elements are 
required, for example, the dynamics of membrane potentials, ion channels, synaptic 
currents, etc. Putting all these elements together in a single model could result in a 
highly complicated model with several variables and parameters. However, biological 
background presented in this section demonstrates that most of the neuronal activi-
ties including information processing can be studied in terms of dynamical behavior 
of membrane potential. Further our survey of neuron physiology suggests that in 
the realistic neurons the dynamical behavior of membrane potential is essentially 
excitable. Based on this notion in the next section we try to describe few important 
approaches, which have been put forward for constructing the phenomenological 
model of neuronal dynamics. 
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2.2 Model of Neuron: An Overview 
As we know, an excitable system can escape from the resting state only if the external 
perturbation is sufficiently strong, and thus escape from the resting state strongly 
depends on the external input. However, the passage through the firing and the 
following refractory states weakly depends on the external driving, and the system 
can go through these states even if the external perturbations were switched off. 
Thus, in order to model the occurrence of spiking trajectories one requires preferably 
a nonlinear dynamical system, which is close to a bifurcation toward an oscillatory 
(limit-cycle) regime. It is interesting to notice that in order to describe the excitable 
dynamics, models were first proposed for neuronal spike generation. 
As described in [144], one can model excitable behavior using three distinct 
approaches: 
1. By imposing a threshold-and-reset condition on a one-dimensional dynamics. 
In this case, crossing a given threshold value is associated with a spike, and 
the reset is explicitly realized by a reset rule instead of a second dynamical 
variable. The leaky integrate-and-fire neuron is a common example for this 
kind of system. 
2. One can describe the motion along a stochastic limit cycle by a single phase-
variable that obeys a periodic dynamics. These approaches are limited in the 
sense they ignore the transverse deviations to the limit cycle. A prominent 
example of this approach is Adler equation. 
3. One may explicitly model all the three discrete states of the excitable system 
consecutively, and prescribe probabilities with which these states are left at a 
given time. 
After understanding the biological mechanism that is responsible for the gener-
ation of neuronal action potentials, one can develop a dynamical model of a neuron. 
To incorporate diverse aspects of neuronal dynamics, a wide range of neuronal mod-
els have been proposed so far. In particular, for a spiking neuron there exist several 
types of models ranging from the detailed biophysical ones to the "integrate-and-
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fire" type [157, 158J. To identify the most appropriate model of neuron that fits best 
to my research objectives, I decided to explore two most popular dynamical models 
of realistic neurons: the HH model, and the FHN model. 
2.2.1 Hodgkin-Huxley Model 
(To accomplish this section information has been collected from [159, 160, 161]' and 
various web-based sources.) 
It is due to the work of Sir Alan Lloyd Hodgkin (1914-1998, a British physi-
ologist and biophysicist) and Sir Andrew Fielding Huxley (born in 1917, a British 
physiologist and biophysicist), we can now explore a more realistic neural models 
that describes the initiation and propagation of the action potentials in the neurons. 
They conducted experiments to understand the mechanism of ionic conductance 
during an action potential in a nerve cell of giant squid axon. Hodgkin and Huxley 
reported their findings in a series of five papers published in 1952 together with 
Bernard Katz (coauthor of the lead paper and collaborator in several of the related 
studies) [162, 163, 164, 165, 141J. They won the 1963 Nobel Prize in Physiology and 
Medicine for their most renowned work. 
In the first four papers12 of the series they investigate some new experimental 
techniques for characterizing membrane properties. While in their final paper in 
order to formulate their experime,:tal observations, they integrate all of the infor-
mation from the previous papers and present an exhaustive theoretical description 
in the form of a mathematical model. If an external current stimulus (le) is applied 
to the system, then the governing circuit equation can be represented as: 
12In their first paper they describe the basic experimental method used in all of their studies and 
examined the function of the neuron membrane under normal conditions. In their second paper they 
study the effects of sodium concentration on the action potential with an account for the resolution 
of the ionic current into sodium and potassium currents. In the third paper they investigate the 
effect of sudden potential changes on the action potential and on the ionic conductance. In their 
fourth paper they inquire how the inactivation process can reduce the sodium permeability. 
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dm(t, V) 
dt 
dn(t, V) 
dt 
dh(t, V) 
dt 
o<m(V)(l - m) - {1m(V)m, 
(1) 
where Cm is the membrane capacitance, V is the potential difference and t is time. 
?iNa, ?iK, and?iL are the electrical conductance (voltage and time dependent conduc-
tance) for sodium, potassium and other ions, respectively. VNa, VK, VL are Nernst 
equilibrium potentials for the respective ions and are constants that can be deter-
mined via experiment. m and n are activation fractions for sodium and potassium 
currents respectively, while h is inactivation fraction for sodium current. Alpha and 
beta are constant transition rates between open or close states of the different gates 
involved in each ionic channel. 
From Eqs. (1) it can be easily proved that in the absence of any external per-
turbation (i.e. le = 0) there is a linearly stable rest state, and for a sufficiently 
strong perturbation (i.e. when le i 0) repetitive firing states can be observed. This 
dynamical behavior is exactly what Hodgkin and Huxley observed in their experi-
ment with the axons of the squid. In addition, the model equations as obtained by 
Hodgkin and Huxley can essentially capture the mechanism of spike generation due 
to influx of sodium ions followed by an efflux of potassium ions. 
Together with all the beauty of the model, it should be realized that: 
1. The model proposed by Hodgkin and Huxley for their study with the giant 
squid axon accounts for only three different ion channels which is a limitation, 
since for the class of higher organisms there is a huge variety of different ion 
channels. 
2. Their model is a four-dimensional system of nonlinear differential equations 
and contains about 20 parameters. In general for an accurate modeling and 
for any possible practical application these parameters cannot be estimated 
with ease. 
Hence the famous Hodgkin and Huxley model is requesting for a possible simplifi-
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cations. 
Even so, the results obtained by Hodgkin and Huxley are extraordinary and finds 
a broad application in our present understanding of neural dynamics. Importantly, 
from their work we can claim that: "Neurons can be studied as dynamical system 
and in particular as an excitable system." 
2.2.2 FitzHugh-Nagumo Model 
Naturally, it is difficult to visualize the dynamics of the high-dimensional model such 
as those of the HH, and it is even more difficult to analyze the four-dimensional 
nonlinear differential equations. So a low dimensional model, in particular a two-
dimensional model is. highly desirable that: 
1. can be studied in a transparent manner by means of a phase plane analysis, 
and 
2. can essentially account for the regenerative firing mechanism in the nerve cell. 
To serve the purpose, FitzHugh (1961) [166} and Nagumo et al. (1962) [167} 
independently introduced a sweeping simplifications to HH by proposing an analyti-
cally tractable, simpler, and two-dimensional model which is popularly known as the 
FHN model. FHN model secures all the essentials properties of an excitable system 
and can be justified as a simplified and realistic model of a spiking neuron. 
Some Historical Background 
(Information presented under this topic is obtained from an article whose curator 
are E.M. Izhikevich [155} and R. FitzHugh and which is available on Scholarpedia, 
web based encyclopedia.) 
Following the publication of the Hodgkin and Huxley's equations for spiking neu-
ron model, Richard FitzHugh (1922 - 2007, a biophysicist at the Laboratory of the 
National Institutes of Health (NIB) in Bethesda, Maryland) takes on the respon-
sibility for analyzing the mathematical properties of their equations. He exploits 
the most up to date techniques developed by a group of Russian mathematicians 
led by A. Andronov. In order to solve the HH equations, together with the help 
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of John Moore, he manages to construct a very complicated analog computer us-
ing some operational amplifiers, function generators, multipliers, and an ink pen 
plotter. To plot the solutions of the Hodgkin and Huxley's equations with such 
a complicated set up FitzHugh had to demonstrate his skills in mathematics and 
in electronic engineering. While trying to understand the physical basis of Hodgkin 
and Huxley's equations FitzHugh realized that all essential dynamics of the excitable 
process could be distilled into a simpler, analytically tractable and low dimensional 
model. He modified the famous Van der Pol equations to come up with the famous 
FHN equations, although originally FitzHugh called them as "Bonhoeffer-van der 
Pol model" [168, 169, 170], (J. Nagumo called it the equivalent circuit). Following 
this R. FitzHugh reprogrammed his analog computer with his newly developed sim-
pie equations, although this time he needed only two multipliers and no function 
generators. 
Model Equations and their Dynamics 
(Information presented under this section is obtained from references [160, 144)) 
It has been observed from the famous Hodgkin and Huxley's equations (i.e. 
Eq. (1) that, during an action potential both V(t) and m(t) evolve over the similar 
time-scale, while h(t) and n(t) change over much slower time-scales. This survey of 
time-scales offers an authority to combine the V and m into a single "voltage", or 
activation, variable, say x, and in the same way to fuse nand h into a "recovery", 
or "inhibitor", variable (characterizing the degree of refractoriness of the system), 
say y. Following this modification the equations for the FHN model read: 
dx(t) 
E--dt 
dy(t) 
dt 
x - ax3 - y, 
= IX - (3y + a + sit), (2) 
where the parameters a (which is either 1 or 1/3) and (3 (which is either 1 or 0) 
determine the multiplicity of the stable fixed point. For a choice of (3 = 0 there is 
only one fixed point possible and with (3 = 1 bistable behavior can be observed. The 
parameters a and I determine the positions of the fixed points and can be found by 
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the fitting procedures, and f is the time-scale separation parameter. Parameter f is 
generally chosen much smaller than 1 so that x variable can evolve on a faster time 
scale. 8(t) is the external perturbation and, usually depending on the particular case 
of interest, it can be deterministic or random signal, and can be given either in x 
or y variables. To serve the different purposes a variety of different versions of the 
model Eqs. (2) can be found in the literature. 
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Figure 4: Nullclines of the FHN model. 
Since the dynamical equations for FHN model Eqs. (2) are nonlinear, we cannot 
derive a closed-form solutions for them. However to explore the qualitative topo-
logical properties of the system we can rely on the phase space spanned by x and 
y variables. So to understand the evolution of the system in time we will first plot 
the nullc1ines, i.e. the curves satisfying ~~ = 0 and '!if: = O. The nullcline associated 
with the fast variable x (x - nullcline) is given by the cubic function y = x - ax3 , 
and for the slow variable y (y - nullcline) is given by the linear function y = Jxta. 
It is obvious that if the system is located on the x - nullcline then ~~ = 0 and its 
imminent future trajectory must be vertical, pointing upward if '!if: > 0 or downward 
if '!if: < O. Similarly if the system is located on the y - nullcline then '!if: = 0 and 
its imminent future trajectory must be horizontal, pointing towards right if ~~ > 0 
or towards left if ~~ < O. Furthermore, for all points in the plane above the x -
nullcline, we have (~~ < 0) while the converse is true for all points below this line, 
see Fig. 4. 
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The x - nullcline can be divided into three distinct regions viz. stable right 
and left branches and the unstable middle branch. For appropriate choice of 'Y 
and b, two nullclines will intersect only once and on the left stable branch. The 
point of intersection of nullclines is a fixed point or equilibrium point. According to 
FitzHugh, this fixed point corresponds to the rest state of the nerve cell, the points 
on the right branch correspond to the excited state, and the points above the fixed 
point and on the left branch correspond to the refractory state. Due to fast and slow 
time-scales, system is forced to relax quickly along x - nullcline and comparatively 
slower along y - nullcline. 
In the absence of any external perturbation, i.e. when s(t) = 0, the system is 
in its rest state and there is a stable fixed point in the phase space. If perturbed, 
i.e. when s(t) # 0, then depending upon the strength of the external stimulus, 
the system will move in the phase space. For a weak input smaller than a certain 
threshold value, say ST(t), the system moves a certain horizontal distance away from 
the fixed point and will almost immediately return to the fixed point. This kind of 
behavior can be realized as small subthreshold oscillations around the fixed point. 
For a sufficiently strong perturbation, the system leaves the rest state via a large 
excursion in phase space, moves along the right branch of x - nullcline ("firing" 
state of the neuron), and back along the upper left branch ("refractory" state of the 
neuron) before returning back to the rest state. This excursion appears as a spike in 
the realization of the fast x variable. Thus the dynamical behavior of FHN model 
is qualitatively similar to that of the HH model. 
For instance, the FHN model can be easily simulated on a computer, but in gen-
eral there is no way to tackle the problem analytically and to determine measures 
that characterize coherence and stochastic synchronization. For arbitrary input sig-
nals one possible way is to consider the solution of the stationary FPE corresponding 
to the Langevin equations Eqs. (2), but again it is an unsolved problem. Neverthe-
less, we will discuss this later on in the following chapters. 
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2.3 Model of Stochastic Neural Network 
We model a stochastic neural network with FHN system [166, 167]. Since, the 
FHN model as defined by Eqs. (2) is for the investigation of a single neuron only, 
we have to construct a neural network by coupling such neurons. To ensure that 
each oscillator interacts with all other oscillators in the network we will introduce the 
global coupling. For N identical oscillators with a typical global coupling, interaction 
of the two oscillators does not depend on the distance between them. The number of 
interactions for each of the oscillators is N -1, therefore it is convenient to normalize 
the coupling strength "( by N. We will introduce the coupling via x· mean field, i.e. 
Mx = k 2::;':'1 xi· Global coupling is often referred to as mean field coupling due 
to introduction of the mean over all oscillators of the ensemble. In addition to the 
coupling we will also introduce the independent sources of random fluctuations (in 
particular, Gaussian white noise) for each oscillator as external perturbation. The 
dynamical equations for a system of N FHN oscillators coupled through the mean 
field and driven by the independent Gaussian white noise sources read: 
dXi 
E-dt 
dYi 
dt 
X3 
Xi - -t - Yi + "((Mx - Xi), 
Xi + a + mt;i(t), (3) 
i = 1,2,3, ... , N, where Xi are roughly equivalent to the membrane potential vari-
ables and Yi to the recovery variables. E < < 1 is the time scale separation parameter 
and a is bifurcation parameter whose value lal > 1 ensures the system's excitability. 
t;i(t) are independent Gaussian white noise sources, which have vanishing aver-
ages [(t;i(t)) = 0] and which are delta-correlated [(t;i(t)t;j(t')) = oijll(t-t')], where Oij 
is Kronecker delta and b(t - t') is Dirac Delta function. t;i(t) represents a stochastic 
process and enters linearly in the equation for Y variable. It is weighted by the 
constant variable T (often called an intensity of noise) and so the noise is additivel3 . 
In realistic situations t;i(t) describes the influence of random input signals, which 
originate either within the parts of neural network or in the associated environment. 
13If T were not a constant, it could have been defined as a function of some state variables to 
specify the influence of the noise on the state of the system. This would have been multiplicative 
(parametric) noise. 
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To ensure that the system stays in the excitable regime and to allow for the direct 
comparison with [109]' we fix the values of € = 0.01 and a = 1.05 throughout all of 
our computations. At these parameter values in the absence of noise each individual 
oscillator posses a stable fixed point as the only attractor. 
Most of the brain activities emerge due to the interaction of many neurons, 
which can be realized through the large amplitude coordinated firing of these neu-
rons [62, 171, 172, 173). In Eqs. (3) collective dynamics can be visualized by the 
instantaneous mean fields Mx and My and will be considered in successive Chapters. 
Before exploring dynamical behavior of a network, it is essential to first understand 
the dynamics of a single unit in the network. So, as the next step we will discuss 
the dynamics of a single FHN unit in Eqs. (3). 
Dynamics of a Single FitzHugh-Nagumo Unit 
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Figure 5: Dynamics of a single FHN system. (a) Phase portrait and (b) realization 
of Xi (grey, green online) and Yi (black) in a single (uncoupled) FHN system for a 
certain value of i in an excitable regime Eqs. (7). For the purpose of illustration 
figure has been taken from (132], 
To display the dynamics of a single FHN unit, we will consider a single uncoupled 
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(r = 0) subsystem of Eqs. (3) for a certain value of i in an excitable regime. The 
motion of phase point is illustrated in the Fig. 5(ay, where dashed grey (red online) 
lines denotes the null clines that intersect at the fixed point which is marked as 
an empty circle. This fixed point corresponds to the resting stage of excitable FHN 
system, which is dynamically stable. A sufficiently strong perturbation is required to 
leave this rest state. However, jf the applied random perturbation remains smaller 
than certain threshold value then the phase point that is initially placed at the 
fixed point stays in its close vicinity and exhibits only small-amplitude subthreshold 
oscillations. Escape from the resting state via a large excursion in the phase space 
is possible only if the applied perturbation is larger than threshold value. This 
large excursion of the system's variables in phase space is associated with spikes 
in realization of Xi and their occurrence is referred to as a firing. In Fig. 5( a) 
various stages of one fun oscillation are shown: black dashed line denotes excursion 
after a sufficiently strong perturbation, black solid line represents refractory stage, 
and dotted lines represents switching between the two branches, which is very fast. 
Shaded area is the area from which an excursion can start. 
When excitable system is permanently perturbed by noise with Gaussian dis-
tribution, it responds with an excitation sequence that is called a "pulse train" or 
"spike train". In case of neural models these spike trains resemble the spontaneous 
electric activity of a neuron. Fig. 5(b) displays the propagation of spikes in time 
(i.e the spike train) in terms of the time evolution of Xi (grey, green online) and Yi 
(black) variables in the single (uncoupled, "I = 0) FHN system for certain value of i 
in Eqs. (7). 
The collective dynamics of the stochastic network of coupled excitable system 
Eqs. (3), depending on the two main parameters of interest (coupling strength ("I), 
and the noise intensity (T)), will be described in Chapter 5. Next we will discuss 
the possible control method for our large stochastic network of coupled FHN units. 
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3 Methods of Control 
Nonlinear dynamical systems often manifest the irregular, unpredictable motion that 
can be classified as deterministic chaos, noise-activated oscillation and noise-induced 
oscillations. Irregularity in motion is often associated with the unpredictability and 
it is often desirable to eliminate or at least to reduce it. However, intensive studies 
on nonlinear dynamics in the last two decades have raised questions on the practical 
applications of irregular behavior, e.g. orbiting planets have been shown to exhibit 
chaos [174], healthy human heart beats with slightly irregular rhythms [117, 118], 
and many more. With this, the need arises either to eliminate, or to induce irregular 
behavior, or to adjust the properties of the dynamics in a desirable way. 
Depending on the application type, control goals may vary. The most common 
control goal is to convert the erratic and bizarre kind of chaotic motion into a sta-
ble periodic motion, or to suppress the unwanted motion altogether, or to change 
the characteristic parameters of this motion like the amplitude, shape or regularity. 
However, sometimes one may want to convert a periodic motion into a chaotic ir-
regular motion (as in the case of epileptic seizures), which is sometimes referred to 
as anti-control of chaos [175]. Apart from this, one may also want to eliminate the 
multistability14 in the system. 
A variety of methods have been proposed so far, to eliminate deterministic chaos 
[124, 125, 126, 127, 128, 131]. However, the problem of controlling purely noise-
induced oscillations has been first considered in [129, 130]. As already mentioned in 
Chapter 1, the authors observed that noise-induced motion is similar to the chaotic 
motion at least in some respect. They identify the essential analogy of the noise-
induced motion with the deterministic chaos and justify Pyragas TDFC technique 
as a possible option in order to adjust the average period, the regularity, and the 
shape of noise-induced oscillations. However, before heading to TDFC it would be 
interesting to consider some earlier work in the field of the chaos control. In this 
chapter, we will critically examine two popular chaos control techniques in order 
14In nonlinear systems depending on the initial conditions trajectories may tend to several differ-
ent limit sets and, demonstrating a variety of steady-state behaviors which could be chaotic or not, 
and thus giving rise to the multistability 
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to justify that the Pyragas TDFC method suit to our requirement of controlling 
noise-induced dynamics well. Now we list the specific properties of chaotic behavior, 
which form the basis of the chaos control techniques. 
1. The solution of the system depends sensitively on the initial conditions and 
remains bounded in phase space as time elapses. 
This means that, if two trajectories start from very close, but not identical 
initial conditions then they will diverge exponentially as long as they stay 
reasonably close. Consequently, in computer simulation or in full-scale ex-
periments the finite error in initial conditions leads to a completely different 
solu tion, which means the loss of predictability. 
2. As its control parameters changes the system approaches the chaotic behavior 
typically via a "route", most commonly through a sequence of bifurcations. 
3. Trajectories move over a strange attractor consisting of a typical skeleton made 
of an infinite number of unstable periodic orbits. 
If we choose a small region of space within the attractor, then a phase point 
will pass through this region after some time. 
The aforementioned fundamental properties of the chaotic system can be ex-
ploited in the development of chaos control methods. For the first property (Le. 
sensitive dependence on the initial conditions) one can argue that it is quite dif-
ficult to control chaos if not impossible as any perturbation used for control may 
grow exponentially in time. But surprisingly only a few years ago this very prop-
erty appeared as basis for many chaos control method, since for a carefully chosen 
tiny perturbation one can virtually stabilize any of the unstable periodic orbits im-
planted in a chaotic attractor. Apart from this, by exploiting the second property 
of chaotic system (i.e. chaos via a sequence of bifurcation) one can investigate the 
accessible behavior of the system obtained in the COurse of parameter variation. This 
information can be used to redesign the chaos-free system. In addition, the second 
property also ascertains the existence of countable infinity of unstable periodic orbits 
within the strange attractor, and the trajectories pass arbitrarily close to each of 
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these unstable orbits (this unstable orbits remain invisible in an experiment). One 
can carefully perturb the chaotic trajectories in such a way that it will stay in the 
vicinity of a chosen unstable orbit within the attractor. 
Thus the chaotic systems have very rich dynamical behavior, and there exist 
a variety of approaches to control such systems. To ease the classification we can 
divide the various approaches into two basic categories; 
1. In the first category we have non-feedback methods, which exploit some special 
properties or the knowledge of the system to eliminate the unwanted chaotic 
behavior. These methods require the accurate knowledge of the model of the 
system so that governing equations can be suitably modified to produce the 
desired stabilization. 
2. In the second category we include methods for which one needs to closely 
monitor the trajectories of the system in the phase space and to identify an 
accessible system parameter that can be suitably perturbed. A clever feedback 
process is employed to maintain the trajectories in the desired mode. 
During the last few years numerous chaos control methods of the first category 
have been proposed, however most of them are extremely difficult if not impossi-
ble to implement in real systems. A control method is regarded as successful if 
computer simulation can be reproduced in laboratory tests and physical implemen-
tations. Many methods in the first category require a bulk of information about the 
system's intrinsic properties, which are difficult to obtain in practice. Often these 
methods demand major renovation in the structure of the system and thus could be 
invasive. For example, in order to control swinging of a bridge, the most common 
approach is to consider major structural changes in the design. When working with 
a biological system or any other sensitive system these methods are not acceptable. 
Consequently, the control methods of the first category are less helpful. 
The methods in the second category appear to be more promising, as their aim 
is to stabilize a previously chosen unstable periodic orbit by means of small per-
turbation applied to the system. Thus without performing any structural changes 
and just by applying a minimal external perturbation one can replace the chaotic 
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dynamics by a periodic one of choice. Thus one can successfully control certain com-
plex system for which no accurate mathematical models are available. Two main 
techniques falling under this category have been considered here: the OGY method 
and the Pyragas method. 
3.1 The OGY method 
Ott, Grebogi and Yorke [124J proposed and developed an elegant method to sta-
bilize one of the infinitely many unstable periodic orbits embedded in the chaotic 
attractor by means of enforcing an appropriately small perturbation on a single sys-
tem parameter, p. As said in their paper they particularly address the question: 
"Given a chaotic attract or, how can one obtain improved performance and a desired 
attracting time-periodic motion by making only small time-dependent perturbation 
in an accessible system parameter?" 
They exploit the fact that, there exists an infinite number of the unstable periodic 
orbit embedded into a typical chaotic attractor. Further in their paper they describe 
their approach to the problem as follows: "We first determine some of the unstable 
low-period periodic orbits, which were embedded in the chaotic attractor. We then 
examine these orbits and choose one which yields improved system performance. 
Finally, we tailor our small time-dependent parameter perturbations so as to stabilize 
this already existing orbit". Great details on the mechanism of the method have 
been presented in the Appendix 11.7. 
The power of OGY method was well demonstrated in many interesting problems. 
A list of few examples includes: Ditto et al [176J, authors demonstrated the control 
of a periodically forced chaotic system around unstable periodic orbit of order 1 
and order 2, switching between them at will. While the Hunt [177J applied the 
method to stabilize the high-period orbits in the chaotic dynamics found in the 
diode resonator. Apart from this Mehta and Henderson [178J demonstrate a much 
more interesting application of OGY method. They· generate a desired aperiodic 
orbit as the steady state output of the artificially constructed chaotic dynamical 
system. Another interesting application of method appears in the work of Singer 
et al [179J. They investigate both experimentally and theoretically, the efficiency of 
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the low-energy feedback control signals in suppressing the laminar (chaotic) flow in 
a thermal convection loop. 
After adorning all the beauty of OGY method let us discuss the technical prob-
lems that one may encounter while applying the method experimentally. 
1. OGY method requires a continuous computer analysis of the state of the sys-
tem. 
2. However, the essential change of parameter is discrete in time but still it leads 
to some serious limitations. One can stabilize only certain periodic orbits 
whose maximum Lyapunov exponent is small compared to the reciprocal of 
the time interval between the parameter changes. 
3. In addition, the corrections of the parameter are rare and small. Thus oc-
casionally in the presence of noise, the fluctuating noise can destabilize the 
controlled orbit and can lead to chaotic burst of the system into the region 
considerably far from the desired periodic orbit. These bursts are more fre-
quent for the large noise. 
So in short, one can stabilize the desired unstable periodic orbit by exploiting OGY 
feedback method but it is possible only at a high price of all above-mentioned limi-
tations and on top of that only after a long chaotic transient. 
3.2 Pyragas Control Method 
[The information presented in this section is mainly abstracted from the most cited 
paper of K. Pyragas [122J.J 
To avoid the above mentioned problems K. Pyragas (1992) proposed two time-
continuous feedback control approach viz. (I) External Force Control (EFC), and 
(Il) Delayed Feedback Control (DFC) or TDFC [122J. These approaches exploit a 
special form of the time-continuous perturbation, which in fact does not change the 
form of the desired unstable periodic orbit, but under certain conditions can suc-
cessfully stabilize it. In EFC method stabilization of unstable periodic orbit can be 
achieved by combined feedback with the use of a special form of periodic external 
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force obtained from specially designed external oscillator. While TDFC method does 
not require any external force else it relies on the self-controlling delayed feedback. 
The control achieved via either of the method is permanent and noise resistant. 
Both the methods can be implemented in experimental situations without any prior 
analytical knowledge of the system dynamics. Regardless, second of two alterna-
tives i.e. TDFC method can be particularly admired for a convenient experimental 
application, as it does not require any computer analyses of the system. 
(I) External Force Control (EFC) 
EFC method began on the consideration of a dynamical system framed in general 
system of ODE: 
dx 
dt 
dy 
dt 
Q(y, x) 
P(y, x) + F(t) (4) 
where y is some measurable output variable (scalar), and vector x describes remain-
ing variables of dynamical system which may be not available for measurement or 
may be not of our interest. F(t) is the so called special form of external force which 
disturbs the output variable, and for F(t) = 0 system demonstrate chaotic dynam-
ics. To achieve the control goal one have to design the so-called special external 
oscillator that can generate the special control signal F( t) as the difference of the 
output signal y(t) and special periodic signal Yi(t): 
F(t) = K[Yi(t) - y(t)] (5) 
where K > 0 is the adjustable weight of perturbation F(t), which is introduced 
into the system input as a negative feedback [see Fig. 6(a)]. The special periodic 
signal Yi (t) can be constructed by harnessing the fact that a large number of unstable 
periodic orbits are instated in the chaotic attractor. By measuring the output signals 
y(t) we can construct the various periodic signals Yi(t) of the different form Y = Yi(t), 
Yi(t + Ti) = Yi(t) corresponding to the different unstable periodic orbits, where Ti 
is the period of the ith unstable periodic signal. After carefully examining these 
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periodic signals one can select the desired orbit for stabilization. 
In real systems one can en route the EFC control scheme on its course mainly 
in two stages; In first stage, output signal should be carefully examined so as to 
design the external oscillator generating a periodic signal proportional to the Yi(t). 
In second stage, one can acquire the desired control by the combined feedback F(t) 
scheme, Fig. 6(a). One can shortlist the key features of the EFC methods as; 
1. For an appropriate choice of weight K, the EFC method can stabilize the 
system by a small external periodic force F(t). 
2. Corresponding to the unstable periodic orbit y(t) = Yi(t) it does not change 
the solution of Eq. (4). 
3. When the desired stabilization is achieved the output signal y(t) is considerably 
very close to the Yi(t), i.e. F(t) tends to zero. 
4. As claimed in [122], EFC method has been successfully justified for many 
chaotic systems including, Rossler [180J, Lorenz [181J, Rabinovich and Fab-
rikant [182J, Duffing oscillator [183, 184J system and many others. 
(I1) Time-delayed Feedback Control (TDFC) 
Experimental implementation of EFC method can be quite complicated, mainly 
in the design of the special periodic oscillator. To overcome the shortcoming of EFC 
method, Pyragas proposed TDFC method. This simple method replaces the external 
periodic signal Yi(t) with the delayed output signal y(t - 7) where 7 is delay time. 
So now we use a special time-continuous perturbation which consists of a feedback 
signal and is proportional to the difference between current state y(t) and the state 
of the system some 7 time ago, i.e. 
F(t) = K[y(t - 7) - y(t)J, (6) 
where K is feedback strength and y(t) is some accessible experimental signal. Pyra-
gas assertion was that, if 7 = Ti (period of the i,h unstable periodic orbit) then the 
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Figure 6: Illustration of the ( a) EFC method, (b) DFC method. Figure obtained 
from the [122J. 
control force F(t) vanishes for the solution of the system Eq.(4) corresponding to this 
unstable periodic orbit. This means that corresponding to the i,h unstable periodic 
orbit, control force does not change the solution of the system Eq.(4) and for the 
appropriate choice of K one can achieve the stabilization. Thus with TDFC method 
one can achieve desired control non-invasively even when the available information 
regarding the system's intrinsic properties is limited. 
At this stage, one obvious question may arise about the problem of measuring the 
period of the orbit. One can approach this problem by means of any suitable method 
from the list of various available options: approximating this period by observing 
realization of yet), examining the peak of Fourier power spectrum, or if the value 
of K can be chosen correctly then one may monitor the F( t) for different values of 
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T. Notably, when system oscillates periodically Le. when T = T;, F(t) should be 
zero. For the latter case one may wish to refer to [185, 186, 187, 188, 189J, where the 
conditions for K for the successful control have been thoroughly studied. Besides, if 
T is close to, but is not equal to the Ti, then system may still oscillate periodically. 
But in this case period will be slightly different than Ti and F( t) wiII not be zero. 
A complete picture of all possible regimes in the (T, K) plane for a paradigmatic 
example of a chaotic system was revealed in [190J. 
In his paper Pyragas justify the efficiency of the method for the Rossler system 
and for the Duffing oscillator. On the authority of the fact that the stabilization of 
the desired unstable orbit manifests itself as a synchronization of the current state 
of the system with its delayed state, one can also refer the TDFC method as the 
method of time-delay auto-synchronization. 
So far TDFC method has been applied to a variety of theoretical models of 
the natural systems. Few examples from a long list includes the implementation of 
TDFC scheme in controlling the, high-speed lasers [191, 192, 193], model of buck 
converter [194]' chaotic soli tons [195], chaotic systems with dry friction [196], control 
of chaotic rolls motion of a flooded ship in waves [197J, model of a car following traffic 
[198J and in economic models [199, 200J. TDFC has been shown capable of stabilizing 
the regular behavior in a paced, excitable oscillator described by FHN equations 
[201J. Rappel et al demonstrated that TDFC could be exploited for stabilization of 
spiral waves in an excitable media as a model of cardiac tissue in order to prevent the 
spiral wave breakup [202J. Interestingly, TDFC can influence the synchronization 
in an ensemble of globally coupled oscillators [203, l19J. Beside this we already 
mention in Chapter 1 that, TDFC can control noise-induced dynamics in several 
different types of the models. 
Among the rich variety of available chaos control techniques the TDFC method 
gained widespread acceptance. Probably because other sophisticated chaos control 
methods plead for a bulk of information, which were practically not always instanta-
neous. Unlike other chaos control methods discussed so far we find that the TDFC 
method is benefited from the various advantages, which are summarized as follows: 
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1. TDFC method does not require prior knowledge of anything other than the 
period of the desire unstable periodic orbit 11. 
2. If T = 11, this method allows a non-invasive stabilization of UFO for some 
appropriate value of K, in the sense that the control force vanishes when UFO 
becomes stable. 
3. If T is slightly smaller or larger than 11 then the unstable periodic orbit still 
become stable but in this case F( t) does not vanish. Also it accounts for the 
change in the shape and period of the unstable periodic orbit. 
4. One can achieve the stabilization of the desired unstable periodic orbit just 
by adjusting two parameters, namely, the time of delay T and the weight or 
strength K of feed back. 
5. TDFC method is particularly convenient for the fast dynamical system, as it 
does not require the real-time computer processing. 
3.3 Election of Control Method 
So far we have reviewed a few popular chaos control methods available in the litera-
ture. We find that with the non-feedback methods one can apply control at any time, 
since these methods do not prerequisite to follow the trajectories and to wait un-
til trajectories reach sufficiently close to the appropriate unstable periodic orbit. 
Although, these methods severely restrict the scope for flexibility and unavoidably 
require the prior knowledge of the governing equations, which may not be accessible 
in experimental situations. For these reasons and also from the point of possible 
experimental implementation of these methods, which in general could be highly 
complicated and costly, it is reasonable to avoid these methods. 
Next comes the OGY method, which appears to be extremely general as it re-
lies on the universal property of the chaotic attractor that they posses an infinitely 
many unstable periodic orbits. However, we find that the OGY method requires as 
compulsory to follow the trajectories and make use of a feedback control scheme, 
which essentially requires a highly flexihle and responsive system. Notably, to con-
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figure such a system physically can be large and expensive. In addition to this, 
with OGY methods one can occasionally witness the episode of chaotic burst, when 
fluctuating noise throws away the operating trajectories considerably far from the 
desired periodic orbit causing the destabilize of the recently stabilized orbit. With 
many other limitations as described in Subsection 3.1, it can be realized that OGY 
method would not be the best choice for our purpose. 
We explored both EFC and DFC methods proposed by Pyragas and, in particu-
lar, DFC method gives an impression of being more flexible and easy to implement in 
any experimental situations. It should be noted that originally all these chaos control 
methods were put forwards for controlling the deterministic chaos. Our situation is 
more intricate since we want to control purely noise-induced oscillations (with no 
deterministic periodic orbits, i.e. all phase trajectories are random, non-periodic) in 
the system of globally coupled FHN oscillators. 
In order to consider the possibility of controlling the noise-induced motion, we 
first need to understand the various features of noise-induced oscillations, like time-
scales, shape, and coherence. These special features of the noise-induced motions 
are mainly determined by the structure of the phase space of the system and partly 
depend on the statistical properties of the applied noise. Consequently, the obvious 
way to control the noise-induced motion could be to alter either the structure of the 
system, or the statistical properties of noise, or both. However in the experimental 
situations, access to the detailed structure of the system under consideration in a 
non-invasive way is not always possible. Also it is not easy to modulate the envi-
ronmental noise. Therefore for any possible practical'application, it is essential to 
identify an efficient control method that requires minimal knowledge of system struc-
ture and capable of adjusting the behavior of the network non-invasively, according 
to particular needs. 
The state-of-the-art suggests that a modified version of OGY method has been 
employed to control noise-induced motion in FHN system in an excitable regime 
[204J. Apart from this an external periodic force approach [183J has been exploited 
for the control of noise-induced oscillations in a pendulum with a randomly vibrating 
suspension axis [205J. Nevertheless we will exploit the recent studies by Janson et al 
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[129, 130] where the ability of the DFC method in controlling purely noise-induced 
phenomena has been investigated. 
The authors exploit the fact that even though no deterministic periodic orbits 
are involved in the formation of noise-induced trajectories in the phase space, the 
phase portrait itself may look like a smeared out limit cycle (or "stochastic limit 
cycle"). For a stochastic limit cycle one can easily introduce an average period and 
one can also define both shape and the period in statistical, averaged, sense. In 
addition to these, the motion around the stochastic limit cycle can be smeared out 
to some extent, and also instantaneous period of the oscillations can deviate from 
the average period more or less. This means that one can have different regularity 
for the noise-induced motion. Altogether they say that the noise-induced motion 
possessed a characteristic shape and time-scale of its oscillations. 
With this, the idea is based on the fact that by analogy with the deterministic 
chaos, one can apply Pyragas TDFC technique in order to adjust the average period, 
the regularity, and perhaps the shape of noise-induced oscillations [For more details 
one can refer to the Chapter 11 of [131]]. Authors show that TDFC can be exploited 
to entrain the basic timescales of the noise-induced oscillations and the coherence 
properties. Since then, the efficiency of TDFC method has been investigated in 
manipulating the noise-induced dynamics in two coupled FHN systems [132], in 
the excitable spatially extended medium [133]' and in the globally coupled reaction-
diffusion model [134, 135,88]. On this account it is reasonable to adopt DFC method 
as our method of control and to investigate its effect on our model of stochastic neural 
network. 
The upgraded model equations for our system of globally coupled stochastic 
neural network with delay read: 
dXi 
E-dt 
dYi 
dt 
X3 
Xi - -t - Yi + 'Y(Mx - Xi), 
= Xi + a + V2TEi(t) + K(MYT - My), (7) 
where Mx = ft ~;:'l Xi(t), My = ft ~;:'l Yi(t) and MYT = ft ~;:'l Yi(t) are the 
mean fields for the Y variable and delayed Y variable respectively. Notably we decided 
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to apply DFC force in slow y variable. 
With all these, the present work is motivated by the fact that in a stochastic 
network of coupled excitable units, although each element behaves randomly, the 
mean field and other ensemble-averaged characteristics behave deterministically 'if 
the size of the network tends to infinity. Moreover, it was recently shown that 
the mean field of such a network could demonstrate deterministic chaos of various 
forms [109]. In this case, application of the delayed feedback to the mean field 
might produce effects similar to those observed in deterministically chaotic systems, 
implying the possibility of the desirable non-invasive control. Also it was shown 
in e.g. [190] that the delayed feedback can not only turn chaotic oscillations into 
periodic ones, but also suppress any oscillations altogether. 
In terms of the mean field of a stochastic network, large oscillations (spiking) 
represent synchronization, while no spiking represents asynchronous behavior of the 
units. Thus, the delayed feedback in the mean field should potentially be capable of 
desynchronizing the network. Importantly, the mean field is a macroscopic quantity 
easily accessible in an experiment, and the non-invasive control method that is based 
on it would be a convenient tool potentially applicable for the manipulation of the 
oscillations in real neural networks. 
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4 Stochastic Neural Network: A Semi-analytical Ap-
proach 
As mentioned in the previous chapters, noise-driven neural network can demonstrate 
rich variety of interesting phenomena. Most examples include SR, CR, noise-induced 
oscillations, phase transition, and stochastic synchronization. In spite of its impor-
tance, the main analysis of noise-induced dynamics and of its control is still widely 
based on numerical studies. We considered this problem and begin with the possi-
bilities of developing a suitable analytical or semi-analytical method for the analysis 
of noise-induced collective motion. We want to investigate the cooperative dynamics 
exhibited by the noise-driven ensemble of globally coupled excitable neurons and the 
efficiency of TDFC in manipulating the various dynamical properties of the system 
in a prescribed manner. 
We refer to Eqs. (7) as a paradigmatic model of a stochastic neural network 
with externally applied TDFC. Our model is represented by a system of N nonlin-
ear SDDE. The rigorous method to obtain a description of collective behavior of N 
stochastic units would be via the introduction of the joint PDD PN(Xj, Yl, X2, Y2, ..• , XN, YN, t) 
between all system variables for any time moment t. However, this method would 
be obviously inconvenient since PN is a function of 2N + 1 variables, where N is 
usually a large number. Previous studies suggest that one possibility to delve into 
the dynamical properties of such highly complicated systems is through the nonlin-
ear Fokker-Planck equationl5 and its solution.· Let us examine the efficiency of the 
FPE approach in describing the cooperative stochastic dynamics of coupled FHN 
oscillators. 
4.1 The Fokker-Planck Equation Approach 
Acebron and co-authors [206) consider two separate cases: the noisy single, and glob-
ally coupled, FHN models subject to an external sinusoidal injection (or "probe") 
signal, and derive the FPE. They were interested in a computation ally fast and ef-
ficient numerical solution of the FPE, so they employ an efficient spectral method 
15See Appendix 11.3 
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instead of traditional finite difference [207J or finite element scheme [208J. Next 
follow some interesting general details of their exciting work with single and cou-
pled FHN systems, which would be interesting to consider before introducing our 
approach to the problem. 
For the case of a single noisy FHN model one can readily write the FPE by 
using standard approaches. However, to solve these equations Acebron et a1 begin 
with the expansion of the probability density using a basis of Hermite polynomial 
[209J. The expanded version of probability density is then inserted back into the 
corresponding FPE to obtain an infinite hierarchy of coupled ODE for moments 
of (m + n)th order (denoted as r::' in their paper, where r::' = E(xnym) and E is 
expectation). Further they suggest to truncate the hierarchy at some finite n = N 
and m = M. They compare the solution of Langevin equations16 (Le. SDE) obtained 
by traditional averaging process over a large number of realizations, with the solution 
obtained from solving the FPE using the above-described spectral method. For a 
single noisy FHN oscillator they demonstrate that the results obtained from the 
spectral method (truncated at N = M = 7 for large noise and N = M = 30 for 
small noise) can provide almost perfect match with the results obtained from the 
more conventional and time-consuming technique based on numerically integrating 
the coupled Langevin equations. 
Acebron et al are aware of the fact that to write a FPE for N globally coupled 
FHN model requires special tricks. However they know that in the thermodynamic 
limit (N --> 00) the models with mean-field coupling can be described by an evolution 
equation for the one-particle probability density. This can be done by the virtue of 
molecular chaos theory!7, which allows one to assume that for a considerably large 
ensemble of identical units, each unit is independent and uncorrelated. Further, 
each identical and uncorrelated units obey some unknown identical distribution and 
follows the law of large numbers. The law of large numbers allows for asymptotically 
16 A Langevin equation is a SDE describing Brownian motion in a potential. Let x(t) be the 
temporal variable which is subjected to external noise then the corresponding SDE for the time 
evolution of x(t) is called a Langevin equation and includes random parts [210]. 
17In kinetic theory in physics, molecular chaos is the assumption that the velocities of colliding 
particles are uncorrelated, and independent of position. This assumption, also called in the writings 
of Boltzmann the Stosszahtansatz (collision number hypothesis), makes many calculations tractable. 
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(Le., in the limit of N -; 00) equating the time-dependent mean field with the 
average over one-particle distribution density. Thus, one can asymptotically equate 
the hierarchy of equations for all the multi-particle probability densities to one-
particle distribution density. 
After introducing the above-mentioned presumptions, Acebron et a1 were readily 
able to write the FPE, being the partial differential equation for the time evolution 
of one-particle probability density. Following the analogy with the single FHN unit, 
they solve the FPE using an expansion in Hermite polynomials to obtain an infinite 
hierarchy of first-order nonlinear ODE for moments. They suitably truncate the 
hierarchy and provide an excellent match between the results obtained from the 
solution of the FPE with the solution of the Langevin equations obtained for a large 
number of FHN oscillators (5000). They substantiate many interesting results and 
claim that the numerical computation of FPE was 80 times faster then the direct 
simulation of SDE. Most importantly, they establish that the solution of the FPE 
corresponding to N -> 00, provides an excellent agreement with the finite N case 
and shows that 5000 is already close to infinity for all practical purposes. 
For our paradigmatic model Eqs. (7) with N -> 00, based on the molecular 
chaos theory and law of large numbers we can equate the time-dependent mean field 
tothe distribution density averaged over one particle, Le. x(t) = J xP(x, y, t)dxdy. 
Also, the FPE for one-particle density P = P(x, y, t) for Eqs. (7) reads: 
8P 
E-8t 
__ 8_ [X(t)(l-"'I) _ x3 (t) _ y(t) 
8x(t) 3 
+ "'I J x'(t)P(x',Y',t)dX'(t)dY'(t)]p 
8:rt) [(x(t) + a) 
+ K {J y'(t - r)P(x', y', t - r)dx'(t - r)dy'(t - r) 
J y'(t)P(x', y', t)dX'(t)dy'(t)}] P + T 8~~~)' (8) 
Notably, for a large network of the coupled excitable systems a systematic analytical 
solution of the FPE (8) is still not available. Moreover, the evolution of the system in 
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terms of the solution to the FPE (8), which is a continuous function of two variables, 
might be somewhat inconvenient to interpret and to visualize. For that reason and 
to secure our research concerns we want to develop a systematic analytical method, 
which does not require an explicit analytical expression for the probability density. 
Next, we will consider the famous Gaussian Approximation Method. 
4.2 Gaussian Approximation Method 
We critically consider the retrospect of some other studies, which favour to scruti-
nize the dynamics of cumulants of the PDD. In this section, I particularly describe 
the most exciting analytical methods that were extensively employed to describe the 
dynamics of highly complicated coupled system of N nonlinear SDE. These meth-
ods are based on deriving a system of equations governing the time evolution of 
cumulants of one-particle PDD. As described before, in the thermodynamic limit 
(N -> 00) the models with mean-field coupling can be described by an evolution 
equation for the one-particle probability density in virtue of molecular chaos theory 
and law of large numbers. In fact, there would be a discrete infinite set of cumu-
lants accounting for an unclosed set of ODE for these cumulants, where nth order 
cumulant equation may contain higher order cumulants. However, in order to tackle 
the problem, one can always consider some additional assumptions about the PDD 
and can reduce the number of non-zero cumulants considerably to make the anal-
ysis tractable. On the whole, this can be well done by considering some suitable 
approximation for the PDD. 
The simplest and best-studied approximation is the Gaussian approximation18, 
which is based on approximating the distribution of the state variables of the system 
by a Gaussian function. In Gaussian distribution third- and all higher-order cumu-
lants are zero, and hence it allows one to reduce the infinite-dimensional problem 
to a low-dimensional model. For the stochastic neural networks and in particular 
for the networks of the stochastic FHN oscillators reliability of Gaussian approxi-
mation was tested in [147, 148, 109J. Next, I will present a brief description oHhe 
l8The Gaussian approximation consists of neglecting all cumulants above the second order and 
thus reduces the dynamical description to the dynamics of the first two moments only. 
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work, based on the concept of cumulant or moment dynamics and benefited from 
the concept of Gaussian approximation. 
Rodriguez and Tuckwell (RT) Method 
Let us begin with the method proposed by Rodriguez and Tuckwell (referred as RT 
method) to study the behavior of noisy stochastic models. They exploit molecular 
chaos theory and law of large numbers to replacing the system of N coupled SDE 
with an equivalent system of deterministic equations representing the dynamics of 
the moments or cumulants of one-particle PDD of the state variables (in particular 
for the means, variances, and covariances) [147J. For a complete description of the 
PDD infinitely many cumulants or moments have to be taken into account. How-
ever, to resist the problem, RT take advantage of the assumption that when the 
intensity of random fluctuation is relatively small, then the time-dependent pro ba-
bility distribution of state variables can be roughly approximated with a Gaussian 
distribution, and thus exploit the Gaussian approximation method. 
With Gaussian approximation RT formulated the finite system of deterministic 
cumulant equations for a general N-dimensional random process with components 
satisfying the SDE: 
m 
dXj(t) = h(X(t), t)dt + L,gjk(X(t), t)dWk(t), 
k=l 
where X(t) = [(Xl (t), X2(t), ... , XN(t», t ~ 0, and N ~ 1J, and Wk = 
[Wk(t), t ~ DJ are standard Wiener processesl9 for k = 1,2, ... , rn. Since the general 
expressions for the cumulants incorporate infinite sums, as a secondary approxima-
tion, RT agreed to introduced a second-order Taylor expansion in the expression of 
the cumulants of system variable. Further they applied their method successively 
to formulate the deterministic cumulant equations up to the second order for the 
prototype FHN model [211 J, and HH model [212J. As they pointed out, their ap-
proximation was able to provide an excellent agreement with the transient behavior 
observed in simulations of the .stochastic system, but only for low noise intensities. 
19For each k, (Wk) = 0, Wk(O) = 0 with probability I, and variance (Wk(t)W,(t)) = t. For more 
details please refer to Appendix 11.9. 
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Their approach appears to break down after some time duration, and therefore it 
is definitely not an optimum choice for investigating the asymptotic behavior of a 
noisy neuron model. 
G Method 
No doubt Tanabe and Pakdaman were aware of the limitations associated with the 
RT's method. So they report a possible modification of the RT method, they call it G 
method, such that it enhances the accuracy of the approximation without including 
the higher-order cumulants [148J. They begin with the RT's primary assumption, i.e. 
that the probability distribution of the system variables is approximately Gaussian, 
so that it can be entirely characterized by the first- and second-order cumulants. 
After that, instead of introducing the secondary approximation (i.e. approximating 
the expressions for cumulant equation with the second-order Taylor expansion) they 
exploit the fact that if the deterministic parts of the SDE are polynomials, then un-
der the Gaussian assumption one can obtain the exact expression of the cumulants 
equations in terms of first- and second-order cumulants of the variable. Their modifi-
cation makes the expression for the cumulant equations exact and hence can provide 
a better approximation than RT's approach. They demonstrate the efficiency of their 
approach to better characterize the behavior of the underlying stochastic process in 
the case of the noisy FHN model. In the next section, the moments (or cumulants) 
dynamics approach has been described in general. 
4.3 Moments Dynamics 
The moments dynamics approach is an appealing approach based on the dynamics of 
the moments of a distribution [2, 146, 210J. In [21OJ, moments dynamics approach 
has been exploited to describe the dynamics of the coupled stochastic excitable 
system and here I will present the most essential features of the method. 
Authors considered a general set of Langevin equations describing a system of 
globally coupled SDE: 
dXi ill = l(Xi, (x)) + g(Xi)~i(t), i = 1, 2, ... , N, (9) 
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where, (x) = 2::!! Xi is the averaged x variable and c'i(t) represents Gaussian white 
noise characterized by 
(t,i(t)) = Oj 
To serve the general requirements of the system under consideration, function I has 
the form 
I(Xi, (x)) = !(Xi) + I'((x) - Xj) 
with l' as coupling strength. Further, they take an average over Eqs. (9) and make 
a Taylor's expansion2o of the right-hand side around (x) (the mean of ensemble) to 
get: 
(10) 
Here, Itn = ((x - (x) )n) are the time-dependent central moments and the superscript 
in I(n) denotes the n-th derivative of I w.r.t. it's argument x. Furthermore, to 
provide an accurate description of the ensemble they reveal the dynamical expression 
for the moments: 
00 
"( ) Itn-2+mT( 2( ))(m) I + L- n n - 1 I 9 X x~(x)· 
m. 
m=O 
(11) 
They indeed express their concern for the models with more than one dynamical 
20If a function f(x) is infinitely differentiable in the neighborhood of a real or complex number 
a, then it can be expanded in the form of a power series: 
00 f ln )( ) 
f(x) = L _,_a (x - al", 
n. 
n=O 
where n! is the factorial of nand j(n)(a) denotes the n-th derivative of f. Moreover, one can 
generalize the Taylor series to the functions of more than one variable, Le. 
00 00 an, an, f( ) f( ) - '" '" 'a" ... , ad ( )n, ( )n" Xl, ... , Xd - L- ... L- f) nl ... 8 n,l , 1 Xl - at . .. Xd - ad . 
n1=0 n(!=O Xl Xd nl .... nd. 
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variable, as in case of FHN system, and so they introduce the mixed central moments, 
e.g. for two variables x and y one can have Itn.m = ((x - (x))n(y - (y)r) (and 
equivalently for more variables). With all the beauty of the moments dynamics 
approach, one can easily notice that Eqs. (10) and (11) incorporates infinite sums 
and only when f and 9 are polynomials, these sums break off at some final value. 
Apart from this, the dynamics of the n-th central moment generally depends on 
other, higher moments. 
Since the system of equations (11) forms an infinite set of coupled ODE, one 
has to consider some appropriate approximation for the system of equations (10) 
and (11), to keep the problem tractable. Authors propose two main approaches to 
achieve this: One way is to neglect the central moment from a certain order on, while 
another way is to neglect the cumulants from a certain order on [213]. The authors 
justify their preference for the Gaussian approximation and argue that unlike to 
many other distributions, Gaussian is a normalizable, non-negative PDD. However, 
one can also consider truncation of the moments or cumulant series at some other 
more preferable order. 
On the account of simple applicability Gaussian approximation method has been 
successfully applied to a variety of highly complex globally coupled stochastic sys-
tems and helped to provide a quick semi-analytical investigation of the essential dy-
namical behavior. Significantly, this approach authorizes noise intensity to appear 
as an additional parameter in the cumulant equations. Competence of Gaussian ap-
proximation has been successfully verified for noisy self-sustained oscillators [214], 
bistable units [146, 215, 216], phase oscillators [217, 218, 219, 47], and excitable 
FHN units [109, 218] coupled via the mean field. In [220] stochastic bifurcations in 
coupled stochastic FHN units were studied when N was allowed to be large, but 
finite. Based on these information, it is fair and sensible to begin our theoretical 
analysis with Gaussian approximation method. 
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5 Noise-induced Cooperative Dynamics: Without Feed-
back 
On the account of the literature survey, we understand that random perturbations 
can have dramatic effects on the excitable systems, and thus can lead to the new 
dynamical behavior [as described in Chapter 1J. It would be more exciting to explore 
the noise-induced dynamics in the stochastic neural network of coupled FHN system 
and to investigate the likelihood of its control. In this chapter we will present the 
noise-induced collective dynamics in a large network of excitable units, initially in 
the absence of feedback force. We have arguably the simplest model of a stochastic 
network of excitable units, where each unit has been modeled with FHN system in an 
excitable regime Eqs. (7). Moreover, we introduced the simplest form of mean field 
coupling and in our network each unit has been perturbed by independent sources 
of Gaussian white noise. 
During this episode of our research when we are trying to understand the dy-
namics of control-free system, we can refer to the elegant .work of Zaks et ,,1 [109J. 
Authors obtained an approximate system of only 5 deterministic cumulant equations 
Eqs. (12) for the given large network of coupled FHN units Eqs. (7) in the absence 
of feedback. The 5 deterministic cumulant equations without delay as appeared in 
Zaks et.a!. [109J read: 
dmx 
E--dt 
dmy 
dt mx+a, 
(12) 
Zaks et.a!. [109J exploit Gaussian approximation method to describe the mechanism 
of collective behavior in an ensemble of N globally coupled excitable FHN units 
where each unit is perturbed by independent sources of Gaussian white noise. They 
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perform the bifurcation analysis of deterministic cumulant equations Eqs. (12) and 
demonstrate that their results are in good qualitative agreement with the results 
obtained from the ensemble of N globally coupled excitable FHN units. 
My research work has been motivated by the problem of controlling large stochas-
tic network. Hence, my work has been intended to allow space for the delay term in 
the ensemble of N globally coupled excitable units and also in corresponding deter-
ministic cumulant equations. In any case before considering control in our network, 
it is essential to understand various dynamical properties of our system in the ab-
sence of delay. One can easily notice that without feedback, system of 2nd-order 
cumulant equations (13), obtained by exploiting Gaussian approximation method, 
for our system Eqs. (7), is identical to one considered by Zaks et al, Le. Eqs.(12) 
[System of cumulant equations Eqs. (13) has been derived in Chapter 7]. Therefore, 
for consistency and to enable comparison with future works, most of the parame-
ter values are taken as in [109]. However, in [109] N = 10000 units were used for 
numerical integration of SDE, while we opt to choose N = 5000. 
By now we are obviously interested in exploring and comparing the dynamics 
of a large network of stochastic excitable FHN units and the system of cumulant 
equations. A detailed description of our system of stochastic (Langevin) equations 
Eqs. (7) has been already presented in Chapter 2, yet it would be beneficial to 
highlight a few important aspects here. 
Each noise driven unit in our network is represented by the FHN system and is 
coupled through the mean field. To ensure that each uncoupled unit in the network 
is in excitable regime we need to choose the value of parameter E and a carefully. 
In neuronal models the variable Xi essentially changes much faster than Vi, and so 
the time scale parameter E is chosen positive and much smaller than 1. With this, 
the change in the parameter a may induce Andronov-Hopf bifurcation. Notably, 
for lal < 1 the system demonstrates periodic self-oscillations, however excitability is 
ensured only if we fixed the value of lal slightly larger than 1. We fix E = 0.01 and 
a = 1.05, for our entire computational task. Further, we apply Gaussian white noise 
only, and in the absence of noise each individual neural unit posses a stable fixed 
point as the only attractor. 
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Since we are interested in the survey of the various dynamical regime of cou pled 
FHN system Eqs. (7) in the absence of control, for all computations in th is chapter 
we have set the feedback parameter J( = O. We will now scrutin ize the collective 
dynamics of the stochastic network Eqs. (7), depending on the two main parameters 
of interest: coupling strength (r) and the noise intensity (T). 
5.1 Stochastic Synchronization in Stochastic Equations 
Wi thout coupl ing. y .. 0.0 With coupling y .. 0.05 With coupling, y .. 0. 1 
f f f 
Figure 7: Realization of 10 ind ividual units from a network of 100 units (i.e. 
N = 100) as described by Eqs . (7). Noise intensity is T = 0.005, and the data 
in each column are given for I indicated on the tops of the graphs. 1 sL colu mn: 
with no coupl ing oscillators are independent and so no synchronization; 2nd column: 
moderate coupling and so t here might be some interaction among oscill ators how-
ever no synchronization; 3,·d column: coupling is sufficiently strong to synchronize 
the different units in the networ k. 
At I = 0 the dynamics of each different neural units is independent of other 
units. This means if we place a single unit inside the network with no coupling then 
the same unit will spike independently of other units in t he network . However, if 
we introduce the mean field coupling, then each single unit star ts interacting with 
other units in t he network. The coordination between different uni ts depends on 
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the strength of the coupling among them, and each different uni t can either spike 
independently of each ot her, or spike mostly together, or be in any state in between 
these two extremes, as illustrated in columns 1-3 of F ig. 7. 
To assess the behavior of individual unit in a large network is til"esome and 
often not practi cally possible. However, one can exploit the fac t t hat all of the 
network ciynalnics emerges due to the interaction of each single unit with many 
other connected units and can be realized t hrough the large ampli tude coordinated 
firing of many uni ts [62, 171, 172, 173]. On t his account, instantaneous mean fi elds 
NIx and /lily) which are easily accessible in practice can be lIsed as a means to visualize 
the collective dynamics of the network. Apart from this, we will define a threshold 
level MxT = 1 in the x-mean field , an up crossing of which is considered as the onset 
of a spike. 
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F igure 8: For two di fferent network sizes N = 100 (grey, green online li nes with 
circles) and N = 5000 (black lines wit h stars), variance of mean field (ax') is plotted 
against coupling strength (-y) at three different noise intensities : (a) T = 0.00027; 
(b) T = 0 00028; and (c) T = 0.00031. 
Numerical studies have shown that FHN system either considered as a single 
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unit21 or as a network subject to Gaussian white noise can demonstrate stochastic 
synchronization [9, 129, 130, 132]. For coupling st rength greater t han some critical 
value Eqs. (7) can demonstrate stochastic synchronization through Kuramoto self-
synchronization transition [217, 222, 223, 224, 225, 226, 227, 228, 229, 230). 
The phenomenon of Kuramoto self-synchronization transition explains how syn-
chronization transition occurs in a large ensemble of globa lly coupled oscill ators [lOJ. 
Ini tial ly, each oscillator in an ensemble oscillates wi th some fi ni te frequency and their 
common rnean field is noisy. However, there always exists some most preferred value 
of oscillating frequency. T herefore, there do exists at least two osci llators in the 
ensemble that have very close frequencies, and for sufficiently strong coupling they 
can easily synchronize. As a result, the contribution to the mean field at the fre-
quency of these synchronous oscillations increases. This increased component of the 
driving force (mean-fi eld) naturally entrains other elements that have close frequen-
cies; this leads to the growth of the synchronized cl uster and to a further increase 
of the component of t he mean field at a certain frequency. This process develops, 
and event ually almost all elements join the majority and oscillate in synchrony, and 
their common outpu t mean field is not noisy but rhythmic. 
To illustrate the amount of the synchronization within the network as a whole 
we can refer to Fig. 7 where t he realizat ions of the 10 uni ts and the mean-fi eld }\If x 
for x-variable, in the network of 100 units, is show n at T = 0.005. We observe that 
when I = 0 (i .e. no coupling) and I = 0.05 (i.e. coupling is below the critical value) 
the elements of the network are not synchronized and so t he amplitude of mean-field 
}\Ifx oscill ations for x-variable is almost zero. However, when I = 0. 1 (i.e. coupling 
is suffiCiently strong), synchronization between the spiking units occurs, and the 
mean-fi eld starts to exhibits spiking events with some fini tely large amplitude. In 
this spirit , one can use variance of the mean-field as a measure o/" synchronization: 
zero or relat ively small variance would mean no syncl1l'ol1ization 1 while large vari ance 
would imply synchronous spiking. 
Mathematically, the variance of a random vari able, probabili ty d istribution , or 
sample is a measure of statistical dispersion , averaging the squared distance of its 
21 1n a Single unit, the concept of synchronizl-l.tion can be understood in terms of Srt [221 ]. 
66 
possible values from the expected value (mean). For a network of N globally coupled 
FHN oscilla tors descri bed by Eqs. (7) one can define t he variance of the mean-field 
where mi(t) is the average of Xi (t) taken over sufficiently long realizat ion and the 
mean-field Mx (t) can be evaluated as Mx(t) = -k 2:::, mi (t), i.e. the average over 
ensemble. 
It would be interesting to catch sight of the onset of the phenomenon of stochastic 
synchronization in Eqs. (7) with respect to the var iation in t he coupling strengt h. 
We choose two different network sizes N = 100 and N = 5000. In Fig. 8 the 
variance of mean field (uxz(t)) as the measure of amount of synchronization is 
plotted against t he coupling strength at three different values of noise intensities: 
small noise T = 0.00027 (Fig. 8(a)} moderate noise T = 0.00028 (Fig. 8(b)} and 
big noise T = 0.00031 (Fig. 8(C) ). Solid black lines with stars shows the results for 
N = 5000 and grey (green online) lines with circles shows the results lor N = 100. 
From Fig. 8, one CaJl easily detect t hat for all three different values of T , in both 
the cases (i .e. N = 100 and N = 5000), there exists a certain range of values for 
the coupling strength (1') for which the variance of mean field is nOIl-zero. It means 
that synchronization occurs in t his range of coupling st rength. It is not surprising 
that there exists a critical val ue of I above which synchronization starts. However, 
it is somewh at counterintui tive that if , is too large) synchron ization ceases and the 
network is desynchronized again. When the number of coupled uni ts is relatively 
small (i. e. N = 100), the transit ion from synch ronous to nonsynch ronous behavior 
is gradual ancl is accompanied by the smooth decrease of oxz(t) to zero. H owever , in 
a considerably larger network (i.e. N = 5000) this transition is more abru pt. Apart 
from this, quali tative behavior of the network in both cases remains almost identi cal 
for vari ation in the noise intensities. However, in case of N = 5000, one can clearly 
notice that by increasing t he noise level one can enla rge the range of values for the 
coupling strength for which synchronization can OCcur. 
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Figure 9: Phase Portrait and realizations of the mean field at different values of / 
indicated to the right of each row for two different network sizes: N = 100 (grey, 
green on li ne) and N = 5000 (black) . For clarity realizations of Jl!Ix for different N 
a re shifted against each other. 
With this, to illustrate the difference in the behavior of the system dependi ng 
on the size of t he network , let us inspect t he phase portrait and real izat ions of the 
mean fields J1!I.~ and My at some fixed noise st rength (T = 0.00031). In F ig. 9, we 
compare the different dynamical regimes of our network for N = 100 and N = 5000 
and inspect their behavior at t hree selected values of coupling strength /. At small 
'( = 0.02 below the critical value (around / = 0.03), in both the cases we have 
subthreshold chaoti c oscillations which implies no synchronization. However, when 
we select the coupling strength beyond the criti cal value, then for the same set of 
parameter values stochastic networks with difFerent sizes appears to demonstrate 
comparatively different behavior. At / = 0.04 , t he network with N = 100 un its 
displays almost periodic spiking, while the network wi th N = 5000 demonstrates 
occasionally interrupted sp iking. When we opt for / = 0.12, we fi nd that the 
network with N = 100 uni ts displays subthreshold oscillations with no spikin g, 
while the network with N = 5000 units appears to demonstrate chaotic spiking. 
T hese results clearly imply that the network s ize has crucial impact o n t h e 
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collective behavior of the e ntire ensemble. So in order to select t he appropriate 
network size for our further work, it would be beneficial to refer to the Acebron et 
aJ [206J. They investigate t he solution of t he FPE correspond ing to N -> 00 for a 
coupled stochastic network of FHN system . They report that the solu tion of the 
FPE corresponding to N -> 00, provides an excellent agreement with t he solution 
obtained from numerically simulating the system of stochastic equations with finite 
N, and verify that N = 5000 is al ready close to infinity for all practica l purposes . 
So from now and on we will fix N = 5000 in Eqs. (7) for most of our work until 
unless specified. 
5.2 Effects of Noise on Cooperative Dynamics : Stochastic versus 
Cumulant Equat ions 
The generation of a spike in an excitable system mainly consists of two stages: 
an activation stage during which the system has to wait for a suffi ciently large 
perturbation before it can make an excursion ) and an excursion stage which obviously 
means excursion itself. In general, excursion t ime hardly depends on the properties 
of random perturbation (i.e. applied noise) and is almost completely defined by t he 
deterministic properties of t he system. On the contrary, if all other parameters are 
fixed , one can clearly register a strong dependence of the activation tinlC on the noise 
intensity. [n simple words. one can manipulate the frequency of the noise- induced 
oscillations by varying the noise strength. In addition, often there is some finite value 
of noise intensity for which system demonstrates most regular spiking behavior. This 
is the phenomenon of CR. The phenomenon of CR has been invest igated for the 
single FHN system in [43J. Further in [109], CR has been reported for a noise-driven 
network of globally coupled FI-IN systems. 
In th is section we will describe various possible different dynamical regimes of 
collective behavior in t he stochastic network of coupled FHN systems Eqs. (7), de-
pend ing on the level of applied noise. As specified , we will fix the network size to 
N = 5000 and coupling strength to 'Y = 0.1 in Eqs. (7). Along this, in order to 
a llow cri tical comparison of the resu lts obtained from the system of stochastic equa-
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tions (referred as Langevin Equations) Eqs. (7) and from the approximated system 
of 5 deterministic cumulant equations (referred as 2nd order cumulan t equations) 
Eqs. (12), we wi ll fix the value of coupling strength 'Y = 0.1 in Eqs. (12). 
Based on the amplitude of the oscillations of the mean fi eld , the dynamical 
behavior can roughly fall into two different classes: small am pl itude subthreshold 
oscillations around the fixed point and large amplitude superthreshold spiking. In 
there turn both subthreshold and superthreshold oscillations can be either periodic, 
or chaotic. Three different kinds of oscillations of the mean fi eld have been illustrated 
for Langevin Equations and 2nd Cumulant Equations [Fig. 10, 11 , and 121. We will 
regard subthreshold oscillations of the mean fi eld as the evidence of the absence of 
synchronization in the network, and the superthreshold spiking as the evidence of 
stochastic synchronization of the units of the network. 
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Figure 10: Phase portrait and realizations at 'Y = 0. 1 (NO SYNCHRONIZATIO N). 
Upper Panel: Noise -i nduced subthreshold oscillations of the mean field at T = 
0.00027 in stochastic equations Eqs. (7). Lower Panel: Similar kind of dynamical 
behavior in approximated system of 2nd order cumulant equations Eqs. (12) at 
T = 0.001585, 
Initially, in the absence of noise (T = 0), there wou ld be on ly a stable fixed point 
ancl nO oscillations of the mean-fields are possible in the Eqs. (7). However, as soon 
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Figure 11: Phase port rait and realizations at I = 0.1 ("chaotic" SYNCHRO-
NIZATION) . Upper Panel: Noise -induced chaotic spiking of the mean fi eld at 
T = 0.00028 in stochastic equations Eqs. (7) . Lower P anel: Similar ki nd of dy-
namical behavior in approximated system of 2n d order cumulant equations Eqs. (12) 
at T = 0.001586 . 
as) we introduce noisy perturbation in the netwo rk) each individual un it resting in 
t he network forced to leave the rest state and often made a la rge excursion in t he 
phase plane (spikes). Due to the presence of Gaussian noise t heir might be occasions 
when a large subset of individual uni ts in the network fire near ly simul taneously 
even for arbi trary small noise intensity T , but due to limi tations associated with the 
possible in tegration steps for t we can never observe them. For sufficiently small 
value of T t hese individual uni ts spike occasionally and t his spiking events are less 
frequent in time and hence do not cont ribute to t he mean fields. Hence for the small 
value of noise intensity (T = 2.7 x 10- '1) in Langevin equations Eqs. (7) we can only 
observe small subthreshold chaotic oscillat ions of t he mean field. For this setting 
of parameters , t he mean fiele! exhibits only minor excursions from some average 
value Fig. 10, upper panel. The dynamics of Our stochastic network of exci table 
systems is somewhat similar to the spiral chaotic attractor and t he network is in 
purely clesynchronizecl state. Notably, in the cumulant equations Eqs. (12) , we can 
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Figure 12: Phase portrait and realizations at 'Y = 0.1 (SYNCHRONIZATION). 
U p per Pan el: Noise -induced regular spiking of the mean field at T = 0.00031 in 
stochastic equations Eqs. (7) . L ow er P anel: Similar kind of dynamical behavior 
in approximated system of 2n d order cumulant equations Eqs. (12) at T = 0.0024 . 
obtained the simila r kind of dynamical behavior at T = 0.001585 (Fig. 10, lower 
pan e l). Thus for small level of noise intensity both the systems are in desynchronized 
s tate. 
As we move forward and increase the level of noise in our stochastic network, 
we can witness the rise in the amplitude of these subt hreshold oscillat ions, wh ich 
can be real ized as the more pronounced pattern of the multi band chaotic attractor 
in t he corresponding phase space. As reported in [109] a qualita tive t ransition in 
the phase plane can start from the T = 2.76 X 10- 4 and we can observe minor 
small su bth reshold oscillat ions of tbe mean field which a re interrupted by the large 
amplitude supert hreshold oscillations (spikes) . We call this event as chaoti c spiking 
of the mean fi eld. The a ttractor for t he chaotic spiking consists of the small and large 
loops in the corresponding phase portrait. For some moderate value of noise in tensity 
T = 2.8 X 10- 4 in the Langevi n equations Eq. (7) , we can observe the chaotic sp iking 
of the mean fi eld (Fig . 11 , up p er pa ne l). For these settings of parameters the 
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stochastic network of excitable systems exhibits "chaotic" synchronization. Beside 
these one can observe the interrupted chaotic spiking even in the case of cumulan t 
equat ions Eqs. (12). By setting T = 0.001586 one can initiate the chaotic spiking 
in the simple system of 2nd order cumulant equations Eqs. (12) (see Fig. 11 , lower 
panel). 
\Nith further increase in the value of the noise level T , the number of sma ll a.m-
pli tude subthreshold oscillations between two subsequent spikes drops steadily and 
hence the time interval between the spikes (i .e. interspike intervals) becomes shorter. 
Finally, for some finite value of noise in tensity T , such small ampli tude subthreshold 
oscillations between two subsequent spikes disappears completely and the mean fi eld 
demonstrate noninterrupted regular spiking. This is the phenomenon of CR. The 
phase port rait corresponding to the regular spiking evolves in an attractor, which 
is consisting of large-scale limit cycles. To launch the regular spiking dyna mi cs in 
the Langevin equations Eqs. (7), we will op t fo,' T = 3.1 X 10- 4 With mean fi eld 
exhibiting regular spiking we say that the network is in synchronized state (Fig. 12, 
uppe.· panel). To capture the regular spiking in the cumulant equations Eqs. (12) 
wc have to select some suitable value fo r T. For T = 0.0024 cumulant. equations 
Eqs. (12) begins to demonstrate regular spiking dynamics. 
So by now we ident ify t hree d ist inct va lues of no ise intens it ies w hi ch 
can evoke q ualitatively diffe re nt dynamical behavior in th e stochastic 
network of excitable F H N sys t em s E qs. (7). Interestingly, we not ice 
that one can evoke a lmost sim ila r kind of dy namical behav ior in t he 
corresp o nd ing s im ple system of cu mulant equations Eqs . (12) as we ll. 
However , t here is a price fo r i t. In order to co m pare t he dynam ics o f 
stochast ic eq uat io ns a nd cum ulant equat ions effectively, we assig n t he 
same values to al l the parameters in both t he eq uat ions E qs. (7) a nd 
(12), EXCEPT the noise intens it ies . vVe admit that to achieve all t he three, 
quali tatively distinct, dynamical regimes in the cumulant equations, we have to 
slight ly adjust the noise intensities with those used in the case of the stochast ic 
equations. In spi te o f t hese, c umula nt eq uat io ns s ho uld be app.'ec iated for 
being na ive s imple to cap t ure a lmost a ll essen t ia l dy namics o f t he highl y 
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complicated stochastic network of excitable FHN systems. In addition 
t hey ar e too easy to s imulate a nd open to any fut·the,· possible theoret ical 
a na lysis. 
With this, we re-obtained the bifurcation diagram of 2nd order cumulant equa-
tions in the plane of parameter (T, ,,) , which can be referred in the Chapter 9. 
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6 Survey of Probability D ensity Distribution m the 
Stochastic Equations 
To characterize the collective dynamics of the large stochastic network within the 
theoretical framework , in conjunction, to the numeri cal investigation of parad igm 
model consisting of complex system of coupled SDEs is major challenge of my re-
search work. Our knowledge suggest that, in contempt of its signific" nce t he main 
analysis of the collective stochas tic motion in the network of globally coupled ex-
citable systems, is still widely based on t he numerical studies . However, as suggested 
by some previous studies, one can delve into t he dynamical properties of such a 
highly complicated systems in a semi-analytical manner. An extensive descrip tion 
of various approaches to t he problem has been thoroughly discussed in the Chapter 
4. 
In t he present work we put ou r reli ance on the cumulants dynamics a pproach. 
This elegant method propose a systematic replacement of the highly complex system 
of N SDEs with a much simpler system of deterministic equations representing the 
dynamics of the cUl11ulants of the state vari abl e. vVith t his approach one can deri ve a 
system of simple deterministic equations governi ng the time evolution of cumulants 
of one- part icle probabili ty dist.ribution of t he system variables. In order to account 
for an exact solution with cu mulants dynamics approach, one have to consider an 
infini te number of the cumulants, which is practically impossible. However, at t his 
stage, some add itional assumptions about t he probabili ty distribution of t he system 
variable might help to red lice the number of non-zero cumulants considerably and to 
make t he aJlalysis t ractable. For t hat reason, we decided to undertake a systematic 
in vestigation of the PDD of t he system vari ab les in our system of SDEs, Eqs. (7). 
We decided to numerically investigate the POD of x and y vt\ri t\bles in t he system 
of globaJly coupled stochastic equat ions Eqs. (7) for N = 5000 units. 
As we know, bifllrcation is defined as a qll a li tative change in the asymptotic 
dynmnics of t he system, usually occurs when a parameter is moved across a cri tical 
value. In th is respect, one cOllld expect to obser ve quali tative changes in t he behav-
ior of the stochastic network due to t he pmameter mod ulation. In our stochastic 
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network when we opt to switch off the feedback force, main parameters of the inter-
est remains: the coupling strength 7, and the noise intensity T. Hence, in order to 
follow a systematic investigation of PDD of system variables in various dynamical 
regimes that can be obtained due to parameter modulation , we wi ll simulate SDEs 
Eqs. (7) at various sets of parameters (T, 7) . 
We can refer Chapter 5, to identify cri tical values of parameter (T, 7) that cor-
responds to various dynamical regimes in stochas ti c equations Eqs. (7). In general, 
we know t hat at 7 = 0.0 there will be no synchron ization in network for any value of 
T. However, if we set 7 = 0.1 then we can obtain three different dynamical regimes 
depending on the noise level in the network: for relatively small value of noise in-
tensi ty (at T = 0.00027) t here will be no spiking of the mean field , which refl ects 
to the non-synchronous network , and the synchronous network can be described by 
either or both: chaotically synchroni zed spiking of the mean fi eld (T = 0.00028), 
and periodically synchronized spiking of the mean fi eld (T = 0.00031 ). Next we will 
examine the PDD of t he system variables for non-synchronous network by setting 
7 = 0.0 , a nd for synchronous network we set 7 = 0.1 and consider two cri tically 
different value of noise intensity: T = 0.00028 and T = 0.0003l. 
6.1 PD D for Non-synchronous Network 
When 7 = 0.0 (without coupl ing), the stochastic network represented by Eqs. (7) is 
uncoupled and each unit in the network osci ll ates independently under t he influence 
of Gaussian white noise. Since there is no interaction among the various uni ts in the 
network their common mean fi eld is noisy and fluctuates in the small neighborhood 
of some constant value. Of course, mean fi eld ]\IIx display nO spiking events, which 
corresponds to no synchron ization in the network . We plotted numerically obtained 
one-d imensional PDD22 of x variable p{ (x , t) and the realization of the x mean 
field ]\IIx(t) for N = 5000 uni ts in SDEs Eqs. (7), at two different values of noise 
intensit ies T Fig. 13. In Fig. 13, we plotted one-dimensional PDD for x-var iable in 
a finite time frame: U pper Panel for smal l value of noise intensity T = 0.00028; 
22N umeri calmethod for es timating I-dimcnstional POD from an ensemble of real ization has been 
described in Appendix 11 .6. 
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PDD and realization at y = 0.0 (Without Coupling) 
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fi gure 13: Numerically obtained one-dimensional PDD pf (x , t) for variable x , and 
the mean fi eld J1Ix (t) in SOE Eqs. (7) for N = 5000. When 'Y = 0.0 network is 
uncoupled and their is no synchronization in the net.work and hence no events of 
NIx spiking. U ppe r P a nel: With small noise intensity T = 0.00028, and Lower 
P a nel: With large noise intensity T = 0.00031. 
and Lower P a nel fo r big value of noise intensity T = 0.00031. One can clearly 
notice that, one-dimensional PDD of x variable pf (x , t) and realizations of the 
mean fields JlIx for 'Y = 0.0, looks almost similar for two cri tically difl'erent values 
of noise in tensities: T = 0.00028, and T = 0.00031. PDD display a Single sharp 
peak, however, wh ich is non-symmetric, for almost a ll t imes. Interestingly, the peak 
is around the value of parameter a, which could be x-coordinate of the fixed point 
for each single f HN un it in the absence of noisy perturbation. 
In compliance to this, fo r the pu rpose of ill ustration we present two snapshots of 
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One-dimensional PDD of x-variable at y = 0.0 
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Figure 14: Two snapshots of one-d imensional PDD p{ (x, t) for variable x at "( = 0.0 
in SDE Eqs. (7) obtained numeri cally [or N = 5000. Grey (r ed o nli ne) line w it h 
stars: non-synchronous network at time moment t smal'. = 65.541 for small value of 
noise intensity T = 0.00028, black solid lines: non-synchrono us network at time 
moment /'oig = 65,541 for big value of noise intensity T = 0,0003 l. 
t he PDD of x-variable p{ (x, t) at a certain time moment [or two different noi se in-
tensities: T = 0.00028, and T = 0.00031. Coupling strength is "I = 0.0 and N = 5000 
units. In Fig. 14, we arbi trary choose a single time moment (in particu lar, for small 
noise intensity t ime moment is tsm.aH = 65.541, and also for the large noise intensity 
t ime moment is tbi9 = 65.541) and plot t he numerically obtained one-dimensional 
PDD of variable x p{ (x, t) in t he stocbastic equations Eqs. (7): grey (red on line) 
line with sta rs for T = 0.00028, and black so lid lines for T = 0.00031. One can 
notice that , when "I = 0.0 , PDD for x-variable display a pronounced non-symmetric 
peak around some constant term and remains unaltered for two drastically diA'erent 
amount of noise intensities, T = 0.00028 and T = 0.00031. 
In the same spirit , we plotted the one-d imensional PDD for y-vari able Pt \' (y, t) 
and rea lization for y mean fi eld j\!f y in stochastic equations Eqs. (7) at "I = 0.0 [see 
Fig. 151. Prom the Pig. 15, one can co nfirm that, the plots for two different value of 
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Figu re 15: Numerically obtained one-dimensiona l PDD pi (y. t) fo r vari able y, and 
the mean fi eld AIy(t) in SDE Eqs. (7) for N = 5000. When f = 0.0 network is 
uncoupled and their is no synchronization in the network and lvly is almost constant .. 
Uppe r Panel: Wi th small noise intensity T = 0.00028, and Lower Panel: Wi th 
large noise intensity T = 0.0003l. 
noise intensity (Upper Panel ) T = 0.00028 and (Lowe r P a ne l) T = 0.00031 are 
almost similar. \iVe can notice that} realization of y mean field Nfy remains almost 
constant in time. Consequently, in t he time frame PDD for y-variable PII' (y, t) 
remains unaltered and displays a single sharp peak with a long tail around one of 
the extremum y value. 'While for a closer look to the one-climensional PDD fo r 
y-variable I'll' (y, t) at a single t ime moment , one can consider Fig. 16. Snapshot 
of one-dimensional PDD for y-variable P1 I' (y, t) at arbi t rru'y selected time instant 
(t small = 65.541) is given by grey (red online) line with stars for small value of 
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Figure 16: Two snapshots of one-dimensional PDD pr (y, t) for variable y at I = 0.0 
in SDE Eqs. (7) obtained numerically for N = 5000. Grey (red on line) line with 
stars: non-synchronous network at time moment t small = 65.54 ] for smal l value of 
noise intensity T = 0.00028, black solid lines: nOll-synchronous network at t ime 
moment tb ig = 65.541 for big value of noise intensity T = 0.00031. 
noise intensity T = 0.00028, and by black solid line for large value of noise intensity 
T = 0.00031 at tbig = 65.541. 
6.2 PDD in Synchronous Network 
In contrast, if we introduce coupling in the network such that the different units in 
the network are sufficiently strong coupled ({ = 0.1 ), then at some appropriate value 
of noise intensities one can witness the spik ing events, which means the onset of syn-
chronizution in the network. One can visualize the cooperative synchronous dynam-
ics in t he network via the common mean field lvIx . Depending on the noise level in 
t he stocbastic network , corresponding mean field can either demonst rate chaotically 
synchronous spiking or periodically synchronous spiking. With I = 0.1 in Fig. 17, 
we plotted numeri cally obtained one-dimensional PDD of x-variable p( (x, t) and 
the realization for the mean fi eld NJx(t) for N = 5000 uni ts in SDEs Eqs. (7) , at 
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PDD and realization at y ~ 0.1 (With Coupling) 
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Figure 17 : Numerically obtained one-dimensional PDD p{ (x , t) for variable x , and 
the mean field Mx(t) in SDE Egs. (7) for N = 5000. When, = 0.1 network is 
sufficiently strong coupled to demonstrate synchronization for appropriate choice of 
noise intensity, which corresponds to the spiking of mean field !vIx . U ppe r P a ne l: 
With small noise intensity T = 0.00028, their will be synchronous chaotic spiking 
of the meal) field Mx. Lower P a ne l: 'vVith large noise intensity T = 0.00031 , t heir 
will be synchronous regular spiking of the mean field NIx. 
two different noise level. In Fig. 17(Upp er P a na l) we set T = 0.00028, which cor-
responds to the synchronous chaotic spil<ing of the mean field M x , while in (Lower 
P a nel) we set T = 0.00031 , which corresponds to synchronous periodic spiking of 
the mean field Mx· We can observe that, the plots of PDD of x-varia ble PI" (x, t) 
in the selected time interval , d isplays just one peak at most of the time moments , 
while it acqu ires two peaks onl y during short time intervals around the excitation of 
the mean field. [n one way, this means that PDD of x-variable PI" (x , t) have just 
one pronounced, however non-symmetric, peak at most of the t ime. 
In this respect we can argue that, when the noise level in the network is small 
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One-dimensional PDD or .t'-variable a[ '( 0: 0.1 
P;~o"~~_,",,!,,!,,", __ -. ___ ....... I"m""=73'OO3 ..., 'bl~= 71.627 
(d) 
- 1.11 X · 1(, . [ ~ 
Figure 18: Two snapshots of one-d imensional PDD PlY (x, t) for variable x at 'Y = 
0.1 in SDE Eqs . (7) obtained numerically for N = 5000. Grey (red online) 
line with s tars: chaotically synchronous network for small value of noise intensity 
T = 0.00028. black solid lines: periodically synchronous network for big value 
of noise intensity T = 0,00031. Time moments are selected carefu lly: (a) du ring 
rest state for small noise ts1nall = 71.253 and for big noise t big = 71.253; (b)"firing" 
during exciting state for small noise tsmall = 72.301 and for big noise tbig = 71.863; 
(a) ~~ repolar i zation :J during exciting state for small noise t smaU = 72 .607 and for big 
noise t big = 71.201: (d) during refractory state for small noise t small = 73.003 and 
for big noise tbig = 71.627. 
(T = 0.00028), PDD of system variables acqu ires a single peak distribu t ion at most 
of the t ime, may be because, in this case spiking event is not frequent and system 
spends most of the time in the rest state around some constant value. However, when 
the noise intensity is sufficiently large (T = 0.00031 ) to initia te non-interrupted 
periodi c spiking of the mean fi eld , then st ill system spends most of the time around 
the fi xed point , which co rresponds to a single peak in t he PDD of system vari ables . 
Yet, in this case, PDD can acquire two peaks comparatively more frequent t han with 
the small noise case. This observation is consistent wi th the [147], where the authors 
suggested to exploit so-called Gaussian approximation method as a possible semi-
analytical approach for the purpose of analyzing a general system of N coupled SDE. 
They report that, their approximation can provide an excellent agreement with t he 
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t ransient. behavior of the numerical simulation results obtained for stochas tic system 
a t low noise ampli tude. 
PDD and rea lization at y = 0. 1 (With Coupling) 
• 
• 
• 
• § ~ 
o 
,". 
" 
'" 
• 
" • 
• 
• 
• 
• 
" 10 
S 
0 
ltS 
m 
• 
• 
• 
• 
10 
it 
'.S rr---r--.---~-r----' 
0-' 
M ,. 
° 
.{J.s 61j M 67j 10 n5 is 
I 
O.S 
" 
M ,. 
.{l.862 (H 66 6S iO i2 .~ 
Figlll'e 19: Numeri cally obtained one-dimensiona l PDD pr (y ,. t ) fo r voriable y. and 
the mean fi eld My(t) in SDE Eqs. (7) for N = 5000. When "( = 0 .1 network is 
sufficiently strong coupled to demonst rate synchronization [or appropriate choice 
of noise intensity,. which corresponds to the spiking o[ mean fi eld and hence non-
co nstant Nfy . Upper Panel : \~r i th small noise intensity T = 0.00028 , their will be 
sy nchronous chaotic spiking of the mean fi eld Nfy . Lower Pane l: With large noise 
intensity T = 0.0003 1, their will be synchronous regula r spiking of t he mean fi eld 
My. 
Further for the purpose of clear illust ration of PDD plots of x-vari able in stochas-
tic equations Eqs. (7) , we plot snapshots of t he one-dimensional PDD of x-va riable 
p{ (X ,. t) at four carefull y selected t ime instants [see Fig. 18] . For N = 5000 uni ts 
and "( = 0.1, in Fig. 18 t he t ime in tants are selected such that ,. to illust rate the 
PDD of x-variable du ring the (a) rest sta te , (b) "firing" in exciting state, (c) "re-
polarizatio n" in exciting state, and (d) refractory state. Grey (red on line) line with 
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stars corresponds to the noise amplitude T = 0.00028, whi le black lines corresponds 
to the T = 0.00031. During the rest st ate system owns one peak distr ibu tion, which 
is certainly non-symmetric and is around the value of parameter a, Fig. 18(a) . No-
tably, value of parameter a corresponds to the x coordinate of the fixed point in the 
single subsystem of the network with no external perturbation. In Fig. 18(a), time 
moments for small noise is t smaU = 71.253 and fo r large noise is tbig = 71.253. 
Onc-dimensional PDD distribution of Y-\ltlriablc al 'f = O. J 
P ;"",o.~ 1- T = O'()()()281 ' ·""''' = 71.!~ 
, . - T = O.OOOJI Ib,g = 71._-,3 
~==~~==""",=;"""====~=.",j (a) 
.0.4 y 11 0 .4 
Figure 20: Two snapshots of one-dimensional PDD pj(y, t) for variable y at 'Y = 
0. 1 in SDE Eqs. (7) obtained nu merically for N = 5000. G rey (red online) 
line wit h star s: chaotically synchronous network for small val ue of noise intensity 
T = 0.00028. b lack solid li nes: periodically synchronous network for big value 
of noise intensity T = 0.00031. Time moments are selected carefully: (a) during 
rest state for small noise t "naU = 71.253 and for big noise tbig = 71 .253 ; (b)"nring" 
du ri ng exciting state for small noise t ,maU = 72.301 and for big noise tbig = 71.863; 
(a) "repo larization" during exciting state for small noise t smaU = 72.607 and for big 
noise tbig = 71.201 ; (cl) cluring refractory state for small noise t,maU = 73.003 and 
for big noise tbig = 71 .627. 
During the certain time moments in exciting state) which corresponds to the 
fi ring phase of the neuron, one can witness that peak in the distribution shift towards 
the extremum of the distribution range i.e. around x = 2, Fig. 18(b). In Fig. 18(b), 
t ime moments for small noise is t ,maU = 72.301 and for large noise is tbi9 = 71.863 . 
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However, during the certain time moments in the exciting state, which corresponds to 
the discharging of the membrane potential and commonly referred as repolarization, 
one can clearly notice two peak distribution for x-variable, Fig. 18(c). Notably, 
the peak corresponding to the positive extremum value of x-variable is considerably 
more pronounced than the negative extremum value of x-variable. In Fig. lS(c), 
time moments for small noise is tsmall = 72.607 and for large noise is tbig = 71.201. 
Furthermore, in the refractory state, for the x-variable system again acquires single 
peak distribution with a long tail Fig. 18(d). 
In the same framework, we will consider the investigation of POD for v-variable 
P1Y(Y, t) in SDEs Eqs. (7). For N = 5000 units and I = 0.1, we compare the plots 
of POD for v-variable and realization of y mean field My at two noise intensities. 
In Fig. 19, (Upper Panel) represents PDO plots for T = 0.00028, while (Lower 
Panel) presents the plots for T = 0.00031. One can observe that, PDD for y-
variables also owns single peak distribution at most of the time and essentially 
acquires two-peak distribution during excitation. For the purpose of clear illustration 
of PDD during distinct states of excitable behavior, we cut snapshots of the POD at 
four distinct time moments, Fig. 20. Notably, in order to secure the consistency with 
the PDD plots of x-variable as presented in Fig. 16, time moments are kept same. 
Hence, Fig. 20( a) corresponds to rest state, (b) corresponds to firing phase in exciting 
state, (c) corresponds to repolarization in excitation state, and (d) corresponds to 
refractory state. Grey (red online) line with stars represent the snapshots of PDD 
at T = 0.00028, while black solid lines represents T = 0.00031. 
After carefully considering the POD plots for x and y variable in SOEs at dif-
ferent set of parameter values (T, T), we finds that: during most of the time the 
system variables display a single peak in the distribution, which is essentially non-
symmetric. However, during exciting state at certain instants one can even notice 
two clear peaks in the distribution, and one should be aware of the fact that, the 
system spends comparatively much less time in the exciting state. Based on this 
information, it is reasonable to begin our analytical investigation with the so called 
Gaussian Approximation approach. We will examine the efficiency of the Gaus-
sian Approximation in describing the collective dynamics of the stochastic network 
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Eqs. (7). Further, as a fact we finds that, the PDD between system variables in 
stochastic equations Eqs. (7) is of course non Gaussian. Hence, we will systemati-
cally investigate the impact of the higher order cumulants (up to 5th order) in the 
cumulant approximation process. 
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7 Derivation of 2nd Order Cumulant Equations with 
Delay 
To obtain a theoretically description for the stochastic activity in the network of 
coupled FHN system, we review a few possible analytical approaches [see Chap-
ter 4J. After carefully considering the present requirement we realize that, within 
the framework of Moments Dynamics Approach we can exploit the so-called Gaus-
sian Approximation Method to serve our purpose. This elegant method consists of 
replacing the system of SDEs with a system of deterministic equations representing 
the dynamics of the first and second order cumulants of the system variable. Hence 
we can obtain a system of 5 deterministic equations for our large stochastic network 
of FHN System under the influence of time-delayed control force Eqs. (7). 
With this we lead our further attempts with Gaussian Approximation Method 
and proceed to derive a system of five deterministic cumulant equations with delay. 
For the sake of generality, in relation to our further research work, we decided to 
call it 2nd order cumulant equations with delay. By the virtue of molecular chaos 
theory and law of large number, in the thermodynamic limit (N -> 00) our model 
Eq. (7) with mean-field coupling can be described by an evolution equation for the 
one-particle probability density, i.e. x(t) = f xP(x, y, t)dxdy. Notably, the FPE for 
one particle density P = P(x, y, t) for Eq.( 7) is given by Eq. (8) and for coupled 
excitable system analytical solution of Eq. (8) is still not available, however numerical 
investigation could be possible alternative. 
With hands on Gaussian approximation method we begin our new venture and 
write Eq. (7) in a mean field form by averaging the evolution equations over the 
ensemble: 
dx(t) 
€a:t 
x3(t) 
= x(t) - -3- - y(t) + ,(Mx - x(t)), 
dy(t) = 
dt x(t) + a + K[MYT - MyJ + hT~i(t) 
By exploiting the property of ergodicity we can equate the ensemble averages with 
the moments of the nonlinear FPE(Le. average over time). Since we adopted Gaus-
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sian approximation for our system with two state variables (x(t) and y(t)) all higher 
order cumulants vanishes except first two (mean, variance and covariance). We can 
define l't and 2nd order cumulant: Mean values for x variable as mx = E[Xi] and y 
variable as my = E[Yi], their variances as Dx = E[(Xi-mx)2] and Dy = E[(Yi-my)2], 
and their cross-variance as Dxy.= E[(Xi - mx)(Yi - my]. The dynamical system of 
five deterministic cumulant equations with delay read: 
dmx mx3 E-- mx - -3- - my - mxDx, dt 
dmy 
= mx + a + K(mYT - my), dt 
dDx 2 [ Dx (1 - "'I - mx 2 - Dx) - DXY] , E-- = dt 
dDy 2(Dxy + T), dt 
dDxy 
E---;It = EDx + Dxy(l- mx2 - Dx - "'I) - Dy. (13) 
Next follows the derivation of above system of system of five deterministic cu-
mulant equations with delay. 
1. Derivation of the first equation 
We have 
Ed:
x 
= E[E~~] 
E[X_~3 -Y+"'!(Mx- x )] 
[E[X]- E( ~3) -E[y] + 'YE[(Mx - x)l] 
[ Since, for normal variate x: E[x] = m x ; E[x3] = m~ + 3mxDx; 
and E[Mx - x] = E[Mx]- E[x] = mx - mx= 0 ]. 
=} 
dmx 
E--dt 
m 3 
mx - T -my - mxDx 
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(14) 
2. Derivation of the second equation 
We have 
d:y = E[~~] =E[x+a+K(MYT-My)+v'2T~(t)] 
= E[x] + E[a] + E[K(MYT - My)] + E[v'2T~(t)] 
= mx + a + K(mYT - my) + v'2TE[~(t)] 
= mx+a+K(mYT-my) 
[Since, E[~(t)] = 0], =} 
dmy Tt = mx +a+ K(mYT - my) 
3. Derivation of the third equation 
We have 
fd~x = fE[!(x-mx)2] 
= fE[2(X-mx)!(x-mx)] 
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(15) 
--~ 
On substituting the value of E~~ and Ed;;:., we get 
Ed~x = E[2(x-mx)(E~~-Ed:x)] 
= E[2(X-mx){(x-~3 -Y+'Y(mx-x)) 
( mx - m;3 _ my - mxDx) }] 
2E [ex - mx)(x - X; - y) - 'Y(x - mx? 
m 3 (x - mx)mx + (x - mx)+ 
+ (x - mx)my + (x - mx)mxDx] 
[ 
2 x4 m xx 3 2E x -3"-xy-mxx+-3-+mxY 
3 4 2 2 xmx mx 
- 'Y(x - mx) - xmx + mx + -3- - -3-
+ xmy - mxmy +xmxDx - mx2Dx] 
2 [E(x2) - E( ~4) -E(xy) - mxE(x) 
+ mxE( x:) + mxE(y) - 'YE[(x - mx)2]- mxE(x) 
2 mx
3E(x) mx4 ( ) 
+ mx - 3 - -3- + myE x - mxmy 
+ mxDxE(x)-mx2Dx] 
On rearranging the terms and using fact that: E[x] = mx, Dx = E[(x - mx)2], 
We get 
2 [(E(X2) - [E(x)]2) _ 'YDx _ E~4) 
+ mx E~3) _ [E(xy) - E(X)E(Y)]] 
2[D _ D _ (mx4+6mx2Dx+3Dx21 
x 'Y x 3 
+ ~x [mx 3 + 3mxDx]- Dxy] 
Since E(x2) - [E(x)]2 = Dx; and E(xy) - E(x)E(y) = Dxy; 
For normal variable, E(x4 ) = mx 4 + 6mx2 Dx + 3Dx 2; and 
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[ ) 
mx4 2 2 
= 2 Dx(1 - "I - -3- - 2mx Dx - Dx 
4 
mx 2 + -3- + mx Dx - Dxy 
= 2[Dx(1-"I-mx2-Dx)-DXY] 
Thus 
dDx [ 2 ] 'Tt = 2 Dx(1 - "I - m" - Dx) - Dxy 
4. Derivation of the fourth equation 
We have 
dDy 
dt 
[For a pair of process [X(t).Y(t)] which satisfy-
dX(t) = I'dt + adW(t) 
dY(t) = vdt + pdW(t) 
from Ito Product Rule, we have 
d[X(t)Y(t)] = X(t)dY(t) + Y(t)dX(t) + padt] 
For process [y(t).y(t)] we will have, 
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On substituting this value back in equation we get, 
d~y 2E [Y ~; + T] _ 2my d:y 
= 2E [Y (X + a + /(2T)~(t)) + K(MYT - My)) + T] 
2[mx + a+ K(mYT - my)] my 
= 2E [xy +ya + /(2T)~(t)y + Ky(MYT - My) + T] 
2mxmy - 2amy - 2myK(mYT - my) 
2E(xy) + 2mya + 2/(2T)E[~(t)yJ 
+ 2KE[y(MYT-My)] +2E(T)-2mxmy 
- 2amy - 2myK(mYT - my) 
= 2E(xy) - 2mxmy + 2T 
On rearranging terms and using fact that, E(xy) - E(x)E(y) = E(xy) -
mxmy = Dxy , we can have 
dDy = dt 2(Dxy + T) 
5. Derivation of fifth equation 
We have 
Ed~;y = EE[~(X-mx)(y-my)] 
= EE[(x-mx):t(y-my)+(y-mY):t(x-mx)] 
= EE[(x-mx)(~; _ d:y)] 
+ E[(y-mY)(E~~ _E d: x )] 
(16) 
Now we will calculate, EE[(x-mx)( 1t_ d:;;v)] andE[(y-mY)(E~~-Ed;;:.)] 
separately and substitute them back in Eq (16). 
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A. Calculating EE [(x - mx ) ( !fit _ d;;:y ) ] : 
Consider, 
(~~ - d:y) = [(x + a + K(Myt - My) + V(2T)W)) 
- (mx+a+K(myt-my))] 
= x + V(2T)~(t) - mx 
EE[(X - mx)(~~_d:y)] 
= EE [(x - mx)(x + V(2T)~(t) - mx)] 
= EE [(x - mx)2 + (x - mx) ( V(2T)W))] 
= EE [(X - mx)2] + EE[(X - mx ) ( V(2T)W)) ] 
= EDx+EV(2T)E[X(~(t))] -EmxV(2T)E[(~(t))] 
Thus, 
B. Calculating E [(y - my) (E~~ - Edd:" ) ]: 
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(17) 
Consider, 
( c
dX 
_ c
dmx ) 
dt dt 
[(X_~3 -Y+1(Mx -X)) 
_ (mx - m;3 _ my - mxDx)] 
[X- ~3 -Y+1(Mx -x) 
_ mx+ m;3 +my+mxDx] 
E [(y-my)(c~~ _c d: x )] 
E[(y_my)(x_~3 -Y)-1(x-Mx)(y-my) 
m 3 
- mx(Y - my) + (y - my)T + my(Y - my) 
+ mxDx(Y - my)] 
[ 
x3y x3m 
= E xy - xmy - 3 + --T - y2 + ymy 
m 3 m 3 
- 1(X - Mx)(Y - my) - ymx + mxmy + YT - mYT 
+ ymy - my 2 + ymxDx - mxmyDx] 
E[x3y] E[x3] 
= E[xy]- myE[x]- 3 + m y-
3
- - E(y2) + myE(y) 
m 3 
- 1E[(x - Mx)(Y - my)]- mxE(y) + mxmy + TE(Y) 
mx
3 
) 2 ) 
- m y- 3
- + myE(y - my + mxDxE(y - mxmyDx 
On rearranging terms and using mx = E(x), my = E(y) and Dxy = E[(x-
mx)(y - my)], we get 
= ( E[xy]- E[Y]E[X]) _ E[~3y] + my E~3] _ [E(y2) 
- E(y)E(Y)]-1Dxy 
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Using, Dxy = E[xy]- E[x]E[y], for normal variate x and y, E[x3y] = mx 3my + 
3mX2DXY + 3mxmyDx + 3DxDxy, and E[x3] = m x3 + 3mxDx] 
( m
x
3
m y 2 ) Dxy - 3 + mx Dxy + mxmyDx + DxDxy 
m x
3 3mxDx 
+ m Y(-3- + 3 ) - Dy - 7 Dxy 
3 mx my 2 
Dxy - 3 - mx Dxy - mxmyDx - DxDxy 
3 mx my 
+ 3 + mxmyDx - Dy - 7 Dxy 
Dxy(1 - rnx 2 - Dx - 7) - Dy 
Thus 
(18) 
On substituting the values from equation (17) and (18) into equation (16) we 
get, 
Hence for our highly complex paradigm model Eqs. (7) we achieved an equivalent 
system of five deterministic cumulant equations Eqs. (13). Now we are need to 
compare the dynamics of stochastic Equations Eqs. (7) with the Cumulants Equation 
Eqs. (13), which follows in the next chapters. 
95 
8 Controlling Noise-induced Cooperative Dynamics With 
Time-delay Feedback Control 
In the previous chapter we have shown that depending on the coupling strength and 
the noise intensity (-y, T), stochastic network of excitable system represented by 
Eqs. (7) can demonstrate a rich variety of dynamical behavior, ranging from non-
synchronous oscillations to synchronous oscillations. Interestingly one can extract 
these dynamical regimes in simple system of 2nd order cumulant equations Eqs. (13) 
for some suitable choice of (')', T). However in a real network amount of noise level 
and strength of coupling mostly depends on the surrounding environment and the 
structure of the system. In general, it would not be easy to change the values of 
noise level and coupling strength in the network without serious intervention with 
the network structure. There might be many occasions when one may not be entirely 
satisfied with the kind of behavior network is displaying. For example, conditions 
like epilepsy, Parkinson's disease and essential tremor [114, 63, 115, 116J are often 
associated with synchronization, which in this situation would have a detrimental 
effect to the functioning of the organism and needs elimination. On the other hand, 
synchronization is sometimes thought to enhance information processing by a group 
of neurons, and might therefore be desirable. In this context, the problem arises to 
control the collective behavior of neural network by some simple method requiring 
minimal invasion into the system. 
Our approach to the problem of control is by means of the TDFC. Efficiency 
of the delayed feedback force in controlling deterministic chaos and noise-induced 
motion in different classes of nonlinear dynamical systems has been discussed in 
great detailed (see Chapter 3). The present Chapter reflects on the capabilities of 
the delayed feedback force in controlling noise-induced cooperative dynamics in the 
network of excitable systems represented by Eqs. (7) and in corresponding approxi-
mated system of 2nd order cumulant equations with delay Eqs. (13). In this chapter 
we made an effort to measure the effectiveness of the delayed force to induce, or to 
get rid of, synchronization in the network, depending on what is required in the given 
context. Also, other traditional control goals remain relevant, like manipulation of 
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time scales and of coherence of oscillations. 
In the previous chapter we systematically elucidate that, depending on the level 
of noise intensity and the coupling strength, the stochastic equations Eqs. (7) and the 
cumulant equations Eqs. (13) can demonstrate three different dynamical behaviors 
at K = 0.0 (no feedback): "subthreshold oscillations" which means no synchro-
nization in the-network; "chaotic spiking" which means "chaotic" synchronization 
in the network; and "regular spiking" which means "regular" synchronization in 
the network 23. Now as a next step we will introduce the TDFC scheme in our 
network of stochastic oscillators Eqs. (7) and in corresponding system of cumulant 
equations Eqs. (13). We will investigate the effects of TDFC scheme on all the three 
different dynamical behavior as described in previous chapter. For the purpose of 
clarity, scenario of the control effects on three different dynamical behavior have 
been illustrated by means of three different cases which follows next: 
8.1 Inducing Synchronization by Feedback 
In case A we will consider the dynamical regime that corresponds to the subthreshold 
oscillations in the absence of control force and investigate how we can manipulate 
the dynamics of the system with TDFC scheme. 
So, we begin with K = 0.0 (i.e. no delayed-feedback force), 'Y = 0.1, N = 
5000 in stochastic equations and set noise intensity (T) suitably in stochastic and 
cumulant equations such that, mean field exhibit nearly zero amplitude subthreshold 
oscillation which accounts for the desynchronized state of the network [see Fig. lOJ. 
Recall Fig. 10, we demonstrate that initially in the absence ofthe feedback (K = 0.0) 
and for moderate coupling strength ('Y = 0.1), if we introduce noisy perturbation of 
small intensity [T = 0.00027 in the stochastic equations Eqs. (7) and T = 0.001585 
in the cumulant equations Eqs. (13)], then mean field demonstrate subthreshold 
oscillation around the fixed point. So, for this set of parameter values network is in 
23Recalling that, in globally coupled networks non zero mean field represents synchronous state 
of various units in the network, while zero mean field represents desynchronous state of the units. 
So if the mean field demonstrate spiking then it should be understand that the various units in 
the network are synchronized. However just for the purpose of a simple nomination and a clear 
differentiation, we would say that chaotic spiking represents "chaotic" synchronization and regular 
spiking represents "regular" syncronization. 
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Figure 21: "Chaotic" Synchronization induced by the TDFC scheme ('Y = 0.1 and 
T is as specified). N = 5000 in stochastic equations. Realization and phase portrait 
illustrating chaotic spiking. Upper Panel: in stochastic equations Eqs. (7) at 
(K = 0.1, T = 1.4). Lower Panel: in cumulant equations Eqs. (13) at (K = 
0.1, T = 0.77). [WITHOUT FEEDBACK: Please refer to Fig. 1O.J 
the desynchronized state which is illustrated in the Fig. 10, Upper Panel for the 
stochastic equations and Lower Panel for the cumulant equations. 
Next we will demonstrate that with the aid of delayed feedback force and by 
carefully choosing the feedback parameters (K and T) we can initiate some chaotic 
spiking of the mean field, which represents the onset of the "chaotic" synchronization 
in the network [see Fig. 21 J. We illustrate the feedback induced "chaotic" synchro-
nization in the network by means of the realization and phase portrait of the mean 
field. In Fig. 21 we can compare the dynamics of the stochastic equations [Upper 
Panel] and the cumulant equations [Lower PanelJ under the influence of the feed-
back force. We exemplified the initiation of chaotic spiking in stochastic equations 
by opting feedback parameters K = 0.1 and T = 1.4, while the best match (at 
least qualitatively) of the similar kind of dynamics can be obtained in the cumulant 
equations as well for K = 0.1 and slightly different values of the T = 0.77. Interest-
ingly the frequency and timings for the spiking events in stochastic and cumulant 
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Figure 22: "Regular" Synchronization induced by the TDFC scheme (-y = 0.1 and 
T is as specified). N = 5000 in stochastic equations. Realization and phase portrait 
illustrating regular spiking (Upper Panel) in stochastic equations Eqs. (7) at (K = 
1.0, 7' = 0.8), and (Lower Panel) in cumulant equations Eqs. (13) at (K = 0.1, 7' = 
0.78). [WITHOUT FEEDBACK: Please refer to Fig. 10.J 
equations is almost simultaneous. 
Further we will substantiate that, with the hands on TDFC scheme and appropri-
ate choice of control parameters (K and 7'), one can efficiently induce almost regular 
spiking of the mean field which represents "regular" synchronization in network [see 
Fig. 22J. In one way we can say that, by varying feedback parameter we can manip-
ulate the time scale of the mean field spiking from chaotic spiking to achieve regular 
spiking. In Fig. 22, realizations and phase portrait of the mean field are displayed 
for the stochastic equations [Upper PanelJ and the cumulant equations [Lower 
PanelJ under the influence of the feedback force. By selecting the feedback param-
eters K = 1.0 and 7' = 0.8 in stochastic equations [Fig. 22(Upper Panel)J and 
K = 0.1 and 7' = 0.78 in cumulant equations [Fig. 22(Lower Panel)J, the ability of 
delayed feedback force to induce synchronization or to manipulate the time-scales 
of the spiking as desired, has been exemplified. Notably, delayed feedback induced 
regular spiking of the mean field, which accounts for the "regular" synchronization is 
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qualitatively comparable in the stochastic and cumulant equations. One can clearly 
notice that although both the equations are displaying qualitatively regular spiking 
still there is a clear mismatch in their frequency of spiking. 
In the manner as we exemplified the case A clearly demonstrate that, by the 
virtue of delayed feedback force one can induce synchronization in a network which 
is initially desynchronized and can further gain control over the time-scales of the 
spiking. 
8.2 Eliminating Chaotic Synchronization by Feedback 
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Figure 23: Eliminating "chaotic" synchronization and inducing "regular" synchro-
nization by means of the TDFC scheme ('Y = 0.1, and T is as specified). N = 5000 
in stochastic equations. Realization and phase portrait illustrating regular spiking 
(Upper Panel) in stochastic equations Eq. (7) at (K = 1.0, T = 0.8), and (Lower 
Panel) in cumulant equations Eq. (13) at (K = 0.1, T = 0.78). [WITHOUT FEED-
BACK: Please refer to Fig. 11.J 
In case B we will illustrate the upshots of TDFC technique on the stochastic 
network which initially in the absence of feedback control is in the "chaotically" 
synchronized state. This means that we will chose the value of noise intensity (T) 
and coupling b) such that, in the absence of TDFC network is in the regime of 
chaotic spiking. Accordingly we set K = 0.0, 'Y = 0.1 in stochastic and cumulant 
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Figure 24: Elimination of "chaotic" synchronization by the TDFC scheme (')' == 0.1, 
and T is as specified). N == 5000 in stochastic equations. Realization and phase 
portrait illustrating subthreshold oscillations (Upper Panel) in stochastic equations 
Eqs. (7) at (K = 0.1, l' = 0.73), and (Lower Panel) in cumulant equations Eqs. (13) 
at (K = 0.1, l' = 0.73). [WITHOUT FEEDBACK: Please refer to Fig. 11.] 
equations. In addition to this with N = 5000 in stochastic equations and noise 
of moderate intensity [T = 0.00028 in stochastic equations and T = 0.0001586 in 
cumulant equationsJ we can witness the mean field exhibiting chaotic spiking along 
with the small amplitude chaotic subthreshold oscillations of the mean field. This 
chaotic spiking of the mean field reflects the onset of "chaotic" synchronization in 
the network [see Fig. 11J. Recall Fig. 11, displays the chaotic spiking of the mean 
field for above set of parameter values [Upper Panel for the stochastic equations 
and Lower Panel for the cumulant equationsJ. 
Our next step ahead is to incorporate TDFC scheme in our network. We find 
that, with delayed feedback force one can considerably eliminates the subthreshold 
oscillations that co-occur with the chaotic spiking and can effectively induce non-
interrupted regular spiking of mean field. This means that with delayed feedback 
force one can eliminate "chaotic" synchronization and can induce "regular" synchro-
nization in the network. We will illustrate the efficiency of delayed feedback force 
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in regularizing the chaotic spiking by means of a typical example [see Fig. 23J. In 
Fig. 23, realization and phase portrait of the mean field illustrates that by selecting 
K = 1.0 and r = 0.8 in stochastic equations (Upper Panel) one can eliminate 
subthreshold oscillations completely that initially crop up with the chaotic spiking 
and thus we can induce regular spiking of the mean field. While in Fig. 23(Lower 
Panel) we illustrate that, for a choice of K = 0.1 and r = 0.78 in cumulant equa-
tions one can effectively manipulate the frequency of subthreshold oscillations in a 
manner such that mean field demonstrate almost regular spiking. It is interesting 
to notice that in the example considered in the Case A, which demonstrate regular-
ization of chaotic spiking Fig. 22 we selected same values for feedback parameters as 
we did in this case Fig. 23, however only difference is in the value of noise intensity. 
Furthermore, with feedback force we can completely eliminate spiking in the 
network and so the synchronization. This result is particularly important when 
it comes to medical and biological applications. With the realization and phase 
portrait of the mean field in Fig. 24, we explain the capacity of delayed feedback force 
to ensure complete removal of synchronization in the stochastic equations [Upper 
PanelJ and the cumulant equations [Lower PanelJ. We carefully pick the feedback 
parameters K = 0.1 and r = 0.73 in stochastic equations, and K = 0.1 and r = 0.73 
in the cumulant equations to facilitates desired effects of network de-synchronization 
via TDFC. 
Thus our case B study ascertain the quality of TDFC scheme of being efficient 
in eliminating the synchronization in a network which is initially is in the state of 
"chaotic" synchronization. In addition to this one can exploit delayed feedback force 
to manipulate the time-scales of the chaotic spiking to acquire a bit more regular 
spiking. 
8.3 Eliminating Regular Synchronization by Feedback 
Through case C we planned to carry out a study that can illustrate the effects 
induced by the TDFC method in a network, which is in the state of "regular" 
synchronization, when there is no feedback. We start with K = 0.0 and 'Y = 0.1 
in stochastic and cumulant equations. Further with N = 5000 and noise intensity 
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Figure 25: Elimination of "regular" Synchronization by the TDFC scheme (-r = 0.1, 
and T is as specified). N = 500 in stochastic equations. Realization and phase 
portrait illustrating subthreshold oscillations (Upper Panel) in stochastic equations 
Eqs. (7) at (K = 0.1, T = 0.26), and (Lower Panel) in cumulant equations Eqs. (13) 
at (K = 2.0, T = 0.3). [WITHOUT FEEDBACK: Please refer to Fig. 12.J 
T = 0.00031 in stochastic equations and T = 0.0024 in the cumulant equations, 
we can have regular non interrupter mean field spiking [Fig. 12(U pp er Panel) 
stochastic and (Lower Panel) cumulant equations.J. 
We find that by introducing TD FC we can skillfully get rid of any spiking and 
leave the system with small amplitude subthreshold oscillations. Thus TDFC can 
induced desynchronization in a network, which was initially in the state of "regular" 
synchronization. In Fig. 25 by means of realization and phase portrait we attempt 
to demonstrate the desynchronized state of the network that reflects in the form 
of subthreshold oscillations of the mean field in stochastic equations with N = 500 
(Upper Panel) and cumulant equations (Lower Panel). To exemplify the effect 
of feedback force we opt for the most conducive values of the feedback parameters, 
namely K = 0.1 and T = 2.6 in stochastic equations [Fig. 25(Upper Panel)]' and 
K = 2.0 and T = 0.3 in cumulant equations [Fig. 25(Lower Panel)J. One can 
notice that in the case of stochastic equations the mean field is exhibiting chaotic 
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subthreshold oscillations while in case of cumulant equation we have almost periodic 
period-two subthreshold oscillations. 
Thus in the case C study we find that TDFC can be exploited as a powerful 
noninvasive method to eliminate synchronization in a network. 
8.4 Orderly Varying Feedback Parameters: What Happen? 
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Figure 26: Effect of the delayed feedback on stochastic equations at T = 0.00027, 
I = 0.1, and N = 5000. Feedback strength as specified at the top of column and 
the parameters of the network are estimated depending on the value of the delay 
T. (a)-(b) Mean interspike interval, (c)-(d) Variance of the mean field M x , (e)-(f) 
suppression factor S. 
So far we consider few special cases and by carefully selecting the values for the 
feedback parameter (T, K), we demonstrate that by virtue of the TDFC scheme 
one can effectively induce the desired effects in the stochastic (7) and cumulant (13) 
equations. However it would be interesting to investigate the effects of the TDFC 
strategy, more systematically with respect to the change in feedback parameters. To 
proffer a meticulous and well-ordered analysis of TDFC in stochastic and cumulant 
equations, we will set up two separate subsections, which follows next. 
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Figure 27: Effect of the delayed feedback on stochastic equations at T = 0.00028, 
'Y = 0.1, and N = 5000. Feedback strength as specified at the top of column and 
the parameters of the network are estimated depending on the value of the delay 
r. (a)-(b) Mean interspike interval, (c)-(d) Variance of the mean field Mx, (e)-(f) 
suppression factor S. 
8.4.1 Stochastic Equations 
In case of the stochastic network Eqs. (7), depending on the features of interest one 
can assess the effects of feedback force on the cooperative dynamics by means of. 
various measures such as: time-scales of mean field oscillations, strength of the sync 
chronization between coupled units and strength of suppression of synchronization. 
While we employ mean interspike interval (T) of the mean field Mx to indicates the 
time scale of the synchronized oscillations, variance (J X' of the mean field Mx can 
be exploited to measure the strength of synchronization. Notably, when synchrony 
is suppressed variance (J X' of the mean field Mx is small. Along this, to quantify the 
strength of suppression of synchronization in the network of self-oscillating neurons 
by delayed feedback, the measure suppression factor S has been used in [203, 119J. 
The suppression factor is estimated as 
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where ux' is the variance of. the mean field in the absence of feedback and tIx' is 
the variance in the presence of the feedback. 
It can be realize that while working with N = 5000 units in stochastic equations, 
it is not instantaneous to measure the effectiveness of feedback force based on the 
variation in the two control parameters (T, K) for different noise level. However we 
manage to harness our computational resources for exploring the T dependence of 
the mean interspike interval (T) of the mean field Mx, variance tIx' of the mean field 
Mx, and suppression factor S, for two different fixed values 'of the K (i.e. K = 0.1 
and K = 1.0) and at two different noise level [see Fig. 26 and 27]. 
In Fig. 26 we demonstrate the effect of the TDFC scheme at small level of noisy 
perturbation in the stochastic network Eqs. (7) with N = 5000 and "'( = 0.1, i.e. at 
T = 0.00027 when originally at K = 0.0 there was no synchronization in the network. 
In order to systematically assess the effects of the feedback, we measure the mean 
interspike interval (T) of the mean field Mx [Fig. 26(a)-(b)], variance tIx' of the 
mean field Mx and fix K = 0.1 [Fig. 26(c)-(d)], and measure the suppression factor 
S, with respect to the variation in the T at fixed K = 0.1 [Fig. 26(Left column)]and 
K = 1.0 [Fig. 26(Right Column)]. At fixed K = 0.1 in Fig. 26(Left column) one can 
clearly notice that, the feedback is capable of inducing synchronization at certain 
values of T, where mean interspike intervals (T) is finite and non zero. Although we 
have synchronization but mean interspike intervals (T) are quite large which means 
period of oscillations are large and frequency of spiking is low. In the region of 
the synchronization the variance tIx' of the mean field grows, while the suppression 
factor S, on the contrary, decreases to the values below 1, the later implying that 
synchronization is induced rather than suppressed. 
On the other hand at fixed K = 1.0 as seen from the Fig. 26(Right column), 
the feedback is still capable of inducing synchronization, albeit this time network 
can attain synchronization at comparatively large range of values for the T, and 
interestingly we can have synchronization with almost 10 times smaller values of 
mean interspike intervals (T) which means period of oscillations decreases and we 
can have more frequent spiking events in the network. In the same spirit variance 
tIx, of the mean field grows in a range of 0.5 and 1.0, with the suppression factor S 
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decreasing almost up to 0.0, implying that synchronization is stronger when K = 1.0 
than in the case with K = 0.1. 
With all this, by means of the Fig. 27 we want to appreciate the effects of 
TDFC scheme in the networks with moderate level of the noisy perturbation. That 
means in our stochastic network Eqs. (7) with N = 5000 units, we will set T = 
0.00028 and 'Y = 0.1. Notably for this particular combination of the parameter values 
with K == 0.0, in the stochastic equations original oscillations were synchronized. 
However the efficiency of the feedback can be assessed by means of the various 
measures: mean interspike interval (T) [Fig. 27(a)-(b)], variance O"X2 of the mean 
field [Fig. 27(c)-(d)], and suppression factor S [Fig. 27(e)-(f)], plotted against r 
at K = 0.1 [Fig. 27(Left Column)] and 1.0 [Fig. 27(Right Column)]. From the 
survey of the Fig. 27(Left Column) we notice that, there exists certain range of 
values for T where mean interspike interval (T) increases drastically and often there 
exists certain range of the r values at which of the (T) decreases to almost zero 
which means no spiking and therefore no synchronization. At the Same values of 
the T the variance O"X' of the mean field goes to zero and the suppression factor S 
is considerably larger than 1, indicating the stronger suppression of the previously 
existing synchronization. Importantly, the increase of the mean period appears much 
more drastic than in the case of a single excitable unit controlled by the same method 
(compare with [129, 130]). 
On the same frame if we inspect Fig. 27(Right Column) for K = 1.0 then we were 
not able to locate any value of T for which mean interspike interval (T) decreases to 
almost zero or infinite values, which means we can't eliminate synchronization with 
set of control parameters. However we can clearly notice a sharp fall in the original 
value of mean interspike interval (T) from about 15 to 5 in the early stage of T 
variation and then it grows quite gradually up to 10. This means that for a certain 
range of r values with K = 1.0, we can considerably decrease the mean interspike 
interval (T), and so we can efficiently manipulate the time scales of the oscillations. 
For the same range of r values the variance O"X' ofthe mean field rise abruptly up to 
1.0 at first instance and then gradually falls till 0.5, while suppression factor S falls 
from around 1 to 0.4 initially and then grows gradually and smoothly up to around 
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0.5. This implies that initially with small values of r one can considerably increase 
the strength of the synchronization, which can be further modified as desired. 
8.4.2 Cumulant Equations 
We will consider five deterministic cumulant equations Eqs. (13) at two sets of the 
parameters (T, ,), at which the system without feedback (K = 0) was in two chaotic 
states: subthreshold chaotic oscillations [Fig. 10(Lower Panel)] and chaotic spiking 
[Fig. l1(Lower Panel)]. The first state corresponds to the non-synchronous network, 
and the second state to the synchronous one. For each regime above we performed 
bifurcation analysis of Eqs. (13) in the plane (r, K) with the help of continuation 
technique using the free software DDEBIFTOOL [231]. The resulting bifurcation 
diagrams are shown in Fig. 28. The diagrams are not very different from each other 
at the first glance. The main common feature of them are the large shaded areas 
in which the fixed point is stable, which corresponds to the absence of oscillations 
in the mean field and thus to the absence of synchronization in the original SDEs 
Eqs. (7). On the solid lines Andronov-Hopf bifurcation takes place. In the white 
areas the oscillations of the mean field are subthreshold, either periodic or chaotic, 
and we also relate them to the non-synchronous behavior of the network. 
In both diagrams the small points (green online) denote the regimes of spiking 
which can be periodic or chaotic. These regimes were found by numerical integration 
of the cumulant equations rather than by means of continuation technique. Note, 
that the main difference between the two diagrams consists in the location of the 
spiking areas. Namely, in Fig. 10(Lower Panel) the system did not spike without 
the feedback, and it does not spike at most values of the feedback parameters with 
oscillations of the mean field looking as shown in Fig. 29. But spiking can be induced 
by the feedback if its parameters are chosen from within a small area in the parameter 
plane (r, K), exemplified in case A [see Fig. 21 and 22 (Lower Panel)] and further 
illustrated in Fig. 31. 
However, in Fig. 28(b) the system demonstrated spiking before the feedback was 
introduced (Fig. 30(a)-(b)) - note the points along the lines K = 0 and r = 0 
that correspond to the absence of feedback. This spiking is easily eliminated by 
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Figure 28: Bifurcation diagrams o[ cumulant equations (13) On t he plane of delayed 
feedback parameters (T, J() . WIthout feedback (K = 0) the system pru·ameters were 
"/ = 0.1 and (a) T = 0.001585 (subthreshold chaos); (b) T = 0.001586 (chaotic spik-
ing) . Shaded areas - no oscillations, white areas - subthreshold oscilla tions (periodic 
or chaotic), points - spiking (periodic or chaotic) associa ted with the synchronous 
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t he periods 7'1 ,2 o[ the unstabl e periodic orbits fo und in Eqs. (13) at K = O. 
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Figure 29: Realizations and phase portraits of the cumulant equations with delayed 
feedback Eqs. (13), when the feedback-free system was demonstrating subthreshold 
chaos as in Fig. lO(Lower Panel). Feedback strength is fixed at K = 0.1. (a)-(b) 
Chaotic subthreshold oscillations at T = 0.02. (c)-(d) Periodic period-one subthresh-
old oscillations at T = 0.1. 
the feedback with most values of its parameters, which means desynchronization of 
oscillations, exemplified in case B [see Fig. 23 and 24 (Lower Panel)] . The mean 
field then starts to perform subthreshold oscillations: chaotic like in Fig. 30(c)-(d), 
or periodic as in (e)-(f). In a small are of the parameter plane spiking is reinstated 
in the system (Fig. 32). 
As predicted by [190], introduction of delayed feedback can induce multistability 
in the system, which is illustrated in Fig. 31 and 32. This means that depending on 
the initial conditions at exactly the same values of system parameters the system 
can demonstrate one of two (or of more) regimes. Interestingly, in both cases mul-
tistability occurs between two different spiking regimes: periodic and chaotic. The 
phase portraits of the two regimes do not look very different from each other, but the 
power spectra indicate the distinction between them clearly: they are discrete (up 
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Figure 30: Realizations and phase portraits of the cumulant equations with delayed 
feedback Eqs. (13), when the feedback-free system was demonstrating chaotic spiking 
as in Fig. l1(Lower Panel). Feedback strength is fixed at K = 0.1. (a)-(b) Chaotic 
spiking at T = 0.0, (c)-(d) Chaotic subthreshold oscillations at T = 0.005, (e)-(f) 
Periodic period-one subthreshold oscillations at T = 0.1. 
to numerical accuracy) in case of periodic spiking and continuous with additional 
frequencies in case of chaotic oscillations. 
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Figure 31: Multistability induced by delayed feedback in cumulant equations 
Eqs. (13): regular and chaotic spiking at T = 0.001585, "I = 0.1, K = 0.1 a.nd 
T = 0.769 (see Fig. 28(a». (a) Realization mx(t), (b) phase portrait (mx, my) and 
(c) power spectrum S(w) computed from mx(t) in the regime of regular spiking. 
Panels (d), (e) and (f) show the realization, phase portrait and power spectrum, 
respectively, in the regime of chaotic spiking. 
9 Higher Order Cumulants 
Our approach to obtain a theoretical description of collective stochastic motion 
in the network of excitable elements is based on the dynamics of the cumulants. 
Within this approach, noise intensity appears as an additional parameter in the 
cumulant equations for a price of an unc10sed set of ODE for cumulants, where 
nth order cumulant equation may contain higher-order cumulants. To keep the 
problem tractable one can make approximations, which allow truncating the series 
of cumulant equations up to a desired order. 
We demonstrate in Chapter 4 that, by virtue of molecular chaos theory, for 
a stochastic network with mean field coupling, one can derive a system of deter-
ministic equations governing the time evolution of cumulants of one-particle PDD. 
Molecular chaos approximation allows one to represent the joint probability distribu-
tion between the system variables P2N(XI, Xz, ... , XN, Y1, yz, . .. , YN, t) as a product 
of N identical two-dimensional PDDs P2(X, y, t) at any time moment t, and there-
fore reduce the description of the whole network to the description of the PDD 
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Figure 32: MultistabiJity induced by delayed feedback in cumulant equations 
Eqs. (13): regular and chaotic spiking at T = 0.001586, 'I = 0.1, K = 0.1 and 
T = 0.748 (see Fig. 28(b)). (a) Realization mx(t), (b) phase portrait (mx,my) and 
(c) power spectrum S(w) computed from mx(t) in the regime of regular spiking. 
Panels (d), (e) and (f) show the realization, phase portrait and power spectrum, 
respectively, in the regime of chaotic spiking. 
pz which would be a deterministic function of only three variables. This approx-
imation was successfully used for noisy self-sustained oscillators [214] , bistable 
units [146, 215, 216], phase oscillators [218, 217, 219], and excitable FHN units 
[218, 109, 206] coupled via the mean field. In [220] stochastic bifurcations in coupled 
stochastic FHN units were studied when N was allowed to be large, but finite. 
It is difficult to visualize the time evolution of the two-dimensional PDD P2, but 
even a one-dimensional PDD: PI X and PlY describing the distribution of a single 
variable x and y respectively, can give an idea of the system behavior. For that 
reason, we undertake a complete survey of the numerically obtained PDD for the 
state variables x and y in the SDE Eqs. (7) for N = 5000 units. [Please refer to the 
Chapter 6]. 
One can use the information obtained from the survey of PDD plots to construct 
a suitable approximation for the PDD. Initially, we exploit the fact that, at most of 
the time moments PDDs of the system variables display just one peak, while they 
acquire two peaks only during short time intervals around the excitation of the mean 
field. So, we begin our analysis with the simplest form of the approximation, viz. 
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Gaussian approximation. Within the framework of Gaussian approximation one can 
assumes that one-particle probability distribution P2 can be approximately Gaussian 
function of two variables, and therefore PI X (x, t) and PI Y (y, t) are approximately 
Gaussian functions of single variables. Hence for the Gaussian distribution, we can 
characterize only the cumulants up to second order as non-zero: mean values mx 
and my of variables x and y, respectively, their variances Dx and Dy, and their 
cross-variance D XY . 
We derived a system of 2nd order cumulant equations Eqs. (13) with delay and 
systematically investigate the effect ofTDFC on the dynamical behavior of stochastic 
(7) and cumulant (13) equations. We compare the map of regimes obtained from 
the 2nd order cumulant equations Eqs. (13) with those obtained from the simulation 
of N = 5000 SDE Eqs. (7) [See Chapter 8]. We are keen to obtain an almost similar 
kind of qualitative behavior in the system of N stochastic equations Eqs. (7), and 
the approximated system of 2nd order cumulant equations Eqs. (13). Yet, we can 
strongly realize the limitation associated with the 2nd order cumulant equations 
Eqs. (13), when it comes to characterize the quantitative behavior of the stochastic 
equations Eqs. (7). 
As we know most possible reason for the observed discrepancy is due to the fact 
that we used two major approximations while writing down a simplified system of 
deterministic 2nd order cumulant equations Eqs. (13). One is the molecular chaos 
theory and other is Gaussian Approximation for the PDD of the system variables. 
Under the approximation of molecular chaos we assumed that the oscillations in the 
interacting units are uncorrelated, and the number of units tends to infinity, so that 
we can regard their joint PDD as a product of the individual distributions. This is 
a viable approximation that has been proved quite accurate in a number of similar 
cases. However, the second approximation that the individual probability densi-
ties are close to Gaussian functions whose mean and variances change in time was 
less justified, because the numerically obtained PDD appeared to be considerably 
different from Gaussian functions. 
While considering Gaussian Approximation method our argument was based 
on the fact that most of time the PDD of system variables display a single peak. 
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However, we are seriously motivated to obtain more accurate approximations for 
the PDD of the system variable in the stochastic network Eqs. (7). So, we cannot 
simply ignore the fact that the single-peak distribution is essentially non-symmetric 
and during excitation the system variables acquire two-peak distribution. Based on 
this, it is plausible to construct more accurate approximations for the PDD for state 
variables in the stochastic network Eqs. (7). 
To make a step forward in this direction, we decided to carry out a systematic 
investigate for the influence of the higher order cumulants terms in the cumulant 
expansion. Initially, we decided to truncate the infinite series of the cumulant ex-
pansion up to 3rd order cumulants. At first we derive of the 3rd order cumulant 
equations and analyze their dynamical properties. We find that their dynamical 
properties show drastic improvement as compared to the 2nd order cumulant equa-
tions. These results motivated us to consider higher order cumulants in the cumulant 
expansion. We carry out the derivation for the 4th and 5th order cumulant equations, 
and explore their dynamical behavior by means of bifurcation analysis. We perform 
bifurcation analysis by exploiting continuation software AUTO 2000, which allows 
one to analyze bifurcations in the system of ODE [145]. 
We observe that in some respects the system of 4th order cumulant equations 
is better than that of 3rd and 5th order cumulant equations. Notably, 4th order 
cumulant equations are less complex than 5th order cumulant equations and more 
complex than 3rd order cumulant equations. We understand that derivation process 
with higher order cumulants is too involved and requires lots of attention. For 
that reason, we exploited some Computer Algebra System programs, like Maple. 
In our case, Maple eases our task of derivation process by generating all algebraic 
calculations quickly and accurately. The derivation mechanism of the higher-order 
cumulant can be easily understood by analogy with the case of 2nd order cumulant 
equations. So, in the present chapter we will simply write down the final evolution 
equations for the 3rd , 4th, and 5th order cumulants with delay. Further, for each set 
of cumulant equations, we present complete bifurcation diagrams obtained in the 
plane of parameters Cy, T), for now in the absence of feedback (K = 0). We will 
denote the joint cumulant of (m + n)th order in m x-variables and n v-variables by 
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Cx=yn. Based on this, for our system we can define: 
1. Two 1st order cumulants, Cx and Cy; 
2. Three 2nd order cumulants, Cx" Cxy and Cy'; 
In general, one can have n+1 nth order cumulant- Cxn, Cyn, Cx(n-l)y, ... , Cx'y(n-') , 
Cxy(n-l). In addition, one can obtain the joint cumulant of nth order by using stan-
dard formula for the joint cumulant of n random variables X 1,X2, ... ,Xn , which 
read as: 
CX1X, ... X n == L(i 7r1- l)!(-l)I"I-l IT E( IT Xi) 
11" BEn iEB 
(19) 
where E denoted the expectation, 71' runs through the list of all partitions of (1, 2, ... ,n), 
and B runs through the list of all blocks of the partition 71'. Now as promised in the 
forthcoming subsections, we will present a systematic description of the dynamical 
properties of each set of cumulant equations. 
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9.1 3Td Order Cumulant Equations 
The 3rd order cumulant equations read: 
dCx ('--
dt 
dCy 
dt 
dCx2 f--
dt 
dCy2 
dt 
dCxy ('--
dt 
dCx' f--
dt 
dCy' 
dt 
dCx2y ('--
dt 
= 
= 
= 
= 
= 
= 
= 
= 
C
x 
- C~ _ C _ C 2C
X 
_ Cx' 
3 y x 3 ' 
Cx + a + K(CYT - Cv), 
2( Cx2(1- 'Y - C; - CX2) - CXy - c""Cx), 
2(Cxy + T), 
('Cx2 + ( Cxy (1 - 'Y - C; - Cx2) - Cy2 - CX2yCX)' 
3( Cx,(1- 'Y - C; - 3Cx2) - Cx2y - 2C;2CX), 
3Cxy2, 
('Cx' + 2( Cx2y(1- 'Y - C; - 2Cx2) - Cxy2 
Cxy(Cx' +2CX2CX)), 
2('Cx2y + (CXy2 (1 - 'Y - C; - Cx2) - Cy' 
2Cxy (Cx2y + CXyCx)). 
To understand the dynamics of the 3Td order cumulant equations, we survey 
the general bifurcation scenarios realized under the variation of noise intensity (T) 
and the coupling strength ('Y) [see Fig. 33J. In Fig. 33, black solid lines are the 
lines of Andronov-Hopf bifurcation, grey dashed (blue online) lines represent the 
period-doubling bifurcation and grey dotted (red online) line represents the saddle-
node bifurcation. At a first glance one can notice that bifurcation behavior of 3Td 
order cumulant equations is quite complex due to presence of multistability in certain 
regions. For that reason, it would be convenient to explore these various bifurcations 
in a systematic manner. 
In the bifurcation diagram of the in Fig. 33 there exists a stable fixed point 
everywhere outside the region enclosed by the black solid lines of Andronov-Hopf 
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Figure 33: Bifurcation diagram of 3rd order cumulant equat ion in pa rameter plane 
(--y, T). Black so lid lines: Andronov-Hopf bifurcation ; G rey dashed (b lue on-
line) lines: period-doubling bifurcation; and Grey dotted (red online) line: 
sadd le-node bifurcation. 
bifurcation. So, let us start from a stable fixed point situated at "'I = 0.1 and T = 0.4. 
Let us fix and follow in one the variation along parameter T [Illustrated in Fig. 34]. 
From the fixed point ("'I = 0.1, T = 0.4), if we follow the decreasing value of T (this 
path has been illustrated with black big circles in the upper panel of Fig. 34 then 
we will first encounter t he grey (red online) dotted lines [Fig. 33] corresponding to 
the saddle-node bifurcation of the periodic orbits at which a half-stable limit cycle is 
born out of clear blue sky. From t his point (around T = 0.27) as we further decrease 
t he value of T , t he half stable limi t cycle splits into a pair of limi t cycles: one stable, 
one unstable. Notably t he stable fixed point does not participate in t his bifurcation , 
hence it coexists with limit cycles and thus account ing for the l11ultistabili ty. 
Wi th decreasing value of T the stable limit cycle undergoes period-doubling 
bifurcation (around T = 0.23) at grey (blue online) dashed lines [(Fig. 33)]. lnter-
stingly, around T = 0.21 we hi t the black solid line of And ronov-Hopf bifurcation. 
At this point a subcri t ical Andronov-Hopf bifurcation occurs, where t he unstable 
118 
3'd Order Cumulant Equations at y '" 0.1 
Numeri cal Simulation 
4 
<., 
~ 3 '.56 0 
~ ~ 
." 
""" .~ 0 (12 0 24 02 
0.. 2 
E 
-< 
0 T 0.1 0.2 OJ 0.4 
Bi fu rcati on Analysis 
PD 
PO 1.15 
§ 
Z 1.5 
~ HB(u) 9 
1.25 
0 T 0.1 0.2 OJ 0.4 
Figure 34: 3,·d order cllmulant equat ions at a fixed value of coupling st rengt h 'I = O.l. 
Uppe r Panel: amplitude of ex obtai ned by means of nu meri cal simulations were 
plotted against noise intensity T ; Lower Panel: One parameter variation Bifurcation 
diagram. 
cycle shrinks to zero amplitude and engulf the stable fixed point , renderi ng it un-
stable. W it h fur ther drop in t he value of pa rameter T only t he stable limit cycle 
remains. T hus, we can have mu ltistablity in the region between the T = 0.21 to 
0.27. One can notice that with furt her decrease in the val ue of parameter T we can 
have period-doubli ng bifurcation and And ronov-Hopf bifurcat ion. 
For the purpose of illust ration we plot t he a mpli t ude of ex against the varia tion 
of noise intensity T in 3,·d order cumulant equations at some fixed value of coupli ng 
strengt h. i. e. 'I = 0.1 [see Fig . 34(Upper Panel)] . Notably. eT is t he mean of x-
variable and thus corresponds to the mean field Mx of x-variable in the our original 
system of s tochastic equations Eqs. (7). To obtain Fig. 34 (Upper Panel) , we simulate 
3rd order cumu lant equations at two different init ial cond it ions. We obtained the 
fi rst set of initia l conditions by nu merica lly sol ving the system of 3"{ order cumulant 
equations at 'I = 0.1 and T = 0.0. Wi t h t his set of ini t ial cond it ions ancl fix I = 0. 1, 
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Figure 35: Realization and phase portrait of 3Td order cumulant equations at ('Y = 
0.1 ) and at selected values of noise amplitude (T ). Upper Panel: At T = 0,1 
we can have periodic spiking; Middle Row: We demonstrate multistability by 
selecting T = 0.24, one can notice that} for same setting of parameters we can have 
two different patterns of realization and phase portrai t corresponding to periodic 
orbi t and fixed point ; and Lower Panel: At T = 0.4 we have fi xed point . 
we simulate our system of 3rd order cumulant equations for T varying rrolll 0.0 to 
0. 4. The resul ts obtained in this way are represented by black dotted lines with big 
circles in Fig. 34(Upper Panel). 
However, to obtain second set of initial cond itions we numerically sol ve the sys-
tem of 3"d order cumulant equations at 'Y = 0.1 and T = OA. Then we simulate 
our system of 3"l order cumulant equations with this set of initial conditions at fix 
'Y = 0.1 a nd varying T from 0.4 to 0.0. The results obtained following this way 
were plot ted as grey (green online) dotted line with small circles on the same graph 
Fig. 34(Upper Panel). From the inspection of Fig. 34(Upper Pa nel) one can clearly 
notice that , for a certain range of noise intensity between T = 0.21 to T = 0.27 
there exist s two difl'erent amplit udes for ex, which confirms the observed multista-
bili ty in the corresponding bifurcation diagram Fig. 33 . One can also consider the 
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plots obtained from AUTO for one parameter bifurcation analysis of t he 3rd order 
cumulant equations at 'Y = 0.1 and varying T [Fig. 34(Lower Panel)). 
In add ition to this, we will plot the realizations and the phase portrait of the 
first order cumulants Cx and Cy at 'Y = 0.0 and some carefully selected values of T 
[see Fig. 35). In Fig. 35(U pper Row) we select T = 0.1 for which we have regular 
spiking. Then we will select T = 0.24 , which lies in the region of mu ltistability. 
One can notice that here system demonst rate two dynamically difFerent behav iors: 
periodic oscillations and the fixed point [see Fig. 35(M iddle Row)]. Further, in 
Fig. 35 (Lower Row))' we opt for T = 0.4 , which corresponds to fixed point and 
hence realization shows a si ngle st raight line. 
After adorni ng the dynamics of 3rd order cumulant equations we are nOw inter-
ested in considering the 4th and 5,·h order cumulant equations . After that, we will 
compare the dynan11cs of the 2nd , 3rd , 4th and 5th order cumulant equations along 
with system of stochastic equations. 
9 .2 4th Orde r C umula nt Equat ions 
The 4t!, order cUll1ulant equations read: 
dCx 
<--dt 
dCy 
dt 
dCx ' <--dt 
dCy' 
dt 
dCxy 
<--dt 
Cx + et + K (Cyr - Cv), 
2 ( Cx ' (1 - 'Y - C; - Cx') - Cxy - Cx 3 Cx 
C;' ). 
2(Cxy + T) , 
<Cx' + ( C"y(1 - 'Y - C; - Cx') - Cy' - Cx' yCx 
CX 3 y ) 
3 ' 
121 
dCX3 3 (CX3{ 1 -,- C; - 3Cx') - Cx'y, E-- == dt 
2C;,Cx - CX"Cx ), 
dCy3 
== 3Cxy" dt 
dCx'y 
E(it = ECx3 + 2 ( Cx,y{1 -,- C; - 2Cx') - Cxy' 
Cxy {Cx3 + 2Cx2Cx) - CX3 yCx), 
dCxy2 
= 2ECx'y + ( Cxy2{1 -, - C; - Cx') - Cy3 E--dt 
2Cxy{Cx'y + CxyCx) - CX,y,Cx ) , 
dCx4 4( Cx, {1 -,- C; - 4Cx') - Cx'y E- - = dt 
3 ) 3CX3(Cx3 + 2Cx'Cx) - 2Cx' , 
dCy' 4Cxy3, dt 
dCx3y ECx' + 3( CX 3y{1 -,- C; - 3Cx2) - Cx'y2 (--dt 
Cxy {CX4 + 2Cx3Cx + 2C;2) 
0.,2y{3C,3 + 4CX2CX) ) ' 
dCx 2y2 
E dt = ECx3y + 2( CX'y2{ 1 -,- C; - 2Cx') 
Cxy3 - 2Cxy {Cx3y + CX2Cxy ) 
2Cx'Y{Cx'y + 2CxyCx) 
Cxy2{Cx3 + CX3CX)) ' 
dCxy3 
E(it = 3ECx2y' + ( Cxy3{ 1 -,- C; - Cx') 
Cy4 - Cxy{3Cx'y2 + 2C;y) 
3Cxy'{Cx'y + 2CxyCx) ). 
To characterize the dynamics of the 4 th order cumulant equations, we will plot 
the general bifurcation di agram in t he plane of parameter ("T)) [see Fig. 36J. [n 
order to allow any kind of possible comparison we make every attempt to maintain 
the consistency, hence in Fig. 36 the black solid lines are the line of Andronov-Hopf 
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Figure 36: Bifurcation diagram of 4'" order cumulant equation in pa rameter plane 
h, T ). B lack solid li nes: Andronov-Hopf bifurcation ; Grey dashed (blue on-
line ) li nes: period-doubling bi furcation; and G rey dotted (red on li ne) line: 
saddle-node bifurcation. 
bifurcation , grey dashed (blue onli ne) lines represent t he period-doubling bifurca-
tion and grey dotted (red online) line represents the saddle-node bifurcation. From 
the spectacles of F ig. 36 in t he very fi rst instance one can notice that, bifurcation 
behavior of 4'" order cllmulant equat ions preserves almost all essential qualitative 
behavior of 3Td order clIll1ulant equations, however seem to be more complex. 
For a systematic explanation of various bifurcat ions we will put our self on the 
t he point h = 0.1, T = 0.3), which can be observed as a fixed point in the Fig. 36. 
Now, if we fix I = 0.1 and move decrease the value of parameter T (t his path has 
been illustrated with black big circles in the upper panel of F ig. 37 then we wi ll first 
encounter t he grey (red onli ne) dot ted lines [Fig. 36J corresponding to the saddle-
node bifu rcation of the periodic orbi ts at which a half-stable limit cycle is born out 
of clear blue sky. From thi s point (around T = 0.23) as we furt her decrease the 
value of T , the half stable limi t cycle spli ts into a pair of limit cycles: one stable, 
one unstable. Since the stable fixed point does not par ti cipate in t his bifurcation, 
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Figure 37: 4th order cumulant equations at a fixed value of coupling strength I = O.l. 
Upper Panel: ampli t ude of Cx obtained by means of numerical simula tions were 
plotted against noise intensity T; Lower P anel: One parameter variation Bifurcation 
diagram . 
hence it will coexists with the limit cycles and thus accounting for the l11 ul t istabili ty. 
With decreasing value of T t he stable limi t cycle undergoes period-doubling bi-
furca tions at grey (blue on line) dashed lines [(Fig. 36]. Interstingly, a round T = 0.02 
we hi t the black solid line of Andronov-Hopf bifurcation. At this point a subcriti cal 
Andronov-Hopf bifurcation occurs, where the unstable cycle shrinks to zero ampli-
tude and engulf the stable fixed point , rendering it unsta.ble. With further drop in 
the value of parameter T only t he stable limit cycle remains. Thus, we can have 
!l1ul t istabli ty in t he region between the T = 0.02 to 0.23. One can notice that with 
further decrease in the value of parameter T we can have Andronov-Hopf Bifurca-
tion. 
To illustrate the various bifurcations and observed J!1ultistability in the 4th order 
cumulant equations, we will plot t he amplitude of Cx versus noise T [Fig. 37(Upper 
Panel)]. We simulate 4th order cU!l1ul ant equations at two different initial conditions. 
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Figure 38: Realization and phase portrait of 4t/, order cumulant equation at (, = 0. 1) 
and at selected values of noise amplitude (T ). Upper Row: At T = 0.02 we can 
have periodic spiking; Middle Row: We demonstrate multistability by select ing 
T = 0. 1, one can notice that, for same setting of parameters we can have two 
different patterns of reali zation and phase portrait corresponding to periodic orbit 
and fixed point; and Lower Row: at T = 0.3 we have fixed point. 
Init ially we fix parameter values li = 0.1 and T = 0.0) and numeri cal ly solve t he 
system of 4t/, order cumulant equations to obtain first set of initial condi tions. Then 
wC simulate our system of 4'" order cumulant equations with our fi rst set of ini t ial 
condi tions at I = 0. 1 and for T varying from 0.0 to 0.3 . The resu lts obtained under 
these settings are represented by black dotted lines with big circles in Fig. 37(Upper 
Panel). Thereafter, we calculated another set of ini tial condi t ions by numeri cally 
solve t he system of 4t/1 order cumulant equations at I = 0.1 a nd T = 0.3. Wi th 
the second set of initial condi tions we simulate our system of 4'11. order cumulant 
equations at fL"ed I = 0.1 and varying noise intensity T from 0.3 to 0.0. On same 
graph Fig. 37(Upper Panel), the ampli tude of ex versus noise T which was obtained 
so has been plotted as grey (green online) dotted line with small ci rcles. One can 
also consider the plots obtained by means of Auto for one parameter continuation 
125 
of 4th order cumulant eqations at fixed 'Y = 0.1 and varying T. 
One can ascertai n visually from the general view of Fig. 37 that, there exist a 
definite range of noise intensity T at which system of 4th order cumulant equations 
make a prominent exhibition of two critically distinct amplitude values for Cx, and 
thus confirms the multistabili ty. 
In supplement to these, we plot t he realization and phase portrait for Cx and 
Cy at carefull y selected values of noise intensity T and fixed 'Y = 0.1 in the system 
of 4'·1. order cumulant equations [see Fig. 38[. In Fig. 38(Upper Row) we select 
T = 0.02, for this set of parameter values we can have large amplitude limit cycle, 
which corresponds to the regular spiking in the realization. For our next choice we 
have T = 0.24 which lies in the region of multistability. One can confirm that, with 
(T = 0.1 ) we have two different dynamical behaviors: In first case we have fixed 
point) which corresponds to a straight line in the realization, while in other case we 
have periodic oscill ations [see Fig. 38(M idd le Row)] . Further we select T = 0.3 , 
in Fig. 36 t his point corresponds to fixed point, and hence in Fig. 38(Lower Row) 
realization display a single straight line. 
So far ; from our analysis of 4th order cumulant equations we realize that , the 4 th 
order cumulant equations preserves the qualitative dynamical characteristi c of 2nd 
and 3Td ord er cumulant equations. \iVith this, we are now interested in describing 
5th order curnulant equations. 
9.3 5,·1> Order Cumulant Equations 
The 5th order cumulant equations read: 
elCx 
'Tt 
elG.y 
elt 
elCx ' ,--
elt 
Cx + a + K (CYT - Cy) , 
2( Cx, (1 - 'Y - C~ -Cx') - Cxy - Cx 3Cx 
Cr ) , 
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dCy2 
= dt 2(Cxy + T ), 
dCxy 
= f--dt fCX 2 + ( Cxy( l - 'Y - C?, - CX 2) - Cy2 - Cx2yCx 
CX 3 y ) 
3 ' 
dCx3 ( 2 fTt = 3 Cx 3( 1 - 'Y - Cx - 3Cx2) - Cx2y 
dCy3 
dt 
dCx2 y 
f--dt 
dCy4 
dt 
dC,.3 y 
f--dL 
= 
= 
2C;2CX - Cx"Cx _ C;' ). 
Cx• ) 3 ' 
4Cxy3 , 
fCx" + 3( Cx3y(1 - 'Y - C; - 3Cx 2) - Cx 2y2 
Cxy (C,,4 + 2Cx3Cx + 2C;2) 
CX'Y ) Cx2y(3CX3 + 4Cx'Cx ) - Cx4yCx - -3- , 
fCX3y + 2 ( Cx 2y2( 1 - 'Y - C;: - 2Cx') 
Cxy3 - 2CXy (Cx3y + CX 2Cxy ) 
Cx"y' ) Cxy,(Cx3 + Cx3Cx) - Cx3y' Cx - -3- , 
3fCX'y2 + ( CXy3 (1 - 'Y - C; - Cx,) 
Cv"~ - Cxy (3Cx'y' + 2C;y) 
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--- -- - --- - - ---- - - ---------- - - - - -
< d~:, = 5 ( Cx' (1 - 'Y - C; - 5Cx2) 
dCy' = 
(it 
Cx' Y - 2Cx" (5Cx3 + 4Cx2 Cx) 
6C,,3 (Cx3Cx + 2C;2) - C,,6Cx - Cr )' 
dCx4 y ( 2 E----;;;:- = ECx' + <] C""y (1 - 'Y - C" - 4C,,2) 
dC"y" 
c--dt 
C,,3 y2 - C"y(C", + 2Cx'C" + 6Cx3Cx2) 
2Cx2y(2Cx4 + 3Cx3Cx + 3C;2) 
CX 6 y ) 6Cx3y(Cx3 + Cx2Cx) - C"'yCx - -3- , 
2ECx"y + 3 ( Cx3y2( 1 - 'Y - C; - 3CX 2) 
C,,2 y3 - 2Cxy (Cx"y + Cx3 Cxy ) 
2Cx2y (2Cx2yCx + 4CX 2Cxy ) 
C"y2(Cx" + 2Cx3Cx + 2C;2) 
2Cx3y(3Cx 2y + 2CxyCx ) - Cx 4 y'Cx _ C";"2 ) , 
3CCx3 y2 + 2 ( Cx2y3 (1 - 'Y - C; - 2Cx2) 
Cxy" - 3C"y(Cx3y2 + 2C,,2 y2Cx + 2Cxy2Cx2) 
6Cx2y(Cx2y2 + C;y) - 3Cxy2(C,,3y + 2Cx2yCx) 
Cx"y3 ) C"y3(Cx3 + 2Cx2Cx) - Cx3y3C" - - 3- , 
4cC",", + ( e"y" (l - 'Y - e; - ex 2) 
Cv' - 4Cxy (Cx'y3 + 3Cxy2Cxy ) 
(20) 
Bifu rcation diagram of 5'" order cumulant equat ions is ill ustrated in Fig. 39. 
Being consistent with the bifurcation diagram of 3rd and 4'" order cutnulant equa-
t ions, in Fig. 39 the black solid li nes are t he lines of Andronov-Hopf bifurcation , grey 
dashed (blue online) li nes represent t he period-doubling bifurcation and grey dotted 
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Figure 39: Bifurcation diagram of 5th order cumulant equation in parameter plane 
(-y, T). Black so lid lines: are the line of Andronov-Hopf bifurcation; G rey dashed 
(b lue online) lines: are the lines of period-doubling bifu rcation ; and G rey dotted 
(red o nline) line: are the lines of saddle-node bifurcation. 
(red online) lines represents the saddle-node bifurcation. There ex ists a stable fixed 
point everywhere outside t he line of And ronov-Hopf Bifurcation. Inclusion of 5th 
order cumulants has induced high c0111plexity in the bifurcation scenario. However) 
5th order clIIl1uiant equations preserve the essential qualitative charactedstic of the 
3Tll and 4th order cumulant equations and also of Our stochastic network. 
So, let us start from a stable fixed point situated at "I = 0.1 and T = 0.4 . Next 
we will following the fixed point along t he decreasing value of T at fixed "I = 0.1 
[Illustrated in Fig. 40(Upper Panel)] . From the fixed po int (-y = 0.1 , T = 0.4), 
if we follow the decreasing va.1ue of T t hen we will first encounter the soli d black 
li nes of Andronov-Hopf bifurcation [Fig. 39] at which a stable limi t cycle is born 
(around T = 0.395). Wit h fur ther decrease in the value of T , we hi t the grey (red 
online) dotted lines [Fig. 39] co rresponding to t he saddle-node bifurcation (around 
T = 0.16) at which a pair of limi t cycles: one stable, one unstable, is born. Since, 
129 
5th Order Cumulant Equations at y = 0. 1 
Nume ri c~l Simulation 
4~~------------~====~ , 
1.75 
'0 J 
, " o L,, __ ...,o-,,--~o,.J, 
. ~ • • •• "~Q. o 
0 T 0. 1 0.2 03 0.4 
Bifurcation Analysis 
6 PO LP 
LP 
§4 PO 
Z LP 
", 
-' 
li B @ 
0 T 0.1 0.2 03 OA 
Figure 40: 5t h order cumulant equations at a fixed value of coupling strength 'Y = O.l. 
Upper Panel: amplitude of ex obtained by means of numerical simulations were 
plotted against noise intensity T ; Lower Panel: One parameter variat ion Bifurcat ion 
diagram. 
the pre-ex isting st able limit cycle does not part icipate in this bifurcat ion, hence it 
coexists with limit cycles and thus accounting for the multistabil ity. 
\Vi th decreasing value of T the stable limi t cycle gains ampli tude by meal1S of 
period-doubling bifurcation (around T = 0.15) at grey (blue online) dashed lines 
[(Fig . 391. Interstingly, a round T = 0.13 we again hit the grey (red onli ne) dot ted 
lines of the saddle- node bifurcation. At this point one of the stable and unstable 
cycle collides and disappear. Wi t h further drop in the value of parameter T only the 
s table limit cycle remains. Thus, we can have multistabli ty in t he region between 
the T = 0.13 to 0.16. One can not ice that with fur ther decrease in t he value of 
parameter T we can have period-doubling bifurca tion. 
Again , we will plot the amplitude of ex against variat ion in noise level T in 
t he 5u, order cumulant equations at I = 0. 1 [see Fig. 401. In order to capture 
the multis tabili ty we simulate 5u, order cumulant equations at two d ifferent initial 
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Figure 41: Realization and phase portrait of 5,·h order cumulant equation at (-y = 0. 1) 
and at selected values of noise ampli tude (T ). Upper Row : At T = 0.04 we can 
have periodi c spiking; M iddle Row : We demonstrate multistability in 5,·h order 
cumulant equations by selecting two difl'erent values of noise intensity(T = 0.14 and 
T = 0.28), one can witness two simu ltaneously existing periodic orbits by means of 
solid black lines and dashed grey (green online) li nes in the corresponding realization 
and phase portrai t; and Lowe r Row: At T = 0.3 we have fixed point. 
condi t ions. To obtain first set of initial conditions we begin with parameter values 
(-y = 0.1 and T = 0.0), and then we numerically solve the system of 5'h order 
cumulant equations. vVith our first set of in it ial cond itions we simulate our system 
of 5"1 order cumulant equations at I = 0.1 and for T varying from 0.0 to 0.'1. T he 
results obta.ined so were represented by black dotted li nes with big circles in the 
Fig. 40. Thereupon in order to evaluate second set of initial conditions we again 
numerically solve our system of 5th order cumulant quations at 1= 0.1 a nd T = 0.4. 
Our further step is to simulate our system of 5'h order cumulant equations at fixed 
1= 0.1 and with second set of initi al conditions under the variation of noise intensity 
T from 0.4 to 0.0. After that on same graph Fig. 40 we plotted t he a mplitude of 
ex against noise T with grey (green online) dotted line with small circles. On 
inspecting Fig. 40 one can ensure the existence of mul tistability in the system of 5'h 
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order cumu lant equations, which has been refl ected due the presence of two different 
amplitude values for Cx within a certain range of noise intensity T at fixed ,= O.l. 
In order to embellish the dynamical features of 5th order cumulant equations 
Il1 context of what has been observed so far, we plot t he realization and phase 
portrait for Cx and Cy at carefully selected values of noise intensity T and fixed 
I = 0.1 [see Fig. 41). In Fig. 41 (Upper Row) we opt for T = 0.04, for this set 
of pararneter values we can have large amplitude limi t cycle, which corresponds to 
the regular spiking in the realization. Next we illustrate mul tistability by choosing 
T = 0.14 which lies in the region of multistabi lity. One can confirm that , wit h 
(T = 0.14) we have two different limit cycles with different ampli t ude, which has 
been represented on the same plot as solid black lines and grey (green online) dashed 
lines [see Fig. 41(Upper Middle Row). Further we chose T = 0.28, interestingly 
we can confirm the existence of two different limit cycles of nearly same amplitude, 
which has been represented on the same graph as solid black lines and grey (green 
online) dashed lines [see Fig. 41(Lower Middle Row). F\ut hermore we select 
T = 0.4, for which we have a fixed point t hat can be confirmed in Fig. 39 and so 
in Fig. 38(Lower Row) realization display a single straight line and empty phase 
portrait. 
So far we thoroughly investigate the dynamical characteristic of 3',-d, 4 th ) and 5 th 
order cumulant equations under the variation parameters (-y, T) . For that purpose 
we perform a systematic bifurcation analysis in the plane of parameters (" T) and 
numerical simul ation at fixed I = 0. 1 of 3Td , 4th, and 5Lh order cumu lant equations . 
In general , the dynamical properties of 5th order cumulants equations are consistent 
in relation to the other lower order cumulant equations, except in the bifurcation di-
agram Fig. 39, particularly, in the range of small T values it looks more complicated. 
With al l t hese, as our research interest lies in identifying an efficient semi-analytical 
approach, wh ich is simple and can essentia lly capture almost-all im portant dynam-
ical properties of large stochastic network. Hence as a next step, we are interested 
in comparing the dynamiCS behavior of each set of cumulant equations with those 
of stochastic equations. 
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9.4 Comparing the D ynamics of Higher Order Cumulants with 
Stochastic Equations 
In Zaks et a1 [109J the authors studied the dynamics of the 2nd order cumulant 
eqllations without feedback and revealed the general bifurcat ion diagram in the 
parameter plane (T, T) [see Fig. '12(2nd Order Cumulant Eqs.), re-obtained during 
Our analysisJ . In the present work we are t rying to understand the impacts of higher 
order cumulants in the proposed cumulant dynamics approach. So we deri ve t he 
3rd , 4th , and 5th order cumulant equations and explore t heir dynamical behavior by 
means of bifurcation analysis in t he plane of parameter (T, T ). Also in order to 
illustrate vaJ'ious important dynamical regimes in the bifurcation diagram we plot 
some important realizati ons and phase portraits along with amplitude of ex versuS 
noise intensity plots . 
We compare the dynam ics of t he various sets of cumulant equations with t he 
dynamics of t he original system of SDEs represented by Eqs. (7). So, we will compare 
the map of regimes of the various sets of cumulant equations as descri bed by t he 
bifurcation di agram in t he parameter plane (T, T ) with those obtained from the 
numerical simulation of Eqs. (7) [Fig. '12 where Fig. 42(Stochastic Eqs.) is taken 
from the Zaks et aJ [109J.J. 
In order to allow a cri tical comparison of various dynamical features of higher 
order cumulant equat ions with t he system of SDE, we place t he bifurcation diagram 
of 2,ui, 3Td , 4th and 5th order cumulant equations obtained in the parameter plane 
(T, T) together with the map of regimes obtained from numerical simulation of SDE 
(7) [see Fig. 42J. 
As mentioned above, there is oscillatory states within the area outlined by the 
lines of And ronov-Hopf bifu rcation, and a stable fixed point elsewhere. This be-
havior can be compared to t he domains of t he non-stationary period iC solu tions 
bounded by I) and 12 curves in the corresponding system of coupled SDEs given 
by Eqs. (7), [Fig. 42(Stochastic Eqs.)J. There is no spiking outside t he inner curve 
l , and no oscillations at all outside the outer curve l2. In this respect , we can say 
that in Fig. 42(Stochastic Eqs.) there is a fi xed-point solution everywhere out ide 
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Figure '12: On the pa rameter plane (T, "(): Comparing t he map of regimes as ob-
tained from the simulat ion of stochastic equations with t he bifurcation diagram of 
2n<£, 31'd , 4th and 5 th order cumulant equations. 
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the bounded region and oscillatory dynamics inside it. We find tha t the incl usion 
of a few higher order cumula nts (3rd , 4th and 5th ) in the cumulant expansion can 
induce rad ical improvements in the quali ty of approximation of stochastic dynam-
ics. Interestingly, in our case, the performance of higher order cumulant equations 
is much better than of Ga ussian approximation. From Fig. 42 one can notice that 
complexity of the bifurcation diagram is increasing with the increase in t he order of 
cumulants (i n particular, a round small values of coupling st rength "t), alt hough the 
general evolut ion of dynam ical regimes is qualitatively the same for other values of 
"t. 
To illustrate this we compare t he dynamics of 2nd , 3 rd , 4th and 5th order cumulant 
equations together with the system of SDEs (7) at fixed value of "t = 1.0 and varyi ng 
T [see Fig. 43J. In Fig. 43(Column I), we plot the amplitude of Mx (x mean-field 
in the stochastic equations (7)) and ex for 2nd, 3"d, 4th and 5 th order cumulant 
equat ions aga.inst varying T. In addition to this in Fig. 43(Column Il), we present 
the plots obtained from the cont inuation software AUTO for 2nd, 3,",1, 4t/, and 5th 
order cumulant equations for continuation along parameter T at fixed 'Y = 1.0. 
Onc can confirm from these plots that the evolution of dynamics in the stochastic 
eq uations (particularly at t his value of coupling strength) is almost similar to that 
of clIllluiant equations. 
In Fig. 43(Stochastic Eqautions) we observe that immediately above zero value of 
noise intensity T system of SOE demonstrates spiking which corresponds to the large 
value of magnitude of Mx (order 3-4) . The system remains in the spik ing regime until 
the T = 0.8, after that we can notice gradual fall in the value of magnitude of Nfx 
where t ransition from spiking to subthreshold oscillations occur. For the value of T 
around T = 1.0, system displays small amplitude oscillations. In t his respect, when 
wc compare the cUJl1ulant equations we observe that fall in ampli tude is grad ual for 
2"d and 5th order cumulant equations, however for 4th order cumulant equations it 
is abrupt. For 3T (1 order cUlllu lant equations one can notice a hump a round T = 0.6 
which shou ld correspond to small amp litude subthreshold oscillation . 
In general, our investigation at 'Y = 1.0 suggests that [or t he smaller value of T 
(in a range up to T = 0. 5) the behavior of all cumulant equations is quali tat ive ly 
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Figure 43: For fixed value of coupling strength 7 = l.0: Column I amplitude 
versus T plots for stochastic equations are compared with 2nft , 3r<t, 4'" and 5th order 
cumulant equations; Column II plots obtained from AUTO for continuation along 
T are compared for 211d , 3rd , 4th and 5th order cumu)ant equations. 
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and q uantitatively almost similar to the system of SDE (7). Some quantitative 
mismatch can be observed for intermediate values of T where t ransition from spiking 
to subthreshold oscillations occurs, although qualitative behavior in this range of 
parameters 1S again comparable. 
o 
] 2 
C. 
= 
.;: 
• 
• 
............. N = lOs 
-- 11' = lU~ 
It a N: 1nl 
" f--~---'--~---'--~---r--~---'("!J'\ 
tWOS 0.006 
T 
0.007 0.00\ 
,~----------------------------, 
M, t) 
· r 
., (b) 
45 65 
Figure 44: For 'Y = 0.1 numerical simulation of Eqs. (7) confirms the ex istence of 
~[u l t i stabil i ty. (a) Ampli t ud e and (b) rea lization of M . at N = 103, N = 10"-
N = 105 versus noise intensity T. 
A nother in teresting behavior to notice is that the bifurcation diagrams for a ll 
cumulant equations claim for the existence of t he mult istability [Fig. 34, 37, 40[ 
which is also confi rmed by the numeri cal simulation results obtained from the SDEs 
and is illustrated in the F ig. 44. 
In F ig. 44(a) , we plot amplitude of x mean fi eld !VI. versus noise intensity T in 
stochastic equations 8qs. (7) for three different values of N and at 'Y = 0.1. For 
a specific range of T values (0.005, 0.007) in Fig. 44(a) , we can clearly observe the 
ex istence of two different ampli tudes: one accounting for t he small ampli tude osci l-
lation around the fixed point AI,. = 1.05 [Fig. 44( b), grey (red on line) dashed li ne] ; 
and another for period ic orbit. which can be realized through large amplitude oscil-
lations [Fig. 44(b), black solid li nes]. T his confirms t he ex istence of multistabi li ty 
in the stochastic equations (7). However, at 'Y = 0. 1 in the stochastic equations (7) 
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the range of T values at which we have multistability is slightly different than the 
higher (3ed , 4th and 5th ) order cumulant equations. 
Thus we find that with the cumulant dynamics approach we can capture almost 
all essential dynamical properties of a large netw:ork of stochastic units. In this 
chapter we demonstrate that the adding of few higher order cumulants in the pro-
posed cumulant approximation method can cause the drastic improvement in the 
quality of results obtained from them. We show that, in our case qualitative dynam-
ical behavlor of higher (3ed, 4th and 5th ) order cumulant equations is more reliable 
than Gaussian approximation method. With Our investigation of higher order cu-
mulant equations along zero coupling strength we finds that the performance of the 
4th order cumulants is better than 3ed and 5th order cumulant equations. However, 
on carefully observing the plots for higher value of 'Y it is interesting to note that, 
accounting for the more terms in the cumulant expansion can elicit a drastically 
improvement and one could obtained exact dynamical behavior for up to a certain 
range of parameter values. 
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10 Conclusion and Future Prospects 
My PhD thesis deals with one of the most interesting research challenges in the field 
of large networks with complex dynamics. We consider the problem of controlling 
purely noise-induced dynamical features in a large network of excitable units. In 
the major part of my PhD studies I examine the efficiency of the proposed TDFC 
technique for the purpose of controlling or manipulating the noise-induced collective 
behavior in the large network of excitable systems. In particular, we investigate the 
abilities of our control scheme to induce, or to get rid of, synchronization in the net-
work of excitable units. In addition to this, we were also interested in manipulating 
the time scales and coherence properties of the oscillations. 
In the present work, we adopted FHN system as a prototype of excitable system, 
which was earlier proposed to explain the neuronal spike generation. In the same 
framework one can model a neural network as a globally coupled system of excitable 
FHN units. We begin our inquisition by constructing a network of excitable units, 
where we connect N FHN unit via mean field coupling. In our network each unit 
is driven by the independent Gaussian white noise sources, and hence each noise-
perturbed FHN unit owns independent dynamics. One can visualize the collective 
dynamics in such a network by means of the corresponding averaged system variables 
Mx and My i.e., the mean field. 
It is well known that depending on the coupling and noise level, the excitable net-
work can display a rich variety of dynamical behavior ranging from non-syncronizati.on 
to synchronization. For a non-synchronized network, mean field demonstrates peri-
odic or chaotic small amplitude oscillations, while for a synchronized network mean 
field demonstrates periodic or aperiodic spiking. We know that in a real biological 
neural network the phenomenon of stochastic synchronization is believed to play a 
vital role, as in some situations it may enhance the information transmission be-
tween neurons and also in between different parts of neural system. In some cases 
it has been hypothesized to induce regular rhythmic activity, causing emergence of 
the pathological rhythmic brain activity in Parkinson's disease, essential tremor, 
and epilepsy. From this point of view, being competent in manipulating the neu-
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ral synchrony is an important clinical challenge. In the present work by means of 
intensive numerical and analytical studies, we investigate the efficiency of TDFC 
technique in adjusting the synchronization properties and other important collec-
tive noise-induced dynamical features in the excitable network of globally coupled 
FHN units. 
We perform a systematic analytical and numerical investigation of such a complex 
system. We perform methodical numerical simulations of the system of N nonlinear 
SDDE, where in most cases N = 5000 was chosen. Our choice of N is in agreement 
with the Acebron et a1 [206], where authors show that the choice of N = 5000 unit in 
a network of FHN units is already close to infinity for all practical purposes. Further, 
in order to provide a theoretical explanation for the stochastic motion in the network 
of excitable units we propose a semi-analytical cumulant dynamics approach. 
This cumulant dynamics approach is based on the idea of considering statis-
tical properties of N nonlinear SDDE. One way is to introduce the joint PDD 
P2N(Xl, Yb X2, Y2, .. . ,XN, YN, t) between all system variables for any time moment t. 
However, it is obviously inconvenient to obtain a description of collective behavior 
of N stochastic units via a function of 2N + 1 variables, where N is usually a large 
number. So, we exploit the molecular chaos theory widely applied in the field of 
statistical mechanics. One can assume that for a considerably large ensemble of 
identical units, where N -> 00 in the thermodynamic limit, each unit is independent 
and uncorrelated. Hence the joint PDD function P2N uncouples as a product of N 
identical two-dimensional PDDs P2(X, y, t) at any time moment t. Thus one can 
describe the network in terms of the dynamics of the cumulants of one-particle PDD 
P2, which would be a deterministic function of only three variables x, y, and t. 
In this way, for a large system of N SDDE with mean field coupling one can 
obtain an equivalent system of infinite number of deterministic equations represent-
ing the dynamics of the cumulants of one-particle PDD P2. The cumulant equations 
are deterministic as now the noise intensity appears as an additional parameter in 
the system. Remarkably, nth order cumulant equation may contain higher order 
cumulants. In order to keep the problem tractable we need to consider one more ap-
proximation such that we can get the permission to truncate the series of cumulant 
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equations up to a certain order. 
I considered various possible approximation approaches and compared them for 
an optimal result. As a first move we investigate the popular Gaussian approxi-
mation approach for which all higher-order cumulants are zero except the first two: 
mean and variance. We derive a system of 5 deterministic cumulant equations for 
our system of N SDDEs with delay. After that we exploit the work of Zaks et 
al [109] to identify various interesting dynamical behavior that can be obtained by 
carefully selecting parameter values "coupling" and "noise intensity" in the system 
of stochastic equations (7) and also in the corresponding approximate system of 
2nd-order cumulant equations. Next we investigate the efficiency of TDFC force in 
manipulating the essential dynamical features of the large network. We compare 
the results obtained from the numerical simulation of large stochastic network of 
N coupled excitable FHN units described by the system of N SDDEs (7), with 
those obtained by the simple system of 5 deterministic cumulant equations given by 
Eq. (13), at various sets of parameter values "coupling" and "noise intensity". 
We shown that depending on what is required, TDFC scheme can 
effectively induce or even eliminate synchronization completely in the 
neural network as described by the stochastic equations (7). In addition 
to this, we establish that with careful choice of feedback parameters one 
can efficiently regularize the system behavior in both synchronous and 
non-synchronous states and can shift the time-scales of oscillations in 
the network. Interestingly, a similar kind of effect can be witnessed in 
the simple system of 5 deterministic cumulant equations. The results 
obtained from the simulations of deterministic cumulant equations for 
mean and variance were found to be qualitatively in good agreement 
with those obtained from the numerical simulation of the large network 
of N coupled SDDEs. 
We show that one can easily capture most essential dynamical features of a large 
network by writing a simple system of deterministic evolution equations. In addition 
to many possible instant analytical applications available for such a simple system, 
one can easily exploit it whenever there is an issue for an effective ntllization of the 
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available resources and time. 
The idea of considering Gaussian approximation method was partly inspired by 
the results, which were obtained from the careful numerical investigation of the PDD 
of the system variables in the stochastic equations (7). We perceive that for a non-
synchronous network PDD plots for both x and y-variable display one peak, which 
is essentially non-symmetric at ahnost all times. For a synchronous network the 
PDD acquires a single peak distribution at most times except when a spiking event 
occurs in the network. We admit that the single peak distribution for a synchronous 
network is also non-symmetric. 
In one way the analysis of PDD plots has prompted us to reconsider Gaussian 
approximation approach as in fact PDD of the system variables were quite consider-
ably different from the Gaussian ones. So, we decided to examine the impact of the 
higher-order cumulants in the cumulant expansion approach. Initially we updated 
our approximated system with a few more terms of the higher-order cumulants, in 
particular up to fifth order cumulants. With this, we obtained the approximated 
system of deterministic cumulant equations with feedback, with third, fourth, and 
fifth order. 
We obtain bifurcation diagrams of the systems of third, fourth and fifth order of 
cumulant equations with the well-known continuation technique AUTO [68J. AUTO 
is a powerful software for the continuation and bifurcation problems, it allows one to 
continue any numerically or analytically known solution of system of equations in the 
space of system parameters. With AUTO we reveal the general bifurcation scenario 
realized under the variation of parameters for each set of cumulant equations, for 
now, without feedback. 
After critically comparing the bifurcation diagrams for the system of 
third, fourth and fifth order cumulant equations, we come to the con-
clusion that each set of cumulant equations accounts for a qualitatively 
similar kind of dynamical behavior to a certain extent. Evolution of 
general dynamical features remains qualitatively the same with inclusion 
of higher-order cumulants terms, however complexity in the bifurcation 
synopsis grows as dimension of the approximated system of cumulant 
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equations increases. Remarkably, set of all cumulant equations claims 
for the existence of the multistability, which was also confirmed from the 
numerical simulation of the results obtained from the SDEs and is illus-
trated in the Fig. 44. We illustrate the multistable dynamics via the plots 
of amplitude ex versus noise intensity parameter T, along with selected 
realizations and phase portrait. 
Moreover, we compare the map of regimes for Wd , 4th , and 5th order 
cumulant equations with the one obtained from the simulations of the 
original system of nonlinear SDDE obtained earlier in Zaks et a1 [109]. 
We established that updating the system of cumulant equations with 
higher-order cumulants up to a certain order (in our case up to fourth 
order) can drastically improve the match between the results obtained 
from the numerical simulation of N coupled SDDE and the proposed 
semi-analytical cumulant approximation approach. 
Finally we conclude that inclusion of just a few higher-order cumu-
lants in the proposed cumulant approximation can induce far-reaching 
improvements in the quality of dynamical behavior. In our case, where 
we have a highly complicated system of a large number N of SDDE, the 
performance of the system of a few higher-order deterministic cumulant 
equations appears to be much better than the simplest Gaussian approx-
imation. Although the general dynamical characteristics of 3Td , 4th and 
5th order cumulants are comparable between themselves, the fourth order 
cumulants seem to be the best options. 
Future Prospects of My Study 
Our investigation of TDFC as a modern technique for controlling the important 
dynamical properties like synchronization of the large excitable networks is promising 
for practical application in clinical challenges like treatment of Parkinson's disease, 
essential tremor, and epilepsy. In addition to this, one can also consider these results 
while investigating other relevant networks of excitable systems. Few examples from 
the list may include laser systems, pancreatic beta cells, heart cells. With all these, 
we would like to suggest that it would be definitely worthwhile to investigate the 
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influence of the delay in the higher order cumulant equations. 
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11 Appendix 
11.1 AUTO: Software for Continuation and Bifurcation 
As we know one can exploit numerical integration techniques to investigate the tran-
sient behavior of a dynamical system. However, quite often in order to examine the 
stability and more complex transitional behavior of stationary and periodic solu-
tions of system one need to seek some efficient techniques. AUTO is a powerful and 
efficient software, which allows numerical continuation and bifurcation analysis of 
system of ODE. The software was originally developed by Eusebius Doedel [145], 
with subsequent major contribution by several people, including Alan Champneys, 
Thomas Fairgrieve, Yuri Kuznetsov, Bart Oldeman, Randy Paffenroth, Bjorn Sand-
stede, Xianjun Wang, and Chenghai Zhang. 
AUTO can do a limited bifurcation analysis of algebraic systems of the form 
J(u,p) =0, J, uinRn 
and of systems of ODE of the form 
du(t) 
----a:t = J(u(t),p), J, u in Rn 
subject to initial conditions, boundary conditions, and integral constraints. Here 
p denotes one or more parameters. With AUTO one can also do certain continuation 
and evolution computations for parabolic POEs. For the bifurcation analysis of 
homoclinic orbits AUTO includes the software HOMCONT as well. AUTO is quite 
fast and can benefit from multiple processors; therefore it is applicable to rather 
large systems of differential equations. Other software directly or indirectly related 
to AUTO includes OSTool, PyDSTool, XPPAUT, Content, MatCont, and DDE-
BifTool [see 11.2J. 
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11.2 DDE-BIFTOOL 
DDE-BIFTOOL, originally developed by Koen Engelborghs [231]' is a Matlab pack-
age that consists of a set of routines written in the Matlab, This powerful software 
allows numerical bifurcation and stability analysis of delay differential equations 
with several fixed discrete and/or state-dependent delays. 
The system of delay differential equations with constant delays has form: 
d dt x(t) = f(x(t), x(t - Tl)'" ., x(t - Tm),p), 
where x(t) E a?n, f : a?n(m+l) x a?P --> a?n is a nonlinear smooth function depending 
on a number of paxameters p E a?P, and delays Ti > 0, i = 1, ... , m. While, the 
general form of the system of delay differential equations with (constant and) state-
dependent delays is: 
d dt x( t) f(x( t), x( t - Tl), ... , x( t - Tm, ), x( t - Tm, +1 (Xt», ... , x( t - Tm(Xt», p), 
Tml +j (Xt) = gj(x(t), x(t - Tl)'" ., x(t - Tml)'P)' j = 1, ... , m2, 
where x(t) E a?n, f : a?n(m+l) x a?P --> a?n is a nonlinear smooth function depending on 
a number of parameters p E a?P, and delays Ti > 0, i = 1, ... , m, m = ml + m2. For 
i = 1, ... , ml, the delays Ti are constants. the other m2 delays Ti(i = ml + 1, ... , m) 
are defined through sufficiently smooth functions gj : a?n(m, +1) x ffiP --> a?, j = 
1, ... , m2' The delay functions Tm1+j(Xt), j = 1, ... , m2, should be bounded, i.e. 
DDE-BIFTOOL can deliberately allows the computation, continuation and sta-
bility analysis of steady state solutions, their Hopf and fold bifurcations, periodic 
solutions and connecting orbits (but the latter only for the constant delay case). One 
can consider the stability analysis of steady state solutions by means of computing 
approximations and corrections to the rightmost characteristic roots. In addition to 
these, one can compute the Periodic solutions, their Floquet multipliers and connect-
ing orbits by using piecewise polynomial collocation on adaptively refined meshes. 
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11.3 Fokker-Planck Equation 
The Fokker-Planck equation (FPE) named after Adriaan Fokker and Max Planck is 
also known as the Kolmogorov forward equation. The FPE was originally proposed 
to describe the time evolution of the PDD function of the position of a particle 
demonstrating Brownian motion. More generally, FPE can be used for computing 
the probability densities of SDE. Let us consider the Ito SDE 
dX(t) = {1(X(t), t)dt + iJ(X(t), t)dW(t), 
where X(t) = (Xl(t),X2(t), ... ,XN(t)) is the state vector and W(t) = (Wl(t), W2(t), ... , WM(t)) 
is a standard M-dimensional Wiener process (Please refer to Appendix 11.9 for more 
information on Wiener process.). If the initial distribution at time t = 0 of state 
X(O) is f(X,O), then the probability density f(X, t) at time t of the state X(t) is 
given by the FPE which reads as 
-) N N N 2 8f (X, t "" a [ 1 ) - ] "" "" a 2 (- )] ( ) at =- L..~Di(Xl' ... 'XN f(X, t) + L..L..a 8 .[Dij(x), ... ,XN)f X, t ,21 
i=l Xt i=l j=l Xz xJ 
where D[(X, t) = f.Li(X, t) is the drift vector and the D;j(X, t) = ~ L:k aik(X, t)a[j(X, t) 
is the diffusion tensor. Following the analogy one can obtain the FPE for the 
Stratonovich SDE as well. 
11.4 Gaussian White Noise 
Apart from this we define the Gaussian white noise as a stochastic process ~(t), where 
Gaussian refers to the shape of the distribution and white refers to the fact that the 
correlation time is zero for t oF s. The autocorrelation is (~(t)~(t + r)) = 2T6(r), 
where 6(r) being Dirac's 6-function (a function that has the value zero everywhere 
except at r = 0 where its value is infinitely large in such a way that its total integral 
is 1), and T measures the intensity of the noise. For Gaussian white noise, time 
average is zero, i.e. (~(t)) = 0 and the Fourier transform of the autocorrelation, i.e. 
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the power spectrum density24 is flat. We can dbtain the Fourier transform for the 
auto correlation function: 
F(w) = J dr(W)W + r))eiWT 
2T J dr8(r)eiwT 
2T 
which is constant and independent of the frequency, so we call it white noise in 
contrast to colored noise with frequency dependent power spectrum. 
11.5 Hodgkin-Huxley Model: Experiment and Equations 
About Their Experiment 
c v 
Vt4a v. 
Figure 45: Circuit Schematic of the Giant Squid Axon. Obtained from 
http://www.swarthmore.edu/NatSci/echeeve1/Ref/HH/Circuit.GIF 
To investigate the laws that govern the flow of ions during an action potential, 
Hodgkin and Huxley used a giant squid axons. They creates a circuit model to 
24 According to the \Viener-Khinchin theorem the power spectral density of a wide-sense-stationary 
random process is the Fourier transform of the corresponding autocorrelation function. 
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match the data (obtained from the axon of a giant squid) that measures the flow of 
current through a determined area of neural membrane Fig. 45. They identify that 
there are three different types of ion current viz., sodium, potassium, and a leak 
current consisting mainly of CI- ions. The flow of this ions through cell membrane 
is controlled by the special voltage dependent ion channels. Cell membrane plays 
a very special role, although it separates the interior of the cell from extracellular 
liquid, still it allows the active ion transport through it. Hence the ion concentration 
inside the cell is always different from its outside and following this it is reasonable 
to consider cell membrane as a capacitor. Apart from this the Nernst potential 
generated by the difference in the ion concentration is represented by a battery. 
Their Equations 
Hodgkin and Huxley formulated all this considerations into a mathematical model 
and developed a set of nonlinear ODE by exploiting the basic principles of the elec-
tronic circuits, Ohm's Law, Faraday's Law and Kirchoff's Law. Their model can 
explain mathematically the dynamics of the voltage-dependent membrane conduc-
tances which is responsible for the generation of action potential. 
In the HH experimental circuit Fig. 45, current can be originated either via 
charging and discharging of capacitor or via ions flowing through variable resis-
tances. Hence the total current Ii (t) is the sum of the individual ionic current 
(Ii(t, V) = INa(t, V) + IK(t, V) + hit, V), where INa is sodium current, Ix is potas-
sium current and h is so called leakage current originated from all other ions in-
cluding calcium) which is passing through the membrane and the contribution from 
the time dependent transmembrane potential, i.e. due the membrane capacitance 
(le = Cm X d~~t), where Cm is the membrane capacitance, V is the Potential dif-
ference and t is time): 
ft(t) = fi(t, V) + fe 
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From the Kircho/f's current law, the net current in a node of an electrical circuit 
must be zero, so we have It(t) = 0 and then basic circuit equation reads: 
dV(t) 
Cm--;J,t = -li(t, V), (22) 
Since conductance 9 is inverse of resistance R, Le., 9 = 1/ R and according to the 
Ohm's law, Le. Potential difference (V) = Current (l) x Resistance (R). Following 
this, each voltage-time dependent current (INa(t, V), h(t, V), h(t, V» can be given 
as: 
INa(t, V) = gNa(t, V) . (V - VNa), 
IK(t, V) = gK(t, V). (V - VK), 
h(t, V) = gL(t, V) . (V - VL), 
where VNa, VK, VL are Nernst equilibrium potential for the respective ions and are 
constants that can be determined via experiment. gNa, gK, 9L are respective ionic 
conductance. While sodium and potassium ionic conductance can be expanded as: 
gNa(t, V) = 9Narn3(t, V)h(t, V), 
9K(t, V) = 9Kn4(t, V), 
where 9Na and 9K are constant average of conductance. During the experiment 
Hodgkin and Huxley observe that membrane increase the permeablity to sodium 
quickly and take a little longer for the sodium permeabilty to decrease after the 
initial rise associated with depolarization. Thus Hodgkin and Huxley introduce the 
activation fraction for sodium current (rn(t, V» and potassium current (n(t, V» 
and inactivation fractious (h(t, V» for sodium current. These fractions determines 
how many ions can flow through available membrane channels and can be further 
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described as: 
dm(t, V) 
dt 
dn(t, V) 
dt 
dh(t, V) 
dt 
= 
= 
QmCV)(l - m) - f3m(V)m, 
Qn(V)(l- n) - f3n(V)n, 
Qh(V)(1- h) - f3h(V)h, (23) 
where alpha and beta are constant transition rates between open or close states of 
the different gates involved in each ionic channel. 
If an external current stimulus (le) is applied to the system then the governing 
circuit equation can be represented as: 
11.6 Numerical Estimation of I-dimensional PDD from Experi-
mental Data 
Let experimental data as an ensemble of realizations be given in the form of a table 
where L is the length of data and N is the total number of realizations. Each column 
Table l' Experimental data as an ensemble of realizations 
Number of trial tl t2 t3 ... tL 
Xl Xl(t!) Xl(t2) Xl (t3) ... Xl (tL) 
X2 X2(tl) X2(t2) X2(t3) ... X2(tL) 
X3 x3(h) X3(t2) X3(t3) ... X3(tL) 
.. . . , . .. . .. . . .. . .. 
XN XN(t!) XN(t2) XN(t3) ., . XN(tL) 
number tj represent the value of random variable Xi at time moment tj with its own 
PDD Pl(Xi, tj). Generally all Pl(Xi, tj) are different at different time moments tj. 
One can numerically estimate the 1-dimensional PDD from the given ensemble of 
realization as follow: 
1. Fix time moment tj and consider elements of the respective column. 
2. Find x max and xmin. 
151 
3. Split the range [xmax - xmin] into M equal sub-interval of length ox: 
Define the following set of sub-intervals: 
[Xffiin, xmin+ox); [xmin +ox,xmin +2ox); ... ; [xffiin + (M _1)ox,xmin + Mox]; 
where xmin+Mox = xmax . Each sub-inerval can be given a number k changing 
from 1 to M, i.e. for k = 1 we have sub-interval [xmin,xmin+ox); for k = 2 we 
have sub-interval [xffiin + ox, xmin + 2ox); ... ; for k = M we have sub-interval 
[xmin + (M - 1)ox, xmin + M ox]. 
4. Reserve an array of numbers qk, k = 1, ... , M, and set all qk = O. 
5. Pick up values Xi (tj) as j is fixed and i sequentially changed between 1 and 
N. For each Xi(tj) find out into which sub-interval it falls, i.e. the number k. 
6. For each Xi(tj), when k is found we add 1 to qk: qk = qk + 1 (in computer 
programme). 
7. As a result, each element qk is the number of data points that has fallen into 
the k-th interval. 
8. Probability of random variable x(t) to take value within the kth sub-interval 
at time moment tj, i.e. P{x(tj) E [xmin + (k - 1)ox,xmin + kOx)]} = *; and 
the PDD can be numerically estimated as 
11.7 OGY Chaos Control Method 
To illustrate the method and how they achieve their control goals, next follows the 
basic assumption of their method: 
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1. They describe the dynamics of the system by an n-dimensional map of the 
form: Xj+l = F(xj,p). Notably, one can follow the dynamics of the system in 
continuous-time by introducing the notion of Poincare map. 
2. There exists some accessible system parameter p, which can be varied in the 
small neighborhood of its nominal value p*. 
3. Within the attractor there exists a periodic orbit for the value of p* around 
which we are interested to stabilize the system. 
4. For successively small variation in the value of the p the position of this or-
bit changes quite smoothly in relation to p. Perturbation applied to control 
parameter p depends on the actual state of the system and in fact control 
mechanism is discrete. 
(a) (b) y 
IF 
XF X 
.-~----------
\ 
XF 
Figure 46: Illustration of the OGY method. (a) A surface of section (square) is 
intercepted from behind by an unstable periodic orbit (dotted line) in the point 
XF, which has coordinates XF and YF, measured on the surface. The motion of the 
Poincare map around XF is characterized by a stable manifold (thick line with arrow 
in) and an unstable manifold (thick line with arrow out) which intersect in XF. (b) 
When a small change, carefully chosen, is made on a system parameter, the fixed 
point and its manifold (thin line) move to a near region in the surface of section 
(thick lines); then, an iterate from the state Xj can be sent to Xj+! on the stable 
manifold of XF. Figure obtained from the [232) 
Fig. 46, is my sincere attempt to illustrate the general scheme of OGY method. 
The idea as described in [232) begins with the construction of a Poincare map 
Xj+! = F(xj,p) from the intersection of the trajectories of a continuous chaotic 
flow with a surface of section. An unstable periodic orbit embedded in the chaotic 
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flow will intersect from behind the surface of section in the point XF with coordi-
nates (XF, YF) (represented by a square in Fig. 46(a)). On the surface of section 
of Poincare map the dynamics of unstable periodic orbit reduced to this very point 
XF which is a fixed point. Let us see why this point is a fixed point? Since the 
periodic orbit is unstable so there must be a direction on the surface of the section 
along which trajectories diverges exponentially to the fixed point, called as the un-
stable manifold. In Fig. 46( a) unstable manifold is represented by a line with arrows 
pointing out of the fixed point. This unstable manifold is associated with positive 
Lyapunov exponent of the unstable periodic orbit and is generated by the map from 
the points in the neighborhood of XF. On the other hand negative Lyapunov ex-
ponent of the unstable periodic orbit induces the stable manifold on the surface of 
the section. Along the stable manifold trajectories are exponentially attracted to 
the fixed point and in Fig. 46(a) stable manifold is represented by a line with ar-
rows pointing towards the fixed point. Furthermore XF is an unstable fixed point of 
the map, Xj+! = F(xj, p), since on the Poincare map around the point XF the sta-
ble component of the trajectories decay off exponentially while unstable component 
grow at an exponential rate. So the motion generated around the fixed point XF is 
unstable. 
Our next task is to introduce the control scheme, which is by the means of a 
small parametric perturbation through an accessible system parameter p, Fig 46(b). 
Initially for the value Po, of the control parameter p, we have the unstable fixed 
point XF with its stable and unstable manifold (represented by thin arrowed lines 
in Fig 46(b)). We perturb the system by introducing a sufficiently small change op 
in the parameter p. op is chosen carefully so as for the parameter value Po + op 
entire essential dynamics of the system remains unaltered, while the fixed point 
and its characteristic manifold shifted to a new closer position (represented by thick 
arrowed lines in fig 46(b)). At this stage if we can define certain control law with 
some special properties then we can successfully stabilized the unstable period orbit. 
The control law prerequisite that to each point Xj in the neighborhood of XF a 
value of op can be assigned such that Xj+! = F(xj,po + op) falls to the stable 
manifold of XF. After defining such a control law, for the representative system 
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points falling in the neighborhood of XF we can changes P from Po to Po + oP! where 
oP! follows control law. This means that for the new parameter value Po + op!, the 
fixed point XF and its characteristic manifolds shifted to a new closer position such 
that, Xj+! = F(xj, po + lip!) falls to the stable manifold of XF, and the essential 
dynamics of the system must remains unaltered. The next iterate follows with the p 
changing from Po+op! to Po + Iip2 where Iip2 obeys the control law. This will produce 
an iterate even closer to the fixed point. One should repeat this process again and 
again until the stabilization of the fixed point XF is achieved. Stabilization of fixed 
point cause the stabilization of the unstable periodic orbit as well. 
11.8 Stochastic Oscillations 
Stochastic oscillations corresponds to "stochastic limit cycle" (the notion "stochas-
tic limit cycle" was first coined in [91, 233]) in the phase space. According to [9J, 
"a stochastic limit cycle can be formally introduced if one considers an appropriate 
projection of the phase portrait on some manifold (plane or surface), and calculates 
a two-dimensional probability distribution density on this manifold. If this distri-
bution has a shape reminiscent of a crater, at least qualitatively, one can define a 
closed curve through its ridge (highest points), and call this a stochastic limit cycle". 
One can also introduce the shape and the period for stochastic limit cycle, although 
in a statistical or averaged sense only. What's more, the noise-induced motion can 
display different degrees of regularity in view of the fact that, the motion around the 
stochastic limit cycle can be smeared out to a smaller or larger extent, and also the 
instantaneous periods of oscillations can deviate from the average period more or 
less. Hence, noise-induced motion does possess a characteristic shape and timescale 
of its oscillations. 
11.9 Wiener Process 
If we consider the integral of Gaussian white noise over time t then we have the 
Wiener process, i.e. Wet) = It ~(t)dt, which stands for the trajectory of a Brownian 
particle. The Wiener process (often called Brownian motion) is a continuous-time 
stochastic process and is useful as a model of noise. The Wiener process Wet) for 
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t :::: 0 is typically identified by three distinctive features: 
1. W(O) = 0, 
2. W(t) is almost surely (an event happen almost surely if it happens with prob-
ability one) continuous, 
3. W(t) has normal distribution and increments at different times are indepen-
dent. 
For 0 ~ s < t, W(t) - W(s) has a normal distribution, N(O, t - s) with mean 
o and variance t - s. By independent increment at different times we means 
independent random variable. 
The integral during dt 
(Hdt 
dW(t) = it ds~(s) 
is the increment in the position of a Brownian particle in this interval dt. Variance 
depends linearly on dt and scales with the 2T, i.e. (dW(t)2) = 2Ddt. Notable for a 
Brownian particle T is the spatial diffusion coefficient [210]. 
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