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Abstract
Experimental results on the immune response to cancer indicate that activation of cytotoxic T lym-
phocytes (CTLs) through interactions with dendritic cells (DCs) can trigger a change in CTL migration
patterns. In particular, while CTLs in the pre-activation state move in a non-local search pattern, the
search pattern of activated CTLs is more localised. In this paper, we develop a kinetic model for such a
switch in CTL migration modes. The model is formulated as a coupled system of balance equations for
the one-particle distribution functions of CTLs in the pre-activation state, activated CTLs and DCs. CTL
activation is modelled via binary interactions between CTLs in the pre-activation state and DCs. Moreover,
cell motion is represented as a velocity-jump process, with the running time of CTLs in the pre-activation
state following a long-tailed distribution, which is consistent with a Le´vy walk, and the running time of
activated CTLs following a Poisson distribution, which corresponds to Brownian motion. We formally show
that the macroscopic limit of the model comprises a coupled system of balance equations for the cell densities
whereby activated CTL movement is described via a classical diffusion term, whilst a fractional diffusion
term describes the movement of CTLs in the pre-activation state. The modelling approach presented here
and its possible generalisations are expected to find applications in the study of the immune response to
cancer and in other biological contexts in which switch from non-local to localised migration patterns occurs.
1 Introduction
The interaction between dendritic cells (DCs) and cytotoxic T lymphocytes (CTLs) plays a pivotal role in
the immune response to cancer. DCs recognise the antigens expressed by cancer cells and present them to
CTLs, which then become selectively activated against those antigens [21, 22]. Growing experimental evidence
indicates that activation of CTLs via antigen presentation by DCs can bring about a switch in CTL migration
modes [3, 13]. In fact, while CTLs in the pre-activation state move in a non-local search pattern, which enables
them to rapidly scan DCs for the presence of possible tumour antigens, the search pattern of activated CTLs
is more localised. This allows activated CTLs to stay within a confined area for longer, thus facilitating their
encounter with tumour cells expressing the antigens they have been activated against.
Stochastic individual-based models of immune response to cancer taking explicitly into account this difference
in movement between CTLs have recently been developed [14, 15]. In these models, cell motion is described
as a space-jump process [17]. In particular, CTLs in the pre-activation state undergo a space-jump process
consistent with a Le´vy walk, whereas a space-jump process corresponding to Brownian motion is used to
describe the movement of activated CTLs. Such individual-based models enable representation of biological
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processes at the level of single cells and account for possible stochastic variability in cell dynamics, which allow
for greater adaptability and higher accuracy in mathematical modelling. However, as the numerical exploration
of these models requires large computational times for clinically relevant cell numbers and the models are not
analytically tractable, it is desirable to derive corresponding deterministic continuum models in a suitable limit.
In this paper, integrating the ideas proposed in [14, 15] with the modelling approach presented in [8, 9], we
develop a kinetic model for the switch in CTL migration modes that is caused by activation through interactions
with DCs. Cells are grouped into three populations: CTLs in the pre-activation state (i.e. inactive CTLs),
activated CTLs and DCs. In the model, DCs are assumed to present a given tumour antigen on their surface so
that they can activate inactive CTLs by contact. Since the focus of this study is on the mathematical modelling
of the change in CTL migration mode upon activation, we do not take into account biological processes involving
cell division and death. Furthermore, for simplicity, we do not consider loss of effector functions leading activated
CTLs to re-enter a pre-activation state [23].
The model is formulated as a coupled system of balance equations for the one-particle distribution functions of
the three cell populations. CTL activation is modelled as a process of population switching among CTLs induced
by binary interactions between inactive CTLs and DCs. Moreover, cell motion is represented as a velocity-jump
process [17], with the running time of inactive CTLs following a long-tailed distribution, which is consistent with
a Le´vy walk [8, 9], and the running time of activated CTLs following a Poisson distribution, which corresponds
to Brownian motion. Using a method similar to that previously employed in [8], we formally show that the
macroscopic limit of this model comprises a coupled system of balance equations for the cell densities, whereby
activated CTL movement is described via a classical diffusion term, whilst a fractional diffusion term describes
the movement of CTLs in the pre-activation state.
The paper is organised as follows. In Section 2, we introduce the modelling strategies and the main assump-
tions that are used to describe the spatio-temporal dynamics of CTLs and DCs at the scale of single cells,
which provide a microscopic representation of the biological system. In Section 3, we present the kinetic model,
which constitutes a mesoscopic analogue of the underlying microscopic scale model. In Section 4, we derive the
macroscopic limit of a suitably rescaled version of the kinetic model. Section 5 concludes the paper providing
a brief overview of possible research perspectives.
2 Description of the system at the microscopic scale
Biological system and cell populations We label the three cell populations by a letter h ∈ {A,D, I}, that
is, activated CTLs are labelled by h = A, DCs are labelled by h = D and inactive CTLs are labelled by h = I.
We denote the total number of cells in the system by N = ND +NT , where ND ∈ N is the number of DCs and
NT ∈ N is the total number of CTLs. Moreover, we describe the number of inactive and activated CTLs in the
system at time t ∈ R+ by means of the functions NI(t) and NA(t), respectively, with NI(t) +NA(t) = NT for
all t.
Mathematical representation of individual cells Every individual cell is modelled as a sphere of diameter
% ∈ R∗+ and is labelled by an index i = 1, . . . , N . The phase-space state of the ith cell is represented by a pair
(xi,vi), where the vector xi ∈ Rn describes the position of the centre of the cell and the vector vi ∈ V ⊂ Rn,
with V := {vi ∈ Rn : |vi| = 1} (i.e. V is the unit n-sphere), represents the direction of the cell velocity.
Moreover, the magnitude of the cell velocity is assumed to be constant and is denoted by c ∈ R∗+. The value of
n = 1, 2, 3 depends on the biological scenario under study.
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2.1 Description of cell motion
Velocity-jump process We describe the motion of a cell labelled by an index i as a run-and-tumble process
with run time τi ∈ R∗+ and running probability ψi(xi, τi), where 0 < ψi(·, ·) ≤ 1 and ∂τiψi(·, ·) ≤ 0. The running
probability ψi(xi, τi) correlates with the stopping rate βi(xi, τi) through the relations given by the following
definition [8]
ψi(xi, τi) := exp
(∫ τi
0
βi(xi, s) ds
)
, βi =
ϕi
ψi
with ϕi := −∂τiψi . (2.1)
Hence, starting at position xi at time t, the i
th cell will continue moving along a straight path in the direction
given by the vector vi with constant speed c for a period of time τi, after which it may stop at rate βi(xi, τi).
The cell will then instantaneously resume moving in a new randomly selected direction given by a vector v¯i,
which is prescribed by a turning kernel `(xi, t,vi; v¯i) – i.e. cells undergo a velocity-jump process [17].
Running probability The running probability ψi(xi, τi) determines the distribution of the running time τi
and depends on the way in which the ith cell moves. On the basis of experimental evidence reported in [3, 7],
we assume that: inactive CTLs move in a non-local search pattern corresponding to trajectories that are
characterised by a strong presence of long runs, which enable them to cover larger areas; activated CTLs and
DCs1 move in a more localised search pattern. In particular, building upon the modelling approach presented
in [14, 15], we describe the motion of activated CTLs and DCs as a Brownian motion, whereas we let inactive
CTLs undergo superdiffusive motion consistent with a Le´vy walk, whereby the mean square displacement grows
nonlinearly with time. In particular, the mean square displacement at time t is proportional to t2/α, where
α ∈ (1, 2) is the Le´vy exponent. We recall that α = 1 and α = 2 correspond to ballistic motion and classical
diffusion, respectively.
Under these assumptions, if the ith cell belongs to population A or population D, we let the value of the
running time τi follow a Poisson distribution [18]. Hence, under the additional simplifying assumption that cells
in populations A and D are characterised by the same stopping rate, which is assumed to be constant and thus
modelled by a parameter b ∈ R∗+, we use the following definition of the running probability
ψi(xi, τi) ≡ ψi(τi) := exp (−b τi) , ϕi(xi, τi) ≡ ϕi(τi) := b exp (−b τi) . (2.2)
On the other hand, if the ith cell belongs to population I, we let the value of the running time τi follow a
long-tailed distribution, and we define the running probability along the lines of [8] as
ψi(xi, τi) :=
( τ0(xi)
τ0(xi) + τi
)α
, ϕi(xi, τi) :=
α τ0(xi)
α
(τ0(xi) + τi)α+1
, α ∈ (1, 2) . (2.3)
Here, the function τ0(xi) ≥ 0 captures possible spatial inhomogeneities in the running time distribution.
Turning kernel and turning operator We consider the case where the new direction of cell motion given
by v¯i is symmetrically distributed with respect to the original direction given by vi and, therefore, we let the
turning kernel `(xi, t,vi; v¯i) satisfy the following assumptions [1]
`(xi, t,vi; v¯i) ≡ `(xi, t, |v¯i − vi|) ,
∫
V
`(·, ·, |vi − e1|) dvi = 1 , (2.4)
where e1 = (1, 0, . . . , 0) ∈ Rn is a unit vector.
1We remind the reader that we consider DCs presenting a given tumour antigen on their surface.
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We let the integral operator Ti be a turning operator such that for all test functions φ(vi)
Ti[φ](·, ·, v¯i) =
∫
V
`(·, ·,vi; v¯i)φ(vi) dvi , (2.5)
where ` is the turning kernel defined via (2.4). Since
∫
V
`(·, ·, ·; v¯) dv¯ = 1, we have
∫
V
(1− Ti)[φ](·, ·, v¯i) dv¯i = 0 , (2.6)
where 1 is the identity operator.
2.2 Description of interactions between cells
Focusing on a biological scenario of relatively low cell densities (cf. the scaling and assumptions introduced
in Section 4.1), we consider only the effect of binary interactions between cells, thus neglecting interactions
involving more than two cells [4, 17, 20]. We assume that interactions between a test cell in the phase-space
state (xi,vi) and a field cell in the phase-space state (xj ,vj) occur when the field cell is in the domain of
interaction of the test cell, which is defined as the set
Ωj(xi) := {xj ∈ Rn : |xi − xj | ≥ %} ≡ Rn \ B%(xi) , (2.7)
where B%(xi) denotes the ball of radius % centred at xi. We model interactions between cells causing a change
in the velocity of the test cell as elastic collisions, whereby the post-collision velocity v′i of the test cell is given
by
v′i = vi − 2 (vi · ν) ν with ν :=
xi − xj
|xi − xj | , (2.8)
where ν is the normal vector at the point of interaction (i.e. ν is the unit normal that points outward from
Ωj(xi) and inward to B%(xi)) [4].
In particular, we consider the binary interactions between test cells and field cells that are summarised by
the schematics in Figure 1, which correspond to the following assumptions.
Assumption 1 (Interactions between inactive CTLs and DCs). We model activation of CTLs upon
interaction with DCs by assuming that, when a test cell in population I interacts with a field cell in population
D, the test cell switches from population I to population A (i.e. the interaction is destructive for population I
and creative for population A) with probability ζ ∈ (0, 1) and its velocity remains unchanged. If activation does
not occur, event that happens with probability 1− ζ, the test cell remains in population I (i.e. the interaction
is conservative) and acquires the post-collision velocity defined via (2.8).
Assumption 2 (Interactions between activated CTLs and DCs). We assume that when a test cell in
population A interacts with a field cell in population D, the test cell acquires the post-collision velocity defined
via (2.8) and the interaction is conservative.
Assumption 3 (Interactions between DCs and CTLs). We assume that if a test cell in population D
interacts with a field cell in population I, the test cell will acquire the post-collision velocity defined via (2.8)
and the interaction will be conservative. For simplicity, we do not take into account the effect of interactions
between test cells of population D and field cells of population A.
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Figure 1: Schematics of cell-cell interactions corresponding to Assumptions 1-4.
Assumption 4 (Other cell-cell interactions). Since here we are primarily interested in the mathematical
modelling of the switch in T cell migration modes mediated by interactions between inactive CTLs and DCs,
for simplicity we neglect interactions between cells of the same population and we do not take into account the
effect of interactions between cells of population I and cells of population A.
3 Mesoscopic scale model
In this section, we derive the mesoscopic scale model corresponding to the microscopic scale description presented
in Section 2, which comprises a system of transport equations for the one-particle distribution functions of
inactive CTLs, activated CTLs and DCs.
3.1 Preliminaries, assumptions and notation
The state of the system at time t is described by theN -particle distribution function fN (x1, . . . ,xN , t,v1, . . . ,vN , τ1, . . . , τN )
[4, 20]. In the case where cell dynamics at the microscopic scale obey the rules presented in Section 2, the evo-
lution of fN is governed by the following transport equation [12]
∂tf
N +
N∑
i=1
(
∂τif
N + cvi · ∇xifN
)
= −
N∑
i=1
βi f
N (3.1)
posed on ΩN × R∗+ ×VN × R∗N+ , with
ΩN := {(x1, ...,xN ) ∈ Rn×N : |xi − xj | ≥ % ∀i, j} .
We consider the transport equation (3.1) subject to smooth, compactly supported initial conditions at t =
0, specular reflective boundary conditions corresponding to elastic collisions on ∂ΩN , and suitable Dirichlet
boundary conditions at τi = 0 linked to the running probability ψi for i = 1, . . . , N . In the mathematical
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framework given by (3.1), the probability of finding at position x1 and at time t the cell labelled by the index
1 that is moving in direction v1 for a period of time τ1 is related to the one-particle marginal
f1(x1, t,v1, τ1) =
1
|V|N−1
∫
[0,t]N−1
∫
ΩN−1(x1)
∫
VN−1
fN (x1, . . . ,xN , t,v1, . . . ,vN , τ1, . . . , τN )
× dv2 dx2 dτ2 . . . dvN dxN dτN .
Here, |V| is the surface area of the unit sphere V and ΩN−1(x1) := {(x2, . . . ,xN ) ∈ Rn×N−1 : (x1,x2, . . . ,xN ) ∈
ΩN}.
A comprehensive description of cell dynamics would in principle require considering possible interactions
between all cells. However, as mentioned earlier, we focus on a biological scenario whereby cell densities are
relatively low, as per the scaling and assumptions introduced in Section 4.1. In such a low-density regime,
interactions between more than two cells at a time can be neglected [4, 17, 20]. Therefore, we truncate the
hierarchy of equations corresponding to (3.1) at the second order by integrating out cells 3, . . . , N from the
N -particle distribution function fN (x1, . . . ,xN , t,v1, . . . ,vN , τ1, . . . , τN ).
Two-particle distribution functions We denote by fhk(xh,xk, t,vh,vk, τh, τh) with h, k ∈ {A,D, I} and
k 6= h the two-particle distribution function associated with:
- a test cell of population h in the generic phase-space state (xh,vh) ∈ Rn × V, with generic run time
τh ∈ [0, t] and stopping rate βh(xh, τh) defined via (2.1);
- a field cell of population k in the generic phase-space state (xk,vk) ∈ Rn × V, with generic run time
τk ∈ [0, t] and stopping rate βk(xk, τk) defined via (2.1).
Truncating the hierarchy of equations corresponding to (3.1) at the second order, we obtain the following
transport equation for fhk(xh,xk, t,vh,vk, τh, τh)
(∂t + ∂τh + ∂τk + cvh · ∇xh + cvk · ∇xk)fhk = −(βh + βk)fhk (3.2)
posed on Ω2 × R+ ×V2 × R∗2+ , with
Ω2 := {(xh,xk) ∈ Rn×2 : |xh − xk| ≥ % ∀h, k} . (3.3)
This equation is subject to a smooth, compactly supported initial condition at t = 0, specular reflective boundary
conditions corresponding to elastic collisions on ∂Ω2, and Dirichlet boundary conditions at τh = 0 and τk = 0
linked to the running probabilities ψh and ψk, respectively.
One-particle distribution functions Given the two-particle distribution function
˜˜
fhk(xh,xk, t,vh,vk) :=
∫ t
0
∫ t
0
fhk dτh dτk , (3.4)
the one-particle distribution function of population h is given by
ph(xh, t,vh) :=
1
|V|
∫
Ωk(xh)
∫
V
˜˜
fhk dvk dxk , (3.5)
with the set Ωk(xh) defined via (2.7). Moreover, we will consider the weighted two-particle distribution function
given by
˜˜
fβzhk (xh,xk, t,vh,vk) :=
∫ t
0
∫ t
0
βz fhk dτh dτk , z ∈ {h, k} , (3.6)
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and the weighted one-particle distribution function given by
pβhh (xh, t,vh) :=
1
|V|
∫
Ωk(xh)
∫
V
˜˜
fβhhk dvk dxk . (3.7)
3.2 Derivation of a system of transport equations
Transport equations for two-particle distribution functions The dynamics of the two-particle distri-
bution functions fID, fAD and fDI are governed by the following specific forms of transport equation (3.2),
(∂t + ∂τI + ∂τD + cvI · ∇xI + cvD · ∇xD )fID = −(βI + βD)fID , (3.8)
(∂t + ∂τA + ∂τD + cvA · ∇xA + cvD · ∇xD )fAD = −(βA + βD)fAD , (3.9)
(∂t + ∂τD + ∂τI + cvD · ∇xD + cvI · ∇xI )fDI = −(βI + βD)fDI , (3.10)
which are posed on Ω2 ×R∗+ ×V2 ×R∗2+ . Starting from transport equations (3.8)-(3.10) and using the method
employed in [8], it is possible to show (see Appendix A) that the two-particle distribution functions
˜˜
fID,
˜˜
fAD
and
˜˜
fDI given by (3.4) satisfy the following transport equations
(∂t + c vI · ∇xI + c vD · ∇xD ) ˜˜fID =− (1− TI)[ ˜˜fβIID]− (1− TD)[ ˜˜fβDID ] , (3.11)
(∂t + c vA · ∇xA + c vD · ∇xD ) ˜˜fAD =− (1− TA)[ ˜˜fβAAD]− (1− TD)[ ˜˜fβDAD] (3.12)
and
(∂t + cvD · ∇xD + cvI · ∇xI ) ˜˜fDI =− (1− TD)[ ˜˜fβDDI ]− (1− TI)[ ˜˜fβIDI ] , (3.13)
posed on Ω2 ×R∗+ ×V2. Here, TI , TD and TA are the turning operators defined via (2.5), and ˜˜fβhhk and ˜˜fβkhk are
the weighted two-particle distribution functions given by (3.6).
Transport equation for ph Starting from transport equation (3.2) and building upon the method presented
in [8], it is possible to show (see Appendix B) that the one-particle distribution function ph(xh, t,vh) given
by (3.5) satisfies the following transport equation
∂tph + cvh · ∇xhph = −(1− Th)[pβhh ] +Qhk, xh ∈ Rn, t ∈ R+,vh ∈ V . (3.14)
Here, the turning operator Th is defined via (2.5), the weighted one-particle distribution function pβhh (xh, t,vh)
is given by (3.7) and
Qhk(xh, t,vh) := c|V|
∫
∂B%(xh)
∫
V
ν · (vh − vk) ˜˜fhk dvk dσ . (3.15)
In (3.15), ν is the unit normal defined in (2.8) and dσ denotes the surface element.
The first term on the right-hand side of transport equation (3.14) represents the rate of change of the one-
particle distribution function due to cell movement, while the term Qhk is the rate of change due to interactions
between cells. The specific forms of these terms depend, respectively, on the way in which cells move and the
interactions they undergo, as discussed in the remainder of this section.
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Expressions for pβhh The specific form of the first term on the right-hand side of transport equation (3.14)
depends on the expression for pβhh which, in turn, will depend on the definition of the stopping rate βh.
When cells move in a local search pattern (i.e. for h = A and h = D), the stopping rate βh is defined via (2.1)
and (2.2). In this case, inserting the definition of βh into (3.7) yields
pβhh (xh, t,vh) = b ph(xh, t,vh) . (3.16)
On the other hand, when cells move in a non-local search pattern (i.e. for h = I), the stopping rate βh is
defined via (2.1) and (2.3). In this case, it is possible to show (see Appendix C) that
pβhh (xh, t,vh) = B[ph](xh, t,vh) , (3.17)
where B is a convolution operator such that
B[ph](xh, t,vh) =
∫ t
0
B(xh, t− s)p(xh − (cvh + b)(t− s), s,vh) ds , (3.18)
with B being defined through its Laplace transform in time Bˆ as
Bˆ(xh, λ+ b+ cvh · ∇xh) =
ϕˆh(xh, λ+ b+ cvh · ∇xh)
ψˆh(xh, λ+ b+ cvh · ∇xh)
. (3.19)
Here, λ is the Laplace variable, ϕˆh and ψˆh are the Laplace transforms in τh of the functions ϕh and ψh defined
via (2.3), and the parameter b is defined via (2.2).
Expressions for Qhk Following [8, 10], we first note that when a test cell in the phase-space state (xh,vh)
interacts with a field cell in the phase-space state (xk,vk) we have |xh−xk| = %. Hence, the normal vector at the
point of physical contact between the interacting cells, ν ∈ V, defined via (2.8) can be written as ν = (xh−xk)/%,
that is, xk = xh − ν%. As a result, using the fact that B% = %V along with the change of variable ν 7→ −ν, we
rewrite (3.15) as
Qhk(xh, t,vh) := c|V|
∫
∂B%(xh)
∫
V
ν · (vh − vk) ˜˜fhk dvk dσ
=− c|V|%
n−1
∫
V
∫
V
ν · (vh − vk) ˜˜fhk(xh,xh + ν%, t,vh,vk) dvk dν . (3.20)
Following [8], we also note that V ≡ V+hk ∪V−hk with
V+hk := {ν ∈ V : ν · (vh − vk) > 0} ,
V−hk := {ν ∈ V : ν · (vh − vk) < 0} ≡ {−ν ∈ V : ν · (vh − vk) > 0} .
(3.21)
Therefore, a test cell moving in direction vh and a field cell moving in direction vk will move toward each other
if ν ∈ V+ and away from each other if ν ∈ V−.
Under Assumptions 1-4, denoting the post-collision directions corresponding to vh and vk by v
′
h and v
′
k,
which are defined via (2.8), we consider two different types of interactions between cells:
- conservatives interactions, between a test cell of population h and a field cell of population k, whereby
both cells remain in their original populations upon interaction and acquire the post-collision velocities;
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- population-switching interactions, between a test cell in population h and a field cell in population k,
whereby the test cell switches from its original population to a different one upon interaction and the cell
velocities remain unchanged.
From (3.20), we define the rate of change of the one-particle distribution function ph(xh, t,vh) due to conser-
vative interactions as
Khk(xh, t,vh) := − c|V|%
n−1Nk(t)
[ ∫
V+hk
∫
V
ν · (vh − vk) ˜˜fhk(xh,xh + ν%, t,vh,vk) dvk dν
+
∫
V−hk
∫
V
ν · (vh − vk) ˜˜fhk(xh,xh + ν%, t,vh,vk) dvk dν
]
=
c
|V|%
n−1Nk(t)
∫
V+hk
∫
V
ν · (vh − vk)
[
˜˜
fhk(xh,xh − ν%, t,v′h,v′k)
− ˜˜fhk(xh,xh + ν%, t,vh,vk)
]
dvk dν , (3.22)
with Nk(t) being the number of cells in population k at time t. The second equality in (3.22) is obtained by
using the normal vector −ν and the post-collision directions v′h and v′k in ˜˜fhk over the set V−hk. Notice that the
following property holds ∫
V
Khk(·, ·,vh) dvh = 0 , (3.23)
which ensures that the density of cells in population h will be preserved in the course of such interactions.
Moreover, based on (3.20) and (3.22), we define the rate of change of the one-particle distribution function
ph(xh, t,vh) due to population-switching interactions leading the test cell to leave population h as
Jhk(xh, t,vh) := − c|V| %
n−1Nk(t)
∫
V+hk
∫
V
ν · (vh − vk) ˜˜fhk(xh,xh + ν%, t,vh,vk) dvk dν . (3.24)
Analogously, we define the rate of change of ph(xh, t,vh) due to population-switching interactions leading a
test cell to leave a generic population l 6= h and enter population h as
J hlk(xh, t,vh) :=
c
|V| %
n−1Nk(t)
∫
Ωl(xk)
∫
V
δ(xl − xh) δ(vl − vh)
×
∫
V+lk
∫
V
ν · (vl − vk) ˜˜flk(xl,xl + ν%, t,vl,vk) dvk dν dvl dxl , (3.25)
with δ(z − z∗) being the Dirac delta distribution centred at z∗. Definition (3.25) ensures that the density of
cells that leave population l due to such interactions will enter population h. In fact, we have
J hlk(xh, t,vh) = −
∫
Ωl(xk)
∫
V
δ(xl − xh)δ(vl − vh)Jlk(xl, t,vl) dvl dxl .
In summary, the term Qhk in transport equation (3.14) is defined in terms of (3.22)-(3.25) in different possible
ways depending on the cell-cell interactions that are considered.
Under Assumptions 1-4 and definitions (3.22), (3.24) and (3.25), the rates of change of the one-particle distri-
bution functions pI(xI , t,vI), pA(xA, t,vA) and pD(xD, t,vD) due to cell-cell interactions will be, respectively,
QID(xI , t,vI) = (1− ζ)KID(xI , t,vI)+ζJID(xI , t,vI) , (3.26)
QAD(xA, t,vA) = KAD(xA, t,vA) + ζ J AID(xA, t,vA) , (3.27)
QDI(xD, t,vD) = KDI(xD, t,vD) . (3.28)
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Substituting (3.16), (3.17) and (3.26)-(3.28) into transport equation (3.14), we obtain the following transport
equations for pI(xI , t,vI), pA(xA, t,vA) and pD(xD, t,vD):
∂tpI + cvI · ∇xIpI =−(1− TI)B[pI ]︸ ︷︷ ︸
cell motion
+ (1− ζ)KID︸ ︷︷ ︸
interactions
− ζJID,︸ ︷︷ ︸
outflow due
to activation
xI ∈ Rn, t ∈ R∗+,vI ∈ V , (3.29)
∂tpA + cvA · ∇xApA =−b (1− TA)[pA]︸ ︷︷ ︸
cell motion
+ KAD︸ ︷︷ ︸
interactions
+ζ J AID,︸ ︷︷ ︸
inflow due
to activation
xA ∈ Rn, t ∈ R∗+,vA ∈ V , (3.30)
∂tpD + cvD · ∇xDpD =−b (1− TD)[pD]︸ ︷︷ ︸
cell motion
+KDI ,︸ ︷︷ ︸
interactions
xD ∈ Rn, t ∈ R∗+,vD ∈ V . (3.31)
The terms on the right-hand sides of (3.29)-(3.31) represent the rate of change of the one-particle distributions
due to the biophysical phenomena specified below each term.
4 Macroscopic scale model
In this section, we derive a coupled system of balance equations for the macroscopic cell densities corresponding
to the mescoscopic scale model given by transport equations (3.29)-(3.31).
4.1 Preliminaries, assumptions and notation
Scaling We assume the mean run time τ¯ to be small compared to the characteristic temporal scale for the
dynamics of the macroscopic cell densities, which is represented by the parameter T ∈ R∗+, i.e. we make the
assumption
τ¯
T
=: ε 1 .
Moreover, we let X ∈ R∗+ represent the characteristic spatial scale for the dynamics of the macroscopic cell
densities and introduce the rescaled quantities
tˆ =
t
T
, xˆ =
x
X
, τˆ =
τ¯
T
, cˆ = c
T
X
.
As similarly done in [1, 8], in order to obtain a mathematical model for the dynamics of the cells at the
macroscopic scale, we consider the scaling
(x, t, c, τ) 7→ (xˆ/ε, tˆ/ε, cˆ/εγ , τˆ /εµ) , (4.1)
with
γ, µ ∈ R∗+ , γ < 1 and µ > 1− γ . (4.2)
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Throughout the rest of the paper, we will drop the carets from (4.1) and we will study two-dimensional cell
dynamics (i.e. from now on we assume n = 2).
Furthermore, noting that the diameter of the cells is small compared to the characteristic spatial scale for
the dynamics of the macroscopic cell densities, and considering a biological scenario where the number of cells
in the system is large and activation of CTL occurs with a small probability, we assume
% = εξ , NI(t) ≡ ε−ϑ, ND = ε−ϑ , ζ = εκ , ξ, ϑ, κ ∈ R∗+ . (4.3)
In particular, we will be focussing on a biological scenario corresponding to the following assumptions
γ :=
1
2
, ξ − ϑ := 1− γ
α− 1 and κ = −(ξ − ϑ) +
3
2
> 0 . (4.4)
Notice that ξ − ϑ < 0 when α < 3/2, whereas in the case where cells undergo classical diffusion we have α = 2
and, therefore, ξ − ϑ = 1− γ = 1/2. Under scaling (4.1), (4.2) definitions (2.3) become
ψεi (xi, τi) =
( εµτ0(xi)
εµτ0(xi) + τi
)α
, ϕεi (xi, τi) :=
α εµ τ0(xi)
α
(εµ τ0(xi) + τi)α+1
, α ∈ (1, 2) . (4.5)
Moreover, under assumption (4.3) on % we have
˜˜
fhk(xh,xh ± νρ, t,vh,vk) ≡ ˜˜fhk(xh,xh ± εξν, t,vh,vk) . (4.6)
“Molecular chaos” assumption Considering a biological scenario where cell densities are low, we assume
the velocities of any two cells which are about to collide to be uncorrelated – i.e. we make the so-called
“molecular chaos” assumption, which holds at low densities and is commonly used in kinetic theory [4, 20].
Under this assumption, the two-particle distribution function
˜˜
fhk(xh,xh ± εξν, t,vh,vk) can be expressed as
the product of the corresponding one-particle distribution functions, that is,
˜˜
fhk(xh,xh ± εξν, t,vh,vk) = pεh(xh, t,vh) pεk(xh, t,vk) +O(εξ) . (4.7)
We draw the attention of the reader to the fact that, throughout the rest of the paper, superscript and subscript
ε related to the scaling should not be confused with population indices.
Under scaling (4.1), (4.2) and assumptions (4.3), using (4.6), (4.7) and assuming n = 2, the interaction terms
defined via (3.22), (3.24) and (3.25) read as
Kεhk(xh, t,vh) =
1
|V|ε
ξ−ϑ−γ c
∫
V+hk
∫
V
ν · (vh − vk)
[
pεh(xh, t,v
′
h)p
ε
k(xh, t,v
′
k)
− pεh(xh, t,vh)pεk(xh, t,vk)
]
dvk dν , (4.8)
J εhk(xh, t,vh) = −
1
|V|ε
ξ−ϑ−γ c
∫
V+hk
∫
V
ν · (vh − vk) pεh(xh, t,vh)pεk(xh, t,vk) dvk dν (4.9)
and
εJ hlk(xh, t,vh) =
1
|V| ε
ξ−ϑ−γ c
∫
Ωl(xk)
∫
V
δ(xl − xh) δ(vl − vh)
×
∫
V+lk
∫
V
ν · (vl − vk)pεl (xl, t,vl)pεk(xl, t,vk) dvk dν dvl dxl . (4.10)
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Expansion of pεh and macroscopic cell quantities We expand the one-particle distribution function p
ε
h
in terms of its zeroth moment ρεh (i.e. the macroscopic cell density) and its first moment w
ε
h (i.e. the local
macroscopic direction of cell motion) as
pεh(xh, t,vh) =
1
|V|
(
ρεh(xh, t) + ε
γ 2vh · wεh(xh, t)
)
+ o(εγ) , h ∈ {A,D, I} , (4.11)
with
ρεh(xh, t) :=
∫
V
pεh(xh, t,vh) dvh , w
ε
h(xh, t) :=
∫
V
vh p
ε
h(xh, t,vh) dvh . (4.12)
4.2 Derivation of a macroscopic-scale system
Transport equation for pεh Under scaling (4.1), (4.2) and assumptions (4.3), using (4.6), (4.7) and assuming
n = 2, we rewrite transport equation (3.14) for the one-particle distribution function ph(xh, t,vh) as
ε∂tp
ε
h + ε
1−γcvh · ∇xhpεh = −(1− Th)[εpβhh ] +Qεhk , (4.13)
where Qεhk is defined in terms of Kεhk, J εhk and εJ hlk as per (3.26)-(3.28), that is,
QεID(xI , t,vI) = (1− εκ)KεID(xI , t,vI) + εκJ εID(xI , t,vI) , (4.14)
QεAD(xA, t,vA) = KεAD(xA, t,vA) + εκ εJ AID(xA, t,vA) (4.15)
and
QεDI(xD, t,vD) = KεDI(xD, t,vD) . (4.16)
We recall that in the case where cells move in a local search pattern (i.e. for h = A and h = D), βh is defined
via (2.1) and (2.2), and thus εp
βh
h (xh, t,vh) is given as in (3.16). On the other hand, in the case where cells
move in a non-local search pattern (i.e. for h = I), βh is defined via (2.1) and (2.3), and thus εp
βh
h (xh, t,vh) is
given by (3.17) with
Bε[pεh](xh, t,vh) =
∫ t
0
Bε(xh, t− s)pεh(xh − (cvh + b)(t− s), s) ds .
As before, Bε is defined through its Laplace transform in time Bˆε and, in particular, under assumptions (4.2),
we make the approximation
Bˆε(xh, ελ+ ε
µb+ ε1−γcvh · ∇xh) ' Bˆε(xh, ε1−γcvh · ∇xh) .
Using the properties of the Laplace transform of a convolution, we write∫ t
0
Bε(xh, t− s)pεh(xh − (cvh + b)(t− s), s,vh) ds ' Bˆε(xh, ε1−γcvh · ∇xh)pεh(xh, t,vh) ,
with
Bˆε(xh, ε
1−γcvh · ∇xh) =
ϕˆεh(xh, ε
1−γcvh · ∇xh)
ψˆεh(xh, ε
1−γcvh · ∇xh)
. (4.17)
Substituting the expressions for ϕˆεh and ψˆ
ε
h into (4.17), calculations similar to those carried out in [8, 9] allow
one to show that
Bˆε(xh, ε
1−γcvh · ∇xh) =
α− 1
dε
− ε
1−γ
2− αcvh · ∇xh
− dα−2ε ε(1−γ)(α−1)(cvh · ∇xh)α−1(α− 1)2Γ(−α+ 1) +O(dα−1ε λα) . (4.18)
In (4.18), dε(xh) := τ0(xh) ε
µ, where τ0(xh) is defined via (2.3), and Γ(·) denotes the gamma function.
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Transport equations for ρεI , ρ
ε
A and ρ
ε
D Integrating both sides of transport equation (4.13) with respect to
vh over the set V and using the fact that the turning operator Th satisfies (2.6), we find that the macroscopic
cell density ρεh(xh, t) given by (4.12) satisfies the following transport equation
∂tρ
ε
h + 2c∇xh · wεh = ε−1
∫
V
Qεhk dvh , xh ∈ Rn, t ∈ R∗+ . (4.19)
Moreover, substituting the expressions for pεh(xh, t,vh) and p
ε
k(xh, t,vk) given by (4.11) into the definitions
of Kεhk, J εhk and εJ lhk given by (4.8)-(4.10) we find∫
V
Kεhk(xh, t,vh) dvh = 0 (4.20)
and, neglecting higher order terms,∫
V
J εhk(xh, t,vh) dvh = −εξ−ϑ−γ cM ρεh ρεk,
∫
V
εJ hlk(xh, t,vh) dvh = εξ−ϑ−γ cM ρεl ρεk , (4.21)
where M is defined as
M :=
1
|V|3
∫
V
∫
V
∫
V+hk
ν · (vh − vk) dν dvh dvk , h, k ∈ {A,D, I}, h 6= k . (4.22)
Notice that relation (4.20) is obtained using property (3.23).
In conclusion, using (4.20) and (4.21) along with (4.14)-(4.16) and the scaling assumption on κ given by (4.4),
from transport equation (4.19) we obtain the following balance equations for the macroscopic cell densities
ρεI(xI , t), ρ
ε
A(xA, t) and ρ
ε
D(xD, t)
∂tρ
ε
I + 2c∇xI · wεI = − cM ρεIρεD , xI ∈ R2, t ∈ R∗+ , (4.23)
∂tρ
ε
A + 2c∇xA · wεA = cM ρεIρεD , xA ∈ R2, t ∈ R∗+ , (4.24)
∂tρ
ε
D + 2c∇xD · wεD = 0 , xD ∈ R2, t ∈ R∗+ . (4.25)
The terms on the right-hand sides of (4.23) and (4.24) model the rate of change of the cell densities ρεI and ρ
ε
A,
respectively, due to the fact that immune activation via interactions with cells of population D leads cells to
leave population I and enter population A.
Transport equations for wεI , w
ε
A and w
ε
D Multiplying both sides of transport equation (4.13) by vh and
then integrating both sides of the resulting equation with respect to vh over the set V, we find that the local
macroscopic direction of cell motion wεh(xh, t) given by (4.12) satisfies the following equation
ε1+γ2∂tw
ε
h + ε
1−γc∇xh
∫
V
vh ⊗ vh pεh dvh =−
∫
V
vh(1− Th)[εpβhh ] dvh
+
∫
V
vhQεhk dvh . (4.26)
In the case where βh is defined via (2.1) and (2.2), using (4.11), (3.16) and the properties of the turning
operator Th established by Lemma 1 in Appendix D, we find that the first term on the right-hand side of (4.26)
is given by ∫
V
vh(1− Th)[εpβhh ] dvh =
2εγ
|V| b(ι1 − 1)w
ε
h . (4.27)
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Here, ι1(xh, t) is the first non-zero eigenvalue of the turning operator Th, which is given by (D.1). On the other
hand, when βh is defined via (2.1) and (2.3), using (4.11), (3.17) and the properties of the turning operator Th
established by Lemma 1 in Appendix D, it was proved in [9] that the following approximate expression for the
first term on the right-hand side of (4.26) holds∫
V
vh(1− Th)[εpβhh ] dvh = ε1−
γ
α−1
(
gα∇α−1ρεh +
2(α− 1)
τ0|V| (ι1 − 1)w
ε
h
)
+ l.o.t. , (4.28)
where
gα(xh, t) := −piτ
α−2
0 (1− α)2cα−1
sin(piα)Γ(α)
(4ι1 − |V|
|V|
)
for Γ(−α+ 1) = pi
sin(piα)Γ(α)
. (4.29)
Notice that gα(·, ·) > 0 since sin(piα) < 0 for α ∈ (1, 2).
Moreover, as similarly done in [8], using the fact that (·)′ : V 7→ V is a bijection and v′h · ν = −vh · ν, whence
ν · (vh − vk) = −ν · (v′h − v′k), we find∫
V
vhKεhk dvh =
=
1
|V|ε
ξ−ϑ−γ c
(∫
V
∫
V
∫
V+hk
vh p
ε
h(xh, t,v
′
h)p
ε
k(xh, t,v
′
k)ν · (vh − vk) dν dvk dvh
−
∫
V
∫
V
∫
V+hk
vh p
ε
h(xh, t,vh)p
ε
k(xh, t,vk)ν · (vh − vk) dν dvk dvh
)
= − 1|V|ε
ξ−ϑ−γ c
∫
V
∫
V
∫
V+hk
(v′h)
′pεh(xh, t,v
′
h)p
ε
k(xh, t,v
′
k)ν · (v′h − v′k) dν dv′h dv′k
−
∫
V
∫
V
∫
V+hk
vhp
ε
h(xh, t,vh)p
ε
k(xh, t,vk)ν · (vh − vk) dν dvh dvk
=
1
|V|ε
ξ−ϑ−γ c
∫
V
∫
V
∫
V+hk
(v′h − vh)pεh(xh, t,vh)pεk(xh, t,vk)ν · (vh − vk) dν dvh dvk
= − 1|V|ε
ξ−ϑ−γ c
4
3
∫
V
∫
V
|vh − vk|vh pεh(xh, t,vh) pεk(xh, t,vk) dvh dvk . (4.30)
The last equality in (4.30) is obtained using the fact that v′h − vh = −2(vh · ν)ν. Substituting the expressions
for pεh(xh, t,vh) and p
ε
k(xh, t,vk) given by (4.11) into (4.30) and into definitions (4.9) and (4.10), neglecting
higher order terms we find ∫
V
vhKεhk dvh = −εξ−ϑ c
8
3
1
|V|3 qh ρ
ε
kw
ε
h , (4.31)
and ∫
V
vh J εhk dvh = −εξ−ϑ 2cM ρεkwεh ,
∫
V
vh εJ hlk dvh = εξ−ϑ 2cM ρεkwεh , (4.32)
where M is given by (4.22) and qh is defined as
qh :=
∫
V
|vh − vk|dv , h ∈ {A,D, I} . (4.33)
Finally, substituting the expression for pεh(xh, t,vh) into the second term on the left-hand side of (4.26) and
neglecting higher order terms yields
c∇xh
∫
V
vh ⊗ vh pεh dvh = Ch∇xhρεh , (4.34)
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with Ch being defined as
Ch :=
c
|V|
∫
V
vh ⊗ vh dvh , h ∈ {A,D, I} . (4.35)
In conclusion, using (3.16) and (3.17), (4.31), (4.32) and (4.34) along with (4.14)-(4.16), from equation (4.26)
we obtain the following equations for the local macroscopic directions of cell motion wεI(xI , t), w
ε
A(xA, t) and
wεD(xD, t):
ε1+γ2∂tw
ε
I + ε
1−γCI ∇xIρεI = ε1−
γ
α−1
(
gα∇α−1ρεI +
2(α− 1)
τ0|V| (ι1 − 1)w
ε
I
)
− εξ−ϑ c
(
(1− εκ)8
3
1
|V|3 qI ρ
ε
Dw
ε
I + 2ε
κMρεDw
ε
I
)
, xI ∈ R2, t ∈ R∗+ , (4.36)
ε1+γ2∂tw
ε
A + ε
1−γCA∇xAρεA = −
2εγ
|V| b(ι1 − 1)w
ε
A
− εξ−ϑ c
(
8
3
1
|V|3 qA ρ
ε
Dw
ε
A − 2εκMρεDwεI
)
, xA ∈ R2, t ∈ R∗+ , (4.37)
and
εγ+12∂tw
ε
D + ε
1−γCD∇xDρεD = −
2εγ
|V| b(ι1 − 1)w
ε
D
− εξ−ϑ c 8
3
1
|V|3 qD ρ
ε
Iw
ε
D , xD ∈ R2, t ∈ R∗+ . (4.38)
Macroscopic scale model Noting that 1 − γ
α− 1 < 1 − γ since α ∈ (1, 2) and using assumptions (4.4),
letting ε → 0 in (4.36)-(4.38) we formally find the following expressions for the leading-order terms wI(x, t),
wA(x, t) and wD(x, t) of the asymptotic expansions for the local macroscopic directions of cell motion wIε(x, t),
wAε(x, t) and wDε(x, t)
wI = − gα
σα + σqIρD
∇α−1x ρI , wA = −
CA
σb − σqAρD
∇xρA, wD = − CD
σb − σqDρI
∇xρD (4.39)
with
σα(x, t) :=
2(α− 1)(ι1(x, t)− 1)
τ0(x)|V| , σb(x, t) :=
2b
|V| (ι1(x, t)− 1) ,
σqh := −
c
|V|3
8
3
qh , for h ∈ {I,A,D} .
(4.40)
Furthermore, under assumptions (4.4), letting ε → 0 in (4.23)-(4.25) and using (4.39), we formally obtain
the following balance equations for the leading-order terms ρI(x, t), ρA(x, t) and ρD(x, t) of the asymptotic
expansions for the macroscopic cell densities ρεI(x, t), ρ
ε
A(x, t) and ρ
ε
D(x, t)
∂tρI − 2c∇x ·
( gα
σα + σqIρD
∇α−1x ρI
)
= −cM ρI ρD , α ∈ (1, 2) , x ∈ R2, t ∈ R∗+ , (4.41)
∂tρA − 2c∇x ·
( CA
σb − σqAρD
∇xρA
)
= cM ρI ρD , x ∈ R2, t ∈ R∗+ , (4.42)
∂tρD − 2c∇x ·
( CD
σb − σqDρI
∇xρD
)
= 0 , x ∈ R2, t ∈ R∗+ , (4.43)
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where M is defined via (4.22) and gα is defined according to (4.29). Notice that the dependence of the diffusion
coefficients in (4.41)-(4.43) on the cell densities follows from conservative interactions between cells of different
populations, while population-switching interactions do not affect the diffusion coefficients.
5 Research perspectives
The modelling approach for the switch between cell migration modes presented here could be generalised by
including additional cellular phenomena involved in the immune response to cancer, and considering other
aspects of immune cell movement as well.
With reference to the mathematical modelling of the immune response to cancer, a natural generalisation
would be to include a population of cancer cells and allow activated CTLs to induce death in cancer cells
via binary interactions. Moreover, the recognition phase of the adaptive immune response to cancer could be
modelled by splitting the population of DCs into a subpopulation of cells with no tumour antigens on their
surface and a subpopulation of cells presenting some antigen – which would move in a non-local and in a more
localised search pattern, respectively [7] – and letting DCs switch from one subpopulation to the other via
binary interactions with cancer cells [21, 22]. The strategy we have used here to model population-switching
interactions may prove useful to the development of both generalisations of our modelling approach.
In regard to the mathematical modelling of other aspects of immune cell movement, our modelling approach
could be extended to represent other switches in T cell migration patterns observed in the immune response
to different pathogens, which are driven by possible chemotactic cues and by the conditions of the surrounding
microenvironment [13]. Moreover, further generalisations of the modelling approach could be developed in
relation to experimental results indicating that T cells can also undergo subdiffusive [25] and fully ballistic [24]
migration.
In general, it would be interesting to apply the modelling approach presented in this paper and its possible
developments to other biological and ecological contexts whereby switch from non-local to localised migration
patterns has been reported [2, 5, 6, 11, 16]. A recent work in this direction is [19], where a model for the switch
between Le´vy and Brownian movement determined by internal chemical pathways in bacteria was considered.
A Derivation of transport equations (3.11)-(3.13)
Using the method presented in [8], we show how to derive a transport equation for the two-particle distribution
function
˜˜
fhk(xh,xk, t,vh,vk) starting from transport equation (3.2) for the two-particle distribution function
fhk(xh,xk, t,vh,vk, τh, τk).
We first introduce the notation
f˜τh(xh,xk, t,vh,vk, τh) :=
∫ t
0
fhk(xh,xk, t,vh,vk, τh, τk) dτk ,
and
f˜τk(xh,xk, t,vh,vk, τk) :=
∫ t
0
fhk(xh,xk, t,vh,vk, τh, τk) dτh ,
and then note that, when βh and βk are given by (2.1) with ψh and ψk defined via (2.2) or (2.3), the solutions
of (3.2) subject to the initial and boundary conditions considered here are such that f˜τh decays monotonically
as τh increases, and f˜τk exhibits an analogous behaviour. Hence, integrating (3.2) with respect to (τh, τk) over
(0, t)2 with t large enough so that f˜τh(xh,xk, t,vh,vk, τh = t) is negligible compared to f˜
0
τh
(xh,xk, t,vh,vk)
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and f˜τk(xh,xk, t,vh,vk, τk = t) is negligible compared to f˜
0
τk
(xh,xk, t,vh,vk), with
f˜0τh(xh,xk, t,vh,vk) =: f˜τh(xh,xk, t,vh,vk, τh = 0)
and
f˜0τk(xh,xk, t,vh,vk) =: f˜τk(xh,xk, t,vh,vk, τk = 0) ,
we obtain the following transport equation for
˜˜
fhk(xh,xk, t,vh,vk)
(∂t + cvh · ∇xh + cvk · ∇xk) ˜˜fhk = −
∫ t
0
∫ t
0
(βh + βk)fhk dτh dτk + f˜
0
τh
+ f˜0τk ,
which can be rewritten as
(∂t + cvh · ∇xh + cvk · ∇xk) ˜˜fhk = − ˜˜fβhhk − ˜˜fβkhk + f˜0τh + f˜0τk , (A.1)
with
˜˜
fβhhk (xh,xk, t,vh,vk) and
˜˜
fβkhk (xh,xk, t,vh,vk) given by (3.6).
When cell movement at the microscopic scale obeys the rules presented in Section 2, we have
f˜0τh = Th[ ˜˜fβhhk ] and f˜0τk = Tk[ ˜˜fβkhk ] , (A.2)
with the turning operators Th and Tk being defined via (2.5). The first two terms on the right-hand side of (A.1)
describe the density of cells that stop with rates βh, βk. The initial conditions at τh = 0 and τk = 0 (i.e. at
the beginning of a new run phase) given by (A.2) describes how the cells will resume their motion in a new
direction dictated by the turning operators Th and Tk, respectively.
Substituting the expressions for f˜0τh and f˜
0
τk
given by (A.2) into transport equation (A.1) yields
(∂t + cvh · ∇xh + cvk · ∇xk) ˜˜fhk = −(1− Th)[ ˜˜fβhhk ]
− (1− Tk)[ ˜˜fβkhk ] , (xh,xk) ∈ Ω2, t ∈ R+, (vh,vk) ∈ V2 . (A.3)
Remark A.1. Since we consider transport equation (3.2) complemented with a smooth, compactly supported
initial condition, the initial condition for transport equation (A.3) will be a smooth, compactly supported function
as well. Therefore, the two-particle distribution function
˜˜
fhk(xh,xk, t,vh,vk) will have compact support on
Ω2 ×V2 for all t ∈ R∗+.
B Derivation of the equation for the one-particle distribution
Transport equation (3.14) for the one-particle distribution function ph(xh, t,vh) can derived from transport
equation (A.3) for the two-particle distribution
˜˜
fhk(xh,xk, t,vh,vk) in six steps as previously done in [8].
(I) We integrate transport equation (A.3) with respect to (xk,vk) over the set Ωk(xh) × V and multiply
both sides of the resulting equation by |V|−1 to obtain
|V|−1
∫
Ωk(xh)
∫
V
(∂t + cvh · ∇xh + cvk · ∇xk) ˜˜fhk dvk dxk =
− |V|−1
∫
Ωk(xh)
∫
V
(1− Th)[ ˜˜fβhhk ] dvk dxk
− |V|−1
∫
Ωk(xh)
∫
V
(1− Tk)[ ˜˜fβkhk ] dvk dxk . (B.1)
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(II) Using the fact that ph is given by (3.5) and integrals with respect to xk and vk commute, we rewrite the
first term on the left-hand side of (B.1) as
|V|−1∂t
∫
Ωk(xh)
∫
V
˜˜
fhk dvk dxk = ∂tph .
(III) Using Reynold’s transport theorem in the variable xh, we rewrite the second term on the left-hand side
of (B.1) as
|V|−1c
∫
Ωk(xh)
∫
V
(vh · ∇xh) ˜˜fhk dvk dxk = |V|−1cvh · ∇xhph
− |V|−1c
∫
∂B%(xh)
∫
V
(vh · ν) ˜˜fhk dvk dσ .
Here, ν is the unit normal to ∂Ωk(xh) that points outward from Ωk(xh) and inward to B%(xi), and dσ denotes
the surface element.
(IV) Since
˜˜
fhk has compact support on Ω
2 × V2 (vid. Remark A.1), we use the divergence theorem and
rewrite the third term on the left-hand side of (B.1) as
|V|−1c
∫
Ωk(xh)
∫
V
(vk · ∇xk) ˜˜fhk dvk dxk = |V|−1c
∫
∂B%(xh)
∫
V
(vk · ν) ˜˜fhk dvk dσ .
(V) Changing order of integration, we rewrite the first term on the right-hand side of (B.1) as
−|V|−1
∫
Ωk(xh)
∫
V
(1− Th)[ ˜˜fβhhk ] dvk dxk = −(1− Th)[pβhh ] ,
with pβhh (xh, t,vh) given by (3.7).
(VI) Since Tk satisfies (2.6), the second term on the right-hand side of (B.1) is identically zero.
Taken together, the results obtained in Steps (I)-(VI) allow one to conclude that the one-particle distribution
function ph(xh, t,vh) satisfies the following transport equation
∂tph + cvh · ∇xhph = −(1− Th)[pβhh ] +Qhk, xh ∈ Rn, t ∈ R+,vh ∈ V , (B.2)
with the weighted one-particle distribution function pβhh (xh, t,vh) being given by (3.7) and the termQhk(xh, t,vh)
being defined according to (3.15).
C Derivation of the non-local trajectory term
Here we show how to derive the non-local trajectory term (3.17). In the case where βh is defined via (2.1)
and (2.3) (i.e. for h = I) and βk is defined via (2.1) and (2.2) (i.e. for k = D), applying the method of
characteristics to (3.2) and using the fact that
ψk(·, τk)
ψk(·, τk − τh) = e
−bτh one finds [8]
fhk = fhk(xh − cvhτh,xk − cvkτh, t− τh,vh,vk, τh = 0, τk − τh)ψh(xh, τh) e−bτh . (C.1)
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Introducing the notation
f¯0hk :=
∫
Ωk(xh)
∫
V
∫ t
0
fhk(·,xk − cvkτh, ·, ·,vk, τh = 0, τk − τh) dτk dvk dxk
and substituting (C.1) into (3.7) gives
pβhh (xh, t,vh) =
1
|V|
∫ t
0
ϕh(xh, τh)
ψh(xh, τh)
∫
Ωk(xh)
∫
V
∫ t
0
fhk dτk dvk dxk dτh
=
1
|V|
∫ t
0
ϕh(xh, τh)e
−bτh f¯0hk(xh − cvhτh, t− τh,vh) dτh
=
1
|V|
∫ t
0
ϕh(xh, t− s)e−(t−s)(b+cvh·∇xh )f¯0hk(xh, s,vh) ds . (C.2)
The last equality in (C.2) is obtained using the change of variables s = t − τh along with the following Taylor
expansion
e−(t−s)cv·∇f(x) =
∞∑
m=0
(−(t− s) cv · ∇)m
m!
f(x)
=
∞∑
m=0
1
m!
(−(t− s) cv)m∇mf(x) = f(x− (t− s) cv) .
Hence, the Laplace transform in time of pβhh (xh, t,vh) is
pˆβhh (xh, λ,vh) =
1
|V| ϕˆh(xh, λ+ b+ cvh · ∇xh)
ˆ¯f0hk(xh, λ,vh) . (C.3)
Here, λ is the Laplace variable, and ϕˆh and
ˆ¯f0hk are the Laplace transforms in time of the functions ϕh and f¯
0
hk.
Moreover, substituting (C.1) into (3.5) and computing the Laplace transform in time yields
pˆh(xh, λ,vh) =
1
|V| ψˆh(xh, λ+ b+ cvh · ∇xh)
ˆ¯f0hk(xh, λ,vh) ,
with ψˆh being the Laplace transform of the function ψh. The latter equation gives
ˆ¯f0hk(xh, λ,vh) = |V|
pˆh(xh, λ,vh)
ψˆh(xh, λ+ b+ cvh · ∇xh)
.
Substituting such an expression for ˆ¯f0hk into (C.3) ones sees that (C.2) can be written as
pβhh (xh, t,vh) = B[ph](xh, t,vh)
with the integral operator B being defined according to (3.18).
D Properties of the turning operator Th
Let v ≡ (v0, v1, . . . , vn−1) ∈ V. Moreover, denote by |V| the surface area of the unit n-sphere V, i.e.
|V| =

2pin/2
Γ
(
n
2
) , for n even ,
pin/2
Γ
(
n
2 + 1
) , for n odd ,
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and by e = (1, 1, . . . , 1) ∈ Rn the vector with all components equal to 1. Some useful properties of the spectrum
of the turning operator Th defined via (2.5), where the turning kernel ` satisfies (2.4), are established by the
following lemma [1].
Lemma 1. If the turning kernel `(·, ·, |v¯ − v|) is continuous, then Th is a symmetric compact operator. In
particular, there exists an orthonormal basis of L2(V) consisting of eigenfunctions of Th and:
φ0(v) =
1
|V| is an eigenfunction of Th with eigenvalue ι0 = 1 ;
φi1(v) =
n vi
|V| for i = 0, . . . , n− 1 are eigenfunctions of Th with eigenvalue
ι1(·, ·) =
∫
V
`(·, ·, |v − e|) v1 dv < 1 . (D.1)
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