We consider a finite state, finite action, infinite horizon, discounted reward Markov Decision Process and study the bias and variance in the value function estimates that result from empirical estimates of the model parameters. We provide closed-form approximations for the bias and variance, which can then be used to derive confidence intervals around the value function estimates. We illustrate and validate our findings using a large database describing the transaction and mailing histories for customers of a mail-order catalog firm. *
Introduction
Bellman's value function plays a central role in the optimization of dynamic decision-making models, as well as in the structural estimation of dynamic models of rational agents. For the important case of a finite-state Markov Decision Process (MDP), the value function depends on two types of model parameters: the transition probabilities between states and the expected one-step rewards from each state. In many applications in the social sciences and in engineering, the transition probabilities and expected rewards are not known and instead must be estimated from finite samples of data. The estimation errors for these parameters introduce bias and variance in the value function estimates.
In this paper, we present a methodology for evaluating this bias and variance. This, in turn, allows the calculation of confidence intervals around the value function estimates.
The confidence intervals are themselves approximations. For analytical and computational tractability, they rely on second order Taylor series approximations. Moreover, because the expressions for the bias and the variance approximation require the true but unknown model parameters, we replace these unknown parameters by their estimates. We evaluate the accuracy of these approximations and validate the expressions using a large sample of real data obtained from a mail-order catalog company.
Sources of Variance
We start by distinguishing between two types of variance that can arise in an MDP: internal and parametric. Internal variance reflects the stochasticity in the transitions and rewards. For example, in a marketing setting there is rarely certainty as to whether an individual customer will purchase, resulting in genuinely stochastic transitions and rewards. Parametric variance arises if the true transition probabilities and expected rewards are estimated rather than known; the potential for error in the estimates of these parameters introduces variance in the value function estimates.
The two types of variance have different sources and can be illustrated through different experiments. To illustrate internal variance, we can fix the model parameters and then generate a number of finite-length sample trajectories (with all trajectories having the same length, starting from the same state, and using a common control policy). The variation across sample trajectories in the total rewards and/or the identity of the final state reflects internal variance.
In contrast, aggregation across samples does not mitigate parametric variance. The latter can be illustrated by comparing the average outcomes from a large number of samples generated under different estimates for the model parameters. The variation in the average outcomes under different estimates reflects parametric variance.
Internal variance has already been considered in the literature. In particular, Sobel (1982) provides an expression for the internal variance in an MDP with discounted rewards, while Filar et al. (1989) and Baukal-Gursoy and Ross (1992) consider the average reward criterion.
In this paper we focus on parametric variance. Our motivation is that in many contexts the underlying objective involves averaging outcomes across a large number of samples, in which case the internal variance is averaged out. For example, in a marketing application, firm profits typically represent the aggregation of outcomes across a large number of customers. Similarly, in a labor economics setting, a firm often aggregates across a large number of employees.
Of course, there are settings where internal variance is also important. For example, when allocating financial portfolios, the (internal) variance of the return on a single financial portfolio is important in its own right.
Literature
Markov Decision Problems, and the associated methodology of Dynamic Programming, have found a broad range of applications in numerous fields in the social sciences and in engineering. These applications can be broadly divided into two categories, based upon the research objectives.
The first and more traditional category of applications focuses on optimizing the operation of human or engineering systems, and on providing tools for effective decision-making. The application areas are vast, and include finance (Luenberger, 1997; Campbell and Viceira, 2002) , economics (Dixit and Pindyck, 1994) , inventory control and supply chain management (Zipkin, 2000) , revenue and yield management (McGill and van Ryzin, 1999) , transportation (Godfrey and Powell, 2002) , communications, water resource management, electric power systems. The vast majority of this literature assumes that an accurate system model is available. There is an underlying implicit assumption that the true model will be estimated using statistical methods on the basis of whatever data are available. However, the statistical ramifications of working with finite data records have received little attention. An exception is the literature dealing with on-line learning of optimal policies (adaptive control of Markov chains, reinforcement learning) (Sutton and Barto, 1998; Bertsekas and Tsitsiklis, 1996) . However, this literature is concerned with asymptotic convergence as opposed to the common statistical questions of standard errors and confidence intervals.
The second category of applications focuses on explaining observed phenomena. Amongst the most widely cited examples is the work of Rust (1987) , who develops a discrete dynamic programming model of the optimal replacement policy for bus engines. According to this approach the researcher starts by assuming that individuals or firms behave optimally, but that the parameters of the firm or customer decision problem are unknown. By maximizing the likelihood of the empirically observed actions of individuals or firms under the optimal policies for different sets of parameters, the researcher seeks to identify these unobserved parameters.
Similar applications of discrete dynamic programming models have become increasingly common, particularly in the labor (Keane and Wolpin, 1994) , industrial organization (Hendel and Nevo, 2002) , and marketing (Gönül and Shi, 1998) literatures.
While these methods use a variety of approaches to calculate or approximate the value function, the value function relies upon point estimates of the model parameters. Previous attempts to consider the impact of parameter error on the calculated value function have been limited to simulation-based approaches.
We finally note that the impact of uncertainty in the model parameters on the accuracy of the value function estimates has received attention in the finance literature. For example, Xia (2001) and Barberis (2000) investigate how dynamic learning about stock return predictability affects optimal portfolio allocations. The general problem considered in these studies is similar to the one addressed in this paper. However, the sources of variance are different. In particular, the finance literature is concerned with internal variance due to the stochasticity in the underlying process, and parametric variance due to non-stationarity of the model parameters, including changes in the investment horizon and/or dynamic learning. In contrast, we abstract away from the problem of internal variance, assume that the model parameters are stationary, and focus on the parametric variance that results from estimating the model parameters from a finite sample of data.
Overview
As far as we know this is the first paper to study parametric bias and variance in MDPs.
It serves two purposes. First, to illustrate the potential for error in value function estimates and to highlight the potential magnitude of these errors. Second, to provide formulas and a methodology for estimating the bias and variance in value function estimates, which can then be used to construct confidence intervals around the value function estimates.
We begin with some notations and background material in Section 2. In Section 3 we illustrate the relationship between errors in the model parameters and the accuracy of value function estimates, using actual data from a catalog mailing context. In Section 4, we present a methodology for estimating the bias and variance in the value function estimates. In Section 5, we validate our methodology using the catalog mailing data. We conclude in Section 6 with a review of the findings and a discussion of opportunities for future research.
A Formal Description of the Problem
We consider a finite state, finite action, infinite horizon, discounted reward MDP, where S denotes the set of states, of cardinality m, A the set of actions, α ∈ (0, 1) is the discount factor, and P a ij and R a ij (i, j ∈ S, a ∈ A) denote transition probabilities and the conditional expected rewards. The scalars P a ij and R a ij are interpreted as follows: if the current state is i and action a is applied, then the next state is j with probability P a ij ; furthermore, given that a transition from i to j occurs following an action equal to a, a random reward is obtained, whose conditional expectation is equal to R a ij . Note that if action a is applied at state i, the expected reward, denoted by R a i , is equal to j P a ij R a ij . We are interested in the value function associated with a stationary, Markovian, possibly randomized, fixed policy π. The assumption that the policy is fixed allows us to initially abstract away from the control problem. As we discuss in Section 4.2, the impact of parameter uncertainty on the solution to the control problem raises additional issues. We use π(a|i) to denote the conditional probability of applying action a when at state i. Let P π ij = a π(a|i)P a ij , which is the transition probability from i to j, and
which is the expected reward at state i, under the policy π. We use P π to denote the m × m matrix with entries P π ij , and R π to denote the m-dimensional vector with components R π i .
Define the value function associated with policy π to be the m-dimensional vector given by
Using the geometric series formula, the value function is given by (Bellman, 1957 )
In our setting the true model parameters, P a ij and R a ij , are not known. Instead, we have access to a finite sample of data, from which these parameters can be estimated. Specifically, assume that for every i and a, we have a record of N a i transitions out of state i, under action a, and the associated rewards. We treat the numbers N a i as fixed (not as random variables), and assume that N a i > 0 for every i and a. This last assumption restricts attention to actions that have been tried before. For at least two reasons we anticipate that this will be a relatively weak assumption in practice. First, the inability to evaluate actions in one state does not restrict our ability to evaluate the same action in other states, because we can still evaluate an action at any state where the action has been tried before. Thus the restriction only applies to states in which there is no past information about the outcome. Second, there is a tremendous amount of variation in historical policies in many real-world applications. This variation may arise for a lot of reasons including experimentation, implementation errors or non-stationarity in the policy. If there is interest in untried actions, and there are priors available to help predict the outcome, then a Bayesian approach can be used. For completeness we detail such an approach in the online Appendix D (Mannor et al., 2005) .
Furthermore, we do not assume any relation between the sampling process and the policy π of interest; in particular, the N a i , for different a, need not be proportional to the π(a|i), and the number N i = a N a i of transitions out of state i need not be related to the steady-state probability of state i under policy π.
For the N a i transitions out of state i under action a in the sample data, let N a ij be the number of transitions that lead to state j. Furthermore, let C a ij be the sum of the rewards associated with these N a ij transitions (for completeness we define C a ij = 0 if N a ij = 0). We
which will be our estimates of P a ij and R a ij , respectively. When N a ij = 0, we defineR a ij = 0. The possibility of N a ij being zero for feasible transitions introduces some additional bias, which will not be accounted for. However, in our analysis, we will assume that any transition with N a ij = 0 is infeasible. In addition, we definê
which will be our estimates of P π ij , R a i , and R π i , respectively. We finally define a matrixP π and a vectorR π , with entriesP π ij andR π i , respectively, which will be our estimates of P π and R π . Based on these estimates, we obtain an estimated value functionŶ π , given bŷ
We assume that the sample data reflect the true process, in the following sense. Based on Eq. (3), we can anticipate the impact of errors inP π andR π onŶ π . Notice first, thatŶ π is linear inR π , so that if P π were observed without error (i.e., ifP π = P π ), the variance ofR π would lead to variance inŶ π but not to bias (sinceR π is unbiased). In contrast, Y π is nonlinear inP π , so that errors inP π lead to both bias and variance inŶ π . Moreover, due to the matrix inversion the nonlinearity is substantial, so that any error inP π can translate to a large error inŶ π . This is particularly true when α is close to one. Furthermore, if the errors inP π andR π are correlated, the nonlinearity implies that errors inR π will also lead to bias inŶ π .
An Illustration
To illustrate the bias and variance that can be introduced to value function estimates by errors in the model parameters we use real data from a mail-order catalog company. While this application serves as a useful case study, our findings are not limited to this application.
Deciding who should receive a catalog is amongst the most important decisions that mailorder companies must address. Yet, identifying an optimal mailing policy is a difficult task.
Customer response functions are highly stochastic, reflecting in part the relative paucity of information that firms have about each customer. Moreover, the problem is a dynamic one.
Purchasing decisions are influenced not just by the firm's most recent mailing decision, but also by prior mailing decisions. As a result, the optimal mailing decision depends upon past and future mailing decisions.
A typical catalog company might mail 25 catalogs per year. The number of catalogs, the dates that they are mailed, and the content of the catalogs are determined up to a year before the firm decides to whom each catalog will be mailed. For this reason, these decisions are typically treated as fixed when deciding who to mail to. Accordingly, the firm only needs to decide which customers to mail to, on each exogenously determined mailing date (a discrete infinite horizon problem).
The firm's objective is to maximize its expected total discounted profits. Rewards (profits) in each period are calculated as the revenue earned from customer purchases (if any) less the cost of the goods sold and the mailing costs (approximately 65 cents per catalog mailed). To support their mailing decisions, catalog firms typically maintain large databases describing the individual purchase and mailing histories for each customer. We are fortunate to have access to a large database describing the transaction and mailing histories for the women's apparel division of a moderately large catalog company. This data is described in detail in Simester et al. (2004) . It includes the complete transaction histories for approximately 1.72 million customers. The mailing histories are complete for the six-year period from 1996 through 2002 (the company did not maintain a record of the mailing history prior to 1996). Catalogs were mailed on 133 occasions in this six-year period, so that on average a mailing decision occurred every 2-3 weeks.
The catalog mailing problem can be modelled as an MDP (as in Gönül and Shi, 1998) , where the state is a summary of the customer's history, and the action at each period is to either mail or not mail. The construction of the state space is an interesting problem that we will not consider here. We will instead follow a standard industry approach to this problem that uses three state variables, the so-called "RFM" measures (e.g., Bult and Wansbeek, 1995; Bitran and Mondschein, 1996) . These measures describe the recency, frequency and monetary value of customers' prior purchases. "Recency" is measured as the number of days (in hundreds) since a customer's last purchase. "Frequency" measures the number of items that customers previously purchased. "Monetary Value" measures the average price (in dollars) of the items ordered by each customer.
For the purposes of this illustration, we constructed a state space by quantizing each of the RFM variables to 4 discrete levels, yielding a state space with |S| = 4 3 = 64 states. At each historical mailing epoch, we evaluate the RFM variables of each customer (regardless of whether the customer received a catalog or made a purchase) and characterize him/her into one of the 64 states. We also treat the purchase amount (zero if no purchase in the epoch) less the mailing cost as a reward sample. Therefore each customer's historical data over time serves as a sample trajectory. Following the procedure described in the previous section, we may then estimate the model parametersP andR and calculateŶ for the current policy embedded in data.
Since the firm is interested in the average profit per customer, rather than the profit earned from an individual customer, internal variance averages out. However, parametric variance is of interest because it affects the comparison of different policies. In particular, when evaluating a new policy, the firm would like both a prediction of the expected profits from adopting the new policy, together with confidence bounds around that prediction.
In order to illustrate the impact of parametric variance, we randomly divided the 1.72 million customers and 164 million observations into 250 equally sized sub-samples, each containing approximately 657 thousand observations. By "observation" we mean a mailing period and an associated state transition in the history of a customer, irrespective of whether a catalog was mailed or a purchase was made during that time period. We then separately estimated the model parametersP π andR π following Section 2 using the observations from each of these sub-samples. Here we considered the policy π to be the same as the sampling policy that generated the data. Using equation (3) we calculated 250 estimates of the value function. As a benchmark, we also estimated the model parameters using the full sample of 1.72 million customers. For the purposes of this illustration, we will interpret the model estimated using the full sample as the "true" model, which is essentially equivalent to assuming that the 1.72 million customers are the full population. Thus, within a typical sub-sample, the expected reward in each stateR π were estimated using an average of approximately 10 thousand observations (N i ), while the transition matrixP π was estimated using an average of 160 observations per transition. In practice, most of the transitions are infeasible; for example, a customer cannot transition from having 3 prior purchases to only having 2 prior purchases. When limiting attention to only those transitions that are feasible, the average number of observations per transition was approximately 1,400. (The average of the positive N a ij 's is around 1, 400.)
In Figure 1 we report the empirical distribution (histogram) of the value functionŶ π across all 250 sub-samples under the historical policy used by the firm (as calculated using the whole sample). In order to summarize an estimated value function with a single number, we average the estimates across states for each sub-sample, weighing each state equally. We will refer to this measure as the "average value function", or "AVF". We use equal weights to increase the clarity of illustration. By using equal weights (as with any fixed weights), we avoid potentially introducing an additional source of variance due to the weights themselves being random variables. The true AVF, computed from the parameters estimated for the full sample, is $28.54. In comparison, the average of the 250 estimates is $28.65, with an empirical standard deviation of $0.97. The difference between $28.54 and $28.65 is not statistically significant and is of seemingly little managerial importance. However, the variance is potentially very important. The 95% confidence interval around the 250 AVF estimates ranges from $26.59
to $30.49, or roughly 14% of the true mean. Of course, we were able to estimate the $0.97 standard deviation only because we had access to many sub-samples. In a real world setting,
where only a single sample is available, the researcher generally relies on simulations or jackknifing techniques to estimate the standard deviation. In this paper, we will present a procedure for deriving closed-form approximations of the standard deviation directly from the data.
We can demonstrate the robustness of the above described results by varying both the size of the sub-samples and the discount factor. In Table 1 we present the empirical bias and standard deviation for different discount factors (averaged over 10 repetitions). In each repetition, we divide the data set into 100 sub-samples and compute the AVF for each sub-sample. We calculate the average absolute value of the bias and the empirical standard deviation of the AVF estimates across sub-samples. It can be seen that the average bias is small for discount factors that are not too close to 1. For discount factors that are close to 1, the bias becomes more meaningful but still remains much smaller than the standard deviation. In another experiment we varied the precision of the estimates by changing the size of the sub-samples and repeated the analysis using sub-samples with a different number of observations. In Figure 2 we report empirical standard deviations of the AVF estimates under the different sized sub-samples. Figure 2 represents a random assignment of the observations to sub-samples (the different assignments led to variation in the sub-samples between repetitions). While increasing the size of the sub-samples increases the accuracy of the model parameters, and in turn reduces the variance in the AVF estimates, the rate at which the variance approaches zero slows down as the sub-samples increase in size. It seems that even when estimating the model parameters with very large amounts of data, parametric variance leads to non-negligible variance in the value function estimates. Table 1 : Bias and variance as a function of the discount factor. For each discount factor, we partition the data 10 times, with each partition resulting in 100 sub-samples (each with roughly 1.6 million observations). We present in the table the mean absolute value of the bias and the mean empirical standard deviation each averaged across the ten repetitions. Both of these means are standardized by dividing by the AVF associated with the historical policy (as measured on the whole data set). 
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Analysis
In this section we provide closed-form approximations for the bias and variance of the estimated value function using second order approximations. We then briefly discuss the control problem where in addition to the estimation process, we look for an optimal policy. In Section 4.1 we will drop the superscript π, because we consider a fixed policy π.
Approximations for Bias and Variance in the Estimated Value Function
We now derive closed-form approximations for the (parametric) bias and variance ofŶ . The analysis follows a classical (non Bayesian) approach, where the bias and variance are expressed in terms of the (unknown) true parameters. Since the true model parameters are unknown, we substitute the estimated parameters, which is a standard practice. However, as a result of this substitution, the values obtained for the bias and variance are themselves estimates.
For completeness we also provide in the online Appendix D (Mannor et al., 2005) a Bayesian analysis. Under the Bayesian approach P and R are treated as random variables with known prior distributions, and we deduce approximations for the conditional bias and variance, given the values ofP andR. The expressions obtained using the Bayesian approach are almost identical to the ones in the classical approach (unless an informative prior is available).
Our goal is to calculate IE[Ŷ ] and the covariance matrix forŶ , defined by
We define a random m × m matrixP =P − P and a random m-vectorR =R − R. Note thatP andR are zero mean random variables that represent the difference between the true model and the estimated model.
To help interpret some of the later analysis, it will be helpful to have a sense of the magnitudes ofP andR. Because the transition probabilities are bounded by zero and one, the errors in these probabilities are also bounded between zero and one. The transition probabilities themselves will tend to be smaller the larger the number of states to which transitions are feasible, while the errors in these probabilities will be smaller the more observations there are relative to the number of feasible transitions. In the example discussed in Section 3 and Figure 1 , the maximum error in the transition probabilities in a sub-sample (max ij |P ij |) has a mean of 0.011, and a standard deviation of 0.004. Furthermore, the average (averaged over all pairs (i, j) with a nonzero transition probability) absolute error in the transition probability estimates, |P ij |, has a mean of 6.3 × 10 −4 and an empirical standard deviation of 0.001. Note that in that example, the feasible transitions consist of less than 10% of the 64 2 entries in P .
The expected rewards are not bounded a priori and so the errors are also unbounded. In the catalog example, the average absolute error in the reward estimates, |R ij |, has a mean of $4.25 and a standard deviation of $1.82. The maximal error in the reward estimates, max ij |R ij |, has a mean of $56.3 and a standard deviation of $43.2.
We now write the expectation ofŶ (cf. Eq. (3)) as:
where the geometric series expansion of (I − α(P +P )) −1 was used to obtain the second equality. We use the notation X = (I − αP ) −1 and
The following lemma will be useful.
Proof:
where we repeatedly used the definition of X, and the fact that X is invertible. 2
Using Lemma 4.1 in Eq. (4), we obtain:
There are three terms on the right-hand side of Eq. (5). The first term is the value function for the true model. The second term reflects the bias introduced by the uncertainty inP alone, and the third term represents the bias introduced by the correlation between the errors inP andR.
Equation (5) provides a series expansion of the error in terms of high order moments and cross moments of the errors inP andR. The calculation of the bias is tedious because the term IE[f k (P )] involves kth order moments of multinomial distributions. But since |P ij | is typically small,P k is generally close to zero for large k. For this reason we limit our attention to a second order approximation and we will assume that IE[f k (P )] ≈ 0 for k > 2, and that
We use the catalog data to investigate the appropriateness of this assumption in Section 5. Therefore we can write Equation (5) as:
where we represent all the terms of order greater than 2 in
Given that we will be using second order approximations, we expect that the mean and variance ofŶ can be calculated as long as we are able to compute the covariance between various entries ofR andP .
We start withP . First we introduce some notation. We use the notation A i· and A ·i to denote the i th row and column, respectively, of a matrix A, and diag(A i· ) to denote a diagonal matrix with the entries of A i· along the diagonal. We note thatP i· andP j· are independent when i = j. To find the covariance matrix ofP i· , we consider the row vectorsP a i· and P a i· with the estimated and true transition probabilities, and defineP a i· to be their difference. Note that
For each state-action pair (i, a), we define
which is a symmetric positive semi-definite matrix. Recall that for each (i, a), we haveP a ij = N a ij /N a i , where the N a ij are drawn from a multinomial distribution. The covariance matrix of P a i· is M a i /N a i , and the covariance matrix ofP i· is
Now we considerR. Since C ij is independent of C kl whenever i = k, we have IE[R iRk ] = 0,
In the following we use N a i· to represent the vector with components N a ij , j = 1, . . . , m, and R a i· to represent the vector with components R a ij , j = 1, . . . , m. Note that C ij and C ik are independent given N ij and N ik , so that
Here, V a ij is the variance of the rewards associated with a transition from i to j, under action a.
In order to account for the correlation betweenP andR i , we use Eq. (2), to obtain
whereR a ij =R a ij − R a ij . Comparing with Eq.
(1), we havẽ
We use • to denote Hadamard multiplication: for any two matrices A and B with the same dimensions, (A•B) is a matrix (again with the same dimensions) with entries (A•B) ij = A ij B ij .
We also use e to denote the m-dimensional vector with all components equal to one. And we use π a to denote the m-dimensional vector with the ith component being π(a|i). With this notation, Eq. (10) becomes
We define an m × m matrix Q with entries
(Recall the definition X = (I − αP ) −1 , and that Y = XR is the true value function.) And we define an m-dimensional vector B with its i th component defined as
The following proposition quantifies the bias under the second order approximation assumption. The proof is given in Appendix A.
Proposition 4.1 The expectation of the estimated value functionŶ satisfies
where L exp is defined in Eq. (7) and
In the above proposition, (i * , a * ) represents the least sampled state-action pair that is used by the policy. The term L exp decreases to 0 faster that 1/N a * i * , whereas Q and B can be shown to decrease like 1/N a * i * . Therefore, our approximation for the bias in the value function estimates will be
For the purposes of the next proposition, we introduce some more notation. We define the diagonal matrix W whose diagonal entries are given by
The next proposition provides an expression for the second moment, IE [YŶ ] . Together with the expression for IE [Ŷ ] in the preceding proposition, it leads to an approximation for the covariance matrix ofŶ . The proof is given in Appendix B.
Proposition 4.2 The second moment ofŶ satisfies
where L var is given by
By taking the difference between IE[ŶŶ ], as given by Proposition 4.2, and IE[Ŷ ]IE[Ŷ ],
as prescribed by Proposition 4.1, the following corollary is easily derived.
Corollary 4.1 The covariance matrix of the estimated value function satisfies
The expressions in Propositions 4.1, 4.2 and Corollary 4.1 yield several insights. First, as the counts N a i increase to infinity, COV (i) approaches 0, and thus all the terms involving the matrices Q, B and W converge to 0. As expected, this implies that as the sample size increases and the accuracy of the estimated parameters improves, both the bias and the variance decrease to 0. Second, the expressions for the bias and variance rely on the true model parameters, which are unknown. As discussed in the introduction, to obtain computable approximations of the bias and variance, we will use insteadP ,R, and the empirical variance of each R a ik . In principle, we could also estimate the bias and variance due to this approximation, but this is tedious and, as suggested by the experimental results in the next section, generally unnecessary.
Third, when min i,a N a i is large, it follows that the non zero entries of B, W , and Q decreases to 0 like 1/N a * i * . Therefore the standard deviation decreases to 0 like 1/ N a * i * , which is the usual behavior of empirical estimates.
The expressions in Proposition 4.1 and Corollary 4.1 allow us to qualitatively compare the magnitude of the bias and variance. According to Corollary 4.1, the standard deviation ofŶ i can be approximately estimated as
The next proposition, proved in Appendix C, quantifies the ratio between the standard deviation and the bias. Recall that for two positive functions f and g (defined on the real numbers)
we write f (n) = Ω(g(n)) if there exist constants N 0 and C > 0 such that f (n) ≥ Cg(n) for
Proposition 4.3 implies that the errors introduced by the parametric variance will generally be much larger than the bias. Note that since W is a positive semi-definite matrix, σ(Ŷ i ) > 0 is a very weak non-degeneracy assumption. The condition N a * i * /N a i > c > 0 requires that sample sizes increase "uniformly".
While the expression in Corollary 4.1 allows us to approximate the covariance matrix of the estimated value function, the findings on their own do not allow us to calculate confidence intervals around these estimates. Calculating a confidence interval requires that we know the distribution of the value function estimates. A central limit theorem (Serfling, 1980 , page 122, Theorem A) speaks to this issue.
Theorem 4.1 (Serfling, 1980) Suppose that a sequence of random vectors
be a vector-valued function for which each component function g i (x) is a real-valued function and has a non-zero
BecauseP a ij andR a ij are all estimators that asymptotically follow normal distributions, we may considerŶ as the function g in the above theorem and conclude thatŶ is asymptotically normal. We further investigate this issue using catalog mailing data in Section 5, where we report that a Kolmogorov-Smirnov test cannot reject the hypothesis thatŶ is normally distributed.
Readers may wonder whether we could have used Serfling's result to derive our earlier findings. It is technically possible to do so. Indeed, under the assumption that all of the N a i 's are identical, we were able to show that the two approaches yield the same result, and observed that the two derivations were of comparable length and complexity. However, if sampling occurs at different rates in different states, the rate at which the N a i 's approach infinity will generally vary. In this case use of the Serfling theorem, or any related central limit theorem, requires extensive additional derivation. Moreover, these theorems do not address the issue of bias.
The same approach can be used for infinite horizon average reward MDPs. Under mild assumptions on the structure of the Markov chain, we get similar approximations to the bias and variance for the average reward. The idea can also be extended to semi-Markov processes, where the transition times between time epochs are random and estimated from sampled data.
The Control Problem
To this point we have focused on the value function under a fixed policy. In many applications we are interested in comparing an existing policy with an alternative policy, possibly derived through a policy optimization process. We know from the MDP theory that there exists an
i for all admissible policies π and all states i ∈ S. An optimal policy may be obtained using value iteration, policy iteration or linear programming algorithms. See, for example, Bertsekas (2000) .
Since we do not have access to the true model parameters P and R, optimization based on the estimated parametersP andR produces an "optimal" policyπ such thatŶπ ≥Ŷ π for all admissible policies π. In general, policyπ is different from π * . Moreover, since the policyπ is obtained through an optimization process, the estimates of the model parameters for that policy (Pπ andRπ) will no longer be unbiased estimates of the true model parameters (Pπ and Rπ). Therefore we cannot use the approximation derived in Proposition 4.1 (for a fixed policy) to evaluate the bias in the optimal value function. Nor can we use the approximations in Proposition 4.2 and Corollary 4.1 to estimate the covariance matrix.
We can illustrate the problem using through a simple example. Consider a single state MDP with two actions, that is, S = {1} and A = {0, 1}. Both actions yield identical zeromean random rewards. Clearly in such a problem π * could be either action 0 or 1, with value functions
Now assume that we have n samples to estimate the expected rewardR a for either action.
Indeed bothR a follow (approximately) a normal distribution N (0, 1/n). The policy optimization procedure chooses the action with the largestR a . If we useR * to denote the maximum ofR 0 andR 1 , we know from Jensen's Inequality that IE[R * ] > 0, and so the value function estimated for the chosen policy will on average be positively biased:
The magnitude of IE [Ŷπ] , and therefore the bias in this example, is studied in the order statistics literature (Leadbetter et al., 1983 ). We also refer readers to Clark (1961) , where the author presents a procedure to approximate moments of the maximum of a finite number of correlated Gaussian random variables.
This problem raises two issues. First, how can we de-bias the estimates ofPπ andRπ so that we can use our earlier results to estimate the bias and covariance matrix of a value function when the policy is derived from an optimization procedure? Second, because the optimization procedures themselves rely on estimatesP π andR π , the policies derived from standard dynamic programming algorithms will generally not be truly optimal (π = π * ). In the remainder of this section we propose a cross-validation approach that can help to address the first issue. Unfortunately, we do not have a solution to the second issue. Indeed, it seems unlikely that a general procedure can be found that resolves the second issue as the sub-optimality reflects the absence of complete information in the training data.
The bias in the estimates ofPπ andRπ arises because optimization methods tend to favor actions for which the estimation errors inP π andR π lead to inflated estimates of the value function. As long as the errors inP andR are independent across samples, we can derive unbiased estimates of P and R if we use a different sample of data to evaluate the policyπ than the sample we used to design the policy. In particular, consider the following approach.
The assumption that the estimation errors inP andR are independent across the calibration and validation sub-samples is obviously critical. In this paper we have assumed that estimatesP andR are derived from straight-forward non-parametric aggregates of the available data. Under this approach the estimation errors are independent across the sub-samples as long as any measurement errors are independent across observations. However, in some settings, it is common to estimate the model parameters from maximum likelihood estimates that require functional form and distribution assumptions (this is particularly common in the economics literature). Under this alternative approach, any errors introduced by the functional form and distribution assumptions will be correlated across the sub-samples. As a result, the cross-validation procedure that we have proposed will not de-bias the estimates ofPπ andRπ, even if the measurement errors are independent across the observations.
Experiments
The reliance on a second order expansion in deriving the approximations for the bias and variance presumes that higher order terms are relatively unimportant. We now examine this assumption in further detail by using the catalog mailing data to validate the findings. These data also enable us to investigate the impact (if any) of using estimates of the model parameters in these expressions (in the absence of the true model parameters).
If the value function estimates follow a normal distribution, the variance and bias expressions derived in the previous section facilitate calculation of confidence intervals around the de-biased value function estimates. We can investigate the accuracy of these confidence intervals by comparing how frequently the "true" value function falls within the confidence intervals.
We would expect that on average the true value will fall within one standard deviation of the unbiased mean 68% of the time and within two standard deviations 95% of the time.
We begin by investigating whether the value function estimates follow a normal distribution.
We do so by using a Kolmogorov-Smirnov test on each of the data points reported in Section 3.
The hypothesis that the reward is a two-sided Gaussian could not be rejected with confidence 0.05 at any instance. The average P-value was 0.612 with a minimum of 0.061 and a maximum of 0.991. This indicates that it cannot be determined that the data do not follow a Gaussian rule.
We use the same partitions of the data as in Section 2. In Figure 3 the percentage of times that the true value function was within one standard deviation is denoted by a '+' and within two standard deviations by an 'x'. For example, for the 250 sub-samples (with about 657,000 observations each), we report the percentage of the 250 estimates in which the true average value function (AVF) (as estimated on the full sample) was within the estimated confidence interval. By re-drawing the 250 sub-samples ten times, we report ten instances of this percentage. An analogous process was used with other choices of the sub-sample size.
The findings in Figure 3 confirm that the percentage of estimates that fall within one and two standard deviations of the true AVF are close to the targets of 68% and 95% respectively.
We next consider the importance of the second order approximations. We do so by taking advantage of the role played by the discount factor α. The importance of higher order terms in the series expansions increases as the discount factor approaches one. In Table 2 we repeat the analysis for 250 sub-samples of a fixed size, but for different discount factors (same settings as in Table 1 ). As expected, as α approaches 1, the accuracy of the confidence intervals degrades.
We attribute this to the error introduced by the second order approximation. The percentage of the AVF estimates that fall within one ('+') and two ('x') standard deviations from the value calculated based on the full data set. Each '+' and 'x' represents a random partition of the full data to sub-samples. The discount factor was α = 0.98.
The Control Problem
As discussed in Section 4.2, an obvious application of our analysis is the comparison of a current policy with a new policy generated through some optimization process. We cautioned that before applying the expressions for the bias and the variance to a policy derived from such a process, we should first obtain unbiased estimates of the model parameters, using an independent validation sample. We will use the catalog mailing data to illustrate the importance of this first step.
We begin by randomly selecting a portion of the available data, to be used as a calibration sample, and retain the remaining data as a validation sample. To demonstrate how the size of the calibration sample affects the findings, we repeat this process for calibration samples of different sizes. The calibration sample is used to estimate model parametersP cal andR cal .
Then we run a policy iteration algorithm to identify an "optimal" policyπ cal fromP cal and R cal . We will compare two AVF estimates for this policy: the AVF calculated on the basis of the model estimated using the calibration sample (denoted by Y cal ); and the AVF of that policy Table 2 : We randomly partitioned the data while varying the discount factor. For each discount factor, we performed the partition 10 times, each partition was to 250 sub-samples (each with roughly 657,000 million observations). We present the percentage of samples in which the estimated AVF is within one standard deviation (as predicted by Proposition 4.2) of the value as measured on all the data; the minimum and maximum percentages over the 10 runs are provided in parentheses. The same statistics are presented for two standard deviations.
as estimated using the validation sample (denoted by Y val ). The difference between the two estimates represents the bias introduced by the error in the model parameters (the errors no longer have zero expectation due to the optimization process). This bias is illustrated in Figure   4 for calibration samples of varying sizes. It can be seen that value function estimates from the calibration sample are almost uniformly greater than the estimates from the validation sample. This bias is statistically significant. It is also managerially relevant, averaging around 6.3% of the true optimal AVF ($33.59) for a calibration sample that consists of approximately 1.6 million observations (1% of the data). As an aside, the $33.59 AVF for the optimal policy can be compared with the $28.54 AVF for the historical policy (reported in Figure 1 ). These results indicate that the optimal policy offers a potential profit improvement of approximately 17%.
We can also use the catalog data to investigate the extent to which parametric variance leads to sub-optimal policies. To do so, we compared the "optimal" policy derived using each sub-sample, with the true optimal policy derived using the entire data set. Both policies are evaluated on the validation sample. We use Y * to denote the AVF for the optimal policy found by optimizing on the entire data set. The findings are reported in Figure 5 . As expected, the optimal policy always outperforms the policy derived from the calibration sub-sample. The differences are again statistically significant. Note that the computation of Y * and Y val uses the same data, which may introduce correlation between the two quantities. This will tend to Figure 4: The differences (marked by '+') between the AVF estimates (in Dollars, and averaged over all states) based on the calibration sample and the validation sample, for the policy identified through an optimization process. Each '+' was generated by randomly partitioning the data to a calibration and a validation sample. The horizontal axis corresponds to the size of the calibration sample, as a percentage of the full data sample. Here α = 0.98 for which the true optimal AVF is approximately $33.59. diminish our estimates of the "sub-optimality". We also computed Y * val , the optimal AVF over the validation set, in place of Y * for Table 3 In order to demonstrate the robustness of the findings, we performed an experiment similar to the one reported in Table 2 . In Table 3 we present the bias and sub-optimality introduced Table 3 we can easily obtain the mean standard errors as the sample standard deviations divided by 10 (the square root of the sample size, 100). It is clear that both the bias and the sub-optimality are generally significantly greater than zero, with the bias averaging around 2% of the AVF and the sub-optimality averaging around 1%.
We conclude that parametric variance introduces two issues in policy optimization. First, the estimates of the transition probabilities and the rewards for the "optimal" policy are biased, leading to positive bias in the value function estimates. This problem can be remedied relatively easily by evaluating the policy on a separate validation sample. The second problem is more difficult to resolve: errors in the model parameters also lead to sub-optimal policies.
As we discussed in Section 4.2, this second problem is at least to some extent inevitable in the absence of the true model parameters. The differences (marked by '+') between the AVF estimates (in Dollars) of the optimal policy based on the calibration sample and the AVF of the optimal policy found by optimizing on the validation sample. Each '+' was generated by a randomly partitioning the data to a calibration and a validation sample. The horizontal axis corresponds to the size of the calibration sample, as a percentage of the full data sample. Here α = 0.98 for which the true optimal AVF is approximately $33.59.
There is an interesting question raised by a referee -given a fixed amount of data, how do we divide it into the calibration and validation samples? Including more data in the calibration sample potentially leads to a better policy while more data in the validation sample means tighter confidence interval when we evaluate the policy. This tradeoff can often be resolved empirically.
Concluding Remarks
We have provided closed form approximations for the bias and variance of estimated value functions, caused by uncertainty in the true model parameters. For small and mid-sized MDP models, the expressions can be easily calculated and used to evaluate existing policies or to compare new polices with existing ones. For the case where a new policy is derived through a policy optimization process, we also demonstrated how to remove the additional bias introduced by the optimization process, by using a validation sample.
The expressions are based on second order approximations. Moreover, in the absence of the true model parameters, the expressions are evaluated by relying on estimates of the model parameters and are therefore themselves estimates, subject to parametric variance. We used a large sample of data from a catalog mailing company to investigate the impact of these Both the catalog mailing data and our theoretical analysis provide a comparison of the relative magnitude of the variance and the different biases. The variance introduced by parametric uncertainty is considerable, suggesting both practical and statistical importance. Of the two biases, only the bias in "optimal" policies introduced by the optimization process is significant. For a fixed policy, the bias introduced by parametric uncertainty will generally be negligible when compared to the variance.
While we report the average of the value functions (averaged over all states), the disaggregate results may also be of interest. In particular, the variance of the value functions for alternative policies could be used to guide future experimentation. Future experimentation may favor actions that might have a large effect on the variance of the value function estimate.
In this manner, the findings may contribute to our understanding of the tradeoff between exploration and exploitation. The findings may also help to improve the policy optimization process. The policy improvement portions of standard algorithms focus on point estimates of the value functions and overlook the variance around these estimates.
Finally, we caution that, as with all analyses of MDPs, our findings rely on an assumption that the data are sampled from a Markov process. In our experiments, we ensured satisfaction of this condition by sampling observations rather that trajectories (a trajectory here would be the complete history of a customer). 
By taking unconditional expectations, we obtain the last part of the lemma. 2
For the proof of the proposition, we start from Eq. (5) and substitute the expression from Eq. (11) forR, to obtain
From Lemma A.1, terms that are linear inP a orR a , as well as terms that involve products of entries ofP a andR a , vanish. That is,
We then consider a second order approximation. This leaves us with
The proof is completed by using the definition of f 2 (P ), which yields
and the lemma that follows.
Proof. We first observe that the errors in the transition probabilities from two different states
For the first assertion, we note that the ij-th entry of IE P XP is equal to
which is the same as the ij-th entry of Q (cf. Eq. (12)).
For the second assertion, let
Finally we outline the idea that validates
From the expression of L exp in the Proposition, it is clear that only third and higher moments ofP are involved. The above claim can be seen from the moment expressions of the corresponding multinomial distributions.
We omit a detailed proof.
B Proof of Proposition 4.2
The second moment ofŶ is
Using Lemma 4.1, we have
Following Lemma A.1 we may drop the 0 terms
Taking the second order approximation we obtain:
Expanding the above terms, keeping in mind Lemma A.1 and Eq. (11), we just need to calculate the following terms:
To summarize, Eq. (18) can be written in terms of
We now provide expressions for
VY 2 : We have
Thus Q (2) ij = 0 for i = j and We note that if α a ij = 0 (for j = 0, . . . , m) then we get the same approximations as in the classical approach (up to the +1 in the denominator of the variance and the covariance).
Similarly, we define the prior distribution for the immediate reward when moving from state i to state j when using action a. Notice that this reward can be drawn from any family of distributions for which Bayesian updates can be carried out in closed form. As a special case, we assume the reward distribution is normal with mean R a ij and variance τ a ij . We assume independence of the priors, i.e., that the prior distribution of R a ij given τ a ij does not depend on τ a ij , and that the prior distribution of R a ij is normal with mean µ a ij and standard deviation σ a ij . For each i, j, and a, we observe N a ij sample rewardsx As in the classical case, we consider a fixed (possibly randomized) stationary policy π, and define the following quantities:
1. An (unknown) m×m matrix P representing the transition probabilities, whose ith row is P i· = a π(a|i)P a i· , its estimateP i· = a π(a|i)P a i· , and the difference matrixP = P −P . 
An m-dimensional
where matrixM a i is the posterior covariance matrix of P a i· as specified by parts ii and iii of Lemma D.1; and higher order terms
in whichP = P −P ,R = R −R and f b k (P ) =X PX 
