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EXCURSIONS TO THE CUSPS FOR GEOMETRICALLY FINITE
HYPERBOLIC ORBIFOLDS, AND EQUIDISTRIBUTION OF
CLOSED GEODESICS IN REGULAR COVERS
RON MOR
Abstract. We give a finitary criterion for the convergence of measures on
non-elementary geometrically finite hyperbolic orbifolds to the unique measure
of maximal entropy. We give an entropy criterion controlling escape of mass
to the cusps of the orbifold. Using this criterion we prove new results on
the distribution of collections of closed geodesics on such orbifold, and as a
corollary we prove equidistribution of closed geodesics up to a certain length
in amenable regular covers of geometrically finite orbifolds.
1. Introduction
In this paper we consider the geodesic flow on the unit tangent bundle of non-
elementary geometrically finite hyperbolic orbifolds, as well as on the frame bundle
of such orbifolds. Specifically, we study conditions guaranteeing that a given se-
quence of measures which are invariant under the frame flow on such orbifolds
converges to the unique invariant measure of maximal entropy.
In [12] a criterion was introduced for a specific hyperbolic surface, namely the
modular surface. This criterion was of interest in part since it was used in the same
paper to give a new proof of a special case of a theorem of Duke [9], along the lines
of partial results towards this theorem by Linnik and Skubenko.
In this paper we extend the ergodic theoretic results of [12], namely a finitary
form of the uniqueness of measure of maximal entropy for the geodesic flow on
the modular surface, to the frame flow on non-elementary geometrically finite hy-
perbolic orbifolds of any dimension. This flow is isomorphic to the action of a
1-parameter diagonal group A = a• on Γ\G for G = SO+(1, d) and Γ < G a non-
elementary geometrically finite subgroup. Let δ = δ(Γ) denote the critical exponent
of Γ, and let X = Γ\Hd.
Theorem 1.1. Let (µi)i∈N be a sequence of A-invariant probability measures on
Γ\G for a non-elementary geometrically finite subgroup Γ < G. Suppose there is a
sequence λi → 0+ and a constant α > 0 such that for all sufficiently small ǫ0 > 0
the “heights” Hi = λ
ǫ0
i satisfy:
(1) µi(F cuspHi(X))→ 0 as i→∞
(2)
µi × µi({(x, y) ∈ F coreHi(X)×F coreHi(X) : x ∈ yB
N+
1 B
MA
1 B
N−
λi })
≪ǫ0 λ
δ−αǫ0
i
Then
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(1) the sequence of measures (µi)i∈N is tight, i.e. for any ǫ > 0 there is a
compact set Xǫ ⊂ Γ\G such that µi(Xǫ) > 1−ǫ holds for all i large enough.
(2) any weak-⋆ limit of a subsequence of (µi)i∈N has entropy δ(Γ).
(3) Suppose Γ is Zariski-dense in G. Then µi → mFBM in the weak-⋆ topology,
for mFBM the Bowen-Margulis measure on Γ\G (see §2.4).
The same methods can be used to control the amount of mass an invariant
measure gives to the cusps of such orbifold. The amount of mass can be quantified
in relation to the entropy of the invariant measure, as well as the rank of the cusps
of the hyperbolic orbifold. Here Ta stands for the time-one-map of the flow A = a•.
Theorem 1.2. Let µ be an A-invariant probability measure on Γ\G, for a non-
elementary geometrically finite subgroup Γ < G. Then
hµ(Ta) ≤ δ −
d−1∑
i=1
2δ − i
2
µ(F cuspiǫ(X)) +
2 log(| log ǫ|)
| log ǫ|
for all small enough 0 < ǫ < ǫd.
Remark 1.1. By a result of Beardon [4] (cf. [20, Corollary 2.2]), the critical exponent
of a non-elementary discrete subgroup Γ < G is greater than rmax2 , where rmax is
the maximal rank of a parabolic fixed point of Γ, hence the term 2δ−i2 is positive,
for all 1 ≤ i ≤ d− 1 for which cuspiǫ(X) 6= ∅. Therefore the correction term in the
RHS is negative, that is to say that the higher the measure of the cusp the smaller
is the upper bound on the entropy. Cusps of higher rank cut down the entropy by
a lesser amount.
Theorem 1.2 gives, quantitatively, the relation between entropy and escape of
mass. A natural question is what happens in the case all of the mass escapes in a
weakly-⋆ converging sequence. Formally, we define the entropy in the cusp as
h∞(Ta) = sup
{νn⇀0}
lim sup
n→∞
hνn(Ta).
An immediate corollary of Theorem 1.2 is an upper bound on h∞(Ta).
Corollary 1.3. Let Γ < G be a non-elementary geometrically finite subgroup, for
which the maximal rank of a cusp is rmax. Then h∞(Ta) ≤ rmax2 .
Using the closing lemma it is not hard to see that the bound in Corollary 1.3 is
sharp, i.e. h∞(Ta) = rmax2 .
The above results have partial overlap with some results that were recently
proved by other authors. In particular, similar results for the geodesic flow on the
modular surface were proved by Einsiedler, Lindenstrauss, Michel and Venkatesh
in [12]. Einsiedler, Kadyrov and Pohl generalized these results to diagonal actions
on spaces Γ\G where G is a connected semisimple real Lie group of rank 1 with
finite center, and Γ is a lattice [11]. Finally, Iommi, Riquelme and Velozo (in two
papers with different sets of coauthors) considered entropy in the cusp for geo-
metrically finite Riemannian manifolds with pinched negative sectional curvature
and uniformly bounded derivatives of the sectional curvature [18, 28]. This latter
setting is substantially more general than ours, though in the constant curvature
case Theorem 1.2 gives more information. Perhaps more importantly, our methods
differ from those of [18, 28], and give finitary versions of the above qualitative re-
sults. This allows us to apply the entropy results on invariant measures obtained
EXCURSIONS TO THE CUSPS 3
as weak-⋆ limits of certain measures of interest, before going to the limit, in the
spirit of the results of [12].
Several such applications are given below. In particular, Theorem 1.1 implies
that on any non-elementary geometrically finite orbifold, large enough sets of closed
geodesics must equidistribute. To be more precise, let PerΓ(T ) be the set of all
periodic orbits of the geodesic flow in Γ\G/M of length at most T ; we will at times
implicitly identify between this set and the set of closed geodesics in Γ\Hd with the
same length restriction.
Theorem 1.4. Let Γ < G be a non-elementary geometrically finite subgroup. Let
ψ(T ) ⊂ PerΓ(T ) be some subset, and let µT be the natural A-invariant probability
measure on ψ(T ) (see §5). Assume that there are sequences Ti →
i→∞
∞ and αi →
i→∞
0, such that |ψ(Ti)| > e(δ−αi)Ti for all i. Then the sequence (µTi)i∈N converges to
mBM in the weak-⋆ topology.
We use Theorem 1.4 to draw some results regarding the equidistribution of closed
geodesics. We show that the number of periodic a•-orbits up to a certain length,
on which the integral of some bounded continuous function differs noticeably from
the integral over the whole orbifold, is exponentially smaller (by a difference of h
in the exponent) than the number of all periodic a•-orbits with the same length
restriction.
Theorem 1.5. Let Γ < G be a non-elementary geometrically finite subgroup. Fix
f ∈ Cb(Γ\G/M) and ǫ > 0. Then there is a constant h > 0, such that for all large
enough T > 0
#
{
l ∈ PerΓ(T ) :
∣∣∣∣∣
ˆ
l
fdµl −
ˆ
Γ\G/M
f dmBM
∣∣∣∣∣ > ǫ
}
≤ e(δ−h)T
where µl is the natural probability measure on the periodic a•-orbit l.
We are also able to use Theorem 1.4 to extend some of our results to regular
covers of geometrically finite orbifolds. These, of course, are not geometrically finite
unless the covering group is finite in which case the claims are trivial.
Consider the following well-known equidistribution theorem regarding closed
geodesics on geometrically finite orbifolds [19, 29, 26]:
Theorem. Let Γ < G be a non-elementary geometrically finite subgroup. Let µT
be the natural A-invariant probability measure on PerΓ(T ). Then the net {µT }T>0
converges to mBM in the weak-⋆ topology, as T →∞.
Using our entropy estimates we are able to extend this and prove an equidistri-
bution result for closed geodesics on regular covers with amenable covering groups.
In the proof we use the deep fact proved in [26, 30, 32, 7] that the critical exponent
is not changed under the taking of a subgroup with an amenable quotient.
Theorem 1.6. Let Γ0 < G be a geometrically finite group, and let Γ ⊳ Γ0 be a
non-elementary normal subgroup such that the covering group Γ\Γ0 is amenable.
Let φ(T ) ⊂ PerΓ0(T ) be the set of periodic a•-orbits in Γ0\G/M of length at most
T , which remain periodic and of the same length in Γ\G/M . Let νT be the natural
A-invariant probability measure on φ(T ). Then the net {νT}T>0 converges to mBM
in the weak-⋆ topology, as T →∞.
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As a corollary, we prove equidistribution in the covering space as well.
Corollary 1.7. Let Γ0 < G be a geometrically finite group, and let Γ⊳Γ0 be a non-
elementary normal subgroup such that the covering group Γ\Γ0 is amenable. Let NT
be the number of Γ\Γ0-equivalence classes of PerΓ(T ). Then for all f ∈ C(Γ\G/M)
such that
sup
x∈Γ\G/M
∑
τ∈Γ\Γ0
|f(τx)| <∞
the following holds:
lim
T→∞
1
NT
∑
l∈PerΓ(T )
ˆ
l
fdµl =
ˆ
Γ0\G/M
∑
τ∈Γ\Γ0
f(τΓv)dmBM(Γ0v)
Remark 1.2. The assumption on f in Corollary 1.7 is satisfied by any f ∈ Cc(Γ\G/M).
Next, we prove the following result, indicating that not all of the mass escapes
for the collection of closed geodesics in (not necessarily amenable) regular covers of
geometrically finite orbifolds, if the critical exponent of the cover is large enough.
Theorem 1.8. Let Γ0 < G be a geometrically finite group, and let Γ ⊳ Γ0 be a
non-elementary normal subgroup. Assume δ(Γ) > rmax(Γ0)2 . Let f ∈ C(Γ\G/M)
satisfy f ≥ 0 and ∑
τ∈Γ\Γ0
f(τx) > 0
for all x ∈ Γ\G/M . Then
lim inf
T→∞
1
NT
∑
l∈PerΓ(T )
ˆ
l
fdµl > 0
Remark 1.3. The assumption on f in Theorem 1.8 is satisfied by any strictly positive
f ∈ C(Γ\G/M).
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2. Preliminaries
In this section we recall some basic facts from the theory of geometrically finite
groups, Patterson-Sullivan measures, Bowen-Margulis measures, and entropy of the
geodesic flow. Good references for the material covered in this section is Nicholls’
book [23] as well as Bowditch’s paper [5]. A broader review can also be found in
[22].
2.1. Hyperbolic geometry. Fix a natural number d ≥ 2. Let Hd be the d-
dimensional hyperbolic space. We use the upper half space model and identify Hd
with {x ∈ Rd : xd > 0} equipped with the metric ds2 =
‖dx‖2
x2
d
. The conformal ball
model Bd or the hyperboloid model Hd will also be used on occasion, especially for
expositional reasons.
In this work we will be interested in spaces of the form Γ\Hd, for Γ < IsomHd
a discrete group of isometries of Hd. If Γ is torsion free, Γ\Hd is a manifold of
constant negative curvature; in general though it is only an orbifold.
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Definition 1. Let Γ < G be a discrete subgroup. The limit set of Γ is the set
Λ(Γ) of accumulation points of a Γ-orbit (or equivalently all Γ-orbits). We call Γ
elementary if it has a finite limit set.
The action of IsomHd extends to an action on the boundary of the hyperbolic
d-space using Moebius transformations of Bd. The isometries of the hyperbolic d-
space can be classified into three mutually disjoint types, depending on their fixed
points in Hd, as follows.
g ∈ IsomHd is called:
(1) parabolic if it has precisely one fixed point, which lies on ∂Hd.
(2) loxodromic (in the d = 2 case, also hyperbolic) if it has precisely two
fixed points, which lie on ∂Hd.
(3) elliptic if it has a fixed point in Hd.
A parabolic fixed point ξ ∈ ∂Hd of a discrete subgroup Γ < IsomHd, i.e. a point
which is fixed by a parabolic element of Γ, is called bounded if
Γξ\
(
Λ(Γ)r {ξ}
)
is compact. In particular, if ξ =∞ is a parabolic fixed point, then it is bounded if
and only if
sup
x∈Λ(Γ)r{ξ}
deuc(x, L0) <∞
where L0 is some (or every) minimal Γξ-invariant affine subspace of ∂H
d r {ξ}.
In the geometrically finite case, all parabolic fixed points are bounded ([5, Lemma
4.6]).
Recall that the rank of a parabolic fixed point ξ is defined by the rank of a
maximal free abelian finite-index subgroup of the stabilizer Γξ. It is denoted by
rank(ξ). A key description of the rank is given as follows [5, Section 2] (see also
[2, Theorem 3.4]). By conjugating Γ, assume ξ = ∞. Then there is a free abelian
normal subgroup Γ∗∞ ⊳Γ∞ of finite index, whose rank we have denoted by rank(∞),
and a non-empty Γ-invariant affine subspace L ⊂ Rd−1 ⊂ ∂Hd on which Γ∗∞ acts
co-compactly by translations. This description may be used to give an equivalent
definition of the rank of a parabolic fixed point, as the dimension of such affine
subspace [23].
2.2. The thin-thick decomposition. We proceed to describe the thin-thick de-
composition. It involves maximal parabolic subgroups H < Γ, which are precisely
the stabilizers of parabolic fixed points, and maximal loxodromic subgroups H < Γ,
which are precisely the stabilizers of loxodromic axes [5].
Given x ∈ Hd, ǫ > 0 and a subgroup H < Γ, let
Hǫ(x) = 〈{γ ∈ H : d(x, γx) ≤ ǫ}〉
and
Tǫ(H) = {x ∈ H
d : |Hǫ(x)| =∞}.
The following theorem explains the structure of the neighborhoods Tǫ(Γ).
Theorem 2.1 ([5, Proposition 3.3.3]). For a discrete subgroup Γ < IsomHd and for
0 < ǫ < ǫd (where ǫd is called the Margulis constant), the set Tǫ(Γ) is a disjoint
union of the sets Tǫ(H), as H ranges over all maximal parabolic and maximal
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loxodromic subgroups of Γ. Moreover, if H1, H2 are two distinct such subgroups,
then
d(Tǫ(H1), Tǫ(H2)) ≥
ǫd − ǫ
2
.
The ǫ-thin part of X = Γ\Hd is defined to be thinǫ(X) = Γ\Tǫ(Γ). It is, topo-
logically, a disjoint union of its connected components, each of the form H\Tǫ(H)
for H < Γ maximal parabolic or maximal loxodromic. By that we mean that
H\Tǫ(H) is embedded in thinǫ(X). H\Tǫ(H) is called a Margulis cusp if H is
parabolic, and a Margulis tube if H is loxodromic.
Definition 2. Let G be a group acting on a spaceX , and let H < G be a subgroup.
A subset E ⊂ X is called precisely H-invariant if h(E) = E for all h ∈ H and
g(E) ∩ E = ∅ for all g ∈ GrH .
It can be shown that Tǫ(H) is precisely H-invariant, for maximal parabolic and
maximal loxodromic subgroups H < Γ. It follows that H\Tǫ(H) is embedded in
Γ\Hd, and clarifies the statement that cusps and tubes are embedded in the thin
part of X .
It is worth mentioning that in case Γ is torsion-free, that is Γ\Hd is a manifold,
the definition of the ǫ-thin part agrees with the more common definition
thinǫ(X) = {x ∈ Γ\H
d : inj(x) ≤
ǫ
2
},
where inj(x) is the injectivity radius at x.
Let us give notations for some other useful subsets of the orbifold X = Γ\Hd.
For a set A ⊂ Hd, let hull(A) stand for its hyperbolic convex hull in Hd. Then for
any 0 < ǫ < ǫd, and for any parabolic fixed point ξ ∈ ∂Hd, we define:
cuspǫ(X) =
⋃
H<Γ maximal parabolic
H\Tǫ(H)(2.1)
cuspiǫ(X) =
⋃
H<Γ maximal parabolic of rank i
H\Tǫ(H)(2.2)
cuspǫ(ξ) = Γξ\Tǫ(Γξ)(2.3)
core(X) = Γ\
(
H
d ∩ hull(Λ(Γ))
)
(2.4)
coreǫ(X) = core(X) ∩X r cuspǫ(X)(2.5)
Definition 3. A discrete subgroup Γ < IsomHd is geometrically finite if coreǫ(X)
is compact for some (equivalently, for all) 0 < ǫ < ǫd.
Remark 2.1. In this case, cuspǫ(X) is a union of finitely many neighborhoods
Γξ\Tǫ(Γξ). Definition 3 is one of several definitions, most of them turn out to
be equivalent; cf. [5].
2.3. The geodesic flow and the frame flow. We will occasionally prefer to
study dynamics on the group of isometries rather than on the tangent or frame
bundles of X = Γ\Hd [27]. First, recall that the group of orientation-preserving
isometries ofHd is isomorphic to SO+(1, d) = O+(1, d)∩SL(d+1,R), whereO+(1, d)
is the connected component of the indefinite orthogonal group O(1, d). SO+(1, d)
is a Lie subgroup of SL(d+ 1,R), whose Lie algebra is donated by so(1, d).
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We give notations for the following Lie subalgebras of sl(d + 1,R):
a =



0 0 t0 0(d−1)×(d−1) 0
t 0 0

 : t ∈ R

 , k =
{(
0 0
0 B
)
: B ∈ so(d)
}
n
− =



0 uT 0u 0 −u
0 uT 0

 : u ∈ Rd−1

 , n+ =



0 uT 0u 0 u
0 −uT 0

 : u ∈ Rd−1


m =



0 0 00 B 0
0 0 0

 : B ∈ so(d− 1)


where so(d) = {B ∈Md(R) : BT = −B}. Denote the corresponding Lie subgroups
by A = a•,K,N−, N+,M respectively. Recall that so(1, d) = m⊕ a⊕ n+ ⊕ n−.
Let (gt)t∈R stand for the geodesic flow on the unit tangent bundle T 1Hd of Hd.
The structure of so(1, d) allows to study the geodesic flow as follow. In the hyper-
boloid model, K is the stabilizer in G of e0 = (1, 0, . . . , 0)
T , and e0 is the unique
fixed point ofK inHd. The subgroupM is the stabilizer inK of the unit vector tan-
gent at e0 to the geodesic (ate0)t∈R, where at = exp

0 0 t0 0(d−1)×(d−1) 0
t 0 0

 ∈ A.
The subgroup K acts transitively on T 1e0H
d, and so we identify T 1Hd ∼= G/M .
Moreover, the geodesic flow reads as the action of A by right translation on G/M ,
namely the geodesic flow gt satisfies gt(yM) = yatM for all y ∈ G. Likewise, the
oriented orthonormal frame bundle (shortly, “frame bundle”) FHd of Hd may be
realized as a bundle over T 1Hd with fibers isomorphic to M , and so it may be
identified with G. The frame flow (gt)t∈R is then defined on G the same way as the
geodesic flow is on G/M , by right-multiplication by at. The action of A on a frame
translates it along the geodesic defined by the frame’s first vector, while the other
orthogonal vectors are determined by parallel transport.
We endow G/M ∼= T 1Hd and G ∼= FHd with Isom+Hd-invariant metrics by
dT 1Hd(g1M, g2M) = sup
t∈[−1,1]
dHd(πK(g1atM), πK(g2atM))
and
dFHd(g1, g2) =
d∑
i=1
dT 1Hd(πi(g1), πi(g2))
where πK : T
1Hd → Hd is the base point projection, and πi : FHd → T 1Hd is the
projection of a frame to its i’th vector.
As invariant metrics, dHd , dT 1Hd and dFHd naturally descend to metrics on
X = Γ\Hd, T 1X = Γ\T 1Hd and FX = Γ\FHd denoted by dX , dT 1X and dFX re-
spectively, for any discrete subgroup Γ < G. The geodesic and frame flows descend
to Γ\G/M and Γ\G respectively. These flows are denoted by (gt)t∈R as well.
We end up this subsection by giving notations which will be very useful through
this paper. Let Ω be the non-wandering set of the geodesic flow on T 1(Γ\Hd). It
can be shown [10] that Ω is precisely the vectors in T 1(Γ\Hd) that lift to vectors in
T 1Hd which define geodesics whose both end points in ∂Hd belong to the limit set
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Λ(Γ). Therefore, Ω ⊂ T 1 core(X). Similarly, let ΩF stand for the non-wandering
set of the frame flow, which is just the set of frames whose first vectors are in Ω.
We give the following notations (nc stands for non-cusp, c for cusp):
Ωǫnc = ΩF r F cuspǫ(X)(2.6)
Ωǫc = ΩF ∩ F cuspǫ(X)(2.7)
Ωǫc,i = ΩF ∩ F cusp
i
ǫ(X)(2.8)
2.4. Patterson-Sullivan measures and the Bowen-Margulis measure. Let
Γ < IsomHd be a discrete subgroup. In this section we briefly recall the construc-
tion of the Patterson-Sullivan measures on ∂Hd [25, 33, 34] and the Bowen-Margulis
measure on T 1(Γ\Hd). We refer to [23] for more details. We will not require this
construction in the following sections, but rather just use the characterization of
the Bowen-Margulis measure as the unique measure of maximal entropy (see §2.5).
For every x, y ∈ Hd and 0 < s ∈ R the Poincare series is defined by
gs(x, y) =
∑
γ∈Γ
e−s·d(x,γy),
and the critical exponent by
δ(Γ) = inf{s ∈ R : gs(x, y) <∞}
which is independent of x, y ∈ Hd. The critical exponent of a non-elementary
discrete subgroup with a parabolic fixed point of rank k satisfies δ(Γ) > k2 [4] (cf.
[20, Corollary 2.2]).
The subgroup Γ is said to be of convergence or divergence type if the Poincare
series converges or diverges, respectively, at s = δ(Γ). The construction of the
Patterson-Sullivan measures can be done for subgroups of either type [25], but the
details are more coherent for the latter case. Fortunately, after the fact, it can be
shown that non-elementary geometrically finite groups are all of divergence type
and so we will focus on this case.
Fix some reference point y ∈ Hd. For any x ∈ Hd and s > δ(Γ), define
µx,s =
1
gs(y, y)
∑
γ∈Γ
e−s·d(x,γy)δγy
where δγy stands for the Dirac measure at γy. We consider µx,s as a measure on
Hd. Any weak-⋆ limit µx of a sequence µx,sn , where sn strictly decreases to δ(Γ),
is called a Patterson-Sullivan measure with respect to x. Such a limit measure
always exists, but in general it doesn’t have to be unique and may as well depend
on the reference point y. However, in the non-elementary and geometrically finite
case the family is unique and independent of y, up to a multiplicative constant. A
key property of the Patterson-Sullivan measure is that it is supported on the limit
set Λ(Γ).
We use the conformal ball model Bd. Recall that T 1Bd may be identified with
(Sd−1 × Sd−1 r diag) × R, where diag = {(ξ, ξ) : ξ ∈ Sd−1}, as follows; each
vector x ∈ T 1Bd defines a unique geodesic (xt)t∈R in Bd, which is parametrized by
hyperbolic length in such a way that x0 is the Euclidean midpoint of the geodesic.
Let η± = limt→±∞ xt ∈ ∂Bd = Sd−1 be the end points of the geodesic. Then x is
identified with (η−, η+, s) where s is the unique real number such that xs ∈ Bd is
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the base point of the vector x. Conversely, each triplet defines a unique point in
T 1Bd in the same way.
Using this parametrization, we define the Bowen-Margulis measure by
dmBM(η−, η+, t) =
dµ0(η−)dµ0(η+)dλ(t)
‖η+ − η−‖2δ
where λ is the Lebesgue measure on R and µ0 is the Patterson-Sullivan measure
with respect to 0 ∈ Bd. In case mBM(T
1
B
d) < ∞, we normalize mBM to be a
probability measure. It can be shown that this is indeed the case for non-elementary
geometrically finite subgroups.
The normalization by ‖η+ − η−‖2δ makes sure that mBM is invariant under the
action of orientation preserving isometries, and so it descends to a measure (denoted
by mBM as well) on Γ\T 1Bd. The Bowen-Margulis measure on T 1Hd ∼= G/M is
naturally lifted to the frame bundle FHd ∼= G using the Haar measure on M . It is
denoted mFBM.
2.5. Entropy. Let (X,B, µ, T ) be a measure-preserving system. Recall the defi-
nition of the measure-theoretic entropy [13].
Definition 4. The entropy of a measurable partition ξ is
Hµ(ξ) = −
∑
A∈ξ
µ(A) log µ(A),
where we take the convention “0 log 0 = 0”.
Definition 5. The conditional entropy of a partition ξ, given a partition η, is
Hµ(ξ|η) =
∑
B∈η
µ(B)HµB (ξ),
where µB =
1
µ(B)µ|B is the restriction of µ to B, normalized to be a probability
measure.
Definition 6. Let ξ be a measurable partition with finite entropy. The entropy
of T with respect to ξ is
hµ(T, ξ) = lim
n→∞
1
n
Hµ(
n−1∨
i=0
T−iξ) = inf
n∈N
1
n
Hµ(
n−1∨
i=0
T−iξ)
where ξ1 ∨ ξ2 = {A ∩B : A ∈ ξ1, B ∈ ξ2} is the common refinement of ξ1 and ξ2.
Remark 2.2. The fact that the former limit exists, and equals to the infimum of
the sequence 1nan =
1
nHµ(
n−1∨
i=0
T−iξ), is due to (an)∞n=1 being sub-additive.
Definition 7. The entropy of T is hµ(T ) = sup
ξ:Hµ(ξ)<∞
hµ(T, ξ).
An analogous notion of entropy, in the context of topological and metric spaces,
is the topological entropy. For compact topological spaces it is defined by replacing
the role of measurable partitions by open covers [1]. For non-compact metric spaces
(X, d), the definition extends as follows [6].
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Definition 8. Let T : X → X be a uniformly continuous map. Let K ⊂ X be a
compact subset, and take ǫ > 0 and n ∈ N. A set E ⊂ K is called (n, ǫ,K, d, T )-
separated if for all x, y ∈ E there is an integer 0 ≤ i < n such that d(T ix, T iy) > ǫ.
We denote by rd(n, ǫ,K, T ) the maximal cardinality of a (n, ǫ,K, d, T )-separated set.
Definition 9. hd(T,K) = lim
ǫ→0+
lim sup
n→∞
1
n log(rd(n, ǫ,K, T )).
Definition 10. htop,d(T ) = sup
K⊂X compact
hd(T,K).
Often htop,d(T ) is referred to as the topological entropy of T . However, some-
times the following definition is given as well.
Definition 11. htop(T ) = inf
ρ
htop,ρ(T ), where the infimum is taken over the set of
all metrics ρ equivalent to d.
Recall the variational principle in the non-compact context, which compares
between the measure-theoretic entropy and the topological entropy.
Theorem 2.2 (The variational principle). Let X be a metric space, and T : X → X
a homeomorphism. Then
sup
µ∈MT
hµ(T ) ≤ htop(T )
for MT the set of all T -invariant Borel probability measures on X.
Unlike the compact case [16, 8, 15, 21], a strict inequality in Theorem 2.2 may
be true [17]. This principle gives rise to a natural notion of measures of maximal
entropy, that is measures µ ∈MT for which hµ(T ) = htop(T ), which may or may
not exist (and if exist, may or may not be unique).
When restricting ourselves to the discussion of the time-one-map of the geodesic
flow Ta(x) := g1(x) = xa, over the unit tangent bundle of a hyperbolic orbifold
T 1(Γ\Hd), much more can be said about both the topological entropy and measures
of maximal entropy. Good references for that are [24, 26].
Theorem 2.3. Let Γ < IsomHd be a non-elementary discrete subgroup. The fol-
lowing hold for Ta, the time-one-map of the geodesic flow on T
1(Γ\Hd):
(1) htop(Ta) = δ(Γ).
(2) There is a measure of maximal entropy for the restriction of the geodesic
flow to its non-wandering set, if and only if mBM(Γ\T 1Hd) <∞. Further-
more, in that case, mBM is the unique measure of maximal entropy.
(3) If Γ is geometrically finite, then htop,d
T1X
(Ta) = δ(Γ), for dT 1X the metric
defined in §2.3.
2.6. Closed geodesics, and counting elements in discrete subgroups. We
quote two results related to counting in a discrete subgroup of isometries.
First, a useful proposition which can be found in [23] for example.
Proposition 2.4. Let Γ < IsomHd be discrete. Then for all o ∈ Hd there is a
constant B such that |N(r, o)| ≤ Berδ for all r > 0, where
N(r, o) = {γ ∈ Γ : d(γo, o) ≤ r}.
Next, the following theorem [19, 29, 26] justifies the mentioned claim that the
bound on the number of “bad” periodic a•-orbits in Theorem 1.5 is exponentially
smaller than the number of all periodic a•-orbits.
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Theorem 2.5. Let Γ < IsomHd be a non-elementary geometrically finite subgroup.
Then the number of periodic a•-orbits of lengths at most T is asymptotically e
δT
δT ,
that is lim
T→∞
|PerΓ(T )| · (
eδT
δT )
−1 = 1.
We will revisit this topic in §6 when we study closed geodesics in regular covers
of geometrically finite orbifolds.
2.7. Notations. We end up this section with some common notations.
(1) For a finite set of parameters S, and two positive functions f1, f2 depending
on S and possibly on other parameters T , we denote f1 ≪S f2 if there is a
function g : S → (0,∞) such that f1(s, t) ≤ g(s)f2(s, t) for all s ∈ S, t ∈ T .
If S = ∅, we denote this relation as f1 ≪ f2 without indicating the set. Since
the subgroup Γ (and so the dimension d) is considered constant throughout
this paper, we will denote ≪Γ by ≪ as well.
(2) We denote by πK the projection from G to G/K sending a frame to its
base point, and use the same notation πK for the projection from G/M to
G/K sending a tangent vector to its base point. Likewise, we denote by πΓ
the projections from G and G/M to Γ\G and Γ\G/M respectively.
3. Main Lemma and Proof of Theorem 1.1
3.1. A treatment of non-parabolic elements. In a few points in the proofs,
elliptic elements make slight inconvenience. The key tool to deal with that is
Lemma 3.2, which is an immediate corollary of Selberg’s Lemma.
Proposition 3.1 (Selberg’s Lemma, [31]). Let k be a field of characteristic 0. Then
any finitely generated subgroup of GLn(k) contains a torsion-free subgroup of finite
index.
Lemma 3.2. Let Γ < G be a discrete finitely generated subgroup. Then there is a
constant l0, depending only on Γ, such that if d(γg, g) < l0 for some γ ∈ Γ elliptic
and g ∈ G, then γ = e.
Proof. Due to Selberg’s Lemma, Γ has a finite index torsion-free subgroup Γ0 < Γ.
It follows that the order of every elliptic element of Γ is at most [Γ : Γ0].
We treat Isom+Hd as the group of orientation-preserving Moebius transforma-
tions of Rd which preserve the unit ball Bd. When done so, it can be shown [14,
Section 3] that every elliptic element γ ∈ Γ is conjugated to an orthogonal map T .
We use the canonical form of orthogonal matrices as the (orthogonal) conjugate of
a matrix of the form 

R1
. . .
Rk
±1
. . .
±1


where R1, . . . , Rk are 2× 2 rotation matrices.
Since T is of bounded index, it is clear from the canonical form that there is
some constant (depending only on the bound of the index) c0 > 0 such that if
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T 6= Id then |d − trT | > c0, where trT is the trace of T . Since the trace function
is continuous, is invariant under conjugation, and of course satisfies d = tr Id, it
follows that there is some constant l0 > 0 such that d(γg, g) = d(g
−1γg, e) > l0,
unless γ = e. 
Remark 3.1. By [5, Proposition 3.1.6], geometrically finite subgroups Γ < G are
finitely generated, and so Lemma 3.2 holds for such groups as well.
Remark 3.2. For geometrically finite groups Γ < G there is a constant l1 > 0
(which depends only on Γ) such that d(x, gx) > l1 for all x ∈ Hd and all loxodromic
elements g ∈ Γ. This fact is related to the fact that in Γ\Hd there are only finitely
many closed geodesics up to length T , for any T > 0. So for such groups we will
assume that the constant l0 from Lemma 3.2 satisfies l0 ≤ l1. By doing so, in what
follows we will mainly have to treat the parabolic elements of geometrically finite
groups.
3.2. The Main Lemma. For the rest of this section, assume Γ < G is a non-
elementary geometrically finite subgroup.
Let us first define the notion of a frame Γz ∈ F cuspǫ(ξ) going up or down in
the cusp, for some bounded parabolic fixed point ξ. Without loss of generality,
assume ξ = ∞ and πK(z) ∈ Tǫ(Γ∞). It can be shown [14, Section 3] that every
γ ∈ IsomHd fixing the point ξ = ∞ acts on Hd by γx = βAx + x0 for 0 < β ∈ R,
x0 = (x01, . . . , x
0
d−1, 0)
T ∈ Rd and A =
(
B 0
0 1
)
for B ∈ O(d − 1). It follows that if
the first vector of the frame z, i.e. the vector that determines the geodesic direction,
points towards the point ∞ (upwards), i.e. z is going in the upwards side of the
geodesic semi-circle defined by it, then the same holds for γz for all γ ∈ Γ∞. In
this case we say that Γz is going up in the cusp, and down in the cusp if otherwise.
Before getting into the main lemma of this paper, we need some technical lemmas,
which describe the structure of the cusp and calculate the distance between the cusp
and the compact parts of ΩF . In some sense, these follow from the fact that G is a
rank 1 Lie group. We give sketches of the proofs, and leave the rest of the details
to be filled by the reader.
Lemma 3.3. There are constants c1, c2, ǫ˜d, ǫ
′
d
, t0 > 0 which depend only on Γ and
satisfy ǫ′
d
< ǫ˜d < ǫd, such that for all bounded parabolic fixed points ξ and for all
0 < ǫ ≤ ǫ′
d
:
(1) If z ∈ π−1Γ (ΩF ) ∩ F(Tǫ(Γξ)) then za
n ∈ F(Tǫ˜d(Γξ)) for all n ∈ Z with
|n| ≤ ⌈| log c1ǫ|⌉.
(2) If Γz ∈ ΩF rF cuspǫ(ξ) then there is n ∈ Z with |n| ≤ ⌈| log c2ǫ|⌉ such that
Γzan 6∈ F cuspǫ˜d(ξ).
(3) Assume Γz ∈ ΩF r F cuspǫ(ξ) is going down (resp. up) in the cusp and
Γza−1 (resp. Γza) is in F cuspǫ(ξ). Then
(a) Γzan 6∈ F cuspǫ′
d
(ξ), for |n| = ⌈| log c1ǫ|⌉ − 1 with n > 0 (resp. n < 0).
(b) Γzan 6∈ F cuspǫ(ξ) for all t0 ≤ |n| ≤ ⌈| log c1ǫ|⌉ with n > 0 (resp.
n < 0).
Proof. We use the upper-half space model, and assume by conjugation of Γ that
ξ =∞. Recall that Rd−1 can be decomposed into a product Rd−1 = Rk × Rd−k−1
where rank(∞) = k and Rk is a Γ∞-invariant subspace such that Γ∞\Rk is compact.
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Let lΓ > 0 be the minimal length of a translation in Γ∞. Combining the definition of
the thin part of Γ\Hd with the analysis of the possible types of parabolic isometries
in Γ∞ as in [3, Section 3.3], we conclude that
Γ∞\

x ∈ Hd : xd ≥
lΓ
√
1 + 4‖ 1lΓ (xk+1, . . . , xd−1)‖
2
2 sinh ǫ2

 ⊂ cuspǫ(∞)
⊂ Γ∞\
{
x ∈ Hn : xd ≥
lΓ
2 sinh Ndǫ2
}
for all small enough ǫ > 0, and for some fixed Nd > 0.
Since∞ is a bounded parabolic fixed point (see p. 5), there is a constant cΓ such
that
Γ∞\
{
x ∈ hull(Λ(Γ)) : xd ≥
cΓlΓ
2 sinh ǫ2
}
⊂ cuspǫ(∞) ∩ core(X)
⊂ Γ∞\
{
x ∈ hull(Λ(Γ)) : xd ≥
lΓ
2 sinh Ndǫ2
}
(3.1)
Item 1 follows directly from Equation (3.1), together with:
(1) The action of Γ∞ by γx = βAx+ x0 as described in the beginning of §3.2,
where β = 1 for parabolic and elliptic elements.
(2) The fact that discrete subgroups cannot contain both parabolic and loxo-
dromic elements with a common fixed point [5], so Γ∞ contains only para-
bolic and elliptic elements.
For item 2, if Γz 6∈ F cuspǫ˜d(X) there is nothing to show, so we assume that
πK(z) ∈ Tǫ˜d(Γ∞). Either in the future, if Γz goes down in the cusp, or in the
past if z goes up, the trajectory {Γzan}n∈Z visits Ωǫ˜dnc, so there is an integer n ∈ Z
with minimal absolute value such that Γzan ∈ Ωǫ˜dnc. This is of course true if the
non-wandering parts of the cusps of X are distant enough from each other (more
than one unit), i.e. if ǫ˜d is small enough. Without loss of generality, y = za
n and z
are on the same side of the geodesic semi-circle defined by z, and πK(y)d < πK(z)d.
Consider the following path in Hd. First we connect by a straight line the points
πK(y) and w, where w is the point right above πK(y) whose d’th coordinate is equal
to πK(z)d. Then we draw a straight horizontal line (with the same d’th coordinate)
from w to a point which is (πK(z))d far in the Euclidean direction
−−−−−→
wπK(z). This
path starts at πK(y) and passes through πK(z), and is of length log(
πK(z)d
πK(y)d
)+1 ≥ n.
To conclude item 2, use Equation (3.1) again.
Item 3, follows similarly. 
Remark 3.3. For most of the paper, ǫ˜d will serve as a replacement for the Margulis
constant ǫd, which is just slightly too large for some technical reasons as it is the
marginal constant in Theorem 2.1.
Remark 3.4. Lemma 3.3 shows in particular that the choice of Tǫ(Γξ) as the cusp
neighborhoods is compatible with the frame flow, in the sense that up to small
“fluctuations” in time intervals of size at most t0, the notion of “going up in the
cusp” as defined in p. 12 is the same as the notion of moving to regions Tǫ(Γξ)
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with smaller ǫ. This statement could be made precise, by considering the map at0
instead of a1.
We need another related lemma, regarding the volume of the thick part of a
hyperbolic orbifold. Here BGη stands for the radius η ball around the identity
e ∈ G.
Lemma 3.4. For all ǫ, η > 0 small enough, Ωǫnc can be covered by N0 ≪η | log ǫ|
balls ΓOi, for Oi = kiB
G
η and ki ∈ G. Moreover, {Oi}
N0
i=1 may be chosen so that:
(1) Let R be a set of representatives for the Γ-orbits of bounded parabolic fixed
points of Γ. Then Oi ∩ FTǫ˜d(Γξ) = ∅ for all bounded parabolic fixed points
ξ 6∈ R.
(2) d(o, g) < r0 for all g ∈ Oi such that Γg ∈ Ω
ǫ′
d
nc, for some fixed point o
satisfying Γo ∈ Ωǫ˜dnc and some constant r0 which depends only on Γ.
Proof. We will give a covering of coreǫ(X) by X-balls B(Γz, η), rather than a
covering of Ωǫnc (which is a subset of F coreǫ(X)). To obtain a covering of Ω
ǫ
nc one
only needs to choose ≪η 1 many frames {Γgi}i∈I with πK(Γgi) ∈ B(Γz, η), such
that
FB(Γz, η) ⊂
⋃
i∈I
B(Γgi, η).
This is easily done using compactness of K and the definition of the metrics as
in §2.3. Since we only want to bound the number of balls up to a multiplicative
constant, this will suffice.
Recall, once again, the structure of the cusps. For simplicity assume that ξ =∞
is a bounded parabolic fixed point in the upper half-space model. The boundary
Rd−1 ⊂ ∂Hd decomposes into Rd−1 = Rk × Rd−k−1 where rank(∞) = k and Rk is
a Γ∞-invariant subspace such that Γ∞\Rk is compact.
As Γ∞\Rk is compact, there is a subset D∞ ⊂ Hd which contains representatives
of all elements in X = Γ\Hd, and is bounded in the directions defined by Rk. As∞
is a bounded parabolic fixed point (see p. 5), the distance deuc(ζ,R
k) is bounded
for ζ ∈ Λ(Γ) r {∞}, and so the part of D∞ corresponding to core(X) is bounded
as well in the remaining d− k − 1 directions defined by Rd−k−1.
In other words, we have simply created a d-dimensional box, bounded in d −
1 directions, which contains a fundamental domain for core(X). For ǫ, ǫ′ small
enough, which satisfy ǫ < ǫ˜d < ǫ
′ < ǫd, the part of the fundamental domain
corresponding to Tǫ′(Γ∞)rTǫ(Γ∞) is unbounded only in the upwards direction ed,
where it is of hyperbolic length ≪ | log ǫ| due to Lemma 3.3. We make note that
since the d’th coordinate of a point in Tǫ′(Γ∞) is bounded from below by Equation
(3.1), boundedness also implies that the hyperbolic diameter in these directions is
bounded from above (since ds2 = ‖dx‖
2
x2
d
). Therefore, we can cover
hull(Λ) ∩ (Tǫ′(Γ∞)r Tǫ(Γ∞))
by ≪η | log ǫ| many η-balls. Each such ball, under the quotient by Γ, is of the
desired form.
As Γ is geometrically finite, its bounded parabolic fixed points consist of a finite
number of Γ-orbits. So we may repeat this argument for each ξ ∈ R, where R is
a set of representatives for these orbits. Moreover, we can choose a cover of the
compact set coreǫ′(X) by ≪η 1 balls {ΓOi}i∈I , where we choose {Oi}i∈I to be
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contained in some compact subset of Hd. This would yield a cover of coreǫ(X) of
the desired size.
Both requirements on ki as in the statement of Lemma 3.4 are trivially satisfied,
perhaps after making sure (in Lemma 3.3) that ǫ˜d is small enough with respect to
ǫ′, and by choosing η to be small enough so that these balls would not intersect
Tǫ˜d(ξ
′) for ξ′ 6∈ R. 
Remark 3.5. Through this paper, we will fix η ≪ 1 to be constant.
We are headed towards the main lemma of this paper. First, we give some
notations for the sets which the main lemma deals with, and prove a simple estimate.
For 0 < ǫ < ǫ′ < ǫd, N ∈ N and a function
V : {−N, . . . , N} → {0, 1, . . . , d− 1}
define
Z(V, ǫ, ǫ′) =
{
x ∈ TNa (Ω
ǫ′
nc) ∩ T
−N
a (Ω
ǫ′
nc) :
Tma x ∈ Ω
ǫ
c,i ⇐⇒ V (m) = i, ∀m ∈ [−N,N ] ∩ Z
}
.
Remark 3.6. We denote Z(V, ǫ, ǫ′) = Z(V, ǫ) if ǫ = ǫ′.
Lemma 3.5. For all 0 < ǫ < ǫ′ small enough, there are at most
| log ǫ|3e
3 log(| log ǫ|)
| log ǫ|
N
different functions V for which Z(V, ǫ, ǫ′) 6= ∅.
Proof. Let V be a function with Z(V, ǫ, ǫ′) 6= ∅, and define the interval
J =
[
− ⌈| log c1ǫ|⌉, ⌈| log c1ǫ|⌉
]
∩ Z.
Assume that the restriction1 V |J is not identically zero. Then, by Lemma 3.3, V is
positive and constant (up to ≪ 1 “fluctuations” in value) on some sub-interval of J
in which the trajectory of any x ∈ Z(v, ǫ, ǫ′) visits Ωǫc, and V is zero outside of this
sub-interval. So the number of different restrictions V |J is bounded from above (up
to a constant) by the number of different sub-intervals of J , i.e. by c⌈| log c1ǫ|⌉2.
By taking images and pre-images, there is the same number of possible restric-
tions to any I ⊂ [−N,N ] of length 2⌈| log c1ǫ|⌉. As we can divide [−N,N ] into
⌈ 2N+12⌈| log c1ǫ|⌉⌉ sub-intervals of length up to 2⌈| log c1ǫ|⌉, we obtain up to
(c⌈| log c1ǫ|⌉
2)
⌈ 2N+1
2⌈| log c1ǫ|⌉
⌉ ≤ | log ǫ|3(
N
| log ǫ|
+1) = | log ǫ|3 · e
3 log(| log ǫ|)
| log ǫ|
N
different functions V , for small enough ǫ. 
We define Bowen balls in the following manner. Let
BN,ρ =
N⋂
n=−N
a−nBGρ (e)a
n.
Then a Bowen (N, ρ)-ball is a set of the form xBN,ρ for some x ∈ Γ\G.
1The main case of interest to us is ⌈| log c1ǫ|⌉ ≤ N . In the other case, this restriction may be
thought of as the trivial restriction to [−N,N ]. The following estimates might be much larger
than required for the ⌈| log c1ǫ|⌉ > N case, yet it will not matter for the rest of the paper.
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Likewise, let
B+N,ρ =
N⋂
n=0
anBGρ (e)a
−n, B−N,ρ =
N⋂
n=0
a−nBGρ (e)a
n.
Then a forward Bowen (N, ρ)-ball is a set xB+N,ρ for some x ∈ Γ\G. A backward
Bowen (N, ρ)-ball is a set xB−N,ρ.
As will be shown in Lemma 4.1, in order to estimate the entropy of the frame
flow, we should give an upper bound to the number of Bowen N -balls needed to
cover large subsets of Γ\G. The main step is to cover the set of all points in a given
unit neighborhood in Γ\G, such that their trajectories enter another given unit
neighborhood after N steps. As the map T na shrinks the N
− part of the unit ball
in G by en in each direction, doesn’t change the size of the MA part and enlarges
the N+ part by en in each direction, the trivial bound of the number of required
forward Bowen N -balls in order to cover this set is ≪ e(d−1)N , which would yield
entropy d − 1. As will be indicated in the proof of Lemma 3.6, since we will be
restricting to the non-wandering set ΩF , using the geometry of Γ we can show that
the smaller amount ≪ eδ(Γ)N is a better bound. The key idea is that using the
knowledge that a trajectory enters some cusp, we can cut down the number of balls
even more, in a rate which correlates to the rank of the cusp. The smaller the rank,
the more we can cut down the number of balls. This is the main lemma of this paper.
The main step of the main lemma is as follows. For ǫ′ > 0, let {ΓOi}
N0(ǫ
′)
i=1 be a
covering of Ωǫ
′
nc as in Lemma 3.4, where {ΓOi}
N1
i=1 cover Ω
ǫ′
d
nc. Note that N1 ≪ 1 is
a constant, independent of ǫ′.
For simplicity we shall initially consider the sets
Z+(Oi1 , Oi2 , V, ǫ) =
{
x ∈ (ΓOi1 ∩ ΩF ) ∩ T
−N
a (ΓOi2 ∩ ΩF) :
Tma x ∈ Ω
ǫ
c,i ⇐⇒ V (m) = i, ∀m ∈ [0, N ] ∩ Z
}
for 1 ≤ i1, i2 ≤ N0(ǫ
′), instead of Z(V, ǫ, ǫ′).
Assume Z+(Oi1 , Oi2 , V, ǫ) 6= ∅ (otherwise the following lemma will be trivial).
Consider the decomposition of V −1({1, . . . , d−1}) into a union of maximal mutually
disjoint intervals [i, j]∩Z. If two such subsequent intervals [i1, j1]∩Z and [i2, j2]∩Z
are less than t0 units apart from each other (where t0 is as in Lemma 3.3), we replace
them with [i1, j2] ∩ Z, and continue to do so until all intervals are at least t0 units
apart from each other. Then, by Lemma 3.3, we emerge with intervals distanced at
least 2⌈| log c1ǫ|⌉ from each other. We may define I1, . . . , Ip to be these intervals,
extended by ⌈| log c1ǫ|⌉ − 1 in each direction, and then intersected with {0, . . . , N}
(in case we have exceeded this set, in either I1 or Ip). These intervals {Ii}
p
i=1
are still mutually disjoint. In the times defined by some Ii, the trajectory of any
x ∈ Z+(Oi1 , Oi2 , V, ǫ) meets only one cusp, whose rank is denoted by ri. Let us
divide {0, . . . , N}r
p⋃
i=1
Ii into maximal mutually disjoint intervals J1, . . . , Jl.
We note that Γgan ∈ Ω
ǫ′
d
nc for all n which are endpoints of any of the intervals,
with the possible exception of n = 0 or n = N , due to Lemma 3.3.
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Lemma 3.6 (The main step). Assume i1, i2 ≤ N1. There is a constant C, de-
pending only on Γ, such that the following holds: For every 0 ≤ K ≤ N such that
[0,K]∩ Z =
s⋃
i=1
Ii ∪
t⋃
j=1
Jj for some s, t, the set Z+(Oi1 , Oi2 , V, ǫ) can be covered by
≤ Cs+t · e
δ
t∑
j=1
|Jj |+
s∑
i=1
ri
2 |Ii|
many sets of the form
Γ(γ1Ola
−min{K+1,N} ∩Oi1)
for some γ1 ∈ Γ and 1 ≤ l ≤ N1.
Proof. First note that the ball {ΓOi1} is clearly a covering of Z+(Oi1 , Oi2 , V, ǫ) of
the correct form Γ(γ1Ola
−0∩Oi1 ). The size of this covering, 1, is of course bounded
from above by
Cs+t · e
δ
t∑
j=1
|Jj |+
s∑
i=1
ri
2 |Ii|
for t = s = 0. For reasons of readability, the constant C > 0 will be defined only
later in the proof, independently of the following construction. It is important to
note that this is consistent and does not raise any circular argument.
We prove the lemma by going through the time intervals by their order, assuming
by induction that the lemma is true for all previous intervals. For both the first
interval (base case) and the following intervals (induction step), we start with a
covering of Z+(Oi1 , Oi2 , V, ǫ) by up to
Cs+t · e
δ
t∑
j=1
|Jj |+
s∑
i=1
ri
2 |Ii|
sets of the form Γ(γ1Ola
−K ∩ Oi1), where the interval we consider is [K,K ′] ∩ Z,
either of type Is+1 or type Jt+1. We write
K ′ =
{
K + L K ′ < N
K + L+ 1 K ′ = N
in order to simplify notations in the proof.
The main idea is the following. Let x ∈ Z+(Oi1 , Oi2 , V, ǫ). Then x = Γg for
some g ∈ γ1Ola−K ∩ Oi1 . By the construction of the intervals, ΓgaK+L+1 ∈ Ω
ǫ′
d
nc
(even in the K+L+1 = N case, i.e. the last interval, by the assumption i2 ≤ N1).
Therefore, gaK+L+1 = γ2g˜2 for some γ2 ∈ Γ and g˜2 ∈ Oj , for 1 ≤ j ≤ N1. Then
g ∈ γ2Oja
−(K+L+1) ∩Oi1 ,
which under the quotient by Γ, is indeed of the desired form. We need to bound the
number of possible sets of this form. This can be done by counting the number of
possible 2-tuples (Oj , γ2), or alternatively the number of 3-tuples (Oj , γ1, γ
−1
1 γ2).
The number of Oj ’s is at most N1. The number of γ1’s is at most the number
of sets given in the previous step, which is bounded by
Cs+t · e
δ·
t∑
j=1
|Jj|+
s∑
i=1
ri
2 |Ii|
.
It only remains to count the elements of type γ−11 γ2. Let g˜1 = γ
−1
1 ga
K ∈ Ol. By
construction, Γg˜1,Γg˜2 ∈ Ω
ǫ′
d
nc, and so by Lemma 3.4 we get d(o, g˜1), d(o, g˜2) < r0.
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Moreover, since
γ−11 γ2g˜2 = g˜1a
L+1
we have
d(γ−11 γ2πK(o), πK(o)) ≤ 2r0 + L+ 1.
Therefore, these maps γ−11 γ2 are contained in
ΓJ = {γ ∈ Γ : d(γπK(o), πK(o)) ≤ 2r0 + L+ 1}.
In case the next interval is of type Jt+1 we cannot give a better restriction of
what maps of Γ can be of the former type, and we will have to bound ΓJ itself
using Proposition 2.4, obtaining
|ΓJ | ≤ Be
(2r0+L+1)δ ≤ B˜eδ|Jt+1|,
where B˜ = Be2r0δ depends only on Γ and o.
In case the next interval is of type It+1, we shall be using the information about
the trajectory spending time in the cusp in order to show that all the maps of the
type γ−11 γ2 are in fact contained in a (proper) subset of ΓJ . This will allow us to
cut down on the number of sets. Let R be a set of representatives for the Γ-orbits
of bounded parabolic fixed points, as in Lemma 3.4.
Indeed, in the It+1 case, Γg˜1,Γg˜2 ∈ Ωǫ˜dc due to Lemma 3.3. By the choice of the
cover as in Lemma 3.4, there is a parabolic fixed point ξ ∈ R such that g˜1, g˜2 ∈
FTǫ˜d(Γξ). Since {Γg˜1a
m}L+1m=0 ⊂ F cuspǫ˜d(X), i.e. the trajectory stayed in the cusp
during the whole interval, we obtain from Lemma 3.3 that g˜1a
L+1 ∈ FTǫ˜d(Γξ) as
well. So we have obtained g˜1a
L+1, g˜2 ∈ FTǫ˜d(Γξ). Since γ
−1
1 γ2g˜2 = g˜1a
L+1, we get
from the precise invariance of Tǫ˜d(Γξ) that γ
−1
1 γ2 ∈ Γξ (see p. 6).
Therefore, we have shown that in the It+1 case it suffices to bound
ΓI = {ν ∈ Γξ : d(γπK(o), πK(o)) ≤ 2r0 + L+ 1} ⊂ ΓJ .
Let us do so. For simplicity, we may assume ξ =∞. Recall that there is a subgroup
H ⊳ Γξ of finite index n(Γ), isomorphic to Z
rξ , such that H acts co-compactly on
R
rξj ⊂ Rd−1 = ∂Hd\{ξ} by translations. Say {ν1, . . . νn(Γ)} are representatives for
Γξ/H , then every ν ∈ ΓI is of the form ν = γνk for γ ∈ H, 1 ≤ k ≤ n(Γ). Therefore
d(γπK(o), πK(o)) ≤ d(νπK(o), πK(o)) + d(νkπK(o), πK(o))
≤ 2r0 + L+ 1 + max
1≤k≤n(Γ)
d(νkπK(o), πK (o)).
We have obtained |ΓI | ≤ n(Γ)|Γ
′
I | for
Γ′I = {γ ∈ H : d(γπK(o), πK(o)) ≤ 2r0 + max
1≤k≤n(Γ)
d(υk, o) + L+ 1}.
A simple hyperbolic geometry calculation shows that if γ ∈ H then
‖γz0 − z0‖Rd−1 ≪ e
1
2 d(γπK(o),πK(o))
for z0 the point on ∂H
d right below πK(o), i.e. with d’th coordinate equal to 0.
Therefore, |Γ′I | ≤ |Γ∂Hd | for
Γ∂Hd = {γ ∈ H : ‖γz0 − z0‖Rd−1 ≤ F˜ e
1
2L}
for some constant F˜ > 0.
In order to bound the size of this set, note that Hz0− z0 is a lattice in Rrξ , and
so |Γ∂Hd | is roughly equal to the volume of a rξ-dimensional ball of radius F˜ e
1
2L,
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divided by d(H), the volume of a fundamental polyhedron. That is, |Γ∂Hd | ≪ e
rξ
2 L.
Therefore, we obtain |ΓI | ≤ E˜e
rs+1
2 |Is+1|, where E˜ depends only on Γ.
So we get that Z+(Oi1 , Oi2 , V, ǫ) can be covered by
Cs+t · e
δ·
t∑
j=1
|Jj|+
s∑
i=1
ri
2 |Ii|
·N1 ·
{
E˜e
rs+1
2 |Is+1| the next interval is Is+1
B˜eδ|Jt+1| the next interval is Jt+1
sets of the desired form, which proves the claim for C = N1 ·max{E˜, B˜}. 
We can now prove the main lemma, which is a mild generalization of Lemma 3.6.
Lemma 3.7 (Main Lemma). There is a constant C > 0, depending only on Γ,
such that for all 0 < ǫ < ǫ′ < ǫd small enough, for all N ∈ N and for all
V : {−N, . . . , N} → {0, 1, . . . , d− 1},
the set Z(V, ǫ, ǫ′) can be covered by
≪ǫ′ C
4N
| log ǫ| · e
(2N+1)δ−
d−1∑
i=1
2δ−i
2 ·|V −1(i)|
Bowen (N, η)-balls.
Proof. Let ǫ′ < ǫ′
d
be small enough with respect to all previous lemmas.
Recall that in Lemma 3.6 we assumed that i1, i2 ≤ N1 i.e. ΓOi1 ,ΓOi2 ⊂ Ω
ǫ′
d
nc.
Even if this is not the case, the main idea of the proof remains intact, and only
minor adjustments are needed in the first and last intervals, as follows. Now, it is
possible that in the first interval g˜1 is in Ω
ǫ′
nc rather than in Ω
ǫ′
d
nc, and similarly for
g˜2 in the last interval, and so
d(g˜i, o) < r˜0 + ⌈| log c2ǫ
′|⌉
rather than < r0. Therefore, d(γ
−1
1 γ2πK(o), πK(o)) would increase accordingly.
This would yield an increase of ≪ e2| log ǫ
′|δ in the number of element γ−11 γ2 and so
in the number of sets in the cover.
In any case, at the end of the p + l iterations of Lemma 3.6, we emerge with a
covering of Z+(Oi1 , Oi2 , V, ǫ) by
f ≪ e2| log ǫ
′|δ · Cp+l · e
δ·
l∑
j=1
|Jj|+
p∑
i=1
ri
2 |Ii|
≪ǫ′ C
p+l · e
δN−
d−1∑
i=1
2δ−i
2 ·|V −1(i)|
sets, where we used the fact mentioned in §2.4 that δ > ri2 for all cusps. Each of
the sets is contained in the union of ≪ 1 forward Bowen (N, η)-balls. Note that
p+ l ≤
⌈ N
2⌈| log c1ǫ|⌉+1
3
⌉
≤
⌈ 2N
| log ǫ|
⌉
,
because each interval of type It is of length at least 2⌈| log c1ǫ|⌉ − 1. So we got
≪ǫ′ C
2N
| log ǫ| · e
δN−
d−1∑
i=1
2δ−i
2 ·|V −1(i)|
forward Bowen (N, η)-balls.
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Let us now cover Z(V, ǫ, ǫ′) by (non-forward) Bowen (N, η)-balls. It is simply
done by evoking Lemma 3.6 N0(ǫ
′)2 times (for all i1, i2) to obtain a covering of
T−Na Z(V, ǫ, ǫ
′) =
{
x ∈ Ωǫ
′
nc ∩ T
−2N
a (Ω
ǫ′
nc) :
Tma x ∈ Ω
ǫ
c,i ⇐⇒ V (m−N) = i, ∀m ∈ [0, 2N ] ∩ Z
}
by
≪ǫ′ N0(ǫ
′)2 · C
4N
| log ǫ| · e
(2N+1)δ−
d−1∑
i=1
2δ−i
2 ·|V −1(i)|
forward Bowen (2N, η)-balls. Clearly TNa (yB
+
2N,η) ⊂ (T
N
a y)BN,η and so this yields
a covering of Z(V, ǫ, ǫ′) by Bowen (N, η)-balls.
To finish the proof, recall that N0(ǫ
′)≪ǫ′ 1 due to Lemma 3.4 and Remark 3.5.

3.3. Proof of Theorem 1.1. Lemma 3.7 is the key tool for estimating the entropy
of the frame flow. Using this lemma we can proceed in proving the desired results.
The rest of the proofs of Theorems 1.1-1.2 follow the scheme provided in [12].
The following lemma concludes item 1 of Theorem 1.1. Here rmax stands for the
maximal rank of a cusp of Γ\Hd.
Lemma 3.8. Let (µi)i∈N be as in the statement of Theorem 1.1. Let µ be a weak-⋆
limit of a subsequence of (µi)i∈N. Then
µ(Ωǫnc) ≥ 1−
1
2δ − rmax
·
4 log(| log ǫ|)
| log ǫ|
for all 0 < ǫ < ǫd small enough. In particular, µ is a probability measure.
Proof. Without loss of generality, by passing to a subsequence, assume (µi)i∈N
converges to µ in the weak-⋆ topology.
Let ǫ > 0 be small enough with respect to Lemma 3.7, and let
κ > κǫ :=
1
2δ − rmax
·
4 log(| log ǫ|)
| log ǫ|
.
Take ǫ0 > 0 small enough such that
(3.2)
g(ǫ, ǫ0) :=
4 log(| log ǫ|)
| log ǫ|
(1+3ǫ0)+6(δ+α)ǫ0−(2δ−rmax)(1+4ǫ0)
−1(κ−
ǫ0
1 + 2ǫ0
) < 0
where α is as in the statement of Theorem 1.1. We may also assume that ǫ01+2ǫ0 < κ,
and that 3ǫ0 is small enough such that the assumptions of Theorem 1.1 and the
results of Lemma 3.7 hold. This is possible because
lim
ǫ0→0+
g(ǫ, ǫ0) =
4 log(| log ǫ|)
| log ǫ|
− (2δ − rmax)κ < 0
by the choice of κ. The reason for this specific choice of ǫ0 will be clear at the end
of the proof.
Let (λi)i∈N be as in the statement of Theorem 1.1. Set the heights Hi = λ
ǫ0/4
i ,
where i ∈ N is large enough such that λj < 1 for all j ≥ i. Set Ni = ⌊−
1
2 logλi⌋
and N ′i = Ni + 2⌊ǫ0Ni⌋. Set
Eκ,i = {x ∈ FX :
1
2N ′i + 1
N ′i∑
n=−N ′i
1Ωǫc(T
n
a x) > κ}
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and
Xκ,i = T
N ′i
a (Ω
Hi
nc ) ∩ T
−N ′i
a (Ω
Hi
nc ) ∩ Eκ,i.
Note that once Hi is small enough (i.e. i is large enough), any trajectory of a
point x ∈ ΩHinc visits Ω
ǫ˜d
nc in up to ⌊ǫ0Ni⌋ steps, either in the past or the future.
This is immediate from Lemma 3.3, since ⌈| log c2Hi|⌉ ≤ ⌊ǫ0Ni⌋.
It follows that
ΩHinc ⊂
⌊ǫ0Ni⌋⋃
k=−⌊ǫ0Ni⌋
T ka (Ω
ǫ˜d
nc).
Therefore,
Xκ,i ⊂
⋃
(k1,k2)∈{−⌊ǫ0Ni⌋,...,⌊ǫ0Ni⌋}2
Fk1,k2
for
Fk1,k2 = T
N ′i+k1
a (Ω
ǫ˜d
nc) ∩ T
−N ′i+k2
a (Ω
ǫ˜d
nc) ∩ Eκ,i.
For any (k1, k2), set c = ⌊−
k1+k2
2 ⌋, d = ⌊
k1−k2
2 ⌋ and N = N
′
i + d. Note that
Ni + ⌊ǫ0Ni⌋ ≤ N ≤ Ni + 3⌊ǫ0Ni⌋.
Then
T caFk1,k2 ⊂ T
N
a (Ω
ǫ˜d
nc) ∩ T
−N
a (Ω
ǫ˜d
nc)
or
T caFk1,k2 ⊂ T
N
a (Ω
ǫ˜d
nc) ∩ T
−(N+1)
a (Ω
ǫ˜d
nc)
depending on whether k1 and k2 have the same parity or not. In any case,
T caFk1,k2 ⊂ T
N
a (Ω
ǫ
nc) ∩ T
−N
a (Ω
ǫ
nc)
assuming ǫ was initially chosen to be small enough.
Now, note that
2N ′i + 1
2N + 1
≥
2Ni
2(Ni + 3⌊ǫ0Ni⌋) + 1
≥
2Ni
2(1 + 4ǫ0)Ni
= (1 + 4ǫ0)
−1
for large enough i, and that
−
|c− d|+ |c+ d|
2N ′i + 1
≥ −
2⌊ǫ0Ni⌋
2(Ni + 2⌊ǫ0Ni⌋) + 1
≥ −
ǫ0
1 + 2ǫ0
.
Therefore, for all x = T cay ∈ T
c
aFk1,k2 ,
1
2N + 1
N∑
n=−N
1Ωǫc(T
n
a x) =
1
2N + 1
N∑
n=−N
1Ωǫc(T
n+c
a y)
=
1
2N + 1
N ′i+(c+d)∑
n=−N ′i+(c−d)
1Ωǫc(T
n
a y)
≥
2N ′i + 1
2N + 1
1
2N ′i + 1
(
N ′i∑
n=−N ′i
1Ωǫc(T
n
a y)− |c− d| − |c+ d|)
≥ (1 + 4ǫ0)
−1(κ−
ǫ0
1 + 2ǫ0
).
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We have obtained
T caFk1,k2 ⊂
{
x ∈ TNa (Ω
ǫ
nc) ∩ T
−N
a (Ω
ǫ
nc) :∣∣{n ∈ [−N,N ] ∩ Z : T na x ∈ Ωǫc}∣∣ ≥ (1 + 4ǫ0)−1(κ− ǫ01 + 2ǫ0 )(2N + 1)
}
.
By Lemma 3.5, T caFk1,k2 can be covered by
≪ǫ e
3 log(| log ǫ|)
| log ǫ|
N ≤ e
3 log(| log ǫ|)
| log ǫ|
(1+3ǫ0)Ni
sets Z+(V, ǫ) with
|V −1({1, . . . , d− 1})| ≥ (2N + 1)(1 + 4ǫ0)−1(κ−
ǫ0
1 + 2ǫ0
)
≥ 2Ni(1 + 4ǫ0)
−1(κ−
ǫ0
1 + 2ǫ0
).
Each set is covered, due to Lemma 3.7, by
f ≪ǫ C
4N
| log ǫ| · e2Nδ−
2δ−rmax
2 ·|V −1({1,...,d−1})|
≪ǫ exp
([
4(1 + 3ǫ0) logC
| log ǫ|
+ 2(1 + 3ǫ0)δ − (2δ − rmax)(1 + 4ǫ0)
−1(κ−
ǫ0
1 + 2ǫ0
)
]
Ni
)
Bowen (N, η)-balls.
Therefore Fk1,k2 can be covered by that many T
−c
a images of Bowen (N, η)-balls.
Each such image is contained in a Bowen (N − |c|, η)-ball. Note that these balls
are in fact subsets of Bowen (Ni, η)-balls because
N − |c| = (Ni + 2⌊ǫ0Ni⌋) + d− |c| ≥ Ni.
Therefore, Xκ,i can be covered by
l ≪ǫ (ǫ0Ni)
2 · e
3 log(| log ǫ|)
| log ǫ|
(1+3ǫ0)Ni · f
≪ǫ,ǫ0 N
2
i exp
([4 log(| log ǫ|)
| log ǫ|
(1 + 3ǫ0) + 2(1 + 3ǫ0)δ
− (2δ − rmax)(1 + 4ǫ0)
−1(κ−
ǫ0
1 + 2ǫ0
)
]
Ni
)
Bowen (Ni, η)-balls, denoted S1, . . . Sl.
Note that these balls satisfy TNia Sj ⊂ T
Ni−N−c
a (Ω
ǫ
nc). Moreover,
Ni −N − c = −2⌊ǫ0Ni⌋ − (d+ c)
and so |Ni − N − c| ≤ 4⌊ǫ0Ni⌋. It follows, using Lemma 3.3, that TNia Sj ⊂ Ω
λ
3ǫ0
i
nc
once i is large enough.
Let us make the cover disjoint, i.e. define S˜j = Sjr
j−1⋃
k=1
Sk for all 1 ≤ j ≤ l. Note
that Sj is a Bowen (Ni, η)-ball and so T
Ni
a Sj is a backward Bowen (2Ni, η)-ball.
As such, it has width at most
2ηe−2Ni ≤ λi
in the N− direction, and width at most 1 in theMA and N+ directions. Therefore,
we have obtained
(TNia S˜j)×(T
Ni
a S˜j) ⊂
{
(x, y) ∈ F core
λ
3ǫ0
i
(X)×F core
λ
3ǫ0
i
(X) : x ∈ yBN
+
1 B
MA
1 B
N−
λi
}
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for all j. So, by the assumption of Theorem 1.1,
µi × µi(
l⋃
j=1
(TNia S˜j)× (T
Ni
a S˜j))≪ǫ0 λ
δ−3αǫ0
i ≤ e
−2(δ−3αǫ0)Ni .
As {S˜j × S˜j}lj=1 is a mutually disjoint collection, and since µi is invariant under
the frame flow,
l∑
j=1
µi(S˜j)
2 =
l∑
j=1
µi(T
Ni
a S˜j)
2 =
l∑
j=1
µi × µi(T
Ni
a S˜j × T
Ni
a S˜j)
= µi × µi(
l⋃
j=1
TNia S˜j × T
Ni
a S˜j)≪ǫ0 e
−2(δ−3αǫ0)Ni .
As {S˜j}lj=1 is a covering of Xκ,i,
µi(Xκ,i)
2 ≤ (
l∑
i=1
µi(S˜j))
2 ≤ l ·
l∑
i=1
µi(S˜j)
2
≪ǫ,ǫ0 N
2
i exp
([4 log(| log ǫ|)
| log ǫ|
(1 + 3ǫ0) + 6(δ + α)ǫ0
− (2δ − rmax)(1 + 4ǫ0)
−1(κ−
ǫ0
1 + 2ǫ0
)
]
Ni
)
.
By the choice of ǫ0 in Equation (3.2), the latter exponent is negative, and therefore
(as lim
i→∞
Ni =∞) lim
i→∞
µi(Xκ,i) = 0.
Note that
Xcκ,i ⊂ (T
N ′i
a (Ω
Hi
nc ))
c ∪ (T
−N ′i
a (Ω
Hi
nc ))
c ∪ Ecκ,i.
Since µi is Ta-invariant and supp(µi) ⊂ ΩF , we have
µi(Ω
ǫ
c) =
1
2N ′i + 1
N ′i∑
n=−N ′i
ˆ
1Ωǫc ◦ T
n
a dµi ≤ µi(Xκ,i) + µi
(
(T
N ′i
a (Ω
Hi
nc ))
c
)
(3.3)
+ µi
(
(T
−N ′i
a (Ω
Hi
nc ))
c
)
+
ˆ
Ecκ,i
1
2N ′i + 1
N ′i∑
n=−N ′i
1Ωǫc ◦ T
n
a dµi
≤ µi(Xκ,i) + 2µi(Ω
Hi
c ) + κ.
Note that lim
ǫ→0+
κǫ = 0 and so we can take κ to be as small as desired, if ǫ is small
enough. Moreover, the first two terms in (3.3) tend to zero as i → ∞. So, we see
that for all υ > 0 there is ǫ > 0 small enough and j ∈ N such that µi(Ωǫc) < υ for
all i > j. This shows that the measures are “almost” supported on a compact set,
namely that the sequence of measures is “tight”. It is now clear that the sequence
(µi)i∈N converges in the “narrow” topology rather than the weak-⋆ topology (that
is, lim
n→∞
´
fdµn =
´
fdµ for all bounded continuous functions f , rather than only
for continuous compactly supported ones). This is easy to see using Urysohn’s
Lemma for instance. In particular, µ is a probability measure.
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Assume that ǫ was chosen such that µ(∂Ωǫc) = 0. Then, taking the limit of
Equation (3.3) as i → ∞, we get from narrow convergence that µ(Ωǫnc) ≥ 1 − κ.
Since it holds for all κ > κǫ, it follows that
(3.4) µ(Ωǫnc) ≥ 1− κǫ
as well, as desired.
Note that since µ is a finite measure, there cannot be more than countably many
values of ǫ′ for which µ(∂Ωǫ
′
c ) > 0. So for such an ǫ
′ we may choose arbitrarily close
ǫi > ǫ
′, for which Equation (3.4) holds, and take the limit as ǫi → ǫ′ to obtain the
result for ǫ′ as well. 
Lemma 3.9. For every 0 < ǫ < ǫd there is a finite partition P of ΩF such that for
every κ ∈ (0, 12 ) and every N > 0, “most” of the refinement PN =
N∨
n=−N
T−na P is
controlled by Bowen (N, η)-balls, in the sense that there is a subset X ′ ⊂ ΩF such
that:
(1) X ′ =
l⋃
j=1
Sj for Sj ∈ PN .
(2) X ′ ⊂ T−Na (Ω
ǫ
nc).
(3) Each Sj is contained in a union of at most 3
(d−1)κ(2N+1) Bowen (N, η)-
balls.
(4) µ(X ′) ≥ 1− 2κ−1µ(Ωǫc) for every A-invariant probability measure µ.
(5) For a given µ, P can be chosen such that µ(∂A) = 0 for all A ∈ P.
Proof. Let ρ > 0 be small enough with respect to the injectivity radius of Ωǫnc, for
instance ρ = αmin{η, l0, ǫ}, for l0 the constant from Lemma 3.2 and α≪ 1.
Take a finite partition {P1, . . . , Pm} of Ωǫnc whose elements are contained in the
quotients by Γ of balls of radius ρ, namely ΓkiB
G
ρ for ki ∈ G. Of course, we may
assume that these sets are mutually disjoint. Moreover, if µ is given, we can choose
this partition to satisfy µ(∂Pj) = 0 for all 1 ≤ j ≤ m, since for all x ∈ Γ\G we
have µ(∂Br(x)) = 0 for all but countably many r > 0. Assume, for now, that
µ(∂Ωǫc) = 0 as well.
Define P = {Ωǫc, P1, . . . , Pk} and take some S =
N⋂
n=−N
T na Qn ∈ PN . It is clear
that for all x ∈ S and −N ≤ n ≤ N ,
T−na x ∈ Ω
ǫ
c ⇐⇒ Qn = Ω
ǫ
c.
In particular, the function
f(x) =
1
2N + 1
N∑
n=−N
1Ωǫc(T
n
a x)
is constant on S. Define
X ′ = {x ∈ T−Na (Ω
ǫ
nc) : f(x) ≤ κ}.
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Given µ,
µ(Ωǫc) =
1
2N + 1
N∑
n=−N
µ(T na (Ω
ǫ
c)) =
ˆ
fdµ =
ˆ
f(x)>κ
fdµ+
ˆ
f(x)≤κ
fdµ
≥ κ · µ({x ∈ FX : f(x) > κ}) + 0
Set A = T−Na (Ω
ǫ
nc) and B = {x ∈ FX : f(x) ≤ κ} (and so X
′ = A ∩B). Then, as
µ is a Ta-invariant probability measure supported on ΩF ,
µ(X ′) ≥ 1− µ(Ac)− µ(Bc) ≥ 1− (1 + κ−1)µ(Ωǫc) ≥ 1− 2κ
−1µ(Ωǫc).
Clearly X ′ satisfies conditions 1-2 of the lemma, as it is precisely the union of
elements S =
N⋂
n=−N
T na Qn such that Q−N 6= Ω
ǫ
c, and Qn = Ω
ǫ
c for up to κ(2N + 1)
different −N ≤ n ≤ N .
It remains only to cover each such element by 3(d−1)κ(2N+1) Bowen (N, η)-balls.
For simplicity, for such S define
S′ = TNa S =
N⋂
n=−N
TN+na Qn =
2N⋂
n=0
T na Qn−N
and
W = {0 ≤ n ≤ 2N : Qn−N = Ωǫc}.
We will cover S′ by 3(d−1)κ(2N+1) backward Bowen (2N, ρ)-balls. By taking images
of these balls by T−Na , we will get a cover of S by the same amount of (two-sided)
Bowen (N, ρ) balls. As ρ < η, each such Bowen (N, ρ)-ball is contained in a Bowen
(N, η)-ball, which will give the desired result.
We prove the following claim by induction: for all 0 ≤ n ≤ 2N , the set S′ can
be covered by 3(d−1)|{0,...,n}∩W | many backward Bowen (n, ρ)-balls.
First, for n = 0, as
S′ ⊂ Q−N ∈ {P1, . . . , Pk},
and Pj ⊂ ΓkjBGρ , the result is clear for 3
0 sets, namely Pj .
Assume we covered S′ by 3(d−1)|{0,...,n}∩W | many sets for some n ∈ [0, 2N − 1].
Let ΓkB−n,ρ be one of those. If n+ 1 6∈W then S
′ ⊂ T n+1a Pj for some j. Therefore
S′ ∩ ΓkB−n,ρ ⊂ ΓkB
−
n,ρ ∩ ΓkjB
G
ρ a
n+1.
Since S′ ⊂ Ωǫnc, and ρ was chosen to be small enough with respect to the injectivity
radius, it follows that in fact
S′ ∩ ΓkB−n,ρ ⊂ Γk
′B−n+1,ρ
for some k′ ∈ G. Therefore, by replacing ΓkB−n,ρ with Γk
′B−n+1,ρ, for each set
ΓkB−n,ρ in the given cover, we obtain a new cover of S
′ by backward Bowen (n+1, ρ)-
balls, again of size 3(d−1)|{0,...,n}∩W | = 3(d−1)|{0,...,n+1}∩W |.
Otherwise, n+1 ∈ W . In this case we simply split each backward Bowen (n, ρ)-
ball into 3d−1 backward Bowen (n + 1, ρ)-balls, each of them smaller in the N−
directions by a factor of e < 3. We emerge with
3(d−1) · 3(d−1)|{0,...,n}∩W | = 3(d−1)|{0,...,n+1}∩W |
many sets of the right form. This proves the claim.
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To conclude, in the last step of the induction, as |W | ≤ κ(2N+1) (since S ⊂ X ′),
we get up to 3(d−1)κ(2N+1) sets as desired.
In order to finish the proof, one only needs to treat the case where µ(∂Ωǫc) > 0.
In this case, choose ǫ′ > ǫ such that µ(Ωǫ
′
c ) <
4
3µ(Ω
ǫ
c) and µ(∂Ω
ǫ′
c ) = 0. This
is possible because, as we mentioned, there are only countably many cusp regions
whose boundary is of positive measure. Then the partition X ′ that was constructed
for ǫ′ works for ǫ as well. 
We now prove item 2 of Theorem 1.1, which is the main result of the theorem.
Proof of Theorem 1.1. Let µ be a weak-⋆ limit of a subsequence of (µn)n∈N. With-
out loss of generality, by passing to a subsequence, assume (µn)n∈N converges to
µ. Fix some 0 < ǫ < ǫd, small enough with respect to all previous lemmas, and for
which κ = µ(Ωǫc)
1/2 < 12 and µ(∂Ω
ǫ
c) = 0. Let P be the partition from Lemma 3.9,
all whose elements have µ-null boundaries.
Let ǫ0 > 0 be given, small enough so that the assumptions of Theorem 1.1 hold.
Let m ∈ N be such that Hi = λ
ǫ0
i < ǫ for all i ≥ m, and fix some i ≥ m. Set
Ni = ⌊−
1
2 logλi⌋. Define Xi to be the set guaranteed in Lemma 3.9, with respect
to Ni and κ. Here we assumed κ = µ(Ω
ǫ
c)
1/2 > 0. Otherwise, this is essentially
the convex co-compact case, and we may set instead any 0 < κ < 12 to obtain, by
Lemma 3.9, a set Xi of full µi-measure, and continue the same way.
For all P = Sj ∈ PNi in the union
l⋃
j=1
Sj defining Xi, there is a covering
P ⊂
3(d−1)κ(2Ni+1)⋃
k=1
Ak by Bowen (Ni, η)-balls. Define
P˜n = (An ∩ P )r
n−1⋃
k=1
Ak
for all n ≥ 1. Then {P˜n}3
(d−1)κ(2Ni+1)
n=1 is a collection of mutually disjoint sets, each
contained in a Bowen (Ni, η)-ball, which their union is P . So {P˜n}3
(d−1)κ(2Ni+1)
n=1 is a
measurable partition of P = Sj .
Define
Qi =
⋃
P∈PNi : P∩Xi=∅
{P} ∪
⋃
P∈PNi : P∩Xi 6=∅
{P˜n}
3(d−1)κ(2Ni+1)
n=1 .
Clearly, Qi is a measurable partition of X .
Take A ∈ Qi, B ∈ PNi .
(1) Assume A = P for P ∈ PNi such that P ∩Xi = ∅. Then A,B ∈ PNi and
so A ∩B = ∅ or A = B, as the elements of PNi are mutually disjoint.
(2) Otherwise, A = P˜n for P ∈ PNi such that P ⊂ Xi (that is, P is one of the
sets defining Xi). Then A∩B = ∅ unless B = P , in which case A∩B = A.
In particular, for a given B ∈ PNi , we have
log((µi)B(A)) · (µi)B(A) 6= 0
only for at most 3(d−1)κ(2Ni+1) elements A ∈ Qi, where (µi)B is the restriction of
µi to B, normalized to be a probability measure. Therefore the entropy satisfies
H(µi)B (Qi) ≤ log 3
(d−1)κ(2Ni+1) = log 3d−1 · κ(2Ni + 1).
EXCURSIONS TO THE CUSPS 27
We get that the conditional entropy satisfies
Hµi(Qi|PNi) =
∑
B∈PNi
µi(B) ·H(µi)B (Qi) ≤ log 3
d−1 · κ(2Ni + 1).
As Qi is finer than PNi , we get Qi = Qi ∨PNi and so
Hµi(Qi) = Hµi(PNi) +Hµi(Qi|PNi)
and so
Hµi(Qi) ≤ Hµi(PNi) + log 3
d−1 · κ(2Ni + 1).
Therefore, in order to get a bound on Hµi(PNi) we are interested in bounding
Hµi(Qi). Clearly,
Hµi(Qi) ≥ Hµi(Qi|{Xi, X
c
i }) ≥ µi(Xi) ·H(µi)Xi (Qi).
Using the fact that entropy is controlled by an L2-norm, and the already mentioned
fact that for A ∈ Qi either A ⊂ Xi or A ∩Xi = ∅, we obtain
H(µi)Xi (Qi) ≥ − log
∑
A∈Qi
(
(µi)Xi (A)
)2
= − log
∑
A∈Qi, A⊂Xi
µi(A)
2
µi(Xi)2
.
Let us estimate this sum. Every A ∈ Qi with A ⊂ Xi is contained in a Bowen
(Ni, η)-ball. In addition, {A ∈ Qi : A ⊂ Xi} is a mutually disjoint family and
Xi ⊂ T
−Ni
a (Ω
ǫ
nc) ⊂ T
−Ni
a (F coreHi(X)).
Therefore, by the assumptions of Theorem 1.1 (as explained in the proof of Lemma 3.8),∑
A∈Qi, A⊂Xi
µi(A)
2 = µi × µi
( ⋃
A∈Qi, A⊂Xi
TNia (A)× T
Ni
a (A)
)
≤ E(ǫ0)λ
δ−αǫ0
i ≤ E(ǫ0)e
−2(δ−αǫ0)Ni
where E(ǫ0) is the implicit constant in assumption 2 of Theorem 1.1. Therefore,
H(µi)Xi (Qi) ≥ − log
E(ǫ0)e
−2(δ−αǫ0)Ni
µi(Xi)2
= 2 log(µi(Xi))− logE(ǫ0) + 2(δ − αǫ0)Ni
and so,
Hµi(Qi) ≥ 2µi(Xi) log(µi(Xi))− µi(Xi) logE(ǫ0) + 2µi(Xi)(δ − αǫ0)Ni.
Note that the first two terms are bounded as i approaches ∞. Yet, the third term
approaches ∞ since
lim inf
i→∞
(µi(Xi)) ≥ lim inf
i→∞
(1− 2κ−1µi(Ωǫc)) = 1− 2κ
−1µ(Ωǫc) ≥ 1− 2κ > 0
and of course Ni →∞. The first equality was due to µ being a probability measure
by Lemma 3.8, and Ωǫc being a continuity set.
Therefore, for all large enough i,
Hµi(Qi) ≥ 2µi(Xi)(δ − αǫ0)Ni − αǫ0 · µi(Xi)Ni = µi(Xi)(2δ − 3αǫ0)Ni
≥ (1− 2κ−1µi(Ωǫc)) · (2δ − 3αǫ0) ·Ni.
Altogether, we get
(1− 2κ−1µi(Ωǫc)) · (2δ − 3αǫ0) ·Ni ≤ Hµi(Qi) ≤ Hµi(PNi) + log 3
d−1 · κ(2Ni + 1).
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Fix some N0 ∈ N. By subadditivity of entropy, and µi’s Ta-invariance, we get
for all i > N0 (set ki = ⌈
Ni
N0
⌉):
Hµi(PNi) ≤ Hµi(PkiN0) = Hµi(
ki∨
j=1
(2j−ki)N0∨
n=(2(j−1)−ki)N0
T−na P)
≤
ki∑
j=1
Hµi(
(2j−ki)N0∨
n=(2(j−1)−ki)N0
T−na P)
=
ki∑
j=1
Hµi(T
(2j−1−ki)N0
a
(2j−ki)N0∨
n=(2(j−1)−ki)N0
T−na P)
=
ki∑
j=1
Hµi(
N0∨
n=−N0
T−na P) = kiHµi(PN0)
and so
(1− 2κ−1µi(Ωǫc)) · (2δ − 3αǫ0) ·Ni ≤ ⌈
Ni
N0
⌉Hµi(PN0) + log 3
d−1 · κ(2Ni + 1)
i.e.
(3.5)
Hµi(PN0) ≥
(
(1−2κ−1µi(Ωǫc))·(2δ−3αǫ0)−2 log 3
d−1 ·κ
)
·
Ni
⌈NiN0 ⌉
−log 3d−1 ·κ·
1
⌈NiN0 ⌉
.
Note that lim
i→∞
µi(Ω
ǫ
c) = µ(Ω
ǫ
c). Moreover,
Ni
⌈ Ni
N0
⌉ → N0 and
1
⌈ Ni
N0
⌉ → 0 as i→∞.
Therefore, the RHS of equation (3.5) approaches(
(1− 2κ−1µ(Ωǫc)) · (2δ − 3αǫ0)− 2 log 3
d−1 · κ
)
·N0
As for the LHS of Equation (3.5), we claim that it converges to Hµ(PN0).
Recall that per our choice µ(∂A) = 0 for all A ∈ P. As Ta is a measure-preserving
homeomorphism, we get µ(∂(T ka (A))) = 0 for all A ∈ P and |k| ≤ N0. In general
∂(
⋂
i∈I
Ai) ⊂
⋃
i∈I
∂Ai for any finite set of indices I. As every set A ∈ PN0 is of the
form A =
N0⋂
i=−N0
T ka (A), we obtain µ(∂A) = 0 for all A ∈ PN0 . Recall that by
definition
Hµi(PN0) = −
∑
A∈PN0
µi(A) log(µi(A)).
As it is just a finite sum of elements, each converging to µ(A) log(µ(A)) (by the
Portmanteau theorem), we obtain
lim
i→∞
Hµi(PN0) = Hµ(PN0)
as desired.
Therefore, by taking the limit of equation (3.5) as i→∞ we get
Hµ(PN0) ≥
(
(1− 2κ−1µ(Ωǫc)) · (2δ − 3αǫ0)− 2 log 3
d−1 · κ
)
N0.
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Therefore
hµ(T ) = sup
Q
lim
n→∞
n∨
i=−n
T−nQ
2n+ 1
≥ lim
N0→∞
Hµ(PN0)
2N0 + 1
≥ lim
N0→∞
(
(1− 2µ(Ωǫc)
1/2) · (2δ − 3αǫ0)− 2 log 3
d−1 · µ(Ωǫc)
1/2
)
·
N0
2N0 + 1
=
(
(1 − 2µ(Ωǫc)
1/2) · (2δ − 3αǫ0)− 2 log 3
d−1 · µ(Ωǫc)
1/2
)
·
1
2
As lim
ǫ→0+
µ(Ωǫc) = 0, and as the calculation holds for all small enough ǫ, ǫ0 > 0 (apart
for countably many ǫ), we can take the limit as ǫ, ǫ0 → 0+ and get hµ(T ) ≥ δ. 
To deduce item 3 of Theorem 1.1 and conclude the proof, it is enough to show that
if Γ is Zariski-dense in G then mFBM is the unique measure of entropy δ(Γ), which
is the maximal entropy. For the geodesic flow, it follows from Theorem 2.3 even
without assuming Γ is Zariski-dense. In particular, Theorem 1.1 can be restated in
the geodesic flow. For the frame flow, the characterization of the Bowen-Margulis
measure as the unique measure of maximal entropy essentially reduces to showing
thatmFBM is ergodic, a result that was established by Winter in [35]. This reduction
is well-known, for completeness we provide a proof below.
Proposition 3.10. Assume that Γ < G is Zariski-dense and geometrically finite.
Then mFBM is the unique measure of maximal entropy δ.
Proof. Let µ be an A-invariant probability measure on Γ\G. First, note that
hµ(a1) = h(πM )∗µ(a1) where (πM )∗µ is the pushforward of µ to Γ\G/M , since
compact (isometric) extensions do not increase entropy. In particular, the maximal
entropy of the frame flow is δ, which is realized by mFBM.
Next, assume that µ is of maximal entropy. Then its pushforward measure is of
entropy δ. Uniqueness of measure of entropy δ on Γ\G/M is known in our setup
(Theorem 2.3), and so µ is some lift of mBM.
For all m ∈ M define a measure µm on Γ\G by µm(Y ) = µ(Y m). These
measures are all A-invariant probability measures. It is clear that by averaging
these measures with respect to the Haar measure λ on M , we obtain a lift of mBM
which isM -invariant from the right. This must be the lift using the Haar measure λ,
by uniqueness of the Haar measure. In other words, this lift is the Bowen-Margulis
measure on Γ\G. So we obtained
(3.6) mFBM =
ˆ
M
µmdλ(m).
By [35], mFBM is mixing and in particular ergodic. Therefore, it is an extreme
point in the space of invariant probability measures, and in particular the decom-
position (3.6) is trivial and so µ = mFBM. 
4. Proof of Theorem 1.2
The following lemma is very useful for estimating entropy on hyperbolic orbifolds.
Lemma 4.1. Let µ be an A-invariant probability measure on FX = Γ\G. For
any given N ≥ 1 and ǫ0 > 0, let BCρ(N, ǫ0) be the minimal number of Bowen
(N, ρ)-balls needed to cover any subset of FX of measure larger than 1− ǫ0.
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Then
hµ(Ta) ≤ lim inf
ǫ0→0+
lim inf
N→∞
log(BCρ(N, ǫ0))
2N
Remark 4.1. As BN,ρ has length ≪N ρ in each of the
(d+1)d
2 directions of G, each
Bowen (N, ρ′)-ball can be covered by ⌈ρ
′
ρ ⌉
(d+1)d
2 many Bowen (N, ρ)-balls. Therefore
lim inf
N→∞
log(BCρ(N, ǫ0))
2N
= lim inf
N→∞
log(BCρ′(N, ǫ0))
2N
,
and the limit does not depend on ρ.
Proof. Let υ > 0. Let P = {Q,S1, . . . , Sl} be a finite measurable partition satis-
fying the following conditions:
(1) hµ(Ta,P) > hµ(Ta)− υ
(2) µ((∂Si)B
G
κ ) < Eκ for all 1 ≤ i ≤ l, for some constant E > 0 and for all
κ > 0 small enough.
The first condition can be met by the definition of the measure-theoretic entropy.
The second condition is possible due to Lebesgue’s theorem, as for any x ∈ Γ\G
the function φ(r) = µ(Br(x)) is monotone and so a.e. differentiable.
Let PN =
N∨
i=−N
T−ia P. For x ∈ FX , let [x]PN stand for the unique atom of
PN containing x. Set ρN = ρN
−2. We would like to show that µ(EN ) > 1−DN−1
for a constant D > 0 and for all N ∈ N large enough, where
EN = {x ∈ FX : xBN,2ρN ⊂ [x]PN }.
That is, for most points x ∈ FX , the atom in PN containing x contains a Bowen
ball about x as well.
Indeed, if x ∈ EcN then there is h ∈ BN,2ρN such that xh 6∈ [x]PN . In particular,
it follows that there are |n| ≤ N and P1 6= P2 ∈ P such that x ∈ T na P1 and
xh ∈ T na P2. As h ∈ BN,2ρN , it can be written by h = a
−nh˜an for h˜ ∈ BG2ρN .
We obtain that xa−n and xha−n = xa−nh˜ belong to different sets in P, and
so xa−n must be BG2ρN -close to the boundary of Sj for some 1 ≤ j ≤ l, that is
xa−n ∈ (∂Sj)BG2ρN . Therefore, we obtained
EcN ⊂
N⋃
n=−N
l⋃
j=1
T na
(
(∂Sj)B
G
2ρN
)
.
Since
µ
( n⋃
n=−N
l⋃
j=1
T na ((∂Sj)B
G
2ρN )
)
≤ (2N + 1) · l · 2EρN
the estimate on µ(EN ) follows.
We note that
lim inf
N→∞
log(BCρ(N, ǫ0))
2N
= lim inf
N→∞
log(BCρN (N, ǫ0))
2N
,
because as in Remark 4.1
BCρ(N, ǫ0) ≤ BCρN (N, ǫ0) ≤ N
(d+1)dBCρ(N, ǫ0).
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Take some
f > lim inf
ǫ0→0+
lim inf
N→∞
log(BCρ(N, ǫ0))
2N
.
Then there is a sequence ǫi → 0+ and a sequence Ni →∞ (dependent on ǫi) such
that f >
log(BCρNi
(Ni,ǫi))
2Ni
and Ni >
D
ǫi
. Then there is a subset Xi ⊂ FX with
µ(Xi) > 1− ǫi which can be covered by ⌊e
2Nif⌋ Bowen (Ni, ρNi) balls
{yijBNi,ρNi }1≤j≤⌊e2Nif⌋.
Moreover, µ(ENi) ≥ 1− ǫi.
Set Yi = Xi ∩ ENi , which clearly satisfies µ(Yi) ≥ 1 − 2ǫi. Take x ∈ Yi. As
x ∈ Xi, there is 1 ≤ j ≤ ⌊e2Nif⌋ such that x ∈ yijBNi,ρNi and so
yijBNi,ρNi ⊂ xBNi,2ρNi .
As x ∈ ENi we obtain
yijBNi,ρNi ⊂ xBNi,2ρNi ⊂ [x]PNi = [y
i
j ]PNi .
Therefore, Yi can be covered by ⌊e
2Nif⌋ atoms of PNi . Let Zi be the union of those
⌊e2Nif⌋ atoms. In particular, µZi(A) logµZi(A) 6= 0 only for ⌊e
2Nif⌋ sets A ∈ PNi ,
and so HµZi (PNi) ≤ 2Nif .
Set Q = {Zi, Z
c
i }. As PNi is finer than Q,
Hµ(PNi) = Hµ(Q) +Hµ(PNi |Q) = Hµ(Q) + µ(Zi)HµZi (PNi) + µ(Z
c
i )HµZc
i
(PNi)
≤ log 2 + 1 · 2Nif + 2ǫi · log
(
(l + 1)2Ni+1
)
= log 2 + 2Nif + 2ǫi log(l + 1) · (2Ni + 1).
We get
hµ(Ta)− υ < hµ(Ta,P) = lim
N→∞
Hµ(PN )
2N + 1
= lim
i→∞
Hµ(PNi)
2Ni + 1
≤ f.
As υ > 0 and
f > lim inf
ǫ0→0+
lim inf
N→∞
log(BCρ(N, ǫ0))
2N
are arbitrary, we obtain
hµ(Ta) ≤ lim inf
ǫ0→0+
lim inf
N→∞
log(BCρ(N, ǫ0))
2N
as desired. 
Proof of Theorem 1.2. First of all, let us assume µ is ergodic.
Take 0 < ǫ′ < ǫd small enough so that every bi-infinite Ta-orbit of any point in
ΩF meets Ωǫ
′
nc, that is ΩF ⊂
∞⋃
k=−∞
T−ka (Ωǫ
′
nc). Take 0 < ǫ < ǫ
′ small enough so that
T−1a (Ωǫ
′
nc) ⊂ Ω
ǫ
nc. Moreover, assume ǫ is small enough for Lemma 3.7 to hold.
Note that µ(Ωǫ
′
nc) > 0, because
1 = µ(ΩF ) ≤ µ(
∞⋃
k=−∞
T−ka (Ω
ǫ′
nc)) ≤
∞∑
k=−∞
µ(T−ka (Ω
ǫ′
nc)) =
∞∑
k=−∞
µ(Ωǫ
′
nc).
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Note that from Birkhoff’s Pointwise Ergodic Theorem, almost every x ∈ FX
satisfies
lim
N→∞
1
N
N−1∑
k=0
1Ωǫ′nc(T
k
a x) = µ(Ω
ǫ′
nc) > 0
and in particular x ∈
∞⋃
k=0
T−ka (Ωǫ
′
nc), as otherwise this limit would be zero. So
µ(
∞⋃
k=0
T−ka (Ωǫ
′
nc)) = 1. Therefore, for any ǫ0 > 0 we can fix K ≥ 0 such that the set
Y =
K⋃
k=0
T−ka (Ω
ǫ′
nc)
satisfies µ(Y ) > 1− ǫ03 .
Moreover, again by Birkhoff’s Pointwise Ergodic Theorem, for all 1 ≤ i ≤ d− 1
lim
N→∞
1
2N + 1
N∑
n=−N
1Ωǫc,i(T
n
a x) = µ(Ω
ǫ
c,i)
for almost every x ∈ X , i.e the sequence of functions
1
2N + 1
N∑
n=−N
1T−na (Ωǫc,i)
converges to µ(Ωǫc,i) almost-everywhere. By Egorov’s theorem, for all 1 ≤ i ≤ d− 1
there is a subset Xi with
µ(Xi) > 1−
ǫ0
3(d− 1)
on which
1
2N + 1
N∑
n=−N
1T−na (Ωǫc,i)
converges to µ(Ωǫc,i) uniformly, and so there is Ni ∈ N such that for all N > Ni
and x ∈ Xi
1
2N + 1
N∑
n=−N
1Ωǫc,i(T
n
a x) > κi := µ(Ω
ǫ
c,i)− ǫ0
holds.
Set N0 = max
1≤i≤d−1
Ni and fix N > N0. Set E =
d−1⋂
i=1
Xi, and
F = E ∩ TN+Ka Y ∩ T
−(N+K)
a Y.
Note that
F =
⋃
(k1,k2)∈{0,...,K}2
E ∩ TN+K−k1a (Ω
ǫ′
nc) ∩ T
−(N+K)−k2
a (Ω
ǫ′
nc).
As in the proof of Lemma 3.8, we can re-shift each of the sets
Fk1,k2 = E ∩ T
N+K−k1
a (Ω
ǫ′
nc) ∩ T
−(N+K)−k2
a (Ω
ǫ′
nc)
and use Lemma 3.5 and Lemma 3.7 to cover it by Bowen balls, as follows. For any
(k1, k2), set c = ⌊
k1+k2
2 ⌋, d = ⌊
k2−k1
2 ⌋ and N
′ = N +K + d. Then
T caFk1,k2 ⊂ T
N ′
a (Ω
ǫ′
nc) ∩ T
−N ′
a (Ω
ǫ′
nc)
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or
T caFk1,k2 ⊂ T
N ′
a (Ω
ǫ′
nc) ∩ T
−(N ′+1)
a (Ω
ǫ′
nc),
depending on the parity of k1, k2, but in any case
T caFk1,k2 ⊂ T
N ′
a (Ω
ǫ
nc) ∩ T
−N ′
a (Ω
ǫ
nc).
Moreover, for all x = T cay ∈ T
c
aFk1,k2 ,
N ′∑
n=−N ′
1Ωǫc,i(T
n
a x) =
N ′∑
n=−N ′
1Ωǫc,i(T
n+c
a y) =
(N+K)+(c+d)∑
n=−(N+K)+(c−d)
1Ωǫc,i(T
n
a y)
≥ (2N + 1)
1
2N + 1
(
N∑
n=−N
1Ωǫc,i(T
n
a y)− |c− d| − |c+ d|)
≥ (2N + 1)(κi −
2K
2N + 1
).
We have obtained
T caFk1,k2 ⊂
{
x ∈ TN
′
a (Ω
ǫ
nc) ∩ T
−N ′
a (Ω
ǫ
nc) :
∀1 ≤ i ≤ d− 1,
∣∣{n ∈ [−N ′, N ′] ∩ Z : T na x ∈ Ωǫc,i}∣∣ ≥ (2N + 1)κi − 2K}.
By Lemma 3.5, T caFk1,k2 is the union of at most ≪ǫ e
3 log(| log ǫ|)
| log ǫ| N
′
sets of the
form T caFk1,k2 ∩ Z(V, ǫ). For T
c
aFk1,k2 ∩ Z(V, ǫ) to be non-empty, necessarily
|V −1(i)| ≥ (2N + 1)κi − 2K
for all 1 ≤ i ≤ d − 1. Therefore, by Lemma 3.7, T caFk1,k2 ∩ Z(V, ǫ) can be covered
by
≪ǫ C
4N′
| log ǫ| · e
(2N ′+1)δ−
d−1∑
i=1
2δ−i
2 ·((2N+1)κi−2K)
Bowen (N ′, η)-balls. Therefore, T caFk1,k2 can be covered by
≪ǫ e
3 log(| log ǫ|)
| log ǫ|
N ′ · C
4N′
| log ǫ| · e
(2N ′+1)δ−
d−1∑
i=1
2δ−i
2 ·((2N+1)κi−2K)
≤ e
4 log(| log ǫ|)
| log ǫ|
N ′ · e
(2N ′+1)δ−
d−1∑
i=1
2δ−i
2 ·((2N+1)κi−2K)
Bowen (N ′, η)-balls. Therefore Fk1,k2 can be covered by that many T−ca images of
Bowen (N ′, η)-balls. Each such image is contained in a Bowen (N ′ − c, η) ball. As
N ′ − c = N +K + d− c ≥ N,
each such ball is in fact contained in a Bowen (N, η)-ball.
Note that F is the union of (K + 1)2 such sets Fk1,k2 and so it can be covered
by the same number of balls, up to multiplicative constant. Since
µ(F ) ≥ 1− (d− 1)
ǫ0
3(d− 1)
−
ǫ0
3
−
ǫ0
3
= 1− ǫ0,
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we get an upper bound on BCη(N, ǫ0). Keeping in mind that lim
N→∞
N ′
N = 1, we get
lim inf
N→∞
log BCη(N, ǫ0)
2N + 1
≤ lim
N→∞
1
2N + 1
(4 log(| log ǫ|)
| log ǫ|
N ′ + (2N ′ + 1)δ
−
d−1∑
i=1
2δ − i
2
· ((2N + 1)κi − 2K)
)
=
2 log(| log ǫ|)
| log ǫ|
+ δ −
d−1∑
i=1
2δ − i
2
κi
=
2 log(| log ǫ|)
| log ǫ|
+ δ −
d−1∑
i=1
2δ − i
2
µ(F cuspiǫ(X)) +O(ǫ0).
Therefore, by Lemma 4.1,
hµ(Ta) ≤ lim inf
ǫ0→0+
lim inf
N→∞
log BCη(N, ǫ0)
2N + 1
≤ δ−
d−1∑
i=1
2δ − i
2
µ(F cuspiǫ(X))+
2 log(| log ǫ|)
| log ǫ|
,
as desired.
In order to deduce the theorem for non-ergodic µ, we can decompose µ to its
ergodic components µ =
´
µtdτ(t) over some measure space. As
µ(F cuspiǫ(X)) =
ˆ
µt(F cusp
i
ǫ(X))dτ(t)
and
hµ(Ta) =
ˆ
hµt(Ta)dτ(t),
the result follows immediately from the ergodic case. 
5. Proofs of Theorems 1.4-1.5
In this section we consider periodic orbits of the geodesic flow on the unit tangent
bundle of hyperbolic orbifolds, i.e. periodic a•-orbits on Γ\G/M . However, the
natural quotient to consider from a homogeneous dynamics point of view is Γ\G,
so for the proof of Theorem 1.4 we will instead work with periodic Ma•-orbits on
Γ\G. For x ∈ Γ\G, we say that xMA is a periodic Ma•-orbit of length t > 0
if Γgmat = Γg for some m ∈ M . With this definition, we can identify between
periodic a•-orbits on Γ\G/M and periodic Ma•-orbits on Γ\G.
The following proposition shows that nearby periodic orbits of similar length and
orientation, are identical.
Proposition 5.1. Let τ > 0 be small enough. Assume x1, x2 ∈ Ωτnc belong to
periodic Ma•-orbits of lengths t1, t2 respectively, i.e. ximiati = xi for i = 1, 2.
Moreover, assume that |t1− t2| <
1
6τ , d(m1,m2) <
1
6τ and x2 = x1u for u ∈ B
+
N, 16 τ
or for u ∈ B−
N, 16 τ
, where N ≥ max{⌈t1⌉, ⌈t2⌉}. Then x1 and x2 are part of the
same periodic Ma•-orbit, i.e. x1MA = x2MA.
Proof. Let τ ≤ l0, for l0 the constant from Lemma 3.2. Moreover, assume τ is small
enough with respect to the injectivity radius of exp : so(1, d)→ G near 0 ∈ so(1, d),
as will be described momentarily.
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Let x1 = Γg for g ∈ G, and x2 = x1u for u ∈ B
+
N, 16 τ
. Since Γgat1m1 = Γg,
there is γ1 ∈ Γ such that γ1g = gat1m1. Likewise, there is γ2 ∈ Γ such that
γ2gu = guat2m2.
Let u = n+man− be a decomposition of u in N+MAN−. Then
(5.1)
m−11 a−t1uat2m2 =
(
m−11 (a−t1n+at1)m1
)(
m−11 (maat2−t1)m2
)(
m−12 (a−t2n−at2)m2
)
.
The conjugation by ati shrinks the N
− part by eti and enlarges the N+ part by
the same factor. Conjugation of N+ and N− by M does not change the size. Since
u ∈ BN
+
1
6 τe
−NB
MA
1
6 τ
BN
−
1
6 τ
, it then follows that
d(γ−11 γ2gu, gu) = d(m
−1
1 a−t1uat2m2, u) ≤ d(m
−1
1 a−t1uat2m2, e) + d(e, u)
≤ (3 ·
1
6
τ + |t1 − t2|+ d(m1,m2)) +
1
6
τ < τ.
Since τ ≤ l0, it follows from Lemma 3.2 that if γ
−1
1 γ2 6= e then it is not elliptic.
By Remark 3.2, γ−11 γ2 is neither loxodromic. Moreover, it cannot be parabolic,
since it moves gu by less than τ yet x2 = Γgu ∈ Ωτnc. Therefore, γ
−1
1 γ2 must be
the identity.
In particular, we get that u = m1at1ua−t2m
−1
2 . Then both Equation (5.1) and
u = n+amn− decompose u as u = exp(X1) = exp(X2) forX1, X2 ∈ so(1, d) close to
0. Assuming that τ was chosen to be small enough (in a way which does not depend
on u) so that the exponential map is injective in a neighborhood of 0 ∈ so(1, d)
which contains both X1 and X2, it follows that X1 = X2 and so the two decom-
positions are identical. In particular, n+ = n− = e. Therefore, u ∈ MA and so x1
and x2 are in the same Ma•-orbit, as desired.
The same proof works for the case u ∈ B−
N, 16 τ
, by replacing ti with −ti and mi
with m−1i . 
The following is a trivial corollary of Proposition 5.1.
Corollary 5.2. Let 0 < τ < ǫ˜d, ρ > 0 and N ∈ N. Then a forward or backward
Bowen (N, ρ)-ball contained in Ωτnc intersects at most≪ρ τ
−(d2−d+2) many periodic
Ma•-orbits of lengths in (N − 1, N ].
Proof. Clearly, it suffices to prove the corollary for τ small enough with respect to
Proposition 5.1. The proof is identical for forward and backward balls.
First, note that as M ∼= SO(d− 1) is a
(d−1)(d−2)
2 -dimensional compact space, it
has a τ12 -dense subset of size f ≪ τ
− (d−1)(d−2)2 .
We split the forward Bowen (N, ρ)-ball into
≤ ⌈
ρ
1
12τ
⌉
(d+1)d
2 ≪ρ τ
− (d+1)d2
many forward Bowen (N, 112τ)-balls. Note that each such ball is contained in Ω
τ
nc.
By Proposition 5.1, for any sub-interval I ⊂ (N−1, N ] of length |I| < 16τ , each such
forward Bowen ball intersects at most f many periodic Ma•-orbits whose lengths
are in I. Therefore it intersects at most f⌈ 11
6 τ
⌉ ≪ fτ−1 many periodic Ma•-orbits
of lengths in (N − 1, N ].
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Altogether, we obtain at most
≪ρ τ
− (d+1)d2 τ−
(d−1)(d−2)
2 τ−1 = τ−(d
2−d+2)
periodic Ma•-orbits of lengths in (N − 1, N ]. 
The following proposition is a major step of the proof of Theorem 1.4.
Proposition 5.3. Let Γ < G be a non-elementary geometrically finite subgroup.
Let ǫ > 0 be small enough. Then for any β ∈ [0, 1], the number of periodic Ma•-
orbits of lengths at most T , which spend in Ωǫc at least a fraction β of their time,
is bounded from above by
≪ ⌈T ⌉| log ǫ|3e(δ−
2δ−rmax
2 β+
2 logC
| log ǫ|
+ 3 log | log ǫ|
| log ǫ|
)⌈T⌉
Proof. Let N ≤ ⌈T ⌉ be a natural number. Let ǫc be small enough with respect to
Lemma 3.7.
By Lemma 3.3, every closed geodesic must intersect the compact part of the
orbifold. It follows that for each periodic Ma•-orbit of length in (N − 1, N ] which
spends in Ωǫc at least a fraction β of its time, there are a function
V : [0, N ]→ {0, . . . , d− 1}
which satisfies
|V −1({1, . . . , d− 1})| ≥ β(N − 1)
and a point x of the orbit, such that x ∈ Z+(V, ǫ, ǫc).
By Lemma 3.7, Z+(V, ǫ, ǫc) can be covered by
≪ C
2N
| log ǫ| · eδN−
2δ−rmax
2 |V −1({1,...,d−1})| ≪ e(δ−
2δ−rmax
2 β+
2 logC
| log ǫ|
)N
forward Bowen (N, η)-balls for η ≪ 1. Note that each of these balls is contained
in Ωǫcnc, and so by Corollary 5.2 each ball intersects at most ≪η 1 many periodic
Ma•-orbits of lengths in (N − 1, N ].
Moreover, due to Lemma 3.5, there are only
≤ | log ǫ|3e
3 log | log ǫ|
| log ǫ| N
many functions V for which Z+(V, ǫ, ǫc) 6= ∅.
Altogether, the number of periodic Ma•-orbits of lengths in (N − 1, N ] which
spend in Ωǫc at least a fraction β of their time is at most
≪η fN := | log ǫ|
3e
3 log | log ǫ|
| log ǫ|
Ne(δ−
2δ−rmax
2 β+
2 logC
| log ǫ|
)N .
Therefore, the number of periodic Ma•-orbits of lengths at most T which spend in
Ωǫc at least a fraction β of their time is bounded from above by
≪η
⌈T⌉∑
N=1
fN ≤ ⌈T ⌉f⌈T⌉ = ⌈T ⌉| log ǫ|3e
(δ− 2δ−rmax2 β+ 2 logC| log ǫ|+ 3 log | log ǫ|| log ǫ| )⌈T⌉

For a periodicMa•-orbit l on Γ\G, let µ˜l be the naturalMA-invariant probabil-
ity measure on l, i.e. the product measure of the Haar measure on the M -part and
the normalized Lebesgue measure on [0, T ) on the A-part, where T is the length
of the periodic orbit. The pushforward measure (πM )∗µ˜l = µl is the natural A-
invariant probability measure on the corresponding periodic a•-orbit on Γ\G/M ,
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i.e. the measure which is supported on the orbit and distributes the mass uni-
formly on it. For a finite set ϕ of periodic Ma•-orbits, the natural MA-invariant
probability measure averaging on ϕ is defined by µ˜ϕ =
1
|ϕ|
∑
l∈ϕ µ˜l.
Proof of Theorem 1.4. Let µ˜i be the natural MA-invariant probability measure on
ψ(Ti). We will show that (µ˜i)i∈N satisfies the conditions of Theorem 1.1.
Set Ni = ⌈Ti⌉ and λi = e−Ni . Let ǫ0 > 0 be arbitrary and set Hi = λǫ0i .
First, we show that µ˜i(Ω
Hi
c ) → 0. It follows directly from the calculations
of Lemma 3.3 that periodic Ma•-orbits which intersect ΩHic spend at least
ǫ0Ni
3
time in Ω
√
Hi
c , assuming i is large enough. In particular, if their lengths are at
most Ti, they spend in Ω
√
Hi
c at least a fraction
ǫ0
3 of their time. Therefore, by
Proposition 5.3, the number fi of periodic Ma•-orbits of lengths at most Ti which
intersect ΩHic satisfies
fi ≪ ⌈Ti⌉| log
√
Hi|
3e
(δ− 2δ−rmax6 ǫ0+ 2 logC| log√Hi|+
3 log | log
√
Hi|
| log
√
Hi|
)⌈Ti⌉
≪ǫ0 N
4+ 6
ǫ0
i e
(δ− 2δ−rmax6 ǫ0)Ni .
Therefore, the measure of the cusp can be bounded by
µ˜i(Ω
Hi
c ) =
1
|ψ(Ti)|
∑
l∈ψ(Ti)
µ˜l(Ω
Hi
c ) ≤
1
|ψ(Ti)|
· fi · 1 ≤ e
−(δ−αi)Tifi,
where the RHS clearly converges to 0 as i→ ∞. Together with the fact that µ˜i is
A-invariant and so supported on ΩF , it follows that assumption 1 of Theorem 1.1
holds.
Next, we show that assumption 2 of Theorem 1.1 is satisfied. Let
E = {(x, y) ∈ F coreHi(X)×F coreHi(X) : x ∈ yB
N+
1 B
MA
1 B
N−
λi }.
We want to bound µ˜i × µ˜i(E). Let (x, y) ∈ E. Note that
Ey = {x0 ∈ ΩF : (x0, y) ∈ E}
is a subset of the backward Bowen (Ni, ρ)-Ball ΓyB
−
Ni,ρ
for ρ≪ 1, which is contained
in ΩHinc . By Corollary 5.2, we get that Ey intersects
≪ NiH
−(d2−d+2)
i ≪ e
2d2ǫ0Ni
many periodic Ma•-orbits of lengths at most Ni, once i is large enough. In partic-
ular,
µ˜i(Ey)≪
1
|ψ(Ti)|
e2d
2ǫ0Ni ≤ e−(δ−αi)Tie2d
2ǫ0Ni ≪ λδ−3d
2ǫ0
i
once i is large enough. Therefore, by Fubini’s Theorem together with the fact that
µ˜i is supported on ΩF ,
µ˜i × µ˜i(E)≪ λ
δ−3d2ǫ0
i
as well, as required.
This shows, by Theorem 1.1, that every weak-⋆ limit of a subsequence of (µ˜i)i∈N
has entropy δ. Due to uniqueness of measure of maximal entropy for the geodesic
flow (Theorem 2.3), we obtain that mBM is the unique limit of any subsequence of
(µi)i∈N, where µi = (πM )∗µ˜i, and so (µi)i∈N converges to mBM. 
From this point on, we will discuss only periodic a•-orbits on Γ\G/M (rather
than periodic Ma•-orbits on Γ\G).
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Proof of Theorem 1.5. Assume by contradiction that such h does not exist. Then
there is a positive sequence hi → 0 and an increasing sequence Ti → ∞ such that
the sets
A+i =
{
l ∈ PerΓ(Ti) :
ˆ
l
fdµl −
ˆ
Γ\G/M
fdmBM > ǫ
}
are of magnitude |A+i | >
1
2e
(δ−hi)Ti . If this is not the case, then we would simply
consider the sets
A−i =
{
l ∈ PerΓ(Ti) :
ˆ
Γ\G/M
fdmBM −
ˆ
l
fdµl > ǫ
}
instead of A+i , and continue the same way.
Consider the measures µi =
1
|A+i |
∑
l∈A+i
µl averaging on A
+
i . By Theorem 1.4, the
sequence (µi)i∈N converges to mBM. However,∣∣∣ ˆ fdµi −
ˆ
fdmBM
∣∣∣ = ∣∣∣ 1
|A+i |
∑
l∈A+i
ˆ
fdµl −
ˆ
fdmBM
∣∣∣
=
1
|A+i |
∣∣∣∑
l∈A+i
[
ˆ
fdµl −
ˆ
fdmBM]
∣∣∣ > 1
|A+i |
|
∑
l∈A+i
ǫ| = ǫ
for all i, which is a contradiction. 
6. Proofs of Theorem 1.6 and Corollary 1.7
A key tool for the proof is the following theorem of [26], which holds for the gen-
eral settings of a complete connected Riemannian manifold with pinched negative
curvature and a reversible potential F . Here we restrict ourselves to the hyperbolic
space and take the potential F ≡ 0. In our settings the theorem is due to Roblin
[30] (cf. also related work by Sharp [32]), and goes back to Brooks [7] in less general
settings.
Theorem 6.1 ([30, Theorem 2.2.2],[26, Theorem 11.14]). Let Γ0 < G be a discrete
subgroup. Let Γ ⊳ Γ0 be a normal non-elementary subgroup, such that Γ\Γ0 is
amenable. Then δ(Γ) = δ(Γ0).
We will also use the following theorem. In order to obtain this form of the
statement, the fact that the critical exponent of a non-elementary subgroup is
strictly positive was used.
Theorem 6.2 ([26, Theorem 4.7]). Let Γ < G be a discrete non-elementary sub-
group. Let W be any relatively compact open subset of T 1(Γ\Hd) meeting the non-
wandering set of the geodesic flow ΩΓ. Then
lim
T→∞
1
T
log(|{p ∈ PerΓ(T ) : p ∩W 6= ∅}|) = δ(Γ)
In order to prove Theorem 1.6 we need to pass the question from counting
periodic a•-orbits in Γ\G/M to counting them in Γ0\G/M . In doing so, for each
p ∈ PerΓ we consider its projection πΓ0(p) to Γ0\G/M , which is a periodic a•-orbit
in Γ0\G/M . We need to show that each element of PerΓ0 is not counted too many
times.
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Lemma 6.3. Let Γ0 < G be discrete, and let Γ ⊳ Γ0 be a non-elementary normal
subgroup. Then there exists some relatively compact open set W ⊂ T 1(Γ\Hd) inter-
secting the non-wandering set ΩΓ, with the following property. For all p0 ∈ PerΓ0 ,
the number of p ∈ PerΓ(T ) intersecting W , such that πΓ0(p) = p0, is ≪ T .
Proof. Let v ∈ π−1Γ (ΩΓ) ⊂ T
1(Hd) and δ > 0 be such that the projection πΓ0
is injective on U2δ, where Ur = B
T 1(Hd)
r (v) is the ball of radius r around v. Let
W = πΓ(Uδ).
Let Γv1,Γv2 ∈ Γ\G/M be points of some periodic a•-orbits p1, p2 ∈ PerΓ(T )
respectively. Assume both orbits intersect W , and so without loss of generality
we may assume v1, v2 ∈ Uδ. Moreover, assume that Γ0v1 and Γ0v2 belong to the
same periodic a•-orbit, i.e. πΓ0(p1) = πΓ0(p2), and so there is some t ∈ R such that
Γ0v1 = Γ0v2at.
We assume that |t| < δ and aim to prove that p1 = p2. Indeed, note that
d(v2at, v) < 2δ from the triangle inequality. Since v1, v2at ∈ U2δ and Γ0v1 = Γ0v2at,
it follows from injectivity of the projection πΓ0 on this set, that v1 = v2at. In
particular p1 = p2.
It follows that for a given p0 ∈ PerΓ0 there can be at most≪
T
δ distinct elements
p ∈ PerΓ(T ) intersecting W and satisfying πΓ0(p) = p0. 
Proof of Theorem 1.6. Let φ(T ) be as in the statement of Theorem 1.6, i.e. the set
of periodic a•-orbits in Γ0\G/M of length at most T , which remain periodic and of
the same length in Γ\G/M . Let φ′(T ) be the set of periodic a•-orbits in Γ0\G/M ,
which in Γ\G/M are periodic and of length at most T (not necessarily the same as
their length in Γ0\G/M). Let W be as in Lemma 6.3.
Clearly,
{πΓ0(p) : p ∈ PerΓ(T ), p ∩W 6= ∅} ⊂ φ
′(T ).
Using Lemma 6.3 it follows that
|φ′(T )| ≫
1
T
|{p ∈ PerΓ(T ) : p ∩W 6= ∅}|,
and so, by Theorem 6.2,
(6.1) lim inf
T→∞
1
T
log |φ′(T )| ≥ δ(Γ).
Note that φ′(T ) r φ(T ) consists of elements p0 ∈ PerΓ0 that remain periodic
in Γ\G/M , but of different length than their original length. This situation could
happen only if p0 is being unfolded in Γ an integer amount of times, and in particular
its length in Γ0\G/M must be at most
T
2 .
Since φ(T ) ⊂ φ′(T ), we get
|φ(T )| ≥ |φ′(T )| − |PerΓ0(
T
2
)|.
Combining Theorem 2.5, Theorem 6.1, and Equation (6.1), we obtain that
lim inf
T→∞
1
T
log |φ(T )| ≥ δ(Γ) = δ(Γ0).
The result now follows directly from Theorem 1.4. 
Remark 6.1. It is clear from the proof of Theorem 1.6 that the natural probability
measures ν′T averaging on φ
′(T ), rather than on φ(T ), equidistribute as well, since
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φ(T ) ⊂ φ′(T ) and our argument only required the set on which we average to be
large enough.
Remark 6.2. In the proof of Theorem 1.6, namely in Equation (6.1), we proved
that
lim inf
T→∞
1
T
log |φ′(T )| ≥ δ(Γ).
The proof of this fact did not use the assumption that Γ\Γ0 is amenable. Moreover,
it can be shown that in any regular cover, amenable or not, this lim inf is in fact a
lim and its value is precisely δ(Γ). We will not require this statement in this paper.
Proof of Corollary 1.7. Define ν′T to be the natural invariant probability measure
averaging on φ′(T ), and µT to be the one averaging on PerΓ(T ). In the latter case,
it is an average over an infinite set, so we choose to normalize the infinite sum by
NT <∞, i.e. µT =
1
NT
∑
l∈PerΓ(T ) µl.
Let f be as in the statement of Corollary 1.7. Define f˜ : Γ0\G/M → R by
f˜(Γ0v) =
∑
τ∈Γ\Γ0
f(τΓv).
Clearly, the sum absolutely converges due to the assumption on f , and depends
only on Γ0v (not on v itself). Then f˜ is a continuous function, and by assumption
it is bounded as well.
Note that φ′(T ) is the projection from Γ\G/M to Γ0\G/M of any set of repre-
sentatives for the Γ\Γ0-equivalence classes of PerΓ(T ). Therefore, by construction,ˆ
fdµT =
ˆ
f˜dν′T .
By Theorem 1.6 (or to be precise, by Remark 6.1), ν′T converges to mBM, so
lim
T→∞
ˆ
f˜dν′T =
ˆ
f˜dmBM,
which gives the desired equality. 
7. Proof of Theorem 1.8
Proof of Theorem 1.8. The key idea is to show that most closed geodesics spend at
least some bounded (from below) fraction of their time in the compact part of the
orbifold.
Let β, ǫ > 0 be small enough so that
(7.1) g(β, ǫ) := δ(Γ0)−
2δ(Γ0)− rmax(Γ0)
2
(1− β) +
2 logC
| log ǫ|
+
3 log | log ǫ|
| log ǫ|
< δ(Γ).
This is possible since
lim
(β,ǫ)→(0+,0+)
g(β, ǫ) =
rmax(Γ0)
2
< δ(Γ).
We may choose ǫ > 0 to be small enough with respect to Proposition 5.3 as well.
Let πM stand for the projection from Γ0\G to Γ0\G/M . By Proposition 5.3, the
number of periodic a•-orbits on Γ0\G/M with lengths at most T , which spend at
most a fraction β of their time in πM (Ω
ǫ
nc), and so spend at least a fraction (1− β)
of their time in πM (Ω
ǫ
c), is at most
hT ≪η ⌈T ⌉| log ǫ|
3e(δ(Γ0)−
2δ(Γ0)−rmax(Γ0)
2 (1−β)+ 2 logC| log ǫ|+ 3 log | log ǫ|| log ǫ| )⌈T⌉
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which is a relatively small amount.
Let f be as in the statement of Theorem 1.8. Let f˜ , µT and ν
′
T be as in the
proof of Corollary 1.7. We want to prove that
lim inf
T→∞
ˆ
fdµT > 0,
i.e.
lim inf
T→∞
ˆ
f˜dν′T > 0.
Recall that ν′T averages on the set φ
′(T ) which is of size NT , which by Remark 6.2
satisfies
lim
T→∞
1
T
logNT ≥ δ(Γ).
Then
ν′T (πM (Ω
ǫ
nc)) ≥
NT − hT
NT
β
and so, by the choice of β and ǫ in Equation (7.1),
lim inf
T→∞
ν′T (πM (Ω
ǫ
nc)) ≥ β.
Let m = minx∈πM(Ωǫnc) f˜(x) > 0. We obtain
lim inf
T→∞
ˆ
f˜dν′T ≥ lim inf
T→∞
(m · ν′T (πM (Ω
ǫ
nc))) ≥ mβ > 0
as desired. 
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