The suppression of multiples is a crucial task when processing seismic reflection data. We investigate how curvelets could be used for surface-related multiple prediction. From a geophysical point of view, a curvelet can be seen as the representation of a local plane wave, and is particularly well suited for seismic data decomposition. For the prediction of multiples in the curvelet domain, we propose to first decompose the input data into curvelet coefficients. These coefficients are then convolved together to predict the coefficients associated to multiples, and the final result is obtained by applying the inverse curvelet transform. The curvelet transform offers two advantages. The directional characteristic of curvelets allows to exploit Snell's law at the sea surface. Moreover, the possible aliasing in the predicted multiple can be better managed by using the curvelet multi-scale property to weight the prediction according to the low-frequency part of the data. 2D synthetic and field data examples show that some artifacts and aliasing effects can be indeed reduced in the multiple prediction with the use of curvelets.
Introduction
The suppression of multiples is a crucial task when processing marine seismic data. In this paper, we propose a method that exploits the decomposition of the seismic data in the curvelet domain for improving the prediction of surface-related multiples, in a SRME-based approach. The curvelet transform is particularly well-suited for seismic data decomposition, since only few curvelet coefficients can efficiently represent most of any seismic sections.
Predictive multiple suppression methods consist of two main steps: first prediction and then subtraction. Curvelets have been used within the subtraction step by Herrmann et al. (2008a) . This method supposes that primaries and multiples map into different positions in the curvelet domain, due to different local slopes or frequency contents. A first attempt to employ the curvelet transform in the prediction of multiples can be found in Herrmann et al. (2007) , where the authors propose to more robustly employ the focal transform (Berkhout and Verschuur, 2006) by promoting sparsity in the curvelet domain. Differently than in Herrmann et al. (2007) , we propose here two approaches. Firstly, we tackle the curvelet-based multiple prediction by exploiting the Snell's law at the water-air interface: after decomposing the input seismic data into the curvelet domain, the surface-related multiples are predicted by convolving the data curvelet coefficients at a certain direction with the data curvelet coefficients at opposite direction. Secondly, when input data are aliased, a semblance-like filter is proposed, in order to better control aliasing effects in the curvelet-based multiple prediction.
The curvelet transform
Curvelets were initially designed for (non-seismic) image compression and denoising, whenever the data contain some geometrical structure (Candès and Donoho, 2004) . Recently, several studies (Herrmann et al., 2008b; Chauris et al., 2010) have indicated that curvelets are potentially interesting in the context of seismic signal processing, since they are particularly well-suited for seismic data decomposition. In fact, curvelets can be seen as local plane waves or local patches of reflected events in a seismic gather. In 2D, curvelets are characterized by two positions, a direction and a central frequency. However, for the purpose of this work, we only need to decompose the seismic data according to their directions, keeping all the frequencies as a whole. Therefore, we modify the definition of curvelets, now characterized in 2D by two central positions and a direction θ n . The dip associated to the curvelet coefficient with direction θ n can be linked, in the context of ray theory, to the direction of arrival, indicating how seismic energy reaches the sea surface.
Prediction of surface-related multiples using curvelets
Among the existing multiple prediction approaches, SRME is considered to be the recommended method in many situations, since it allows to simultaneously predict all types of surface-related multiples without using any information on the subsurface, as this information is implicitly contained within the seismic data. The prediction with SRME of one multiple trace m(x S ,x R ,t), with source x S and receiver x R , is achieved in the space-frequency domain as
where P(x S , x k ,ω) and P(x k , x R ,ω) are the 1D Fourier transform of the common-shot gather (CSG) related to source x S and the common-receiver gather (CRG) related to receiver x R , and MCG(x k , ω) is the multiple-contribution gather (MCG) for the trace from x S to x R , calculated for all downward reflection points (DRP) x k x ∈ , where x represents the acquisition area. Relying on Fermat's principle, among all the possible multiple contributions of the MCG, only the contributions that belong to the traveltime stationary zone work constructively to the prediction of the multiple, while outside this area the trace summation is destructive.
Through the use of curvelets, we aim at exploiting the Snell's law at the water-air interface for surface-related multiple prediction. The main advantage of this method is that the stationary zone of the multiple contribution gather is automatically selected, thus reducing possible artifacts in the predicted multiples. At the surface reflection points x k , the propagating energy obeys to the Snell's law: the angle of incidence of the first primary (or CSG) is equal to the angle of emission of the second primary (or CRG). With the SRME method, we do not directly exploit the Snell's law since, at the surface reflection point x k , the whole data from the source x S to x k is convolved with the whole data for all directions from x k to the receiver x R . Instead, using the curvelet transform for data decomposition, for each direction θ n and for each DRP x k , we convolve the incident wavefront at a certain direction θ n , with the emitting wavefront at the opposite direction −θ n only, thus exploiting the Snell's law.
Let us now formulate the prediction of surface-related multiples using the curvelet transform. We first decompose the incident wavefront, the CSG p(x S , x k , t), and the emitting wavefront, the CRG p(x k , x R , t), at the water-air interface into N curvelets coefficients with different directions θ n with n = 1, …, N: p c (x S , x k , t, θ n ) and p c (x k , x R , t, θ n ). Let P c (x S , x k , ω, θ n ) and P c (x k , x R , ω, θ n ) be the 1D Fourier transform of the N curvelet coefficients of CSG and CRG, respectively. For all the directions θ n , we compute the multiple prediction following the SRME method in (1), but convolving only opposite directions
where M c (x S , x R , ω, ñ θ ) is the ñ-th curvelet coefficient of the multiple estimated trace, and
θ ) is the multiple contribution gather for the ñ-th direction. Notice that, as result of the data convolution operation, we loose the information on the directions associated with the resulting multiple curvelet coefficient (ñ denotes the unknown directions). However, by applying the inverse curvelet transform for curvelet coefficients with unknown directions as proposed in Donno et al. (2010) , we obtain the desired multiple predicted trace m c (x S , x R , t).
Improving multiple prediction with aliased data
In this section we deal with the prediction of multiples when the input data are aliased. The results of Figure 1 are obtained using a synthetic dataset generated with an eikonal modeling code, whose velocity model consists of a 30 degree dipping water bottom at about 750 m depth, and several horizontal layers. The velocity gradually increases with depth, ranging from 2000 to 4000 m s -1 . The source and receiver spacing is of 25 m, yielding spatially aliased shot gathers.
Multiples are predicted for this dataset (Figure 1 ). In Figure 1(a) , the gray scale denotes the MCG obtained with 2D SRME, and the predicted multiple trace after MCG summation. We can note that the non-stationary parts of events in the MCG are strongly aliased. Thus, in the predicted trace after MCG summation, most of the resulting multiple events are completely hidden by the aliased energy. The MCG and the multiple trace, predicted with the curvelet-based method proposed in the previous section are in Figure 1(b) . With respect to the 2D SRME result, the multiple contributions focus only in the traveltime stationary zone of the MCG, thus reducing the number of non-constructive multiple contributions, which might cause artifacts in the MCG summation step. However, aliased energy is still present in the MCG, especially visible in the left part of the gather in Figure 1(b) , yielding a multiple trace result comparable to the one obtained with 2D SRME. In fact, when decomposing the data into curvelet coefficients, the aliased part of the data is also decomposed into the curvelet domain.
We propose herein a method that allows to better control aliasing in the MCG, by weighting the data curvelet coefficients p c (x,t,θ n ) with a semblance-like filter, such that the aliased part of the data is reduced. Let p c LF (x,t,θ n ) be the low-frequency curvelet coefficient for the n-th direction, obtained by selecting only the non-aliased low-frequency part of the data for the decomposition in curvelet coefficients. For each curvelet direction θ n with n = 1, …, N, we build a filter A n :
where < ·,· > denotes scalar product and ║·║the L2 norm. B n is defined as the square of the envelope of the n-th low-frequency curvelet coefficient, and C n is defined as the envelope of the square of the n-th low-frequency curvelet coefficient. In Figure 2 , we show an example of aliased curvelet coefficients, and the semblance-based filter employed to reduce the curvelet coefficient aliased energy. The filter has values close to 1 where the data is non-aliased, and values close to 0 where the data is aliased or there is no data. Therefore, by element-wise multiplying the data curvelet coefficient with the weighting filter A n , we obtain a resulting curvelet coefficient with reduced aliased part. In Figure 1 (c) we display the MCG and the multiple trace predicted by weighting the curvelet coefficients with the A n filter before the application of the curvelet-based multiple prediction method. The reduction of the summation aliasing in the predicted multiple trace with respect to Figure 1(b) is easily visible from this figure.
The example of Figure 3 is taken from a 2D real marine dataset. The data was acquired during the SFJ cruise in the framework of the french-japanese program Seize. The spatial sampling for both sources and receivers is of 25 m. Minimum and maximum offsets are 225 m and 4700 m. The SRME prediction is shown in Figure 3 (a). The result of the curvelet-based method with N = 8 directions and using the weighting filter A n (Figure 3(b) ) yields a result free of alias. A zoom of the predicted multiple gathers allows to appreciate the improvement of the weighted-curvelet method (Figure 3(d) ) with respect to SRME (Figure 3(c) ). We can notice that the two diffracted events (indicated by the two arrows), clearly visible in the weighted-curvelet result, are covered by aliasing artifacts in the SRME result. 
Conclusions
The prediction of surface-related multiples by means of curvelets has been addressed in this paper. Differently than in previous works, we proposed to make the curvelet transform be integral part of the multiple prediction algorithm. The decomposition of the seismic data into the curvelet domain allows to automatically select the traveltime stationary zones in the multiple-contribution gather, thus minimizing the non-destructive contributions. Moreover, the data aliased energy is managed by using the curvelet multi-scaling property to build a proper weighting filter. We think that the advantages of the proposed method reside in the reduction of artifacts and aliasing effects in the multiple prediction, which might help in the subsequent multiple subtraction. Figure 3. Multiple prediction results for the real marine dataset. (a) SRME predicted multiples; (b) curvelet-based predicted multiples with the A n weighting filter; (c) zoom of the SRME predicted multiples; (d) zoom of the weighted-curvelet predicted multiples.
