Abstract: This paper presents a sequential linear programming algorithm for computing a stationary point of a mathematical program with linear equilibrium constraints. The algorithm is based on a formulation of equilibrium constraints as a system of semismooth equations by means of a perturbed Fisher-Burmeister functional. Using only data of the problem, we introduce a method to update the parameter that characterizes the aforesaid perturbed functional. Some computational results are reported.
Introduction
A mathematical program with equilibrium constraint (MPEC), is an optimization problem whose constraints include variational inequalities or complementarity system parametrized by a design variable. Extensive bibliography is available in [6, 7, 12, 14, 21] , while some interesting applications can be found in [13, 29, 33, 36] . There exist few algorithmic approaches proposed for computing stationary points of MPECs. These includes tree approaches described by Luo, Pang and Ralph [29] which are: a penalty interior point approach (PIPA), an implicit programming approach, and a piecewise sequential quadratic programming approach (PSQP). Fukushima, Luo and Pang [20] proposed a sequential quadratic programming, that shares common feature with the PIPA approach. Zhang and Liu [42] introduced an extreme point technique to PSQP algorithms to solve linear MPECs. Based on branch-and-bound techniques, Thaoi, Yamamoto, and Yoshie [38] proposed a global optimization method to solve MPECs. A projected-gradient algorithm, including a complementarity method has recently been proposed by Figueiredo et al. (Ref. 15) to solve a MPEC, that can be reduced to a nonlinear programming problem. Some algorithms based on nonsmooth reformulations of MPECs or relative problems have been proposed (see [25, 26, 27, 28, 35] ). The proposal in [11, 20] shares related ideas, but differs in several respects from our present work. Bilevel programming problem (BPP) is a special case of MPEC; some variables are restricted to be in the solution set of a parametric convex optimization problem (see [30, 31] ). Comprehensive overview of the historical development of BPP can be found in [1, 3, 7, 41] .
We are interested in a sequential linear programming algorithm (SLP) for solving the MPEC problem with linear complementarity constraints, which is known to be a very difficult problem, being nonsmooth and nonconvex also under very favorable assumptions. In the SLP algorithm, the parametric Fisher-Burmeister functional is used to reformulate the complementarity conditions. We introduce a new method to update the aforesaid parameter. We then solve a sequence of smooth locally regular problems which progressively approximate the nonsmooth initial problem. We prove that the sequence of points so generated converge to a stationary point of the MPEC problem.
The rest of the paper is organized as follows: in the next section, we formally define the problem treated in this paper in terms of the perturbed Fisher-Burmeister functional. In section 4, while referring to the parameterized Fisher-Burmeister functional, we show that the aforesaid parameter can be updated while using the data of the problem exclusively. In section 5, we present the SLP algorithm and establish a global convergence theorem. We show that a class of MPEC problems can be transform into bilevel programming problems, and we show that the SLP algorithm constitutes a good tool to solve linear complementarity problems. In section 5, we report some computational results carrying on both MPECs and generalized linear complementarity problems, with MALAB implementation.
Problem definition and preliminaries
Let's consider the following mathematical programming problem with parametric linear complementarity constraints: That is, all principal minors of M are nonnegative. We assume that the polyhedron X has the following representation as the solution set of a system of linear inequalities, i.e.,
{ }
: ,
where is T z + ⊆ R F F denote the feasible region of (2.1) and the tangent cone of F at a vector z ∈ F respectively. A feasible point * ( *, *, *) z x y w ≡ ∈ F is said to be stationary point of (2.1) if
Stationarity conditions involving constraints multipliers have been studied extensively for MPEC (see [18, 34] On chapter 3 of their monograph, Luo, Pang and Ralph [29] derived an equivalent primal-dual description of stationarity, based on various partitions of the degenerate index set 0 ( *) I z . This set induces decompositions of problem (2.1) into a finite family of smooth nonlinear programs. If one considers a special case where the point * ( *, *, *) z x y w = is nondegenerate, the stationarity conditions become simple. In general, a triplet ( , , )
x y w is said to be nondegenerate if the index set 0 ( *) I z is empty, i.e., ( *, *) (0,0), 1,2,...,
Let * ( *, *, *) z x y w = ∈F be nondegenerate. The corollary 5.1.3 in [29] states that, 0
This function is a perturbed version of the Fisher-Burmeister function (see [10, 16, 17] ); it has been used successfully to solve complemetarity problems (see [23] ), or MPEC problems by continuation methods (see [11, 20] ). From lemma 2.2 in Kanzow [23] , the function Φ has the NCP property, that is
When 0 µ = , Φ reduces to the Fisher-Burmeister function (Ref. 8) , that has been extensively used to solve complementarity and related problems (see [5, 8, 10, 16, 24, 40] 
We consider the following perturbed problem associated with problem (2.1):
( , , , )
. Thus their approach consists of solving a sequence of nonlinear programs each of which corresponds to a particular value k µ of the given sequence. This may be time consuming as any numerical procedure that requires repeated solution of non linear program as (2.8). The method proposed by Fukushima, Luo, and Pang [20] carries out one SQP iteration and penalty techniques in solving each of the nonlinear programming subproblems. Instead, our approach solves each of such subproblems using a sequential linear programming iteration. The SLP algorithm is a locally descent procedure with a linear rate of convergence (see [9, 19, 37, 39] ) that produces iterates converging to stationary points of the problem solved.
It is easy to show that problems ( ( , 
,
( , , ) , 0,
where the components of the vector ( , , )
The solution of ( ( , )
f , while imposing to this direction to be, at least closed locally to the boundary of the domain
. This is done through the constraint (C7) and the variable ξ .
However, if the optimum value of the problem ( ( , )
dx dy is a descent direction for 1 f as long as * 0 ξ > . The above formulation is closed to the one used in Minoux (1983) to solve a convex nonlinear programming problem. One can observe that solving the LP (2.9) is equivalent to solve the following LP program:
. . 
In the following result, we show that the solution of the linear programming problem ( ( , ) 
, , , , , , 
As k Q is regular, the matrix k A is also regular. Using the substitution ( ) 
An updating method for perturbeb Fisher-Burmeister functional
Expanding to the first order terms the function 2 :
. f w y w y = , we introduce a method that permits to update at any iteration, the parameter used in the perturbed 
Proof. As 0
τ > is closed to zero, it is sufficient to note that one has:
and i J ∈ ; let's consider the perturbed Fisher-Burmeister function Φ .
We now show that, if the sequence { } k k i i k K w y ∈ is decreasing and converge to zero, and if
has positives values, is increasing and converge to zero. The following proposition expresses this result. 
dw dy dµ and 0 τ > close to zero such that
w y ∈ is decreasing and converge to zero.
Then, one has: a) For all i J ∈ , the variation verify 0.
is increasing and converge to zero.
Proof. a) Let i J
∈ be an index, and let { } k k i i k K w y ∈ be a sequence such that
τ > is closed to zero. One may have:
In the same way, since 
Solving a linear MPEC or a complementarity problem using the SLP algorithm
The SLP algorithm constitutes an excellent tool to solve MPEC or complementarity problems with linear constraints. In SLP algorithm, our linearization method takes into account that the variables are positive, contrarily to SQP algorithm in [20] . 
is non singular. We are now able to state and prove the convergence theorem for SLP algorithm. 
. . . 
From the duality theorem and the proposition 2.1, we conclude that, at the optimality of ( ( ,0) LP z ), there exists a feasible solution to the system of constraints ■ Contrary to the SQP algorithm of Fukushima and al. [20] , the constraints of non negativity of the variables are taken in account in our method.
Solving a complementarity problem
We now consider the general complementarity problem that consists in finding a feasible solution to the following system:
, 
where z is a slack variable. As stated in proposition 2.5 in Harker and Pang [21] , according to Cottle and al. [6] , problem (GCP) has a solution if an only if zero is the value of the quadratic program obtained by relaxing the program (QP). Unlike Cottle and al. [6] , we have suggested to keep the complementarity constraint 0 t y z = . If the optimal value of the program (QP) is zero, then, the corresponding solution is a solution of the complementarity problem (GCP). Let's assume that the problem (GCP) admits a feasible solution ( , , ) w x y z = and that the set of active constraints satisfies the linear independence qualification constraints on w . The result below is well known; it expresses necessary optimality conditions for the problem (QP). 
To solve the program (QP), as in [2, 4, 20, 22] , the equilibrium constraint 0 0 y z ≤ ⊥ ≥ is perturbed, as previously with an MPEC. One gets the following system of constraints:
where the components of : 
A descent direction related to problem (QP) is computed for each iteration of SLP algorithm by solving the following linear programming problem:
According to theorem 3.1, under assumption (H1), the proposition below shows that every program ( ( , ) k k LP w µ ) has a unique optimal solution. 
. . Then the system of constraints (4.3) and (4.8) are equivalent at optimality. Hence, a stationary point of (QP) is a solution of (GCP).
The approach of resolution of the problem (GCP) below may be used to compute of a rational solution of the bilevel problem, using its KKT formulation.
Computational experiments
We use data from [20] for numerical experimentations.
The problems
Using the SLP algorithm, we have solved MPEC problems with linear equilibrium constraints, and complementarity problems of type (5.1). For all problems solved, the matrix M is a P 0 -matrix. The problems that carried our computation experiments are the next one: Problem 1. This problem has one upper-level variable and one lower-level variable. The entries of different matrices are randomly generated (using MATLAB generator) for 30% of density and satisfy some technical constraints in order to ensure that the optimal solution is given by the zero vector. 
The computational experience in [20] considered only initial solution given by ii).
The results of computational experiences
The SLP algorithm and the SQP algorithm in [20] (FLP-SQP) have been coded in MATLAB and extensively tested on a PC Pentium 4 (processor 3.2 GHZ, 1.24 GB of RAM).
a.
Running the SLP algorithm
The computational results carrying on MPEC problems are summarized in The SLP algorithm proved to be especially efficient to solve the linear complementarity problem; the computational results carrying on these problems are summarized in table 5.2. We recall that the data for the problem of ( , , , ) 
Conclusion
Our numerical experiments show a relative efficiency of the SLP algorithm, compare to the SQP algorithm of Fukushima, Luo and Pang [20] that it would be necessary to remember, gives some results similar to the algorithm PIPA of Luo, Pang and Ralph [29] . Besides, the SLP algorithm proved to be an excellent tool to solve the generalized linear complementarity problems.
While combining a method of computing a feasible solution of a MPEC problem (that is a solution of a complementarity problem) introduced in this paper with a cutting plane procedure, we may have an algorithm to solve bilevel problems. However, one may find the way to deal with degenerated solutions. The SLP algorithm could then be adapted to solve the general case of the convex bilevel problems, but it would require analytic adjustments. While incorporating an efficient enumeration method carrying on equilibrium constraints, the algorithm SLP applied to the resolution of the problems of MPEC may be globally convergent. These may constitute subjects of future researches.
