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Abstract
A version of the so-called “convexification” numerical method for a coefficient inverse scattering
problem for the 3D Hemholtz equation is developed analytically and tested numerically. Backscatter-
ing data are used, which result from a single direction of the propagation of the incident plane wave
on an interval of frequencies. The method converges globally. The idea is to construct a weighted
Tikhonov-like functional. The key element of this functional is the presence of the so-called Carle-
man Weight Function (CWF). This is the function which is involved in the Carleman estimate for
the Laplace operator. This functional is strictly convex on any appropriate ball in a Hilbert space for
an appropriate choice of the parameters of the CWF. Thus, both the absence of local minima and
convergence of minimizers to the exact solution are guaranteed. Numerical tests demonstrate a good
performance of the resulting algorithm. Unlikeprevious the so-called tail functions globally conver-
gent method, we neither do not impose the smallness assumption of the interval of wavenumbers, nor
we do not iterate with respect to the so-called tail functions.
Keywords: coefficient inverse scattering problem, Carleman weight function, globally convergent
numerical method
2010 Mathematics Subject Classification: 35R30.
1 Introduction
In this work, we develop a version of the so-called “convexification” numerical method for a coefficient
inverse scattering problem (CISP) for the 3D Helmholtz equation with backscattering data resulting from
a single measurement event which is generated by a single direction of the propagation of the incident
plane wave on an interval of frequencies. We present both the theory and numerical results. Our method
converges globally. This is a generalization to the 3D case of our (with coauthors) previous 1D version
of the convexification [1]. Three main advantages of the convexification method over the previously
developed the so-called “tail functions” globally convergent method for a similar CISP [2, 3, 4, 5, 6, 7]
are: (1) To solve our problem, we construct a globally strictly convex cost functional with the Carleman
Weight Function (CWF) in it, (2) we do not impose in our convergence analysis the smallness assumption
on the interval of wavenumbers, and (3) we do not iterate with respect to the so-called “tail functions”.
It is well known that any CISP is both highly nonlinear and ill-posed. These two factors cause
substantial difficulties in numerical solutions of these problems. A globally convergent method (GCM)
for a CISP is such a numerical method, which has a rigorous guarantee of reaching a sufficiently small
neighborhood of the exact solution of that CISP without any advanced knowledge of this neighborhood.
In addition, the size of this neighborhood should depend only on approximation errors and the level of
noise in the data.
Over the years the first author with coauthors has proposed a variety of globally convergent methods
for CISPs with single measurement data, see, e.g. [2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 14, 15], and references
cited therein. These methods can be classified into two types. Methods of the first type, which we call
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the tail functions methods, are certain iterative processes. On each iterative step one solves the Dirichlet
boundary value problem for a linear elliptic Partial Differential Equation (PDE). This PDE depends
on the iteration number. The solution of that problem enables one to update the unknown coefficient.
Using this update, one updates the so-called tail function, which is a complement of a certain truncated
integral, where the integration is carried out with respect to the wavenumber. The stopping criterion
for the iterative process is developed computationally. The tail function method was successfully tested
on experimental backscattering data The tail function method was successfully tested on experimental
backscattering data [4, 5, 6, 7, 14].
Globally convergent numerical methods of the second type are called the convexification methods.
They are based on the minimization of the weighted Tikhonov-like functional with the CWF in it. The
CWF is the function which is involved in the Carleman estimate for the corresponding PDE operator.
The CWF can be chosen in such a way that the above functional becomes strictly convex on a ball of
an arbitrary radius in a certain Hilbert space (see some details in this section below). Note that the
majority of known numerical methods of solutions of nonlinear ill-posed problems minimize conventional
least squares cost functionals [16, 17, 18], which are usually non convex and have multiple local minima
and ravines, see, e.g. [19] for a good numerical example of multiple local minima. Hence, a gradient-like
method for such a functional converges to the exact solution only if the starting point of iterations is
located in a sufficiently small neighborhood of this solution. Some other effective approache to numerical
methods for nonlinear ill-posed problems can be found in [20, 21].
Various versions of the convexification methods have been proposed since the first work [9], see
[10, 11, 12]. However, these versions have some theoretical gaps, which have limited their numerical
studies so far. In the recent works [8, 13, 22] the attention to the convexification method was revived.
Theoretical gaps were eliminated in [23] and thorough numerical studies for one dimensional problems
were performed [1, 15]. Besides, in [24] the convexification method was developed for ill-posed problems
for quasilinear PDEs and corresponding numerical studies for the 1D case were conducted in [22, 23].
The idea of any version of the convexification has direct roots in the method of [25], which is based on
Carleman estimates. The method of [25] was originally designed only for proofs of uniqueness theorems
for CIPs, also see, e.g. the book [12] and the recent survey [26]. Recently an interesting version of the
convexification was published in [27] for a CISP for the hyperbolic equation utt = ∆u+ a (x)u with the
unknown coefficient a (x) in the case when one of initial conditions does not non-vanish. The method of
[27] is also based on the idea of [25] and has some roots in [8, 13].
By the convexification, one constructs a weighted Tikhonov-like functional Jλ on a closed ball B (R)
of an arbitrary radius R > 0 and with the center at {0} in an appropriate Hilbert space. Here λ > 0 is a
parameter. The key theorem claims that one can choose a number λ (R) > 0 such that for all λ ≥ λ (R)
the functional Jλ is strictly convex on B (R). Furthermore, the existence of the unique minimizer of Jλ on
B (R) as well as convergence of minimizers to the exact solution when the level of noise in the data tends
to zero are proven. In addition, it is proven that the gradient projection method reaches a sufficiently
small neighborhood of the exact coefficient when starting from an arbitrary point of B (R). Since R > 0
is an arbitrary number, then this is a globally convergent numerical method.
Due to a broad variety of applications, Inverse Scattering Problems (ISPs) are quite popular in the
community of experts in inverse problems. There are plenty of works dedicated to this topic. Since this
paper is not a survey, we refer to only few of them, e.g. [17, 18, 20, 21, 28, 29, 30, 31, 32, 33, 34, 35, 36,
37, 38, 39, 40, 41, 42, 43] and references cited thereein. We note that the authors of [33] have considered a
modified tail functions method. As stated above, we are interested in a CISP for the Helmholtz equation
with the data generated by a single measurement event. As to the CISPs with multiple measurements,
we refer to a global reconstruction procedure, which was developed and numerically implemented in [37],
also see [38, 39] for further developments and numerical studies. Actually, this is an effective extension
of the classical 1D Gelfand-Krein-Levitan method on the 2D case.
In section 2 we formulate our forward and inverse problems. In section 3 we construct the weighted
Tikhonov-like functional with the CWF in it. In section 4 we formulate our theorems. We prove them
in section 5. In section 6 we present numerical results.
2
2 Problem Statement
2.1 The Helmholtz equation
Just as in the majority of the above cited previous works of the first author with coauthors about GCM, we
focus in this paper applications to the detection and identification of targets, which mimic antipersonnel
land mines (especially plastic mines, i.e. dielectrics) and improvised explosive devices (IEDs) using
measurements of a single component of the electric wave field. In this case the medium is assumed to be
non magnetic, non absorbing, and the dielectric constant in it should be represented by a function, which
is mostly a constant with some small sharp inclusions inside (however, we do not assume in our theory
such a structure of the dielectric constant). These inclusions model antipersonnel land mines and IEDs.
Suppose that the incident electric field has only one non zero component. It was established numerically
in [44] that the propagation of that component through such a medium is well governed by the Helmholtz
equation rather than by the full Maxwell’s system. Besides, in all above cited works of the first author
with coauthors about experimental data those targets were accurately imaged by the above mentioned
tail functions GCM using experimentally measured single component of the electric field and modeling
the propagation of that component by the Helmholtz equation. In addition, we are unaware about a
GCM for a CISP with single measurement data for the Maxwell’s system. Thus, we use the Helmholtz
equation below.
The need of the detection and identification of, e.g. land mines, might, in particular, occur on a
battlefield. Due to the security considerations, the amount of collected data should be small in this case,
and these should be the backcattering data. Thus, we use only a single direction of the propagation of
the incident plane wave of the electric field and assume measurements of only the backscattering part of
the corresponding component of that field.
2.2 Forward and inverse problems
Let x = (x, y, z) ∈ R3. Let b, d, ξ > 0 be three numbers. It is convenient for our numerical studies (section
6) to define from the beginning the domain of interest Ω and the backscattering part Γ of its boundary
as
Ω = {(x, y, z) : |x| , |y| < b, z ∈ (−ξ, d)} , Γ = {(x, y, z) : |x| , |y| < b, z = −ξ} . (2.1)
Let the function c(x) be the spatially distributed dielectric constant and k be the wavenumber. We
consider the following forward problem for the Helmholtz equation:
∆u+ k2 c(x)u = 0, x ∈ R3, (2.2)
u (x, k) = us (x, k) + ui (x, k) , (2.3)
where u(x, k) is the total wave, us(x, k) is the scattered wave, and ui(x, k) is the incident plane wave
propagating along the positive direction of the z−axis,
ui(x, k) = e
ikz. (2.4)
The scattered wave us(x, k) satisfies the Sommerfeld radiation condition:
lim
r→∞ r
(
∂us
∂r
− ikus
)
= 0, r = |x| . (2.5)
Also, the function c(x) satisfies the following conditions:
c(x) = 1 + β (x) , β (x) ≥ 0, x ∈ R3, andc(x) = 1, x /∈ Ω. (2.6)
The assumption of (2.6) c(x) = 1 in R3\Ω means that we have vacuum outside of the domain Ω. Finally, we
assume that c(x) ∈ C15(R3). This smoothness condition was imposed to derive the asymptotic behavior of
the solution of the Helmholtz equation (2.2) at k →∞ [45]. We also note that extra smoothness conditions
are usually not of a significant concern when a CIP is considered, see, e.g. theorem 4.1 in [46]. In
particular, this smoothness condition implies that the function u (x, k) ∈ C16+γ (G) ,∀γ ∈ (0, 1) ,∀k > 0,
where C16+γ
(
G
)
is the Ho¨lder space and G ⊂ R3 is an arbitrary bounded domain [47]. Also, it follows
from lemma 3.3 of [4] that the derivative ∂ku (x, k) exists for all x ∈ R3, k > 0 and satisfies the same
smoothness condition as the function u (x, k) .
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Coefficient Inverse Scattering Problem (CISP). Let the domain Ω and the backscattering part
Γ ⊂ ∂Ω of its boundary be as in (2.1). Let the wavenumber k ∈ [k, k], where [k, k]⊂ (0,∞) is an interval
of wavenumbers. Determine the function c(x), x ∈ Ω, assuming that the following function g(x, k) is
given:
u(x, k) = g0(x, k), x ∈ Γ, k ∈ [k, k]. (2.7)
In addition to the data (2.7) we can obtain the boundary conditions for the derivative of the function
u(x, k) in the z−direction using the data propagation procedure (section 6.2),
uz(x, k) = g1(x, k), x ∈ Γ, k ∈ [k, k]. (2.8)
In addition, we complement Dirichlet (2.7) and Neumann (2.8) boundary conditions on Γ with the
heuristic Dirichlet boundary condition at the rest of the boundary ∂Ω as:
u(x, k) = eikz,x ∈ ∂ΩΓ, k ∈ [k, k]. (2.9)
This boundary condition coincides with the one for the uniform medium with c (x) ≡ 1. To justify (2.9),
we recall that, using the tail functions method, it was demonstrated in sections 7.6 and 7.7 of [4] that
(2.9) does not affect much the reconstruction accuracy as compared with the correct Dirichlet boundary
condition. Besides, (2.9) has always been used in works [4, 5, 6, 7] with experimental data, where accurate
results were obtained by the tail functions GCM.
The uniqueness of the solution of this CISP is an open and long standing problem. In fact, uniqueness
of a similar coefficient inverse problem can be currently proven only in the case if the right hand side of
equation (2.2) is a function which is not vanishing in Ω. This can be done by the method of [25, 12, 26].
Hence, we assume below the uniqueness of our CISP.
2.3 Travel time
The Riemannian metric generated by the function c(x) is:
dτ(x) =
√
c(x)|dx|, |dx| =
√
(dx)2 + (dy)2 + (dz)2.
Fix the number a > 0. Consider the plane Pa = {(x, y,−a) : x, y ∈ R}. We assume that Ω ⊂ {z > −a}
and impose everywhere below the following condition on the function c(x):
Regularity Assumption. For any point x ∈ R3 there exists a unique geodesic line Γ(x, a), with
respect to the metric dτ , connecting x with the plane Pa and perpendicular to Pa.
A sufficient condition of the regularity of geodesic lines is [48]:
3∑
i,j=1
∂2c (x)
∂xi∂xj
ξiξj ≥ 0,∀x ∈ Ω,∀ξ ∈ R3.
We introduce the travel time τ(x) from the plane Pa to the point x as [45]
τ(x) =
∫
Γ(x,a)
√
c (ξ)dσ.
3 The Weighted Tikhonov Functionals
3.1 The asymptotic behavior
It was proven in [45] that the following asymptotic behavior of the function u(x, k) is valid:
u(x, k) = A(x)eikτ(x) [1 + s (x, k)] , x ∈ Ω, k →∞, (3.1)
where the function s (x, k) is such that
s (x,k) = O
(
1
k
)
, ∂ks (x,k) = O
(
1
k
)
, x ∈ Ω, k →∞. (3.2)
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Here the function A(x) > 0 and τ(x) is the length of the geodesic line in the Riemannian metric generated
by the function c(x). Denote
w(x, k) =
u(x, k)
ui(x, k)
. (3.3)
Using (3.1), (3.2) and (3.3), we obtain for x ∈ Ω, k →∞ that
w(x, k) = A(x)eik(τ(x)−z) [1 + s (x, k)] . (3.4)
Using (3.1) and (3.4), we uniquely define the function logw(x, k) for x ∈ Ω, k ∈ [k, k] for sufficiently
large values of k as
logw(x, k) = lnA(x) + ik(τ(x)− z) +
∞∑
n=1
(−1)n−1
n
(s(x, k))
n
. (3.5)
Obviously for so defined function logw(x, k) we have that exp [logw(x, k)] equals to the right hand side
of (3.4). Thus, we assume below that the number k is sufficiently large.
3.2 The integro-differential equation
It follows from (2.2), (2.4), (2.6) and (3.3) that the function w (x, k) satisfies the following equation in
the domain Ω
∆w + k2βw + 2ikwz = 0. (3.6)
For x ∈ Ω, k ∈ [k, k] we define the function v(x, k),
v(x, k) =
logw(x, k)
k2
. (3.7)
Then
∆v + k2 (∇v)2 + 2ikvz + β(x) = 0. (3.8)
Let q(x, k) be the derivative of the function v with respect to k,
q(x, k) = ∂kv(x, k). (3.9)
Then
v(x, k) = −
∫ k
k
q (x, κ) dκ+ V (x). (3.10)
We call V (x) the tail function:
V (x) = v
(
x, k
)
. (3.11)
To eliminate the function β(x) from equation (3.8), we differentiate (3.8) with respect to k,
∆q + 2k∇v · (k∇q +∇v) + 2i (kqz + vz) = 0. (3.12)
Substituting (3.10) into (3.12) leads to the following integro-differential equationeq:
L(q) = ∆q + 2k
(
∇V −
∫ k
k
∇q(x, κ)dκ
)
·
(
k∇q +∇V −
∫ k
k
∇q (x, κ) dκ
)
+2i
(
kqz + Vz −
∫ k
k
qz (x, κ) dκ
)
= 0.
(3.13)
Finally, we complement this equation with the overdetermined boundary conditions:
q(x, k) = φ0(x, k), qz(x, k) = φ1(x, k), x ∈ Γ, k ∈ [k, k],
q(x, k) = 0, x ∈ ∂Ω \ Γ, k ∈ [k, k], (3.14)
where the functions φ0 and φ1 are calculated from the functions g0 and g1 in (2.7), (2.8). The third
boundary condition (3.14) follows from (2.4), (2.9), (3.3), (3.7) and (3.9).
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Note that in (3.13) both functions q(x, k) and V (x) are unknown. Hence, we approximate the function
V (x) first. Next, we solve the problem (3.13 ), (3.14) for the function q(x, k).
Remark 3.1. Suppose that certain approximations for the functions q(x, k) and V (x) are found.
Then an approximation for the unknown coefficient c (x) can be found via backwards calculations: first,
approximate the function v (x, k) via (3.10) and then approximate the function β (x) using equation (3.8)
for a certain value of k ∈ [k, k]. In our computations we use k = k for that value of k. Next, one should
use (2.6). Therefore, we focus below on approximating functions q(x, k) and V (x).
3.3 Approximation of the tail function
The method of this paper to approximate the tail function is different from the method explored before
in [1]. Also, unlike the tail functions method, we do not update tails here.
It follows from (3.5) and (3.11) that there exists a function p(x) such that
v (x, k) =
p (x)
k
+O
(
1
k2
)
, q (x, k) = −p (x)
k2
+O
(
1
k3
)
, k →∞, x ∈ Ω. (3.15)
Since the number k is sufficiently large, we drop terms O
(
1/k
2
)
and O
(
1/k
3
)
in (3.15). Next, we
approximately set
v (x, k) =
p (x)
k
, q (x, k) = −p (x)
k2
, k ≥ k, x ∈ Ω. (3.16)
Substituting (3.16) in (3.13) and letting k = k, we obtain
∆V (x) = 0, x ∈ Ω. (3.17)
This equation is supplemented by the following boundary conditions:
V (x) = ψ0(x), Vz(x) = ψ1(x), x ∈ Γ, V (x) = 0, x ∈ ∂Ω \ Γ, (3.18)
where functions ψ0 and ψ1 can be computed using (2.7) and (2.8). Boundary conditions (3.18) are over-
determined ones. Due to the approximate nature of (3.16), we have observed that the obvious approach
of finding the function V (x) by dropping the second boundary condition (3.18) and solving the resulting
Dirichlet boundary value problem for Laplace equation (3.17) with the resulting boundary data (3.18)
does not provide satisfactory results. The same observation was made in [1] for the 1D case. Thus, we
use a different approach to approximate the function V (x).
Let the number s > 0 be such that s > ξ. Let λ, ν > 0 be two parameters which we will choose later.
We introduce the CWF as
ϕλ (z) = exp
[
2λ (z + s)
−ν
]
, (3.19)
see Theorem 4.1 in section 4.1. Below we fix a number ν and allow λ to change. We find an approximate
solution of the problem (3.17), (3.18) by minimizing the following cost functional with the CWF in it:
Iµ,α (V ) = exp
(
−2µ (s+ d)−ν
)∫
Ω
|∆V |2 ϕµ (z) dx + α‖V ‖2H3(Ω). (3.20)
We minimize the functional Iν,α (V ) on the set S,
V ∈ S = {V ∈ H2(Ω) : V (x) = ψ0 (x) , Vz(x) = ψ1 (x) ,x ∈ Γ, V (x) = 0, x ∈ ∂Ω \ Γ}. (3.21)
In (3.20), α > 0 is the regularization parameter. The multiplier exp
(
−2µ (s+ d)−ν
)
is introduced to
balance two terms in the right hand side of (3.20).
Remark 3.2. Since the Laplace operator is linear, one can also find an approximate solution of
problem (3.17), (3.18) by the regular quasi-reversibility method via setting in (3.20) µ = 0 [49]. However,
we have noticed that a better computational accuracy is provided in the presence of the CWF. This
observation coincides with the one of [23] where it was noticed numerically that the presence of the CWF
in an analog of the functional (3.20) for the 1D heat equation provides a better solution accuracy for the
quasi-reversibility method.
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We now follow the classical Tikhonov regularization concept [50]. By this concept, we should as-
sume that there exists an exact solution V∗ (x) of the problem (3.20), (3.21) with the noiseless data
ψ0∗(x), ψ1∗(x). Below the subscript “∗” is related only to the exact solution. In fact, however, the data
ψ0(x), ψ1(x) contain noise. Let δ ∈ (0, 1) be the level of noise in the data ψ0(x), ψ1(x). Again, following
the same concept, we should assume that the number δ ∈ (0, 1) is sufficiently small. Assume that there
exist functions Q (x) , Q∗ (x) ∈ H2 (Ω) such that (see (3.21))
Q (x) = ψ0(x), ∂zQ(x) = ψ1(x), x ∈ Γ; Q(x) = 0, x ∈ ∂Ω \ Γ, (3.22)
Q∗ (x) = ψ0∗(x), ∂zQ∗(x) = ψ1∗(x), x ∈ Γ; Q∗(x) = 0, x ∈ ∂Ω \ Γ, (3.23)
‖Q−Q∗‖H3(Ω) < δ. (3.24)
Introduce the number tν ,
tν = (s− ξ)−ν − (s+ d)−ν > 0. (3.25)
Let
W (x) = V (x)−Q (x) . (3.26)
Then by (3.20) and (3.21) the functional Iµ,α becomes
I˜µ,α (W ) = exp
(
−2µ (s+ d)−ν
)∫
Ω
|∆W + ∆Q|2 ϕµ (z) dx + α‖W +Q‖2H3(Ω), W ∈ H30 (Ω) . (3.27)
Theorem 4.2 of section 4 claims that for each α > 0 there exists unique minimizer Wµ,ν,α ∈ H3 (Ω) of the
functional (3.20), which is called the “regularized solution”. Using (3.26), denote Vµ,ν,α = Wµ,ν,α + Q.
It is stated in Theorem 4.2 that one can choose a sufficiently large number ν0 = ν0 (Ω, s) depending only
on Ω and s such that for any fixed value of the parameter ν ≥ ν0 the choices
α = α (δ) = δ, µ = ln
(
δ−1/(2tν)
)
(3.28)
regularized solutions converge to the exact solution as δ → 0. More precisely, there exists a constant
C = C (Ω) > 0 such that∥∥Vµ(δ),ν,α(δ) − V∗∥∥H2(Ω) ≤ C (1 + ‖V∗‖H3(Ω))√δ√ln (δ−1/(2tν)). (3.29)
Here and below C = C (Ω) > 0 denotes different positive constants depending only on the domain Ω.
3.4 Associated spaces
Below, for any complex number z ∈ C we denote z its complex conjugate. It is convenient for us
to consider any complex valued function U = ReU + i ImU = U1 + iU2 as the 2D vector function
U = (U1, U2) . Thus, below any Banach space we use for a complex valued function is actually the space
of such 2D real valued vector functions. Norms in these spaces of 2D vector functions are defined in the
standard way, so as scalar products, in the case of Hilbert spaces. For brevity we do not differentiate
below between complex valued functions and corresponding 2D vector functions. However, it is always
clear from the context what is what.
We define the Hilbert space Hm of complex valued functions f (x, k) as
Hm =
f (x, k) : ‖f‖Hm =
[∫ k
k
‖f (x, k)‖2Hm(Ω) dk
]1/2
<∞
 , m = 1, 2, 3. (3.30)
Denote [, ] the scalar product in the space H3. The subspace H
0
m of the space Hm is defined as
H0m =
{
f ∈ Hm : f (x, k) |∂Ω= 0, fz (x, k) |Γ= 0,∀k ∈
[
k, k
]}
.
Also, in the case of functions independent on k,
Hm0 (Ω) = {f (x) ∈ Hm (Ω) : f (x) |∂Ω= 0, fz (x) |Γ= 0} .
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Similarly we define for r = 0, 1, 2
Cr =
{
f (x, k) : ‖f‖Cr = max
k∈[k,k]
‖f (x, k)‖Cr(Ω)
}
,
where C0
(
Ω
)
= C
(
Ω
)
. Embedding theorem implies that:
H3+r ⊂ C1+r, ‖f‖C1+r ≤ C ‖f‖H3+r , ∀f ∈ H3+r, r = 0, 1, (3.31)∥∥∥f˜∥∥∥
C1(Ω)
≤ C
∥∥∥f˜∥∥∥
H3(Ω)
, ∀f˜ ∈ H3 (Ω) . (3.32)
3.5 The weighted Tikhonov-like functional
Suppose that there exists a function F (x, k) ∈ H4 such that (see (3.14)):
F (x, k) |Γ= φ0 (x, k) , Fz (x, k) |Γ= φ1 (x, k) , F (x, k) |∂ΩΓ= 0. (3.33)
Also, assume that there exists an exact solution c∗ (x) of our CISP satisfying the above conditions
imposed on the coefficient c (x) and generating the noiseless boundary data φ0∗ and φ1∗ in (3.14). Let
the function F∗ (x, k) ∈ H3 satisfies boundary conditions (3.33) in which functions φ0 and φ1 are replaced
with functions φ0∗ and φ1∗ respectively. We assume that
‖F − F∗‖H4 < δ. (3.34)
Let q∗ ∈ H3 be the function q generated by the exact coefficient c∗ (x) . Introduce functions p, p∗ ∈ H03
as
p (x, k) = q (x, k)− F (x, k) , p∗ (x, k) = q∗ (x, k)− F∗ (x, k) . (3.35)
It follows from the discussion in section 2.2 about the smoothness as well as from (3.7), (3.9) and (3.35)
that the functions p, p∗ ∈ H03 . Let R > 0 be an arbitrary number. Consider the ball B (R) ⊂ H03 of the
radius R,
B (R) =
{
f ∈ H03 : ‖f‖H3 < R
}
. (3.36)
Based on the integro-differential equation (3.13), boundary conditions (3.14) for it, (3.33) and (3.35),
we construct our weighted Tikhonov-like functional with the CWF (3.19) in it as
Jλ,ρ (p) = exp
(
−2λ (s+ d)−ν
)∫ k
k
∫
Ω
|L (p+ F ) (x, κ)|2 ϕ2λ (z) dxdκ+ ρ ‖p‖2H3 , (3.37)
where ρ > 0 is the regularization parameter. Similarly with (3.20), the multiplier exp
(
−2λ (s+ d)−ν
)
is introduced to balance two terms in the right hand side of (3.37). The minimizer Vµ(δ),ν,α(δ) of the
functional (3.20) is chosen in Jλ,ρ (p) as the tail function. We consider the following minimization problem:
Minimization Problem. Minimize the functional Jλ,ρ(q) on the set B (R).
4 Theorems
In this section we formulate theorems about numerical procedures considered in section 3. We start from
the Carleman estimate with the CWF (3.19).
Theorem 4.1 (Carleman estimate) Let Ω ⊂ R3 be the above domain (2.1). Temporary denote x =
(x, y, z) = (x1, x2, x3). There exist numbers C = C (Ω) > 0, ν0 = ν0 (Ω, s, d) ≥ 1 and λ0 = λ0 (Ω, s, d) ≥ 1
depending only on listed parameters such that for any real valued function u ∈ H20 (Ω) the following
Carleman estimate holds with the CWF ϕλ (z) in (3.19 for and fixed number ν ≥ ν0 and for all λ ≥ λ0∫
Ω
(∆u)
2
ϕλ (z) dx ≥ C
λ
3∑
i,j=1
∫
Ω
(
uxixj
)2
ϕλ (z) dx + Cλ
∫
Ω
(∇u)2 ϕλ (z) dx + Cλ3
∫
Ω
u2ϕλ (z) dx (4.1)
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Remark 4.1. A close analog of Theorem 4.1 is formulated as lemma 4.1 of [15] and is proven in the
proof of lemma 6.5.1 of [3]. Hence, we omit the proof of Theorem 4.1.
The next theorem is about the problem (3.20), (3.21).
Theorem 4.2 Assume that there exists a function Q ∈ H3 (Ω) satisfying conditions (3.22), (3.24). Then
for each set of parameters µ, ν, α > 0 there exists unique minimizer Wµ,α,ν ∈ H3 (Ω) of the functional
(3.27). Let Vµ,ν,α = Wµ,ν,α + Q (see (3.26)). Suppose that there exists an exact solution V∗ ∈ H3 (Ω)
of the problem (3.17), (3.18) with the noiseless boundary data ψ0∗(x), ψ1∗(x). Also, assume that there
exists a function Q∗ ∈ H3 (Ω)satisfying conditions (3.23) and such that
‖Q∗‖H3(Ω) ≤ C ‖V∗‖H3(Ω) . (4.2)
Let inequality (3.24) hold, where δ ∈ (0, 1) is the level of noise in the data. Let ν0 (Ω, s) and λ0 (Ω, s)
becnumbers of Theorem 4.1. Fix a number ν ≥ ν0 (Ω, s) and let the parameter ν be independent on δ.
Choose a number δ0 ∈
(
0, e−2λ0tν
)
, where λ0 is defined in Theorem 4.1 and the number tν is defined in
(3.25). For any δ ∈ (0, δ0) let the choice (3.28) holds. Then the convergence estimate (3.29) of functions
Vµ(δ),ν,α(δ) to the exact solution V∗ holds for δ → 0. In addition, the function Vµ(δ),ν,α(δ) ∈ C1
(
Ω
)
and
C
∥∥Vµ(δ),ν,α(δ)∥∥C1(Ω) ≤ ∥∥Vµ(δ),ν,α(δ)∥∥H3(Ω) ≤ C (1 + ‖V∗‖H3(Ω)) . (4.3)
Theorem 4.3 is the central analytical result of this paper.
Theorem 4.3 (Global strict convexity) Assume that conditions of Theorem 4.2 hold. Set in (3.13)
V = Vµ(δ),ν,α(δ), where the function Vµ(δ),ν,α(δ)is the one of Theorem 4.2. The functional Jλ,ρ (p) has the
Fre´chet derivative J ′λ,ρ (p) ∈ H3 at any point p ∈ H03 .Assume that there exists a function F, F∗ (x, k) ∈ H4
satisfying conditions (3.33), (3.34), where δ ∈ (0, 1) . Let λ0 = λ0 (Ω) be the number defined in Theorem
4.1. Then there exists a number λ1 = λ1
(
Ω, R, ‖F∗‖H4 , ‖V∗‖H3(Ω) , k, k
)
≥ λ0 (Ω) and a number C1 =
C1
(
Ω, R, ‖F∗‖H4 , ‖V∗‖H3(Ω) , k, k
)
> 0, both depending only on listed parameters, such that for any
λ ≥ λ1 the functional Jλ,ρ (p) is strictly convex on B (R). In other words, the following estimates are
valid for all p1, p2 ∈ B (R) :
Jλ,ρ (p2)− Jλ,ρ (p1)− J ′λ,ρ (p1) (p2 − p1) ≥
C1
λ
‖p2 − p1‖2H2 + ρ ‖p2 − p1‖
2
H3
, (4.4)
Jλ,ρ (p2)− Jλ,ρ (p1)− J ′λ,ρ (p1) (p2 − p1) ≥ C1 ‖p2 − p1‖2H1 + ρ ‖p2 − p1‖
2
H3
. (4.5)
Remark 4.2. The first term in the right hand side of (4.5) does not decay with the increase of λ, unlike
(4.4). Hence, the “convexity property” of the functional Jλ,ρ is sort of better in terms of the H1−norm
in (4.5) rather than in terms of the H2−norm in (4.4). On the other hand, the norm of that term is
weaker than the one in (4.4). Also, to establish convergence of reconstructed coefficients cn (x) , we need
the H2−norm: see (4.12) and Remark 3.1.
Theorem 4.4 Suppose that the conditions of Theorems 4.2 and 4.3 regarding the tail function V =
Vµ(δ),ν,α(δ) and the function F hold. The Fre´chet derivative J
′
λ,ρ of the functional Jλ,ρ satisfies the
Lipschitz continuity condition in any ball B (R′) as in (3.36) with any R′ > 0. In other words, the following
inequality holds with the constant M = M
(
Ω, R′, ‖F∗‖H4 , ‖V∗‖H3(Ω) , λ, ν, ρ, k, k
)
> 0 depending only on
listed parameters: ∥∥J ′λ,ρ (p1)− J ′λ,ρ (p2)∥∥H3 ≤M ‖p1 − p2‖H3 , ∀p1, p2 ∈ B (R′) .
Let PB : H
0
3 → B (R) be the projection operator of the Hilbert space H03 on B (R). Let p0 ∈ B (R)
be an arbitrary point of the ball B (R). Consider the following sequence:
pn = PB
(
pn−1 − ωJ ′λ,ρ (pn−1)
)
, n = 1, 2, ..., (4.6)
where ω ∈ (0, 1) is a certain number.
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Theorem 4.5 Assume that conditions of Theorems 4.2 and 4.3 hold. Let λ ≥ λ1, where λ1 is the number
of Theorem 4.3. Then there exists unique minimizer pmin,λ ∈ B (R) of the functional Jλ,ρ (p) on the set
B (R) and
J ′λ,ρ (pmin,λ) (y − pmin,λ) ≥ 0, ∀y ∈ H03 . (4.7)
Also, there exists a sufficiently small number ω0 = ω0
(
Ω, R, ‖F‖H4 , ‖V∗‖H3(Ω) , k, k, λ, δ
)
∈ (0, 1) de-
pending only on listed parameters such that for any ω ∈ (0, ω0) the sequence (4.6) converges to the
minimizer pmin,λ ∈ B (R) of the functional Jλ,ρ (p) on the set B (R),
‖pmin,λ − pn‖H3 ≤ rn ‖pmin,λ − p0‖H3 , n = 1, 2, .., (4.8)
where the number r = r
(
ω,Ω, R, ‖F‖H4 , ‖V∗‖H3(Ω) , k, k, λ, δ
)
∈ (0, 1) depends only on listed parameters.
By (4.8) we estimate the convergence rate of the sequence (4.6) to the minimizer. The next question
is about the convergence of this sequence to the exact solution p∗ assuming that it exists.
Theorem 4.6 Assume that conditions of Theorems 4.2 and 4.3 hold. Let λ1 be the number of Theorem
4.3. Choose a number δ1 ∈
(
0, e−2λ1tν
)
. For δ ∈ (0, δ1) , set ρ = ρ (δ) =
√
δ, λ = λ (δ) = ln
(
δ−1/(2tν)
)
.
Furthermore, assume that the exact solution p∗ exists and p∗ ∈ B (R). Then there exists a number
C2 = C2
(
Ω, R, ‖F‖H4 , ‖V∗‖H3(Ω) , k, k
)
> 0 depending only on listed parameters such that
∥∥p∗ − pmin,λ(δ)∥∥H2 ≤ C2δ1/4 [ln(δ−1/(2tν))]3/4 , (4.9)∥∥c∗ − cmin,λ(δ)∥∥L2(Ω) ≤ C2δ1/4 [ln(δ−1/(2tν))]3/4 , (4.10)
where the function cmin,λ(δ) (x) is reconstructed from the function pmin,λ(δ) using (3.35) and Remark 3.1.
In addition, the following convergence estimates hold
‖p∗ − pn‖H2 ≤ C2δ1/4
[
ln
(
δ−1/(2tν)
)]3/4
+ rn
∥∥pmin,λ(δ) − p0∥∥H3 , n = 1, 2, ..., (4.11)
‖c∗ − cn‖L2(Ω) ≤ C2δ1/4
[
ln
(
δ−1/(2tν)
)]3/4
+ C2r
n
∥∥pmin,λ(δ) − p0∥∥H3 , n = 1, 2, ..., (4.12)
where r is the number in (4.8) and the function cn (x) is reconstructed from the function pn (x, k) using
(3.35) and Remark 3.1.
Remark 4.1. Since R > 0 is an arbitrary number and p0 is an arbitrary point of the ball B (R), then
Theorems 4.5 and 4.6 ensure the global convergence of the gradient projection method for our case, see
the second paragraph of section 1. We note that if a functional is non convex, then the convergence of
a gradient-like method of its minimization might be guaranteed only if the starting point of iterations is
located in a sufficiently small neighborhood of its minimizer.
5 Proofs
In this section we prove theorems formulated in section 4, except of Theorem 4.1 (see Remark 4.1).
5.1 Proof of Theorem 4.2
By (3.26) and (3.27) the vector function Wmin = (W1,min,W2,min) ∈ H30 (Ω) is a minimizer of the func-
tional I˜µ,α (W ) if and only if
exp
(
−2µ (s+ d)−ν
)∫
Ω
(∆W1,min∆h1 + ∆W2,min∆h2)ϕµ (z) dx + α ((Wmin, h)) =
− exp
(
−2µ (s+ d)−ν
)∫
Ω
(∆Q1∆h1 + ∆Q2∆h2)ϕµ (z) dx− α ((Q, h)) , ∀h = (h1, h2) ∈ H30 (Ω) ,
(5.1)
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where ((, )) is the scalar product in H3 (Ω) . For any vector function P = (P1, P2) ∈ H30 (Ω) consider the
expression in the left hand side of (5.1) in which the vector (W1,min,W2,min) is replaced with (P1, P2) .
Then this expression defines a new scalar product {P, h} in H3 (Ω) , and the corresponding norm√{P, P}
is equivalent to the norm in H3 (Ω) . Next,∣∣∣∣− exp(−2µ (s+ d)−ν)∫
Ω
(∆Q1∆h1 + ∆Q2∆h2)ϕµ (z) dx− α ((Q, h))
∣∣∣∣ ≤ D ‖Q‖H3(Ω) ‖h‖H3(Ω)
≤ D1
√
{Q,Q}
√
{h, h}, ∀h = (h1, h2) ∈ H30 (Ω)
with certain constants D,D1 independent on Q and h but dependent on parameters µ, ν. Hence, Riesz
theorem implies that there exists unique vector function Q̂ = Q̂ (Q) ∈ H30 (Ω) such that
− exp
(
−2µ (s+ d)−ν
)∫
Ω
(∆Q1∆h1 + ∆Q2∆h2)ϕµ (z) dx−α ((Q, h)) =
{
Q̂, h
}
, ∀h = (h1, h2) ∈ H30 (Ω) .
Hence, by (5.1) {Wmin, h} =
{
Q̂, h
}
,∀h ∈ H30 (Ω) . Hence, Wmin = Q̂. Thus, existence and uniqueness of
the minimizer of the functional I˜µ,α (W ) are established, and the same for Iµ,α (V ).
We now prove convergence estimate (3.29). Let W∗ = V∗ − Q∗ ∈ H30 (Ω) . Denote W˜ = Wmin −W∗,
Q˜ = Q−Q∗. Since
exp
(
−2µ (s+ d)−ν
)∫
Ω
(∆W∗,1∆h1 + ∆W∗,2∆h2)ϕµ (z) dx + α [W∗, h] (5.2)
= − exp
(
−2µ (s+ d)−ν
)∫
Ω
(∆Q∗1∆h1 + ∆Q
∗
2∆h2)ϕµ (z) dx+α [W∗, h] , ∀h ∈ H30 (Ω) ,
then subtracting (5.2) from (5.1) and setting h = W˜ , we obtain
exp
(
−2µ (s+ d)−ν
)∫
Ω
(
∆W˜
)2
ϕµ (z) dx+α
∥∥∥W˜∥∥∥2
H3(Ω)
= − exp
(
−2µ (s+ d)−ν
)∫
Ω
(
∆Q˜1∆W˜1 + ∆Q˜2∆W˜2
)
ϕµ (z) dx−α
((
W∗ +Q, W˜
))
.
Using the Cauchy-Schwarz inequality, taking into account (3.24) and recalling that α = δ, we obtain
exp
(
−2µ (s+ d)−ν
)∫
Ω
(
∆W˜
)2
ϕµ (z) dx + δ
∥∥∥W˜∥∥∥2
H3(Ω)
≤ Cδ
(
1 + ‖V∗‖2H3(Ω)
)
+ C exp (2µtν) δ
2.
(5.3)
Since µ = ln
(
δ−1/(2tν)
)
and δ ∈ (0, 1) , then exp (2µtν) δ2 = δ and
Cδ
(
1 + ‖V∗‖2H3(Ω)
)
+ C exp (2µtν) δ
2 ≤ Cδ
(
1 + ‖V∗‖2H3(Ω)
)
,
then (5.3) implies that ∥∥∥W˜∥∥∥
H3(Ω)
≤ C
(
1 + ‖V∗‖H3(Ω)
)
, (5.4)
exp
(
−2µ (s+ d)−ν
)∫
Ω
(
∆W˜
)2
ϕµ (z) dx ≤Cδ
(
1 + ‖V∗‖2H3(Ω)
)
. (5.5)
Since
exp
(
−2µ (s+ d)−ν
)
ϕµ (z) ≥ exp
(
−2µ (s+ d)−ν
)
exp
(
2µ (s+ d)
−ν
)
= 1,
then Theorem 4.1 implies that
exp
(
−2µ (s+ d)−ν
)∫
Ω
(
∆W˜
)2
ϕµ (z) dx
≥C
µ
 3∑
i,j=1
∫
Ω
W˜ 2xixjdx+µ
2
∫
Ω
((
∇W˜
)2
+ W˜ 2
)
dx
 ≥ C
µ
∥∥∥W˜∥∥∥2
H2(Ω)
.
(5.6)
The right estimate (4.3) follows from (5.4), (3.24) and (4.2). The left estimate (4.3) follows from (3.32).
Comparing (5.5) with (5.6) and recalling (3.26) and (4.2), we obtain (3.29). 
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5.2 Proof of Theorem 4.3
Recall that we treat any complex valued function U = ReU + i ImU = U1 + iU2 in two ways: (1) in
its original complex valued form and (2) in an equivalent form as a 2D vector function (U1, U2) (section
3.4). It is always clear from the content what is what.
Let two arbitrary functions p1, p2 ∈ B (R). Denote h = p2 − p1. Then h = (h1, h2) ∈ H30 (Ω) . In this
proof C1 = C1
(
Ω, R, ‖F∗‖H4 , ‖V∗‖H3(Ω) , k, k
)
> 0 denotes different positive constants. Also, in this
proof we denote for brevity V (x) = Vµ(δ),ν,α(δ) (x) . We note that due to (3.31), (3.32), (3.34), (3.36) and
(4.3)
‖∇V ‖C(Ω) , ‖F‖C2(Ω) ≤ C1, (5.7)
‖∇h‖C(Ω) ≤ C1. (5.8)
It follows from (3.37) that we need to consider the expression
A = |L (p1 + h+ F )|2 − |L (p1 + F )|2 , (5.9)
where the nonlinear operator L is given in (3.13). First, we will single out the linear, with respect to
h, part of A. This will lead us to the Freche´t derivative J ′λ,ρ. Next, we will single out |∆h|2 . This will
enable us to apply Carleman estimate of Theorem 4.1. We have:
|z1|2 − |z2|2 = (z1 − z2) z1 + (z1 − z2) z2, ∀z1, z2 ∈ C. (5.10)
Let
z1 = L (p1 + h+ F ) , z2 = L (p1 + F ) , (5.11)
Then by (5.9)-(5.17)
A1 = (z1 − z2) z1, A2 = (z1 − z2) z2, (5.12)
A = A1 +A2. (5.13)
Taking into account (3.13), (3.37) and (5.11), we obtain
z1 − z2 = ∆h− 2k2∇h
(
∇V −
∫ k
k
(∇p1 +∇F ) dκ
)
+2k
(∫ k
k
∇hdκ
)(
2∇V − 2
∫ k
k
(∇p1 +∇F ) dκ+ k (∇p1 +∇F )
)
+ 2i
(
hz −
∫ k
k
hzdκ
)
.
(5.14)
Next,
z1 =
(
∆h+ ∆p1 + ∆F
)
−2k
(
∇V −
∫ k
k
(∇p1 +∇h+∇F ) dκ) ·(k (∇p1 +∇h+∇F )+∇V − ∫ k
k
(∇p1 +∇h+∇F ) dκ)
−2i
(
k
(
p1z + hz + Fz
)
+ Vz −
∫ k
k
(
p1z + hz + Fz
)
dκ
)
.
Hence, by (5.12)
A1 = (z1 − z2) z1 = |∆h|2 +B(linear)1 (h,x, k) +B1 (h,x, k) , (5.15)
where the expression B
(linear)
1 (h, k) is linear with respect to h = (h1, h2) ,
B
(linear)
1 (h,x, k) = ∆hG1 + (∇h∇G2) ·G3 +
(∇h∇G4) ·G5
+G7 ·
(∫ k
k
∇hdκ
)
∇G6 +G9 ·
(∫ k
k
∇hdκ
)
∇G8 +G10
(
hz −
∫ k
k
hzdκ
)
+G11
(
hz −
∫ k
k
hzdκ
)
,
(5.16)
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where explicit expressions for functions Gj (x, k) , j = 1, ..., 11 can be written in an obvious way. Further-
more, it follows from these expressions as well as from (5.7) that G1, G2, G4, G6 ∈ C1 and G3, G5, G7, G9,
G10, G11 ∈ C0. And also{ ‖G1‖C1 , ‖G2‖C1 , ‖G4‖C1 , ‖G6‖C1 ≤ C1,‖G3‖C0 , ‖G5‖C0 , ‖G7‖C0 , ‖G9‖C0 , ‖G10‖C0 , ‖G11‖C0 ≤ C1. (5.17)
The term B1 (h, k) in (5.15) is nonlinear with respect to h. Applying the Cauchy-Schwarz inequality and
also using (5.7) and (5.8), we obtain
|B1 (h,x, k)| ≥ 1
4
|∆h|2 − C1 |∇h|2 − C1
∫ k
k
|∇h|2 dκ. (5.18)
Similarly with (5.15)-(5.18) we obtain
A2 = (z1 − z2) z2 = B(linear)2 (h,x, k) +B2 (h,x, k) , (5.19)
where the term B
(linear)
2 (h,x, k) is linear with respect to h and its form is similar with the one of
B
(linear)
1 (h,x, k) in (5.16), although with different functions Gj , which still satisfy direct analogs of
estimates (5.17). As to the term B2 (h,x, k) , it is nonlinear with respect to h and, as in (5.18),
|B2 (h,x, k)| ≥ 1
4
|∆h|2 − C1 |∇h|2 − C1
∫ k
k
|∇h|2 dκ. (5.20)
Denote B (h,x, k) = B1 (h,x, k) + B2 (h,x, k) . In addition to (5.18) and (5.20), the following upper
estimate is valid:
|B (h,x, k)| ≤ C1
(
|∆h|2 + |∇h|2 +
∫ k
k
|∇h|2 dκ
)
. (5.21)
Thus, it follows from (3.13), (3.37), (5.11)-(5.13), (5.15)-(5.20) that
Jλ,ρ (p1 + h)− Jλ,ρ (p1) =
exp
(
−2λ (s+ d)−ν
)∫ k
k
∫
Ω
[S1∆h+ S2 · ∇h]ϕλ (z) dxdκ+ 2ρ [h, p1] (5.22)
+ exp
(
−2λ (s+ d)−ν
)∫ k
k
∫
Ω
B (h,x, κ)ϕλ (z) dxdκ.
The second line of (5.22)
Lin (h) = exp
(
−2λ (s+ d)−ν
)∫ k
k
∫
Ω
[S1∆h+ S2 · ∇h]ϕλ (z) dxdκ+ 2ρ [h, p1] (5.23)
is linear with respect to h, where vector functions S1 (x, k) , S2 (x, k) are such that
|S1 (x, k)| , |S2 (x, k)| ≤ C1 in Ω×
[
k, k
]
. (5.24)
As to the third line of (5.22), it can be estimated from the below as
exp
(
−2λ (s+ d)−ν
)∫ k
k
∫
Ω
B (h,x, κ)ϕλ (z) dxdκ
≥ exp
(
−2λ (s+ d)−ν
)[1
2
∫ k
k
∫
Ω
|∆h|2 ϕλ (z) dxdκ− C1
∫ k
k
∫
Ω
|∇h|2 ϕλ (z) dxdκ
]
+ ρ ‖h‖2H3 .
(5.25)
In addition, (5.21) implies that
exp
(
−2λ (s+ d)−ν
) ∣∣∣∣∣
∫ k
k
∫
Ω
B (h,x, κ)ϕλ (z) dxdκ
∣∣∣∣∣
≤ C1 exp
(
−2λ (s+ d)−ν
)∫ k
k
∫
Ω
(
|∆h|2 + |∇h|2
)
ϕλ (z) dxdκ+ ρ ‖h‖2H3 .
(5.26)
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First, consider the functional Lin (h) in (5.23). It follows from (3.25), (5.23) and (5.24) that
|Lin (h)| ≤ C1 exp (2λtν) ‖h‖H3 .
Hence, Lin (h) : H3 → R is a bounded linear functional. Hence, by Riesz theorem for each pair λ, ν > 0
there exists a 2D vector function Zλ,ν ∈ H3 independent on h such that
Lin (h) = [Zλ,ν , h] , ∀h ∈ H3. (5.27)
In addition, (5.21), (5.22) and (5.27) imply that
|Jλ,ρ (p1 + h)− Jλ,ρ (p1)− [Zλ,ν , h]| ≤ C1 exp (2λtν) ‖h‖2H3 . (5.28)
Thus, applying (5.22)-(5.28), we conclude that Zλ,ν is the Freche´t derivative of the functional Jλ,ρ (p1)
at the point p1, Zλ,ν = J
′
λ,ρ (p1).
Thus, (5.22) and (5.25) imply that
Jλ,ρ (p1 + h)− Jλ,ρ (p1)− J ′λ,ρ (p1) (h)
≥ exp
(
−2λ (s+ d)−ν
)[1
2
∫ k
k
∫
Ω
|∆h|2 ϕλ (z) dxdκ− C1
∫ k
k
∫
Ω
|∇h|2 ϕλ (z) dxdκ
]
+ ρ ‖h‖2H3 .
(5.29)
Assuming that λ ≥ λ0, we now apply Carleman estimate of Theorem 4.1,
1
2
∫ k
k
∫
Ω
|∆h|2 ϕλ (z) dxdκ− C1
∫ k
k
∫
Ω
|∇h|2 ϕλ (z) dxdκ+ ρ ‖h‖2H3
≥ C
λ
3∑
i,j=1
∫ k
k
∫
Ω
∣∣hxixj ∣∣2 ϕλ (z) dxdκ+Cλ∫ k
k
∫
Ω
|∇h|2 ϕλ (z) dxdκ−C1
∫ k
k
∫
Ω
|∇h|2 ϕλ (z) dxdκ+ρ ‖h‖2H3 .
Choosing λ ≥ λ1 to be sufficiently large, we obtain
1
2
∫ k
k
∫
Ω
|∆h|2 ϕλ (z) dxdκ− C1
∫ k
k
∫
Ω
|∇h|2 ϕλ (z) dxdκ+ ρ ‖h‖2H3
≥ C
λ
3∑
i,j=1
∫ k
k
∫
Ω
∣∣hxixj ∣∣2 ϕλ (z) dxdκ+ C1λ ∫ k
k
∫
Ω
|∇h|2 ϕλ (z) dxdκ+ ρ ‖h‖2H3 .
(5.30)
Finally, noting that ϕλ (z) ≥ exp
(
2λ (s+ d)
−ν
)
in Ω and using (5.29) and (5.30), we obtain
Jλ,ρ (p1 + h)− Jλ,ρ (p1)− J ′λ,ρ (p1) (h) ≥
C1
λ
‖h‖2H2 + ρ ‖h‖
2
H3
,
Jλ,ρ (p1 + h)− Jλ,ρ (p1)− J ′λ,ρ (p1) (h) ≥ C1 ‖h‖2H1 + ρ ‖h‖
2
H3
.

5.3 Proof of Theorem 4.4
This proof is completely similar with the proof of theorem 3.1 of [23] and is, therefore, omitted.
5.4 Proof of Theorem 4.5
The existence and uniqueness of the minimizer pmin,λ ∈ B (R), inequality (4.7) as well as convergence
estimate (4.8) follow immediately from the combination of Theorems 4.3 and 4.4 with lemma 2.1 and
theorem 2.1 of [23]. 
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5.5 Proof of Theorem 4.6
Temporary denote L (p+ F ) = L
(
p+ F, Vµ(δ),ν,α(δ)
)
, Jλ,ρ (p) := Jλ,ρ
(
p, F, Vµ(δ),ν,α(δ)
)
meaning depen-
dence on the tail function Vµ(δ),ν,α(δ). Consider the functional Jλ,ρ
(
p, F, Vµ(δ),ν,α(δ)
)
for p = p∗,
Jλ,ρ
(
p∗, F, Vµ(δ),ν,α(δ)
)
= exp
(
−2λ (s+ d)−ν
)∫ k
k
∫
Ω
|L (p∗ + F, V ) (x, κ)|2 ϕ2λ (z) dxdκ
+ρ ‖p∗‖2H3 .
(5.31)
Since p∗ ∈ B (R) and L (p∗ + F∗, V∗) (x, κ) = 0, then (5.31) implies that
Jλ,ρ (p∗, F∗, V∗) = ρ ‖p∗‖2H3 ≤ ρR2 =
√
δR2. (5.32)
It follows from (3.13), (3.29), (3.34), (4.3), (5.31) and (5.32) that
Jλ,ρ
(
p∗, F, Vµ(δ),ν,α(δ)
) ≤ C2√δ√ln (δ−1/(2tν)). (5.33)
Next, using (4.4) and recalling that λ = ln
(
δ−1/(2tν)
)
, we obtain
Jλ,ρ
(
p∗, F, Vµ(δ),ν,α(δ)
)− Jλ,ρ (pmin,λ(δ), F, Vµ(δ),ν,α(δ))− J ′λ,ρ (pmin,λ(δ), F, Vµ(δ),ν,α(δ)) (p∗ − pmin,λ)
≥ C2
ln
(
δ−1/(2tν)
) ‖p∗ − pmin,λ‖2H2 .
Next, since−Jλ,ρ
(
pmin,λ(δ), F, Vµ(δ),ν,α(δ)
) ≤ 0 and also by (4.7)−J ′λ,ρ (pmin,λ, F, Vµ(δ),ν,α(δ)) (p∗ − pmin,λ(δ)) ≤
0, we obtain, using (5.33), ∥∥p∗ − pmin,λ(δ)∥∥2H2 ≤ C2√δ [ln(δ−1/(2tν))]3/2 ,
which implies (4.9). Estimate (4.10) follows immediately from (4.9), (3.35) and Remark 3.1.
We now prove (4.11) and (4.12). Using (4.8), (4.9) and the triangle inequality, we obtain for n = 1, 2, ...
‖p∗ − pn‖H2 ≤
∥∥p∗ − pmin,λ(δ)∥∥H2 + ∥∥pmin,λ(δ) − pn∥∥H2 ≤ C2δ1/4 [ln(δ−1/(2tν))]3/4 + ∥∥pmin,λ(δ) − pn∥∥H3
≤ C2δ1/4
[
ln
(
δ−1/(2tν)
)]3/4
+ rn ‖pmin,λ − p0‖H3 ,
which proves (4.11). Next, using (4.10) and (4.8), we obtain
‖c∗ − cn‖L2(Ω) ≤
∥∥c∗ − cmin,λ(δ)∥∥L2(Ω) + ∥∥cmin,λ(δ) − cn∥∥L2(Ω)
≤ C2δ1/4
[
ln
(
δ−1/(2tν)
)]3/4
+ C2
∥∥pmin,λ(δ) − pn∥∥H2 ≤ C2δ1/4 [ln(δ−1/(2tν))]3/4 + C2 ∥∥pmin,λ(δ) − pn∥∥H3
≤ C2δ1/4
[
ln
(
δ−1/(2tν)
)]3/4
+ C2r
n
∥∥pmin,λ(δ) − p0∥∥H3 .
The latter proves (4.12). 
6 Numerical Study
In this section, we describe some details of the numerical implementation of the proposed globally conver-
gent method and demonstrate results of reconstructions for computationally simulated data. Recall that,
as it is stated in section 2.1, our applied goal in numerical studies is to calculate locations and dielectric
constants of targets which mimic antipersonnel land mines and IEDs. We model these targets as small
sharp inclusions located in an uniform background, which is air with its dielectric constant c (air) = 1.
Sometimes IEDs can indeed be located in air. In addition, in previous works [6, 51] of the first author
with coauthors the problem of imaging of targets mimicing land mines and IEDs in the case when those
targets are buried in a sandbox is considering. Microwave experimental data are used in these publi-
cations. The tail functions numerical method was used in these works. It was demonstrated in [6, 51]
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that, after applying certain data preprocessing procedures, one can treat those targets as ones located in
air. Recall that c (air) = 1 is a good approximation for the value of the dielectric constant of air. Thus,
in this paper, we conduct numerical experiments for the case when small inclusions of our interest are
located in air. We test several of values of the dielectric constant and sizes of those inclusions. However,
we do not assume in computations the knowledge of the background in the domain of interest Ω in (2.1),
except of the knowledge that c (x) = 1 outside of Ω, see (2.6).
6.1 The Carleman Weight Function of numerical studies
The CWF ϕλ (z) = exp
(
2λ (z + s)
−ν
)
, which was introduced in (3.19), changes too rapidly due to the
presence of the parameter ν > 0. We have established in our computational experiments that such a
rapid change does not allow us to obtain good numerical results, also, see page 1581 of [27] for a similar
conclusion. Hence, we use in our numerical studies a simpler CWF ψλ (z) ,
ψλ (z) = e
−2λz. (6.1)
We cannot prove an analog of Theorem 4.1 for this CWF. Nevertheless, the following Carleman estimate
is valid in the 1D case [1]:∫ d
−ξ
(w′′)2 ψλ (z) dz ≥ C3
[∫ d
−ξ
(w′′)2 ψλ (z) dz + λ
∫ d
−ξ
(w′)2 ψλ (z) dz + λ3
∫ d
−ξ
w2ψλ (z) dz
]
, (6.2)
for for all λ > 1 and for any real valued function w ∈ H2 (−ξ, d) such that w (−ξ) = w′ (−ξ) = 0. Here
and below the number C3 = C3 (ξ, d) > 0 depends only on numbers ξ and d.
To briefly justify the CWF (6.1) from the analytical standpoint, consider now the case when the
Laplace operator is written in partial finite differences with respect to variables x, y ∈ [−b, b] (see (2.1))
with the uniform grid step size h > 0 with respect to each variable x and y,
∆h =
∂2
∂z2
+ ∆hx,y. (6.3)
Here ∆hx,y is the Laplace operator with respect to x, y, which is written in finite differences. Suppose that
we have Mh interior grid points in each direction x and y. The domain Ω in (2.1) becomes
Ωh = {(xj , ys, z) : |xj | , |ys| < b, z ∈ (−ξ, d)} ; j, s = 1, ...,Mh,
where (xj , ys) are grid points. Then the finite difference analog of the integral of (∆u)
2
ψλ (z) over the
domain Ω is
Zh (u, λ) =
Mh∑
j,s=1
h2
∫ d
−ξ
[(
uzz + u
h
xx + u
h
yy
)
(xj , ys, z)
]2
ψλ (z) dz, (6.4)
where u (xj , ys, z) is the discrete real valued function defined in Ωh and such that uzz (xj , ys, z) ∈
L2 (−ξ, d) for all (xj , ys) . In addition, u (−ξ, xj , ys) = ∂zu (−ξ, xj , ys) = 0. Also, in (6.4) uhxx and uhyy are
corresponding finite difference derivatives of the function u (xj , ys, z) at the point (xj , ys, z). “Interior”
grid points are those located in Ω∂Ω. As to the grid points located at ∂Ω, they are counted in the well
known way in finite differences derivatives in (6.4). Obviously,
Zh (u, λ) ≥ 1
2
Mh∑
j,s=1
h2
∫ d
−ξ
[uzz (xj , ys, z)]
2
ψλ (z) dz − Ĉ
Mh∑
j,s=1
∫ d
−ξ
[u (xj , ys, z)]
2
ψλ (z) dz. (6.5)
Here and below in this section the number Ĉ = Ĉ (1/h) > 0 depends only on 1/h. Hence, the following
analog of the Carleman estimate (6.2) for the case of the operator (6.3) follows immediately from (6.5):
Zh (u, λ) ≥ C3
Mh∑
j,s=1
h2
∫ d
−ξ
[uzz (xj , ys, z)]
2
ψλ (z) dz
+Ĉ
λ Mh∑
j,s=1
∫ d
−ξ
[uz (xj , ys, z)]
2
ψλ (z) dz + λ
3
Mh∑
j,s=1
∫ d
−ξ
[u (xj , ys, z)]
2
ψλ (z) dz
 ,∀λ ≥ λ˜ (h) > 1, (6.6)
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where λ˜ (h) increases with the decrease of h.
Suppose now that operators ∆ and ∇ in (3.13), (3.20), (3.37) are rewritten in partial finite differences
with respect to x, y. As to the spaces H3(Ω) and H3+r, they were introduced to ensure that functions
p ∈ C1, V ∈ C1
(
Ω
)
, F ∈ C2, see (3.31), (3.32). Note that by the embedding theorem Hn (−ξ, d) ⊂
Cn−1 [−ξ, d] , n ≥ 1. Thus, we replace the space Hm(Ω) with m = 1, 2, 3 in (3.30) with the following
finite difference analog of it for complex valued functions f :
Hn,h(Ωh) =
f (xj , ys, z) : ‖f‖2Hn,h(Ωh) =
Mh∑
j,s=1
n∑
r=0
h2
∫ d
−ξ
|∂rzf (xj , ys, z)|2 dz
 , n = 1, 2,
and similarly for the replacement of Hm with Hn,h. So, we replace the regularization terms α‖V ‖2H3(Ω)
and ρ ‖p‖2H3 in (3.20) and (3.37) with α‖Vh‖2H2,h(Ω) and ρ ‖ph‖
2
H2,h
respectively. Also, we replace in (3.34)
H4 with H3,h and in (3.36) we replace H3 with H2,h. The functionals Jλ,ρ (p+ F ) and I˜µ,α (W ) in (3.37)
and (3.27) are replaced with their finite difference analogs,
I˜hµ,α (Wh) = exp (2µd)
∫
Ω
∣∣∆hWh + ∆hQh∣∣2 ψµ (z) dx + α‖Wh +Qh‖2H2,h(Ωh), (6.7)
Jhλ,ρ (ph) = exp (2λd)
∫ k
k
∫
Ω
∣∣Lh (ph + Fh) (x, κ)∣∣2 ϕ2λ (z) dxdκ+ ρ ‖ph‖2H2,h , (6.8)
where Vh,Wh, ph, Qh and Fh are finite difference analogs of functions V,W, p,Q and F respectively and
Lh is the finite difference analog of the operator L in which operators ∆ and ∇ are replaced with their
above mentioned finite difference analogs.
Then the Carleman estimate (6.6) implies that the straightforward analogs of Theorems 4.2-4.6 are
valid for functionals (6.7) and (6.8). The only restriction is that the grid step size h should be bounded
from the below,
h ≥ h0 = const. > 0. (6.9)
In other words, numerical experiments should not be conducted for the case when h tends to zero, as it is
done sometimes for forward problems for PDEs. It is our computational experience that condition (6.9)
is sufficient for computations. So, we do not change h in our numerical studies below.
Remarks 6.1:
1. For brevity, we do not reformulate here those analogs of Theorems 4.2-4.6. Also, both for brevity
and convenience we describe our procedures below for the case of the continuous spatial variable x.
Still, we actually work in our computations with functionals (6.7) and (6.8).
2. The reason why we have presented the above theory for the case of the CWF (3.19) is that it
is both consistent and is valid for the 3D case. We believe that this theory is interesting in its
own right from the analytical standpoint. On the other hand, in the case of the CWF (6.1) and
the assumption about partial finite differences, the corresponding theory (unlike computations!) is
similar to the one which we (with coauthors) have developed in the 1D case of [1].
6.2 Data simulation and propagation
To computationally simulate the boundary data g0(x, k) in (2.7), we solve the Lippmann-Schwinger
integral equation
u(x, k) = eikz + k2
∫
Ω
Φ(x,y, k)(c(y)− 1)u(yk)dy, (6.10)
where Φ(x,y, k) is the fundamental solution of the Helmholtz equation with c(x) ≡ 1:
Φ(x,y, k) =
eik|x−y|
4pi|x− y| , x 6= y.
The spectral method of [52], which is based on the periodization technique and the fast Fourier transform,
is used to solve (6.10), see, e.g. [53] for the numerical implementation of this method in MATLAB.
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Table 1: Mine-like and IED-like inclusions tested in our numerical studies. A single inclusion in cases
1-3. Two inclusions simultaneously: the left inclusion is 4.1, the right inclusion is 4.2
Inclusion number max (c) in the inclusion Radius r
1 3 0.3
2 3 0.5
3 5 0.3
4.1 7 0.3
4.2 3 0.5
We work with dimensionless variables. Typically linear sizes of antipersonnel land mines are between
5 and 10 centimeters (cm), see, e.g. [54]. Hence, just as in papers with experimental data of our research
group [6, 7], we introduce the dimensionless variables x′ = x/(10 cm). Our mine-like targets are ball-
shaped. Hence, their radii r = 0.3 and 0.5, for example, correspond to diameters of those balls of 6 cm
and 10 cm respectively. This change of variables leads to the dimensionless frequency k, which is also
called the “wavenumber”. Hereafter, for convenience and brevity, we will leave the same notations for
dimensionless spatial variables x as before. Note that the dimensionless wavenumber k = 16.2, which we
work with below (see (6.12)), corresponds to the frequency of f = 7.7 GHz. Since in [6, 7] microwave
experimental data were collected by our research group for the range of frequencies from 1 GHz to 10
GHz, then f = 7.7 GHz is a realistic value of the frequency.
All inclusions, which we have numerically tested, are listed in Table 1, where r denotes the radius
of the corresponding ball-shaped inclusion. To have smooth target/background interfaces, the dielectric
constants of inclusions were smoothed out for a better stability of the numerical method of solving the
Lippmann-Schwinger equation (6.10). But the maximal values of dielectric constants remain unchanged
in this smoothing, and these values are reached in the centers of those balls. In our study, the center
of each ball representing a single inclusion is at the point x = (x, y, z) = (0, 0, 0) and centers of two
inclusions in case number 4 of Table 1 are placed at points (x, y, z) = (−0.75, 0, 0) (left inclusion) and
(x, y, z) = (0.75, 0, 0) (right inclusion). However, when running the inversion procedure, we do not assume
the knowledge of neither those centers nor the shapes of those inclusions.
In the setup for our computational experiments, we want to be close to the experimental setup of
[6, 7]. Actually, in [6, 7] the data are collected not at the part Γ (2.1) of the boundary of the domain Ω
as in (2.7). Instead, they are collected on a square Pmeas, which is a part of the so-called measurement
plane
Pm = {z = −A}, (6.11)
where A = const. > ξ. We solve the Lippmann-Schwinger equation (6.10) to obtain computationally
simulated data f(x, k) for x ∈ Pmeas. We refer to f(x, k) as the “measured data”. The measurement
plane Pm is located far from Γ. This causes several complications. First, we would need to solve our
CISP in a large computational domain, which could be time-consuming process. Second, looking at the
measured data is not clear enough how to distinguish inclusions; see Fig. 1a.
Hence, we need to propagate the measured data f(x, k) generated by the Lippmann-Schwinger solver
from the rectangle Pmeas to the so-called propagation plane Pp = {z = A′}, A′ ≤ −ξ, which is closer
to our inclusions. In fact, we propagate to the plane which includes the rectangle Γ. As a result we get
the so-called propagated data (Fig. 1b), which are more focused on the target of our interest than the
original data. So, we can clearly see now the location of our inclusion in x, y coordinates. The resulting
function u (x, k) is our given boundary data g0(x, k) in (2.7) for our CISP. The derivative uz (x, k) for
x ∈ Γ, i.e. the function g1(x, k) in (2.8), is calculated by propagating f(x, k) into a plane {z = −ξ − ε}
for a small number ε > 0. Next, the finite difference is used to approximate g1(x, k).
For brevity, we do not describe the data propagation procedure here. Instead, we refer to [5, 7, 6]
for detailed descriptions. In fact, this procedure is quite popular in Optics under the name the angular
spectrum representation method [55].
We also remark that both in the data propagation procedure and in our convexification method we
need to calculate the some derivatives of noisy data: the ∂2k,z−derivative of the propagated data and
the ∂k−derivative in the convexification. In all cases this is done using finite differences. We have not
observed any instabilities probably because the step sizes of our finite differences were not too small. The
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(a) (b) (c)
Figure 1: The absolute value of the simulated data without the noise for the inclusion 1 in Table 1. Here
k = 16.2. see (6.12). a) The measured data f(x, k), b) the propagated data g0(x, q), c) the function
φ0(x, k). Hence, x, y coordinates of inclusion are clearly seen on the propagated data, unlike the measured
data. This indicates that the data propagation procedure is quite a useful one.
same was in all previous above cited publications of this research group.
To propagate the function f(x, k) close to an inclusion, we need to figure out first where this inclusion
is located, i.e. we need to estimate the number ξ in (2.1). Fortunately, the data propagation procedure
allows us to do this. For example, consider two inclusions with the same size r = 0.3, but with different
dielectric constants c = 3 and c = 5. Centers of both are located at the point (0, 0, 0) . We solve the
Lippmann-Schwinger equation for each of these two cases to generate the data at the measurement plane
Pm with A = 8, see (6.11). Next, we propagate the data to several propagated planes Pp,a = {z = a} ,
where a = (−8, 2]. Here, we use k = 16.2 (see (6.12)). The dependence of the maximal absolute value of
the propagated data M (a) = maxPp,a |u (x, y, a, 16.2)| on the number a for these inclusions is depicted
in Fig. 2. We see that the function M (a) attains its maximal value near the point a0 = −0.5 for both
cases. This point is located reasonably close to the actual position of the front faces (at z = −0.15) of
the corresponding inclusions. The function M (a) has attained its maximal value at points a close to a0
for all other inclusions we have tested. Therefore, we propagate the measured data for all inclusions to
the propagated plane Pp,−0.5 = {z = −0.5} and we set in (2.1) ξ = −0.5.
We have found in our computations that the optimal interval of wavenumbers is:
k ∈ [15.2, 16.2] . (6.12)
We divide this interval in ten (10) subintervals with the step size ∆k = 0.1. For each k = 15.2, 15.3, ...16.1, 16.2
and for each inclusion under the consideration we solve Lippmann-Schwinger equation (6.10) to generate
the function f(x, k). Next, by propagating this data, we obtain the functions g0(x, k) and g1(x, k) in (2.7)
and (2.8) respectively. Using (2.4), (3.3), (3.7) and (3.9), consider the function q(x, k) on the propagated
plane Pp, i.e. at the boundary Γ. In fact, this function is denoted as φ0 (x, k) in (3.14) and it is one of
the two boundary conditions (the second one is φ1 (x, k) in (3.14)) which generate the function Fh in the
functional Jhλ,ρ (ph) in (6.8). Fig. 1c displays the function φ0(x, k) for the inclusion number 1 in Table 1
for k = 16.2.
6.3 Computational domain
To model the experimental setup of [6, 7] we use the following measurement plane:
Pm = {z = −8} , Pmeas = {x : (x, y) ∈ (−3, 3)× (−3, 3), z = −8},
where Pmeas ⊂ Pm is the square on which measurements are conducted and z = −8 corresponds to the 80
cm. The latter is the approximate distance from the center of any inclusion to the plane {z = 0} where
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Figure 2: The depedence of maximum absolute value of propagated data g(x, k) on the locaton of
propagation plane a for inclusions with c = 3.0 (solid line) and c = 5.0 (dashed line).
detectors are located in [6, 7]. Solving equation (6.10), we generate the function f(x, k), k ∈ [15.2, 16.2] .
Next, we propagate this function to Γ,
Γ = {x : (x, y) ∈ (−3, 3)× (−3, 3), z = −0.5} ⊂ Pp.
Here, z = −0.5 was found in section 6.2. Finally, we define our computational domain as
Ω = {x : (x, y, z) ∈ (−3, 3)× (−3, 3)× (−0.5, 4.5)}. (6.13)
6.4 Adding noise
We add a random noise to the simulated data f(x, k) as follows:
fnoisy(x, k) = f(x, k) + δ‖f(x, k)‖L2(Γ) σ(x, k)‖σ(x, k)‖L2(Γ) .
Here, δ is the noise level. Next, σ(x, k) = σ1(x, k) + iσ2(x, k), where σ1(x, k) and σ2(x, k) are random
numbers uniformly distributed on the interval (−1, 1). We use below δ = 0.15, i.e. 15% of the additive
noise. Fig. 3 displays the absolute value of simulated data with noise fnoise(x, k), the corresponding
propagated data g0,noisy(x, k) and the function φ0,noisy(x, k) for the same inclusion and the wavenumber
k = 16.2 as in Fig. 1. We see that the data propagation procedure has a smoothing effect on our noisy
measured data, since g0(x, k) in Fig. 1b and g0,noisy(x, k) in Fig. 3b are almost identical.
6.5 The algorithm
Based on the above theory, we use the following algorithm for determining the function c(x) from simu-
lated data with noise f(x, k) (here, the subscript “noisy” is left out for convenience, also see item 1 in
Remarks 6.1):
1. Using the data propagation procedure, calculate the boundary data g0(x, k) and g1(x, k).
2. Calculate the subsequent boundary conditions φ0(x, k), φ1(x, k), ψ0(x), and ψ1(x).
3. Compute the auxiliary functions Qh(x) and Fh(x, k).
4. Compute the minimizer Wmin,h(x) of the functional I˜
h
µ,α (Wh) in (6.7).
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(a) (b) (c)
Figure 3: The absolute value of the computationally simulated data with noise for the inclusion 1 in Table
1. Here k = 16.2, see (6.12). a) The measured data fnoisy(x, k), b) the propagated data g0,noisy(x, k),
c) and the function φ0,noisy(x, k)). Comparison of b) with Fig. 1b shows that the data propagation
procedure has a significant smoothing effect. Also, just as in Fig. 1, comparison of b) and c) with a)
shows that this procedure helps quite significantly to find x, y coordinates of targets of interest.
5. Using the computed function Vh(x) = Wmin,h(x)+Qh(x), minimize the functional J
h
λ,ρ(ph) in (6.8).
Let the function ph,min(x, k) be its minimizer. Calculate the function qh(x, k) = ph,min(x, k) +
Fh(x, k).
6. Compute the function vh(x, k) for k = k as follows:
vh(x, k) = −
∫ k
k
qh(x, κ)dκ+ Vh(x).
7. Calculate the approximation for the unknown coefficient c(x) using the following formulae, see (2.6),
(3.8)
β(x) = −∆hvh(x, k)− k2∇vh(x, k) · ∇v(x, k) + 2ikvz(x, k),
c (x) =
{
Reβ (x) + 1, if Reβ (x) ≥ 0 and x ∈ Ω,
1, otherwise.
6.6 Numerical implementation
We now present some details of the numerical implementation. When minimizing functionals I˜hµ,α (Wh)
and Jhλ,ρ (ph) in (6.7) and (6.8), we use finite differences not only with respect to x, y but with respect to
z as well. Thus, z−derivatives in these functionals are also written in finite differences. For brevity we
use the same notations I˜hµ,α (Wh) and J
h
λ,ρ (ph) for these functionals.
This is the fully discrete case, unlike the semi-discrete case of (6.7), (6.8). The theory for the fully
discrete cases of nonlinear ill-posed problems for PDEs is not yet developed well. It seems that such a
theory is much more complicated than the one for the semi-discrete case. There are only a few results
for the fully discrete case, and all are for linear ill-posed problems for PDEs, as opposed to our nonlinear
case, see, e.g. [56, 57]. Since it is not yet clear to us how to extend above theorems for the fully discrete
case, we are not concerned with such extensions here.
We minimize resulting functionals with respect to the values of corresponding functions at grid points.
In the computational domain (6.13), we use the uniform grid with Nx = Ny = Nz = 51 points with the
corresponding step sizes hx, hy, hz, where hx = hy = h. The grid point labeled (j, s, l) corresponds to x =
(x, y, z) = (xj , ys, zl). In addition, the interval k = [k, k] of wavenumbers is divided into Nk = 11 points
kn with the step size hk. Hence, we use the following discrete functions Wh(x) = W (xj , ys, zl) = Wj,s,l
and ph(x, k) = ph(xj , ys, zl, kn) = pj,s,l,n at grid points.
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Table 2: Reconstruction results
Inclusion number Exact coef. cexact Radius r Computed coef. ccomp, error Location
1 3 0.3 3.17, 5.7% 0.01
2 3 0.5 2.88, 4.0% 0.01
3 5 0.3 5.15, 3.0% -0.09
4.1 7 0.3 6.36, 9.0% 0.01
4.2 3 0.5 2.99, 0.3% 0.01
To minimize the functionals I˜hµ,α(Wj,s,l) and J
h
λ,ρ(pj,s,l,n), we use the conjugate gradient method (CG)
instead of the gradient projection method, which is suggested by our theory. Indeed, similarly with [1],
we have observed that the results obtained by both these methods are practically the same. On the other
hand, CG is easier to implement numerically than the gradient projection method. Note that we do not
employ the standard line search algorithm for determining the step size of the CG. Instead, we start with
the step size 10−4, which is reduced two times if the value of the corresponding functional on the current
iteration exceeds its value on the previous iteration otherwise it remains the same. The minimization
algorithm is stopped when the step size is less then 10−10. We use zero as the starting point of the CG
for both functions Wj,s,l and pj,s,l,n.
Gradients of both functionals I˜hµ,α(Wj,s,l) and J
h
λ,ρ(pj,s,l,n) are calculated analytically on each step,
and we do not provide details of this for brevity. Rather, we refer to formulae (7.7) and (7.8) of [58], where
gradients of similar functionals are calculated analytically using the Kronecker delta function. Also, due
to the difficulty with the numerical implementation of the H2,h(Ωh)−norm, we use the simpler L2 norm
in (6.7). As to (6.8), we have established numerically that the minimization of the functional Jhλ,ρ (ph)
works better if the regularization term is absent. Hence, we set ρ = 0 in (6.8).
6.7 Reconstruction results
In this section we present the results of our reconstructions for the inclusions listed in Table 1 using the
above algorithm. These results are obtained using the Carleman Weight Function (6.1) with µ = 8 in
(6.7) and λ = 8 in (6.8). We have found that these are optimal values of the parameters µ and λ. Table 2
lists each inclusion with the maximal value cexact of the exact coefficient cexact = maxinclusion c (x), radius
r, the maximal value of the computed coefficient ccomp = maxinclusion c(x), the relative computational
error
ε =
|ccomp − cexact|
cexact
· 100%,
and location, i.e. the z coordinate of the point where the value of ccomp is achieved.
Note that while we have added 15% noise in our simulated data, the relative computational errors of
reconstructed coefficients do not exceed 9% in all cases, which is 1.67 times less than the level of noise
in the data. Moreover, the locations of points where the values of ccomp are achieved, are reconstructed
with a good accuracy as well. Indeed, we need our reconstructed inclusions to be somewhere between −r
and r, where either r = 0.3 or r = 0.5. Fig. 4 displays the exact and computed images for the inclusion
number 1 in Table 1. Images are obtained in Paraview.
Until now we have considered only the case of a single inclusion. The case of two inclusions, which is
listed as number 4 in Table 1, is very similar. The absolute value of simulated data with noise fnoise(x, k),
the propagated data g0,noisy(x, k), and the function φ0,noisy(x, k) for two inclusions and the wavenumber
k = 16.2 are displayed on Fig. 5.
Looking at the original data of Fig. 5a, we cannot clearly distinguish these two inclusions. However,
Figures 5b and 5c show that these two inclusions can be clearly separated after the data propagation
procedure. Furthermore, these figures also indicate that the left inclusion has a larger dielectric constant
and a smaller size than the right one, which is true. The reconstruction results of Fig. 6 reflect this
fact too. Here, the locations of both inclusions are computed accurately and the larger inclusion appears
larger in the reconstructed image 6b. The values of ccomp in both inclusions are also computed with a
good accuracy, see Table 2. This result is obtained using the same parameters as in the case with a single
inclusion.
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(a) (b)
Figure 4: Reconstruction result for the inclusion number 1: exact image (a) and computed image (b)
(a) (b) (c)
Figure 5: The absolute value of the simulated data with 15% noise for the case of two inclusions listed
as number 4 in Table 1. Here k = 16.2. a) The measured data fnoisy (x, k) , b) the propagated data
g0,noisy (x, k) , c) the function φ0,noisy. Observe that the data propagation procedure helps to separate
these two inclusions. Also, it is clear from b), c) that the left inclusion has a larger dielectric constant
and a smaller size than the right inclusion.
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(a) (b)
Figure 6: Reconstruction result for two inclusions: exact image (a) and computed image (b)
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