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Abstract
We deal with the problem of determining an inclusion within an electrostatic conductor from boundary measurements. Under
mild a priori assumptions we establish optimal stability estimates. Measurements are performed on a portion of the boundary of the
conductor.
© 2005 Published by Elsevier B.V.
1. Introduction
Electrical impedance tomography (EIT), or inverse conductivity problem, studies whether it is possible to determine
the conductivity of a body by making current and voltage measurements.
Since different materials display different electrical properties, the aim is to give a pointwise description of the
conductivity and thus to image the internal geometry and features of the body, performing boundary measurements.
Namely, this problem arises in non-invasive techniques and it may be applied in various ﬁelds.
The mathematical basis of EIT has its roots far back. There are papers appeared around 1930 [16,15,10], analysing
the question.
In 1980A.P. Calderon published the foundational paper [4]. Since then there has been an explosion of interest toward
the problem.
Let us denote by  a domain which represents a conductor body and (x) its conductivity. Let us assume that an
open set D, compactly contained in , is located in . D represents an inclusion, an anomalous region, in which the
conductivity has a jump of discontinuity. For instance  is of the form (x) = a(x) + b(x)D , where a and b are two
smooth functions and D is the characteristic function of the set D.
Applying a voltage f ∈ H 1/2() at the boundary, the induced potential u is the weak solution of the Dirichlet
problem
div((a(x) + b(x)D)∇u) = 0 in ,
u = f on . (1.1)
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The conormal derivative of the solution at the boundary, (x)∇u(x) · (x)|, where (x) is the exterior unit normal
to  in the point x, is the current density that we measure. If we vary the prescribed voltage in the space H 1/2()
and we measure the corresponding current density in H−1/2(), we perform electrostatic boundary measurements.
The idea is to gain information on the inclusion D performing different measurements. For this purpose, we deﬁne the
so-called Dirichlet-to-Neumann map 
 : H
1/2() −→ H−1/2(),
f −→ (x) u
 |
. (1.2)
We remark that is well deﬁned since the uniqueness of the solution of theDirichlet problem (1.1) and its knowledge
corresponds to the ideal case in which all boundary measurements are available.
The unique determination of D from  has been obtained by Isakov [7].
In [2] it has been analysed the stability issue when a and b are constants. In particular, under mild assumptions on
the regularity and the topology of D, it has been obtained a continuous dependance of D from  with a modulus of
continuity of logarithmic type.
In physical applications it is possible that only a part of the boundary is accessible from the external observation,
for instance an open portion  ⊂ . In this case, the prescribed voltage f is supported on  and there we are able to
measure the current density losing the information of it on the unaccessible part of the boundary \.
In this note our aim is to prove stability estimates for the inverse inclusion problem when we can perform boundary
electrostatic measurements on a portion of the boundary only. For the uniqueness issue we refer again to [7].
For this purpose an appropriate deﬁnition of the Dirichlet-to-Neumann map should be given. In Section 2 we shall
deﬁne a local Dirichlet-to-Neumann map that describe the above mentioned situation.
An interesting situation from the point of view of applications is when current densities are prescribed and the
corresponding voltages measured. It is reasonable, in this case, to prescribe current densities supported on a portion 
of  that are zero on \. For instance one might think to current densities generated attaching electrodes on . For
this situation a proper Neumann-to-Dirichlet map will be deﬁned and we will provide stability estimates of logarithmic
type.
We wish to remark here that the logarithmic rate of continuity of the unknown inclusion from the boundary data is
optimal. Namely Luca Rondi and the author [6] have obtained a general method for determining the instability character
of various inverse problems. This method, inspired by the recent paper [13], is outlined in a rather abstract framework
and it can be applied in different contexts.
In Section 2 we formulate our main hypotheses and state the stability results, Theorems 2.4 and 2.6. In Section 3 we
give a proof of Theorems 2.4 and 2.6 on the basis of some auxiliary results. The proof of one of this, Proposition 3.3,
is deferred to Section 4.
2. Statements of the main results
Let us introduce our regularity and topological assumptions on the conductor  and on the unknown inclusion D.
To this purpose we shall need the following deﬁnitions. For any x = (x1, . . . , xn) ∈ Rn and any r > 0 we denote by
Br(x) = {y ∈ Rn : |x − y|<r}, the ball of radius r centered in the point x and Br(0) = Br . In places, we shall denote
a point x ∈ Rn by x = (x′, xn) where x′ ∈ Rn−1, xn ∈ R.
Deﬁnition 2.1. Let  be a bounded domain in Rn. Given , 0< 1, we shall say that a portion S of  is of class
C1, with constants r0, L> 0 if for any P ∈ S, there exists a rigid transformation of coordinates under which we have
P = 0 and
 ∩ Br0 = {x ∈ Br0 : xn >(x′)},
where  is a C1, function on Br0 ⊂ Rn−1 satisfying (0) = |∇(0)| = 0 and ‖‖C1,(Br0 )Lr0.
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Deﬁnition 2.2. We shall say that a portion S of  is of Lipschitz class with constants r0, L> 0 if for any P ∈ S, there
exists a rigid transformation of coordinates under which we have P = 0 and
 ∩ Br0 = {x ∈ Br0 : xn >(x′)},
where  is a Lipschitz continuous function on Br0 ⊂ Rn−1 satisfying (0) = 0 and ‖‖C0,1(Br0 )Lr0.
Remark 2.1. We use the convention to scale all norms in such a way that they are dimensionally equivalent to their
argument. For instance, for any 	 ∈ C1,(Br0) we set
‖	‖C1,(Br0 ) = ‖	‖L∞(Br0 ) + r0‖∇	‖L∞(Br0 ) + r
1+
0 |∇	|,Br0 .
Assumptions on the domain . For given numbers r0, M, L> 0, 0< < 1, we shall assume
||Mrn0, (2.1a)
where | · | denotes the Lebesgue measure of ,
 is of class C1, with constants r0, L, (2.1b)
Remark 2.2. Condition (2.1a) gives an upper and lower bound on the diameter of .
Assumptions on the inclusion D. For given numbers r0, 
0, L> 0, 0< < 1, we shall assume
\D is connected, (2.2a)
dist(D, )
0, (2.2b)
D is of class C1, with constants r0, L. (2.2c)
Assumptions on the conductivity . We shall consider conductivities of the form
(x) = a(x) + b(x)D , (2.3a)
where a ∈ C0,1() is a strictly positive known function and b ∈ C(D) is a strictly positive unknown function.
Furthermore there exist constants M1, M2, , M1 > 0, M2 > 0,  ∈ (0, 1) such that
‖a‖
C0,1()M1, ‖b‖C(D)M2, (2.3b)
(x)−1, (2.3c)
for every x ∈ .
In the sequel, we shall refer to numbers n, r0, M, M1, M2, 
0, L,  and  as to the a priori data.
Let  ⊂  be an open portion, we deﬁne
H 1/2() = {f| : f ∈ H 1/2()},
H
1/2
0 () =
{
f ∈ H 1/2() :
∫

f= 0, ∀ ∈ C∞0 (\)
}
,
H−1/2() = {|H 1/20 () :  ∈ H
−1/2(), 〈, 1〉 = 0},
H
−1/2
0 () = { ∈ H−1/2() : 〈, 1〉 = 0, 〈,〉 = 0, ∀ ∈ C∞0 (\)}.
Remark 2.3. H 1/20 () is a closed subspace of H 1/2() and contains all functions f ∈ H 1/2() such that
suppf ⊂ .
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For every f ∈ H 1/20 (), there exists a unique solution u ∈ H 1() of the boundary value problem{
div((a(x) + b(x)D)∇u) = 0 in ,
u = f on . (2.4)
We can thus deﬁne the local Dirichlet-to-Neumann map  from H
1/2
0 () into H−1/2() as
〈 f1, f2〉 =
∫

∇u1 · ∇u2,
where u1 is solution to (2.4) with f replaced by f1 and u2 is aH 1() function with trace f2, for every f1, f2 ∈ H 1/20 ().
We have used the notation 〈, 〉 for denoting the dual pairing between H 1/20 () and H−1/2().
For two possible inclusions D1, D2 satisfying (2.2), we shall denote by i = a + biDi , i = 1, 2, two conductivities
satisfying (2.3) and by i the corresponding local Dirichlet-to-Neumann maps.
Theorem 2.4. Let  ⊂ Rn, n2, satisfy (2.1). Let D1, D2 be two inclusions in  satisfying (2.2). Let 1, 2 be two
conductivities satisfying (2.3). If given > 0, we have
‖1 − 2‖L(H 1/20 (),H−1/2()) (2.5)
then
dH(D1, D2)(),
where  is an increasing function on [0,+∞), which satisﬁes
(t)C| log t |− for every 0< t < 1, (2.6)
and C, , C > 0, 0< 1 are constants only depending on the a priori data.
Here, and in the sequel, dH denotes the Hausdorff distance between bounded closed sets of Rn and
‖ · ‖
L(H
1/2
0 (),H
−1/2()) denotes the operator norm on the space L(H
1/2
0 (),H
−1/2()) of bounded linear opera-
tors between H 1/20 () and H−1/2().
Remark 2.5. We emphasize that in the above Theorem the unknown inclusion might be disconnected.
Let us consider now the situation in which current densities are prescribed on a portion  of the boundary and the
corresponding voltages are measured on .
If we assign a current density  ∈ H−1/20 (), the induced potential u ∈ H 1() is solution to the boundary value
problem{
div((a(x) + b(x)D)∇u) = 0 in ,
∇u · =  on , (2.7)
where  is the exterior unit normal to . In order to specify a single solution we prescribe the following normalization
condition∫

u = 0. (2.8)
We can thus deﬁne the local Neumann-to-Dirichlet mapN from H
−1/2
0 () into H 1/2() as
〈N 1, 2〉 =
∫

∇u1 · ∇u2, (2.9)
where u1 is solution to (2.7)–(2.8) with  replaced by 1 and u2 is a H 1() function whose normal derivative at the
boundary is equal to 2, for every 1, 2 ∈ H−1/20 ().
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Theorem 2.6. Let  ⊂ Rn, n2, satisfy (2.1). Let D1, D2 be two inclusions in  satisfying (2.2). Let 1, 2 be two
conductivities satisfying (2.3). If given > 0, we have
‖N1 −N2‖L(H−1/20 (),H 1/2()), (2.10)
then
dH(D1, D2)(),
where  is an increasing function on [0,+∞), which satisﬁes (2.6).
3. Proofs of main results
Before proving our stability Theorems, we recall some observations on the Hausdorff distance made in [2], which
will be used in proofs.
We shall denote by G the connected component of \(D1 ∪ D2), whose boundary contains  and by D =\G.
Deﬁnition 3.1. We shall call modiﬁed distance between D1 and D2 the number
d(D1,D2) = max
{
sup
x∈D1∩D
dist(x,D2), sup
x∈D2∩D
dist(x,D1)
}
. (3.1)
Let us stress that in general d does not dominate the Hausdorff distance (see for a related discussion [1]). However,
under some a priori assumptions on the topology of sets, it is possible to control dH with d.
Proposition 3.1. Let  be an open set in Rn satisfying (2.1). Let D1, D2 be two inclusions of  satisfying (2.2). Then
dH(D1, D2)cd(D1,D2), (3.2)
where c depends only on the a priori assumptions.
Proof. See [2, Proposition 3.1]. 
With no loss of generality, we can assume that there exists a point O ∈ D1 ∩ D , at which the maximum in
Deﬁnition 3.1 is obtained, that is
d = d(D1,D2) = dist(O,D2). (3.3)
Let us ﬁx P ∈ D. We can assume P ≡ 0. Since the hypothesis (2.2c) on the C1, regularity of D, in the ball Br0
we have D = {(x′, xn) ∈ Br0 : xn = (x′)} with  ∈ C1,(Br0). We denote by (P ) the outer unit normal vector to
\D in P and we rotate the coordinate system in such a way that (P )= (0, . . . , 0,−1). Let +(x) be the characteristic
function of the half-space {xn > 0}, a0 = a(0) and b0 = b(0). We shall denote by Gv,D the Green’s function of{
div((a(·) + b(·)D)∇Gv,D(·, y)) = −
(·, y) in ,
Gv,D(·, y) = 0 on , (3.4a)
where y ∈  and 
 denotes the Dirac distribution, by G0,D the Green’s function of{
div((a0 + b0D)∇G0,D(·, y)) = −
(·, y) in ,
G0,D(·, y) = 0 on , (3.4b)
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and by G0,+ the Green’s function of{
div((a0 + b0+)∇G0,+(·, y)) = −
(·, y) in ,
G0,+(·, y) = 0 on . (3.4c)
We recall that Gv,D satisﬁes the following properties
Gv,D(x, y) = Gv,D(y, x) (3.5a)
and, by [12]
0<Gv,D(x, y)c|x − y|2−n, (3.5b)
for every x, y ∈ , x = y, where c depends on  and n only. We remark that conditions (3.5) are satisﬁed by G0,D and
G0,+ as well.
Proposition 3.2. Let D ⊂ Rn be a bounded open set whose boundary is of class C1, with constants r0, L. There exists
a constant c depending on , M1, M2, n,  and L such that
|∇xGv,D(x, y)|c|x − y|1−n, (3.6)
for every x, y ∈ Rn.
Proof. Eq. (3.6) can be obtained following the proof of Proposition 3.2 of [2] through minor adaptations. In [2] the
key point is the piecewise C1, regularity of the transmission problem (3.4a). For a proof of this we refer to [5] and
[11]. 
Proposition 3.3. Let D ⊂ Rn be a bounded open set whose boundary is of C1, class with constants r0, L. Let P be
a point of D and let us denote with (P ) the outer normal vector of D in P. There exist positive constants c1, c2,
depending on , M1, M2, n,  and L only such that
|Gv,D(x, y) − G0,+(x, y)| c1
r0
|x − y|2−n+, (3.7)
|∇xGv,D(x, y) − ∇xG0,+(x, y)| c2
r
2
0
|x − y|1−n+2 (3.8)
for every x ∈ D ∩ Br(P ) and every y = h(P ), with 0<r < r , 0<h<r , where r = (min{1/2(8L)−1/, 1/2})r0/2.
We postpone the proof of Proposition 3.3 to Section 4.
Following an idea introduced in [3] we introduce an enlarged domain 0 of  as follows. Let P1 ∈ . Up to a rigid
transformation of coordinates we can assume that P1 = 0 and (Rn\) ∩ Br0 = {(x′, xn) ∈ Br0 : xn <(x′)}, where 
is a C1, function such that (0) = |∇(0)| = 0 and ‖‖C1,(Br0 )Lr0. Then denoting
D0 =
{
x ∈ (Rn\) ∩ Br0 : |xi |<
2r0
3
, i = 1, . . . , n − 1,
∣∣∣xn − r06
∣∣∣< 5r08
}
,
it turns out that 0 =  ∪ D0 is of Lipschitz class with constants r0/3 and L1 = L1(L). Let us note that
Br0/3(P1) ⊂ 0, dist( ∩ 0, \)> r0/3.
For i = 1, 2, we shall denote by G˜v,Di the Green’s functions of (3.4a) with  replaced by 0 and D by Di and by ˜i
the extensions of functions i which are equal to 1 in D0.
From the well-known identity (see for instance [8, Chapter 5, Section 5])∫

(˜1 − ˜2)∇G˜v,D1(·, y) · ∇G˜v,D2(·, w) = 〈(1 − 2)G˜v,D1(·, y), G˜v,D2(·, w)〉, (3.9)
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for y,w ∈ D0, we can deﬁne for y,w ∈ G ∪ C
SD1(y,w) =
∫
D1
b1(x)∇G˜v,D1(·, y) · ∇G˜v,D2(·, w), (3.10a)
SD1(y,w) =
∫
D2
b2(x)∇G˜v,D1(·, y) · ∇G˜v,D2(·, w), (3.10b)
f (y,w) = SD1(y,w) − SD1(y,w). (3.10c)
Thus (3.10c) can be rewritten as
f (y,w) =
∫

G˜v,D1(·, y)[1 − 2 ](G˜v,D2(·, w)), (3.11)
for every y,w ∈ C.
From now on we shall consider the dimension n3, since the case n = 2 can be treated similarly through minor
adaptations regarding the asymptotic behaviour of the singular solutions. Up to a transformation of coordinates, we
can assume that O, deﬁned in (3.3), is the origin of the coordinate system. Let (O) be the outer unit normal vector to
D in the origin O. Such a normal is indeed well-deﬁned since we are assuming that O realizes the modiﬁed distance
between D1 and D2, therefore, in a small neighbourhood of O, D is made of a part of D1, which is known to be
C1,. We will rotate the coordinate system in such a way that (O) = (0, . . . , 0,−1).
Proposition 3.4. Let  be an open set in Rn satisfying (2.1). Let D1,D2 be two inclusions in  verifying (2.2) and let
y = h(O), with O deﬁned in (3.3). If, given > 0, we have
‖1 − 2‖L(H 1/20 (),H−1/2()),
then for every h, 0<h<c r0, where 0<c< 1, depends on L,
|f (y, y)|C 
BhF
hA
, (3.12)
where 0<A< 1 and C,B, F > 0 are constants that depend only on the a priori data.
Proof (sketch). The proof can be obtained along the line of [2, Proposition 3.3]. We shall give here the main steps. Let
us ﬁx y ∈ S2r0 , where S2r0 = {x ∈ Rn : r0dist(x,)2r0}. We have that
div(a(·)∇f (y, ·)) = 0 in CD . (3.13)
For w ∈ S2r0 , by (2.5), (3.5b) and (3.11) we have
|f (y,w)|c,
where c depends on the a priori data. Let us now estimate f (y,w)whenw ∈ Gh, whereGh={x ∈ G : dist(x,D)h},
using (2.3b) and (3.6) we have that
|SD1(y,w)|
∫
D1
|b1(x)||∇G˜v,D1(x, y)||∇G˜v,D2(x,w)| dx
c
∫
D1
|x − w|1−n dxch1−n,
where c depends on the a priori data. Similarly |SD2(y,w)|ch1−n. Then we conclude that
|f (y,w)|ch1−n in Gh.
We can now proceed as in [2, Proposition 3.3] using iteratively the three spheres inequality for solutions of (3.13) (see
[9, Theorem 3.1]) obtaining the proposition. 
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Proposition 3.5. Let  be an open set in Rn satisfying (2.1). Let D1, D2 be two inclusions in  verifying (2.2) and
y = h(O). Then for every h, 0<h<r/2,
|SD1(y, y)|c1h2−n − c2d2−2n + c3, (3.14)
where c1, c2 and c3 are positive constants only depending on the a priori data. Here r = (min{1/2(8L)−1/, 1/2})r0/2.
Proof. It follows from [2, Proposition 3.4] through minor adaptations. 
Proof of Theorem 2.6. Let O ∈ D1 satisfying (3.3), that is
d(D1,D2) = dist(O,D2) = d.
Then, for y = h(O), with 0<h<h1, where h1 = min{d, cr0, r/2}, using (3.6), we have
|SD2(y, y)|c
∫
D2
1
(d − h)n−1
1
(d − h)n−1
dx = c 1
(d − h)2n−2
|D2|. (3.15)
Using Proposition 3.4, we have
|SD1(y, y)| − |SD2(y, y)| |SD1(y, y) − SD2(y, y)| = |f (y, y)|c
Bh
F
hA
.
On the other hand, by Proposition 3.5 and (3.15)
|SD1(y, y)| − |SD2(y, y)|c1h2−n − c2(d − h)2−2n.
Thus we have
c3h
2−n − c4(d − h)2−2n 
BhF
hA
.
That is
c4(d − h)2−2nc3h2−n − 
BhF
hA
= h2−n(c3 − BhF hA˜)
c5h2−n(1 − BhF hA˜), (3.16)
where A˜ = n − 2 − A, A˜> 0. Let h = h() where h() = min{| ln |−1/2F , d}, for 0< 1, with 1 such that
exp (−B| ln 1|1/2) = 1/2. If d | ln |−1/2F the theorem follows using Proposition 3.1. In the other case we have
Bh()
F
h()A˜B| ln |−1/2 exp (−B| ln |1/2).
Then, for any , 0< < 1,
(d − h())2−2nc6h()2−n,
that is
dc7| ln |−
(n−2)/(2n−2) (3.17)
where 
= 1/(2F). When 1, then
ddiamdiam
| ln |−1/2F
| ln 1|−1/2F .
Finally, using Proposition 3.1, the theorem follows. 
We turn now the attention to the case when the local Neumann-to-Dirichlet map is available.
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Let 1, 2 ∈ H−1/20 (). We denote by u1, u2 solutions to (2.7)–(2.8) with D = Di ,  = i and  = i , i = 1, 2,
respectively. From (2.9) the following identity holds∫

u2N11 d=
∫

u1N12 d (3.18)
and thus an analogous identity to (3.9) can be obtained. Then the proof of Theorem 2.6 can be obtained from Theorem
2.4 through minor adaptations.
4. Proof of Proposition 3.3
Proof. Let us ﬁx r1 = min{1/2(8L)−1/r0, r0/2}. Recalling Deﬁnition 2.1, we have that
D ∩ Br0(0) = {x ∈ Br0(0) : xn = (x′)},
where  ∈ C1,(Rn−1) satisfying (0) = |∇(0)| = 0. We consider the following change of variable  = (x),
= (′, n)= (x′, xn −(x′)(|x′|/r1)(xn/r1)) where  ∈ C∞(Rn) is such that 01, (t)=1 for |t |< 1, (t)=0
for |t |> 2 and |d/dt |2. We recall that since the choice of r1,  satisﬁes properties
(Q2r1(0)) = Q2r1(0), (4.19a)
(Qr1(0) ∩ D) = Q+r1(0), (4.19b)
c−1|x1 − x2| |(x1) − (x2)|c|x1 − x2|, ∀x1, x2 ∈ Rn, (4.19c)
|(x) − x| c
r0
|x|1+, ∀x ∈ Rn, (4.19d)
|D(x) − I | c
r
|x|, ∀x ∈ Rn, (4.19e)
where Q+r1(0) = {x ∈ Qr1(0) : xn > 0} and c1 depends on L and  only.
Let us deﬁne Cr1 as
Cr1 = {x ∈ Rn : |x′|<r1, |xn|<r1}.
For x, y ∈ Cr1 we deﬁne Gv,D(, ) = Gv,D(−1(),−1()), where = (x) and = (y). Gv,D is solution of{
div((a˜(·) + b˜(·)+)B(·)∇Gv,D(·, z)) = −
(·, z) in ,
Gv,D(·, z) = 0 on 
(4.20)
where B = JJ T / det J , J = d/dx(−1()), a˜(x)= a(−1(x)) and b˜(x)= b(−1(x)). B is of class C and B(0)= I .
Let us consider
R˜(x, y) = Gv,D(x, y) − G0,+(x, y).
R˜ solves⎧⎪⎨⎪⎩
divx((a0 + b0+)∇xR˜(x, y))
= divx((a˜(x) + b˜(x)+)(I − B)∇xGv,D(x, y))
+ divx(([a˜(x) − a0] + [b˜(x) − b0]+)∇xGv,D(x, y)) in ,
R˜(x, y) = 0 on .
(4.21)
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Thus we have
−R˜(x, y) =
∫

(a˜(z) − b˜(z)+)(I − B)∇zGv,D(z, x) · ∇zG0,+(z, y) dz
+
∫

([a˜(z) − a0] + [b˜(z) − b0]+)∇zG0,+(z, y) · ∇zGv,D(z, x) dz
=
∫
∩Cr1
(a˜(z) − b˜(z)+)(I − B)∇zGv,D(z, x) · ∇zG0,+(z, y) dz
×
∫
\Cr1
(a˜(z) − b˜(z)+)(I − B)∇zGv,D(z, x) · ∇zG0,+(z, y) dz
+
∫
∩Cr1
([a˜(z) − a0] + [b˜(z) − b0]+)∇zG0,+(z, y) · ∇zGv,D(z, x) dz
+
∫
\Cr1
([a˜(z) − a0] + [b˜(z) − b0]+)∇zG0,+(z, y) · ∇zGv,D(z, x) dz.
For |x|, |y|r1/2 the integrals over \Cr1 are bounded. Using (3.6) and the fact that
|a˜(z) − a0|c1|z|, |b˜(z) − b0|c2|z|,
where c1 and c2 depend on M1 and M2, respectively, we get
|R˜(x, y)|c
(
1 +
∫
Cr1
|z||x − z|1−n|y − z|1−n dz
)
.
From standard bounds (see, for instance [14, Chapter 5, Section 11]) we obtain
|R˜(x, y)|c|x − y|2−n+, (4.22)
for every |x|, |y|r1/2, where c depends on L, , , M1, M2 and n only.
Going back to the original coordinates system, we observe that if x ∈ −1(B+r1/2(0)) and y = enyn, with yn ∈
(−r1/2, 0) then |(x) − x| is bounded by c|x − y|1+. Namely, since (x) · y0 and (y) = y, by (4.19c) we have
c−1|x| |(x)| |(x) − y|c|x − y|. (4.23)
On the other hand, by (4.19d) and (4.23)
|(x) − x| c
r
|x|1+ c
′
r
|x − y|1+. (4.24)
Using the identity
Gv,D(x, y) − G0,+(x, y) = R˜((x),(y)) + G0,+((x), y) − G0,+(x, y),
(4.19), (4.22) and (4.24) we obtain
|Gv,D(x, y) − G0,+(x, y)|
 c
r
|x − y|+2−n + c
r
‖∇G0,+(·, y)‖L∞(Qr1 )|x − (x)|
 c
r
|x − y|+2−n + c
′
r
|x − y|1+h1−n
 c
′′
r
|x − y|+2−n,
where c′′ depends on k, n,  and L only.
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To estimate the ﬁrst derivative of R˜ let us consider a cube Q ⊂ B+r1/4(x) of side cr1/4, with 0<c< 1, such that
x ∈ Q. The following interpolation inequality holds:
‖∇R˜(·, y)‖L∞(Q)c‖R˜(·, y)‖1−
L∞(Q)|∇R˜(·, y)|
,Q,
where 
= 1/(1 + ), c depends on L only and
|∇R˜|,Q = sup
x,x′∈Q,x =x′
|∇R˜(x, y) − ∇R˜(x′, y)|
|x − x′| .
Since, from the piecewise Hölder continuity of ∇Gv,D and also of ∇G0,+, we have that
|∇R˜(·, y)|,Q |∇Gv,D(·, y)|,Q + |∇G0,+(·, y)|,Qch−+1−n,
where c depends on L only, thus we conclude
|∇xR˜(x, y)| c
r
h(+2−n)(1−
)h(−+1−n)
 = c
r
h1−n+,
where = 2/(1 + ). Thus
|∇xR˜(x, y)| c
r
|x − y|+1−n, (4.25)
where = 2/(1 + ) and c depends on L only. Concerning G0,+ we have
|∇xG0,+((x), y) − ∇xG0,+(x, y)|
= |D(x)T∇G0,+(·, y)|(x) − ∇xG0,+(x, y)|
 |(D(x)T − I )∇G0,+(·, y)|(x)|
+ |∇G0,+(·, y)|(x) − ∇xG0,+(x, y)|
 c
r
‖∇G0,+(·, y)‖L∞(Qr1 )|x − (x)| + |∇G0,+(·, y)|,Q|(x) − x|
 c
′
r
h1+h1−n + c
r
2 h
−+1−nh(1+)
 c
r
2 h
1−n+2
,
where c depends on k, n,  and L only. 
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