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Abstract
A brief review of the numerical methods implemented in the widely used ZEUS code for astrophysical magnetohy-
drodynamics (MHD) is given. Extensions of the numerical methods to treat problems in nonideal MHD in a variety of
regimes are discussed. In particular, methods for treating Ohmic dissipation, and methods for studying partially ionized
plasmas in which the ion and neutral components are weakly coupled through a collisional drag term are considered.
Recent application of the methods to the study of the dynamics of accretion disks is described. c© 1999 Elsevier Science
B.V. All rights reserved.
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1. Introduction
The vast majority of the visible plasma in the Universe contains a magnetic eld. In many
circumstances (for example, in the solar corona, in pulsar magnetospheres, and in many regions
of the interstellar medium), the energy density in this eld is at least as large as the internal or
kinetic energy density in the plasma, so that it is an important if not dominant component to the
dynamics. Even if the eld is weak (in the sense that its energy density is small compared, e.g.,
to the thermal energy density) tension forces produced by bending the eld lines can signicantly
alter the dynamics. For example, it is now known that weak magnetic elds are of fundamental
importance in generating MHD turbulence and driving mass accretion in astrophysical disks [1].
Even the problem of how magnetic elds are amplied and maintained by currents associated with
bulk ows in the plasma (a process termed a \dynamo") is not fully understood, but is the subject
of active investigation [34]. It is clear that numerical methods for MHD will play a fundamental
role in studies of these problems.
The addition of a magnetic eld changes both the physics of the plasma, and the mathematical
properties of the equations which describe it, in fundamental ways. Physically, the MHD equations
contain three wave families (the fast and slow magnetosonic waves, and the Alfven waves) as
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opposed to only the single acoustic wave family present in pure hydrodynamics. These additional
wave families make the dynamics of the plasma much richer. The magnetosonic waves are com-
pressive, meaning both modes support shocks and rarefactions. On the other hand, Alfven waves are
noncompressive shear waves, a mode which is completely absent in ideal hydrodynamics. Mathe-
matically, the additional modes make solving the characteristic problem (which forms the basis of
many modern numerical schemes for uid dynamics [24]) much more dicult in MHD in com-
parison to hydrodynamics for two reasons. Firstly, there are seven characteristic curves in MHD
(u; u  vf ; u  vA, and u  vs, where u is the ow speed, and vf ; vA, and vs are the fast, Alfvenic,
and slow mode speeds respectively), making the solution quite complicated. Secondly, the equations
of MHD are not strictly hyperbolic, meaning that the eigenvalues corresponding to each character-
istic are not always linearly independent. In addition, Maxwell’s equations contain a constraint that
the eld must be divergence-free: there are no magnetic monopoles. Not only must one design a
scheme which can evolve each wave mode in MHD accurately, but in addition the scheme must
ensure the numerically evolved elds satisfy the divergence-free constraint.
There are two possible approaches to designing numerical methods for compressible MHD. The
simplest is to solve the equations written in non-conservative form using an operator-split solution
procedure [6]. There are a variety of astrophysical hydrodynamic codes that implement this method
in one form or another (e.g., [35,22,26]); one well known example is the ZEUS code [45]. ZEUS
solves the gas dynamic equations on a staggered mesh using high-order upwind methods to solve the
advection terms, and an articial viscosity to capture shocks. Covariant dierencing forms are used
to allow computation on any orthogonal coordinate system [29]. Both two- and three-dimensional
versions are available, and the code has been implemented on architectures ranging from desktop
workstations to distributed memory parallel supercomputers. The code is widely used, well docu-
mented in the literature [45], [46], [44], extensively tested [42], and it is publically available through
the Laboratory for Computational Astrophysics (http://www.lca.ncsa.uiuc.edu).
It has been nearly eight years since a comprehensive description of ZEUS rst appeared in the
literature. In that time, improvements have been made to the method, and new extensions to the
algorithm which allow the study of additional physics have been developed. In this paper, a descrip-
tion of these improvements and extensions will be given. Because the basic algorithms implemented
in ZEUS have already been presented in detail in the literature, only a brief outline of the basic
methods will be given here.
Since the rst description of the ZEUS code appeared, there has been enormous progress in the
development of numerical methods for MHD based on solving the equations in conservative form.
In particular, Godunov methods [18] which are based on either a linear approximation, or a fully
nonlinear solution, to the MHD Riemann problem are now widely used [25]. In addition, the use of
adaptive meshes has proven very succesful for some applications. While there is an enormous range
of problems that can be studied with the methods implemented in ZEUS, it is also likely that these
new methods will see increasing use.
2. The ZEUS astrophysics code
The ZEUS code implements algorithms for three classes of problems: pure hydrodynamics [45],
ideal MHD [46], and radiation hydrodynamics [44]. It is impossible to discuss the MHD methods
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without rst describing some of the basic properties of the hydrodynamical algorithm, thus important
ingredients of the latter are described in this section. Discussion of the radiation hydrodynamical
methods are beyond the scope of the present paper.
2.1. The ZEUS algorithm for ideal MHD
Before describing extensions to the basic MHD algorithms in ZEUS, we begin with an outline of
the major components in the method. This description closely follows those given in [45,46,20].
In nonconservative form, the equations of ideal MHD are
@
@t
+B  C= 0; (1)
@S
@t
+B  SC=−Bp+ 1
4(B  B) B; (2)
@e
@t
+B  eC=−p

B  C; (3)
@B
@t
=−B  E ; (4)
where  is the mass density, C the velocity, S the momentum density, e the specic internal energy
density, B the magnetic eld, and E the electric eld. The pressure p is related to e through an
equation of state. For the simplest case of an adiabatic gas of noninteracting particles, the equation
of state takes a simple form
p= (− 1)e; (5)
where  is the ratio of specic heats. Most astrophysical plasmas are dominated by either monoatomic
particles so that  = 53 , or by molecular hydrogen, a diatomic molecule so that  =
7
5 . In plasmas
in which internal energy can be lost from the system via radiation on timescales very much shorter
than dynamical timescales, an isothermal equation of state (i.e., p=C2s  where Cs is the isothermal
sound speed) may be more appropriate. In this case the energy equation (3) can be dropped from
the system. Under the assumptions of ideal MHD, the plasma conductivity is taken to be innite,
so that the only contribution to the electric eld is from bulk motions of the plasma
E =−C B: (6)
As written above, it is clear that the terms on the RHS of the rst three of the equations of ideal
MHD represent sources and=or sinks of mass, momentum, and energy, respectively, whereas the
terms on the LHS represent transport of conserved quantities via advection. An operator split solution
procedure divides the update of these two terms into two separate steps (see [6] for a description of
the mathematical basis of the method). In the rst step, hereafter called the transport step, the terms
on the LHS of the equations are updated in conservative form using higher-order upwind methods.
This step is described in detail in Section 2.3. In the second step, hereafter called the source step,
simple nite dierences are used to evaluate the terms on the RHS of the equations. Additional terms
must be added in order to capture shocks. This step is described in Section 2.4 below. Note that
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the induction Eq. (4) can not be represented in this splitting, moreover the mathematical constraints
introduced by Maxwell’s equations implies that an operator split method will not give accurate
solutions. Thus, the induction equation must be updated with entirely dierent methods: these are
described in Section 2.5.
2.2. The numerical grid
The most basic property of any grid-based numerical algorithm is the representation of the
dependent variables on the numerical mesh. In a nite domain (0 :Lx; 0 :Ly; 0 :Lz) the continuous
independent variable x is transformed into discrete values in each coordinate direction, i.e., x ! xi
where xi = (i − 1=2)x; i = 1; : : : ; Nx is the location of cell centers, and x = Lx=Nx. Similarly,
the y-, and z-coordinates are discretized into yj and zk using Ny and Nz zones with correspond-
ing grid sizes y and z. The grid spacing in any direction need not be uniform, although for
simplicity here it is taken to be so. Each dependent variable must then be represented as discrete
values located either at the centers of cells, or at the faces of cells. Numerical schemes which use
the nonconservative form generally use staggered meshes, meaning that scalar quantities such as
the density and pressure are located at cell centers, while components of vectors are located on the
corresponding cell face with a parallel surface normal vector (implying the dierent components
of vectors are located on dierent cell faces). In either case, the continuous variable a(x) is then
represented as discrete values ai; j; k on this mesh, with whole (half) integer subscripts representing
centering at cell centers (faces). It is important to emphasize that rather than being the pointwise
values of the true solution (i.e., a(xi; yj; zk)), these discrete values instead represent a cell average,
so that ai; j; k  (
R
a(x) dx)=xyz, where the integration spans the volume of the zone centered on
ai; j; k . Boundary conditions must be supplied for each variable at every edge of the domain, usually
by specifying the values a0; j; k and aN+1; j; k (and similarly for the y- and z-directions) in \ghost"
or \guard" cells beyond the domain of the computational grid. Fig. 1 shows the positioning of the
dependent variables in the numerical grid used by the ZEUS code.
We have implicitly adopted a Cartesian coordinate system in describing the spatial mesh described
above. In fact, ZEUS uses a covariant dierencing scheme in which all vector and tensor operators
are represented using metric scale factors. This allows the dierence equations to be general, so that
the code in principle can compute in any orthogonal coordinate system. In practice, however, there
are subtleties in each coordinate system which must be dealt with individually. For example, as
described in [29,4], in a curvilinear mesh variables should be treated as being located at the volume
center, rather than the geometric center, of zones. This modies the spatial interpolation formulae,
and some nite-dierence formulae, used in the algorithm. In addition, coordinate singularities (across
which the nite-dierence representation of some opertors may diverge) in, e.g., spherical polar or
cylindrical meshes, must be handled on a case-by-case basis. Thus, ZEUS is intended to be used in
one of three coordinate systems: Cartesian, cylindrical, or spherical polar. A full description of the
covariant dierencing formalism is given in [45].
In addition to discretization in the spatial domain, a numerical solution to the PDEs must also be
descretized in time. At the initial time values for all dependent variables are specied over the entire
spatial grid. These values must be stepped forward using a timestep t chosen by the numerical
algorithm. This results in a four-dimensional grid of data for each variable ani; j; k ; n = 0; : : : ; M ,
where the superscript denotes the time level. Note that in practice the timestep will not be constant
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Fig. 1. Centering of variables in the ZEUS code. One zone of the computational mesh is shown. The density  and
specic internal energy density e are located at cell center, the components of the velocity C and magnetic elds B are
face-centered, while the electromotive forces used to update the magnetic eld (see Section 2.5) are edge-centered.
over all the steps. Instead, for an explicit time-dierencing method (in which case all terms are
evaluated using known data at the current time level n) such as used by ZEUS, the timestep must
be chosen to satisfy a stability constraint; for example the Courant{Friedrichs{Lewy [10] condition:
t6x=max(kWi; j; kk), where the components of W are the characteristic speeds in the equations.
Since the Wi; j; k depend on the solution, this condition must be applied at each timestep, so that
in general t will not be constant. In an operator split method, one need not adopt the same
time-dierencing algorithm for all the terms. Thus, for sti terms (those in which the characteristic
time of variation is much shorter than the dynamical time in the ow) it may be useful to use
a implicit method (in which case all terms are evaluated using suitable averages of data at the
current and advanced time). In this case the nite-dierence formula result in a set of coupled
nonlinear equations which must be solved for the unknowns an+1i; j; k . The only constraints placed on
the timestep in an implicit method are those set by accuracy, and by the convergence properties of
the nonlinear solver.
2.3. Advection algorithms | the transport step
The LHS of each of Eqs. (1){(3) can be written as a set of scalar advection equations of the
form
@a
@t
+
@(ua)
@x
= 0; (7)
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where a represents the mass density, momentum density, and energy density respectively in each
of Eqs. (1){(3). Eq. (7) is manifestly in conservative form. An obvious, temporally second-order
accurate nite-dierence representation is
an+1i − ani =
t
x
(F n+1=2i+1=2 − F n+1=2i−1=2 ); (8)
where for simplicity the system has been restricted to one spatial dimension. (A multidimensional
version of the method is constructed by performing sets of one-dimensional sweeps along orthogonal
coordinates at each timestep, a process called directional splitting [47].) Here, F(an+1=2i+1=2 ) denotes the
uxes of a. Note the uxes are located halfway between the values ai, and that to achieve centered
temporal dierencing they must be evaluated using time averaged values of a. (Generally, it is
sucient to approximate the time average of the uxes with the ux computed using the time
averages of a.)
Much of the complexity in numerical schemes for gas dynamics is associated with nding an
accurate and stable representation of the time averaged uxes in Eq. (8). There are two very dierent
kinds of error which must be minimized. The rst is diusion error associated with the spatial
spreading of sharp features in the initial data as it is evolved. Generally, diusive errors are reduced
by adopting spatially higher-order schemes. The second type of error is dispersion error. This is
associated with the propagation of dierent spatial frequencies in the initial data at dierent velocities.
A wavepacket made up of many dierent frequencies will therefore disperse, or spread apart, as it
propagates. Alternatively, pure modes may simply propagate at the wrong speed. Dispersive errors
are generally only apparent in high-order schemes: low-order schemes are so diusive any dispersive
error is swamped. In fact, one common technique to reduce the appearance of dispersive errors is
to add diusion.
One of the most straightforward techniques for computing the uxes in Eq. (8) is to use a
predictor-corrector scheme such as the two-step Lax{Wendro method (e.g., [32]). This gives second-
order spatial accuracy for smooth regions, but unfortunately the scheme has a large dispersion error
which requires the addition of large amounts of diusion. Hybrid methods which use the Lax{
Wendro ux in smooth regions, but a low-order and less dispersive ux near discontinuities have
proven successful: such methods are termed \ux-limiter" methods, an example is the ux-corrected
transport (FCT) scheme [5,48]. Both the two-step Lax{Wendro and the FCT method are widely
used for applications in astrophysics.
One important technique that can be used to reduce dispersion error is to use a dierence molecule
that utilizes information which is upstream of the interface. If u= constant, the solution to Eq. (7)
is simply a(x; t) = a(x − ut; t = 0), i.e., the original function displaced by an amount ut. Clearly,
then, the appropriate uxes F(Un+1=2i+1=2 ) = a
n+1=2
i+1=2 u in a nite-dierence representation of Eq. (7) are
simply the total amount of a passing through the interfaces in t. For a scalar advection equation it
is straightforward to compute this quantity by integrating the amount of a upstream of the interface
within the domain of dependence ut. As described below, high-order representations of this integral
can be constructed by accounting for the spatial variation of a within grid cells using piecewise
continuous interpolation formulae. Nonlinear stability of upwind schemes requires the interpolation
scheme must be monotonicity preserving, that is the interpolation must not introduce any new extrema
into the data. More generally, it can be shown that if an interpolation scheme reduces the total
variation of the solution, that is the sum of the dierence of the solution between neighboring
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grid points, then the scheme will be nonlinearly stable. Such \total variation diminishing" (TVD)
interpolation schemes can be proven to be monotonicity preserving, and moreover, they can be shown
to guarantee convergence to the weak solution of the PDE [25,19]. TVD and monotone methods are
an essential ingredient to upwind schemes because they eliminate oscillations (overshoots) introduced
by interpolation near discontinuities in the solution.
The order of the interpolation formulae used to construct the uxes determines the spatial order
of upwind methods. Several techniques are commonly used:
1. Donor cell (rst order) method. The simplest interpolation scheme is to assume that the variable
a is constant within a zone, leading to the upwinded values
an+1=2i−1=2 =

ani−1 if u> 0;
ani if u< 0:
(9)
By ignoring any variation of a within a zone, the donor cell method is quite diusive and therefore
is not acceptable in applications.
2. van Leer (second order) method. A second-order scheme can be constructed by using a piece-
wise linear function to represent the distribution of a within a zone (e.g., [53]),
an+1=2i−1=2 =
(
ani−1 + (x − ut)(ani−1=2) if u> 0;
ani − (x + ut)(ani =2) if u< 0;
(10)
where the ani are the monotonized, van Leer slopes computed from the harmonic average
ani =
8><
>:
2(ai−1=2ai+1=2)
ai−1=2 + ai+1=2
if ai+1=2ai−1=2> 0;
0 otherwise;
(11)
and ai+1=2 = (ani+1 − ani )=x. The denitions of the van Leer slopes in Eq. (8) can be extended to
account for a nonuniform grid spacing. Note that when the van Leer slopes are zero, the method
reduces to the donor cell (rst order) method given in Eq. (5). Other forms of the slope limiters are
possible [33,52]: it is the slope limiter that makes the scheme monotone and therefore preserves non-
linear stability. The second-order method oers the advantages of improved accuracy (less diusion)
combined with speed, and is therefore widely used in astrophysical applications.
3. PPM (third order) method. The piecewise parabolic method (PPM) for advection uses parabolic
interpolation within a zone to compute upwinded interface values. The entire interpolation proce-
dure, combined with the monotonicity constraints that ensure nonlinear stability, are too complex to
reproduce here, they are given in [9]. By using parabolae for interpolation, the PPM method requires
that two points be specied upwind of the interface. In general, the PPM method uses a ve-point
molecule centered on the zone being updated. Thus, at boundaries, values must be specied for two
ghost zones beyond the computational domain.
Fig. 2 compares the solution to the scalar advection Eq. (7) computed using these three upwind
schemes for a test problem consisting of the advection of a square pulse originally 100 zones wide
a distance of 10 times its width. Note the rst-order method results in unacceptable diusion of
the pulse. In fact, the scheme will continue to diuse the pulse so that its amplitude continues to
decrease as it propagates. The second- and third-order schemes show enormous improvement in the
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Fig. 2. Result from advecting a square pulse a distance of 10 times its width using rst-order (triangles), second-order
(squares), and third-order (circles) upwind methods.
solution: the pulse edges become about 30 and 10 zones wide, respectively. In fact, the third-order
alogorithm can be improved by specially designed switches that detect discontinuities and modify
the interpolation formulae accordingly, resulting in edges that are 2{3 zones wide [9]. Moreover, in
the higher-order schemes the pulse shape becomes xed with time rather than continuously decaying.
As described above, the schemes assume the advection velocity u does not vary spatially. In order
to preserve their formal convergence properties in the presence of a spatially varying velocity, they
must be modied in a straightforward way [16].
2.4. Shock capturing with an articial viscosity
The transport module described above, which updates the LHS of Eqs. (1){(3), forms the rst step
in the operator split solution procedure implemented in ZEUS. The second step is to add the source
terms on the RHS of these equations. As described in [45], straightforward nite-dierence represen-
tations of these terms can be written for the staggered mesh used by ZEUS. These representations
are written out in full in [45], and thus will not be repeated here.
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However, simply adding the source terms to the advection step is not enough to complete the
hydrodynamic algorithm. The obvious nonlinearities in the LHS of Eq. (2) (which, when the RHS
is taken to be zero, should be recognized as Burgers’ equation) are of great interest in their own
right; they lead to the steepening of smooth solutions into discontinuities (shocks in the case of gas
dynamics). Since the PDEs will break down in discontinuities, nite-dierence formula will also fail
there. A simple solution is to add dissipation near discontinuities to smooth them over many grid
zones so that the nite dierence operators can still be applied.
The customary approach for smoothing shocks is to introduce a scalar articial viscous pressure
which is a nonlinear function of the compression, and therefore gives the correct entropy jump across
shocks and the correct shock propagation velocity, while having negligibly small eect elsewhere.
The most common formulation for this viscous pressure is in [54].
q=

l2(B  C)2 if B  C< 0;
0 otherwise;
(12)
where l is a constant with dimensions of length which determines the strength of the articial
viscosity. Typically, l is chosen to be a few times x. Alternative formulations for this viscous
pressure in curvilinear coordinates are given in [51]. Incorporation of this articial viscosity into
the algorithm simply requires adding a viscous pressure term −Bq to the RHS of the momentum
Eq. (10), and a viscous heating term −q(B  C) to the RHS of the energy Eq. (12). Note that to
observe convergence of a shock prole computed with an articial viscosity, it is necessary to hold
l itself constant, rather than the ratio of l=x, since as with all numerical methods the shock prole
is xed relative to the zone number [23].
Articial viscosity is not required to make the above algorithm stable, rather it is needed to
thermalize kinetic energy in shocks. Without the viscosity, there are large-amplitude post-shock
oscillations which are not easily damped and which contain the kinetic energy ux propagating
through the shock front. However, these oscillations are bounded, and the scheme will run stably
with them (examples of shock proles computed with and without an articial viscosity are given
in Figs. 12:3 and 12:4 of [32]). It should also be realized that some numerical methods which use
the conservative form (for example the two-step Lax{Wendro scheme) also require the use of an
articial viscosity to capture shocks properly. Godunov schemes which use a nonlinear Riemann
solver to compute the interaction of discontinuous states, and therefore the uxes of conserved
quantities through cell faces, do not require an articial viscosity to capture shocks except in special
circumstances [9] (for example, shocks which are nearly stationary with respect to the grid). Because
the Riemann solver is constructed specically to account for nonlinear wave interactions, Godunov
schemes for hydrodynamics generally are more accurate for shock dynamics than schemes which
use an articial viscosity.
Fig. 3 demonstrates the dierences in the proles of shocks computed using a Godunov scheme (a
PPM code) and a nonconservative scheme which uses an articial viscosity (the ZEUS code). Shown
is the dierence in the density prole computed by each scheme compared to the analytic solution
for the Sod shocktube problem [40], i.e., the plot shows the error in the density. As expected, in
both schemes the error is dominated by the discontinuities: either the shock near zone 186, or the
contact discontinuity near zone 145. The rarefaction fan also is a source of error, especially the foot
and head. Overall, the Godunov scheme results in considerable thinner shocks, and an overall error
which is lower by a factor of a few.
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Fig. 3. Error in the density for the Sod shocktube problem for a solution computed using the ZEUS code (dashed line)
and a PPM code (solid line).
2.5. Evolving the induction equation | the MOCCT algorithm
It is clear that the induction Eq. (4) can not be solved using an operator split solution procedure
described above, since it can not be written as a transport equation for a conserved quantity. However,
there is yet an additional complexity: one must ensure the evolved eld satises the divergence-free
constraint imposed by Maxwell’s equations
B  B = 0: (13)
In general, a numerical dierencing scheme for the induction equation will not guarantee that the
truncation error added as the eld is evolved satises the divergence-free constraint. Thus, an initially
divergence-free eld will not remain so as it is evolved. An important question is: does the addition
of divergence in the magnetic eld at the level of the truncation error matter? The work in [7] was
the rst to demonstrate that it probably does: by comparing solutions to a test problem in which the
forces proportional to B B were removed with solutions to this same problem in which these forces
were not removed, these authors discovered widely disparate results. Other authors have compared
the evolution of certain MHD problems in one or two dimensions using schemes that either did or
did not enforce the divergence-free constraint, in many cases reporting no signicant dierence in the
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results (e.g., [11,55]). The fundamental question is whether the truncation error in the divergence
part of the eld with these schemes is random and uncorrelated so that it does not grow with
time. It seems quite possible that for a complex, three-dimensional ow in which the magnetic
eld becomes highly tangled and disordered (for example, in turbulent ows), accurate solutions
will require a method which keeps the numerically evolved eld consistent with the divergence-free
constraint to a high degree of precision. Unfortunately, tests involving complex multidimensional
eld geometries simply have not been reported in the literature as of yet.
Because of the divergence-free constraint, the induction equation (4) must be treated with special
techniques. One of the simplest ideas for a numerical scheme that enforces the divergence-free con-
straint is to represent the magnetic eld using vector potentials A, from which the eld is derived
through B=BA. Using the transverse gauge, the induction equation written in terms of the vec-
tor potential becomes a simple transport equation [6]. The advantage of this approach is that since
B (BA)=0, a method based on evolving the vector potential guarantees the divergence-free con-
straint is satised. The disadvantage is that evaluating the Lorentz force requires taking a numerical
second derivative. For smooth ows this method can work well, but in regions with sharp gradients
in the potential (such as shocks or current sheets), the Lorentz force often contains overshoots which
can only be xed by smoothing. Still, a number of astrophysical application codes use the vector
potential approach, these include some methods based on the conservative form (such as two-step
Lax{Wendro codes [38]), and some algorithms based on the nonconservative form (e.g., [31]).
Schemes which evolve the magnetic eld directly will clearly be at an advantage in treating
sharp boundaries in comparison to vector potential schemes. Evans and Hawley [14] realized it is
possible to construct a multidimensional, conservative dierencing scheme for the magnetic ux
provided the appropriate control volume is used, and so ensure the divergence-free constraint is
enforced. The method begins by using Stokes’ theorem to write the induction equation as
@
@t
=
I
@S
(C B)  dl; (14)
where  = B  dA is the magnetic ux through a surface S of area dA bounded by @S. The
discretization scheme is then developed as follows. Each computational zone denes a cube in
three-dimensional space (see Fig. 1). The components of the magnetic eld are centered on the
faces of this cube, with the x-component located on the cell face whose normal component is
parallel to the x-direction, i.e., a staggered mesh is used. The components of the magnetic ux i;j; k
are then simply the product of each component of the eld with the area of the cell face on which
it resides, for example i−1=2; j; k = B1i−1=2; j; kyz. The integrand in Eq. (14) is the electromotive
force (EMF); in a nite dierence representation the EMF must be located along cell edges (see
Fig. 1), so that the integral represents the sum of the EMFs along the edges of the surface which
contains . Thus, in nite dierence form, and using the centering of the components of B and the
EMF () described above (and shown in Fig. 1), the nite-dierence form of Eq. (14) for the ux
component colocated with B1i−1=2; j; k is
(n+1i−1=2; j; k − ni−1=2; j; k)=t= 2i−1=2; j; k−1=2y + 3i−1=2; j+1=2; kz
−2i−1=2; j; k+1=2y − 3i−1=2; j−1=2; kz: (15)
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Note the sign of the terms in Eq. (15) are determined by whether the EMFs are parallel or antiparallel
to the coordinate directions. Similar equations can be written for the update of the ux on the other
ve faces of the computational zone shown in Fig. 1.
The divergence-free constraint (Eq. (13)) then requires that the sum of the dierences of the
uxes between opposing faces be zero, i.e.,
i+1=2; j; k − i−1=2; j; k
x
+
i;j+1=2; k − i;j−1=2; k
y
+
i;j; k+1=2 − i;j; k−1=2
z
= 0: (16)
Since all six faces of the cube share the same edges, the update of the magnetic ux on each sur-
face uses the same EMFs. This lies at the heart of the scheme. If one computes the nite-dierence
representation of the divergence at the advanced time (Eq. (16)) by algebraically inserting the
time-advanced uxes computed from Eq. (15) (and the update equations for the other ve com-
ponents of the ux), each EMF will appear twice on the RHS, once each with opposite sign, and
therefore all the EMFs cancel. The net result is that time-advanced magnetic ux also obeys the
divergence-free constraint (14) analytically. Because the update of the magnetic uxes has used the
same EMFs, the scheme is conservative. It is analogous to a conservative dierencing formula for
the gas dynamic equations that uses the same ux between neighboring cells and therefore conserves
mass, momentum, and energy exactly. The technique was called constrained transport (CT) in [14].
Note an essential point is that the solution of the induction equation is not directionally split, that
is all three components of the magnetic eld must be updated at once using the same EMFs. This
will be a fundamental property of any method that preserves the divergence-free constraint.
To this point, no mention has been made of how the EMFs should actually be computed. In fact,
it does not matter what EMFs are used in Eq. (15), the CT scheme will preserve the divergence-free
constraint. Of course, in practice, a method must be used which gives accurate representations of the
time-averaged EMFs. Through a series of test problems for MHD, Stone and Norman [46] found
that solving the characteristic equation for Alfven waves to compute time-averaged EMFs in the CT
scheme gave the best results. A critical step in the method is to dierence the Lorentz force term in
Eq. (2) using the time-averaged magnetic elds which result from the solution of the Alfven wave
characteristic equations in the CT scheme. The full scheme is referred to as MOC-CT; a complete
description is given in [46], test problems used to calibrate the method are described in [42], and
recent advances and updates to the method are given in [20]. Given that the nite-dierence equations
used to construct a multidimensional version of the algorithm are given in detail in these references,
they will not be repeated here. An alternative formulation of an improved MOC-CT algorithm to
that described in [20] is given in [8].
3. Extension of ZEUS to nonideal MHD
The MHD algorithm implemented in ZEUS and discussed above is designed for ideal plasmas,
i.e., those which have innite conductivity. In many astrophysical systems, the temperature of the
plasma is so low that the ionization fraction f (the ratio of the electron number density ne to neutral
particle number density | which can be taken to be the number density of hydrogen atoms nH since
in astrophysical plasmas neutral hydrogen dominates all other elements) is extremely small. If f
becomes so small that the ions (and therefore the magnetic eld, which is coupled directly only to
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the ions) begin drifting with respect to the neutrals, then the magnetic eld is no longer coupled
to the bulk of the uid (the neutrals), and the assumptions of ideal MHD breakdown. There are
several regimes of interest in this case, each of which can be described by dierent approximations
in the equations of motion. If the number density of the plasma is very large, so that the ion{
neutral collision rate is also large compared to the ion gyrofrequency, then the eect is to damp
electrical currents in the plasma through an Ohmic resistivity. This can be treated by the addition of
a nite conductivity term to Ohm’s law (Eq. (6)). On the other hand, if the ion{neutral collisions
are infrequent compared to the ion gyrofrequency, then the ion and neutrals begin to behave as two
independent uids coupled through a collisional drag term. In this case the dynamics of the plasma
must be described by separate systems of conservation laws for the ions and neutrals. Finally, if
the ion and neutral densities are not independent but assumed to be in ionization equilibrium, then
one can simplify the coupled ion and neutral equations of motion to a single uid system with a
nonlinear diusion term in the induction equation. Numerical methods to treat each of these regimes
have recently been implemented in the ZEUS code as described below.
3.1. Incorporating ohmic resistivity
In a resistive plasma, Ohm’s law can be written
E =−C B + J ; (17)
where  is the resistivity of the plasma (inverse of the conductivity). In writing Eq. (17) several
approximations have been made; the contribution to the current from the Hall term present in a
generalized formulation of Ohm’s law has been dropped, and the conductivity tensor has been
assumed to be isotropic.
With the addition of a nite resistivity, the induction equation can be written in integral form as
@
@t
=
I
@S
(C B)  dl− 
I
@S
J  dl: (18)
In designing a numerical method to solve this equation, it is important that the solution procedure
enforces the divergence-free constraint. The CT method for updating the rst term on the RHS of
Eq. (18) was described above. Clearly, the second term on the RHS can be dierenced using the
CT formalism described in Section 2.5, with the eective EMF for the resistive term simply equal
to the current density J in this case. Using the staggered mesh shown in Fig. 1, it is straightforward
to write down nite-dierence representations for J , for example
J1i; j−1=2; k−1=2 =
(B3i; j; k−1=2 − B3i; j−1; k−1=2)
y
− (B2i; j−1=2; k − B2i; j−1=2; k−1)
z
: (19)
Note that for a staggered mesh, the components of the current are automatically centered at the
appropriate locations to be used as EMFs in the update of the magnetic ux using the CT scheme.
A numerical scheme based on the CT approach to dierencing the resistive term has been de-
veloped in [17]. The resistive term is operator split from the rest of the induction equation, that
is MOC-CT is rst used to update the elds using the rst term in Eq. (19), and the resistivity
is added afterwards. One nal important step is that for a time-explicit dierencing formula for
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the resistive term (which makes the induction equation a parabolic PDE) the timestep must satisfy
a stability criterion of the form t6(x)2=. Because of the strong dependence of this limit on
the grid spacing, it is very restrictive for high-resolution simulations, and in fact can completely
dominate all other stability limits in the algorithm.
3.2. Treating partially ionized plasmas as a two-uid system
If the ion-neutral plasma is only weakly coupled, the two species must be treated as separate
uids which obey distinct sets of conservation laws [13]. Using subscripts i and n to denote ion and
neutral variables, respectively, the two sets of conservation laws take the following form:
@i
@t
+B  iCi = 0; (20)
@n
@t
+B  nCn = 0; (21)
@Si
@t
+B  SiCi =−Bpi + 14(B  B) B + in(Cn − Ci); (22)
@Sn
@t
+B  SnCn =−Bpn − in(Cn − Ci); (23)
@B
@t
=B  (Ci  B): (24)
An isothermal equation of state has been adopted for both species, so that the energy equation can be
dropped from the system. The ion and neutral pressures are thus given by pi=i=pn=n=C2s , where
Cs is the isothermal sound speed. Extending the system to nonisothermal uids is straightforward.
The nal terms in Eqs. (22) and (23) represent the collisional drag between the ion and neutral
uids [13]. The collisional coupling constant  is assumed to be independent of velocity. Note this
term appears in each equation with opposite sign.
Ignoring for the moment the drag term, Eqs. (21) and (23) obviously form the equations of
hydrodynamics for the neutrals, while Eqs. (20), (22) and (24) are the equations of ideal MHD
for the ions. Thus, the hydrodynamical methods described above and in [45] can be used to solve
Eqs. (21) and (23), while the MHD algorithms described above and in [46] can be used to solve
Eqs. (20), (22) and (24). Because the drag term potentially is very sti, it is best to use an implicit
dierencing formula for the update of this term. Since the drag term is linear in the velocity and
does not involve any spatial operators, the implicit update formulae for these terms is particularly
simple. Thus, to update the operator split drag term for the ion velocity
@Si
@t
= in(Cn − Ci) (25)
the appropriate implicit nite-dierence equation is
vn+1i =
vni + t(iv
n
i + nv
n
n)
1 + t(i + n)
: (26)
J.M. Stone / Journal of Computational and Applied Mathematics 109 (1999) 261{280 275
Similarly, the implicit dierence formula for the operator split drag term in the neutral momentum
equation results in
vn+1n =
vnn + t(iv
n
i + nv
n
n)
1 + t(i + n)
: (27)
Note that in the limit of a very large timestep, these formula recover the correct asymptotic solution,
namely the nal velocities converge to the density-weighted averages of the initial values.
There are a variety of problems in the dynamics of the interstellar medium that can be investigated
with a two-uid algorithm for partially ionized plasmas as described above. Recently, this method
has been used in [41,30] to study the Wardle instability in C-type MHD shocks. A closely related
method has been used in [27] to study the same problem. It has also been used in [21] to study
the nonlinear evolution of the magnetorotational instability in weakly ionized accretion disks. One
primary diculty with the method is that in some regions the ion density can become extremely
small, leading to a divergence of the Alfven speed, which therefore severly restricts the timestep
that can be used in the explicit update of the ion-conservation laws. The solution of this problem is
to adopt implicit dierencing techniques [49].
3.3. Incorporating ambipolar diusion
If both the ion inertia and the ion pressure are neglected in the two-uid system of conservation
laws equations (20){(24), and the ion density is assumed to be in ionization equilibrium with the
neutral density, so that i = C1=2n where C is a constant, then Eq. (22) can be solved for the ion
velocity and inserted algebraically into Eqs. (23) and (24), thus reducing the system to the single
uid system equations (21), (23) and (24). In this case, however, the induction equation becomes
complex [39]
@B
@t
+B  (B  un) =B 

B
4in
 [B  (B  B)]

: (28)
Eq. (28) is a nonlinear diusion equation for the magnetic eld. Explicit dierencing forms which
ensure the divergence-free constraint is satised can be developed as outlined above. However,
these forms encounter a restrictive stability constraint that make high-resolution simulations very
expensive. The cost of explicit calculations can be reduced somewhat by subcycling, that is updating
the induction equation many times in succession (with a timestep set by the stability constraint for the
diusion term) for each update of the full system of dynamical equations (at a timestep given by the
usual CFL constraint). Fully implicit dierencing forms for Eq. (28) are complex. An implementation
of a numerical dierence formula for the solution of Eq. (28) in the ZEUS code is given in detail
in [28].
4. An example application
The methods implemented in the ZEUS code have proven to be useful tools for the study of
MHD ows. Over the last ten years, they have been used to study an enormous variety of problems,
indeed too large a variety to describe fully here. However, one useful example that demonstrates
how such methods can be used to provide new physical understanding of astrophysical systems is
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Fig. 4. Time evolution of the horizontally averaged density (top), magnetic energy (middle), and Maxwell stress (bottom)
from a three-dimensional simulation of the nonlinear stage of the Balbus{Hawley instability in a weakly magnetized
astrophysical accretion disk. MHD turbulence results after saturation of the instability at about 3 orbits.
provided by recent numerical studies of the nonlinear stage of a powerful, local, linear instability
present in weakly magnetized accretion disks that regulates angular momentum transport [1]. Such
disks are formed whenever plasma falls into a gravitational potential well. It has been a long-standing
problem to uncover the source of angular momentum transport that allows accretion in disks, lately
attention has focused on the MHD turbulence that is driven by the instability [1]. A variety of groups
have applied techniques similar to the ZEUS MHD code to this problem (see [43] and references
therein). Fig. 4 shows the time evolution of the horizontally averaged density, magnetic energy, and
BxBy component of the Maxwell stress tensor from a three-dimensional simulation of the evolution
of this instability in a vertically stratied disk. After saturation of the instability at around 3 orbits
of the disk, the ow is seen to be dominated by complex, turbulent motions with large values
for the volume-averaged magnetic energy and stress. The most important physical result from the
simulations is the nding that the turbulence results in vigorous angular momentum transport; many
other ndings are reported in [1,43] and the references therein.
In the dense regions of cold accretion disks around newly forming stars, the magnetic eld
may be only weakly coupled to the plasma. The evolution of the magnetorotational instability in
resistive disks has also been studied numerically using the methods outlined in this paper. For resis-
tive plasmas, Fleming et al. [17] found that MHD turbulence driven by the instability (and therefore
angular momentum transport as well) is damped below magnetic Reynolds numbers of roughly 104.
On the other hand, in weakly coupled ion{neutral disks, Hawley and Stone [21] found that the
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instability saturates as complex structures in which the ions are squeezed into narrow sheets. Sig-
nicant angular momentum transport occurs only if the neutral{ion collision frequency is of order
102 times the orbital period. Both of these studies extend our understanding of the nonlinear stage
of the instability into more complex astrophysical systems.
5. Future development
In this article, some recent extensions of the ZEUS MHD code to the dynamics of nonideal
plasmas have been discussed. In particular, methods for treating Ohmic resistivity, and for studying
weakly coupled and partially ionized plasmas have been discussed. The importance of developing
dierence formulae in the paradigm of constrained transport in order to preserve the divergence-free
constraint has been emphasized.
The methods described here are useful for the study of a wide range of problems in astrophysics.
Current applications of the methods include problems in accretion disk dynamics, and in the formation
and propagation of jets, among others. Moreover, the coupling of the methods to algorithms for
radiation hydrodynamics as described in [44] has enabled applications in radiation MHD; for example,
to the study of the dynamics of radiation-dominated accretion disks.
Recently, however, a variety of higher-order upwind methods for MHD based on the use of both
linear and nonlinear Riemann solvers have been developed and have begun to see wide application in
astrophysics [11,55,36,37,2,15]. Such methods have a distinct advantage over schemes based on the
use of an articial viscosity in their ability to treat shock dynamics; and therefore should be superior
for MHD problems involving strong shocks and shock interactions. Preserving the divergence-free
constraint in these methods is an important issue, and in fact most authors now adopt the constrained
transport formalism described here for the integration of the induction equation.
The diculty in developing Riemann solvers for more complex physical problems can be under-
stood as the consequence of the introduction of new wave families (and characteristics) into the
system. This also introduces the possibility of highly disparate time scales associated with wave
families of greatly diering characteristic speeds. Often, the dynamics associated with the fastest
time scale is not of interest; instead one wishes to evolve the ow on longer time scales associated
with some other characteristic speed. An example includes MHD problems in weakly ionized media
(where the Alfven speed in the ions greatly exceeds the compressive waves speed in the neutrals).
In such circumstances, methods which are implicit in the fastest characteristic speed, but not nec-
essarily in the others, are of great utility. On the other hand, such methods are generally much
more complex than fully explicit methods. Some implicit and semi-implicit versions of methods for
MHD are presented in [12,50], further development and application of such methods to problems in
astrophysics is very likely in the near future.
In addition to multiple time scales, many problems in astrophysics involve multiple length scales.
For example, studying the dynamics of star formation requires resolving the newly formed protostellar
core as well as the accretion ow which feeds it which may extend many orders of magnitude in
spatial scale beyond the core. It is completely unpractical to resolve such ows with a xed uniform
grid. Nonuniform grid spacing is very useful for problems with a high degree of symmetry (for
example spherically symmetric infall). Recently, adaptive and nested mesh methods have emerged as
a promising method of resolving small subdomains within a larger volume (e.g. [3]). These methods
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evolve the ow on subgrids using boundary conditions supplied by the coarser mesh solution. There
is no limit to the number of levels of subgrids, implying an extremely large range of spatial scales
can be achieved with the method. Such methods have been successfully applied using the PPM
algorithm to problems in cosmology, accretion onto compact objects, the evolution of supernova
explosions, as well as many others. It seems clear these methods will form the basis of many
powerful astrophysical application codes in the future.
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