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表６Epsilon-BP法を用いた場合の各問題に対する最終誤差
貫性項付きＢＰ
数字
0.000062
0.004528
0.000051
0.008560
0.000065
0.011252
0000102
0.007109
0.000341
0.007428
0.001724
0.006211
0.005181
0.018547
ＢＰ
数字Ｅ
0.001
0.005
0.010
0.025
0.050
0.100
0.200
アルファベット
0.000000
0.000000
0.000001
0.000001
0.000004
0.000003
0.000027
0.000021
0.000111
0.000089
0.000552
0.000432
0.002489
0.002866
アルファベット Exor
O､005962
0.006971
0.004877
0.003271
0.007066
0006039
0.004603
0.006386
0.004912
0.003996
0.011745
0.010759
0.023085
0.020840
Ｅｘｏｒ
0.000000
0.000000
0.000245
0.000000
0.032538
0.013070
0.000005
0.000001
0.035944
0.011731
0.000238
0.000002
0.000008
0.000003
0.035224
0.014619
0.000275
0.000014
0.000274
0.000062
0.000030
0.000023
0.033017
0.014684
0.000468
0.000253
0.000127
0.000089
0.034341
0.012298
0.002048
0.001366
0.000666
0.000535
0.039489
0.014090
0.041477
0.026394
0.005354
0.003920
0.002820
表７Exor問題における各学習法の実験結果
習回露
９８０
４１６
405
1479
1095
匝理時間TSUＣ
0.015000
0.006742
0.005978
0.026667
0.020385
》 最終誤差
0.009671
0.004655
0.003271
0.009048
0.024516
学習方法
ＢＰ
慣性項付きBP
Epsilon-BP
Silva
Delta
表８数字認識問題における各学習法の実験結果
匹理i痔間-F面
0.178700
2.091176
0.181000
0.602500
0.337400
謝
朋
的
別
冊
Ⅲ
甑
１
９
１
２
１
【東回謝
１００
８５
１００
１００
１００
最終誤差
0.000000
0.008543
0.000002
0.000002
0.OOOOOO
学習方法
ＢＰ
慣性項付きBP
Epsilon-BP
Silva
Delta
表９アルファベット認識問題における各学習法の実験結果
２８１
;巨習回謝
ｉｉｉ
２４５
凪理H弄間-F面
2.307500
9.509800
3.067600
23.375555
16.757639
Z東厄|ﾖ＄
１００
１００
１００
９９
７２
最終誤差
0.000000
0000000
0.000001
0.017974
0.225241
学習方法
ＢＰ
慣性項付きBP
Epsilon-BP
Silva
Delta
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図４Exor問題における各学習法の収束特性
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図５数字認識問題における各学習法の収束特性 図６数字認識問題における各学習法の収束特性
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図７アルファベット認識問題における
各学習法の収束特性
図８アルファベット認識問題における
各学習法の収束特性
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AstudyoneffCctivenessoftheBackPropagationLearning
Algorithm
ＭａｋｉＨＡｓＨＩＭｏＴｏ,HirotakalNouE＊andHiroyukiNARIHIsA*＊
GmdwBteSchoolq/ＥＭｍｅｅｒｍ９，
＊DoctowLlPmo9mm伽SU8ｵemScience，
CrqduqteSchoo1がＥ〃gineerj"９，
**DepGrtme〃tQfIｸﾘbmDqtio〃＆ＯＯｍｐ伽erEn9mee伽９，
Fhcult9qfEn9meeriM
OAqｇＧｍＱＵｎｉｕｅｒ８吻可Science，
ＲＭｑｉｃｈｏＺ－Ｚ，OkQWmq700-0005,Ｊ叩α〃
（ReceivedNovember1,2000）
Neuralnetworks,whichimitatetheprocessofthehumanbrain,ｈａｖｅｂｅｅｎａｐｐｌｉｅｄｔｏａｗｉｄｅｒａｎｇｅｏｆ
ｐroblemsincludingartificialintelligencediscrimination，andpatternrealization・Thebackpropagation
isthemostwidelyusedlearningalgorithIninneuralnetworks,becauseofitssimplicityandperfbrmance
superioritycomparedwithfeed-fbrwardtypeneuralnetworks，Notwithstanding，thebackpropagation
hassomedrawbacksintermsofconvergentspeedwhenappliedtolargescaleproblems，Inthispaper，
weinvestigatethepossibilityofanapplicationofEpsilon-BPalgorithmandAdaptivestepalgorithmsto
patternrecognitionfromtheviewpointsofefIectiveness．
