Preconditioning techniques are discussed for symmetric eigenvalue problems. The methods Davidson, Jacobi-Davidson, Rayleigh quotient iteration, and preconditioned Lanczos are considered. Some relationships are given between these different approaches, and some experimental comparisons are done. Jacobi-Davidson appears to be efficient in both expense and storage. A hybrid method may be helpful for the case of a poor initial vector.
Introduction
Finding eigenvalues is an important task in scientific computation. There are many applications in physics, chemistry, and engineering. These include computing energy levels of atoms, finding vibrational states of molecules, and determining how buildings will vibrate during earthquakes. Frequently scientists wish to know some eigenvalues of very large matrices. For such problems, Krylov subspace methods are well known. The Lanczos algorithm [9, 22] is a Krylov subspace method for symmetric problems. For nonsymmetric matrices, the methods are Arnoldi [1, 26, 35] and nonsymmetric Lanczos [9, 26] .
For large systems of linear equations, preconditioning is an important technique for improving the spectrum. While it is not as straightforward, preconditioning can also be used for eigenvalue problems. Methods that use preconditioning are no longer strictly Krylov methods, although they are generally still related. In cases where an effective, inexpensive preconditioner is available, preconditioning can significantly improve the convergence and provide a better method.
Preconditioning of eigenvalue problems is only partly developed. However, work has been done for some time in Russia; see [8] for a summary and references. Also, Ruhe [25, 23, 24] used SOR and the conjugate gradient method to find eigenvalues in the 1970's. Around the same time, quantum chemists, including Davidson [4] , developed correction methods for their large symmetric matrices. In 1986, in [19] , Davidson's method was viewed as a diagonal preconditioning method, and it was generalized for arbitrary preconditioners. For more on Davidson's method, see [18, 16, 3, 37, 38] . The Jacobi-Davidson method [31] was developed in 1996. The inexact rational Krylov method [10] and truncated RQ [36] are recent approaches that are related to Jacobi- Davidson. This paper discusses preconditioning methods and does some fairly simple comparisons. The focus is on the methods more than on the preconditioners (not much has been done on effectiveness of various preconditioners for eigenvalue problems, but see [33, 21, 32] ). We consider only a few methods and only the symmetric case. The methods are the generalized Davidson (GD) method [19] , preconditioned Lanczos (PL) [20] , the Rayleigh quotient iteration (RQI) with preconditioned conjugate gradient solution of the linear equations [11, 39] , and Jacobi-Davidson (JD) [31] with also the preconditioned conjugate gradient method. New implementations of PL and RQI are also given: vectors in the outer loops are saved and the Rayleigh-Ritz procedure [22] is applied.
One motivation for this paper is to see how the recent JD method compares with the others. Also, we wanted to see if the robustness of PL could be improved with the addition of the outer Rayleigh-Ritz; if it could compete better with GD, in terms of total number of iterations. And finally, the more robust implementation of RQI is given to make the comparisons with it more fair. It is desired that the discussion and the comparisons in this paper provide some insights into these methods. However, further comparisons of preconditioning methods are definitely needed.
Section 2 describes the methods that will be considered and gives the new modifications. Section 3 has discussion, and section 4 has experiments.
Description of methods
We consider the eigenvalue problem Az = λz, where A is a symmetric matrix. However, the algorithms listed below all have nonsymmetric versions. Instead of PL, preconditioned Arnoldi [13] can be used. JD and RQI just need a nonsymmetric iterative linear equations solver [27, 28, 7, 40, 2] in the inner loop.
The GD method generates a subspace with the preconditioned operator M −1 (A − θI), where θ is an approximate eigenvalue and M is an approximation to A − θI. It uses the Rayleigh-Ritz procedure to extract approximate eigenvectors from the subspace. We quickly describe the Rayleigh-Ritz procedure [22, 26] . Let V be an orthonormal matrix with columns spanning the desired subspace. The Rayleigh-Ritz procedure finds eigenpairs (θ, s) of the small matrix V T AV . 
Compute w
where D is the diagonal matrix with the same main diagonal as A.
When j becomes too large, the Rayleigh-Ritz expense can be prohibitive. Then Davidson's method needs to be restarted. For instance, in step 1 we can add: If j = jmax, pick the k best approximate eigenvectors, orthonormalize them to give v 1 , . . . v k , and let j = k.
The PL method takes GD's operator M −1 (A − θI), but requires M to be a positive definite preconditioner. Then M −1 (A − θI) can be symmetrized and the Lanczos algorithm applied. There is an outer loop that updates the approximate eigenpair. • For j = 0, 1, 2, . . . do When several eigenvalues are being sought, an approximation to the next one is calculated by finding the Ritz vector corresponding to the second Ritz value of W j , and then multiplying it by L −T (this will be the new y 0 vector after the current eigenpair is accepted). This is done when ||r|| is first less than T OL 2/3 . While computing the second and subsequent eigenvalues, the ones already determined are shifted out of the way. For the lth eigenvalue, replace A−θ j I in step 2 with A − θ j I + γz 1 
Choose a SPD preconditioner
for γ a value such that λ 1 + γ is moved beyond the eigenvalues of interest.
Some expense can be saved by not checking the convergence of the inner Lanczos loop at every step. Also, a test can be used to terminate the Lanczos loop early when convergence is near [20] . When the M j inner product is used in the Lanczos loop, there is no need to factor M j [12] . The Krylov basis is then M j orthogonal. This is simlar to how the preconditioned conjugate gradient method is implemented.
As was suggested in the conclusion of [20] , we now modify PL in order to make it more robust. The outer loop now applies a small Rayleigh-Ritz procedure to the last few approximate eigenvectors that have been developed. We abbreviate this method as PL-RR. Similar to the discussion after the GD algorithm, once the subspace of x s becomes too large, it can be restarted, retaining the best approximate eigenvectors. The same is true for the Rayleigh-Ritz procedures in the RQI and JD algorithms that are given next. We modify the simple RQI algorithm by adding the outside Rayleigh-Ritz. 
Solve (I − yy
T )(A − θI)(I − yy T )w j = r, using a preconditioned conjugate gradient method. In the preconditioning step, CG uses the inverse of
See [31, 33, 29] for JD implementation details, including how to avoid most applications of (I − yy T ). We use regular preconditioned CG instead of SYMMLQ, because it is stable in our tests. The CG loop uses stopping test of relative residual norm less than 2 −j [29] . As in PL, a test is used to terminate the inner loop early when convergence is near. Specifically, the 2 −j test is replaced by min(.5, .5 * 10 log 10 (T OL)−log 10 (||r||) ) if this quantity is larger than 2 −j . For computing the second and subsequent eigenvalues, the previous ones can be deflated by using (I − yy
where Q is the orthonormal matrix whos columns are the converged eigenvectors, in place of (I − yy T )(A − θI)(I − yy T ) [29] . This is used in some of our experiments.
Discussion of methods

The operator
All of the preconditioning methods discussed here use essentially the same operator in their inner loop. This operator is M −1 (A − θI), with θ an approximate eigenvalue. GD has this operator with θ changing every iteration. With PL, the symmetric version of this operator is used during the Lanczos run, and θ is fixed for each run. RQI has the matrix M −1 (A − θI) in its inner loop of preconditioned conjugate gradients. The same is true for JD, except that the current approximate eigenvector is deflated out of this operator.
Since these methods are all similar in their core operators, we might expect that they would give similar results. This is not necessarily the case. However, it is safe to say that they all share the same limitation. They can only be as effective as the preconditioned operator M −1 (A − θI) allows them to be. For the preconditioning to be worthwhile, the spectrum of this operator needs to be a significant improvement over that of the original operator A. Let (λ, z) be the desired eigenpair. If θ is approximately equal to λ, the important operator is M −1 (A − λI). This operator has eigenvalue 0 with eigenvector z. So it has the correct eigenvector, and a major question is whether the eigenvalue 0 is better separated from the rest of the spectrum than λ was in the spectrum of A.
We give a couple of examples of how the spectrum of A can be changed by the preconditioning. The matrices are nonsymmetric, even though the focus of this paper is on symmetric problems. This makes the examples more general, and also the spectral plots are more interesting with complex eigenvalues. The first example shows that eigenvalue preconditioning can be effective. Then a case is given where preconditioning does not work well.
Example 3.1. The first matrix has diagonal elements 1, 2, 3, . . . 100, and all other entries distributed normally with mean 0 and standard deviation 1. The smallest eigenvalue of A is 0.2787. We look at the spectrum of A and the spectrum of
, where D is the diagonal matrix with the main diagonal of A. Also θ = 0.28, which is accurate to two decimal places. See figures 3.1 and 3.2 for the plots. It is clear that the preconditioned spectrum of N is an improvement over that of A. The desired eigenvalue of N has much better separation relative to the entire spectrum. We give the ratio of the distance to the closest eigenvalue with the distance to the farthest eigenvalue. A smaller ratio can mean the eigenvalue is more difficult to find, although there other factors such as the positioning of the eigenvalues and the degree of nonnormality. The ratio is 0.04 for the smallest eigenvalue of A compared to 0.28 for the eigenvalue of N near zero. This is a significant improvement. Example 3.2. The second matrix is the same as the first except the diagonal elements are also random. Unlike in example 3.1, the diagonal of the matrix is not a good approximation to the entire matrix. So we use a larger portion of the matrix as preconditioner. We let P be a band matrix with 49 diagonals of A, so p ij = a ij if |i − j| < 25 and otherwise p ij = 0. In figures 3.3 and 3.4, we give the spectrums of A and of N = (P − θI) −1 (A − θI). Here θ = −11.16 is an approximation to the leftmost eigenvalue of A, -11.1633. There is very little improvement in the relative separation. For both A and N , the ratio of distances to closest and farthest eigenvalues is about 0.16. It is interesting that in this example, the inaccuracy of θ is magnified and N 's smallest eigenvalue is not very near to zero. We can get some improvement by using a preconditioner with 99 diagonals of A. The ratio of distances to closest and farthest eigenvalues becomes 0.27, but this is with 75% of the entries of the matrix used in the preconditioner. The results in example 3.2 are not really surprising. It is already known for linear equations that preconditioning a random matrix is difficult. Some structure is needed for effective preconditioning. It is interesting that some theoretical results can be established for preconditioning eigenvalues, just as they can for linear equations. See [17, 12] for results about convergence with modified incomplete factorization versus incomplete factorization for matrices from Poisson's equation, and for supporting experiments that show the advantage of modified incomplete factorization as the problem size increases.
Next, the differences between the methods are discussed. First, we compare GD with the other approaches, then discuss JD, compare RQI and JD, and finally give relationships and comparisons for JD and PL.
The GD method
GD changes its approximate eigenvalue at every iteration. This is an advantage in that it always uses the best information available. Based on this, it seems that GD will converge in less iterations. Another advantage for GD is that an SPD preconditioner is not required. However, it has the disadvantage of requiring more overhead expenses. Unlike the other methods, it cannot use an efficient Lanczos or CG algorithm. So it may require more CPU time. Restarting reduces the overhead expense but can also slow convergence. For difficult problems that need large subspaces, restarted GD can even end up needing more iterations than other methods. In cases where it is expensive to apply the matrix-vector product and the preconditioner, GD's overhead is not so important, and it may be the best method.
Jacobi-Davidson
The ideal JD operator in the outer loop is ((I − yy
We discuss what the deflation of y accomplishes. Without deflation, this ideal operator become the identity matrix and is useless. Normally an approximation to the inverse is used, so the deflation may not be needed. However, it is reassuring to know that the method does not break down if an approximate inverse is too good. And there is a case where we can expect to have a good approximation. That is when the application of (A − θI) −1 is accomplished by solving linear equations with an iterative method. Of course this is the approach of JD.
RQI and JD
The versions of RQI and JD that we used here are similar in that they both have a variant of the preconditioned conjugate gradient method in their inner iteration. However, JD has an advantage which we discuss quickly here. For more, see [10] , where the shift-and-invert transform is compared to the Cayley transform. Let (λ, z) be the desired eigenpair, and suppose that θ is converging to λ. Assume that (A − θI) −1 is being approximated. Then this approximation does not necessarily have an eigenvector converging to z, unless the accuracy increases as θ becomes more accurate. This greater accuracy corresponds to solving the linear equations in RQI to an increasing degree of accuracy (it may theoretically be possible to have an eigenvector converging to z without increasing the accuracy, with a different choice of starting vectors for the linear solver). Meanwhile, the approximation to ((I − yy
in JD does have an eigenvector that converges to z. This happens even if the accuracy of the approximation to ((I − yy T )(A − θI)(I − yy
does not improve. So in the JD method, the degree of accuracy needed in the solution of the linear equations is not so crucial. JD also has the small eigenvalue removed from the conjugate gradient loop. This may improve convergence and stability compared to RQI.
PL and JD
We now consider PL and JD including how they relate to each other. The PL inner loop is inaccurate because of the effect of the preconditioning (for θ not yet equal to an eigenvalue, M −1 (A − θI) does not have the same eigenvector as A). This necessitates restarting the loop and the restarting slows down the convergence. It does appear that the stopping test in the Lanczos loop is effective and minimizes the loss. Even with the early termination of the inner loop, the convergence is asymptotically quadratic with respect to the outer loop. The quadratic convergence indicates that the inner loop iteration can run longer as the method proceeds. So the efficiency compared to GD increases as it goes along. Now with JD, the inner loop solves linear equations instead of an eigenvalue problem. So some effort potentially could be wasted if it goes into improving the linear equation solution in a way that does not eventually benefit the eigenvalue problem. And as with PL, some efficiency may be lost due to the restarts of the inner iteration. However, JD can give asymptotic cubic convergence with proper residual tolerances [6] . So when it is near convergence, its inner loop can be solved longer and still get a benefit.
There actually is a close equivalence between the problems solved in the inner loops of PL and JD. It is well known for an SPD matrix that these two tasks are approximately equivalent: 1) solving linear equations with the conjugate gradient method, 2) using the Lanczos algorithm to compute an eigenvalue added to the spectrum at zero (see for example [30] ). They are equivalent in the sense that the same polynomial will be effective for both problems. This polynomial needs to be large at zero and small over the spectrum of A (the CG polynomial also needs to be normalized to one at zero). The comparison between PL and JD is somewhat similar, but instead of computing an eigenvalue added to the spectrum, an eigenvalue is removed from the linear equations spectrum. We look at the asymptotic case with θ equal to the eigenvalue λ, with eigenvector z. For PL, we need a polynomial large at the zero eigenvalue of M −1 (A − λI) and small at the other eigenvalues. For JD, the operator in the inner loop is
. This operator has the same spectrum as in the PL inner loop. The linear equations problem has zero removed from the spectrum, because of the deflation in this operator and the fact that the right-hand side for the linear equations is orthogonal to y (and asymptotically to z). So we need a polynomial that is one at zero and small over the rest of the spectrum of the JD inner loop operator. This is equivalent to the polynomial for PL. So asymptotically, the two methods solve problems of similar difficulty in their inner loops.
It is argued in [20] that PL is likely to converge to the smallest eigenvalue, although initial convergence can be very slow if there is neither a good starting vector nor an initial estimate for the smallest eigenvalue. Meanwhile, JD can get hung up and converge to the wrong eigenvalue. 
Experiments
In these tests, the number of matrix-vector products (mvp's) is listed. An application of the preconditioner accompanies each mvp. CPU time on a Vax is also given. However, the algorithms are not necessarily implemented optimally, so limited attention should be paid to the timings. For instance, the small eigenvalue problems in all methods are solved with Eispack routines [34] . So the solution could perhaps be more efficient, particularly for GD which solves similar problems at every iteration. The Lanczos algorithm does not use partial reothogonalization. For the Rayleigh-Ritz procedures in all methods, basis vectors are reorthogonalized when the vector's norm drops by 90% during the orthogonalization.
The GD method is restarted when subspaces reach dimension 20. JD has subspaces of maximum size 10 in its outer loop. GD generally needs larger subspaces than JD, because it builds its subspace with a weaker preconditioner than JD uses for its outer subspace. PL-RR restarts the outer Rayleigh-Ritz after an eigenvector is computed. To reduce the expense, just two eigenpairs are computed in the inner Lanczos loop of the PL methods. Also, the convergence in the inner loop is checked for the first seven Lanczos steps and then only at multiples of five.
Example 4.1. For testing, we choose a matrix A of dimension 5000. It is tridiagonal with entries 1, 2, 3, . . . 5000 on the main diagonal and with 0.5's in all the superdiagonal and subdiagonal positions. The starting vector has elements chosen randomly from the interval (-1,1) . Two preconditioners of different accuracy are used. Both are fixed diagonal matrices. First M = Diag (1.1, 1.2, 1.3, . . . 500.9, 501) is a good preconditioner, then M = Diag (1.002, 1.004, 1.006, . . . , 10.998, 11) is a mediocre preconditioner. It is implicitly assumed in these preconditioners that we have 0.0 as an estimate for the desired eigenvalues. So we are using M = D − 0.0I instead of D − θI. Both PL methods use γ = 100 to shift already converged eigenvectors [20] . We let JD use the initial estimate of 0.0 in place of θ for the first few outer iterations, because the poor starting vector gives a bad θ. This is switched back once θ improves (distance from 0.0 less than the eigenvalue residual norm). For this example, deflation of converged eigenvectors is not used in JD, because it does not significantly improve convergence.
The smallest eigenvalue and eigenvector are found first. Then the smallest five eigenvalues are computed. Tables 1 and 2 give the results with the two preconditioners. We see that GD converges in the fewest iterations, but costs more.
There appears to be some inherent loss in going from GD to the double iteration of PL, at least for the good preconditioner case. PL-RR is not a big improvement upon PL. However, for the case of five eigenvalues with the mediocre preconditioner, PL-RR does come close to GD in mvp's.
RQI is the slowest method if several eigenvalues are computed. Performance of JD and PL is fairly similar. However, as mentioned earlier, JD uses less storage than PL. When using the poorer preconditioner, PL builds subspaces as large as 85 in the inner Lanczos loop. For tougher problems, even larger subspaces would be needed.
To show that GD can be the best in terms of time, we do an experiment with a similar, but less sparse matrix: 200 elements of value 0.1 are added to each row. We don't give a table, but do compare GD with PL for the good preconditioner. GD takes less time to compute 5 eigenvalues, 13.4 versus 21.8 seconds. In this example we demonstrate that the implementation does matter for a preconditioned method. Simply having the operator M −1 (A − θI) does not guarantee effectiveness. RQI had some difficulty in the previous example when computing several eigenvalues, but we seek a more dramatic example. One of the simplest preconditioning methods for eigenproblems is to compute M −1 (A − θI)y as in Davidson's method, but use it as a correction to y instead of applying Rayleigh-Ritz (see [8] for some other simple preconditioning methods). So this simple iteration starts with y and computes a new approximate eigenvector y − M −1 (A − θI)y, where θ is the Rayleigh quotient of y. This new approximation then becomes y. This method is tested on the matrix from example 1 with the good preconditioner. The starting vector has first two components 100 and -50 and the rest random on (-1,1 T . The method did not converge. This is not surprising, since divergence can be expected if any eigenvalues of I − M −1 (A − λ 1 I) are greater than one in magnitude. Next we make the method a little more complicated. After M −1 (A − θI)y is computed, a 2 by 2 Rayleigh-Ritz procedure is applied to combine y and M −1 (A − θI)y. So this is equivalent to GD with maximum size subspace of two. This approach did give convergence, even with the random starting vector from example 4.1. With the good preconditioner, the first eigenvalue was computed with 85 mvp's and 1.1 cpu seconds. This compares to 26 mvps and 1.2 seconds for GD with subspaces of dimension 20. With the mediocre preconditioner, there is a much bigger difference. The 2 by 2 method uses 3663 mvp's and 44 seconds compared to 164 mvp's and 8.6 seconds for GD (and only 1.6 seconds for JD). This is similar to large Krylov subspaces being better than either power method or dimension two Krylov subspaces. And large Krylov subspaces are especially important for tough problems.
Example 4.3. We compare PL-RR to JD with the assumption that there is neither an eigenvalue estimate available nor an extremely accurate eigenvector approximation. Three starting vectors are used. The first has all entries random on (-1,1). The second has first component 10 and the others random. The third has first entries 100 and -50, as mentioned in the previous example. Even though this last vector is better, its Rayleigh quotient is 293.3, not near the desired eigenvalue. The PL inner loop is limited to 20 steps, but a better stopping test is needed for the Lanczos loop in this situation of a poor starting vector. JD does not use 0.0 in place of θ initially, as in the earlier tests. The good preconditioner from example 4.1 is used, except it is shifted by θ, and absolute values are taken of negative elements. The results are given in Table 3 . JD does not converge for the poorer vectors. It gets hung up searching for wrong eigenvalues. The same thing can happen to GD and RQI. PL separates out the eigenvectors in its inner loop and does not focus so much on the eigenvector nearest the current θ (see the discussion in subsection 3.5). (A − θI) . So if that eigenvector is distorted away from the eigenvector of A by the preconditioner, the method may have trouble until θ is very near λ. For JD, poor preconditioning may slow the solution of the linear equations, but does not change the vector that the method is trying to compute. To elaborate on this, we note that if both PL and JD solve their inner loops to full accuracy, JD is not affected by the distortion of the preconditioner. PL is affected.
We let the preconditioner be M = LL T , where L is lower bidiagonal with 0.95's on the main diagonal and 1 s on the subdiagonal. The matrix is the same as in the earlier examples, but because of the bad preconditioning, we use n = 200 instead of 5000. All inner loops are limited to 200 iterations. The starting vector is all random. To find the smallest eigenvalue, JD uses 1164 matrix-vector products. PL requires 3436. The bad preconditioning does have a stronger effect on PL.
Example 4.5. Next we run tests similar to those in Example 4.1, but with the matrix Sherman1 from the Harwell-Boeing collection [5] . The matrix is dimension 1000. The smallest eight eigenvalues are 0.00032, 0.00102, 0.00111, 0.00151, 0.00192, 0.00205, 0.00209 and 0.00210, and the largest is 5.04. So some of the small eigenvalues are close together. A good preconditioner is incomplete factorization [14] of A with no fill-in, and a mediocre preconditioner is diagonal preconditioning. Note that with incomplete factorization, only one factorization is done, and the matrix is not shifted before the factoring. So the estimated value 0.0 is assumed to be known for the smallest eigenvalues. JD again uses that estimate initially in place of θ. Here JD does deflate out converged eigenvectors. The PL methods use γ = 0.01 to remove converged eigenvectors. The results are given in Tables 4 and 5 . Note that PL-RR and JD use similar numbers of matrix-vector products. Both require less iterations than GD for finding five eigenvalues with diagonal preconditioning. PL-RR performs significantly better than PL, so the outside Rayleigh-Ritz seems worthwhile. The RQI algorithm here works much better in this situation of close eigenvalues than the algorithm used in [20] (some eigenvalues were skipped). The outside Rayleigh-Ritz loop makes a big difference. 
Conclusion
We have discussed that preconditioning methods are generally related by their use of the same operator, M −1 (A−θI). So convergence rates are often similar, but the implementation can make a difference.
We give some conclusions about the methods compared in this paper. GD is expensive compared to the other methods when matrix-vector products are cheap. JD and RQI require the least memory. PL-RR is likely to use the most memory. JD and PL-RR usually have similar performance for the examples discussed here. However, PL-RR is more sensitive to a bad preconditioner than JD. And JD is less robust than PL-RR when the starting vector is poor.
We cannot recommend just one method as being best. However, JD is reliable and efficient if the starting vector is good. And an initial subspace can be computed for JD with another method. PL-RR is a possible initial method, but perhaps better would be a Lanczos method using operator A or M −1 , since PL is not immune to initial problems [15, pp. 99-101] . We also note that GD is likely best if the matrix-vector product is quite expensive.
While this paper deals with the symmetric case, much of the discussion carries over for nonsymmetric problems. It would be interesting to continue the comparisons for that case, and for interior eigenvalue problems and generalized eigenvalue problems.
