Chaos in time delay systems, an educational review by Wernecke, Hendrik et al.
Chaos in time delay systems, an educational review
Hendrik Werneckea,∗, Bulcsu´ Sa´ndorb, Claudius Grosa
aInstitute for Theoretical Physics, Goethe University, Frankfurt/Main, Germany
bDepartment of Physics, Babes¸-Bolyai University, Cluj-Napoca, Romania
Abstract
The time needed to exchange information in the physical world induces a
delay term when the respective system is modeled by differential equations.
Time delays are hence ubiquitous, being furthermore likely to induce insta-
bilities and with it various kinds of chaotic phases. Which are then the
possible types of time delays, induced chaotic states, and methods suitable
to characterize the resulting dynamics? This review presents an overview of
the field that includes an in-depth discussion of the most important results,
of the standard numerical approaches and of several novel tests for identify-
ing chaos. Special emphasis is placed on a structured representation that is
straightforward to follow. Several educational examples are included in ad-
dition as entry points to the rapidly developing field of time delay systems.
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1. Introduction
The field of dynamical systems characterized by retarded interactions and
time delays is rapidly developing. New concepts have been emerging in the
last years together with an increasing palette of applications and tools to
analyze field data. Against this backdrop we present here a review focus-
ing in particular on recent developments and readability. Aiming to make
the review accessible also to newcomers in the field we supplement selected
concepts with basic educational examples.
1.1. Time delays in theory and nature
Dynamical systems with time delays are present in many fields [1], includ-
ing engineering, mathematics, biology, ecology and physics. Especially well
studied are optoelectronic circuits and laser coupled systems [2, 3], which
may be considered to be model systems for delayed interactions. A range
of novel phenomena have emerged in the past two decades from both exten-
sive theoretical modeling efforts and experimental studies. Examples are the
implementation of echo-state networks via the time sequencing of a single
non-linear optical element with time delayed feedback [4], the optoelectronic
realization of multi-stable delay systems, i. e. of systems with coexisting at-
tractors [5], noise-induced resonances in delayed feedback systems [6], neu-
ronal oscillations in feedforward delay networks [7], and the discovery of
anticipating chaotic synchronization in autonomous [8, 9] and driven sys-
tems [10]. Delayed feedback is employed moreover for the control of chaotic
[11, 12] and of noise-induced dynamics [13]. It has been furthermore shown
that multistability can arise from delay coupling [14, 15].
Systems with constant time delays have been especially well studied, in
part due to the precise timing capabilities of optoelectronics systems and
lasers. Recent work addresses also non-constant time delays, which are known
to be core to the dynamics of biological systems [16], such as for the brain
[17–19], but which can be relevant also for photonic systems [20].
Turning and milling processes have become alternative prototype systems
for the study of the impact of time delays [21, 22], in particular in relation to
the question of how to control nonlinear delay systems [23]. The vibrations
of the tool cutting a rotating workpiece during milling can be modeled incor-
porating constant time delays [24], time-varying delays [25], or a retardation
depending on the state of the workpiece [21], viz of the dynamical system,
with the latter allowing for an efficient suppression of vibrations [25].
For comparatively simple mechanical systems, such as the stick-balancing
task [26–28], the influence of different types of delay have been studied ex-
tensively. The analysis of more complex systems, like climate models, for
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which the interaction of the atmosphere and the ocean may be characterized
by distinct types of time-varying and/or state-dependent time delays, is in
contrast substantially more demanding [29].
Besides a variety of new systems and time delay induced phenomena,
novel methods and classification schemes for time delay dynamics have been
proposed. Examples are partially predictable chaotic motion, as it can be
found in delayed and classical dynamics systems [30], and a type of laminar
chaos inherent to certain delay systems [31], with the latter being closely
related to a specific classification of time-varying delays in terms of conser-
vative and dissipative delays [32]. A novel spatio-temporal representation
of delay systems allows furthermore for an interpretation in analogy to one-
dimensional spatially extended systems [33], and as such for an intuitive
understanding of delayed dynamics [34, 35].
1.2. Outline
For the groundwork we present in Sect. 1.3 a formal definition of time
delay systems, and of the respective configuration and phase spaces, which
will be followed in Sect. 1.4 by a discussion of the distinct ways local and
global Lyapunov exponents may be defined for delay systems. The intro-
duction then concludes with an educational analysis of the stability of fixed
points in delay systems, for which several approaches to evaluate Lyapunov
spectra are compared. Sect. 2 and 3 are then devoted respectively to com-
prehensive overviews of the most important types of time delay systems and
of the dynamics, with the numerical methods being treated in Sect. 4.
1.3. States and state histories
A comprehensive class of delay differential equations are of the form
x˙(t) = F
(
x(t), x(t− τ)) , (1)
where τ is the delay and x a state in configuration space. To simplify the
discussion, most definitions and examples presented throughout this review
are given, as for (1), for systems characterized by a single scalar variable x
and a single constant time delay τ .
The trajectories of a delay differential equation (DDE) such as (1) are
uniquely defined by their associated initial functions ϕ(t) on an initial time
interval,
x(t) = ϕ(t), t ∈ [to − τ, to] . (2)
Delay differential equations (DDE) are, as a consequence, formally infinite
dimensional. A state in phase space is hence not uniquely determined by
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x = x(t), but by the state history
X(t) = {x(t′)} , t′ ∈ [t− τ, t] . (3)
In analogy we define the directed distance vector d(t) between two state
histories as
d(t) = X1(t)−Xo(t)
= {x1(t′)− xo(t′)} , t′ ∈ [t− τ, t] ,
(4)
with the respective norm d = d(t) being
d(t) =
(
1
τ
∫ t
t−τ
dt′ |x1(t′)− xo(t′)|γ
)1/γ
, (5)
where γ = 2 for a Euclidean metric. For γ = 1 one has the Manhattan norm,
which corresponds to the average distance between two trajectories, when
averaging over a time interval τ . We will work here with a Euclidean space
of state histories.
1.4. Lyapunov exponents
The classical definition of Lyapunov exponents, as established for ordinary
dynamical systems, can be generalized to time delay systems. We distinguish
here between local Lyapunov exponents Λj ∈ C [36, 37], which are complex
numbers, and real-valued global Lyapunov exponents λj ∈ R [36, 38], among
which the largest one, the maximal (global) Lyapunov exponent λmax is of
particular interest. Futher, note that the finite-time Lyapunov exponents
(cf. Sect. 4.2.2) are different from local Lyapunov exponents.
1.4.1. Local Lyapunov exponents
For the local stability of a DDE (1) one considers the time evolution of a
small perturbation δ (see also Sect. 3.1)
δ˙(t) = Jo δ(t) + Jτ δ(t− τ) . (6)
Here we have denoted with Jo the instantaneous Jacobian and with Jτ the
delayed Jacobian, which are defined by the partial derivatives of the flow F
with respect to the instantaneous and the delayed state, respectively [39]:
Jo =
∂F
(
x(t), x(t− τ))
∂x(t)
, Jτ =
∂F
(
x(t), x(t− τ))
∂x(t− τ) . (7)
Here, the Jacobians Jo, Jτ are scalar quantities, as we only consider scalar
systems (1), i. e. x ∈ R. For DDE in N dimensions, the Jacobians are N ×N
6
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Figure 1: The logarithmic distance log(d) between two trajectories of the Mackey-Glass
system (cf. Sect. 2.1), for τ = 17.20 and averaged over 100 pairs with initial distance
δ = 10−6. The slope of the linear fit (dashed line) retrieves the maximal Lyapunov
exponent λmax = 0.0058 as defined by Eq. (8). The Lyapunov prediction time Tλ = 1071,
as defined in Sect. 3.4, is marked to indicate the average time it takes until the distance
between a pair of trajectories has reached d = 10−2. Note that log 10−6 ≈ −13.8 and
log 10−2 ≈ −4.6.
matrices. Note that both Jacobians depend on the actual state x(t) and on
the delayed state x(t− τ) of the system.
In the case of ordinary differential equations (ODE), i. e. without delay
τ = 0, Jτ = 0, the N , generally complex eigenvalues of the Jacobian Jo are
termed local Lyapunov exponents. For a one-dimensional ODE, the instan-
taneous Jacobian Jo ∈ R coincides with the only local Lyapunov exponent.
One may study local Lyapunov exponents anywhere in phase space, even
though they are typically used to classify fixed points as foci, saddles and
nodes [40].
In order to generalize the concept of local Lyapunov exponents Λj for
finite delays τ > 0, one may approximate any DDE by a finite-dimensional
Euler map (see Sect. 4.2.3). Then the local Lyapunov exponents Λj of the
DDE can be estimated at every point in the phase space of the delayed system
from the eigenvalues of the map’s Jacobian matrix. As a special case one may,
on the other hand, directly evaluate the local Lyapunov exponents for the
delayed system at a fixed point of DDE (1) via a characteristic equation
(see Sect. 3.1) [36, 39]. Note that we do not use the term local Lyapunov
exponents to refer to finite-time Lyapunov exponents (cf. Sect. 1.4.2).
1.4.2. Global and maximal Lyapunov exponents
An initially small distance δ between two trajectories, as defined by (5),
may be assumed to evolve exponentially,
d(t) = δ eλmaxt, λmax = lim
t→∞
lim
δ→0
1
t
log
(
d(t)
δ
)
, (8)
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which defines the largest Lyapunov exponent λmax. Note that the limit of an
infinitesimal small initial distance and an infinitely long divergence is subject
to the constraint that overall distances are finite for bounded dynamical
systems.
The formal definition (8) has been extended to the more general concept of
finite-time Lyapunov exponents [41, 42], and finite-size Lyapunov exponents
[43]. Lyapunov exponents may be extracted directly from data series [36], as
illustrated in Fig. 1, where the initial slope of the logarithmic distance log(d)
is used to approximate the maximal Lyapunov exponent λmax.
The largest global Lyapunov exponent λmax = λ1 captures the rate of
divergence in the direction of the fastest divergence of trajectories. Further
Lyapunov exponents λj, with j > 1, describe then the remaining directions.
In a system with an infinite number of dimensions there is potentially an
infinite number of distinct Lyapunov exponents λj, with the entirety being
called the Lyapunov spectrum. It is common to order the exponents by size,
λmax = λ1 ≥ λ2 ≥ . . . . (9)
Computationally the Lyapunov spectrum is computed in general resorting to
Benettin’s method [44–47], which will be detailed out in Sect. 4.2.2.
1.4.3. Global Lyapunov exponents for maps
As an alternative to the numerical treatment one may extract the Lya-
punov spectrum (9) from the Euler map, which we will define in Sect. 4.1.2.
For this approach one needs to know the time evolution operator M(t) ex-
plicitly, a precondition holding for the Euler map and in general for discrete
maps, for which M(t) is given by a suitable product of the map’s Jacobian
matrix [48].
We consider the distance vector dj(t) between the state histories of two
trajectories, xo(t) and xj(t), where xo(t) is a reference orbit. Neglecting
mathematical subtleties [38, 49], one may assume that the time evolution of
dj(t) is governed by the time evolution operator,
dj(t) = M(t) δj , (10)
where δj = dj(0) is the vector corresponding to the initial distance δ, which
we take to be small. The norm of the distance vector can then be expressed
with
‖dj(t)‖ =
√
δᵀjM
ᵀ(t)M(t)δj =
√
δᵀjU(t)δj (11)
as a function of the matrix U(t) = Mᵀ(t)M(t), where Mᵀ and δᵀj are the
transpose of M , which is a matrix [48, 50], and respectively of δj. With
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U being real and symmetric, its eigenvalues αj(t) and the corresponding
eigenvectors ej are also real. One has furthermore that αj(t) ≥ 0 holds, as
‖Mej‖2 = eᵀjMᵀMej = eᵀjUej = αj‖ej‖2 . (12)
Choosing the jth eigenvector ej of U to be aligned with the initial distance
δj one then obtains
‖dj(t)‖ =
√
αj(t) ‖δj‖ (13)
for the evolution of the distance ‖dj(t)‖ between two state histories. Using
(8), we may then express the jth global Lyapunov exponent λj in terms of
the jth eigenvalue αj(t) of U(t):
λj = lim
t→∞
logαj(t)
2t
. (14)
This expression is useful when extracting Lyapunov exponents from the Euler
map (cf. Sect. 1.5.2), as we will detail out in Sect. 4.2.3. Eq. (14) shows in
particular that the spectrum of Lyapunov exponents is well defined.
1.5. Educational example: Stability of a fixed point
In order to discuss several notions related to the stability of a fixed point
we consider with
x˙(t) = −x(t− τ) (15)
the simplest time delay system [51]. The evolution of small perturbations
around x∗ are determined by the local Lyapunov exponent, which depends
in turn on the delay time τ . The stability of the fixed point in terms of
the Lyapunov exponent can be evaluated by the standard analytic ansatz, as
discussed in the following Sect. 1.5.1, and via the Euler map (cf. Sect. 1.5.2).
Numerical methods for the evaluation of both the maximal Lyapunov ex-
ponent and of the Lyapunov spectrum, such as the Benettin method [44],
will be treated later in Sect. 4.2. Here we will use Benettin’s approach for
benchmarking.
1.5.1. Analytic ansatz for local Lyapunov exponents
Close to the fixed point x∗ = 0 the dynamics of (15) can be approximated
by the exponential ansatz x(t) ∝ exp(Λt) for the complex local Lyapunov
exponents Λj = Λ
′
j + ıΛ
′′
j → Λ = p+ ıq, where we drop the index and denote
9
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Figure 2: The spectrum of local Lyapunov exponents Λj = Λ
′
j + ıΛ
′′
j for the DDE (15)
at the fixed point x∗ = 0 in terms of the roots of (19). Note that the spectrum is
countably infinite. (a) Real and imaginary part (shown is one of the two branches) of the
largest exponents Λ1 as a function of the delay τ . The real part changes sign at τ = pi/2
(vertical dashed line, cf. Eq. (18)). Bullets and vertical lines indicate the maximal local
Lyapunov exponent of the spectra shown in the right-hand panel (colors matching). (b)
The imaginary part Λ′′j as a function of the real part Λ
′
j . Lines are guides to the eye.
with p = Λ′j the real part and with q = Λ
′′
j the imaginary part (cf. Sect. 3.1).
The characteristic equation is consequently [52]
Λ = −e−Λτ , Λ = p+ ıq , (16)
which can be separated into a real and an imaginary part:
p = −e−pτ cos(qτ), q = e−pτ sin(qτ) . (17)
This equation has, as a graphical inspection shows, an infinite number of
solutions, which we may order with respect to the real part: p1 ≥ p2 ≥ . . . .
The fixed point is stable when p1 < 0, viz when cos(q1τ) > 0. The transition
occurs, as shown in Fig. 2, for
p1 = 0, q1 = 1, τ = pi/2, q1τ = pi/2 , (18)
viz when the time delay τ starts to be out-of-phase with the period 2pi/q of the
Lyapunov oscillation. Eliminating p from (17) one obtains the transcendental
equation
q = e qτ/ tan(qτ) sin(qτ), p = −q/ tan(qτ) , (19)
for the imaginary part q of the local Lyapunov exponent. Note that (19)
has a countable but infinite number of roots, the local Lyapunov spectrum,
which can be found numerically, e. g., via bisection.
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Λ′j for N = 1000
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Figure 3: A comparison of methods determining the stability of the fixed point x∗ = 0 of
the DDE (15) for τ = 1 (showing only values for non-negative imaginary parts Λ′′j , λ
′′
j ≥ 0).
(a) The real part Λ′j of the exponents solving (16) are in agreement with the Lyapunov
exponents λj computed with Benettin’s method (black bullets, cf. Sect. 4.2.2). (b) The
real part Λ′j of the (local) Lyapunov exponents, as estimated from the eigenvalues of the
N ×N Jacobian (20) of the Euler map (colored dots), in comparison with the Lyapunov
exponents computed with Benettin’s method (black bullets). The agreement improves
rapidly with increasing resolution N of the Euler map.
For any solution of Eq. (19) with non-vanishing imaginary part q 6= 0
there exists a complex conjugate solution – a necessary condition when x =
x(t) is real. Thus, the Lyapunov spectrum is symmetric with respect to the
sign of the imaginary part, viz when interchanging q ↔ (−q). In Fig. 2 the
numerical solution of Eq. (19) for different values of the delay time τ are
given.
All roots have negative real parts, p < 0, when the delay is small, viz when
τ < pi/2. The fixed point x∗ = 0 is then attracting. Above the transition
τ = pi/2 at least one Lyapunov exponent is positive, with the number of
positive exponents increasing with increasing delay τ . The fixed point is
then repelling.
In Fig. 3 the real part Λ′j of the roots of (19) is shown in comparison with
the Lyapunov exponents λj obtained numerically using Benettin’s approach
(cf. Sect. 1.4). One finds point per point agreement.
When the delay vanishes τ → 0 the DDE (15) turns into an ordinary
differential equation (ODE) and the dimensionality of the system reduces
from an infinite number of dimension to one dimension. In consequence the
spectrum of local Lyapunov exponents Λj collapses onto a single exponent
Λ1 = ∂x˙/∂x = −1, which approaches its value from below when decreasing
the delay. The real parts of the rest of the spectrum diverges with the second
largest local Lyapunov exponent limτ→0 Λ2 = −∞ leading to a compactifica-
tion of dimensions.
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1.5.2. Euler map
One may discretize time, such that the delay interval τ is subdivided into
N − 1 segments of length ∆t, as described in Sect. 4.2.3. A DDE is such
transformed to a discrete map, the Euler map.
For Eq. (15) the N ×N Jacobian matrix of the Euler map is given by
J =

−∆t 0 · · · 0 1
−∆t −∆t 0 · · · 0 1
...
. . . . . .
...
...
...
. . . . . . 0
...
−∆t · · · −∆t 1
−∆t · · · −∆t 1−∆t

, (20)
where the steps size ∆t = τ/(N − 1) depends on the resolution N . From the
N , in general complex eigenvalues σj of (20), one can estimate the real parts
Λ′j of the N largest (local) Lyapunov exponents of (15). For this purpose one
uses the relation (cf. Sect. 4.2.3)
‖σj‖2 = (σ′j)2 + (σ′′j )2 → e 2Λ
′
jτ for N →∞ (21)
for the modulus of complex numbers, which follows from (14). From the
relation of the complex eigenvalue σj and the complex local Lyapunov expo-
nent Λj,
σ′j + σ
′′
j → exp
(
τ
(
Λ′j + ıΛ
′′
j
))
, (22)
one can also extract the imaginary part Λ′′j modulo 2pi/τ (cf. Sect. 4.2.3).
Fig. 3 shows the results for τ = 1 and a series of N , in comparison to
the Lyapunov exponent obtained with the Benettin method (cf. Sect. 4.2.2).
The largest Lyapunov exponents are approximated well even for a limited
resolution N ∼ 10.
2. Types of time delay systems
A large class of delay differential equations (DDE) take the form of a
continuous-time dynamical system of the type
x˙(t) = F
(
x(t), α
)
, (23)
where x(t) ∈ R denotes the state of the system parameterized by the time t.
The flow F : R× R → R depends on the current state x(t) and on a delay
function α ∈ R, which we will specify later on for the distinct types of time
delays For simplicity the DDE (23) is chosen to be scalar and the flow to be
autonomous, with the latter implying that F is not an explicit function of
time. A summary of the most important types time delays is presented in
Fig. 4.
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Figure 4: Overview and categorization of the different time delays discussed in Sect. 2.
2.1. Single constant time delay
The simplest but non-trivial delay function α = x(t − τ) incorporates a
single constant time delay τ > 0 [40]. The corresponding DDE depends then
on a single past state:
x˙(t) = F
(
x(t), x(t− τ)) . (24)
An example for this type of DDE has been discussed previously, see Eq. (15).
Single constant time delays are experimentally realized in optical laser
systems [53], where they can be used to generate chaotic communication [54],
that is communication channels suitable for private communication [55]. Ex-
amples of theoretical investigations using this type of DDE include the mod-
eling of traffic dynamics by car-following models [56] and word recognition
with time delayed neural networks [57].
A possible reference system for a DDE is the limit of vanishing time delay,
viz the case α→ 0 in (23). Systems with stable instantaneous evolution will
become unstable, as illustrated in Fig. 2, when the length τ of the time
delay becomes larger than the time scale of the instantaneous dynamics [40].
This observation has led to the suggestions that modern democracies may be
generically unstable [58]. The instability would result in this context from
the growing mismatch between the ongoing acceleration of the instantaneous
political dynamics, as defined by the time scale of opinion swings, and a
delayed feedback that is entrenched in the election cycle.
A reference example for a DDE with a delay induced instability is the
13
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Figure 5: Illustration of selected continuous access functions R(t) = t − τ(t). An access
function is non-invertible if R˙ < 0.
Mackey-Glass system [59]:
x˙(t) =
a x(t− τ)
1 +
(
x(t− τ))c − b x(t) . (25)
The typical choice for the parameters, a = 0.2, b = 0.1 and c = 10, ensures
that the trivial fixed point x = 0 is unstable for all time delays [47] and that
the non-trivial fixed point (a/b − 1)1/c = 1 is stable for small time delays.
Increasing the time delay τ one observes first periodic oscillations and then
a transition to chaos [47]. Originally designed to describe the production
of blood cells, the Mackey-Glass is now considered a standard example of
deterministic chaos [60], for which it is widely used for bench marking results
[46, 61, 62]. The Mackey-Glass system will serve in this review as a reference
system for the discussion of chaos, as presented in Sect. 3.
2.2. Multiple constant time delays
For systems with multiple constant time delays τ1, τ2, . . . > 0 the delay
function α = α(x(t−τ1), x(t−τ2), . . .) depends on several corresponding past
states. Multiple constant time delays are used to study, e. g., synchronization
properties in heterogeneous networks [63, 64]. Experimentally systems with
multiple constant time delays are realized in coupled optoelectronic oscilla-
tors [53], where the combination of different time delays is used to create
states of full or partial synchronization. In a modified Stuart-Landau model
[65] two distinct time delays induce instabilities that exhibit spatio-temporal
pattern formation and turbulence [66]. In time delay systems with state-
switching the dynamics becomes more robust to noise, when two distinct
time delays are incorporated [67].
The destabilization of a stationary state in systems with multiple con-
stant delays can happen via different types of bifurcations [68]. It has been
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shown [69], on the other hand, that multiple time delay feedback may sup-
press chaotic dynamics in Chua’s circuit [70]. We note that chaos can be
suppressed quite in general by stabilizing fixed points or by inhibiting noise
modulations [71]. In addition we mention that an increase of the time de-
lay leads to an improvement in the performance in act-and-wait feedback
systems [72].
2.3. Time-varying delay
For time-dependent non-constant time delays τ = τ(t) the delay differen-
tial equation reads
x˙(t) = F
(
x(t), x
(
R(t)
))
, R(t) = t− τ(t) , (26)
where we have defined with R(t) the access function (or access map [32]).
Discontinuous or non-invertible access functions are generically not consid-
ered. Periodically varying delays [31, 73], like a sinusoidal variation
τ(t) = τo + A sin(ωt) (27)
with mean τo and amplitude A, become non-invertible whenever |Aω| > 1.
An example is shown in Fig. 5. Periodic time delays may be used to stabilize
systems that are strongly chaotic in the limit of fixed time delay, viz when
A→ 0. In general, a periodically varying delay is incorporated to non-linear
delayed feedback in order to study the effect on synchronization [74] or on
chaotic behavior [75]. Implemented in electronic circuits, periodically varying
delay have been shown to stabilize unstable orbits [76].
The dynamics of stochastically varying time delays [77],
τ(t) = τo +
t∫
0
dt′ ξ(t′) , (28)
can be characterized on the other hand only by statistical distributions. The
stochastic process is described by the random variable ξ(t) generating the
noise distribution. Noise may prevent the collapse of phase-space trajectories
onto simple manifolds [55, 77], as observed regularly for systems with fixed
time delays (cf. Sect. 3.2.2 on partially predictable chaos). This effect is
illustrated in Fig. 6 for the Mackey-Glass system (25). Stochastically time-
varying delays are used in control schemes for communication networks [78]
and for tuning fuzzy PID controllers [79]. It has been shown moreover that
the distribution of stochastically varying delay has an impact on the stability
of the dynamics [80].
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Figure 6: The Mackey-Glass system (25) with stochastically varying time delay (28).
(a) Chaotic time series x(t) and (b) stochastic time delay τ(t) with mean µτ = τo = 17.20
and variance στ = 7 over time. (c) Attractors in the x(t), x(t− τ) projection with varying
delay (blue, cf. panels (a, b)) and fixed time delay τ = τo (red). Figure replicated from [77].
In systems with digital controllers the controlled signals are measured at
discrete times and with finite precision, a strategy called digital sampling [81].
Modern control systems belong mostly to this class of time delay systems.
With digital sampling the state of the system is detected with a certain
sampling period, inducing a time-dependent delay between the controlled
system and the digital controller, which may in turn be expressed in terms
of a discrete mapping [82]. For systems with differential control it has been
shown that digital sampling can exhibit micro-chaos [82], which manifests
itself as chaotic vibrations on comparably small length scales in the controlled
system. Micro-chaos can be permanent or appear transiently [83].
2.4. State-dependent delay
The feedback mechanism generating time delays in physical systems may
depend on the state of the system itself [84]. A non-constant state-dependent
time delay τ(t, x(t)),
x˙(t) = F
(
x(t), x
(
t− τ(t, x(t)))) (29)
may then result. This type of time delay can be considered as an additional
dimension to the dynamical system, adding further to the complexity.
In the DAO (Delayed Action Oscillator) paradigm of the ENSO (El Nin˜o
Southern Oscillation) climate model [29], the delay induced by the mutual
feedback mechanism of ocean and atmosphere depends on the physical state
of either part of the system, see Fig. 7.
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Figure 7: Examples of systems with state-dependent time delay. (a) Sketch of the
interacting dynamics between the ocean and the atmosphere. The delay in the feedback
mechanism depends on the internal state of the atmosphere or the ocean, e. g. on the
isothermal height x(t) of the ocean. Figure inspired by [29]. (b) Mechanical model for
describing the cutting processes with a vibrating tool. The edge cut by the tool into the
workpiece depends on the edge of the previous cut, which makes the delay state dependent.
Figure inspired by [21].
Time delay systems with state-dependent delays are employed in control
tasks, such as the balancing of an inverted pendulum with a PD controller
[27], or when modeling milling processes [21] (cf. Fig. 7). Due to the vibra-
tions of workpiece and tool, the chip thickness and shape of each cut of the
tool depends on the previous cut, which makes milling processes with vibra-
tions [21], and turning processes [85], prototype systems for state-dependent
delays. Besides numerical simulations only few universal analytic results,
such as a rigorous theory for linearizing state-dependent DDE [86], are known
for state-dependent delays.
2.5. Conservative vs. dissipative delay
It has been proposed that state-dependent time delays may be classified
to be either conservative or dissipative [32, 87]. For invertible access maps
R(t) = t − τ(x(t), t) (see Fig. 5), a transformation Φ(t) = ϕ of the time
scale t → ϕ leads to a corresponding transformation of the access function
R(t)→ R˜(ϕ):
R˜(ϕ) = ΦR(t) Φ−1, t→ ϕ = Φ(t) . (30)
If the transformed access map R˜(ϕ) = ϕ− τϕ is equivalent to the access map
for a constant delay τϕ > 0, then the delay is considered to be conserva-
tive [32], otherwise it is said to be dissipative. Conservative time delays are
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Figure 8: (a) Parameter space of a periodically varying time delay (27) with amplitude A
and mean τo. In the black regions the delay is dissipative, whereas it is conservative in the
white regions. The two regions in parameter space are separated by fractal Arnold tongues.
(b) Lyapunov spectra λn of an attractor in a time delay systems with periodically varying
time delay (27) (cf. Sect. 3.2.4, see [32, 87]). Shown is the spectrum for a conservative (blue
triangles, τo = 1.51, A = 0.9) and a dissipative (orange bullets, τo = 1.54, A = 0.9) time
delay. For the first the asymptotic scaling of the spectrum is logarithmic λn ∼ − log n, for
the latter it is linear λn ∼ −n. Figures replicated from [87].
known under various names in different fields: Within engineering conser-
vative delays are called variable transport delays [88, 89], whereas they are
referred to as threshold delays in biological systems [90, 91].
For periodically varying time delay (cf. Eq. (27)), the dissipative and
conservative regions in parameter space are fractionally divided by Arnold
tongues (cf. Fig. 8). The mapping of time instances tn defined by the access
function R(t)
tn+1 = R(tn) = tn − τ(tn) (31)
is equivalent to a circle map [87], when using sinusoidally varying time delays
(27), with dissipative time delays corresponding to chaotic behavior of the
circle map (31).
Conservative systems, which are equivalent to systems with a constant
time delay [89], tend to be less complex than dissipative systems, for which
a new type of chaotic motion, laminar chaos [31], has been found. See
Sect. 3.2.4. The two classes differ furthermore with respect to the scaling
of the Lyapunov spectrum, which we will define in Sect. 1.4. The well stud-
ied logarithmic scaling of the Lyapunov exponents λn ∼ − log n for n → ∞
holds for conservative delays [47], as depicted in Fig. 8. For dissipative delays
a linear scaling λn ∼ −n is observed in contrast [32].
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Figure 9: Different distributions g(τ) of delays τ ≥ 0. (a) Dirac delta delay distributions
are equivalent to single constant delays. (b) Uniform distribution of delay in the range
[τ1, τ2] with height 1/(τ2 − τ1). (c) Two examples of gamma distributions characterized
by the parameter γ > 0: the weak gamma distribution, which decays exponentially, and
the strong gamma distribution, as characterized by a pronounced contribution around
τ = 1/γ. (d) A Gaussian with mean τm and variance σ
2
τ .
2.6. Distribution of delays
The discussion concerned hitherto discrete delays, that is systems for
which the evolution of the current state is influenced by distinct instances of
the past. This is a valid approximation for, e. g., optical systems, for which
there is only little variation of the delay. However, biological [16] and social
[58] systems may be described more accurately by time delays that are drawn
from a probability distribution g(τ),
g(τ) ≥ 0 ,
∞∫
0
dτ g(τ) = 1 , g(τ <0) = 0 , (32)
of delays. The distribution vanishes for the sake of causality for negative
delays.
A distribution of time delays may enter in two ways. For the first possi-
bility the dynamics as such is averaged over the distribution of time delays:
x˙(t) =
∞∫
0
dτ g(τ)F
(
x(t), x(t− τ)) . (33)
For a non-linear bare flow F the delay differential equation is in this case not
of the form given by Eq. (23).
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A more common way to incorporate a distribution of delays is to assume
that the dynamics is influenced solely by a weighted average α of past states:
x˙(t) = F
(
x(t), α
)
, α =
∞∫
0
dτ g(τ)x(t− τ) . (34)
The two approaches, (33) and (34), coincide for linear dynamics. The stan-
dard stability analysis of fixed points (cf. Sect. 1.5.1) can be carried out
also for distributed time delays [58], with the investigation being particularly
straightforward for a g(τ) which can be Laplace-transformed analytically [92].
A selection of delay distributions is presented in Fig. 9. Dirac delta func-
tions correspond to fixed time delays and uniform time delay distributions to
the flat average over a past time interval [t− τ1, t− τ2] (cf. Fig. 9). The lat-
ter has been employed for describing the aging transition of a delay coupled
network of oscillators [92] and for the delayed influences within advanced
political systems. [58]. Note, that standard mode decomposition (cf. [93])
may be used also for solving linear delayed dynamical systems with uniformly
distributed delays [94].
Distributions from the family of gamma distributions gγp(τ) ∼ τ p−1e−γτ
with parameters γ and p are typically chosen for their favorable analytic
tractability [95]. Two prominent examples, which have been employed to
model biological systems [18, 96], are depicted in Fig. 9. For p = 1, the
weak limit, the gamma distribution gγ1(τ) corresponds to a pure exponential
decay. Systems with weakly gamma distributed delays can be reduced to
systems without delay (cf. Sect. 2.7). The strong gamma distribution gγ2
for p = 2 has in contrast a maximum around τ ∼ 1/γ, decaying thereafter
exponentially.
For a delay that varies randomly around a given mean, with mean τm
and variance σ2τ , a Gaussian distribution gG(τ) ∼ exp
( − (τ − τm)2/2σ2τ) is
a suitable choice [7] (cf. Fig. 9). One may use alternatively, in particular
for the description of neural systems, distributions of time delays that are
motivated by experiments [7].
2.7. Reducible time delay systems
A large class of time delay differential systems can be characterized by a
time delay function α, viz they are of the type
x˙(t) = F
(
x(t), α
)
. (35)
Examples are a single time delay, α = x(t − τ), time varying time delays,
α = x(t − τ(t)), state dependent time delays, α = x(t − τ(t, x(t))) and
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distributions of time delay, α =
∫
dτg(τ)x(t− τ) as discussed respectively in
Sect. 2.1, 2.3, 2.4 and 2.6.
We have seen in Sect. 2.5, that it is sometime possible to find a transfor-
mation between distinct types of delay functions α, which become then equiv-
alent. Conservative time delays are in this framework equivalent to constant
time delays. For time delays that are distributed according to a distribution
from the family of gamma distributions [97] (cf. Sect. 2.6, Fig. 9 (c)) an even
stronger reduction occurs, for which the time evolution of the corresponding
delay function α = α(t) can be written in closed form as [89, 98]
α˙(t) = G
(
x(t), α(t)
)
. (36)
The equations of motion for the pair of variables {x(t), α(t)} is manifestly
closed in terms of a system of ordinary differential equations (ODE), when
(36) holds together with (35).
Systems for which (36) holds are called reducible time delay systems [96,
98]. As an example of a reducible system consider the linear DDE [99, 100]
x˙(t) = F
(
x(t), α(t)
)
, α(t) = γ
∞∫
0
dτ e−γτx(t− τ) , (37)
where the delay function α is given by an exponentially distributed average
over past states. Taking the derivative of α, interchanging ∂/∂t with −∂/∂τ
in the integral, and integrating in part, one obtains the closed form
α˙(t) = γ
(
x(t)− α(t)) . (38)
This reduction of a time delayed system to a system of coupled ODEs is
also called the linear chain trick [16, 101]. Note that the argument of x =
x(t) on the right-hand side does not contain a time delay. Averaging over
past states corresponds in this case to a dramatic dimensionality reduction,
namely to the reduction of a formally infinite-dimensional delay system to
a 2-dimensional system of ordinary differential equations. As a corollary we
point out that there is no chaos in Mackey-Glass systems, see Eq. (25), with
exponentially distributed delay functions.
2.8. Neutral delay systems
The delay systems discussed so far where functionally dependent on past
states. Systems of this type are called retarded delay systems. The delay
may enter however also via a higher order derivative [90], f. i. via a first-order
time derivative:
x˙(t) = F
(
x(t), x˙(t− τ1), x(t− τ2)
)
. (39)
21
0 25 50 75 100
t
0
50
100
j
−1
0
1
R
e
x
j
Figure 10: Real part Rexj (indicated by color) of 100 delay-coupled Stuart-Landau
oscillators on a ring indexed by j over time t. The coupling takes into account the ten
nearest neighbors of an oscillator and acts with a constant time delay τ = pi which is
equivalent to the natural frequency ω = 2 of the oscillator. Initially the oscillators show a
transient chimera state, i. e. a state in which a fraction of the oscillators is synchronized
and another fraction is not synchronized. The chimera disappears with increasing time
and the systems ends up in a state where all oscillators are synchronized with a phase-lag
(chimera death). Figure replicated from [107, Fig. 3].
The corresponding system is considered in this case to be neutral [23, 102].
Neutral delay differential equations (NDDE), such as the neutral delay logis-
tic equation [103], occur in population dynamics [90], where they describe,
e. g., ecological systems with feedback mechanisms.
The analytic and numerical treatment of neutral delay systems is sub-
stantially distinct from that of retarded delay systems. Stability criteria
[104, 105] and the concept of Lyapunov stability [106] needs to be adapted in
particular (cf. Sect. 1.4). Leaving these interesting questions apart, we will
focus for the remainder of this review on retarded delay systems.
2.9. Networks with delay coupling
Transmission delays are common in physical networks, where they may
impact synchronization processes of functionally similar constituting units
[108]. Examples are optical systems [3] and gene expression networks [109].
In reaction-diffusion systems, such as the Gray-Scott model [110, 111], de-
lays impact the occurrence of self-organized spatio-temporal patterns. For an
overview of delay-coupled systems see [112]. The synchronization of networks
with delay coupling has been addressed with a special focus on distributed
delays [113], observing death and birth regions of amplitude synchroniza-
tion [114]. Also, a general criterion for the synchronization of delay-coupled
networks based on the networks topology has been derived [115].
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In neural networks with time delay couplings [116], the synchronization
of neurons may be studied with diffusive or with pulse-like delay couplings
[117]. The delayed feedback of neural activity to the network has been shown
to be able to suppress noise induced dynamics and thus to stabilize brain
activity [118]. The type of delay, and its spatial distribution, have in general
a pronounced influence on network activity [119].
From a more abstract perspective, the effect of time delay couplings on
oscillatory systems has applications for control problems [120], as realizable
in electric circuits [121]. Chimera states are observed in this kind of delay-
coupled oscillatory networks [107, 122], that is states for which a finite frac-
tion of the oscillators is synchronized, while the rest is fully desynchronized,
i. e. chaotic (cf. Fig. 10). The interplay between the inherent dynamics of the
network units and the delayed feedback can be used both to stabilize par-
tially synchronized states [123], and to control the lifetime of chimeras [124].
In optical systems delay coupling can give rise to two-dimensional chimeras
and soliton solutions [125].
Another application of delay coupling is the realization of reservoir com-
puting networks [126], which are closely related to so-called echo state net-
works [127]. It has been shown that the time delayed feedback of a single
optical unit allows information processing in a reservoir like manner [4, 128].
An externally driven system is considered consistent [129–131], if the sys-
tem produces the same output, when presented with a certain input, indepen-
dently of the initial internal state of the system. The concept of consistency
is therefore an important feature for information processing networks. Fur-
ther, the concept is closely related to synchronization of chaotic units in a
network [131]. Consistency has been achieved with the help of time delay
coupling for reservoir computing networks [132] and other optical networks
[130, 131].
2.10. Long time delays
Time delays are considered long if they act on a substantially longer time
scale than the internal dynamics. This is the case, e. g. for coupled optical
systems, when the optical feedback via fiber transmission is slower than the
dynamics of the lasers [3, 133]. Time delays may hence induce an additional
time scale. In control theory [134, 135], long delays have a significant impact
on stability regulation, with the consequence that the motion resulting from
controlling the balance of an inverted pendulum differs qualitatively for short
and long time delays [26].
Regarding the stability analysis of systems with long delays, an equiva-
lence between the dynamics in the vicinity of a fixed point and a generalized
reaction diffusion process has been worked out [136]. In the asymptotic limit,
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τ → ∞, the Lyapunov spectrum may be rescaled by 1/τ , in terms of the
real part, with the resulting rescaled asymptotic spectrum being continuous
[137–139]. The stability of fixed points and limit cycles becomes in this sense
independent of the exact value of the delay in the long-delay limit [140, 141].
3. Characterizing the dynamics of time delay systems
We start with some preliminary remarks regarding the notation used for
the subsequent discussion of a range of approaches and measures that identify
and describe regular and chaotic dynamics in time delay systems.
3.1. Fixed points
Fixed point attractors often constitute the starting point when analyzing
the dynamics of a time delay systems. The entire state history collapses,
with (1) reducing to
F (x∗, x∗) = 0, x∗ = x(t) = x(t− τ) . (40)
Linear DDE, like (15), have the trivial fixed point x∗ = 0, the Mackey-Glass
system (25) the fixed point x∗ = 1 (for a = 2b and c > 0).
For a standard stability analysis [40] one considers a perturbation δ(t) to
a given trajectory x(t). For the DDE (1) one obtains
d
dt
(
x(t) + δ(t)
)
= F
(
x(t) + δ(t), x(t− τ) + δ(t− τ)
)
, (41)
which leads to Eq. (6) when expanding the flow F into a first-order Taylor
expansion around the fixed point solution x(t) ≡ x∗. Eq. (6) is itself a
delay differential equation. For a further treatment the state history of the
perturbation δ(t) needs to be known on a time interval [t − τ, t], which is
however normally not the case.
In the vicinity of a fixed point x∗ one can however assume that the pertur-
bation evolves exponentially, δ(t) = δ(0) eΛt, as characterized by the complex
local Lyapunov exponent Λ (cf. Sect. 1.4). The time evolution (6) of the per-
turbation reduces then to
δ˙(t) = Jeff δ(t) , Jeff = Jo(x
∗, x∗) + e−ΛtJτ (x∗, x∗) , (42)
with an effective Jacobian Jeff [39]. Applying (42) to the exponential ansatz
for the perturbation, one obtains the characteristic equation
Λ = Jo + e
−ΛtJτ , (43)
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Figure 11: Trajectories of chaotic attractors in the Mackey-Glass system (25) in the
stroboscopic projection x(t)-x(t − τ), for (a) τ = 17.20 and (b) τ = 30.00, both sampled
over t ∈ [0, 5 · 104].
which is a transcendental equation solved by infinitely many local Lyapunov
exponents Λ = Λj. A special case of (43) is discussed in Sect. 1.5.
The perturbation δ(t) lives in the N → ∞ dimensional phase space of
states histories. The flow around a fixed point is governed therefore by the
local Lyapunov exponents Λk,
x(t) = x∗ + δ(t), δ(t) =
∞∑
k=1
ck e
Λkt , (44)
where ck and Λk are complex (cf. Sect. 1.5.1). For real states x = x(t),
as assumed here, the local Lyapunov exponents come in complex conjugate
pairs Λ¯k = Λk′ whenever the imaginary part is non-zero.
Ordering the exponents Λk with respect to the magnitude of the real part
we have
Re Λ1 ≥ Re Λ2 ≥ Re Λ3 ≥ . . . , (45)
with the largest value Re Λ1 determining the stability of the fixed point. The
steady state solution x = x∗ is stable for Re Λ1 < 0, and unstable otherwise.
3.2. Types of chaotic motion
Deterministic chaos [60, 142] can be classified along a series of distinct
criteria, which are not necessarily mutually exclusive. This is in particular
true for some recent classifications schemes discussed in this section, which
describe in part different features of chaotic motion.
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Figure 12: Stroboscopic projection of attractors of the Mackey-Glass system (25) for
different values of the time delay τ and sampled over t ∈ [0, 5 · 104]; insets magnifying the
indicated area. (a) A limit cycle for τ = 16.40 with 8 windings per period. (b) A partially
predictable chaotic (PPC) attractor for τ = 16.56 with visible gaps in the fractal braid.
(c) A partially predictable chaotic (PPC) attractor for τ = 16.78 with one extended fractal
braid winding twice per period.
3.2.1. Delay induced chaos
Stable fixed points and limit cycles existing in the limit τ → 0 are nec-
essarily destabilized by a Hopf bifurcation when increasing τ continuously
[40, 47]. The local Lyapunov exponents then first become complex. Once
the time delay τ becomes large enough to be out of phase with the pe-
riod 2pi/ Im Λ1 of the oscillation, a perturbation δ(t) can increase in a self-
reinforcing manner (cf. Fig. 2).
This mechanism is well documented for the Mackey-Glass system (25),
for which a series of period doubling bifurcations leads to chaotic dynamics
[59, 143]. The respective route to delay-induced chaos has been observed
experimentally for a catalytic reaction [144]. We note, however, that the
limit cycle appearing beyond the first Hopf bifurcation may remain stable
[58], even tough it is non unexpected that chaos will eventually show up,
given that DDEs are formally infinite dimensional.
In Fig. 11 we present the trajectories of two chaotic attractors of the
Mackey-Glass system by a stroboscopic projection (cf. Sect. 3.6). We will
show in the next Section that these two attractors differ qualitatively in
terms their cross-correlation functions.
3.2.2. Partially predictable chaos
Chaotic attractors may fill a substantial part of the phase space, forming
in this way a fractal structure (cf. Fig. 11). On the other hand, one can ob-
serve chaotic attractors differing in shape overall only slightly from a periodic
orbit [145–147]. Such kind of attractors are also found for the Mackey-Glass
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system (25), as presented in Fig. 12 in comparison with a regular limit cycle.
The insets magnifying the selected parts of the respective trajectories show
that the chaotic attractors consist of a fractal braids with either a coarser
structure, including gaps of all sizes, or fine fractal filaments.
The difference between the chaotic attractors shown in Figs. 11 and 12
can be quantified by the cross correlation
C(t) =
〈(
xo(t)− µ
)(
x1(t)− µ
)〉
/σ2 (46)
of a pair of trajectories xo(t) and x1(t) in the vicinity of an attractor with
mean µ and variance σ2. Included in (46) is an average over respectively ini-
tial conditions (for ordinary differential equations) and initial functions (for
delay systems), as indicated by 〈·〉. For delay systems one needs to average
(46) in addition over a delay interval, viz to add an integral
∫ t
t−τ dt
′(. . .), as
in the definition (5) for the distance d(t) between two state histories.
The cross-correlation is related via
1− C(t) = d2(t)/(2σ2) (47)
to the distance d(t) between the two trajectories [30], where d(t) is either the
instantaneous distance (for ordinary differential equations), or the distance
between state histories defined by Eq. (5).
A pair of trajectories is initially maximally correlated, in the sense that
C(t = 0) → 1, when the initial distance of state histories d(t = 0) = δ is
small with respect to the extent σ of the attractor, viz when δ  σ. This is
clearly true independently of the type of the attractor under consideration.
Inter-trajectory correlations are retained in the long-term limit t → ∞ for
regular motion, that is, e. g., for fixed points and limit cycles, but fully lost
for chaotic attractors [30]:
lim
t→∞
C(t) =
{
1 regular motion
0 chaotic attractor
. (48)
The long-term limit is usually approximated by the Lyapunov prediction time
Tλ (cf. Sect. 3.4), which is inversely proportional to the maximal Lyapunov
exponent (cf. Sect. 1.4), since Tλ provides an estimate for the time needed
for the exponential divergence of two trajectories to become sizable.
In Fig. 13 the cross-correlation C for the chaotic attractors from Figs. 11
and 12 is plotted over time, with the arrows indicating the respective Lya-
punov prediction times Tλ. Also presented in Fig. 13 is the distance d
2/(2σ2)
in a semi-log plot that amplifies the initial exponential divergence of the two
trajectories.
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Figure 13: The cross-correlation C of initially close (δ = 10−6) pairs of trajectories for
the chaotic attractors of the Mackey-Glass system shown in Figs. 11 and 12 (dark green:
τ = 16.56, Tλ = 2791; light green: τ = 16.78, Tλ = 1588; red: τ = 17.20, Tλ = 1071).
An average over 100 initial functions has been performed, with the arrows indicating
the corresponding Lyapunov prediction times Tλ (cf. Sect. 3.4). Shown is (a) the cross-
correlation (46) over time and (b) a semi-log plot of the initial exponential divergence
of the corresponding distance d(t). Full decorrelation, which occurs strictly only in the
long-term limit C(t→∞) → 0, is sizable for classical chaos (red) for t ≈ Tλ. The final
decorrelation is much slower for partially predictable chaos (PPC, green).
For some attractors the exponential initial decorrelation is followed by
a second slower phase of linear decorrelation. The latter is due to diffusive
motion of trajectories on the chaotic attractor along the braid tracing the
formerly stable limit cycle [30].
• For the chaotic attractor with τ = 17.20 the exponential and diffusive
loss of correlation happen on the same time scale, leading to an essen-
tially fully uncorrelated motion when the Lyapunov prediction time Tλ
is reached. See Fig. 13. We term this type of behavior ‘classical chaos’.
• For τ = 16.56 and τ = 16.78 only the exponential initial decorrela-
tion occurs within the Lyapunov prediction time, with the subsequent
diffusive loss of correlation taking orders of magnitudes longer. This
leads to a high residual correlation even after comparably long times
t Tλ, which implies that long-term coarse-grained predictions remain
possible. This type of behavior has been denoted ‘partially predictable
chaos’ (PPC) [30].
The distinction between classical and partially predictable chaos in terms of
the cross-correlation function is
C(tTλ)
{
=0 classical chaos
>0 partially predictable chaos (PPC)
. (49)
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Figure 14: Sketch of the time-scale separation characterizing the divergence of trajectories
for partially predictable chaos (PPC). Two initially close states d(t=0) = δ (gray bullets)
diverge exponentially leading to an exponential drop of correlation (cf. Fig. 13). This
process is limited by the width of the braid (green), such that by the Lyapunov prediction
time d(t=Tλ) the distance is of the order of the braid width. The residual cross-correlation
is lost subsequently due diffusive motion of trajectories along the fractal braid.
The time scale separation between exponential and diffusive decorrela-
tion in PPC is closely related to the topology of the chaotic braids, as evi-
dent from the insets of Fig. 12. The initial exponential divergence occurring
mainly perpendicular to a braid is limited by the braid width (cf. Fig. 14),
which is therefore related to the distance d(t= Tλ) of two trajectories after
the Lyapunov prediction time. Distinct fractal braids are on the other hand
absent for classical chaos, with the consequence that the initial exponential
decorrelation is not directly bounded by topology, see Figs. 11 and 13. Clas-
sical chaos and PPC are two limiting cases, with the distinction becoming
somewhat fluid for very thick fractal braids.
PPC chaos is found for the Mackey-Glass system (25), e. g., close to the
transition to chaos at a time delay τ ≈ 16.48. Figure 15 shows the residual
correlation C(t=5 · 103), where 5 · 103  Tλ, for pairs of trajectories and as
a function of the time delay τ (cf. Sect. 3.4).
Note that the auto-correlation function [148, 149], which can be computed
from a single trajectory, can be also used to describe the decorraltion process
on chaotic attractors. However, it has been pointed out [30] that it is more
challenging to quantify both the initial decorrelation and the linear loss of
correlation in PPC through the auto-correlation function.
3.2.3. Weak and strong chaos
Several proposals for the distinction of weak and strong chaos, and thus
for a differentiation between different types of chaotic motion, have been put
29
16.0 16.5 17.0 17.5 18.0
τ
0.0
0.5
1.0
C
(t
=
5
·1
0
3
)
Figure 15: Long-term cross-correlation C(t = 5 ·103) of the Mackey-Glass system (25)
as a function of the delay time τ and averaged over 100 pairs of trajectories. The initial
distance is δ = 10−6. Regular motion (blue) is fully correlated C = 1, with classical
chaos being characterized by a complete loss of correlation C → 0. Partially predictable
chaos (PPC, green) occurs for chaotic motion with finite residual long-term correlation
1 > C > 0.
forward [145, 152, 153]. For concreteness consider with
x˙(t) = F1
(
x(t)
)
+ σF2
(
x(t− τ)) (50)
a network of dynamical units x = (x1, x2, . . . ) that are coupled instan-
taneously through F1(x(t)), and delayed via F2(x(t − τ)) [151] (see also
[34, 154]). The respective coupling strength is σ. Networks of this type are
suitable for the description of chaos in coupled lasers [3, 155] and for the
study of delay induced chaos (cf. Sect. 3.2.1),
A distinction between weak and strong chaos can now be made [151] for
the special case that a fully synchronized state s(t), as defined by xi(t) ≡ s(t),
is a solution of (50). The synchronized state may be stable or unstable.
Stable synchronized states correspond to weak chaos, unstable synchronized
states on the other side to strong chaos. One starts by defining two types of
maximal Lyapunov exponents [151]:
• λ(σ)max = λmax, which describes the divergence of trajectories from the
synchronized state for the original system (50).
• λ(σ=0)max , which describes the divergence of trajectories from the synchro-
nized state s(t) under the influence of only the instantaneous dynamics
F1(s(t)). Note, that s(t) is still a solution of the full system.
The distinction of weak and strong chaos follows then from the com-
parison of the full exponent λ
(σ)
max and the instantaneous maximal Lyapunov
exponent λ
(σ=0)
max :
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Figure 16: The maximal Lyapunov exponent λmax = λ
(σ)
max and the maximal instan-
taneous Lyapunov exponent λ
(σ=0)
max of an attractor of the Lang-Kobayashi system [150]
(cf. Eq. (50)). (a) The rescaled maximal Lyapunov exponent λ
(σ)
max as a function of the
time delay τ for weak chaos with coupling σ = 21 ns−1. In the limit of large delays τ →∞
the maximal Lyapunov scales λ
(σ)
max ∼ 1/τ inversely with the delay. (b) The logarithmic
difference of the maximal λ
(σ)
max and the instantaneous Lyapunov exponent λ
(σ=0)
max over time
delay τ for coupling σ = 12 ns−1. In the regime of strong chaos the difference vanishes
exponentially in the limit τ →∞ of large delays. Figure replicated from [151].
• Weak chaos: For weak chaos the instantaneous Lyapunov exponent
is negative, λ
(σ=0)
max < 0, indicating that the evolution of perturbations
at σ = 0 is stable. The overall dynamics is at the same time unstable
due to a positive full exponent, λ
(σ)
max > 0. The synchronized state is
then a stable but chaotic solution of (50).
• Strong chaos: For strong chaos both the instantaneous and the full
maximal Lyapunov exponents are positive, λ
(σ=0)
max > 0 and λ
(σ)
max > 0.
The system then settle into a global chaotic state, which is however not
given by s(t).
Strong and weak chaos differ furthermore by their Lyapunov divergence times
Tλ ∼ 1/λmax (cf. Sect. 3.4), with the scaling Tλ ∼ τ η for large time delays
τ → ∞, where η = 1 for strong chaos and η = 0 for weak chaos [151]
(cf. Fig. 16).
According to this classification scheme, the Mackey-Glass system (25),
which has a negative instantaneous Lyapunov exponent λ
(σ=0)
max = b < 0, ex-
hibits only weak chaos. Note that the coupling constant a corresponds here
to σ and that bounded solutions need negative b. Vice versa, the difference
between the attractors shown in Fig. 11 and Fig. 12 cannot be explained in
terms of weak and strong chaos.
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Figure 17: The solution x(t) of a delayed feedback system with multiple time delays as
defined by Eq. (51) for parameters n = 6, m = 1 and ξ = 38, coupling strengths k = 0.2
and g = 50 and time delays τ1 = 26 and τ2 = 26.25. (a) A trajectory x(t) showing
intermittent chaos. The almost period dynamics (blue) is interseeded by chaotic bursts
(orange). (b) Projection of the trajectory x(t) shown in panel (a) with respect to the
delayed state x(t−τ1). Highlighted (blue) is the braid of the quasi-periodic motion, which
the solution follows most of the time. The chaotic bursts lead the system intermittently
away from the braid. Figure replicated from [145].
3.2.4. Intermittent and laminar chaos
Intermittent chaos is a type of chaos known from non-delayed systems
[156, 157]. It is also observed in time delay systems [158, 159], e. g. in models
describing gene regulation networks [145]. Consider the case that the delay
term is with
x˙(t) = −k x(t) + g f1
(
x(t− τ1)
)
f2
(
x(t− τ2)
)
(51)
a product of a self-inhibitory and a self-activation term, f1 and f2, acting
respectively with fixed but distinct delays τ1 and τ2. The coupling constants
k and g determine the respective influence of the instantaneous and the
delayed feedback on the dynamics.
Choosing Hill functions [160]
f1(x) = 1/
(
1 + (x/ξ)n
)
, f2(x) = 1− 1/
(
1 + (x/ξ)m
)
(52)
with parameters n, m and ξ for the activation and inhibition function [145],
the solutions of (51) show intermittent chaos, which is in this case charac-
terized by quasi-periodic dynamics interseeded by chaotic bursts. A typical
trajectory is presented in Fig. 17.
Laminar chaos is on the other side closely related to the concept of dis-
sipative time-varying delay [32] (cf. Sect. 2.5). An example of a system with
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Figure 18: Chaotic solutions x(t) of (53), as a function of time t, for A = 0.9/(2pi) and
T = 200. The corresponding Lyapunov exponents are shown in Fig. 8. (a) Turbulent
chaos for a conservative delay with τo = 1.54. (b) Laminar chaos for dissipative delay with
τo = 1.51. The solution jumps between different laminar levels, where the height hn of the
levels and the switching times Tn (indicated by vertical dashed lines) can be predicted by
an appropriate mapping. Figure replicated from [31].
time-varying feedback for which laminar chaos is observed is [31]
1
T
x˙(t) = −x(t) + 4x(R(t))(1− x(R(t))), R(t) = t− τo − A sin(2pit) ,
(53)
where T is the overall time-scale. The access function R(t), which enters
(53) via a logistic feedback coupling, incorporates here a superposition of a
constant delay τo and a sinusoidal contribution of amplitude A. Depending
on the parameters, the dynamics may jump between constant plateaus of
laminar motion, as illustrated in Fig. 18. The system is chaotic because both
the sequence of plateau heights and the sequence of plateau durations exhibit
non-regular dynamics [31]. For comparison a case of classically turbulent
chaotic dynamics is shown as well.
Laminar chaos is not to be confused with intermittent chaos: for the
first the laminar plateaus have a chaotically distributed height, while for the
latter the chaotic bursts are framed by laminar or quasi-periodic oscillations
of similar amplitudes.
3.2.5. Transient chaos
The chaotic attractors discussed in Sects. 3.2.1 to 3.2.4 are asymptotically
stable, i. e. the dynamics settles onto the attracting set in the long-term limit
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Figure 19: (a) Basin of attraction of the delayed logistic Eq. (55) for τ = 1 and β = 6.16,
with A being the offset and B the frequency of the initial function (54) on a 211×211 grid.
Parameter pairs (A,B) marked blue correspond to an initial function for which the system
(55) converges to a periodic attractor. Else the motion diverges as limt→∞ x(t) = −∞.
(b) Magnifying the parameter region marked by the black square in panel (a) reveals
the fractal character of the basin of attraction. Its fractal dimension is found to be Df =
1.85±0.01 (cf. Sect. 3.8.3). (c) Two solutions of DDE (55) for τ = 1 and β = 6.16, starting
at initial functions (54), with parameters B1 = −0.95 and A1 = 0.947 and respectively
with B2 = B1 and A2 = A1 + 10
−4. The trajectories experience transient chaos before
joining the same periodic attractor, albeit with a phase shift. Figure replicated from [161].
t→∞. However, it is known that (asymptotically) unstable, fractal sets in
the phase space of a system, so-called chaotic saddles [162, 163], can cause
initially close-by trajectories to decorrelate. The motion of a trajectory in the
vicinity of a chaotic saddle is termed transient chaos [164–166]. Transiently
chaotic motion is furthermore accompanied by fractal basin boundaries in the
phase space of the system. In the case of a time delay system this is reflected
as a fine-grained subdivision of the space of initial functions. Small changes
of the initial condition may then lead to different asymptotic attractors.
For DDE a trajectory is uniquely determined by an initial function (2),
as defined on an initial time interval. A practical way to scan the space of
possible initial functions is to sub-sample using functions parameterized by
a finite number of parameters [14, 161]. An arbitrary but suitable choice is
ϕ(t) = A+ sin(Bt) for t ∈ [−τ, 0] , (54)
where the initial function ϕ(t) is parameterized by an offset A and a sinusoidal
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Figure 20: The largest global Lyapunov exponents λn of the Mackey-Glass system (25),
as computed with Benettin’s method and for different delays τ (cf. Sect. 4.2.2). (a) As in
Figs. 11 and 12, for regular motion (τ = 16.40, blue), for PPC (τ = 16, 56, green; τ = 16.78,
light green) and classical chaos (τ = 17.20, red). The hyper-chaotic attractor (τ = 30.00,
cyan) has two positive exponents. (b) A semi-log plot of the extended spectrum for the
chaotic attractors shown in Fig. 11. The fits indicate logarithmic scaling λn ∼ − log n in
the limit n→∞, where n is the index.
with frequency B. Using (54) for the delayed logistic equation
x˙(t) = −x(t) + βx(t− τ)(1− x(t− τ)) (55)
with a fixed time delay τ = 1 and a coupling strength β = 6.16 one finds that
for almost any pairs (A,B) of parameters entering ϕ(t) via (54) the motion
is not bound, that is limt→∞ x(t) = −∞. Only for certain combinations
of parameters from a fractal set in the parameter set shown in Fig. 19 the
motion settles to a periodic attractor in the long term. As argued in [161],
the presence of a chaotic saddle induces transient chaos (cf. Fig. 19).
3.3. Lyapunov spectrum
Chaotic attractors are considered to be strange in the sense that they are
overall contracting [38, 42], being characterized on the other hand by at least
one positive global Lyapunov exponent, as defined in Sect. 1.4.
As an illustration we present in Fig. 20 the spectrum of global Lyapunov
exponents of the Mackey-Glass system (25) for different values of the time
delay τ . The largest Lyapunov exponent vanishes for regular motion (limit
cycles), for which an initial deviation δ does not grow nor vanish on the
average. This is consistent with the definition of the maximal Lyapunov as
an average over the attractor. The spectrum of Lyapunov exponents is in
contrast very broad on short time scales [30].
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Figure 21: As a function of the delay τ , the six largest Lyapunov exponents λn of the
Mackey-Glass system (25). Note the change in the scaling of the vertical axis indicated
by the dashed horizontal line.
For chaotic motion at least one exponent is positive, λmax > 0, with
chaotic motions with two or more positive exponents being termed hyper-
chaotic [46, 167]. This is the case in Fig. 20 for τ = 30.00. Note that all
strange attractors have in addition one vanishing exponent describing the
neutral flow along the trajectory. A categorization of the chaotic dynamics
derived from the spectrum of Lyapunov exponents is given in Table 1.
It can be shown analytically [47], that the Lyapunov spectrum of a DDE
with linear dependence on the instantaneous state x(t) and a single constant
time delay scales logarithmically, λn ∼ − log n, as a function of the index
n, when n → ∞. This results holds for the two Lyapunov spectra of the
Mackey-Glass system shown in Fig. 20. The scaling is in contrast linear for
DDE with time-varying τ = τ(t) that are dissipative [32], as discussed in
Sect. 2.3.
Table 1: Scheme for identifying different types of dynamics using the number of positive
and zero global Lyapunov exponents λmax = λ1 ≥ λ2 ≥ . . . [46].
Lyapunov exponents
dynamics positive zero largest neg.
stable fixed point λmax < 0
limit cycle λmax = 0 λ2 < 0
hypertorus (d dim.) λmax, . . . , λd = 0 λd+1 < 0
chaos λmax > 0 λ2 = 0 λ3 < 0
hyperchaos λmax, . . . , λk > 0 λk+1 = 0 λk+2 < 0
36
3.4. Lyapunov prediction time
For the Mackey-Glass system (25), the evolution of the six largest global
Lyapunov exponents as a function of the time delay is presented in Fig. 21.
The maximal exponent λmax changes from zero to a positive value at τ ≈
16.45, the classical indicator of the transition from regular motion to chaos.
The maximal Lyapunov exponent λmax describes by definition the max-
imum rate of divergence, or the minimum rate of convergence (for positive
and respectively for negative exponents). With the distance of two trajecto-
ries scaling as ∼ δ exp(λmaxt), one defines the Lyapunov prediction time Tλ
as
Tλ(δ, dp) =
1
λmax
log
(
dp
δ
)
. (56)
It quantifies the time it takes the exponential divergence of two trajectories
with initial distance δ to reach a final distance dp (cf. Fig. 1). The exact
values for dp and δ are not critical, due to the logarithmic discounting in
(56).
In Table 2 the four largest Lyapunov exponents for the attractors of the
Mackey-Glass system shown in Figs. 11 and 12 are listed together with the
corresponding Lyapunov prediction times Tλ. One finds that the thin chaotic
braids of PPC also lead to longer predictability in the regime of exponential
divergence (cf. Sect. 3.2.2).
3.5. Phase space contraction rate
The phase space contraction rate κ is an effective tool to quantify the
behavior of the flow in finite dimensional continuous-time systems [40]. It
Table 2: The largest four Lyapunov exponents and the Lyapunov prediction time Tλ, as
defined by (56), for the attractors of the Mackey-Glass system (25) shown in Figs. 11 and
12. The parameters entering (56) are dp = 10
−2 and δ = 10−6. For orientation the zero
Lyapunov exponent is printed in bold.
τ 16.40 16.56 16.78 17.20 30.00
dynamics regular PPC PPC chaos hyperchaos
Tλ - 2791 1588 1071 867
λmax [×10−2] 0.0 0.3 0.6 0.9 1.1
λ2 [×10−2] −0.3 0.0 0.0 0.0 0.3
λ3 [×10−2] −5.3 −5.0 −5.3 −4.8 0.0
λ4 [×10−2] −7.2 −7.4 −6.7 −6.4 −1.5
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Figure 22: Poincare´ sections (defined by xp = 0.85 in Eq. (60)) for the Mackey-Glass
system (25), sampled over time t ∈ [0, 104] and projected to states x(t− τ/2) and x(t− τ),
at the intersection times t→ t(p)i . (a) The periodic trajectory (τ = 16.40, blue) crosses the
Poincare´ plane eight times, whereas one observes extended fractal sets for PPC (τ = 16.56,
green; τ = 16.78, light-green). For classical chaos (τ = 17.20, red) the fractal set has a
larger extent than for PPC. (b) The Poincare´ sections of classical chaos (τ = 17.20, red),
as in (a), and for hyperchaos (τ = 30.00, cyan). Compare Figs. 11 and 12 and Table 2.
describes the evolution of a volume element V in the phase space over time
V (t) = Vo e
κt , (57)
where the initial volume is denoted Vo [168]. The sign of the phase space con-
traction rate indicates whether a system is dissipative, κ < 0, conservative,
κ = 0, or whether energy is taken up when κ > 0. The contraction rate is
a local quantity that may vary strongly within phase space. For stable limit
cycles and chaotic attractors the contraction rate needs to be negative when
averaged over the attracting set, but not locally [169].
For a finite dimensional system the contraction rate is given by the sum
of local Lyapunov exponents, viz as κ =
∑
n Λn. The situation is less clear
for infinite dimensional time delay systems, for which the number of negative
Lyapunov exponents diverges [47], as discussed in Sect. 1.4, as Λn → − log n
for n → ∞. In the phase space of state histories the contraction rate is
therefore formally diverging,
κ = lim
N→∞
N∑
n=1
Λn = −∞ , (58)
and hence not well defined for time delay systems.
3.6. Poincare´ section
A widely used tool for the analysis of the flow in reduced dimensions is
the Poincare´ section [40, 170]. For a dynamical system with dimension N
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Figure 23: Poincare´ sections of the Mackey-Glass system (25) for a range of time delays
τ , as projected to x(t
(p)
i − τ) (for details see Fig. 22). The transition from periodic motion
(blue) to PPC (green) occurs due to a period-doubling cascade. PPC is distinguished from
classical chaos (red) by its finite residual correlation (cf. Fig. 15).
the Poincare´ hyperplane P has dimension N − 1, which is still infinite for a
DDE, for which the phase space is given by the formally infinite-dimensional
space of state histories X(t) = {x(t′)}, where t′ ∈ [t − τ, t] (cf. Sect. 1.3).
The intersections of a trajectory X(t) in the space of state histories with the
selected hyperplane P defines via
X
(p)
i ≡ X(t(p)i ), X(t(p)i ) ∈ P, X(p)i → X(p)i+1 , (59)
a map X
(p)
i → X(p)i+1 between consecutive crossings. A convenient way to
define the intersections, and the respective crossing times t
(p)
i , is to choose a
value xp, such that
x
(p)
i ≡ x(t(p)i ) = xp (60)
holds for the trajectory x(t) in configuration space.
The map between consecutive intersections, also called first recurrence
map, defined by the Poincare´ section can be studied also in configuration
space, x
(p)
i → x(p)i+1. Apart from the location, one may also consider the
direction of the intersection and restrict, as it is usually done, the Poincare´
map to consecutive intersections characterized by the same direction.
For graphical illustrations in two dimensions it is custom to select two
states from the state histories that are separated in time, such as x(t−τ1) and
x(t− τ2), as representatives of the state histories defined by the intersection
of the trajectory with the Poincare´ hyperplane. For a system with a fixed
time delay τ , a convenient choice for the Poincare´ section is τ1 < τ2 = τ .
In Fig. 22 the Poincare´ section for the attractors of the Mackey-Glass
system (25) shown in Figs. 11 and 12 are compared. Note that periodic
motion, which corresponds to fixed points of the Poincare´ map, may also be
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Figure 24: For different attractors of the Mackey-Glass system (25), the distribution
Dp (in arbitrary units) of the time intervals ∆t
(p)
i between consecutive Poincare´ sections
(cf. Fig. 22). 120 bins have been used. The periodic attractor (τ = 16.40, blue) cuts the
Poincare´ plane eight times (cf. Fig. 22) leading to a distribution that consists of peaks
of equal height. For partially predictable (PPC, τ = 16.56, green) and classical chaos
(τ = 17.20, red) the distribution widens around the peaks.
of higher period, like x
(p)
1 → . . . → x(p)8 → x(p)1 . Partially predictable and
classical chaotic attractors form on the other hand extended sets resembling
thin filaments in the projection of the Poincare´ hyperplane, which can be
shown to be self-similar [38, 171]. Moreover, one observes that hyperchaotic
attractors tend to be more space filling in terms of the Poincare´ section
(cf. Sect. 3.8).
In Fig. 23 a color-coded bifurcation diagram of the Mackey-Glass system
generated using a one dimensional projection of the Poincare´ section is pre-
sented. The cascade of period-doubling bifurcations [172, 173] (also called
Brunovsky bifurcation [174]) leading to partially predictable chaos (PPC)
upon increasing the time delay τ is evident, with the phase of PPC being
interseeded by periodic windows. The transition from PPC to classical chaos
then induces a fast drop in correlations, as detailed out in Sect. 3.2.2.
Another aspect of the Poincare´ map involves the time intervals between
consecutive sections, the recurrence time [175, 176]:
∆t
(p)
i = t
(p)
i+1 − t(p)i . (61)
The distribution of the recurrence times of three attractors is presented in
Fig. 24. As the regular motion crosses the Poincare´ plane periodically, the
inter-section times are discrete peaks of equal probability.
For partially predictable chaos the distribution is blurred, with some
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residual resemblance to the original periodic peaks. As the topology of the
classical chaotic state deviates from periodic and PPC attractors, the distri-
bution becomes more wide-spread.
3.7. The power spectrum of attractors
In addition to the distribution of return times in the Poincare´ plane, the
power spectrum S(ω) (the spectral density) of an attractor can be used to
characterize classes of distinct time delay dynamics [177, 178]. It is evaluated
from the Fourier transformation xˆ(ω) of a trajectory x(t) as
xˆ(ω) =
∞∫
−∞
dt x(t) e−ıωt , S(ω) = ‖xˆ(ω)‖2 , (62)
which is in practice evaluated using numerical tools, such as the Fast Fourier
Transformation [179, 180]. For comparison, Fig. 25 shows the power spectra
of a periodic, a partially predictable and a classical chaotic attractor of the
Mackey-Glass system (25).
The frequency has been rescaled in Fig. 25 by the frequency ωp = 0.016 of
the periodic trajectory, which corresponds to the period Tp = 2pi/ωp ≈ 390.
As a consequence of the eightfold winding of the limit cycle the main peak
in the corresponding power spectrum occurs at ωqp = 8ωp, with a winding
time of Tqp = Tp/8 ≈ 48.8 (cf. Fig. 12 and Sect. 3.6). The remainder of the
spectrum of the limit cycle consists of sharp peaks at integer multiples of the
frequency ωp.
The peaks in the spectral density of the PPC attractor shown in Fig. 25
overlap with the spectrum of the periodic attractor, having in addition smaller
contributions close to the main peak. This behavior results from the fact
that the topology of the partially predictable chaotic attractor resembles the
topology of the former limit cycle (cf. Fig. 12). For the frequency spectrum of
the classical chaotic attractor one can also observe major contributions close
to the frequencies of the periodic orbit, this time however with a substantial
spread [178, 181].
3.8. The dimension of attractors
An interesting point when investigating chaotic dynamics is the dimension
of the attracting set of points in phase space. Different measures describing
the number of independent dimensions needed for embedding the attractor,
based either on the geometric properties [171], on the change of the entropy
[182], and on the correlation of trajectories on the attractor [183], have been
proposed in this context. The embedding dimension is of particular relevance
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Figure 25: The spectral density S(ω) (in arbitrary units) as a function of the frequency
ω, of different attractors of the Mackey-Glass system (25). The data was obtained by
sampling trajectories over t ∈ [0, 5 · 104], with a resolution of ∆t = 10−1. The frequency is
normalized by the frequency ωp ≈ 0.016 of the periodic attractor found for τ = 16.40. For
periodic motion (τ = 16.40, blue) the distribution consists of isolated peaks, which widen
when going from PPC (τ = 16.56, green) to classical chaos (τ = 17.20, red).
for infinite dimensional systems, such as a DDE, as it determines the number
of time delays τi ∈ [0, τ ] needed to span a minimal Poincare´ hypercube
{x(t − τi)}. An attractor can then be studied without information loss via
its projection onto the minimal Poincare´ hypercube.
In this section several different definitions for the dimension of an attrac-
tor are reviewed, of which two are computed from the Lyapunov spectrum
(cf. Sect. 1.4), with the remaining two definitions retrieving geometric infor-
mation from Poincare´ sections. An overview of the respective estimates for
the attractors shown in Figs. (11) and (12) is given in Table 3, as discussed
below.
Table 3: Comparing the Mori dimension DM and the Kaplan-Yorke dimension DKY to
the fractal dimension Df and the correlation dimension Dc of the attractors shown in
Figs. (11) and (12). PPC stands for partially predictable chaos.
τ DM DKY Df Dc dynamics
16.40 1 1.094 1.008± 0.014 1.000± 0.001 regular
16.56 2 2.061 1.968± 0.005 1.964± 0.003 PPC
16.78 2 2.110 2.040± 0.007 2.070± 0.005 PPC
17.20 2 2.180 2.133± 0.009 2.146± 0.003 classical chaos
30.00 3 3.707 3.258± 0.026 3.197± 0.022 hyperchaos
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Figure 26: The Mori dimension DM and the Kaplan-Yorke dimension DKY, defined
respectively by (63) and (64), for the Mackey-Glass system (25). The estimates have been
computed from the Lyapunov spectrum as a function of the time delay τ (cf. Fig. 21).
For time delay systems the Mori dimension DM attains only integer values, which is the
number of dimensions for embedding the Poincare´ section of the corresponding attractor.
The Kaplan-Yorke dimension DKY ≥ DM is in contrast able to probe the fractal character
of the attractors.
3.8.1. Mori dimension
The Mori dimension DM is calculated from the ordered spectrum of global
Lyapunov exponents λn via [47, 168]
DM = p+
∑
λn>0
λn∑
λn<0
|λn| , λmax = λ1 ≥ λ2 ≥ . . . (63)
where p denotes the number of non-negative Lyapunov exponents λn ≥ 0.
It is constructed to weigh the contribution of expanding dimensions λn > 0
with respect to the contribution of contracting dimensions λn < 0.
For time delay systems the Mori dimension reduces to DM = p, due to
the fact that the spectrum of negative exponents is not integrable, viz that
λn ∼ − log n for n → ∞ (cf. Sect. 1.4). The results for the Mori dimension
of the Mackey-Glass system (25) are given in Fig. 26 as function of the time
delay τ , see also Fig. 21. The Mori dimension is DM = 1 for limit cycles and
DM = 2 for both classical and partially predictable chaos, increasing further
for hyperchaos. A comparison is presented in Table 3.
3.8.2. Kaplan-Yorke dimension
The Kaplan-Yorke dimension [47, 184], originally also called Lyapunov
dimension [185], is defined by
DKY = j +
∑j
n=1 λn
|λj+1| , (64)
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which resembles the definition of the Mori dimension (63). Here j is the
largest index for which the sum of Lyapunov exponents is not negative:
j∑
n=1
λn ≥ 0 and
j∑
n=1
λn + λj+1 < 0 . (65)
The first sum in (65) takes into account the j largest dimensions describing
the overall expansion of the system, that is the maximal number of exponents
for which the phase volume expansion, as defined in Sect. 3.5, is still positive.
With the second term in (64) the non-integer part of the fractal dimension
of a chaotic attractor is estimated as the ratio of the phase volume expansion
generated by the j largest exponents,
∑j
i=1 λn, and the magnitude of the
contraction rate due to the next largest exponent, λj+1. From the second
condition in (65) one infers that j ≤ DKY < j + 1.
The Kaplan-Yorke dimension is used to characterize attractors in in-
stantaneous and delayed systems [186], e. g., when modelling turning pro-
cesses [187].
With p being the number of non-negative Lyapunov exponents, it follows
that p ≤ j and consequently that the Mori dimension is a lower bound for
the Kaplan-Yorke dimension, DM ≤ DKY. This relation shows up in Fig. 26,
where both estimates are presented in comparison. The Mori and the Kaplan-
Yorke dimension take the same value DM = DKY = 1 when the underlying
motion is periodic (limit cycle). For chaos the Kaplan-Yorke dimension is
fractal and hence larger, DKY > DM. See also Fig. 21. The Kaplan-Yorke
dimension does however not distinguish qualitatively between classical and
partially predictable chaos (cf. Table 3 and Fig. 15).
3.8.3. Fractal dimension
The fractal dimension Df measures the space-filling capacity of a geo-
metric set [188], or of a set of points embedded in a D ≥ Df dimensional
space [171], e. g. such as a time series {xi = x(ti)} sampled equidistant in
time from a trajectory x(t). It is effectively defined by the scaling exponent
of the number N() of D dimensional boxes with box size  needed to cover
the set in the limit of small boxes:
N() ∼ −Df for → 0 . (66)
Equivalently one has
Df = − lim
→0
logN()
log 
. (67)
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Figure 27: Sketch of the box-counting method for computing the fractal dimension Df of
a trajectory (red lines), as projected to a two-dimensional plane (cf. Fig. 22), by counting
the number of boxes N() (orange squares) it takes to cover the attracting set in relation
to the box size .
The method, which is also called box-counting, is illustrated in Fig. 27 for
the two-dimensional projection of an attracting set. For a simple geometric
object the fractal dimension is integer, as it corresponds to the number of
linearly independent vectors needed to span the object. However, for objects
with a more complicated, e. g. fractal structure, such as the Poincare´ section
of chaotic attractors, the fractal dimension attains non-integer values. It
has been conjectured that the fractal and the Kaplan-Yorke dimension may
coincide [185].
In order to determine the fractal dimension of an attractor one usually
considers two options: either retrieving the fractal dimension from a trajec-
tory on the attractor; alternatively one performs the box-counting on the
Poincare´ section of the trajectory and determines the fractal dimension of
the sections, which neglects by definition of the section one dimension. With
the Poincare´ hyperplane of a DDE being infinite-dimensional, one then works
with a projection, with the dimension D of the projection being large enough
to embed the attractor in question, that is at least the overall embedding di-
mension minus one.
There are different approaches for embedding an infinite-dimensional at-
tractor in a time delay system to a space spanned by D < ∞ dimensions.
The so-called time delay embedding or Takens’ embedding is one of the most
widely used techniques [189, 190]. In practice one selects D time delays
τ1, τ2, . . . , τD for the embedding, such that xi = (x(ti−τ1), x(ti−τ2), . . . , x(ti−
τD)) corresponds to the projection of the time series sampling the attractor.
A convenient choice for the embedding delays is τ = τ1 > τ2 > . . . > τD > 0,
where τ > 0 denotes the delay of the system. Note that Takens embedding
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Figure 28: (a) Number of boxes N() over the box size  (blue bullets) for the Poincare´
section of the chaotic attractor τ = 17.20 embeded into two dimensions as presented in
Fig. 22 on log-log axes. The slope of the fit (red line) yields the estimate Df = 1 + 1.133±
0.009 for the fractal dimension Df of the attractor. (b) The correlation integral Σc(d), as
defined by Eq. (68), as a function of the distance d (blue bullets) for the chaotic attractor
τ = 17.20 shown in Fig. 22, on log-log axes. The slope of the fit (red line) yields an
estimate Dc = 1 + 1.146± 0.003 for the correlation dimension of the attractor.
does not require the underlying dynamics to be delayed. It rather samples
past states in order to describe a system’s state. How to find the minimal em-
bedding dimension, i. e. how to determine the smallest possible D for which
the embedded attractor has the same features as the original dynamics, is a
problem that has been studied extensively [191, 192].
For the box counting of the chaotic attractor in the Mackey-Glass system
we use the time series of the states obtained from the Poincare´ section in
Fig. 22, i. e. xi = (x(t
(p)
i −τ1), . . . , x(t(p)i −τD)). The result is plotted in Fig. 28,
with both the number of boxes N() and the box size  being logarithmic.
From a linear fit one retrieves the exponent of the fractal dimension of the
Poincare´ section, which is here D
(2)
f ≈ 1.13. The fractal dimension of the
attractor, which is shown in Fig. 11, is in consequence Df ≈ 2.13. The
range of box sizes for which the linear fit holds is  > 10−4, due to the
circumstance that the number of points in the Poincare´ section is limited to
∼105, for computational reasons.
A comparison of the estimates for the fractal and the Kaplan-Yorke di-
mension is given in Table 3. For regular motion and classical chaos the
results are in good agreement, though for PPC a substantial quantitative
discrepancy is observed. We note that the dimension used for embedding the
Poincare´ section has been selected to be the Mori dimension. The fractal
dimension would however change only for an embedding with of insufficient
dimension.
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3.8.4. Correlation dimension
An alternative to box counting is the correlation integral Σc(d)
Σc(d) = lim
N→∞
1
N2
N∑
i,j=0
θ
(
d− ‖xi − xj‖
)
, (68)
which depends on the distance d and where θ denotes the Heaviside function.
The correlation integral measures the spatial correlation of a set of N points
{xi} sampled equidistant in time from the trajectory of an attractor or a set
of points in a Poincare´ section.
The correlation dimension Dc is defined from the scaling of the correlation
integral Σc(d) with the distance d in the limit of small distances [62, 183],
Dc = lim
d→0
log Σc(d)
log d
. (69)
An example is shown in Fig. 28, where the correlation integral has been
computed for ∼ 105 points from the projected Poincare´ section of the chaotic
attractor τ = 17.20 shown in Fig. 22. From the linear fit to the log-log
representation one obtains D
(2)
c ≈ 1.15 for the Poincare´ section and thus
Dc ≈ 2.15 for the trajectory of the chaotic attractor. The fractal dimension
Df has been shown to be an upper bound for the correlation dimension [62]
(cf. Table 3).
3.9. Binary tests for identifying chaos
The measures described hitherto are capable of characterizing different
types of dynamics in a quantitative manner. However, quantities such as
Table 4: Comparing the exponent K from the Gottwald-Melbourne 0 − 1 test and the
distance scaling exponent ν of the Mackey-Glass system (25) for different delays τ . K is
computed from 5·103 points sampled with step size ∆t = 10 and ζ = 2 in (71) (cf. Fig. 31).
The distance scaling exponent ν is averaged over 100 pairs trajectories starting from initial
distance δ = 10−6 (cf. Fig. 29).
τ ν K dynamics
16.40 0.997± 0.003 0.01± 0.04 regular
16.56 0.021± 0.005 0.70± 0.02 PPC
16.78 0.015± 0.006 0.61± 0.02 PPC
17.20 0.001± 0.003 0.97± 0.01 classical chaos
30.00 0.001± 0.004 1.04± 0.01 hyperchaos
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Figure 29: The evolution of the distance d = d(t) between pairs of trajectories in the
Mackey-Glass system (25). For each time delay τ and initial distance δ an average over 100
pairs has been performed. (a) For initial distances δ = 10−8 (light colors) and δ = 10−4
(dark colors), as marked by black bullets. For PPC (τ = 16.78, green) and classical
chaos (τ = 17.20, red), the distance grows exponentially as a function of time t, with the
saturation plateau d(t → ∞) ∼ σ being of order of the attractor size σ, independently
of the initial distance δ. For regular motion (τ = 16.40, blue), the long-term distance
depends on the initial separation δ. (b) Log-log plot of the long-term distance plateau
d(tTλ) as a function of the initial separation δ, with the lines corresponding to linear
fits. The dependence is linear for regular motion (blue), being near to constant on the
other side for both partially predictable (green) and classical chaos (red).
the maximal Lyapunov exponent and the fractal dimension change continu-
ously between regular motion and chaotic sates. It is numerically therefore
challenging to detect a qualitative difference in the vicinity of the transition.
In this section we present two alternative methods, which are based re-
spectively on the computation of distinct scaling exponents and which hence
are capable of identifying chaos in a binary manner. A comparison of the
corresponding results for the Mackey-Glass system for selected time delays
is presented in Table 4.
3.9.1. Cross-distance scaling exponent
In the vicinity of a chaotic attractor the divergence of two trajectories
xo(t) and x1(t) with a small initial distance d(t=0) = δ  σ is exponential
for t < Tλ. Here we have denoted with σ
2 the variance of the attractor. For
systems characterized by attractors confined in a finite volume element of the
phase space, viz when σ <∞, the cross-distance d(t) of a pair of trajectories
reaches a saturation level, d(tTλ) ≈ const., after the initial divergence.
As an example we present in Fig. 29 the evolution of the inter-trajectory
distance d(t) of the Mackey-Glass system (25) for different parameters and
initial distances. Due to the finite size of the attractor the long-term distance
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Figure 30: The cross-distance scaling exponent ν (70) for the Mackey-Glass system (25).
The exponent distinguishes in a binary manner regular motion (ν ≈ 1, blue), when chang-
ing the time delay τ , from chaos (ν ≈ 0, green, red). A sharp drop marks the transition
from regular motion (blue) to partially predictable chaos (green). The exponents are
obtained by fitting the long-term inter-pair distance plateaus as a function of the initial
distances δ, with δ ∈ [10−9, 10−4], when averaged over 100 pairs of trajectories (cf. Fig. 29).
is independent of the initial conditions δ for both classical and partially
predictable chaos, one hence finds that d(t  Tλ) ∼ σ. This saturation
is a consequence of the decorrelation of pairs of trajectories occurring in
the vicinity of chaotic attractors, as discussed in Sect. 3.2.2. See also the
decorrelation condition (48).
On the other hand, in the case of periodic motion, the long-term distance
varies linearly with the initial distance [30], as shown in Fig. 29. Introducing
the cross-distance scaling exponent ν, one can summarize the scaling relation
as
d(tTλ) ∝ δν , where
{
ν = 1 for regular motion
ν = 0 for chaos
(70)
The scaling exponent attains in general only two values, ν ∈ {0, 1}, quali-
fying hence as a binary indicator for chaos and, respectively, for regular
motion, as evident from Fig. 29. Binary classification using (70) works also
for hyperchaos (cf. Table 4).
The binary character of the cross-distance scaling exponent can be seen
also in the parameter scan presented in Fig. 30. The scaling exponent ν allows
therefore to determine the transition between regular motion and chaos, as
well as the presence of periodic windows.
3.9.2. Gottwald-Melbourn test
For the Gottwald-Melbourne test one uses a time series characterizing
the attractor under consideration to drive a dynamical system, which serves
hence as a ‘measuring device’ [193, 194]. We discuss here the case of a scalar
time series {φj}1≤j≤N , which may be extracted, e. g., form a scalar projection
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Figure 31: The Gottwald-Melbourn 0−1 test for a chaotic attractor of the Mackey-Glass
system (25) with τ = 17.20, using φn = x(tn) (extracted from 10
3 points sampled with
step size tn+1 − tn = 10) as the driving time series for the measuring device (71). Here
ζ = 2. (a) The motion in phase space p, q resembles a diffusive process. (b) Log-log plot
of the mean-square deviation M , as defined by (72), as function of n. The close to linear
growth exponent K ≈ 0.97 correctly indicates chaotic motion.
of a given trajectory. This time series is used to drive the evolution of a two-
dimensional mapping:
p(n+ 1) = p(n) + φn cos(nζ) , q(n+ 1) = q(n) + φn sin(nζ) , (71)
where ζ > 0 corresponds to a constant angular velocity and p and q to the
map coordinates. Of interest is the mean-square displacement (MSD)
M(n) = lim
N→∞
1
N
N∑
j=1
((
p(j + n)− p(j))2 + (q(j + n)− q(j))2) , (72)
which reflects the properties of the driving time series through the map-
ping (71). It has been proposed [193, 194], that the MSD is constant when
the driving time series describes regular motion, growing on the other hand
linearly with n for irregular behavior. This would imply the binary growth
rate
K = lim
n→∞
logM(n)
log n
=
{
0 for regular motion
1 for chaotic motion
. (73)
As an example we present in Fig. 31 the p, q phase plane plot together with
the MSD, the latter as function of iteration number n, for a chaotic attractor
of the Mackey-Glass system (25). The representation in the phase space of
the ‘measuring device’ (71) resembles a diffusion process. From a linear fit
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to the MSD in Fig. 31 one obtains a close to linear growth rate K ≈ 1, which
correctly indicates chaotic motion.
The Gottwald-Melbourne test is an interesting approach, which can be
used at times to effectively identify chaos in time delay systems [195]. It
is however also known to yield ambiguous results in some particular cases
[30, 196]. The results presented for different attractors of the Mackey-Glass
system in Table 4 yield correct results for periodic motion, classical chaos
and hyperchaos. Though for PPC the results are ambiguous, which might
hint at an insufficient, i. e. too fine, sampling rate (see also [197]).
3.10. Space-time interpretation of time delay systems
Time delay systems of scalar variables can be interpreted in terms of two-
dimensional space-time coordinates [33], a visualization technique that helps
at times when investigating complex dynamical patterns [34]. Within this
approach, a scalar trajectory x(t) is cut into slices,
X(N) = {x(t) : t ∈ [NT, (N + 1)T ]} , (74)
of length T , which is usually assumed to be a multiple of the time delay τ .
Each point of the trajectory X(N, t) = x(NT + t) is parametrized by the
slicing index N and the time t ∈ [0, T ] within one slice.
In Fig. 32 the space-time representation of a limit cycle and of partially
predicable and classical chaotic states are shown together with a hyperchaotic
trajectory of the Mackey-Glass system (25). The periodic motion appears
as perfectly regular wave fronts, with PPC showing slight modulations. For
classical chaotic and hyperchaotic motion, the space-time representation is
instead irregular.
The space-time representation allows for regularities or irregular patterns
to be identified by visual inspections. Thus, it is used to analyze pulse trains
from laser cavities [198], spatio-temporal pattern formation in systems with
multiple delays [66], and for the identification of chimera states in time delay
systems [122].
4. Numerical treatment
In this section, which is concerned with the numerical treatment of delay
differential equations (DDE), we restrict ourselves for the sake of simplicity
to autonomous DDE with constant time delay τ > 0 and generic flow f ,
x˙(t) = f
(
x(t), x(t− τ)) , (75)
where x = x(t) is the scalar state of the system parametrized by time t.
For an ordinary differential equation (ODE), a state in the phase space of
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Figure 32: Space-time representation of the Mackey-Glass system (25) for different values
of the delay time τ following [33]. In each panel a single trajectory x(t) corresponding to
an attractor is split along the time axis t into 40 slices and numbered by the quasi special
dimension N , see (74). Time is rescaled by the delay time τ and every fifth slice is colored
for better visibility. Shown is (a) a periodic orbit for τ = 16.40, (b) and (c) partially
predictable chaos for τ = 16.56 and τ = 16.78, (d) classical chaos for τ = 17.20 and
(e) hyperchaos for τ = 30.00.
the system determines the time evolution uniquely. Discretizing time, the
full information about a system with fixed time delay τ at time t = tk is
contained in contrast in the system’s state history, i. e. the states x(t) on the
whole interval t ∈ [tk−τ, tk]. A discretization into N > 0 equally spaced time
steps, i. e. N−1 time intervals, therefore leads to a step-size ∆t = τ/(N−1),
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Figure 33: (a) Illustration of the discretized state history x(k) that approximates the
history of a time delay system on the interval t ∈ [tk − τ, tk], with the N > 0 steps being
equidistantly spaced in time by ∆t. (b) The Euler algorithm for the numerical integration
(79) approximates the next state x(tk+1) combining the information of the first and last
state in the state history x(k).
with the discretized state history taking the form
x(k) = {x(tk − τ), x(tk − τ +∆t), . . . , x(tk −∆t), x(tk)} (76)
= {xo(k), x1(k), . . . , xN−2(k), xN−1(k)} . (77)
Note that we used capital letters in Sect. 1.3 to denote state histories which
are not discrete, like in (76), but continuous in time. The subscript index of
xj indicates xj is the jth element of a vector, namely that x ∈ RN
Two consecutive discretized time steps are linked by tk+1 = tk + ∆t,
which implies that the state history vectors x(k) and x(k + 1) differ only
with respect to the last element x(tk+1) (cf. Fig. 33).
4.1. Numerical integration
Numerical methods approximate the exact solution xˆ(t) of an DDE that is
determined by an initial function ϕ(t) given on the time interval t ∈ [tk−τ, tk]
by a discrete set of points {x(tk), x(tk+1), . . .} for time instances {tk, tk+1, . . .}
[179, 199]. At every integration step one can estimate the local numerical
error |x(tk) − xˆ(tk)|, which will generally depend on the discretization step
size ∆t.
For the purpose of numerical integration the state vector x(k) is updated
to the next state vector x(k + 1), as illustrated in Fig. 33. The challenge
lies in the discretized nature of the state history, which may not contain
the states x(t) at the times t a given integration algorithm may need when
calculating the new element x(tk+1).
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Figure 34: The Euler map G, as defined by Eqs. (80) and (81), maps the state history x(k)
onto the disjoint state history x(k+N). Both state histories contain the discretized states
over a time span of length τ , but shifted by τ +∆t with respect to each other.
4.1.1. Euler algorithm
The Euler integration algorithm uses the simplest numerical approxima-
tion of the time derivative occurring in a differential equation,
x˙(t) = lim
∆t→0
x(t+∆t)− x(t)
∆t
≈ x(t+∆t)− x(t)
∆t
. (78)
This approximation implies that
x(tk+1) = x(tk) + F
(
x(tk), x(tk − τ)
)
∆t , (79)
which requires the system’s state at the previous time step x(tk) and the
delayed state x(tk−τ) (cf. Fig. 33). Thus, for the Euler integration algorithm
the discretization step size ∆t and the delay τ must be commensurate, which
is in accordance with the choice τ = (N − 1)∆t.
From the approximation (78) of the time derivative the local numerical
error is O(∆t2). The cumulative error of the Euler method when integrating
up successively to a finite time difference is however O(∆t), which determines
the overall numerical accuracy.
4.1.2. Euler integration as a discrete map
As described by [47], one can interpret the Euler algorithm (79) as the
discrete map
x(k +N) = G
(
x(k)
)
, (80)
where the map G : RN → RN maps the state history x(k) of N time steps
of size ∆t, i. e. with N∆t = τ +∆t, onto the disjoint state history x(k+N).
At first sight this approach, which is depicted in Fig. 34, seems arbitrary,
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but is has the advantage of being an explicit forward recursive map once the
recursive dependencies are expanded:
xo(k +N) = xN−1(k) +∆tF
(
xN−1(k), xo(k)
)
x1(k +N) = xo(k +N) +∆tF
(
xo(k +N), x1(k)
)
...
xN−1(k +N) = xN−2(k +N) +∆tF
(
xN−2(k +N), xN−1(k)
)
.
(81)
Note the implicit recursion, namely that the RHS of x1(k + N) depends on
xo(k +N), and so on.
As an illustrative example we consider as in Sect. 1.5 the integration of
x˙(t) = −x(t− τ), here with step size ∆t = τ/2, which corresponds to N = 3
steps per state history. The state history therefore consists of
x(k) =
{
xo(k), x1(k), x2(k)
}
=
{
x(tk − τ), x(tk − τ/2), x(tk)
}
,
which means for the Euler map (80) that one computes the consecutive dis-
joint state history
x(k +N) =
{
xo(k +N), x1(k +N), x2(k +N)
}
=
{
x(tk + τ/2), x(tk + τ), x(tk + 3τ/2)
}
.
The single states follow from the iterative stepwise map (81):
xo(k +N) = x2(k)− τ
2
xo(k)
x1(k +N) = x2(k)− τ
2
(
xo(k) + x1(k)
)
x2(k +N) = x2(k)− τ
2
(
xo(k) + x1(k) + x2(k)
)
.
(82)
4.1.3. Explicit Runge-Kutta algorithms
The trade-off between the integration step size and the numerical error
makes the explicit Euler integration algorithm either slow or inaccurate. Its
generalization is referred to as explicit Runge-Kutta (RK) algorithms [200–
202]. Explicit RK algorithms use s > 0 intermediate sampling points yi to
estimate the next state,
x(tk+1) = x(tk) +∆t
s∑
i=1
biyi , (83)
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Figure 35: For a Runge-Kutta integration step (83) at t = tk one needs to compute the
intermediate states yi defined by Eq. (84). The flow is hence to be evaluated at times
tk + ci∆t and at corresponding estimated points in phase space. The delayed contribu-
tion x(tk + ci∆t − τ) to the flow are obtained correspondingly by interpolating the state
history x(k).
where the coefficients bi > 0 are weighting factors for the sampling points.
They are computed for x˙(t) = f(t, x(t), x(t− τ)) iteratively as
yi = f
(
tk + ci∆t, x(tk) +∆t
i−1∑
j=1
aijyj, x(tk + ci∆t− τ)
)
. (84)
The flow f is hence evaluated at time instances tk + ci∆t in [tk, tk+1], which
are determined in turn by the coefficients 0 ≤ ci ≤ 1, with the state argument
of the flow being a superposition of previous intermediate stages, as weighted
by the coefficients aij.
The times at which the yi are to be evaluated, tk + ci∆t, are in gen-
eral incommensurate with the underlying time discretization, as illustrated
in Fig. 35, which means that the state history x(k) needs to interpolated
[203]. However, the advantage is that an s stage RK algorithm comes with
a global numerical error of the order O(∆tp) with p ≤ s, allowing such for
a faster and/or more accurate integration compared to the straightforward
Euler method.
The coefficients aij, bi, ci for the explicit RK algorithms are usually written
as a ‘Butcher tableau’ [204]:
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c1 = 0 0 . . . 0
c2 a21 0
c3 a31 a32 0
...
...
...
. . . . . .
cs as1 as2 . . . as,s−1 0
b1 b2 . . . bs−1 bs
(85)
where the upper triangle contains only zeros for explicit RK algorithms. The
so-called 3/8 rule [201] is a fourth order (s = 4) Runge-Kutta method has
the Butcher tableau:
0
1/3 1/3
2/3 −1/3 1
1 1 −1 1
1/8 3/8 3/8 1/8
(86)
It is appreciated for its stability and convergence properties [201].
4.2. Lyapunov exponents
Lyapunov exponents describe the contraction or expansion of phase space
volume associated with certain directions in phase space, or on an attractor
in particular. While for an ordinary differential equation there is only a finite
number of Lyapunov exponents, which equals the number of dimensions of
the phase space, a time delay system has infinitely many Lyapunov expo-
nents. In consequence one can only approximate the N largest exponents
(largest by real part) with numerical methods. In the following three differ-
ent commonly used numerical methods for computing the largest or the N
largest Lyapunov exponents are discussed.
Note that the methods for evaluating Lyapunov exponents presented in
this section are suited for smooth systems. For non-smooth dynamical sys-
tems one typically needs dedicated approaches [205, 206], which holds also
for time delay systems [187].
4.2.1. Maximal Lyapunov exponent from two diverging trajectories
The most basic method of determining Lyapunov exponents implies mea-
suring the divergence rate of initially close-by trajectories [30]. For the
maximal Lyapunov exponent λmax = λ1 two initial state histories x
(0)(0) ={
x
(0)
o (0), . . . , x
(0)
N−1(0)
}
and x(1)(0) at t = to are chosen and evolved for k > 0
steps, until tk = to + k∆t, to states x
(0)(k) and x(1)(k), cf. Fig. 36.
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Figure 36: Measuring the rate of divergence of two trajectories starting at initial states
x(0)(0) and x(1)(0) with an initial distance d(1)(0) = δ (cf. Eq. (88)). The distance d(1)(k)
after k integration steps is used to compute the Lyapunov exponent via (89). The thick
segments of length τ indicate the respective state histories.
At every time step tk one can define the difference vector between the
two state history vectors,
d(1)(k) = x(1)(k)− x(0)(k) , (87)
from which one can compute the average Euclidean distance of the state
history vectors, namely
d(1)(k) =
‖d(1)(k)‖√
N
=
(
1
N
N−1∑
i=0
(
x
(0)
i (k)− x(1)i (k)
)2)1/2
. (88)
In contrast to the Euclidean distance between continuous state history vec-
tors, as defined in Sect. 1.3, the average distance defined by (88) does not
diverge in the limit N →∞. Note also that we adapted the notation in order
to emphasis that we are working in this section with discrete and not with
continuous state histories.
The initial states x(0)(0) and x(1)(0) are normally chosen randomly in the
vicinity of the attractor under investigation, with the initial distance d(1)(0) =
δ being small, δ  σ, with respect to the variance σ2 of the attractor. If σ =
0, as for a fixed point, the initial distance should be small with respect to the
microscopic length scales of the system. The maximal Lyapunov exponent
λmax is given, as pointed out in Sect. 1.4.2, by the divergence rate of the two
trajectories,
λmax = lim
k→∞
lim
δ→0
1
k∆t
log
d(1)(k)
δ
, (89)
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where the limit of infinitely small initial distances δ → 0 and the long-
term limit for the measurement time k∆t needs to be taken. For chaotic
attractors, for which pairs of trajectories eventually decorrelate, one has that
d(1)(k) → σ in the limit k → ∞ [30]. The maximal Lyapunov exponent has
to be evaluated accordingly for intermediate distances d(1), as defined by
δ  d(1)  σ.
This expression, Eq. (89), is an intuitive and robust method, it allows
however to determine only a single Lyapunov exponent, namely the maxi-
mal Lyapunov exponent. An extension to compute the N largest Lyapunov
exponents is discussed in the following section.
4.2.2. Benettin’s algorithm
The largest Lyapunov exponents can be evaluated efficiently following the
idea of Benettin et al [44], which is widely used and illustrated, e. g. in [45].
Here we discuss two different aspects of Benettin’s algorithm.
Iterated finite-time method. Instead of measuring the divergence of one pair
of trajectories for large times, one can rely on iterated measurements of
the rate of divergence for shorter time intervals. Within this approach one
computes a reference trajectory x(0) starting at a random initial condition
x(0)(0) in the vicinity of the attractor. The initial condition x(1)(0) for the
auxiliary trajectory x(1) is chosen such that the initial distance is d(1)(0) =
δ  σ is small compared to the extent σ (or the variance σ2) of the attractor
under investigation. The divergence of both trajectories is measured by their
distance d(1)(k) after k integration steps, viz after an integration time k∆t.
The finite-time Lyapunov exponent,
λ
(ft)
1 =
1
k∆t
log
d(1)(k)
δ
, (90)
then provides a local estimate of (89). Next one rescales the auxiliary vector
x(1)(k) to x˜(1)(k), such that the distance to the reference trajectory is reset
to
‖x˜(1)(k)− x(0)(k)‖ =
√
Nδ . (91)
The procedure described above is repeated with x(0)(k) and x˜(1)(k) being
the new pair of starting state histories, cf. Fig. 37. After M iterations the
average of the finite time Lyapunov exponents
〈λ(ft)1 〉 =
1
M
M∑
j=1
1
k∆t
log
(
d(1)(j · k)
δ
)
≈ λ1 (M →∞) (92)
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Figure 37: Estimating Lyapunov exponents using Benettin’s method. (a) Iteratively
measuring the distance d(1) between the reference trajectory x(0) and the auxiliary trajec-
tory x(1). After each iteration the auxiliary state is rescaled, such that the initial distance
d(1) = δ is restored. (b) Computing the L = 2 largest Lyapunov exponents using a ref-
erence trajectory x(0) and two auxiliary trajectories x(1) and x(2), in the same way as
shown in (a). The set of difference vectors are initially selected to be orthogonal, and
re-orthogonalized and rescaled after every step of the iteration. The thick segments of
length τ indicate the respective state histories.
then converges to the largest Lyapunov exponent λ1. Of interest in this
context is that the distribution of local finite-time Lyapunov exponents can
have a variance that is large compared to the average value [30].
Keeping the direction of the difference vector d(1)(k) in every iteration
ensures that d(1)(k) aligns with the direction of the largest divergence in
phase space. Note that this is not a fixed direction, but a direction that
depends on the location on the attractor. For a given system the integration
step size ∆t, the number of steps k during divergence, the initial distance δ
and the number of iterations M have to be optimized.
Computing arbitrary many exponents. The iterated method of diverging tra-
jectories allows also to compute, when suitably generalized, the L ≤ N largest
exponents. In this context the trajectory x(0) serves as reference for a set of
L auxiliary trajectories of state histories,
{
x(1), . . . ,x(L)
}
. The initial condi-
tions x(i)(0) of the auxiliary trajectories are selected such that their distance
to the reference state history x(0)(0) is small, d(i)(0) = δ, with the difference
vectors with respect to the reference point being mutually orthogonal:
d(i)(0) · d(j)(0) =
{
Nδ2 if i = j
0 else
. (93)
From the distances d(i)(k) after k integration steps the local Lyapunov expo-
nents λ
(ft)
i are estimated following (90). In order to prepare the next iteration,
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the first reference state is rescaled x1(k)→ x˜1(k) according to (91). The re-
maining reference states are then modified, such that all L difference vectors
form an orthogonal set with each vector having an average length d(i)(k) = δ.
This procedure is sketched in Fig. 37 for L = 2. Performing the iteration
M times allows then to estimate the average Lyapunov exponents 〈λ(ft)i 〉 via
Eq. (92).
Using in every time step an iterative algorithm for the orthogonalization,
such as the Gram-Schmidt procedure, ensures that the ith difference vector
aligns with the ith direction of divergence and that the average Lyapunov
exponents 〈λ(ft)max〉 = 〈λ(ft)1 〉 ≥ 〈λ(ft)2 〉 ≥ . . . ≥ 〈λ(ft)L 〉 are ordered [207, 208].
Benettin’s method is widely used for the evaluation of the Lyapunov spec-
trum of a dynamical system. Its accuracy is limited however in particular by
the numerical restrictions arising from the Gram-Schmidt orthogonalization
procedure. Alternative concepts for addressing the Lyapunov exponents and
the corresponding directional vectors are consequently of interest [139].
4.2.3. Extracting Lyapunov exponents from the Euler map
Lyapunov exponents may be extracted, as mentioned already in Sect. 1.4.3,
also from the discretized system (80), viz from the Euler map x(k + N) =
G(x(k)), where G is a N × N matrix. The respective Jacobian matrix of
derivatives J(k) = {Jlm(k)} evaluated for a state x(k) of the map (80),
Jlm(k) =
∂Gl
(
x(k)
)
∂xm(k)
, 0 ≤ l,m < N , (94)
has N complex eigenvalues σj(k) ≡ σj = σ′j + ıσ′′j , with real and imaginary
parts σ′j and σ
′′
j , that describe the dynamics of the Euler mapping (80) in
tangent space [42, 48]. We now consider with
d(1)(k) = x(1)(k)− x(0)(k) = δ ej(k) (95)
two state vectors x(0)(k) and x(1)(k) for which the distance vector d(1)(k) is
aligned to the jth (normalized) eigenvector ej(k) of the Jacobian J of the
Euler map. The Jacobian maps this distance vector to Jd(1)(k) = δσjej(k),
viz to a vector having the norm
‖J(k)d(1)(k)‖ = ‖δ σj(k) ej(k)‖ = δ ‖σj(k)‖ . (96)
It is known that the local Lyapunov exponents of a map equal the logarithm
of the eigenvalues of the corresponding Jacobian matrix [40]. For the Euler
map the logarithm of the Jacobian’s eigenvalues σj converges for N →∞ to
the local Lyapunov exponents Λj of the approximated DDE:
1
τ
log σj → Λj for N →∞ , σj = ‖σj‖ exp(ı arg σj) , (97)
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where arg σj denotes the argument of a complex number, which corresponds
to its phase angle in polar representation. The normalization factor 1/τ in
Eq. (97) stems from the fact that the Euler map evolves by a time difference
of τ in every iteration.
One may thus use the modulus ‖σj(k)‖ of the jth eigenvalue of the Jaco-
bian of the Euler map to approximate the real part Λ′j of the local Lyapunov
exponent at a point in phase space, which corresponds to the state x(k) of
the Euler map (80):
Λ′j = lim
N→∞
1
τ
log‖σj(k)‖ , ‖σj‖2 = (σ′j)2 + (σ′′j )2 , (98)
compare Eq. (21).
5. Conclusions
Dynamical systems with retarded interactions constitute an active and
rapidly developing research field with increasing relevance for real-world ap-
plications. An example is the proposal [58], that the time delays result-
ing from entrenched election cycles may contribute to destabilizing modern
democracies, in particular if the presumption holds that the technological
progress induces a continuously accelerating opinion dynamics.
A defining feature of time delay system is the enlarged phase space, which
becomes formally infinite-dimensional when retarded feedback is introduced
into a finite dimensional dynamical system. The existence of an infinitely
large phase space, the space of state histories, raises a series of interesting
questions, as pointed out in the introduction, Sect. 1, such as: How to treat
an infinite dimensional system and it’s diverging spectrum of Lyapunov ex-
ponents? How does the phase space compactify in the limit of vanishing time
delays?
Time delays come in large varieties, as detailed out systematically in
Sect. 2, one of the fascinating aspects of the field. The possibilities range
here from time delays that are characterized by their dependence on time,
on the state, or by a statistical distribution. Time delays may be classified
furthermore by alternative criteria, such as being conservative or dissipative.
The distinct types of time delays lead to a corresponding large range of dy-
namical behaviors, as discussed in Sect. 3, in particular for chaotic states, the
central theme of this review. Chaos may be classical or partially predictable,
weak or strong, intermittent or laminar. Of particular importance in this
respect are binary tests for chaos, which we also included in Sect. 3. There
exists furthermore a range of complementing proposals for the dimension of
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a chaotic attractor, for which we discussed the respective implementations
for time delay systems.
Numerical simulations of time delay systems is generally demanding, as
explained in Sect. 4, as a consequence of the formally diverging dimension of
the phase space of state histories. A central algorithm for the evaluation of
the spectrum of global Lyapunov exponents is here Benettin’s method, but
it is also of interest, as we point out in Sect. 4, to cross-check with the results
obtained from the Euler map.
Overall we hope that this review serves its purpose as a concise com-
pendium of the state of the field that provides in addition tools for a com-
prehensive classification of time delay systems and of the respective induced
types of chaotic dynamics. We interseeded the discussion with several ed-
ucational examples aiming to provide a self-contained presentation of the
material. Our intention is that this comprehensive review may also serve as
an entry points for both practitioners and newcomers to the field.
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