For centuries, humans have used microscopy to explore the fascinating world of the tiny. This curiosity has led to incredible discoveries including that living things are made up of cells, that cells grow and divide, and that these cells exist in many states, the dysregulation of which can lead to disease. Fluorescent labels are commonly used to visualize molecules, structures, or states within cells. Previous developments of fluorescent proteins and super-resolution microscopy have earned Nobel Prizes for enabling us to image this nanoscale universe with greater detail. Today, fluorescent labeling is widely used to study cell biology with highthroughput antibody-based approaches (Thul et al., 2017) and genome-editing methods such as CRISPR to add fluorescent protein tags (Roberts et al., 2017) . Advances in artificial intelligence are now pushing these boundaries even further by enabling us to harvest more information from microscope images.
One approach to machine learning, termed ''deep learning,'' consists of models built of multi-layer neural networks. These models have proved extremely powerful for learning when large amounts of training data are available, including best-in-class performance on language processing, robotics, playing games such as GO, and computer vision (Ronneberger et al., 2015 , Russakovsky et al., 2015 . In fact, imaging datasets offer an information-rich paradigm with complex dependencies ideally suited for this type of machine learning. Convolutional neural networks, in which high-level features are automatically derived by repeated mathematical convolutions of an input image, have proved particularly effective (Schmidhuber 2015) . In this issue of Cell, Christiansen et al. utilize such convolutional deep neural networks to train generative models capable of in silico synthesis of realistic fluorescent labels within cells from label-free images (Christiansen et al., 2018) .
Their work is motivated by key limitations within the field of microscopy. First, the introduction of specific fluorescent labels can be technically challenging, costly, and time consuming. Second, spectral limitations restrict fluorescent labeling to a handful of colors in most cases. While there has been work to overcome this limitation via sequential multiplexing of fluorescent labels (Dixon et al., 2015) , these methods require fixed samples that inhibit studies of the temporally dynamic behaviors of cells. Lastly, many of the live-cell dyes and the highpowered lasers used for fluorescent imaging can be toxic to cells, causing behavioral and phenotypic artifacts.
With the aid of deep learning, Christiansen et al. aim to circumvent these limitations by developing a model capable of generating accurate per pixel fluorescent images in silico from label-free (transmitted light) imaging modalities. Label-free imaging is fast and easy to perform, and it has low toxicity, allowing researchers to study cellular dynamics over longer times with less perturbation of the biological systems. They demonstrate that this machinelearning approach can be used to train models to accurately predict fluorescent labels representing cell state (dead/live), cell type, and subcellular features such as organelle location (nucleus and neurofilament). Inspired by models such as U-Net (Ronneberger et al., 2015) and DeepLab (Chen et al., 2018), Christiansen et al. develop a novel model architecture that outperforms the aforementioned models on their data.
A key aspect of this work is that the models could be used to accurately predict both spatial characteristics and intensity of a fluorescent signal as validated by independent direct measurements. This manifests the crucial point that fluorescent labels predicted from deep-learning networks can be used to infer quantitative measurements of the underlying biological information and that the label-free images indeed contain the information necessary for this task.
The ability of machine-learning models trained on one data type to predict on another with very little retraining is known as transfer learning and is a key property for generalized usability of a model. Christiansen et al. demonstrate that their model is capable of transfer learning by retraining their pre-initialized model on only one well of images from an independent data source. Furthermore, they show that their method is robust across several label-free imaging modalities including brightfield, phase contrast, and differential interference contrast as well as across images collected by multiple labs.
One should not assume, however, that such computationally derived models will perform equally well on any data. After all, the results are only as good as the data the models have been trained on, and errors in model predictions may arise under perturbations in conditions that seem trivial to humans. Rigorous quality controls should be performed when utilizing such a model on new data or for cells under a perturbed condition. As such, the best use-case will initially lie in fast and inexpensive hypothesis generation where accuracy of predictions subsequently can be validated by targeted assays. Currently, the method predicts each pixel independently. As the authors point out, a preferable future direction for this work is to enforce global coherence with respect to structures such as neurites. One way to achieve this is to utilize a generative adversarial network (GAN) approach to training in which the generator model is attempting to create an image indistinguishable from real-data by a discriminative ''adversary'' model. Currently, these computational models suffer the same spectral limitations as the fluorescent imaging techniques from which they are trained. An important future direction of this work is to build models where predictions of subsets of output parameters are conditionally dependent on parameters of another model. This method of ''computational multiplexing'' could be used to unlock an entire array of assays from a single label-free image. One potential source for building such extensive models is through utilizing data in public image databases like the Human Protein Atlas (www. proteinatlas.org) (Thul et al., 2017) and the Allen Cell Explorer (Roberts et al., 2017) as well as using label-free imaging modalities with orthogonal contrasting abilities (Abrahamsson et al., 2015) .
This work, together with other recent publications on computer vision in cell biology, takes us one step closer to the paradigm shift of augmented microscopy, where labels of cellular structures and states are predicted in real-time at the microscope (Figure 1 ). And where quantitative readouts of such predicted labels can be performed, enabling minimally invasive high-parametric measurements of cells. Based on developments in machine learning, cloud computing, and the establishment of public cell image archives (Ellenberg et al., 2018) similar to that of ImageNet (Russakovsky et al., 2015) , one can envision microscopy reaching the point where re-analysis and meta-analysis across image datasets can be performed. We foresee a new epoch in cell biology, where such image data will be integrated with multi-omics measurements to provide a comprehensive understanding of cells as the dynamic and complex systems they are and serve as a key tool in the work to characterize all human cells. Vision for a future of augmented microscopy in which desired cellular labels are computed from a label-free image. Paired label-free and labeled images, such as images used by Christiansen et al. together with images from public image databases such as the Human Protein Atlas and the Allen Cell Explorer, can be used to train models to predict various cellular labels. In the future, we envision that the resulting models may collectively represent a ''model zoo'' repository from which researchers can choose models and apply them in real time on their microscope. This methodology would enable highly multiplexed assays of complex biological phenomena using inexpensive, non-toxic, and fast label-free imaging. The images in the figure are reproduced from Christiansen et al. (Christiansen et al., 2018) , the Human Protein Atlas (www.proteinatlas.org) (Thul et al., 2017) , and the Allen Cell Explorer (http://www.allencell.org/) (Roberts et al., 2017) .
