This paper applies the multivariate version of the Forbes and Rigobon 
Despite the apparent stability of the international monetary system since the early 1990s, often attributed to the adoption of more flexible exchange rate regimes and inflation targeting (see, e.g. Rose, 2007) , few would argue that currency crises are a thing of the past. In fact, for the period 1973-97 Bordo et al. (2001) find that the frequency of currency crises was higher than in the preceding post-war period. The theoretical literature has grown and evolved to offer various explanations for the apparently ever-changing crisis phenomena. The initial approach of unsustainable monetary fundamentals (see Krugman, 1979) was followed by game-theoretic models with multiple equilibria (see Obstfeld, 1986) . The latter predict that circumstances can arise in which investors' perception of a government's objectives can lead to a crisis even when the fundamentals are in order. More recently, and as a result of the inability of existing models to predict the Asian crisis, so called third generation models evolved. These explain crises in terms of moral hazard and contagion effects and highlight the role of banking supervision (see, e.g. Corsetti et al., 1999) .
In this paper, we propose a Markov regime-switching methodology to model movements in the foreign exchange (FX) markets and their transmission across countries. Such models have been extensively used in the business cycle literature (see, e.g. Hamilton, 1989 and Krolzig, 2001 , among others) and, more recently, in currency crisis research. A crisis can be thought of as a switch from a state of the world with zero or negative FX market pressure (a 'tranquil' regime) to one where the pressure is positive and higher (a 'crisis' regime). In other words, there are jumps in the mean and -depending on the setting-changes in the volatility of the time series across different regimes. We apply this methodology to the European Monetary System (EMS). In our setting three phases of the EMS are captured accurately: the 'old' EMS when several realignments took place, the 'new' EMS when there were no adjustments of the exchange rate bands and the final stage characterized by extreme FX pressure that culminated in the abandonment of the mechanism.
Our approach is simple and intuitive and does not require the a priori breakdown of the sample into crisis and non-crisis periods. Crisis periods are endogenously determined. Adopting this methodology has the advantage that it enables us to calculate the probabilities of a shift between the two regimes, as well as their duration.
Hence, we obtain a measure of how crisis-prone the EMS was.
Moreover, the use of a FX pressure index enables us to focus on spillovers in the FX market. The MS-VAR allows us to answer the question of whether correlations between countries vary across regimes. We focus further on the question of contagion by using the Dungey et al. (2004) multivariate version of the Forbes and Rigobon (2002) formula to test explicitly for changes in market linkages. We find evidence that volatility transmission is 'over and above' what would be explained by the transmission mechanism that prevails during tranquil periods. Subject to some caveats, which we discuss in a later section, this constitutes evidence of 'contagion' effects.
Contagion in the Literature
The exchange rate mechanism of the European monetary system came to life in March 1979 in order to reduce the exchange rate volatility between the (then) European Economic Community members' currencies. Its main feature was that fluctuations in bilateral exchange rates, expressed in ECU (the European Currency Unit a central parity.
2 A series of realignments (18 in total) 3 and general instability eventually led to the widening of the band to ±15 percent in August 2003.
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In this paper we explore potential contagion effects within the ERM mechanism.
But what constitutes contagion? A loose interpretation of the term would include the simple transmission of shocks from one country to another through existing economic channels (e.g. the current account). This is the point of view taken in Eichengreen et al. (1996) . Using a panel of quarterly data for 20 developed economies they find that the probability of a crisis increases significantly as a result of a crisis occurring somewhere else. The channels put forward as potential transmitters of shocks are trade links and comparable macroeconomic policies and conditions. Both are found to be significant factors in the propagation of shocks across countries, with the trade effect being stronger. The caveat issued by the authors is that common shocks may be another driving influence for the results even though, clearly, it is not the only one.
Further evidence on the trade link is provided by Glick and Rose (1999) . Using cross-sectional data for five different crisis incidents (the Bretton Woods demise in 1971, the collapse of the Smithsonian Agreement in 1973, the EMS crisis in 1992-93, the Mexican crisis in 1994-95 and the Asian crisis in 1997-98) they find that the trade channel is important either through direct trade between countries or through trade competition for the same markets. Specifically, their direct trade variable is defined as
with exports x and countries i and 0, whereas the trade linkage variable is measured 2 The exception was Italy, whose currency had a wider band of ±6 percent.
3 The precise dates of these realignments are: 24 September 1979 , 30 November 1979 , 23 March 1981 , 5 October 1981 , 22 February 1982 , 14 June 1982 , 21 March 1983 , 18 May 1983 , 22 July 1985 , 7 April 1986 , 4 August 1986 , 12 January 1987 , 8 January 1990 , 14 September 1992 , 17 September 1992 , 23 November 1992 , 1 January 1993 and 14 May 1993 . On 3 August 1993 the exchange rate bands widened. Source: Eurostat.
4 With the exception of Germany and the Netherlands that maintained the narrower bands for the Mark and the Guilder, respectively.
as
, with x ik denoting bilateral exports from country i to k and x i being overall exports of country i. Country 0 is the first victim (or "ground zero", as the authors call it) of a crisis: Germany for the first two crises examined and Finland, Mexico and Thailand, respectively for the remaining three. The key finding is that an increase in any of the trade variables corresponds to a significant increase in the probability of a crisis in the EMS.
A stricter definition of contagion would not encompass a propagation of shocks through real channels that remain unchanged during different states of the world. Forbes and Rigobon (2002) concentrate on the change in cross-market linkages following a country-specific shock. In other words, if any real linkages existed prior to the shock and remained unaltered during and after it, then any increased correlation between asset prices (e.g. stock prices) is not evidence of contagion from one market to the other, just interdependence. If, however, there is a significant change in these linkages, the term contagion (or shift contagion) can be used. This distinction is justified as during calm periods exchange rates are normally driven by fundamentals, whereas during crisis periods investor confidence/psychology takes over. Focusing on European money markets Favero and Giavazzi (2002) confirm that non-linearities were present ("a general phenomenon") in the propagation of shocks in the EMS.
The Markov-switching framework is ideal to examine the change in correlations across different states of the world, in this case crisis and non-crisis ones. The idea of having discrete random changes in regime modeled as a Markov chain is
straightforward. An N -state Markov chain can be described by P {r t = k|r t−1 = j, r t−2 = i, ...} = P {r t = k|r t−1 = j} = p jk , where r t is a random variable taking values 1, 2, ..., N . This process implies that r t depends only on the most recent value r t−1 ; in other words, previous states do not affect the current state. 5 There are several examples of studies of currency or financial crises in a Markov-switching autoregressive framework; see, e.g. Amato and Tronzano (2000) , Martinez-Peria (2002) , Cerra and Saxena (2002) and Abiad (2003) . In contrast, there are very few examples that have used this framework to study contagion explicitly. 6 Two such examples are Billio et al. (2005) and Gravelle et al. (2006) .
In the first of these papers, Billio et al. (2005) 
More on the MSVAR
The behavior of market correlations across crisis and non-crisis regimes is of interest to policymakers who may use the past as a guide to what to expect during periods of turmoil. It is also of interest to FX investors. For example, currencies whose returns are uncorrelated during good times but tend to synchronize during bad times will not offer the expected diversification benefits when these would be needed the most.
review of Markov chains and their use in regime switching models.
From this paper's point of view, we aim to build a parsimonious specification that describes the ERM experience accurately and identifies correctly most realignments as crisis periods. We achieve this by opting for a two-regime setting without fun- The choice of the number of regimes entails a degree of subjectivity, as the literature raises several caveats against applying particular statistical criteria. 7 Our choice of two regimes is consistent with the criterion of parsimony given that the available degrees of freedom decline fast when adding parameters for estimation to a vector autoregressive framework. Moreover, modeling the process with two-regimes is intuitive for an ERM application given that the data show the prevalence of either a tranquil state with relative stability (or moderate tendencies for exchange rate appreciation) or a turbulent crisis state with strong depreciating pressures. Our estimates are consistent with this observation. On the downside, an implication of this assumption is that there are no permanent shifts of regime, as the model always reverts to the non-crisis state.
The decision to undertake the analysis within a static framework without fundamentals is also important. Implicitly, the assumption is that the probability of switching from one state to another is not affected by exogenous variables. This does not pose a problem for the purpose of this paper, which is to analyze state-dependent correlations and to explore whether shifts can be attributed to contagion. So called time-varying transition probability (TVTP) models allow for fundamentals at the cost of greater complication. 8 The choice of exogenous variables in such a setting is 7 For example, Psaradakis et al. (2003) find evidence that the Akaike Information Criterion is a reasonable guide to regime number selection but they confirm this only for autoregressive processes where the autoregressive parameter is known, and the change in parameters and sample are not too small. Overall, they argue that the so called three pattern method is probably the best, under these assumptions.
8 See Filardo (1994) for details of the Bayesian estimation.
crucial and would go beyond our modest goals. It is also a possibility that market sentiment may drive changes in correlations, especially during turmoil in the FX market. For example King et al. (1995) argue that "changes in correlations across markets are driven primarily by unobservable variables".
The Data
The FX pressure measure we use is a market pressure indicator (MPI) in the spirit of Eichengreen et al. (1996) . The index consists of time series on the nominal exchange rate change against the Deutsche Mark (XR), the change in the interest rate differential with Germany (IRD), and the change in foreign exchange reserves (RES) -in US Dollars. 9 A market pressure index is a superior measure to one based on simple nominal exchange rates, as it captures all pressure in the foreign exchange market, including unsuccessful speculative attacks. For example, the monetary authorities might be able to fend off an attack by raising their policy rate or by buying domestic currency (and thus spending their international reserves). This activity would not register in the exchange rate series, but it is evident in the MPI, which is, formally, expressed as:
For the XR and RES series percentage changes were created by taking the first difference of the natural logarithms. For IRD we take the first difference since the series is already expressed in percentage points. An increase in the value of the index signifies pressures in the FX market, since a higher nominal exchange rate implies a depreciation of the domestic currency and higher interest differentials and reduced reserves show the implementation of defending policies by the central bank.
The minus sign in the equation above ensures that a reduction in reserves translates 191 191 191 191 191 191 into an increase in the value of the index. The weights α, β and γ are determined by applying the following formula:
where w i = α, β, γ, and i = XR, IRD, RES. StDev stands for the standard deviation.
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The countries in our sample are Belgium, Denmark, France, Ireland, Italy and the Netherlands. Spain, Portugal and the UK joined the exchange rate mechanism much later -and with a wider margin of 6% compared to 2.5% for the other membersand, hence, are not included. In addition, we do not consider countries that had pegged to the ECU, e.g. Finland and Sweden. With the exception of the first five observations of the Irish interest rate, and three observations of the French interest rate data comes from the International Financial Statistics of the IMF. The missing data were taken from the OECD's Main Economic Indicators. The data are monthly and cover the period January 1978 to December 1993. Table 1 reports descriptive statistics for all six countries. It can be seen that, unlike the other countries, the Netherlands index has a negative mean implying that 10 The weighting scheme applied here is slightly different than the one normally seen in the literature, which simply uses the inverse of the standard deviation of each variable in the index. Our scheme normalizes this by the sum of the inverses of all standard deviations ensuring that the weights add up to 100%. The relative weights are identical in the two schemes, as are the overall properties of the resulting MPIs. 
Estimation Results

Homoscedastic MSVARs
In the analysis that follows, the variance and, hence, the correlations between the MPIs of the five countries in the dataset are allowed to vary across regimes. This permits us to test whether the crisis state is associated with increased correlations.
If true, implies the presence of common shocks or interdependence. If, in addition, the unconditional correlations significantly increase in the crisis state this could be taken as indication of contagion, assuming that we are correct in our presumption about the source country.
We begin our analysis with the simplest task of identifying common regime shifts,
i.e. checking whether the indexes respond to common international shocks. This can be implemented by an MS-VAR with regime shifts in the mean of the MPI. At this stage we assume homoscedastic errors and u t ∼ N ID(0, Σ). This simple setting will not produce transition probabilities consistent with the stylized facts, as the crisis periods are short compared to non-crisis periods. Hence, the restrictive assumption of heteroscedasticity is relaxed in what follows and the simple, homoscedastic case is just presented for comparison purposes. The multivariate setting can be formally expressed as:
where
µ is a regime-dependent mean, the regime vector r t = r t , r t−1 , ..., r t−p , matrices A contain estimates of the coefficients of the p th -order autoregression, and u t is a gaussian error term. The criteria for lag selection do not deliver a unanimous verdict. The likelihood ratio test suggests five lags, the final prediction error and the Akaike statistic (AIC) give two, and the Hannan Quin and Schwarz criteria suggest a random walk with a drift specification. Given that the AIC is the most powerful test our preferred model features two lags. 12 Assuming one lag for exposition purposes, equation (1) has a representation of the form:
The process can be seen as the sum of common system shocks (µ(r t )) and countryspecific shocks (
. The first panel of Table 2 reports the mean of regime 1 (µ 1 ) and the mean of regime 2 (µ 2 ) as well as the shift in the mean across the two regimes. Regime 1 is the tranquil state, where there are either negative pressures on the MPI (implying appreciating domestic currency or a decrease in the interest rate differential or accumulation of reserves or a combination of these) or no pressures at all, in which case the mean is close to zero. A switch to a crisis state is associated with positive means indicating mounting FX pressures. The difference between the means is in all cases positive, with Ireland's shift being the most dramatic.
The transition probabilities estimated using two lags indicate that both regimes are quite stable. The probability of switching from a tranquil to a crisis state is 19.9%, whereas the probability of a switch from crisis to tranquility is 24.3%.
The non-varying contemporaneous correlations (as we have assumed homoscedastic error variances do not change across states of the world) are quite high. The highest correlation is between France and Italy (43.2%) and the lowest between France and Denmark (12.1%).
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The assumption implicitly made in the analysis is that the mean jumps instantly to its new level across regimes. We can relax this assumption, to allow for a smoother transition to the new level. The specification now becomes
13 See Krolzig (1997) .
14 Correlations between the rest of the countries are reported in Table 4 , where we compare the sensitivity of correlations under different model assumptions, including the homoscedastic case. with a representation, again with one lag, of the form
It can be seen that shocks here feed into ω t through the matrix of estimated coefficients. Results are reported in the second panel of Table 2 . In comparison to the model with a one-off shift in the mean, the magnitudes seem to have changed in several cases, mostly upwards. A characteristic of this model is that the crisis regime has now become much less persistent. The probability of switching to a tranquil state when in a crisis has now increased to 52.3%. The correlations have also changed in some cases but always remain positive. The particularly high correlation between France and Italy remains.
Heteroscedastic MSVARS
We have seen that the countries in our sample face simultaneous positive FX pressures when the regime switches from tranquil to crisis. This is hardly surprising given the amount of intra-trade between the EMS countries. What is more interesting is to see whether these switches also affect the contemporaneous correlations of the cross-country MPIs. To perform this estimation we need to relax the assumption of homoscedasticity. This is a more realistic setting and is further justified since a likelihood ratio test rejects the restrictions imposed by the homoscedastic model.
As the variances and covariances vary across regimes we calculate two sets of correlations: one for the tranquil state and one for the crisis state. These correlations are, however, conditional on the increased volatility associated with crisis incidents and should not be used directly to make inferences on contagion.
The MSIH(2)-VAR(2) specification delivers a p 11 (i.e. remaining in a non-crisis regime) transition probability of 87.1% whereas the p 22 (i.e. remaining in a crisis regime) transition probability is 52.6%. The respective values for the MSMH(2)-VAR(2) are 86.2% and 52%. Both specifications deliver a similar duration for regime 1 (7.8 and 7.3 months respectively). Table 3 reports the changes in means caused by regime shifts in this heteroscedastic setting. Regime 2 is associated with higher volatility as measured by the standard errors reported. Table 4 reports contemporaneous correlations for both regimes and models. It also shows correlations for a simple non-switching VAR, and the homoscedastic mean-switching and intercept-switching VARs. Focusing for a moment on these last three, it can be seen that some correlations seem to be fairly robust to different specifications. For example, the coefficient for Italy and France is around 45% in all three models. Other correlations also appear quite stable, e.g. Belgium and Denmark, and Ireland and Belgium even though the magnitude of the correlation coefficient is not as high as for Italy and France. For some countries, though, the size of the correlations depends on the specification. In general, it tends to be lower in the MSI model. For example, for the simple VAR the coefficient for Italy and Belgium is 21%, whereas for the MSI it is just 8%. The first three panels of the table report results for homoscedastic specifications, in other words the variance is assumed not to change across regimes. We place more confidence in estimates of the correlation coefficients derived from heteroscedastic specifications, reported in the last two panels of Table 4 .
In seven out of ten cases there is an increase in the size of the correlation co- If the shock is unobservable it would be easy to mistake the effects of the disturbance for contagion. Regarding the second issue, if the cross-market correlation was high before-crisis then any shock to country A could have implications for country B. This would be described as interdependence but not as contagion (see Forbes and Rigobon, 2002) .
Hence, we need to correct for the effects of heteroscedasticity. If this point is not addressed, then the increased volatility in one market -a characteristic of a crisis state-could lead to increased correlations with another market even though the underlying transmission mechanism of shocks has not changed.
The 'unconditional' (corrected) correlations, as suggested by FR are given by:
where ρ U is the unconditional correlation, ρ C is the conditional correlation and σ is the standard deviation of the shock-originating country's MPI (c denotes the crisis regime and nc the non-crisis regime). Dungey et al. (2004) 16 show that this test can be extended into a multivariate regression framework by estimating a system of equations, where for country A (the first equation of the system) we would have
where ω stands for the market pressure index, A is the destination country, t denotes time, σ nc is the standard deviation of the non-crisis observations, φ and χ are (N − 1)×1 vectors of coefficients, matrix Λ contains stacked MPI observations (explained below) scaled by the non-crisis standard deviations Λ = ω 1,t σ nc,1
...
a dummy variable whose value is 1 for the crisis observations and 0 for the non-crisis observations and ν t is an error term. The coefficient estimates contained in χ A can be thought of as the effects of the corresponding regressors in the crisis state on country A's pressure index. If there is no change in these effects when the system is in a crisis state these coefficients should be zero and contagion is not present.
The first equation in our system is for Belgium, and, including an intercept and a dummy, can be written as The vector of observations ω contains the non-crisis observations endogenously selected by the MS-VAR stacked upon the crisis observations. As mentioned before, both sets of non-crisis and crisis observations are scaled by the standard deviation of the non-crisis observations. As shown in Dungey et al. (2004) the multivariate version of the FR test in this regression framework is better placed to detect contagion. In addition, whereas the standard errors of (5) are based on a small sample asymptotic adjustment, the standard errors of (6) are least squares errors.
We estimate the system of five equations as seemingly unrelated regressions (SUR), a method that controls for heteroscedasticity and contemporaneous correlation. The results, reported in Table 5 , are consistent with the change in correlations across states in Table 4 . As mentioned before, we focus our attention on Denmark, whose rejection of the Maastricht Treaty has often been blamed for triggering pessimistic market expectations that eventually led to the end of the ERM. Italy's competitiveness problems have also been blamed for the instability in the EMS.
Hence, we concentrate on the χ coefficients, which we interpret as contagion effects. benefit from diversification, as in a crisis state the two currencies were be almost perfectly positively correlated.
We have then found some evidence of contagion in the exchange rate mechanism of the EMS, which seems to confirm Eichengreen's (2000) intuition about the role of Denmark's rejection of the Maastricht Treaty. The evidence for Italy is slightly weaker. A caveat, however, needs to be issued here that the standard errors reported may have been somewhat affected by the use of the same dataset in what is a twostep procedure. It should also be noted that the FRM test, while substantially better than others in the literature, still suffers from poor small sample properties. Dungey et al. (2005) show that the test tends to over-reject the hypothesis of no contagion.
Concluding Remarks
This paper has used a Markov switching model with fixed transition probabilities to study FX market pressures and contagion in the ERM. Using a market pressure indicator for five participant countries and allowing for regime switching and heteroscedastic errors, we find that most FX market correlations increase during the crisis state.
The features of the model are attractive for this kind of analysis. The use of a continuous crisis variable means that we do not need to choose an arbitrary cut-off point in order to define a crisis. The Markov model allows for a tranquil and a crisis state and assigns probabilities that the system was in one or the other at a given month. The chosen specification does well in defining the ERM's realignments as crisis states. 
