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O¨zet. I˙nternet gu¨nu¨mu¨zde en o¨nemli bilgi kaynaklarından biri haline
gelmis¸tir. I˙nternet ile birlikte, bilgiye ulas¸ımın ve paylas¸ımın kolaylas¸ması,
c¸elis¸kili bilgilerin ac¸ıg˘a c¸ıkmasına sebep olmus¸tur. C¸elis¸kili bilgilerin art-
masıyla, bunlar arasında dog˘ru olanı bulmak da her gec¸en gu¨n zorlas¸maktadır.
Bu sorun literatu¨rde dog˘ruluk (veracity) problemi olarak tanımlanmıs¸tır.
Bu alanda gelis¸tirilen algoritmalar girdi olarak yapısal veriyi kabul et-
mektedir. Bu algoritmaların internet u¨zerinde kullanılabilmesi ic¸in inter-
netteki yapısal olmayan verinin yapısal forma do¨nu¨s¸tu¨ru¨lmesi gerekmek-
tedir. I˙nternet’teki verinin c¸es¸itlilig˘i du¨s¸u¨nu¨ldu¨g˘u¨nde bu is¸in konudan
bag˘ımsız, otomatik olarak gerc¸ekles¸tirilmesi zordur.
Bu c¸alıs¸mada dog˘ruluk problemi u¨zerine gelis¸tirilen algoritmaların sınana-
bilmesi ic¸in internetteki yapısal olmayan verilerin yapısal bir veri ku¨mesine
do¨nu¨s¸tu¨ru¨lmesinde gerekli as¸amalar belirlenip otomatize edilmesine katkı
sag˘lanmıs¸tır. Bu as¸amalar kullanılarak o¨rnek bir o¨zdeyis¸ veri ku¨mesi
olus¸turulmus¸ ve belirlenen bir dog˘ruluk sınama algoritması bu veri ku¨mesinde
uygulanarak elde edilen sonuc¸lar yorumlanmıs¸tır.
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O¨zet. Internet has become one of the most important information sources.
With the advent of Internet, the ease of access and sharing of informa-
tion have caused the emergence of conflicting information. The increase
in conflicting information makes it a challenge to find the truth out of
it. This problem is named as the veracity problem. The algorithms that
were developed in response to this problem accept structured data as in-
put. Thus, to be able to use these algorithms on Internet, there is a need
to transform the unstructured data on the Internet into a structured
form. This need is hard to fulfill in a domain-independent and automatic
way considering the variety on Internet.
In this work; structured data preparation to test the effectiveness of the
truth-finder algorithms is experienced. The process of transforming the
unstructured data on the Internet into a structured form is described
in steps to contribute its generalization in a domain-independent way.
As a result of this process, a new quotes data set is constructed and a
truth-finder algorithm is tested on this dataset by giving some comments
on it.
Anahtar Kelimeler: Veracity Problem · Dataset · Web
1 Giris¸
I˙nternet gu¨nu¨mu¨zde hayatımızın o¨nemli bir parc¸ası haline gelmis¸tir. I˙nsanlar
gu¨ndelik hayatında internette o¨nemli bir su¨re gec¸irmektedir. Bu durum birc¸ok
insanın bu platformu o¨nemli bir bilgi kaynag˘ı olarak go¨rmesine neden olmaktadır.
I˙nternetteki bilgilerin ve bilgi sag˘layan kaynakların sayısı da gitgide artmaktadır.
Fakat sunulan bilgilerin gu¨venilir oldug˘unun bir garantisi yoktur. Popu¨ler kay-
nakların gu¨venilir bilgi sag˘layacag˘ı du¨s¸u¨nu¨lebilir fakat yapılan aras¸tırmalar bu
varsayımın her zaman dog˘ru olmadıg˘ını go¨stermektedir [1].
I˙nternetteki c¸elis¸kili bilgilerden dog˘ru olanı bulup, kaynakların gu¨venilirlig˘ini
saptamak ic¸in 2008 yılında dog˘ruluk problemi [1] tanımlanmıs¸ ve bu problemin
c¸o¨zu¨mu¨ ic¸in bir model olus¸turulmus¸tur. Takip eden yıllarda bu problem u¨zerine
c¸alıs¸malar su¨rdu¨ru¨lmu¨s¸tu¨r [2,3,4,5]. Bu alanda gelis¸tirilen algoritmalar girdi olarak
yapısal veriyi kabul etmektedir. Ancak internetteki verilerin bu¨yu¨k kısmı yapısal
olmayan formdadır. Bu yu¨zden, bu konudaki algoritmaların dog˘rudan kullanımı
mu¨mku¨n deg˘ildir. Algoritmaların sınanması ic¸in o¨nceden hazırlanmıs¸ birkac¸ yapı-
sal veri ku¨mesi kullanılmaktadır.
Bu c¸alıs¸mada, bir alan belirlenerek bu alan hakkında internette sunulan
yapısal olmayan veri yapısal bir forma do¨nu¨s¸tu¨ru¨lerek dog˘ruluk bulma algorit-
malarının sınanabileceg˘i bir veri ku¨mesi olus¸turulmus¸ ve izlenen adımlar kayıt
altına alınarak su¨recin otomatize edilmesine yo¨nelik bir katkıda bulunulmus¸tur.
Bildirinin geri kalan bo¨lu¨mu¨nde ilk olarak dog˘ruluk problemi tanıtılmakta
ve ilgili literatu¨r verilmektedir. Metodoloji bo¨lu¨mu¨nde dog˘ruluk bulma algorit-
malarını sınamak u¨zere o¨zdeyis¸ veri ku¨mesi olus¸turma su¨reci anlatılmaktadır.
Bildirinin sonuc¸ bo¨lu¨mu¨nde ise bulgular ortaya konmakta ve gelecek c¸alıs¸malar
u¨zerine du¨s¸u¨nceler dile getirilmektedir.
2 Dog˘ruluk Problemi ve I˙lgili Literatu¨r
Dog˘ruluk problemi ilk defa 2008 yılında Yin vd. [1] tarafından ortaya konmus¸tur.
Dog˘ruluk, birden fazla kaynag˘ın, (o¨rneg˘in web sitesi) bir veya birden fazla nesne
(o¨rneg˘in kitap) u¨zerinde iddia ettig˘i bilgilerin (web sitesinin kitap hakkında iddia
ettig˘i yazar ismi) dog˘rulug˘unun c¸ıkarımı u¨zerine kurgulanmıs¸ bir problemdir.
Bu problem kapsamındaki temel terimler as¸ag˘ıda verilmektedir:
– Kaynak, bilginin sag˘landıg˘ı yer.
– I˙ddia, bir kaynag˘ın nesne hakkında sag˘ladıg˘ı veri.
– Gerc¸ek, en yu¨ksek gu¨venilirlik puanına sahip iddia.
– Kaynak Gu¨venilirlig˘i, bir kaynag˘ın dog˘ru bilgiyi verme olasılıg˘ı.
– I˙ddia Gu¨venilirlig˘i, bir iddianın gerc¸ek olma olasılıg˘ı.
Bugu¨ne kadar gelis¸tirilen dog˘ruluk bulma algoritmaları iki farklı veri tipi
u¨zerine yog˘unlas¸mıs¸tır. Bunlar sayısal ve kategorik verilerdir.
Sayısal Veriler genellikle bir o¨lc¸u¨mu¨ veya miktarı ifade eder. Bu tipteki veriler
ic¸in kesin dog˘ru veya kesin yanlıs¸ demek dog˘ru deg˘ildir. Bunun yerine bu verilerin
dog˘rulug˘u, kesinlik oranı ile ifade edilir. O¨rnek olarak, bir nesnenin bir o¨zellig˘i
hakkında 25 ve 90 olarak iki farklı iddia varsa ve gerc¸ek deg˘er 100 ise, 90 dog˘ruya
yakın sayılıp 25’e go¨re iddia gu¨venilirlik puanı yu¨ksektir. Tablo 1’de sayısal veri
tipinde bir veri ku¨mesi o¨rneg˘i verilmektedir.
Kategorik Veriler ise daha c¸ok nesnelerin karakteristig˘ini ifade ederken kul-
lanılır. Bu tipteki veriler ya dog˘ru ya da yanlıs¸ olarak sınıflandırılır. Kategorik
veri tipi ile ilgili o¨rnek veri ku¨mesi Tablo 2’de sunulmaktadır.
Dog˘ruluk probleminin c¸o¨zu¨mu¨ ic¸in tasarlanan algoritmalar bu kavramlar
u¨zerinden modellerini olus¸turmus¸tur. Her bir c¸alıs¸ma konuya farklı bir yo¨nden
yaklas¸makta olup aralarında bazı temel farklılıklar bulunmaktadır. Bu c¸alıs¸malar
ve o¨ne c¸ıkan farklılıkları takip eden bo¨lu¨mde ac¸ıklanmaktadır.
Tablo 1. Sayısal Veri Ku¨mesi O¨rneg˘i - Nu¨fus Veri Ku¨mesi
Nesne Kaynak I˙ddia
Abu Dhabi Contributor#1513217: Mohammed 1850230.0
Amsterdam Contributor#141597: Ilse@ 741329.0
Amsterdam Contributor #1300620: Krator 742884.0
Adelaide Contributor #3922171: Pirate05 1124315.0
Athens Contributor #1876487: El Greco 4200000.0
Athens Contributor #3007532: Theiasofia 4242000.0
Athens Contributor #1876487: El Greco 745514.0
Athens Contributor #0 (87.203.23.2) 745514.0
Athens Contributor #1876487: El Greco 745514.0
Navalca´n Contributor#363486: Emijrp 2238.0
Navalmoralejo Contributor #363486: Emijrp 63.0
Los Navalmorales Contributor#363486: Emijrp 2636.0
Los Navalucillos Contributor#363486: Emijrp 2636.0
Tablo 2. Kategorik Veri Ku¨mesi O¨rneg˘i - O¨zdeyis¸ Veri Ku¨mesi
I˙ddia Nesne Kaynak
George Bernard Shaw Beauty is a short-lived tyranny famous-quotes
Socrates Beauty is a short-lived tyranny brainyquote
Albert Einstein It is strange to be known so universally and yet to be so lonely. famous-quotes
Napoleon Bonaparte A soldier will fight long and hard for a bit of colored ribbon. quotables
Yin vd. [1] tarafından gelis¸tirilen model temel ”TruthFinder” modelidir ve
kaynak-iddia ilis¸kilendirmesi u¨zerinde c¸alıs¸arak her kaynak ve her iddia ic¸in be-
lirli bir gu¨venilirlik puanı ataması yapar ve bu puanları yinelemeli bir s¸ekilde
gu¨nceller. Bu kapsamda, kaynak gu¨venilirlig˘i (t(ω)) deg˘eri, F (ω), ω kaynag˘ının
sag˘ladıg˘ı iddiaların gu¨venilirlik s(f) toplamının; F (ω), ω kaynag˘ının sag˘ladıg˘ı
iddiaların toplam sayısına oranıdır:
t(ω) =
∑
f∈F (ω)) s(f)
|F (ω)| (1)
Daha sonra, bulunan kaynak gu¨venilirlig˘i t(ω), iddia gu¨venilirlig˘ini hesaplamak
ic¸in kullanılır.
s(f) =
∑
w∈W (f))
t(ω) (2)
Bu modelin en o¨nemli noktası, bir nesne hakkındaki farklı iddiaların birbirinin
gu¨venilirlik puanına etki etmesidir. Bulunan iddia gu¨venilirlik puanları bu etkiler
go¨z o¨nu¨nde bulundurularak gu¨ncellenir.
Zhao ve Han [2] dog˘ruluk problemini c¸o¨zmek ic¸in ”GTM” adında bayesc¸i
olasılıksal bir model olus¸turmus¸tur. Gelis¸tirilen model, kategorik veri u¨zerine
yog˘unlas¸an o¨nceki c¸alıs¸maların aksine o¨zellikle sayısal verilerde daha bas¸arılı
sonuc¸lar vermektedir.
Dog˘ruluk problemi ic¸in hazırlanan veri ku¨melerinde, kaynaklardan olabildig˘in-
ce c¸ok veri sag˘lanması temel bir gereksinimdir. Ancak pratikte her kaynak yeteri
kadar veri sag˘lamayabilir. Bu durum dog˘ruluk bulma algoritmaları ic¸in c¸o¨zu¨lmesi
gereken bir problemdir. Li vd. [3] c¸alıs¸masında, az sayıda iddiaya sahip kay-
nakların da bulundug˘u bir veri ku¨mesinde dog˘ruluk bulma bas¸arımını artıracak
bir model o¨ne su¨ru¨lmu¨s¸tu¨r. Gelis¸tirilen model hem kategorik hem de sayısal veri
ku¨melerinde c¸alıs¸abilmektedir.
Xin vd. [4] kaynakların verileri birbirinden kopyalama durumu u¨zerine odak-
lanmıs¸tır. I˙nsanlar sezgisel olarak bir iddiayı ne kadar c¸ok kaynakta go¨ru¨rse o
iddianın dog˘rulug˘undan o kadar emin olurlar. Ancak kaynakların verileri birbir-
lerinden kopyalamaları durumunda yanlıs¸ bilgiler hızla yayılabilir ve dog˘ru bil-
giyi saptamak bu durumda oldukc¸a zorlas¸abilir. C¸alıs¸mada, iddiaları birbirinden
kopyalayan kaynakların tespit edilmesi ile gerc¸ek iddiaların saptanmasını ko-
laylas¸tıran bir model gelis¸tirilmis¸tir.
Qi vd. [5] dog˘ruluk bulma algoritmalarında sayısal ve kategorik verileri farklı
s¸ekillerde ele almıs¸tır. Literatu¨rde her iki veri ku¨mesi ic¸in de tasarlanan c¸alıs¸malar
mevcut olmasına rag˘men ilk defa bu c¸alıs¸mada veri ku¨mesinin heterojen oldug˘u
bir bas¸ka ifade ile her iki veri tipini de kapsadıg˘ı durumda c¸alıs¸abilecek bir model
gelis¸tirilmis¸tir. Modelin heterojen veri ku¨mesinde c¸alıs¸abilmesi, farklı veri tipleri
ic¸in farklı uzaklık fonksiyonlarının tanımlanabilmesi ile sag˘lanmıs¸tır.
3 Metodoloji
Dog˘ruluk bulma algoritmalarının c¸alıs¸ması ic¸in yapısal bir veri ku¨mesi gerekmek-
tedir. Ancak internetteki verilerin c¸og˘u yapısal olmayan formdadır. Bu kısımda,
internetteki yapısal olmayan verilerin, dog˘ruluk bulma algoritmalarının sınanabile-
ceg˘i yapısal bir forma do¨nu¨s¸tu¨ru¨lmesi su¨reci tanımlanmaktadır.
3.1 Tanım Ku¨mesinin ve Kaynakların Belirlenmesi
I˙dealde internetteki hemen her konunun tanım ku¨mesi olarak sec¸ilebileceg˘i du¨s¸u¨nu¨-
lebilir. Bununla beraber, gerc¸ekles¸tirdig˘imiz denemelerde dog˘ruluk bulma al-
goritmalarının mevcut c¸alıs¸ma yapıları gereg˘ince, tanım ku¨meleri ic¸in belirli
s¸artların sag˘lanması durumunda daha sag˘lıklı sonuc¸lar verdig˘i go¨zlemlenmis¸tir.
Bu denemeler sonucunda tespit edilen gerekli s¸artlar as¸ag˘ıdaki gibi belirlenmis¸tir:
– Nesneler hakkındaki iddialar deg˘is¸iklik go¨sterebilmelidir.
– Tanım ku¨mesi ile ilgili birc¸ok kaynaktan veri elde edilebilmelidir.
– Her nesne hakkında tek bir kesin dog˘ru veri bulunmalıdır.
Bu s¸artlar go¨z o¨nu¨nde bulundurularak tanım ku¨mesi olarak ”O¨zdeyis¸ler” be-
lirlenmis¸tir.
Tanım ku¨mesi belirlendikten sonraki as¸ama, verilerin c¸ekileceg˘i kaynakların
sec¸ilmesidir. Tanım ku¨mesi kapsamında birc¸ok kaynak bulunabilir ancak bu
kaynakların hepsi veri ku¨mesi olus¸turulması ic¸in uygun olmayabilir. O¨zdeyis¸
tanım ku¨mesi ic¸in bu c¸alıs¸mada, internetteki popu¨ler o¨zdeyis¸ paylas¸ım siteleri
tespit edilmis¸tir. Ayrıca sosyal medyada paylas¸ılan verilerin ne kadar gu¨venilir
oldug˘unu go¨rebilmek adına o¨zdeyis¸ paylas¸an belirli Twitter hesapları da kay-
naklara dahil edilmis¸tir. Bu kaynakların belirlenmesinde;
– Kaynakların so¨zdizimi ve yazım kurallarını dog˘ru kullanması,
– Verileri sag˘larken tamamen ikinci bir kaynag˘a bag˘ımlı kalmaması,
– Yeterli sayıda veri sag˘lamıs¸ olması,
– Verilerin sag˘landıg˘ı formatın tutarlı olması
gibi kriterler dikkate alınmıs¸tır.
3.2 Verilerin I˙s¸lenmesi
Kaynakların belirlenmesinin ardından kaynaklara ait programlama arayu¨zleri
tespit edilmis¸tir. Bu programlama arayu¨zleri kullanılarak veriye ulas¸ılmıs¸ ve veri
du¨zenli bir formatta kayıt altına alınmıs¸tır.
Bo¨lu¨m 3.1’de de belirtildig˘i u¨zere, kaynaklar belirli kriterler c¸erc¸evesinde
sec¸ilmis¸ olmasına rag˘men, kayıt altına alınan veri incelendig˘inde formata uygun
olmayan veya konu dıs¸ı ic¸erikler, o¨zetle kirlilik tespit edilmis¸tir. Formata uygun
olmayan ic¸erikleri temizlemek ic¸in du¨zenli ifadelerden yararlanılmıs¸tır. Konu dıs¸ı
ic¸erikler ic¸in, o¨nce bu ic¸eriklerin ortak noktaları tespit edilmis¸ ve yine du¨zenli
ifadeler ve Jaro-Winkler Distance algoritması [6] yardımıyla veri ku¨mesi bu
ic¸eriklerden temizlenmis¸tir. Jaro-Winkler Distance temelde Jaro-Winkler Ben-
zerlig˘i u¨zerine oturtulmus¸ iki karakter dizisinin benzerlig˘ini tespit etme algo-
ritmasıdır. Jaro-Winkler Benzerlig˘i ise temelde Jaro Benzerlig˘i’ni kullanır. Bu
benzerlik matematiksel olarak as¸ag˘ıdaki formu¨l ile hesaplanır;
simj =
{
0 if m=0
1
3 (
m
|s1| +
m
|s2| +
m−t
m ) otherwise
(3)
si karakter dizisinin uzunlug˘unu,
m es¸les¸en karakter sayısını,
t karakterler ic¸in yer deg˘is¸iklig˘ini ifade eder.
I˙ki dizinin birbiriyle es¸les¸ir olarak sayılması ic¸in;⌊
max(|s1|, |s2|)
2
⌋
− 1 (4)
sag˘laması gerekir. Jaro-Winkler Benzerlig˘i ise bu noktadan yola c¸ıkılarak;
simw = simj + (`p(1− simj)), (5)
es¸itlig˘i ile verilir. Bu es¸itlikte;
simj Jaro benzerlig˘ini,
l ortak o¨nek karakterlerin uzunlug˘unu,
p sabit o¨lc¸ekleme fakto¨ru¨nu¨ ifade eder.
Son olarak Jaro-Winkler Distance deg˘eri ise;
dw = 1− simw (6)
s¸eklinde ifade edilir. Jaro-Winkler algoritması ayrıca, N-gram benzerlik algorit-
masıyla beraber kullanılarak, her bir nesne birbiri ile kars¸ılas¸tırılmıs¸ ve belirli bir
es¸ik deg˘erinin u¨zerindeki es¸les¸melerde nesneler o¨zdes¸ sayılmıs¸tır. Bu sayede aynı
nesnenin ku¨c¸u¨k noktalama farklılıkları, yazım yanlıs¸ları ve farklı kelime kullanımı
ile olus¸an farklılıkların o¨nu¨ne gec¸ilmeye c¸alıs¸ılmıs¸tır. N-gram benzerlik algorit-
ması [7], bir kaynak metinde, n uzunlug˘undaki tu¨m koms¸u kelime veya karak-
ter gruplarının kombinasyonlarını baz alan yo¨ntem olarak ifade edilebilir. Son-
raki adımda ise bir kaynag˘ın aynı iddiayı birden fazla kez barındırma sorunuyla
kars¸ılas¸ılmıs¸tır. Bu sorun N-gram benzerlik algoritmasıyla, benzerlik ilis¸kisi sayı-
sal olarak birbirine c¸ok yakın ve aynı kaynaktan iddia edilmis¸ verilerin temizlen-
mesiyle c¸o¨zu¨mlenmis¸tir. Son as¸amada ise veri ku¨mesi o¨zdeyis¸-so¨yleyen ilis¸kisine
go¨re gruplandırılmıs¸ ve TruthFinder algoritması ic¸in uygun bir hale getirilmis¸tir.
Bu is¸lemler sonucunda 17 farklı kaynaktan yaklas¸ık 70000 iddia ic¸eren o¨zdeyis¸
veri ku¨mesi olus¸turulmus¸tur. Bu veri ku¨mesi TruthFinder algoritmasında sınanmıs¸
ve bulgular bir sonraki kısımda anlatılmıs¸tır.
4 Sonuc¸
4.1 Bulgular
Yapılan bu c¸alıs¸manın temel amacı, dog˘ruluk problemi ve ilgili algoritmaları
destekleyici bir alt yapı olus¸turmak ve so¨z konusu alana katkı sag˘lamaktır.
Bahsedilen temel kazanımların sag˘lanması ic¸in o¨ncelikli olarak alan u¨zerindeki
benzer c¸alıs¸malar incelenmis¸ ve varolan yaklas¸ımlar farklı veri ku¨melerinde sınan-
mıs¸tır. Kitap-yazar, s¸ehir-nu¨fus gibi es¸les¸meler ic¸eren kategorik ve sayısal veri
ku¨meleri incelenmis¸tir.
C¸alıs¸ma kapsamında olus¸turulan o¨zdeyis¸ler ic¸eren yeni bir veri ku¨mesi ile
TruthFinder algoritması c¸alıs¸tırılmıs¸tır. TruthFinder algoritması nesne-gerc¸ek
c¸iftlerine ihtiyac¸ duydug˘u ic¸in kis¸ilerin nesne, o¨zdeyis¸lerin ise gerc¸ek olarak
kullanılması planlanmıs¸tır fakat, bu durum TruthFinder algoritmasının genel
sezgisel yaklas¸ımlarından en temeli olan ”Her nesne yalnızca bir tane gerc¸ek
dog˘ruya sahiptir.” o¨nermesine ters du¨s¸tu¨g˘u¨ ic¸in bu fikir terkedilmis¸ ve tam tersi
bir analoji ile devam edilmis¸tir.
TruthFinder algoritması c¸es¸itli kaynaklardan alınan, o¨zdeyis¸lerden olus¸an
veri ku¨mesinde c¸alıs¸tırılmıs¸tır. Elde edilen, ”kaynakların gu¨venilirlik skorları”
Tablo 3’te verilmektedir. Tablodaki skorlar incelendig˘inde kaynak gu¨venilirlig˘i
puanı 1’e yakın olan kaynakların sag˘ladıg˘ı iddiaların gerc¸ek olma olasılıg˘ı dig˘er
kaynaklara go¨re daha yu¨ksektir. Dig˘er bir deg˘is¸le daha yu¨ksek puanlı kaynaklar
Tablo 3. TruthFinder algoritmasının o¨zdeyis¸ veri ku¨mesi u¨zerindeki sonuc¸ları
Kaynak Kaynak Gu¨venilirlig˘i
AboutCheGuevara 0.680000
FranzKafkaQtss 0.680430
SFreudSayings 0.692487
mahatmaa gandhi 0.695539
GreatestQuotes 0.691252
QuoteDaily 0.711092
NietzscheQuotes 0.718113
einsteinquotes 0.719569
PureNietzsche 0.725397
NietzscheQ 0.738335
gandhhii 0.767866
quotables 0.827372
famous-quotes 0.832783
brainyquote 0.884118
Einsteiin Quote 0.980225
GandhiiQuotes 0.981335
einssttein 0.983000
daha gu¨venilir iddialar sag˘lamaktadır.
Tablo 4’te o¨zdeyis¸ veri ku¨mesinden bir o¨rnek sunulmaktadır. Sunulan o¨rneg˘e
bakıldıg˘ında, ”Beauty is a short-lived tyranny” ve ”Emancipate yourselves from
mental slavery, none but ourselves can free our minds!” nesneleri hakkında
brainyquote kaynag˘ının gerc¸ek iddiayı sag˘ladıg˘ı ve gerc¸ek olmayan iddia sag˘layan
dig˘er iki kaynaktan daha yu¨ksek gu¨venilirlik puanına sahip oldug˘u go¨ru¨lmektedir.
Tablo 4. O¨zdeyis¸ Veri Ku¨mesi
I˙ddia Nesne Kaynak Gerc¸ek
George Bernard Shaw Beauty is a short-lived tyranny famous-quotes Socrates
Socrates Beauty is a short-lived tyranny brainyquote Socrates
Marcus Garvey
Emancipate yourselves from mental slavery,
none but ourselves can free our minds!
brainyquote Marcus Garvey
Bob Marley
Emancipate yourselves from mental slavery,
none but ourselves can free our minds!
quotables Marcus Garvey
O¨zdeyis¸ veri ku¨mesi u¨zerinde algoritma c¸ıktısındaki iddia gu¨venilirlig˘i puan-
ları kullanılarak yapılan hesaplamada TruthFinder algoritmasının F1 puanı 0.903
olarak hesaplanmıs¸tır. Bu sonucun, algoritmanın ilk olarak sınandıg˘ı yazar-kitap
veri ku¨mesindeki 0.87 F1 puanına yakın olması bu c¸alıs¸mada olus¸turulan veri
ku¨mesinin dog˘ruluk problemi algoritmalarının sınanabilmesi ic¸in uygun oldug˘unu
desteklemektedir.
4.2 Gelecek C¸alıs¸malar
O¨zellikle son yıllarda -internetteki bilgi kirlilig˘inin de artmasıyla dog˘ruluk prob-
lemi o¨nem kazanmıs¸tır ve bu o¨nemini koruyacag˘ı o¨ngo¨ru¨lmektedir. Bu konuda
yapılan hem akademik hem de kurumsal c¸alıs¸maların sayısı her gec¸en gu¨n art-
maktadır.
Haberin dog˘rulug˘unu edito¨rler aracılıg˘ı ile kontrol eden, bunu kamuoyu ile
paylas¸an, c¸alıs¸malarına Tu¨rkiye’de bas¸lamıs¸, Uluslararası Dog˘ruluk Kontrolu¨
Ag˘ı tarafından yayınlanan I˙lkeler Kılavuzu’nu tanıyarak imzalayan teyit.org
Facebook’un u¨c¸u¨ncu¨ taraf dog˘rulama programının Tu¨rkiye uygulayıcısı olarak
duyurulmus¸tur [8].
C¸alıs¸manın devamında, yukarıda verilen o¨rnek gibi; haber kaynakları tarafından
iletilen bilgilerin dog˘rulanmasında ya da ansiklopedik veri kaynaklarının dog˘rulug˘u-
nun denetlenmesinde kullanılabilecek otomatize arac¸lar gelis¸tirilebilir.
Sistem, gerc¸ek zamanlı veri u¨zerinde ve/veya farklı veri tipleri u¨zerinde c¸alıs¸abilir
hale getirilerek (sıralanmıs¸ veri, sayısal-kategorilenmis¸ veri, grafiksel veri vs.)
otomatize c¸alıs¸an bir c¸ok platform ic¸in bir iskelet olus¸turabilir.
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