A method is presented in which the ground-state subspace is projected out of a Hamiltonian representation. As a result of this projection, an effective Hamiltonian is constructed where its ground-state coincides with an excited-state of the original problem. Thus, low-lying excited-state energies can be calculated using existing hybrid-quantum classical techniques and variational algorithm(s) for determining ground-state. The method is shown to be fully valid for the H2 molecule. In addition, conditions for the method's success are discussed in terms of classes of Hamiltonians. Briefly, the formulation of a quantum chemistry problem into a quantum computational model is to state the problem Hamiltonian in the second quantized language, using Jordan-Wigner or Bravyi-Kitaev transformation of fermionic operators, and re-casting the problem in terms of Pauli operators [5, 6] . In the NISQ era, extraction of the energy spectra is difficult to achieve using methods like the phase estimation algorithm, due to the resource requirements.
A method is presented in which the ground-state subspace is projected out of a Hamiltonian representation. As a result of this projection, an effective Hamiltonian is constructed where its ground-state coincides with an excited-state of the original problem. Thus, low-lying excited-state energies can be calculated using existing hybrid-quantum classical techniques and variational algorithm(s) for determining ground-state. The method is shown to be fully valid for the H2 molecule. In addition, conditions for the method's success are discussed in terms of classes of Hamiltonians.
The calculation of molecular ground-state and excitedstate energies, or more generally the energy spectra of chemical and material systems, is an application of great interest in a gate-based quantum computational model. Some experimental success has been achieved by calculating the ground-state energies of small molecules and correlated materials [1, 2] . These investigations have benefited from research on hybrid quantum-classical (HQC) approach [3] and noisy intermediate-scale quantum (NISQ) hardware [4] .
Briefly, the formulation of a quantum chemistry problem into a quantum computational model is to state the problem Hamiltonian in the second quantized language, using Jordan-Wigner or Bravyi-Kitaev transformation of fermionic operators, and re-casting the problem in terms of Pauli operators [5, 6] . In the NISQ era, extraction of the energy spectra is difficult to achieve using methods like the phase estimation algorithm, due to the resource requirements.
Alternatively, a process known as the variational quantum eigensolver (VQE) has been experimentally demonstrated to provide the ground-state energy [7] . This algorithm takes an ansatz composed of parametric unitary gates on quantum hardware and finds the minimum energy of the Hamiltonian using optimization on a classical computer. In quantum chemistry, the unitary coupled cluster (UCC) is a commonly employed class of ansätze [8, 9] . We point out that a key assumption in variational approaches within HQC computation is that the number of terms in the Hamiltonian is polynomial with regards to the number of qubits [7] .
Regarding excited-states, quantum subspace expansion (QSE) has been proposed [10] where a set of basis, constructed from the optimized ansatz, is used to represent an approximation to the problem Hamiltonian. This matrix is then diagonalized on a classical computer to extract excited-states. A generalized QSE is used to find the absorption spectrum [11] . Other recent proposals are demonstrated to be successful for the H 2 molecule [12] , and for the random transverse Ising model [13] . Further strategies to truncate the number of qubits have also been introduced [14] .
In this letter we propose a phenomenological approach to the calculation of low-lying excited-states of a given problem Hamiltonian. This is done by projecting out the ground-state subspace and constructing a projected Hamiltonian. The projected Hamiltonian has a ground-state that coincides with the first excited-state of the problem Hamiltonian. Furthermore, the projected Hamiltonian is reduced to an effective Hamiltonian by means of a set of considerations -what we refer to as a covariance assertion. This assertion ensures that the number of terms in the effective Hamiltonian remains approximately the same as the number of terms used in the calculation of the ground-state energy of the original problem Hamiltonian. As long as the covariance assertion holds, this method can be used to iteratively extract eigenstate and eigenenergies.
Model.-The Hamiltonian explored in this letter has the general formĤ
N , where ⊗ indicates the tensorproduct, N is the number of qubits, and λ j ∈ R. Thê O (j) q operator is any of the identity or Pauli matrices: {Î,X,Ŷ ,Ẑ} acting on the q-th qubit and belonging to the j-th term in the sum of Eq. (1). In addition, an operator such asĥ j (a tensor-product of single-qubit operators) is referred to as a string operator. In Eq. (1) every two string operatorsĥ j andĥ k , k = j, differ by at least onê O, and N h = |{ĥ j }| is the cardinality of the set {ĥ j }.
To illustrate our method, consider that a problem HamiltonianĤ [0] in the form of Eq. (1) is provided where we added the superscript [i] to refer to the i-th iterative step. In a HQC computational model, a variational procedure such as the VQE algorithm is performed, and one ground-state (of potentially many orthogonal degenerate ground-states) of the Hamiltonian is approximated. This ground-state solution is expressed in terms of a set of optimized hardware parameters {α * } and a corresponding quantum circuit; that is, a unitary operation by applyingÛ [0] on the same initial state of the qubits used in the VQE process, usually |φ int = |0 · · · 0 . Now, we define a projection operatorP [0] , which is given byP
Therefore, the projection ofĤ [0] onto the complement of
where
g is the ground-state energy ofĤ [0] . At this stage, application of VQE onĤ [1] should result in the minimum energy ofĤ [1] which, for the non-degenerate case, coincides with the first excited-state ofĤ
[0] [15] . The protocol outlined above can be applied recursively by replacingĤ [0] withĤ [1] and repeating. In the case of a degenerate subspace, the obtained ground-state corresponds to a degenerate ground-state of the previous iteration. Thus, if the protocol fails to discover an excitedstate, it will produce an orthogonal degenerate groundstate of the Hamiltonian of the previous iteration.
One of the challenges in the iterative process above is handling the sum of terms in the projection operator P [0] , which in the general form iŝ
N , withÔ ∈ {Î,X,Ŷ ,Ẑ}, are string operators. A coefficient f p is a real number since, from Eq. (2),P is hermitian; thus, coefficients {f p } must be real. Herein lies the challenge, namely, that the number of the terms in the sum is not trivial. This means the Hamiltonian at every iteration does not necessarily maintain the same set of string operators, {ĥ j }, and perhaps the number N h grows exponentially.
Our simplification to the number of string operators scaling problem is what we characterize as the covariance assertion: Only the string operators inP that are already in the HamiltonianĤ of the previous iteration are retained and the rest discarded. Therefore, at all levels of iteration, the form of the Hamiltonian remains covariant, in the sense that the problem Hamiltonians between iterative steps transform aŝ
with renormalized coefficients
from Eqs. (1), (3) and (4).
The coefficients f
[i] j corresponding to the string operatorĥ j in Eq. (6) are given by
where Tr is the trace. Within a HQC computational model, the second line in Eq. (7) is the output of the measurement of theĥ j operator performed by the quantum device and VQE algorithm at the i-th iterative step.
From an experimental perspective, at a given iteration, beside the efforts to obtain the ground-state, there are no additional computations nor measurements needed to construct the effective Hamiltonian of the next iteration.
We now further motivate this method with the numerical (classically computed) results of the hydrogen molecular binding-energy curve including excited-states obtained using this method. The two-qubit Hamiltonian of this problem is given bŷ
where the coefficients λ j = λ j (R) are functions of the inter-nuclear distance R. The values of the coefficients are obtained from the supplementary material of Ref. [10] . In Fig. 1 the theoretically determined (i.e. direct diagonalization ofĤ) energy spectrum is shown, and the results of the iterative excited-state extraction process are overlaid. It must be emphasized that the ground-state in the numerical calculation is not obtained through a variational approach. Instead, the exact ground-state from diagonalization is used to construct the effective Hamiltonian at every iteration. In order to consider deviation from the exact ground-state toward a state that is the output of a VQE algorithm, a noisy ground-state is also considered. The results indicate minor differences and are shown in Fig. 2 . The details of this calculations are provided in the Supplemental Material [16] .
Justification of the covariance assertion.-Conceptually speaking, in statistical field calculations of thermodynamic properties, the renormalization group (RG) approach removes some high-energy degrees of freedom from a many-body system. In this process, and as a result of the interaction between the low and high energy physics of the system, an effective Hamiltonian for the low energy physics of the problem emerges. Further assertion of self-similarity in the system close to a phase transition, connects the parameters in the effective Hamiltonian at each RG step to the previous step by the laws of scaling [17, 18] .
The covariance assertion proposed in this letter is in a sense a removal of some degrees of freedom from the problem. In contrast to RG process however, most low-lying degrees of freedom are removed. In comparison to the rescaling step of RG, a covariant form is asserted on the projected Hamiltonian and an effective one is obtained.
In a general sense, the RG procedure allows to partition the universe of all Hamiltonians, specified by the parameters of the Hamiltonian, onto a set of universal classes. With this picture in mind, the covariance assertion presumes that the problem Hamiltonian and the projected Hamiltonian belong to the same class.
We now discuss a class of scenarios where the covariance assertion is justified. Consider a Hamiltonian stated as Eq (1), but with the restriction that theĥ j string operators commute with one another, and are part of a larger set of string operators {ĥ j } that form a finite group in the mathematical sense: The unit string operatorÎ is included, each element has an inverse, and the set is closed under multiplication [19] . Let us denote a set of generators of this group as {ĥ g }. In addition, assume the ground-state of this Hamiltonian is well approximated by a state-vector that stabilizes the generators of this group, then the projection operator corresponding to this ground-state can be replaced [15] bŷ
For a Hamiltonian with the above conditions, using Eqs. (3) and (9), we find:
Thus, the assertion of covariance is satisfied since the products ofĥ g operators on the right-hand-side are contained in the set {ĥ j }. In other words, if a Hamiltonian is a weighted ({λ j }) sum over all elements of a (abelian) group of string operators, and the ground-state can be written as a state-vector that stabilizes the generators of this group [20] , the covariance assertion is justified. A deviation from this simplified class of Hamiltonians occurs when, in addition to the set {ĥ j }, a few string operators that do not commute with the rest are included in the Hamiltonian. We treat this case as a perturbation.
As an example, consider the set of all the string operators on N qubits with onlyÎ andẐ single-qubit operators,
Trivially C z is a group. Let
whereĥ z ∈ C z , the sum is over all the elements in C z , and λ z are random real coefficients. For example λ z ∈ [−J, +J] and is a uniform distribution with J = 1. Straightforwardly, elements in C z and thus the string operators inĤ commute with each others. Since the ground-state is a classical spin configuration, it can be regarded as a state that stabilizes a set of generators of C z as in Eq. (9), and therefore Eq. (10) holds. In analogy to RG, one can consider the trivial example of Eq. (12) as a fixed point in the space of parametric Hamiltonians. Then by pertubation, adding terms that do not commute with the set C z should be tolerated and the covariance assertion remains a good approximation to the excited-states. This is particularly the case in the thermodynamic limit of N → ∞ [21] .
Consider a perturbed version of the C z class Hamiltonian such as:
hereĥ z belongs to the set C z , andl k is a string operator such that
for at least one z. Intuitively, the number of terms in {l k } and the average strength of coefficients {β k }, compared to the number of operators in the set {ĥ z } and coefficients {λ z }, should be an indicator of how close we are to the class of Hamiltonians in Eq. (12) . To explore this intuitive expectation, we numerically consider many Hamiltonians in the form of Eq. (13) for which the following condition holds:
here | · | stands for the number of terms in the set, and the coefficients λ z are chosen from a uniform distribution [−1, +1]. In these examples, the coefficients {β k } are considered equal to a constant β andl k string operators are some tensor-product of eitherX orŶ . We observe that for almost all values of β, the first excitedstate and excited-energy are predicted with excellent accuracy within the covariance assertion (which is further highlighted in Supplemental Material [22] ). The caveat of the C z class seems to be that the number of terms is an exponential function of the number of qubits (2 N ). However, every element in the group can be obtained by some product of the generators. Therefore, measurement of N string operator of the generators should be enough to have the needed coefficients to update the Hamilotinan at every iteration. In the context of chemistry, H 2 and LiH molecules appear to belong to the C z class, based on the numerical results.
H 2 .-In Eq. (8) the first four terms have string operators that cover all the elements in C z with N = 2. The last two terms in Eq. (8) should be considered as perturbations. Thus, the hydrogen molecule is an example of Hamiltonians in the form of Eq. (13) .
Notice that an alternative is to consider the two terms Z 1 ⊗ Z 2 , X 1 ⊗ X 2 as the generator of an abelian group. The elements of this group are entirely in the H 2 Hamiltonian as well. A corresponding stabilizing-state in this case is an entangled one. However, the coefficients of the terms corresponding to this set of elements were smaller in magnitude in the entire range of inter-nuclear distance R, and thus we consider the H 2 problem to be an example of a perturbed-C z .
LiH.-To test the covariance assertion method for a different fermionic quantum chemistry problem, we obtain the string of operators and corresponding coefficients of the LiH Hamiltonian from the supplemental material of Ref. [1] where the coefficients are only at the equilibrium binding distance. In this table the string operators are presented in sets and operators in each set commute. We identify that the first set of these operators belong to C z , while the only missing element in the set wasÎ. By adding this missing element, the first round of iterations in our method is able to find the first excited-energy and excited-state (≈ 97% fidelity). In the second round of iteration, the second excited-energy is achieved with high precision, but the corresponding excited-state (eigenvector) has almost zero overlap (fidelity) with eigenvector from direct digonalization, failing to follow covariance assertion beyond the first excited-state within the C z class assumption. Discussion and results in LiH calculation are detailed in the Supplemental Material [21] .
Conclusion.-In summary, we propose a method that allows to extend current quantum computations of the ground-state with HQC and variational algorithm to the excited-states of a given Hamiltonian. In contrast to current approaches that are shown to be successful in evaluation of the energy spectra [23] , our method determines the excited-state vector with high fidelity, given the underlying covariance assertion is closely satisfied. The success is demonstrated for H 2 . We have also confirmed the applicability of it for LiH to some extent.
We should emphasize that another advantage of our method is when the problem has a small number of qubits and measurement of all string operators is not computa-tionally exhausting. In that case, the ground-state of the projected Hamiltonian at every iteration can be measured rather than the effective Hamltonian. This state coincides with an excited state of the problem Hamiltonian without approximation; that is, working with the projected Hamiltonian, one can determine all the excited state of the problem.
The method presented in this letter has broad impact on the use of NISQ devices. Our investigations [22] show that this method is robust to noise. Developing these tools is critical if one wishes to explore fundamental chemical processes and interpret spectroscopic phenomena of molecular systems using gate-based quantum computation. In chemistry, for example, calculation of excited-states can lead to improved accuracy in simulating chemical reactions and stimulated processes [24] .
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Here we provide additional details and discussion in support of the developed method within the main manuscript.
Projected Hamiltonian
In the following, the eigenenergies (ground-state energy, etc.) of the problem Hamiltonian are denoted as E g ≤ E 1 ≤ E 2 ≤ · · · , and the superscript is dropped. The ground-state of the projected Hamiltonian,
of the first iteration coincides with the first excited-state of the problem HamiltonianĤ [0] . To see this, notice that Eq. (S1) is independent of any representation. Spanned by a basis set in whichĤ [0] is diagonal, we then obtain
In Eqs. (S1) and (S2), the ground-state energy E g cancels, thus, the corresponding eigenvalue of |G inĤ [1] is zero. Upon executing a variational algorithm to obtain the ground-state energy ofĤ [1] , two possible scenarios arise: (1) E 1 ≥ 0. In this case, the output of the algorithm yields |G with eigenvalue zero, rather than the desired E 1 and the state |e = 1 . (2) E 1 < 0. The output is the desired |e = 1 with eigenvalue E 1 . To avoid scenario (1), prior to the out-projection, Eq. (S1), a shift to the energy spectrum must be applied; that is, add a constant to the problem Hamiltonian.
The challenge is that the amount of the energy shift is nontrivial. For a generic problem, there is a priori no information about the value of the eigenenergies, whether they are positive or negative. As long as one works with the projected Hamiltonian, like H [1] above, and one measures all the string operators in the problem to construct it, the amount of shift can be any arbitrary value.
The complication arises when the covariance assertion is imposed. In this case, too much energy shift may give artificially more weight to one set of string-operators than the others. This challenge is not addressed in the main text and we can only approach it case by case. However, a generic and practically useful constraint is the fact that:
It can be used to design a classical algorithm that optimizes the value of the shift. More details are provided in the case of LiH.
Covariance assertion
The idea here is to find a more intuitive reresentation of the projection operator that can justify the covariance assertion. Consider, one could write the projection operator
where |G is the ground-state of the problem HamiltonianĤ, aŝ
Here {ĥ g } is a set of commuting N g independent operators, and the eigenvalue ofĥ g can be ±1. Since they are independent, if N g coincides with the number of qubits N , the state-vector that stabilizes all the operators in the set {ĥ g } has inevitably the same dimension as |G . Physically, the existence of such a set is equivalent to existence of a set of symmetry operations that simultaneously commute with the Hamiltonian. Thus, each eigenstate of the problem is labeled by a set of N quantum numbers. Clearly, for a generic given Hamiltonian, stated as a sum over some string operators, a set of string operators {ĥ g } that its elements commute with the Hamiltonian may not exist. The idea here is that the true projection operator corresponding to the ground-state, Eq. (S3), can be approximated by the stabilizing state of a set of symmetry operators, Eq. (S4).
Notice that if the dimension of the subspace ofP in Eq. (S4) is larger than |G G|, the ground-state may be contained inP , but it does not yield to Eq. (S1); the out-projection withP may remove components of the matrix that are associated to the excited-states as well. In the main text, we do not impose the condition N g = N ; we simply assume that the projection operator can be equivalently replaced by the projection to the stabilizing subspace of a set of commuting independent operators without further assumptions.
The next condition is to have all products of {ĥ g } be included in the terms {ĥ j } of the Hamiltonian,Ĥ = j λ jĥj . This yields to
which means the covariance assertion holds. Since the set of all products of {ĥ g } forms a group (in the mathematical sense) the Hamiltonian is thus a weighted sum over the elements of this group.
In summary, the assertion of covariance on a Hamiltonian is justified if the following two assumptions are satisfied: 1) the Hamiltonian can be written as a weighted sum over all elements of a finite Abelian group, and 2) the groundstate can be approximated as the state-vector that stabilizes all the commuting generators {ĥ g } of this finite group. Each generatorĥ g has eigenvalues ±1. Without loss of generality, suppose that the ground-state stabilizes each generator with eigenvalue −1, then the ground-state projection operator can be written as Eq. (S4). The action ofP on any state that does not belong to the ground-state subspace is zero.
Cz example
Considering N number of qubits and
a set of possible generators is {Ẑ 1 , · · · ,Ẑ N }. Assume 1) a Hamiltonian is a weighted sum of elements in C z , and 2) the ground-state lies in the subspace projected by the projection operator
where s i ∈ {0, 1} is chosen to ensure the desired eigenvalue forẐ i . After expansion, the right hand side of Eq. (S7) is a weighted sum over elements of C z , which satisfies Eq. (S5).
S2: NUMERICAL DETAILS
Here we provide the numerical details for excited-state calculations of the hydrogen molecule. As mentioned in the main manuscript, the calculation is a classical one and neither a quantum computer nor a quantum simulator is used. The ground-state in each iteration is not a parametric ansatz. Instead, the ground-state at each iteration is obtained by diagonalizing the Hamiltonian matrix. It is expected that a variational approach, such as VQE on a HQC device, obtains an anzatz that is close to the ground-state obtained here by diagonalization.
Perfect condition
The two-qubit Hamiltonian of the hydrogen molecule is given bŷ
as shown in the main text. The coefficients λ j = λ j (R) are a function of the inter-nuclear distance R. These coefficients are obtained from the supplementary materials in Ref. [10] . At a given R, we insert the values of {λ j (R)} in the Hamiltonian, Eq. (S8), and diagonalize the Hamiltonian and obtain the ground-state vector. This step is equivalent to (an error-free) optimization of the parametric ansatz in the VQE method for quantum hardware. Next, we take the expectation value of each of the sixĥ j terms in Eq. (S8) and denote with f j . Using f j value, λ j is updated and a new Hamiltonian is constructed,
where the coefficients are updated by
with i = 0. This is the end of first iteration under covariance assertion. Now, the ground-state/energy of H [1] , which we obtain by exact digonalization, is the first excited-state/energy of H [0] . The next iteration proceeds by repeating the steps above using the updated effective Hamiltonian. The iterations can continue and therefore excited-states can be determined sequentially.
Including noise and mimicking a variational algorithm
To simulate the imperfect VQE procedure, we assume a noise model as follows: At every iteration a set of random real numbers { | ∈ [−W, W ]} are considered. W represents the maximum strength of the error. Next, the entries of the state-vector |ψ = j c j |j from the diagonalization, expressed in some computational basis set {|j }, are corrupted: c j → c j + j . This replaces the state-vector from exact diagonalization (perfect condition). This is then used to evaluate {f j } coefficients, and other steps as before (Eqs. (S9) and (S10)).
Notice that the considered noise model does not preserve the wave-function norm. This is a realistic assumption, as the choice of an ansatz for VQE may be a poor approximation of the exact wave-function, and the experimental quantum gates performing the corresponding quantum circuit may also deviate from executing unitary operators.
In the presence of the noise, we find that the resultant excited-state energies remains close to the unperturbed values as shown in Fig. S1 . The fidelity of the states remained above 95% for most of the R points. The fidelity decreases when moving toward higher excited states, which suggests that our proposed method is robust in the presence of a low-amount of noise/imperfection and therefore is suitable for the determination of the excited-states on quantum hardware. We note, that in the presence of noise it may be difficult to obtain chemical accuracy (e.g., ∼1 milli-Hartree) typically desired in quantum chemistry calculations.
Total Energy [Ha] The noise is used to create a corrupt version of the exact states used in our calculation. The top plots are for a maximum noise factor of W = 0.05 and bottom plots for W = 0.10.
S3: PERTURBED Cz
In this part, we focus on describing the Hamiltonians that fall under the characteristic form,
Hereĥ z belongs to the set C z (Eq. (S6)), andl k is a string operator such that
for at least one z. In particular, we choose the following prototype,
where the sum in the first term on the right-hand side is over the elements inĥ z ∈ C z , and the corresponding λ z is drawn from the uniform distribution λ z ∈ [−1, +1].
For example, consider the perturbationV to have the following prototype,
where β 1 and β 2 are considered constants, and the string operatorsl x arê
and the set of of {l y } string operators is obtained by replacingX withŶ in everyl x . In the following we consider β 1 ∈ [0.1, 0.3, 0.5, 0.7, 0.9, 1.1] and β 2 = 0. Similar results are checked to be true for β 1 = β 2 . Now, consider a set of random coefficients {λ z }. After replacing for the coefficients in Eq. (S13), the Hamiltonian is diagonalized and the ground-state is used to evaluate steps involved in the first round of iteration of the method. We have performed these steps for different system sizes and measured the energy differences between the exact and predicted first excited state energy, as well as the fidelty of the predicted first excited-state vector with respect to the exact one.
Our purpose is to demonstrate improvement of the covariance assertion in the thermodynamic limit of N → ∞. For measuring deviation from the exact eigenvalue, we define
where | · | stands for absolute value. E exact (E pred ) is the exact (predicted) energy, and the fidelity
where the |e
) is the exact (predicted) first-exited state. These quantities are shown in Fig. S2 as a function of inverse of N . For smoothness, at a given system size (number of qubits) N , F and ∆E are averaged over thirty set of random {λ j } realizations in Eq. (S13). As the thermodynamic limit N → ∞ is approached, F → 1 and ∆E → 0, as can be seen in the figure. 
S4: RELATED EXAMPLE -LITHIUM HYDRIDE EXCITED STATES
Another problem that we identify as closely belonging to the class of Hamiltonians in Eq. (S13), is the LiH molecule, which is an example of the perturbed-C z class of Hamiltonians.
The ground-state energy of this molecule has been experimentally evaluated on quantum hardware via the VQE approach and the Jordan-Wigner transformed fermionic Hamiltonian of the LiH molecule [1] . In this work, we use the table of string operators {ĥ j } and their corresponding coefficients {λ j } at the equilibrium bond distance of LiH as stated in the Supplemental Materials of ref. [1] . Inspection of these string operators leads to identifying the Hamiltionian as being an instance of Eq. (S13), where V now contains all the terms in the LiH Hamiltonian (see Ref.
[1]) beside those already contained in the C z with N = 4. In light of this view, we can follow the steps of the proposed method and covariance assertion at every step. We obtain up to the third excited energy of the LiH molecule, with 97% fidelity for the first-excited state. The obtained states are compared with the exact eigenvectors from the direct diagonalization. The eigenenergies of the effective Hamiltonians of the first three iterations are depicted along with the exact eigenvalues of the Hamiltonian in Fig. S3 . The low-lying obtained eigenenergies E 1 = E [1] g , E 2 = E [2] g , and E 3 = E [3] g , are highlighted by larger marker sizes in the figure. The smaller marker sizes show the rest of the effective Hamiltonian spectrum in that iteration. As one can see, the spectrum at the second iteration differ from the exact ones at high energies. This leads to the failure of covariance assertion in the following iteration (i.e., third iteration).
For this problem, we add the missing I ∈ C z element that is not stated in the table of the Ref [1] . In principle, one can add this element with any corresponding initial λ I , as this value is just a shift in the energy spectrum. However, once the covariance assertion is applied, we observe that for different values of λ I the results of the method are different. To accomplish a meaningful result, we consider a range of λ I from −10 to 10 and with small increments of 0.2. For each possible λ I , we calculate the first, second, and third excited energies using the covariance assertion; that is, asserting that the Hamiltonian is a sum over complete set of C z , plus the rest of the string operators in the original Hamiltonian as a perturbation. For each λ I value, the first-excited energy state must be larger than or equal to the ground-state energy, the second-excited state must be larger than or equal to the first-state energy, etc. Enforcing these constraints during a sweep over λ I , we find an optimized value of λ I . At the end of the calculation this shift of energy is subtracted. As shown in Fig. (S3) , the E [3] ≥ E [2] g condition could not be satisfied. This indicates that the projected Hamiltonian at this iteration significantly deviates from the assumed perturbed-C z class of Hamiltonians. Therefore, the covariance assertion that the Hamiltonian is a renormalized form of a perturbed C z class is not valid for the energies above this excited-state.
