Theory and implementation for the global optimization of a wide class of algorithms is presented via convex/affine relaxations. The basis for the proposed relaxations is the systematic construction of subgradients for the convex relaxations of factorable functions by McCormick [Math. Prog., 10 (1976), pp. 147-175]. Similar to the convex relaxation, the subgradient propagation relies on the recursive application of a few rules, namely, the calculation of subgradients for addition, multiplication, and composition operations. Subgradients at interior points can be calculated for any factorable function for which a McCormick relaxation exists, provided that subgradients are known for the relaxations of the univariate intrinsic functions. For boundary points, additional assumptions are necessary. An automated implementation based on operator overloading is presented, and the calculation of bounds based on affine relaxation is demonstrated for illustrative examples. Two numerical examples for the global optimization of algorithms are presented. In both examples a parameter estimation problem with embedded differential equations is considered. The solution of the differential equations is approximated by algorithms with a fixed number of iterations.
information. For the intended use in SIPs, piecewise linearization is not suitable because the set of parameter vertices cannot be easily calculated. Also, the method proposed by Wang and Chang does not seem applicable to the relaxation of algorithms.
In the remainder of this paper, first the theoretical framework of McCormick relaxations as well as basic results on subgradients are summarized; these results are from the literature. In section 3, additional theoretical results required for the propagation of subgradients of the McCormick relaxations are developed, along with a description of important points for application and illustrative examples; these results are not available in the literature and are required for the relaxations of algorithms. The results are given for a single subgradient as opposed to the entire subdifferential to maintain consistency with the implementation. Presumably, all theoretical results could be extended to the entire subdifferential, but there are severe complications for implementation. In section 4, an automated implementation is described along with illustrative examples. In section 5, the relaxation of algorithms is described in more detail, and two simple numerical examples illustrate its potential. The paper is concluded by discussing potential future work. To our best knowledge the material presented in sections 3, 4, and 5 is original with the exception of subsection 4.1, which gives a brief overview of AD.
Existence of subgradients on the interior of Z is guaranteed, and for differentiable convex and concave functions, the unique subgradient is the gradient [4] .
In addition to the well-known min and max functions, McCormick relaxations use the mid function, which selects the middle value between three scalar arguments.
Definition 2.5 (mid function). Given three numbers α, β, γ ∈ R, the mid function is defined as
Interval extensions.
A necessary step in constructing convex relaxations via the McCormick factorization is the recursive propagation of estimates of the ranges of the factors. This is typically done via natural interval extensions, which are briefly described here. For a thorough description of interval analysis, the reader is referred to the literature, e.g., [24, 3] . The first step in computing the natural interval extension is to decompose a given function into a finite recursive composition of elementary operations (e.g., binary multiplication, binary addition) and intrinsic functions, such as monomials or the exponential function; compare also the definition of a factorable function. For each of the intrinsic functions and elementary operations, a rule is available to construct the natural interval extension. For instance, in the addition of two intervals, the lower bound of the sum is given by summing the two lower bounds and the upper bound of the sum by summing the two upper bounds. In general, natural interval extensions lead to an overestimation of the range, but in special cases, such as monomials, an exact estimate is obtained.
McCormick relaxations.
Constructing convex and concave relaxations of factorable functions requires rules for the relaxation of sums, products, and univariate composition. The sum of convex functions is convex, and the sum of concave functions is concave. Therefore, convex and concave relaxations for the sum of two functions can be easily constructed as stated in the following proposition.
Proposition 2.6 (relaxations of sums). Let Z ⊂ R n be a nonempty convex set, and g, g 1 , g 2 : Z → R such that g(z) = g 1 (z) + g 2 (z). Let g u 1 , g o 1 : Z → R be a convex and concave relaxation of g 1 on Z, respectively. Similarly, let g u 2 , g o 2 : Z → R be a convex and concave relaxation of g 2 on Z, respectively. Then, g u , g o : Z → R, such that g u (z) = g u 1 (z) + g u 2 (z), g o (z) = g o 1 (z) + g o 2 (z), are, respectively, a convex and concave relaxation of g on Z.
Calculating relaxations for the product of two functions is somewhat more elaborate, as shown in the following proposition, which follows from the convex and concave envelopes of a bilinear function [21] . Proposition 2.7 (relaxations of products). Let Z ⊂ R n be a nonempty convex set, and g, g 1 , g 2 : Z → R such that g(z) = g 1 (z) g 2 (z). Let g u 1 , g o 1 : Z → R be a convex and concave relaxation of g 1 on Z, respectively. Similarly, let g u 2 , g o 2 : Z → R be a convex and concave relaxation of g 2 on Z, respectively. Furthermore, let
for all z ∈ Z and g L 2 ≤ g 2 (z) ≤ g U 2 for all z ∈ Z.
Consider the following intermediate functions, α 1 , α 2 , β 1 , β 2 , γ 1 , γ 2 , δ 1 , δ 2 : Z → R:
Then, α 1 , α 2 , β 1 , and β 2 are convex on Z, while γ 1 , γ 2 , δ 1 , and δ 2 are concave on Z. Moreover, g u , g o : Z → R, such that
are, respectively, a convex and concave relaxation of g on Z.
McCormick [21, 22] provided a relaxation result for the composition of functions. Note that, in deviation from these references, any convex/concave relaxation is allowed here for the univariate function without restriction to the convex/concave envelope.
be a point at which F u attains its infimum on X, and let x max ∈ X be a point at which F o attains its supremum on X. Then,
is a concave relaxation of g on Z.
By definition f u (z) ≤ f o (z), and therefore,
Due to the presence of the mid function, the convex and concave relaxations constructed by application of Theorem 2.8 are not guaranteed to be smooth. This situation arises, e.g., when x min ∈ int(f u (Z)) and is illustrated by the following example. and note that Z is a nonempty and convex set. Consider the function g : Z → R, g(z) = e z 3 , which can be written as the composition g = F • f by choosing f (z) = z 3 , X = [−1, 1], and F (x) = e x . A valid underestimator f u and overestimator f o of f on Z are given by the αBB relaxations [2] :
Furthermore, since the exponential function is convex, F u (x) = F (x) = e x . Finally, since the exponential function is increasing, x min = −1. By application of Theorem 2.8, a convex underestimator g u : Z → R of g on Z is given by
which is clearly nonsmooth, as seen also in Figure 2 .1.
Subgradients.
Some results are now summarized for subgradients which can be found in the literature, e.g., [26, 14, 15, 16] or are quite intuitive and can be derived easily. The following proposition is based on Theorem D-4.1.1 from Hiriart-Urruty and Lemaréchal [16] . Proposition 2.9 (addition rule for subgradients). Let Z ⊂ R n be a nonempty convex set.
For the following proposition, see also Theorem D-4.4.1 from Hiriart-Urruty and Lemaréchal [16] .
Proposition 2.10 (max and min rule for subgradients). Let Z ⊂ R n be a nonempty convex set. Suppose that α 1 , α 2 , β 1 , β 2 : Z → R are convex, s α1 is a subgradient of α 1 atz ∈ Z, s α2 is a subgradient of α 2 atz, s β1 is a subgradient of β 1 atz, s β2 is a subgradient of β 2 atz, and a, b ∈ R are constants. Then, the function
given by s β1 + s β2 . Similarly, suppose that γ 1 , γ 2 , δ 1 , δ 2 : Z → R are concave, s γ1 is a subgradient of γ 1 atz ∈ Z, s γ2 is a subgradient of γ 2 atz, s δ1 is a subgradient of δ 1 atz, s δ2 is a subgradient of δ 2 atz, and c, d ∈ R are constants. Then, the function g min :
given by s δ1 + s δ2 . For the following proposition, see also Theorem D-4.1.1 from Hiriart-Urruty and Lemaréchal [16] .
Proposition 2.11 (scalar multiplication rule for subgradients). Suppose that
is concave on Z and 1. if κ ≥ 0, then κs o is a subgradient of β atz; 2. if κ < 0, then κs u is a subgradient of β atz.
The following lemma is based on Theorem D-4.3.1 from Hiriart-Urruty and Lemaréchal [16] .
Lemma 2.12 (subgradient rule for postcomposition with a function). Let X ⊂ R and Z ⊂ R n be nonempty convex sets andz ∈ Z. Suppose that F u , F o : X → R are, respectively, a convex and concave function, and f u , f o : Z → R are, respectively, a convex and concave function, 
The proof is elementary. Subgradient calculation for the composition theorem by McCormick is now presented. Note that by construction f u (z) ≤ f o (z) for all z ∈ Z, and therefore, the three cases considered below cover all possibilities. 
Then, a subgradient of g u atz is given by
, and a subgradient of g o atz is given by
, and the result follows immediately because
2. If f o (z) < x min , then from Lemma 3.1 part 1a, there exists a neighborhood of
). Therefore, the hypotheses of Lemma 2.12 part 2 are satisfied, and σ uo s o is a subgradient of g u atz. 3. If x min < f u (z), then from Lemma 3.1 part 1b there exists a neighborhood of
). Therefore, the hypotheses of Lemma 2.12 part 1 are satisfied, and σ uu s u is a subgradient of g u atz. The proof for the subgradients of g o is analogous.
Note that in parts 2 and 3 in the above proof, Lemma 2.12 is only used for a neighborhood; this is justified by an examination of the proof of Lemma 2.12.
A rule is also needed for the subgradients of the relaxation of a product of functions.
Theorem 3.3 (multiplication rule for subgradients). Suppose that Z ⊂ R n is a nonempty convex set, andz ∈ Z. Let g, g 1 , g 2 : Z → R such that g(z) = g 1 (z)g 2 (z). Let g u 1 , g o 1 : Z → R be a convex and concave relaxation of g 1 on Z, respectively. Similarly, let g u 2 , g o 2 : Z → R be a convex and concave relaxation of g 2 on Z, respectively. Furthermore, let g L
Consider the following intermediate functions,
Then, α 1 , α 2 , β 1 , and β 2 are convex on Z, and γ 1 , γ 2 , δ 1 , and δ 2 are concave on Z. The functions g u , g o : Z → R, such that
Moreover, subgradients of α 1 , α 2 , β 1 , β 2 , γ 1 , γ 2 , δ 1 , δ 2 atz are given by
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Finally, a subgradient of g u atz is given by
Recall that by Proposition 2.7, g u and g o are, respectively, a convex and concave relaxation of g on Z. The calculation of subgradients for α 1 , α 2 , β 1 , β 2 , γ 1 , γ 2 , δ 1 , δ 2 follows directly from their definition and the properties of the min and max functions. Finally, by Proposition 2.7, α 1 , α 2 , β 1 , and β 2 are convex, and Proposition 2.10 can be invoked to show the desired result for the subgradient of g u . Similarly, by Proposition 2.7, γ 1 , γ 2 , δ 1 , and δ 2 are concave, and Proposition 2.10 can be again invoked to show the desired result for the subgradient of g o .
Application.
In the following, it is briefly discussed how to employ the above presented results for the systematic propagation of subgradients of the convex and concave relaxations of factorable functions. Similar to the McCormick relaxations, a bounded convex set Z ⊂ R n is assumed along with a real-valued factorable function g : Z → R, that can be represented in such a way that all univariate functions have known convex and concave relaxations as well as known enclosures for their ranges. An implicit assumption in the construction of McCormick relaxations is that the enclosure propagation is sufficiently tight that there is no domain violation for any function. As Example 3.1 shows, in some cases additional information is required to construct the relaxations. In the following, functions are assumed for which McCormick relaxations can be constructed. Recall that existence of subgradients on the interior of Z is guaranteed [4] . In order to calculate a subgradient at an interior point for a McCormick relaxation, the only additional requirement is that subgradients for the relaxations of the univariate functions can be calculated for any interior point of their domain. The combination of Proposition 2.9 and Theorems 3.2 and 3.3 provides a simple extension to the McCormick relaxations that allows the subgradient propagation for anȳ z ∈ int(Z) without any further assumptions. For sums and products, the subgradients of the constituent functions are simply used to calculate a subgradient of the composite function. The following proposition shows that in the composition F • f of Theorem 3.2, the subgradients of the relaxations of the univariate function are only required for points in the interior of the domain of the univariate function. The trivial case that the inner function is a constant is excluded.
Proposition 3.4. Consider the application of Theorem 3.2 forz ∈ int(Z) and assume that f is not a constant on Z.
1
. As a consequence, subgradients of the univariate relaxations F u , F o are only required on int(X).
Proof. Only the first of the four cases is proved; the other three cases are analo-
By definition
Recall that by Theorem 3.2, a subgradient to g u atz is given by
. In the first case, the subgradients of F u are not used. In the second case, f o (z) ∈ int(X), and therefore, σ uo is a subgradient of F u at a point in the interior of X. The third case is analogous to the second. The subgradients of g o are also analogous.
The calculation of subgradients at boundary points of Z may also be of interest. For this case some additional assumptions are necessary. For instance, the square root is a concave function with domain [0, +∞) which is differentiable on (0, +∞), but at 0, no subgradient exists. A sufficient condition is that all the convex and concave relaxations of univariate functions are differentiable on their domains.
Affine relaxations.
By the definition of the subgradient, it is clear that with the usual notation and for somez ∈ Z, the functions f ul , f ol : Z → R, such that
are, respectively, an affine underestimator and an affine overestimator of f on Z. As described in the introduction, the calculation of these affine relaxations is one of the goals of this paper. Similarly, to affine relaxations of smooth functions, the choice of z greatly affects how closely f ul and f ol approximate the original function. Moreover, in the case where f u and/or f o are not differentiable atz, the choice of subgradient also affects the approximation.
This linearization allows the calculation of computationally inexpensive bounds for nonconvex optimization problems. Consider, for instance, a box-constrained prob-
. Pick an arbitrary pointz in the interior of Zand construct the further relaxation
which is a box-constrained problem with an affine objective function. Therefore, an optimal solution point z ul, * (nonunique in general) is given by
The optimal solution value of the affine relaxation (lower bound to the nonconvex optimization problem) is given by f ul (z ul, * ) with a small effort in addition to the computation of a subgradient. This procedure is much cheaper than the solution of the convex relaxation and comparable to evaluation of the natural interval extension. Suppose further that the linearization is performed at a finite number of points z i . The above relaxations allow the calculation of an optimal solution point and the optimal solution value for each of a collection of box-constrained LPs
A valid lower bound to the nonconvex optimization problem is then given by max i f ul,i, * . Clearly, the choice ofz i affects the tightness of the relaxations. Choosing good pointsz i is outside the scope of this article.
The construction of upper bounds to max z∈[z L ,z U ] f (z) is analogous by constructing an affine relaxation max z∈[z L ,z U ] f ol (z). For general constraints, it is still possible to calculate cheap lower bounds via a relaxation of the feasible set.
Illustrative example.
In this subsection, the propagation of subgradients is given for a simple function.
An affine underestimator and an affine overestimator of g = F • f , g(z) = (z 1 + |z 2 |) 2 are constructed by linearizing the convex and concave relaxations obtained by Theorem 2.8 atz = 0. These are shown in Figure 3 .1. Note that neither f nor g is differentiable atz.
The inner function f is convex on Z, and therefore, f u :
A subgradient of f u at 0 is given by s u = (1, 0). Since f o is differentiable, its unique subgradient at 0 is given by
The outer function F is convex on X, and therefore, F u :
is a concave relaxation of F on X. Note that F u and F o are, respectively, the convex and concave envelope of F on Z. Moreover, x min = 0 is the unique minimum of F u on X, and x max = 2 is the unique maximum of F o on X. Since F u is differentiable, its unique subgradient is given by the derivative 2x. Similarly, the unique subgradient of F o is 1.
and therefore, by Theorem 3.2, a subgradient of g u at 0 is given by 0. 
is a concave relaxation of g. Since z 1 + |z 2 | ≤ z 1 + 1 ≤ 2 for all z ∈ Z, it follows mid {z 1 + |z 2 |, z 1 + 1, 2} = z 1 + 1, and therefore, g o (z) = 3 + z 1 . In particular, 1 = f o (0) < x max = 2, and therefore, by Theorem 3.2, a subgradient of g o at 0 is given by 1 · (1, 0) = (1, 0).
Implementation.
The application of the theory presented in section 3 is both tedious and error-prone for all but the simplest problems, thus, making manual derivation of the relaxations and their subgradients difficult. Fortunately, the theory lends itself naturally to automation by a computer. [13] is a method to evaluate numerically the derivative of a function specified by a computer program. It exploits the fact that any computer program that implements a function, say, y = f (x), x ∈ R n , can be decomposed into a finite sequence of elementary (unary and binary) operations, any one of which may be differentiated according to the basic rules of calculus. These elementary derivatives are then combined in accordance with the chain rule to evaluate some derivative information for f (such as tangents, gradients, or the Jacobian matrix).
Background on automatic differentiation. AD
AD is most easily accomplished by the so-called forward mode, which augments the algebra of real numbers to obtain a new arithmetic. Suppose, for simplicity, that we want to differentiate the output variable y with respect to the first element x 1 . To the result v of an elementary operation, a numberv ≡ ∂v ∂x1 is augmented, which represents the numerical value of the derivative of that variable with respect to x 1 . The basic unary and binary arithmetic operators for a pair (v,v) in the augmented algebra can be extended by considering ordinary arithmetic for v, and first-order differentiation arithmetic forv, e.g.,
Clearly, the same procedure can be used to evaluate the derivative of y with respect to the other variables x 2 , . . . , x n . In particular, the elemental derivativesv can be redefined to be vectors (rather than scalars) so as to evaluate several partial derivatives at once. These considerations are illustrated by the following example. 
The derivatives of g are evaluated by differentiating each elementary operation in the above code list. Since both the partial derivatives ∂g ∂z1 and ∂g ∂z2 are to be calculated, the elementary derivativesv i are defined here to be vectors of size 2:
This procedure evaluates exact derivatives (within rounding error).
A computational graph illustrating the evaluation of derivatives of g via the forward mode of AD is shown in Figure 4 .1.
Automatic relaxation and subgradient calculation.
The evaluation of convex/concave relaxations along with subgradients of these relaxations can be automated in a similar way to the forward mode of AD. Given a factorable function, a decomposition as a finite recursive composition of binary sums, binary products, • The rules to calculate lower and upper bounds for univariate functions and binary sums and products are the same as those of natural interval extensions [24] . • The rules to calculate convex and concave relaxations for univariate functions and binary sums and products are given in Theorem 2.8 and Propositions 2.6 and 2.7, respectively. Moreover, convex/concave relaxations for a variety of simple univariate functions, such as the exponential function or monomials, can be found, e.g., in [1, 32, 35, 42] . • Finally, the rules to calculate subgradients for the aforementioned convex and concave relaxations are those established earlier in Proposition 2.9 and Theorems 3.2 and 3.3. The recursive calculation of bounds, relaxations, and subgradients is illustrated by the following example. Based on these relaxations and subgradients, an affine underestimator and an affine overestimator of g can be constructed by linearization (see subsection 3.2.1). One such affine underestimator and affine overestimator of g atz = 0 are shown in the upper and lower right plots of Figure 4 .3. Observe, in particular, that neither the convex relaxation g u nor the concave relaxation g o are differentiable atz.
Implementation.
From an implementation viewpoint, the evaluation of relaxations and subgradients can be automated in two ways: operator overloading and source code transformation [13] . In the source code transformation approach, a compiler is used to transform the source code for a function into another source code that includes statements for calculating the additional numbers (upper/lower bounds, convex/concave relaxations, and subgradients) interleaved with the original instructions. Source code transformation can be implemented for all programming languages, such as Fortran or C/C++. In the operator overloading approach, the implementer defines class objects for which the assignment, standard operators of arithmetic, and a collection of univariate intrinsic functions are overloaded via special language facilities to perform the desired calculation rules. The compiler is then responsible for applying the appropriate operations based on the runtime-type identification of the objects participating in expressions coded by the user so that no change in the original source code for the function is required. Overloading is, by nature, myopic in the sense that it does one operation at a time without any regard for the calculations occurring before and after. Normally, source code transformation can be smarter by performing some optimizations, such as reusing common subexpressions, but this improved efficiency comes at the expense of a much more sophisticated implementation. Because the primary motivation of this paper is to explore new algorithms and see whether they merit further investigation, the simpler-to-implement alternative of operator overloading approach is chosen. It is worth pointing out that for many smallto medium-size problems, particularly those where the relaxation calculation does not account for a high proportion of the runtime requirements, a simple overloading approach is perfectly adequate.
The implementation, libMC, is written in C++ and comes as an open source library [8] . // concave relaxation int _np; // number of independent variables double* _dcvdp; // subgradient of convex relaxation double* _dccdp; // subgradient of concave relaxation ... } libMC calculates the values of these fields simultaneously with the function values, in accordance with the operations in the program. The operators for addition, subtraction, multiplication, and division are supported, as well as the standard exponential, logarithmic, power, square root, and absolute value intrinsic functions. Note, however, that monomials of odd degree, such as y 2n+1 , are treated as bilinear terms of the form y × y 2n . Note also that the function y → y ln y, which is convex on [0, +∞) and differentiable on (0, +∞), is supported as an intrinsic function. As just one example, the operator * for the multiplication of a McCormick variable with a scalar is implemented as follows:
McCormick 
, and the corresponding subdifferential of g u at a pointz such that z 1 =z 2 is ∂g u (z) = conv{s 1 , s 2 }, with s 1 = (z L 2 , z L 1 ) and s 2 = (z U 2 , z U 1 ), where conv denotes the convex hull. In this example, libMC returns either s 1 or s 2 as a subgradient, depending on round-off errors. A possible extension of libMC would be to propagate multiple subgradients at a point whenever nonsmoothness is detected in the relaxations. In particular, Theorem 3.2 provides three possible subgradients at a point where the convex or concave relaxation of a univariate function term is nonsmooth; likewise, Theorem 3.3 provides two possible subgradients at a point where the convex or concave relaxation of a binary product term is nonsmooth. Then, noting that any convex combination of subgradients at a point of a relaxation yields another valid subgradient at that point, the user would be given the ability to choose among multiple possible subgradients. Due to round-off errors, however, there is little chance that a point of nonsmoothness between two or more smooth parts is hit at a generic argument z whose components have been perturbed away from special values such as 0, 1, etc. For this reason, even though the theory allows to propagate several subgradients, only a subset of the entire subdifferential can be obtained in most practical problems.
Illustrative example.
The following illustrative example is based on libMC for the bound, relaxation, and subgradient calculations. As is seen in Figure 4 .4, the affine underestimator is a constant, which is tighter than the lower bound provided by the natural interval extensions for all z ∈ Z. The affine overestimator is tighter than the upper bound provided by the natural interval extensions for all z > −1 and equally tight for z = −1. A different choice of subgradient would have given a tighter affine overestimator; for instance, (0) would have given 2 as the overestimator.
Relaxations of algorithms.
So far in all examples, the functions were explicitly known. However, the theoretical results developed here are directly applicable also to functions calculated by algorithms. As discussed in the introduction, this propagation of McCormick convex/concave relaxations and their subgradients allows the relaxation and global optimization of certain algorithms. The class of algorithms considered here has two main restrictions. First, it is assumed that the algorithms take a fixed number of iterations, known a priori. For instance, direct solvers for linear equation systems satisfy this assumption, while the Newton-Raphson method for the solution of nonlinear equation systems does not. The second restriction imposed is that the algorithms consist of only addition/subtraction, multiplication/division, and intrinsic functions (with known relaxations and enclosures). For instance, algorithms with conditional statements (e.g., IF f < 0 THEN x = xL ELSE x = xU ) are not yet considered. An example of an algorithm that requires such conditional statements is the bisection method for the solution of a nonlinear equation.
Building upon the theoretical framework described, libMC can be readily applied to the relaxation of algorithms. To do so, the algorithm is encoded using the libMC data structures (as opposed to the native data structures of common programming languages), and libMC evaluates the convex/concave relaxations as well as a subgradient.
Numerical examples.
In this section the affine relaxation of two algorithms with a fixed number of iterations is considered, namely, the solution of the one-dimensional heat equation via finite differences and the solution of a nonlinear ODE system via the explicit-Euler method. In both cases a nonconvex parameter estimation problem is considered. Recall that efficient solvers for convex NLPs involving nonsmooth functions have been recently developed, e.g., [20] . The results and implementation presented here would facilitate global optimization using such solvers in sophisticated global optimization algorithms such as branch-and-reduce. However, this would raise several implementation issues. Therefore, the simpler case of affine relaxations (see section 3.2.1) using function evaluations is, instead, considered in the following using a simple branch-and-bound procedure.
The parameter estimations considered can be summarized as
where the parameters p ∈ R np are only subject to box constraints. The independent variable q is time t or space x; q i refers to specific values of the independent variable at which the measurements y m (q i ) are obtained. The output variable y(p, q i ) is evaluated as a function of the parameters through an algorithm with a fixed number of iterations. The dependence on the parameters is nonconvex and not known explicitly. The goal of the parameter estimation is to find a parameter point that matches the measurements in an optimal fashion. Here, for simplicity, the least-squares error objective function is used as a metric of fit. Application to other objectives poses no theoretical or algorithmic difficulties.
In both cases the state variables are given by the solution of an ODE system. The state variables are discretized and calculated by a simple algorithm (i.e., an algorithm with a fixed number of iterations). The output variable is a weighted sum of the state variables. The procedures to calculate y(p, q i ) are encoded in libMC, which evaluates the convex/concave relaxations as well as a subgradient at a point p. The affine lower bound described in section 3.2.1 gives a lower bound to the optimal objective value of (5.1). As a proof of concept, the lower bound is converged by a simple branch-andbound procedure in the parameters p with a best-bound node selection heuristic and with bisection on the parameter range with the largest diameter. The midpoint of each node is used for the linearization. Significant CPU savings could be achieved with a more sophisticated branch-and-reduce algorithm. Also savings could be achieved if a priori information on the state variable bounds were used, as is done in [30] .
The commercial code BARON version 8.1.5 [28] available through GAMS version 22.8 [5] is used as a benchmark for the performance of the proposed algorithmic relaxations. The results are reproduced with BARON version 7.5 through GAMS version 22.2 and BARON version 8.1.1 through GAMS version 22.6, and no significant differences between the three versions are found. BARON requires explicit functions, and therefore, the discretized state variables are encoded as optimization variables along with the equality constraints from the discretization of the ODEs relating them. BARON implements a sophisticated branch-and-reduce algorithm based on the linearization of a smooth convex relaxation using auxiliary variables [34] . By introducing these auxiliary variables, the convex/concave relaxations can become tighter [34] . The termination criteria of BARON are set to OPTCA = 10 −6 and OPTCR = 10 −6 . This ensures that the lower bound displayed is truly a lower bound. The resource limit is set to 30 CPU minutes (RESLIM = 1800). Since BARON is largely a black-box solver and the two methods are very different, the comparison is done in terms of the CPU requirement (on a 64-bit Intel core2 DUO processor ULV7700 at 1.33GHz running Linux 2.6.25). An obvious advantage of the lower bounding scheme proposed here is the significantly smaller number of optimization variables. As shown by the results following, this advantage can result in drastically faster convergence of the lower bound. BARON is a state-of-the-art deterministic global NLP solver, and therefore, the comparison shows the promise of the proposed method. It should, however, be noted that the problems have a special structure exploited by the proposed method; no claim is made that the proposed affine relaxations outperform other approaches such as the one implemented in BARON in general.
In addition, the proposed method is compared with BARON, using optimization variables and equality constraints for the state variables, but without branching on the state variables. This can be interpreted as relaxation of algorithms with auxiliary variables and to the best knowledge of the authors, it has not been proposed in the literature. A validity proof of this approach follows similar arguments as the proposed method and is omitted for brevity. The disadvantage compared to the proposed method is that the size of the lower and upper bounding problems is significantly larger. An advantage is potentially tighter relaxations. This selective branching significantly reduces the computational requirements. Nevertheless, the proposed method is significantly faster, in particular for the heat equation example. The selective branching is implemented using the attribute .prior with a value of 0 for the variables for which no branching should be performed; this attribute is specified in the BARON options file.
The case studies have an imperfect match between model and measurement. In both case studies finding a global minimum is relatively simple, e.g., through a multistart method, and the challenge for global optimization methods is to converge the lower bound. Establishing that the lower bound is higher than the statistical test for the fit proves that the mismatch is due to the model and not to a suboptimal parameter fit [31] . This is a major advantage of using global optimization techniques in parameter estimation problems. Note that, by construction, for both BARON and the McCormick relaxations, the lower bounds are always nonnegative. As a consequence, parameter estimation problems with a perfect match between model and experiment are not interesting regarding the convergence of the lower bound. 1.1. Heat equation. The one-dimensional heat equation with an affine heat source term
5.
is linear in the state variable T . The thermal conductivity p is taken as the (single) unknown parameter in the range p ∈ [0.01, 10]. Note that dividing by the thermal conductivity results in better numerical behavior. To determine the dependence on the position x ∈ [0, 1], two boundary conditions are needed. Here, the simplest case of known temperature at the boundary points is taken:
T (x = 0) = 500 and T (x = 1) = 600.
The temperature-dependent heat source term q 1 (x) is taken as constant, i.e., q 1 (x) = −1, while the temperature-independent heat source term is taken as
This boundary value problem can be approximated by a discretization of the independent variable. Here, an equidistant discretization into n− 1 intervals is considered, with n = 101. The state variable is discretized on this mesh as T i , i = 1, . . . , n and so is the x-dependent heat-source term q 1 . The central-difference formula is used for the second derivative:
where Δx = 1/(n − 1). By introducing auxiliary variables for the discretized state variable, the approximated problem can be encoded as a regular NLP. BARON requires all variables and functions to be bounded, and therefore, the temperature is restricted to T i ∈ [0, 2000] . With this addition, the NLP satisfies all assumptions of BARON and can (at least in principle) be solved for an arbitrary n. The resulting NLP has n − 1 variables. Note also that BARON has sophisticated rules to tighten the range of the variables, including constraint propagation.
The alternative considered here is to exploit the linearity of (5.2) in the variables The measurements T m are generated with a different heat source term to simulate the case where the model is not correct. The (x i , T m i ) pairs used as data are given in [8] : http://yoric.mit.edu/libMC/libmcheatexdata.txt. Finding a global minimum to the parameter estimation is relatively simple. However, the fit is not satisfactory, as can be seen in Figure 5 .1. In a real-world application this would raise the question if the fit is suboptimal or if the model cannot represent the data. A certificate of optimality given by a global optimization algorithm can exclude the former case. Figure 5 .1 shows the ratio of lower bound to upper bound versus CPU time in seconds for the three methods. Clearly, the relaxation of the algorithm is computationally far superior over introducing optimization variables for the discretized state. In the proposed method the affine relaxation converges to the upper bound within 99% in just 0.10 seconds and to 99.5% in just 0.12 seconds. In contrast BARON requires 95 seconds to reach 30.5% convergence and 87 seconds to reach 66% convergence. After 1800 seconds BARON is still at 80% convergence. It should again be noted that BARON is the state-of-the-art in general-purpose deterministic global optimization algorithms, and therefore, this comparison shows the potential of algorithmic relaxation. The proposed method is significantly faster than selective branching, but the difference is much smaller. When branching is not performed on the state variables, BARON requires 3 seconds to reach 65% convergence and 16 seconds to reach 96% convergence.
It should be noted that both the proposed method and BARON suffer from discretization error. To estimate the discretization error introduced, the heat conductivity p is fixed to its optimal value and the temperature predictions T (x) are compared for n = 101 and n = 1001. The difference between the coarser and finer mesh are in the order of 10%, which is much smaller than the error between the measurements and model (more than 100%). Therefore, the discretization is deemed sufficiently fine, especially in view of the high CPU requirement by BARON. Graphical illustration of kinetic mechanism example: data and best fit (left plot) and convergence of lower bound (right plot). Note that in the right plot, both a semilogarithmic and a linear plot are shown.
Kinetic mechanism.
Here, an example from chemical kinetics is considered based on [37, 31, 29] . Mathematically, it is a nonlinear ODE system:
with the constants T = 273, K 2 = 46 e 6500 T −18 , K 3 = 2K 2 , k 1 = 53, k 1s = k 1 × 10 −6 , k 5 = 0.0012, and x O2 = 0.002. The unknown parameters are k 2f ∈ [10, 1200] , k 3f ∈ [10, 1200] , and k 4 ∈ [0.001, 40]. After scaling, the measurements are given in terms of
x D (without introducing an additional variable). The (t i , x m I,i ) pairs used as data are given in [8] : http://yoric.mit.edu/libMC/libmckinexdata.txt. Finding a global minimum to the parameter estimation is relatively simple. The fit is reasonably good, but for initial times, there is a significant discrepancy, as can be seen in Figure 5 .2, raising the question if the fit is suboptimal or if the model cannot represent the data. A certificate of optimality given by a global optimization algorithm can exclude the former case.
The explicit-Euler method can be used to approximate the solution of this initialvalue problem. The time is discretized in n equidistant intervals, and the state variables are discretized on this mesh. Here, n = 200 is used.
By introducing auxiliary variables for the discretized state variable, the approximated problem can be encoded as a regular NLP. BARON requires all variables and functions to be bounded, and therefore, the states are restricted to x i ∈ [0, 140], i = Y , and x Y ∈ [0, 0.4]. With this addition, the NLP satisfies all assumptions of BARON and can (at least in principle) be solved for an arbitrary n. The resulting NLP has 5n + 3 variables. Recall that BARON has sophisticated rules to tighten the range of the variables.
The alternative considered here is to encode the explicit-Euler method in libMC, which calculates the convex/concave relaxations of the state variables. This allows the global optimization of the algorithm. This optimization problem has only three variables (the unknown parameters). The bounds for the state variables are not used here.
Recently, sophisticated global optimization algorithms for initial-value problems have been proposed; see [9] for an overview. At this point it is, therefore, interesting to compare these algorithms conceptually with the proposed relaxation of algorithms. Both methods rely on discretization of the independent variable and on McCormick relaxations. However, in the existing algorithms, relaxation is performed before the discretization (done by the integrator), whereas here the relaxation is performed after the discretization. Another difference is that here state bounds (via natural interval extensions) and relaxations are obtained simultaneously, whereas in the existing algorithms they are treated independently. An interesting observation is that the relaxation of algorithms provides a very simple alternative to the elaborate theory of [9] . Figure 5 .2 shows the ratio of lower bound to upper bound versus CPU time in seconds for the two methods. Again, the relaxation of the algorithm is computationally superior over introducing optimization variables for the discretized state. In the proposed method the affine relaxation converges to the upper bound within 75% in just 0.012 seconds, to 80% in just 0.07 seconds, and to 90% in 11 seconds. In contrast BARON requires 37 seconds to furnish a positive lower bound (equal to 75% of the upper bound) and 38 seconds to reach 90.5%. Moreover, the proposed method shows continued (albeit slow) improvement, whereas BARON shows no improvement between 44 and 1800 seconds. It should again be noted that BARON is the state-ofthe-art in general-purpose deterministic global optimization algorithms, and therefore, this comparison shows the potential of algorithmic relaxation. The proposed method is initially significantly faster than selective branching. When branching is not performed on the state variables, BARON requires 19 seconds to reach 90% convergence. After 557 seconds, BARON with selective branching reaches 95% convergence, which is better than the proposed method. This is most likely due to the superior branching strategy and range reduction implemented in BARON. Note also that the algorithm used in [31] appears to be more efficient; this is expected, since it is a specialized algorithm, uses a priori knowledge on the bounds, range reduction, and scaling of the optimization variables.
It should be noted that both the proposed method and BARON suffer from discretization error. To estimate the discretization error introduced, the kinetic constants k 2f , k 3f , and k 4 are fixed to their optimal values, and x i (t) is compared with a backward differentiation formula (BDF) method [38] . The difference between these two integration methods is in the order of 10% for initial times and then falls very quickly to approximately 1%. This difference is much smaller than the error between the measurements and model (more than 100% for initial times). Therefore, the discretization is deemed sufficiently fine, especially in view of the high CPU requirement.
6. Conclusions and future work. Theory, application, and implementation for the computation of subgradients for McCormick relaxations were presented. This systematic subgradient propagation allows the affine over-and underestimation of factorable functions without the introduction of auxiliary variables. One potential application is the calculation of very cheap lower bounds for box-constrained problems; these bounds are often tighter than the bounds calculated by interval extensions with a similar computational requirement. Moreover, the affine relaxations are quite tight in the vicinity of the linearization points.
A limitation of the current implementation is that it cannot take advantage of the tightest possible affine relaxation in the case of nonunique subgradients. In general, it would be desirable to propagate the entire subdifferential or an easily characterized subset of it, as opposed to simply an element. This would facilitate a choice of subgradients. Furthermore, it would be interesting to consider the option of code generation. Another possible extension of libMC would be to propagate the subgradients of convex/concave relaxations via the reverse mode of AD (see, e.g., [13] for a general introduction on the reverse mode of AD). In this approach, the calculation of subgradients would be split into two steps: a forward sweep in which each intermediate values along with the corresponding lower/upper bounds and convex/concave relaxations are computed, similar to the approach described in subsection 4.2; followed by a reverse sweep in which the subgradients of the convex/concave relaxations are computed. This approach would be particularly efficient for problems having many independent variables and relatively few functions, e.g., in large-scale optimization problems.
Additional future work of interest is the application of the subgradient computation presented to global optimization of NLPs with a branch-and-bound code; instead of performing linearizations, it might be advantageous to directly solve the nonsmooth nonlinear relaxation with nonsmooth NLP solvers, such as bundle methods, e.g., [20, 15] ; the proposed results provide the basis for the calculation of the subgradients required by these solvers. Additional problems of interest are semi-infinite programs and programs with differential equations embedded.
The proposed methodology sets the foundations for automatic convex relaxation of any algorithm, enabling the global optimization of algorithms. This was demonstrated on two simple algorithms with a fixed number of iterations. The computational requirement was drastically smaller than the alternative of introducing auxiliary variables. The computational procedure described here can presumably be improved significantly by using range reduction and employing nonlinear relaxations via nonsmooth NLP solvers. The demonstrated potential of algorithmic relaxation motivates future work in the relaxation of more general algorithms. In particular, it would be interesting to consider algorithms with a problem-dependent number of iterations, not known a priori. Such algorithms of interest include numerical integrators with error control and nonlinear equation solvers. The relaxation of such algorithms can potentially lead to global optimization of problems for which currently no algorithm exists, e.g., dynamic optimization with differential-algebraic equation systems embedded.
There are several open challenges, including which algorithms can be sensibly relaxed and how the convergence of the relaxation relates to the convergence of the algorithm. It would be interesting to do a numerical and theoretical comparison of the proposed relaxations with the relaxations obtained by the use of auxiliary variables for the global optimization of general NLPs. No general claims can be made at this point, but the proposed relaxations are expected to outperform existing methods for a subclass of problems, e.g., those with many intermediate variables and few degrees of freedom.
