The average bit erasure probability of a binary linear code ensemble under maximum a-posteriori probability (MAP) decoding over binary erasure channel (BEC) can be calculated with the average support weight distribution of the ensemble via the EXIT function and the shortened information function. In this paper, we formulate the relationship between the average bit erasure probability under MAP decoding over BEC and the average support weight distribution for a binary linear code ensemble. Then, we formulate the average support weight distribution and the average bit erasure probability under MAP decoding over BEC for regular LDPC code ensembles. key words: regular LDPC code ensemble, a-posteriori probability decoding, binary erasure channel, EXIT function, shortened information function, support weight distribution
Introduction
Low-density parity-check (LDPC) codes are binary linear error-correcting codes originally proposed by Gallager in 1963 [2] . LDPC codes are defined by sparse parity-check matrices. The parity-check matrices are associated with bipartite graphs which are obtained by connecting variable nodes and check nodes sparsely. LDPC codes have been studied through an ensemble-averaged analysis. In this paper, we consider regular LDPC code ensembles and study the average error-correcting performance.
We study the error-correcting performance under maximum a-posteriori probability (MAP) bit decoding over binary erasure channel (BEC). In a study of the errorcorrecting performance, investigation of MAP decoding performance is meaningful because MAP decoding is optimal with the assumption that each codeword is chosen with the uniform probability, and thereby the performance under MAP decoding indicates the potential capability of the employed code. In the asymptotic case, the average bit extrinsic erasure probability of regular LDPC code ensembles under MAP decoding over BEC was derived by Méasson et al. [4] . In this paper, the exact average bit erasure probability of regular LDPC code ensembles under MAP decoding over BEC are analyzed for the finite case. The bit extrinsic erasure probability of a binary linear code equals the extrinsic information transfer (EXIT) function of the code [5] . It is known that the EXIT function is related to the support weight distribution via the punctured information function [1] , which is usually called information function. However, the expression of the punctured information function of a code depends on its dimension [3] . Since an ensemble contains codes with various dimensions in general, it is hard to use the form in terms of the punctured information function to obtain the average EXIT function for an ensemble. Then, we focus on the shortened information function, which has a relationship with the punctured information function [3] . We can calculate the average EXIT function with the average support weight distribution via the shortened information function for a binary linear code ensemble. In this paper, we reformulate the relationship between the bit erasure probability and the support weight distribution, which does not depend on the dimension of a code, using the shortened information function. This relationship enables us to calculate the average bit erasure probability with the average support weight distribution for a binary linear code ensemble. Then, we formulate the average support weight distribution of regular LDPC code ensembles. This paper is organized as follows. In Sect. 2, we give the definitions of the EXIT function, the support weight, the punctured information function, the shortened information function, the support weight distribution and the auxiliary shortened information function. In Sect. 3, we formulate the relationship between the average bit erasure probability and the average support weight distribution for a binary linear code ensemble. Then, we formulate the average support weight distribution of regular LDPC code ensembles. In Sect. 4, we conclude this paper. Some proofs are provided in Appendices. 
Preliminaries
§3.14.2], the EXIT function of a binary linear code C is defined as
Note that in [1] , the EXIT function is defined as
In this paper, we define and use h C ( ) as the EXIT function of a binary linear code C for convenience. Let P b, (C) be the bit erasure probability at the th position of a binary linear code C under MAP decoding. It is known [5, §3.14.2] that
Furthermore, we define the bit erasure probability P b (C) of a binary linear code C under MAP decoding as
Support Weight
The support of a binary vector x is defined as
and the support of a set C of binary vectors is defined as
The support weight w(C) of a set C of binary vectors is defined as the number of positions at which the components of one or more vectors in C are 1, namely
For example, the the following set of binary vectors
has support weight
Punctured and Shortened Information Functions
For a binary linear code C and a subset S = { 1 , 2 , . . . , h } ⊂ [n], we define
C S and C S are said to be obtained by puncturing and shortening the code C, respectively. For example, for the code 
where k C S , k C and k C S denote the dimension of C S , C and C S , respectively. The punctured information function e h (C) and the shortened information function m h (C) in h positions of a binary linear code C are defined in [3] as
is usually called information function. In this paper, we name e h (C) and m h (C) as described above to distinguish them. We denote the unnormalized versions of e h (C) and m h (C) as
We use the notations used in [1] and [3] for the punctured and shortened information functions and their unnormalized versions. The punctured and shortened information functions satisfy [3, Corollary 1 iv)]
It is known that the EXIT function h C ( ) of a binary linear code C can be written in terms of the unnormalized punctured information functionẽ h (C) [1, Example 15] as
By substituting Eq. (2) into Eq. (3), we have the following lemma.
Lemma 1:
The EXIT function h C ( ) of a binary linear code C can be written in terms of the unnormalized shortened information functionm h (C) as
Support Weight Distribution and Auxiliary Shortened Information Function
For a binary linear code C, the rth support 
Average Performance under MAP Decoding over BEC and Average Support Weight Distribution
In this section, we formulate the relationship between the average bit erasure probability and the average support weight distribution for a binary linear code ensemble. Then, we formulate the average support weight distribution of regular LDPC code ensembles.
Average Bit Erasure Probability and Average Support Weight Distribution
The rth support weight distribution A 
where . . , n) of a binary linear code ensemble C is not straightforward. Then we will formulate the average support weight distribution by counting the average number of r-tuples of support weight i (r = 0, 1, . . . , n, i = 0, 1, . . . , n) for a binary linear code ensemble C as described in the following theorem. This theorem tells us that we can derive the average support weight distribution through counting an average substitute distribution for a binary linear code ensemble. 
where F is an (n + 1) × (n + 1) invertible lower triangular matrix whose column and row indices start from 0, and (r, s) entry F rs is given by
and Y C is an (n + 1) × (n + 1) matrix whose column and row indices start from 0, and (r, i) entry Y ri is
where P(C) denotes the probability that a randomly chosen code is C.
Proof: Let r > 0 and i be fixed. Then, Y ri can be written as follows.
#{(x 1 , x 2 , . . . , x r ) :
where we define T r (D) as the set of r-tuples which generate D, namely 
Thus, for r > 0, (r, i) entries of both sides in Eq. (7) are equal. Note that F is an lower triangular matrix, and then the 0th row of Eq. (7) holds in obvious. Next, we show the invertibility of F. Since F is an lower triangular matrix, it suffices to show that its main diagonal entries are not zero. F 00 = 1 and F 11 = 1. For r ≥ 2, (r, r) entry of F is given by
and for 1 ≤ t ≤ r − 1,
Thus,
Therefore, F is invertible, and we can obtain the average support weight distribution of a binary linear code ensemble C from Eq. (7).
Here, we define regular LDPC code ensembles. Let n, c and d be three positive integers. We define a (c, d)-regular LDPC code ensemble G(n, c, d) of bipartite graphs in the following way. Each bipartite graph has n variable nodes of degree c and nc/d check nodes of degree d. Each variable node has c sockets from which c edges emanate, and each check node has d sockets from which d edges emanate. Sockets on each side are labeled from 1 to cn. We obtain a set of bipartite graphs by connecting sockets on the variable node side and sockets on the check node side randomly. Then, we place the uniform probability distribution on the set of bipartite graphs. This is the ensemble  G(n, c, d ) of bipartite graphs. The cardinality of G(n, c, d) is (cn)!. We associate a bipartite graph G ∈ G(n, c, d) with an (nc/d) × n parity-check matrix H G where (i, j) entry is 1 if the j-th variable node is connected to the i-th check node an odd number of times, and is 0 otherwise. Then, we define C G := {x ∈ {0, 1}
n :
In this thesis, we identify an ensemble of bipartite graphs with an ensemble of codes via the above association. The average support weight distribution
where P(G) denotes the probability that a randomly chosen bipartite graph is G.
The following theorem formulates the average number of r-tuples of support weight i (r = 0, 1, . . . , n, i = 0, 1, . . . , n) for a regular LDPC code ensemble G(n, c, d). 
Theorem 3: For a regular LDPC code ensemble G(n, c, d), (r, i) entry Y ri of Y G(n,c,d) introduced in Theorem 2 is given by
..,x r ):
Here, we consider classifying i bits indexed by S ∈ S i with respect to in which words to be 1. For b ∈ B r 0 , we define S (p) b as the set of positions at which components of x p equal to the p-th component of b for p = 1, 2, . . . , r, namely 
where In addition, since for each codeword, the variable nodes at which its corresponding components are 1 are connected to each check node an even number of times, the following constraint is satisfied. is provided in Appendix A. As the second step, for each way of choosing sockets on the check node side, we count the number of ways of connecting sockets on the variable node side and sockets on the check node side. It does not depend on the way of choosing sockets on the check node side and is given by 
Numerical Example
In this subsection, we show a numerical example. We draw the graph of the average bit erasure probability under MAP decoding over BEC for a regular LDPC code ensemble G(6, 2, 3) in 
Conclusion and Discussion
In this paper, we have given the exact characterization of the average bit erasure probability of regular LDPC code ensembles under MAP decoding over BEC for the finite case. There is difficulty in applying this work to calculating the performance of practical code ensembles, because lots of computations and memories are needed. Also, it seems difficult to find some knowledge about the mutuality between code-length and performance because of the complexity of the expression in Theorem 3. However, we suspect that computational effort will be reduced by some improvement of computation scheme, such as use of symmetry in expand-
in Eq. (11), and simple and/or tight upper and lower bounds of the support weight distribution of regular LDPC code ensembles which are suitable to imply the mutuality between code-length and performance will be derived from the expression in Theorem 3. Maybe, application of this work to irregular LDPC code ensembles is easy, if those problems are overcome. In addition, this work may contribute to development of analysis of finite-length LDPC codes, which is an important but difficult topic. Our future works are to give the exact characterization of the average block erasure probability of regular LDPC code ensembles under MAP decoding over BEC and to analyze the asymptotic average support weight distribution of regular LDPC code ensembles. p=1,2,. ..,r): 
