control has also been considered for practical applications, for example, Internet-based process control (Yang et al, 2003) , Internet-based control systems as a control device (Cushing, 2000) , Internet robots (Taylor, 2000) and Internet-based multimedia education (Nemoto et al, 1997) .
Although various control approaches have been developed for networked control systems, an approach to actively compensate the random network delay is not available. This paper first introduces a new control strategy to compensate the network delay in networked control systems in an active way, which is named as the networked predictive control. Then it details the off-line and real-time simulation and implementation of networked predictive control systems. Finally the proposed control strategy is applied to control a servo control system through Ethernet.
Networked predictive control
A feedback control system wherein the control loop is closed through a real-time network is known as a networked control system, which includes fieldbus control systems constructed on the base of bus technology (e.g, DeviceNet, ControlNet and LonWorks) and Internet-based control systems using general computer networks. NCS is a completely distributed real-time feedback control system that is an integration of sensors, controllers, actuators and communication networks. It provides data transmission between devices in order that users of different sites can realise resource sharing and co-ordinating manipulation.
Since there is an unknown network transmission delay, a networked predictive control scheme is proposed. It mainly consists of two parts: the control prediction generator (CPG) and the network delay compensator (NDC). The former is designed to generate a set of future control predictions. The latter is used to compensate the unknown random network delay. To make use of the network advantage of transmitting data packages, a set of consecutive control predictions in the forward channel are packed and transmitted through the network at time t. So this networked predictive control system (NPCS) structure is shown in Figure 1 .
Following the above, the networked predictive control scheme can be implemented in the following steps:
Step 1: Design a controller of the system without network transmission delay to satisfy the requirements using conventional control methods, for example, PID, LQG, model predictive control, etc.
Step 2: Formulate output predictors to predict the future outputs, based on the past outputs, the control inputs and the reference inputs.
Step 3: Calculate the output sequence of the control prediction generator.
Step 4: Transmit the output sequence of the control prediction generator to the controlled plant through a network each time.
Step 5: Apply the network delay compensator to choose the control input for the plant.
Simulation of networked predictive control systems
As the Matlab/Simulink simulation environment provides various powerful tools for control system design, the simulation of networked predictive control systems is carried out using Matlab and Simulink. This section illustrates the simulation strategy of NPCS using a particular control system -a servo control system.
Estimation of network transmission delay
In networked control systems, one important issue is the network transmission delay. Here, the following assumptions are made: a) The network delays in the forward channel and feedback channel are the same; b) The network delays do not change very rapidly.
In the networked predictive control system, a signature signal (e.g. a sine wave signal) with time stamp is used to measure the network delay. This signal is continuously looped in the whole networked control system, which starts from the plant side, goes through the feedback channel and comes back from the forward channel. Using the current signal value, the total network delay in both the forward and feedback channels can be calculated. So, the forward and feedback time delays are half the total network delay, which can be calculated on the plant side and controller side respectively.
Off-line simulation
To simulate the network delay, a set of unit-delay blocks are connected in a series path and one of their outputs will be randomly switched to the network delay compensator on the actuator side if it is not transmitted before. So, an off-line simulation structure is presented for the networked predictive control system, as shown in Figure 2 .
To show the operation of the off-line simulation of NPCS, the following model of a servo control system is considered:
The above transfer function model is estimated from the measured input-output (i.e. voltage angle) data of the servo control test rig using the least-squares algorithm.
Two cases of the network delay are simulated: one is the constant delay and the other is the random delay. The step responses of the networked predictive control system for the cases of 1-step, 2-step and 3-step constant network delays in both forward and feedback channels are shown in Figure 3 . It is clear from the results that the control performance of the closed-loop system for those three different network delays is the same. This means that the networked predictive control scheme can compensate the network delay actively.
For the case of a random network delay, a random sequence is generated to simulate the network delay. The response of the closed-loop NPCS with the random delay is given in Figure 4 . Clearly, the NPCS with random delay also has very similar control performance to one without time delay.
Real-time simulation
The real-time simulation was carried out, where the control program runs in a real-time embedded microprocessor Feature
system and the plant to be controlled is a mathematical model. A real-time simulation structure for the networked predictive control system is designed, which is shown in Figure 5 . It is composed of the controller part and the simulated plant part, which run in two separate embedded microprocessor systems that are linked through Ethernet, i.e., the networked control board (NCB) and the networked implement board (NIB).
For the implementation of real-time simulation, uClinux, which is equipped with a full TCP/IP stack and is an internet-ready operation system (OS) for embedded systems, is chosen as the operation system of the real-time embedded microprocessor system. The networked predictive control strategy is realised in Simulink. The communication protocol is UDP/IP. The controller part and simulated plant part are designed in two individual Simulink blocks. Then the Real-Time Workshop in Matlab is adopted to generate two individually executable codes for the controller and simulated plant parts. Finally, those executable codes are uploaded to two real-time embedded microprocessor systems, respectively, which are connected by Ethernet.
For the real-time simulation, the plant and controller are exactly the same as those for the off-line simulation. The real-time simulation results of the networked predictive control system are shown in Figure 6 . Because the network delays in the forward and feedback channels are not the same in the real network, there exists an estimation error for those two delays using the proposed estimation method of the network delay. This makes it difficult for the NPC to compensate for the network delay completely. However, the NPC can still achieve a similar control performance to one without network delay.
Implementation of networked predictive control systems
In order to implement networked predictive control sys-tems in practice, some specific software and hardware were designed. They mainly include the software of supervisory, device driver library and interface library, and the hardware of embedded microprocessor systems and control system test rig.
Software of networked control systems
Matlab/Simulink software package provides the user with a convenient way to model, simulate and analyse a control system through a visual graphic interface. Real-Time Workshop (RTW) can generate optimised ANSI C code from control system blocks in Simulink. uClinux is a concise operating system for embedded systems. How to make full use of the characteristics of Simulink/RTW and uClinux for NPCS is introduced below.
A) Supervisory software
The supervisory software of network control systems through the Internet can be divided into two parts, one on the client side and the other on the server side, which is composed of a client/server architecture. The client side mainly provides an interface for the users and the server side includes the control and data acquisition programs to fulfil the control task. The overall system architecture is depicted in Figure 7 .
The software on the client side is programmed in Visual C++ language. It includes two functions, one is the control function and the other is the monitoring function. The control function primarily responds to the interaction from the user. With this function the user can send commands and change the parameters of the controller via the Internet. The client firstly establishes the connection with the server (here, the server runs in an embedded platform) through the TCP/IP protocol. It can not only send the messages to the server but also receive the messages from the server. As to the monitoring function, the client side can save all acquirable parameters and/or process variables to a realtime database, and at the same time can display the realtime trend of the corresponding variables, which enables the user to know the current status of controlled processes. The curve displays are refreshed automatically at a fixed interval.
The server side is two embedded microprocessor systems that run the control prediction generator algorithm and the network delay compensator algorithm respectively. The server program is designed in C language and must use a C library subject to uCliux, i.e. uclibc. The server mainly deals with the commands from the client, transfers the received requests, then takes relevant actions, such as Feature starting/stopping the program running, sending the realtime data of the required process variables to the client, or changing the parameters of the controller on-line in real time. As a result, the client can either receive the data from the server or obtain instantaneous response results for the changes of the control parameters.
B) Interface library for Simulink
In order to avoid encountering such a circumstance that some blocks in Simulink library are not available while the user creates a control system block diagram, the S-function is employed to develop and mask some general-purpose blocks. With those blocks the user can access the expanded peripheral units of the embedded system board, such as network data receiver, network data sender, analog input, analog output, digital input, digital output, timer interrupt and external interrupt, and adopt some advanced control algorithms, for instance, generalised predictive control and adaptive control. Those customised blocks are added to Simulink as a library and the user can use them freely as if they were built-in Simulink blocks.
C) Device driver library
From the point of view of the operating system theory, the customised I/O interface blocks can only implement user's specific programs. The access to physical peripheral units is essentially achieved by their respective device drivers which are created in the kernel layer. Several programmed device drivers in uClinux kernel are developed, which form the device driver library that allows users the ability to manipulate I/O interfaces. The relationship between the customised Simulink library in the user layer and the device driver library in the kernel layer is shown in Figure 8 .
D) Generation of application programs with Simulink/RTW
As an embedded system has limited system sources, it doesn't have the ability to develop application programs itself. In order to generate executable codes for embedded systems, the master-slave mode is adopted, that is, programming, compiling and linking of an application program are performed on a host PC which usually has a Linux OS, whereas the created executable codes are uploaded through a network to the target embedded system and finally run on it, which is called the cross-compilation.
Networked control system test rig
To apply the networked predictive control strategy to practical systems, a networked control system test rig is built, as shown in Figure 9 . This rig consists of a networked control board, networked implement board and a servo control plant.
The networked predictive control scheme is implemented in an embedded platform, which is the fundamental structure of the networked control board and networked implement board. The architecture of the platform is shown in Figure 10 . In this platform, there is a Samsung ARM7TDMI S3C4510B 32-bit RISC microcontroller, which is a cost-effective, high-performance microcontroller solution for Ethernet-based systems. It is designed for use in managed communication hubs and routers and is built around an outstanding CPU core: ARM7TDMI which is a low-power and general purpose microcontroller and developed for use in application-specific and custom-specific integrated circuits. Two HY29LV160 FLASH chips provide 1M_32bits program memory and two HY57V641620 SDRAM chips for 4M_32bits data memory. Such architecture makes full use of S3C4510B 32bit address bus and 32 bit data bus. 2-channel 12-bit high speed digital-to-analog (D/A) converters and 8-channel 16-bit high speed analog-digital converters in the controller board provide I/O interfaces for controlled plants. 4_4 keyboard and LED allow user ability to debug on the spot. uClinux is a derivation of Linux 2.0 kernel intended for microcontrollers without memory management units (MMUs). It has a small kernel, about 600kB, while retaining the main advantages of the standard Linux, such as the excellent file system and powerful network capability. In view of ARM7TDMI with non-MMU, uClinux is naturally adopted as OS in embedded systems. 
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Practical experiments
For the practical application, the block diagram of the networked predictive servo control system is shown in Figure 11 . The difference from real-time simulation is that the plant to be controlled is a real servo control system. The network that connected the networked control board and the networked implement board is Intranet on the university campus.
The responses of the real closed-loop servo control system with a PI controller are shown in Figure 12 , where the NPC is not used. They indicate that the response of the closed-loop in the case of network delay is different from one in the case of no network delay. It is clear that the network delay makes the control performance poor.
The control performance of the networked predictive control strategy is given in Figure 13 , using the same PI controller as above but including the network delay compensator.
To have a long network time delay, extra artificial time-delay (e.g. 1-step, 2-step and 3-step delays) was added to the network. It is clearly shown from the experiment results for various network delay cases that the NPC for a system with network delay has similar control performance to the PI control for the system without network delay. This confirms that the NPC can compensate the network delay effectively.
Conclusions
This paper has studied the design, simulation and implementation of the networked predictive control systems. The networked predictive control strategy has been proposed. It was simulated in the off-line and real-time simulation environment and also implemented in a networked predictive servo control test rig. It has been illustrated that the NPC is an active network delay compensation method. In this paper, a fast, convenient and cost-effective scheme of implementing the networked predictive control in embedded systems using Simulink/Real-Time Workshop has been presented. On-line tuning of control parameters and analysing the response of the system can be realised easily via the Internet, and consequently an optimal control solution can be obtained in a short time. The networked servo control experiment through the Intranet has successfully demonstrated the effectiveness of the networked predictive control. 
