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Abstract: We consider the problem of estimating the means µi of n ran-
dom variables Yi ∼ N(µi, 1), i = 1, . . . , n. Assuming some structure on the
µ process, e.g., a state space model, one may use a summary statistics for
the contribution of the rest of the observations to the estimation of µi. The
most important example for this is the Kalman filter. We introduce a non-
linear improvement of the standard weighted average of the given summary
statistics and Yi itself, using empirical Bayes methods. The improvement
is obtained under mild assumptions. It is strict when the process that gov-
erns the states µ1, . . . , µn is not a linear Gaussian state-space model. We
consider both the sequential and the retrospective estimation problems.
1. Introduction and Preliminaries
We consider the estimation under squared error loss of a vector µ1, . . . , µn ob-
served with Gaussian additive error: Yi = µi + εi, i = 1, . . . , n, where ε1, . . . , εn
are i.i.d. N(0, 1). It is natural in our applications to consider the index i as
denoting time, and regard µ1, . . . , µn as a realization of a stochastic process.
We analyze, accordingly, two main setups. In the first, the estimation is done
retrospectively, after all of Y1, . . . , Yn are observed. The second case is of se-
quential estimation, where µi should be estimated at time i, after observing
Y1, . . . , Yi. Let Di be the data set based on which µi is estimated, excluding the
ith observation itself. That is, Di = {1, . . . , i − 1} in the sequential case, and
Di = {j : 1 ≤ j ≤ n, j 6= i} when the estimation is retrospective.
We could consider a more general situation in which the observations are
(Yi,Xi), i = 1, . . . , n, where the X is are observed covariates and
µˆi =
∑
j∈Di∪{i}
(
βijYj + β
x
ijXj
)
.
However, to simplify the presentation, we discuss only the situation without
observed covariates:
µˆi =
∑
j∈Di∪{i}
βijYj . (1)
1
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When µ1, µ2, . . . are a realization of a Gaussian process, the optimal estimator
for µi based on the data set Di ∪ {i} is indeed linear, and is given by the
Kalman filter (KF). However, in more general state space models, and certainly
when the model is misspecified, the Kalman filter, or any other linear scheme,
are not optimal. Yet, they may be taken as a reasonable starting point for the
construction of a better estimator. We consider in this paper an empirical Bayes
improvement of a given linear filter which is nonparametric and does not depend
on structural assumptions.
The linear estimator µˆi in (1) can be be considered as a weighted average of
two components, Yi, and an estimator µ˜i based on all the observations available
at time i excluding the ith observations itself:
µ˜i =
∑
j∈Di
β˜ijYj .
In the Gaussian case, µ˜i and µˆi are typically the sufficient statistics for µi given
the data in Di and Di ∪ {i} respectively. In the sequential Gaussian case the
estimator µ˜i is called the optimal one step ahead predictor of µi while µˆi is
the KF estimator of µi, i = 1, . . . , n. For background about the KF, state-
space models, and general facts about time series see, e.g., Brockwell and Davis
(1991). We will hardly use that theory in the following development, since we
aim for results that are true regardless on whether various common state-space
assumptions hold. In the sequel, when we want to emphasize that µ˜i and µˆi
are the standard KF estimators we will write µ˜Ki and µˆ
K
i , but the following
derivation is for a general pair µ˜i and µˆi.
Our goal in this paper is to use µ˜i as a basis for the construction of an
estimator which improves upon µˆi. In fact, we try to find the best estimator of
the form:
µˆig = µ˜i + g(Yi − µ˜i), i = 1, . . . , n. (2)
Let
δ ≡ argmin
g
E
n∑
i=1
(µˆig − µi)2 (3)
Thus, we use a simple coordinate-wise function, as was introduced by Robbins
(1951) in the context of compound decision:
Definition 1 A function f : Rn → Rn is called simple coordinate-wise func-
tion, if it has the representation f(X1, . . . , Xn) =
(
f(X1), . . . , f(Xn)
)
for some
f : R→ R.
Our improvement, denoted δ(·), is a simple coordinate-wise function of (Y −
µ˜). In the theory of compound decision and empirical Bayes, the search for an
optimal simple-coordinate-wise decision function is central. We elaborate in the
next section. The improved estimator µiδ is denoted µ
I
i , and in vector notations
we write in short
µI = µ˜+ δ.
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1.1. Empirical Bayes and non-exchangeable observations
The ideas of empirical Bayes (EB) and compound decision (CD) procedures
were developed by Robbins (1951, 1955, 1964), see the review papers of Copas
(1969) and Zhang (2003), and the paper of Greenshtein and Ritov (2008) for
results relating compound decision, simple coordinate-wise decision functions
and permutational invariant decision functions.
The classical EB/CD theory is restricted to independent exchangeable obser-
vations and to permutation invariant procedures, and in particular it excludes
the utilization of explanatory variables. Fay and Herriot (1979) suggested a way
to extend the ideas of parametric EB (i.e, linear decision functions correspond-
ing to Gaussian measurement and prior) to handle covariates. Recently, there is
an effort to extend the EB ideas, so they may be incorporated in the presence
of covariates also in the context of non-parametric EB, see, Jiang and Zhang
(2010), Cohen et al. (2013), and Koenker and Mizera (2013). Our paper may be
viewed as a continuation of this effort.
The above papers extended the discussion to the situation where the obser-
vations, due to the covariates, are not exchangeable. However, the estimated
parameters themselves, µ1, . . . , µn, are permutation invariant. Thus, in all these
problems, centering each response by a linear transformation of the covariates
transforms the problem into a classical EB problem. In our setup of a time se-
ries, the estimated variables are not permutation invariant, and the explanatory
variables of Yi are the available observations Yj , j 6= i, so there is an obvious
strong dependence between the response variables and the covariates and the
response is degenerate conditional on the covariates.
Furthermore, in all the above mentioned papers the extension of EB ideas to
handle covariates is done in a retrospective setup, where all the observations are
given in advance. Under the time series structure that we study, it is natural to
consider real time sequential estimation of the µ’s. In Section 3 we consider the
sequential case, where at stage i the decision function should be approximated
based on the currently available data. Our analysis would be based on an ex-
tension of Samuel (1965). The retrospective case is simpler and will be treated
first in Section 2. A small simulation study is presented in Section 4, and a real
data example is discussed in Section 5.
1.2. Estimated simple coordinate-wise function
Most EB/CD solutions involve simple coordinate-wise functions. By the nature
of the problem, these functions are estimated from the data, which is used
symmetrically.
fˆ(X1, . . . , Xn) =
(
fˆ(X1;X(1), . . . , X(n)), . . . , fˆ(Xn;X(1), . . . , X(n))
)
, (4)
where X(1) ≤ · · · ≤ X(n) are the ordered statistics
Unfortunately, any permutation invariant function can be written in this way.
Suppose for simplicity that X1, . . . , Xn are real. Let ψ(X1, . . . , Xn) : R
n → Rn
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be a permutation invariant function. Let 1(·) be the indicator function. It is
possible to write ψ = fˆ as in (4), with
fˆ(x;X(1), . . . , X(n)) =
∑
ψi
(
X(1), . . . , X(n)
)
1(x = X(i)),
or a smooth version of this function.
Actually, any function that is estimated from the data and is used only on
that data can be written as a simple coordinate-wise function.
Intuitively, the set of simple coordinate-wise functions is a strict subset of
the set of permutation invariant functions. We therefore consider a function fˆ
as simple coordinate-wise function if it approximates a function f that is simple
coordinate-wise function by Definition 1. This later function may be random
(i.e., a stochastic process), with non-degenerate asymptotic distribution.
1.3. Assumptions
The performance of our estimators will be measured by their mean squared
error loss, in vector notation: E||µI −µ||2, E||µ˜−µ||2, and E||µˆ−µ||2. Let Fi
be the smallest σ-field under which Yj , j ∈ Di are measurable. The dependency
of different objects on n will be suppressed, when there will be no danger of
confusion.
Assumption 1 For every i = 1, . . . , n, the estimator µ˜i is Fi measurable. It
is Lipschitz in Yj with a constant ρ|i−j|, where lim supM→∞M
2ρM < 1. That
is: For j ∈ Di let µ˜′i be µ˜i, but computed with Yj replaced by Yj + d. Then,
|µ˜′i − µ˜i| ≤ ρ|i−j|d.
This condition is natural when µ˜ is KF for a stationary Gaussian process, where
typically βij decreases exponentially with |i−j|. The main need for generalizing
the KF is to include filters which are based on estimated parameters.
The Kalman filter for an ergodic process also satisfies the following condition.
It has no real importance for our results, except giving a standard benchmark.
Assumption 2 Suppose that there is a αn ∈ Fn, αn < 1:
µˆi = αnµ˜i + (1 − αn)Yi + ζi, where Eζ2i → 0, (5)
as n→∞, 0 < lim inf i/n ≤ lim sup i/n < 1.
Remark: Our major example is the ergodic normal state-space model. If the
assumed model is correct, and µ˜i and µˆi are the optimal estimators, then µ˜i
is a sufficient statistics for µi given Di. The estimators satisfy (5) with αn ≡
(1 + τ2)−1, where τ2 is the asymptotic variance of µi given µ˜i. In the iterative
Kalman filter method for computing µˆi, with some abuse of notation, the values
αi = (1+ τ
2
i )
−1 are computed, with τ2i the variance of µi given µ˜i, and we have
µˆi = αiµ˜i + (1− αi)Yi.
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By considering the functions g(z) ≡ 0 and g(z) = (1 − α)z in (2), it is
easy to see that µI has asymptotically mean squared error not larger than µ˜
and µˆ, respectively. In fact, we argue that unless the process is asymptotically
Gaussian, there is a strict improvement.
The derivation of the Kalman filter is based on an assumed stochastic model
for the sequence µ1, . . . , µn. Very few properties of the the process are relevant,
and it is irrelevant to our discussion whether the model is true or not. However,
we do need some tightness. We expect that typically |µi−µi−1 | is not larger than
logn, and µ˜i is sensible at least as µ˜i ≡ Yi−1. Since max |Yi − µi| = Op(
√
logn),
the next condition is natural:
Assumption 3 It holds:
1
n
n∑
i=1
P
(|Yi − µ˜i| > logn) ≤ 1
(logn)8
.
2. Retrospective estimation
Denote,
Zi = Yi − µ˜i;
νi = µi − µ˜i, i = 1, . . . , n.
(6)
Clearly, Zi = νi+εi. Since εi is independent both of µ1, . . . , µn and of εj , j 6= i, it
is independent of νi. Thus, the conditional distribution of Zi given νi is N(νi, 1).
However, this is not a regular EB problem. It is not so even for the regular KF.
Write µ˜ = BY = Bµ+Bε. Then ν = (I−B)µ−Bε. It is true that Z = ν+ε,
but the vectors ν and ε are not independent. Hence Z|ν 6∼ Nn(ν, In). Yet, we
rely only on the marginal distributions of Zi|νi, i = 1, . . . , n.
To elaborate, (
Y
µ
)
=
(
(I −B)−1 0
B(I −B)−1 I
)(
Z
ν
)
.
Therefore, the joint density of Z and ν is proportional to
fµ
(
ν +B(I −B)−1Z) exp(−‖Z − ν‖2/2),
where fµ is the joint density of the vector µ. Clearly, unless fµ is multivariate
normal, the conditional density ofZ given ν is not multivariate standard normal.
Example 2.1 Suppose n = 2, we observe Y0, Y1, and use µ˜i = γY1−i, i = 0, 1.
Then
Zi = Yi − γY1−i ⇒ Yi = 1
1− γ2 (Zi + γZ1−i)
νi = µi − γY1−i ⇒ Yi = 1
γ
(µ1−i − ν1−i)
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⇒ Zi = 1
γ
(µ1−i − ν1−i − γµi + γνi).
Suppose further that µi is finitely supported. It follows from the above cal-
culations that the distribution of the vector Z given the vector ν is finitely
supported as well.
The estimator in vector notation is µI = µ˜+δ, where δ =
(
δ(Z1), . . . , δ(Zn)
)
T
.
As discussed in the introduction, simple coordinate-wise functions like δ are cen-
tral in EB and CD models. However, our decision function µI is not a simple
coordinate-wise function of the observations. It is a hybrid of non-coordinate-
wise function µ˜ and a simple coordinate-wise one, δ. The µ˜ component accounts
for the non-coordinate-wise information from the covariates, while δ aims to
improve it in a coordinate-wise way after the information from all other obser-
vations was accounted for by µ˜.
By Assumption 1, the dependency between the Zis conditioned on ν is only
local, and hence, if we consider a permutation invariant procedure, which treats
neighboring observations and far away ones the same, the dependency disap-
pears asymptotically, and we may consider only the marginal normality of the
ν. The basic ideas of EB are helpful and we get the representation (7) of δ as
given below.
Let
fZ(z) =
1
n
n∑
i=1
ϕ(z − νi),
where ϕ is the standard normal density. Note that this is not a kernel estimator—
the kernel is with fixed bandwidth and ν1, . . . , νn are unobserved. Let I be
uniformly distributed over 1, . . . , n. Denote by Fn the distribution of the random
pairs (νI , νI+ηI), where η1, . . . , ηn are i.i.d. standard normal independent of the
other random variables mentioned so far and the randomness is induced by the
random index I and the ηs. One marginal distribution of Fn is the empirical
distribution of ν1, . . . , νn, while the density of the other is given by fZ . We
denote the marginals by Fnν and F
n
Z . Finally, note that ZI given νI has the
distributing of FnZ|ν , i.e., the conditional distribution of F
n.
It is well known that asymptotically, the Bayes procedure for estimating νi
given Zi is approximated by the Bayes procedure with F
n
ν as prior, and it is
determined by fZ . The optimal simple coordinate-wise function δ = δ
n depends
only on marginal joint distribution of (νI , ZI). In fact, it depends only on fZ .
As in Brown (1971) we have:
δn(z) = EFn(νI |νI + ηI = z) = z + f
′
Z(z)
fZ(z)
, (7)
where f ′Z is the derivative of fZ . The dependency on n is suppressed in the
notations.
Note that δn is a random function, and in fact, if µ1, . . . , µn is not an ergodic
process, it may not have an asymptotic deterministic limit. Yet, it would be the
object we estimate in (8) below.
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It is of a special interest to characterize when δ = δn is asymptotically linear,
in which case the improved estimator µIi = µ˜i + δ
n(Zi) is asymptotically a
linear combination of µ˜i and Yi. Only in such a case the difference between the
loss of the improved estimator µI = µ˜ + δ and that of the estimator µˆ may
be asymptotically of o(n). It follows from (7) that, the optimal decision δ(Z)
is approximately (1 − α)Z, if and only if, f ′Z/fZ = (log fZ)′ is approximately
proportional to z. This happens only if fZ converges to a Gaussian distribution.
Since fZ is a convolution of a Gaussian kernel with the the prior, this can happen
only if the prior is asymptotically Gaussian. In our setup where Fnν plays the
role of a prior, in order to have asymptotically linear improved estimator we
need that Fnν converges weakly to a normal distribution G.
The above is formally stated in the following Proposition 2.1.
Proposition 2.1 Under assumptions 1-3, n−1E‖µI−µˆ‖2 → 0 implies that the
sequence Fnν −N(0, (1− αn)/αn) converges weakly to the zero measure.
Given the observations Z1, . . . , Zn, let Fˆ
n
Z be the empirical distribution of
Z1, . . . , Zn. We will show that as n→∞ the ‘distance’ between FˆnZ and FnZ gets
smaller, so that fZ and and its derivative may be replaced in (7) by appropriate
kernel estimates based on FˆnZ , and yield a good enough estimator δˆ
n of δn.
In the sequel we will occasionally drop the superscript n. Note, that we do
not assume that Fn approaches some limit F as n → ∞, although this is the
situation if we assume that Z1, Z2, . . . is an ergodic stationary process, however
our assumptions on that process are milder.
We now state the above formally. Consider the two kernel estimators fˆZ(z) =
n−1
∑
j Kσ(Zj−z) and fˆ ′Z(z) = n−1
∑
j K
′
σ(Zj−z), whereKσ(z) = σ−1K
(
z/σ
)
,
σ = σn. For simplicity, we use the same bandwidth to estimate both the density
and its derivative. We define the following estimator δˆ ≡ δˆσ for δ:
δˆ(z) = δˆnσ (z) ≡ z +
fˆ ′Z(z)
fˆZ(z)
. (8)
Brown and Greenstein (2009) used the normal kernel, we prefer to use the
logistic kernel 2(ex+e−x)−1 (it is the derivative of the logistic cdf, (1+e−2x)−1,
and hence its integral is 1). We suggest this kernel since it ensures that |δˆ(z)−
z| < σ−1, see the Appendix. However, we do adopt the recommendation of
Brown and Greenshtein (2009) for a very slowly converging sequence σn =
1/ log(n).
Denote µˆI = µ˜+ δˆ.
Theorem 2.2 Under Assumptions 1 and 3:
i)
E||µˆI − µ||2 ≤ E||µI − µ||2 + o(n) ≤ E||µˆ− µ||2 + o(n).
ii) Under Assumptions 1–3, if αn
p−→ α ∈ (0, 1) and Fnν converges weakly to
a distribution different from N(0, (1−α)/α), then there is c < 1 such that
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for large enough n:
E||µˆI − µ||2 ≤ cE||µˆ− µ||2.
Proof.
i) The proof is given in the appendix
ii) The same arguments used to prove part i) may be used to prove a modi-
fication of Proposition 2.1, in which µIi is replaced by µˆ
I
i , when assuming
in addition that i/n ∈ (ζ, 1 − ζ) for any ζ ∈ (0, 1).

Part i) of the above theorem assures us that asymptotically the improved esti-
mator does as good as µˆ; part ii) implies that in general the improved estimator
does asymptotically strictly better. Obviously the asymptotic improvement is
not always strict since the Kalman filter is optimal under a Gaussian state-space
model.
3. Sequential estimation
We consider now the case Fi = σ(Y1, . . . , Yi−1), i ≤ n. The definition of the
different estimators is the same as in the previous section with the necessary
adaption to the different information set. Our aim is to find a sequential esti-
mator, denoted µˆIS , that satisfies E||µˆIS − µ||2 + o(n) < E||µˆ − µ||2. By a
sequential estimator µˆIS = (ψ1, . . . , ψn) we mean that ψi ∈ Fi, i = 1, . . . , n.
A natural approach, which indeed works, is to let ψi = µ˜i + δˆ
i, where δˆi is
defined as in (8), but with fˆ = fˆi restricted to the available data Z1, . . . , Zi−1,
i = 1, . . . , n. Let δˆ
S
= (δˆ1, . . . , δˆn).
We define:
µˆIS = µ˜+ δˆ
S
.
Our main result in this section:
Theorem 3.1 Theorem 2.2 holds with µˆIS and µIS replacing µˆI and µI , re-
spectively.
In order to prove Theorem 3.1 we adapt Lemma 1 of Samuel (1965). Samuel’s
result is stated for a compound decision problem, i.e., the parameters are fixed,
and the observations are independent. The result compares the performance of
the optimal estimators in the sequential and retrospective procedures. It is not
clear a priori whether retrospective estimation is easier or more difficult than the
sequential. On the one hand, the retrospective procedure is using more informa-
tion when dealing with the ith parameter. On the other hand, the sequential es-
timator can adapt better to non-stationarity in the parameter sequence. Samuel
proved that the latter is more important. There is no paradox here, since the
retrospective procedure is optimal only under the assumption of permutation
invariance, and under permutation invariance, the weak inequality in Lemma
3.2 below is, in fact, equality.
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Our approach is to rephrase and generalize Samuel’s lemma. Let η1, . . . , ηn be
N(0, 1) i.i.d. random variables independent of (µi, εi), i = 1, . . . , n. Let L(νi, νˆi)
be the loss for estimating νi by νˆi. For every i ≤ n let δi be the decision function
that satisfies:
δi = argmin
δ
Eη
i∑
j=1
L
(
νj , δ(νi + ηi)
)
= argmin
δ
i∑
j=1
Eη L
(
νj , δ(νi + ηi)
)
≡ argmin
δ
i∑
j=1
R(δ, νj), say,
where Eη is the expectation over η. That is, δ
i is the functional that minimizes
the sum of risks for estimating the components ν1, . . . , νi, but it is applied only
for estimating νi. The quantity R(δ
j , νj) is the analog of R(φFj , θj) in Samuel’s
formulation. In analogy to Samuel (1965) we define Rn ≡ n−1
∑n
j=1 R(δ
n, νj),
the empirical Bayes risk of the non-sequential problem.
Lemma 3.2
n−1
n∑
j=1
R(δj , νj) ≤ Rn.
The proof of the lemma is formally similar to the proof of Lemma 1 of Samuel
(1965).
Proof of Theorem 3.1 . From Theorem 2.2, E
(
δˆi(Z) − δi(Z))2 → 0. The last
fact coupled with Lemma 3.2 implies part i) of Theorem 3.1. Part ii) is shown
similarly to part ii) of Theorem 2.2. 
4. Simulations.
We present now simulation results for the following state-space model.
Yi = µi + εi
µi = φµi−1 + Ui, i = 1, . . . , n,
(9)
where εi ∼ N(0, 1), i = 1, . . . , n, are independent of each other and of Ui,
i = 1, . . . , n. The variables Ui, i = 1, . . . , n are independent, Ui = XiIi where
Xi ∼ N(0, v) are independent, while I1, . . . , In are i.i.d. Bernoulli with mean
0.1, independent of each other and of Xi, i = 1, . . . , n. We study the twelve
cases that are determined by φ = 0.25, 0.75 and v = 0, 1, . . . , 5. In each case we
investigate both the sequential and the retrospective setups.
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If U1, . . . , Un, were i.i.d Normal, the data would follow a Gaussian state-space,
and the corresponding Kalman filter estimator would be optimal. Since the Ui’s
are not normal, the corresponding AR(1) Kalman filter is not optimal (except
in the degenerate case, v = 0), though it is optimal among linear filters. This is
reflected in our simulation results where for the cases v = 0, 1 our “improved”
method µˆI performs slightly worse than µˆ = µˆK . It improves in all the rest.
The above is stated and proved formally in the following proposition. It could
also be shown indirectly by applying part ii) of Theorem 2.2.
Proposition 4.1 Consider the state-space model, as defined by (9). If Ui are
not normally distributed then
E||µˆI − µ||2 ≤ cE||µˆK − µ||2,
for a constant c ∈ (0, 1) and large enough n.
Proof. Given the estimators µ˜Ki and µˆ
K
i , i = 1, . . . , n, let Zi = Yi − µ˜i. Then
Zi = µi−1 + Ui − µ˜Ki + εi = νi + εi. The distribution Gi of νi may be normal
only if Ui is normal, since Ui is independent of µi−1 and µ˜i. The distributions
Gi converge to a distribution G as i and n − i approach infinity. As before, G
is normal only if Ui are normal. Now, asymptotically optimal estimator for µi
under squared loss and given the observation Yi, is µ˜
K
i + νˆi, where νˆi is the
Bayes estimator under a prior G on νi and an observation Yi ∼ N(νi, 1). This
Bayes estimator is linear and coincide with the KF estimator µˆKi , only if G is
normal.

Analogous discussion and situation are valid also in the sequential case. In our
simulations the parameters φ and V AR (Ui) are treated as known. Alternatively,
maximum likelihood estimation assuming (wrongly) normal inovations yields
results similar to those reported in Table 1.
The simulation results in Table 1 are for the case n = 500. Each entry is based
on 100 simulations. In each realization we recorded ||µˆ − µ||2 and ||µˆI − µ||2,
and each entry is based on the corresponding average. In order to speed the
asymptotics we allowed a ‘warm up’ of 100 observations prior to the n = 500
in the sequential case, we also allowed a ‘warm up’ of 50 in both sides of the
n = 500 observations in the retrospective case.
It may be seen that when the best linear filter is optimal or nearly opti-
mal (when v = 0 or approximately so), our improved method is slightly worse
than the Kalman filter estimator, however as v increases, the advantage of the
improved method may become significant.
It seems that in the case φ = 0.25 the future observations are not very
helpful, and in our simulations there are cases where the simulated risk of µˆ
in the sequential case is even smaller than the corresponding simulated risk of
the retrospective case. This could be an artifact of the simulations, but also a
result of noisy estimation of the coefficients βij of the mildly informative future
observations.
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Table 1
Mean Squred error of the two estimator for an autoregressive process with aperiodic normal
shocks
φ 0.25 0.75
v 0 1 2 3 4 5 0 1 2 3 4 5
Retrospective filter:
µ̂† 0 71 156 226 290 333 0 49 147 235 301 350
µI ‡ 23 66 125 148 160 177 24 91 166 215 253 271
Sequential filter:
µ̂ † 0 47 145 234 309 355 0 83 187 264 325 372
µI ‡ 39 81 129 147 159 158 34 112 184 216 239 253
†Kalman filter, ‡Improved.
Table 2
The retrospective case: Cross-validation estimation of the average squared risk.
p = 0.95 AR(1) AR(2) ARIMA(1,1,0)
Kalman filter - λˆK
i
27.1 19.4 20.4
Improved method - λˆI
i
18.7 18.5 17.4
Naive method - λˆN
i
26.4 26.4 26.4
5. Real Data Example
In this section we demonstrate the performance of our method on real data
taken from the FX (foreign exchange) market in Israel. The data consists of
the daily number of swaps (purchase of of one currency for another with a
given value date, done simultaneously with the selling back of the same amount
with a different value date. This way there is no foreign exchange risk) in the
OTC (over-the-counter) Shekel/Dollar market. We consider only the buys of
magnitude 5 to 20 million dollars. The time period is January 2nd, 2009 to
December 31st, 2013, a total of n = 989 business days. The number of buys in
each day is 24 on the average, with the range of 2–71. In our analysis we used
the first 100 observations as a ‘warm up’, similarly to the way it was done in
our simulations section.
We denote by Xi, i = 1, . . . , n, the number of buys on day i and assume
that Xi ∼ Po (λi) . We transform the data by Yi = 2
√
Xi + 0.25 as in Brown
et al. (2010) and Brown et al. (2013) in order to get an (approximately) normal
variable with variance σ2 = 1.
The assumed model in this section is the following state space system of
equations:
Yi = µi + εi
µi ∼ ARIMA (p, d, q) , i = 1, . . . , n,
where µi = 2
√
λi and εi ∼ N(0, 1) are independent of each other and of
the ARIMA (p, d, q) process. We consider the following three special cases of
ARIMA (p, d, q): AR (1), AR (2), and ARIMA (1, 1, 0) .
Under each model there are induced Kalman filter estimators µ˜K , and µˆK
that correspond to one step prediction and to the update. Similarly, the im-
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proved estimator µˆI is defined. We denote the sequential and retrospective es-
timators similarly with no danger of confusion.
After estimating µi, we transform the result back to get the estimator λˆ
J
i for
λi, λˆ
j
i = 0.25
(
µˆji
)2
, i = 1, . . . , n, J ∈ {‘I’, ‘K’} where, µˆJi is the estimator of
µi by method J. We evaluate the performances of both estimation methods by
the following non-standard cross-validation method as described in Brown et al.
(2013). It is briefly explained in the following.
Let p ∈ (0, 1) , p ≈ 1, and let U1, . . . , Un be independent given X1, . . . , Xn,
where Ui ∼ B
(
Xi, p
)
are Binomial variables. It is known that Ui ∼ Po
(
pλi
)
and
Vi = Xi − Ui ∼ Po
(
(1− p)λi
)
and they are independent given λ1, . . . , λn. We
will use the ‘main’ sub-sample U1, . . . , Un for the construction of both estimators
(Kalman filter and Improvement) while the ‘auxiliary’ sub-sample V1, . . . , Vn is
used for validation. Consider the following loss function,
ρ (J ;U,V) =
1
n
n∑
i=1
( λˆJi
p
− Vi
(1− p)
)2
=
1
np2
n∑
i=1
(
λˆJi − pλi
)2
+
1
n(1− p)2
n∑
i=1
(Vi − (1− p)λi)2
− 2
n
n∑
i=1
( λˆJi
p
− λi
)( Vi
(1− p) − λi
)
=
1
np2
n∑
i=1
(
λˆJi − pλi
)2
+An +Rn (J) , J ∈ {′K ′,′ I ′}.
The term Rn (J) = Op(n
−1/2) and will be ignored. We estimate An by the
method of moments:
Aˆn =
1
n(1− p)2
n∑
i=1
Vi.
We repeat the cross-validation process 500 times and average the computed
values of ρ (J ;U,V)−Aˆn. When p is close to 1, the average obtained is a plausi-
ble approximation of the average squared risk in estimating λi, i = 101, . . . , 989.
By the above method we approximated also the average risk of the naive es-
timator λˆNi = Xi, i = 101, . . . , 989. The approximations for the retrospective
and sequential cases, are displayed in Tables 2 and 4. The estimated ARIMA
coefficient for the various models are given in Table 3.
From Table 2 we can observe that in the retrospective case the improved
method does uniformly better than the naive estimator and the Kalman filter. In
fact, in all except a small deterioration under the ARIMA(1,1,0) with sequential
filtering, the performance of the improved method is quite uniform, showing its
robustness against model miss-specification.
Somewhat surprising is that the Kalman filter under AR(1) with retrospective
estimation does not do better than the naive filter, but do so considerably in
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Table 3
The retrospective case: Parameter estimation
p = 0.95 AR(1) AR(2) ARIMA(1,1,0)
α 12.38 14.218 0.01
φ1 −0.28 −0.341 −0.6
φ2 −0.124
σ2 3.4 3.4 4.7
Table 4
The sequential case: Cross-validation approximation of the average squared risk
p = 0.95 AR(1) AR(2) ARIMA(1,1,0)
Kalman filter - λˆK
i
19.2 19.2 21.2
Improved method - λˆI
i
19.0 19.2 22.6
Naive method - λˆN
i
26.4 26.4 26.4
the sequential case. The reason is that the AR(1) model does not fit the data.
When it is enforced on the data, the Kalman filter gives too much weight to
the surrounding data, and too little to the “model free” naive estimator. This
result show the robustness of our estimator.
In fact, we did a small simulation, where the process was AR(2), with the
parameters as estimated for the data. When an AR(1) was fitted to the data,
the retrospective Kalman filter was strictly inferior to the sequential one.
In the sequential case, Table 4, the improved method does better than the
naive method, but contrary to the non-sequential case, it improves upon the
Kalman filter only in the AR(1) and AR(2) models, while in the ARIMA(1,1,0)
model the Kalman filter does slightly better.
6. Appendix: Proof of Theorem 2.2
Note that by (3), obviously, E||µI −µ||2 < E||µˆ−µ||2+o(n). Thus, in order to
obtain E||µˆI −µ||2 < E||µˆ−µ||2+ o(n) it is enough to show that E||δˆ−δ||2 =
o(n).
First recall:
K(x) =
2(
ex + e−x
)2
K ′(x) = −4 e
x − e−x(
ex + e−x
)3
K ′(x)
K(x)
= −2e
x − e−x
ex + e−x
∈ (−2, 2).
Thus
sup
z
∣∣∣ fˆ ′Z(z)
fˆZ(z)
∣∣∣ < 2σ−1n . (10)
By Assumption 1, if we replace µ˜i by a similar (unobserved) function µ˜
∗
i ,
where Yj , j ∈ Di, |j − i| > nγ is replaced by µj , then maxi |µ˜∗i − µ˜i| =
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Op
(
n−γ
)
maxi |εi| = Op(n−γ/2), for any γ > 0. Define ν∗i and Z∗i as in (6),
but where µ˜i is replaced by µ˜
∗
i , i = 1, . . . , n. Since |fˆ ′′| ≤ σ−3n , maxi |Zi−Z∗i | is
ignorable for our approximations. In the following all variables are replaced by
their ∗ version, but we drop the ∗ for simplicity.
Let Ln = logn. By Assumption 3 with probability greater than 1− L−4n , all
but n/L4n of the Zis are in (−Ln, Ln), hence, their density is mostly not too
small: ∫
1
(
fZ(z) < L
−3
n
)
fZ(z)dz < L
−2
n . (11)
Let
ϕ¯(z) = ϕ ∗Kσn =
∫
K
(z − e
σn
)
ϕ(e)de
f¯Z = fZ ∗Kσn =
1
n
n∑
j=1
ϕ¯(z − νj)
Then
fˆZ(z)− f¯Z(z) = 1
σnn
n∑
j=1
K
(z − Zj
σn
)
− 1
n
n∑
j=1
ϕ¯(z − νj)
=
1
σnn
n∑
j=1
{
K
(z − νj − εj
σn
)
−
∫
K
(z − νj − e
σn
)
ϕ(e)de
}
.
Since εj and νj are independent, this difference has mean 0. Moreover, since
(ν∗j , εj) and (ν
∗
k , εk) are independent for |j − k| > M , the above expression has
variance of order M(nσn)
−1. The difference ‖f¯Z − fZ‖∞ is of order σ2n.
A similar expansion works for fˆ ′Z , except that the variance now is of order
M(nσ3n)
−1. Regular large deviation argument shows that when fZ(Zi) > L
−3
n
then fˆZ(Zi) < L
−3
n /2 with exponential small probability. By (10) and (11) it
follows that the the approximation fˆ ′Z(Zi)/fˆZ(Zi) = f
′
Z(Zi)/fZ(Zi) + Op(1)
holds not only in the mean but also in the mean square, since the exception
probability are smaller than σ2n.
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