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Abstract
Biological processes are inherently stochastic, and to achieve directionality, consume free
energy. In most cases, the total free energy for a single cycle is fixed. We investigate how this
fixed free energy can be allocated throughout different states to maximize the probability
flux. We adopt a formalism based on the master equation to find exact solutions to the
probability distribution for a specific state at a given time in Laplace space. With this
analytical expression for probability distributions, we can calculate the probability flux for
a 2-state and 3-state systems using two different energy landscapes, forward=labile, and
reverse-labile schemes. We find the optimal allocation of free energy is unevenly distributed
to compensate for slower transitions rates in the cycle.
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Chapter 1
Introduction
Cells operates by a complex and interconnected ensemble of molecular machines that are
tasked with many important roles, such as cargo transport, muscle contractions, and energy
conversion [1]. These microscopic processes are prone to significant changes due to thermal
fluctuations, which gives them an inherent stochastic property. However they must on
average make forward progress to fulfill their roll. To break symmetry and maintain a
biased direction, free energy dissipation is required. Each cycle consumes a fixed amount of
free energy, which is set by the free energy difference between the chemical reactants and
products. This free energy ’budget’ is then allocated across the n kinetic states of the cycle.
These molecular machines are usually remarkably biased to move forward. Kinesin, a
molecular machine that is tasked to transport cargo across the cell proceed preferentially
towards the plus end of the microtubule, with single motors typically taking ∼100 steps
before detaching, with reverse steps towards the negative end of the microtubule occurring
only rarely [2].
To study the directionality of these models, we investigate the effects of dissipation
allocation on the probability flux. Flux reports on the machine output, and is an important
characteristic of directionality.
In this work we find exact expressions for probability distribution and flux based on
a formalism inspired by the master equation [3]. We then investigate how to optimally
allocate free energy across the cycle to maximize the flux for a 2-state and a 3-state model.
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Chapter 2
Model
We consider 2-state and 3-state models, (Fig. 2.1), which are frequently used to describe
molecular processes with 2 or 3 kinetic states (such as kinesin [4], myosin [5], and phosphorylation-
dephosphorylation cycles [6]), where at the end of each cycle, a physically observable process
occurs. For a 3-state kinesin model, as described in [4], the transition from state 1 to 2
occurs when ATP binds to the leading head, in the second transition between states 2 and 3
the leading and trailing heads swap positions and release ADP, and finally in the transition
between states 3 to 1 ATP is hydrolyzed.
1 2
(a) 2-state model
2
1
3
(b) 3-state model
Figure 2.1: Two-state (a) and three-state (b) cycles. Forward transitions (blue, clockwise)
and reverse transitions (red, counterclockwise) occur with respective rate constants k+ij and
k−ij .
In our model, each state transitions to the next state with a forward rate k+ijPi, where
Pi is the probability in state i. Similarly, for each forward transition there will be a reverse
rate k−ijPj describing the reverse transition from state j to state i. A non-zero reverse rate
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constant is a required condition for the principle of microscopic reversibility: there is no
such thing as a truly irreversible process [7].
The ratio between a given forward and reverse rate constant is fixed by the free energy
dissipation ωij
ωij = ln
k+ij
k−ij
. (2.1)
This free energy dissipation is needed to create a bias in the directionality of the process.
Without a bias, the forward and reverse rate equal the bare rate constant k0, making the
system behave essentially as a symmetric random walk.
Each discrete state represents a free energy well in the energy landscape of the cycle.
Figure 2.2 represents a 2-state model with ω12 = E1 − E2 and ω21 = E2 − (E1 − ωtot).
Figure 2.2: Free energy landscape representing one full cycle of a 2-state system. State 1
with the higher free energy (at free energy E1) spends a fixed total free energy in each cycle
to reach the next state 1 (at energy E1−ωtot) in the next cycle, while the middle state (with
energy E2) represents an intermediate state. ω12 and ω21 are the respective dissipations for
each transition, which are constrained to sum to ωtot.
We consider two different schemes for relating free energy and transition rates. A
forward-labile scheme (Case A in [8]) keeps the reverse rate fixed while exponentially
enhancing the forward rate by the free energy:
k+ij = k0ijeωij
k−ij = k0ij .
(2.2)
A reverse-labile scheme (case B in [8]) keeps the forward rates constant while free
energy reduces the reverse rate:
k+ij = k0ij
k−ij = k0ije−ωij .
(2.3)
Forward- and reverse-labile schemes essentially change differ in the dependence of forward
or reverse rate constants on free energy.
3
Chapter 3
Formalism
Our model considers a system that undergoes a cycle of kinetic states to perform a distin-
guishable physical transition. State i can transition to state i+1 by a forward rate constant
of k+i ,and for every forward transition rate, there is a reverse transition with rate k−i , due
to the inherent stochastic properties of bio-molecular processes. Figure 3.1 shows a general
scheme of the model.
1 2 3 4 n
Figure 3.1: n-cycle model. The n different kinetic states of the cycle are shown above. The
system can transition forward from each state i with rate k+i to state i+ 1, and transition
backwards with rate k−i to state i− 1.
The probability dynamics are described by the master equation
∂Pi(t)
∂t
= −(k+i + k−i−1)Pi(t) + k+i−1Pi−1(t) + k−i Pi+1(t) , (3.1)
where Pi(t) is the probability of the system occupying state i at time t. We adopt the
method of Chemla, et al. [3] to find exact solutions of the probability distribution. For an
n-state system, the above equation can be represented in matrix format,
∂
∂t
P(t) =M P(t) , (3.2)
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where the vector P(t) and matrix M are
P(t) =

P1(t)
P2(t)
...
Pn(t)
 (3.3)
M =

−(k+1 + k−n ) k+1 0 · · · k+n
k+1 −(k+2 + k−1 ) k−2 · · · 0
...
...
... . . .
...
k−n 0 0 · · · −(k+n + k−n−1)
 (3.4)
Mij is the transition rate from state j into state i, while the off-diagonal elements corre-
sponds to the transition rates out of each state. By conservation of probability, the sum
of all columns in M is zero. Now armed with the transition rate matrix, we can solve
the partial differential equation using the special properties of the Laplace transform. The
Laplace transform of a derivative of a function returns the function itself:
L
{
∂
∂t
f
}
= s L{f} − f(0)
where, f(0) is the initial real-space value of the function. Applying the same strategy to
solve Eq. 3.2,
L
{
∂
∂t
P(t)
}
= L{M P(t)}
sP˜(s)−P(0) =M P˜(s) .
Solving for P˜(s) gives
P˜(s) = [sI−M]−1P(0). (3.5)
P(0) is the initial condition of the system in t-space. The reverse Laplace transform (Eq. 3.5)
yields the system probability distribution as a function of time. We are mostly interested
in the steady-state solution since most biological processes are in steady state. Instead
of taking the limit as time approaches infinity, we can easily extract the properties of the
steady-state solution in Laplace space by using another property of the Laplace transform,
lim
t→∞ f(t) = lims→0 sf˜(s),
making unnecessary the inverse transform back to t-space. The probability flux can give
insight into the directionality of the system. It is a measure of net forward progress in one
5
cycle. Mathematically this is defined as [9]:
J(t) =
n∑
i=1
Pi(t)(k+i − k−i−1)
n
, (3.6)
where the indices are cyclic (i.e. 1−1 = n, and n+1 = 1). The steady-state probability flux
is calculated by taking the limit of the flux as time approaches infinity (J ss = lim
t→∞ J(t)), or
alternatively using the steady-state probabilities in Eq.3.6.
6
Chapter 4
2-state cycle
4.1 Forward-labile
For a 2-state cycle (Fig. 2.1a) with forward labile scheme, and fixed total free energy ωtot =
ω12 + ω21, the probability flux is
J = k
0
1k
0
2 (eωtot − 1)
k01 (eω12 + 1) + k02 (eω21 + 1)
. (4.1)
A more detailed derivation is shown in Section 7.1. Maximizing J with respect to ω12
gives the optimal allocation of free energy,
ω∗12 =
ωtot
2 +
1
2 ln
k21
k12
+ 2ipin,
where n is any integer. To make the above expression physical, we choose n = 0 so the
imaginary term vanishes. The allocation of free energy that maximizes flux is then
ω∗12 =
ωtot
2 +
1
2 ln
k21
k12
,
ω∗21 =
ωtot
2 +
1
2 ln
k12
k21
(4.2)
Figure 4.1a shows the flux for different k012 and k021, which changes the optimal allocation.
When the bare rates for both transitions are equal, the second term in the RHS of Eq. 4.2
becomes zero, and the flux is maximized by an even allocation among transitions. This is
intuitive, since the flux is limited by the slowest transition, so evenly allocating the free
energy ensures the two transitions are equally fast.
For uneven bare rates, allocating more free energy to the slower transition increases
the transition rate, which results in higher probability flux. This is again consistent with
7
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(a) Forward-labile scheme with ωtot = 5kBT .
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(b) Reverse-labile scheme with ωtot = 5kBT .
Figure 4.1: The probability flux for forward- (a) and reverse-labile (b) schemes with different
combinations of bare rates k0ij . For cycles with equal bare rates (blue curve on both graphs),
maximum flux occurs at ωtot/2 = 5kBT/2. For uneven bare rates (red and green curves),
the maxima shifts accordingly to compensate for the slower rates.
Eq. 4.2. If the fraction inside the ln is greater than one (i.e. k21 > k12), ω21 should be
allocated more free energy to compensate for its slower bare rate, and vice versa.
4.2 Reverse-labile
For a 2-state cycle (Fig. 2.1a), with reverse-labile scheme, and fixed total free energy ωtot =
ω12 + ω21, the probability flux is
J = k12k
0
21
(
eω12+ω21 − 1)
k012e
ω21 (eω12 + 1) + k021eω12 (eω21 + 1)
A more detailed derivation is shown in Section 7.2. Maximizing J with respect to ω12 gives
the optimal allocation of free energy
ω∗12 =
ωtot
2 +
1
2 ln
k012
k021
+ 2ipin
where n is any integer. To ensure the free energies are real we again set n = 0. The optimal
allocation of free energy that maximizes probability flux
ω∗12 =
ωtot
2 +
1
2 ln
k012
k021
,
ω∗21 =
ωtot
2 +
1
2 ln
k021
k012
.
(4.3)
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Figure 4.1b shows the probability flux for different k012 and k021 with the reverse-labile scheme.
Equal bare rates, results in even allocation of free energy across the states, similar to the
forward-labile scheme. However, reverse-labile scheme can only adjust the revers rates, so
for uneven bare rates, it allocates more free energy to decelerate the highest reverse rate.
Reverse-labile scheme’s inability to alter the forward rates results in a lower probability
flux compared to the forward-labile scheme, where the forward rates exponentially increase.
This effect can be seen in Fig. 4.1, where the forward-labile scheme has significantly higher
probability flux than its reverse-labile counter part.
9
Chapter 5
3-state cycle
5.1 Forward-labile
For a 3-state cycle with forward-labile scheme, and fixed total free energy of ωtot = ω12 +
ω23 + ω31 (Fig. 2.1b), the probability flux is (using Eq. 3.6),
J = e
ωtot − 1
1+eω23+eω23+ω31
k012
+ 1+eω31+eω31+ω12
k023
+ 1+eω12+eω12+ω23
k031
. (5.1)
Section. 7.3 shows the detailed derivation.
A general expression for the free energy allocation that maximizes the flux proved to be
difficult to achieve. The system of equations becomes sufficiently complicated that we have
not found an analytic solution for optimal ωij , though in certain limits we can obtain analytic
approximations [10]. Fortunately, numerical methods can easily find optima, though this
thesis sough analytic solutions.
5.1.1 Equal bare rates
For systems with equal bare rates amongst all three states (k012 = k023 = k031 = k0), Eq. 5.1
reduces to
J = k
0(eωtot − 1)
3 + (eω23 + eω31 + eω12) + (eω23+ω31 + eω31+ω12 + eω12+ω23) .
Setting ∂J/∂ω12 = ∂J/∂ω23 = 0, with a constraint of ωtot = ω12 + ω23 + ω31, the flux-
maximizing ωij are
ω∗12 = ω∗23 = ω∗31 =
ωtot
3 , (5.2)
where ω∗ij is the optimal allocation of free energy for transition rate between state i and j.
This indicates that the total free energy should be allocated evenly to achieve maximum
probability flux. The logic is the same as in the 2-state cycle: Allocating free energy to
10
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(b) High total free energy with ωtot = 20
Figure 5.1: The probability flux for a 3-state cycle where all three bare rates k0 are 1. The
colour indicates the probability flux. Each corner represents the flux if all the free energy
were allocated to a specific state. For higher ωtot, the forward rates are higher, resulting in
greater flux.
increase an already fast transition will have little effect on flux, since the slowest transition
rate is the limiting factor for the probability flux of the whole cycle. Ensuring all tran-
sitions are equally fast removes this limiting factor, making the probability flux directly
proportional to the transition rates.
Fig. 5.1a is a ternary plot, graphically depicting the ratios of the three variables as
positions in an equilateral triangle. The maximum flux occurs at the centre of the triangle,
with the flux decreasing symmetrically away from the optimal allocation, as expected.
Forward-labile forward rates depend exponentially on their free energy allocation (Eq. 2.2),
a greater total free energy produces more flux.
5.1.2 High total free energy
Since the forward rates depend exponentially on the free energy, at very high total free
energy, they become significantly larger than the reverse rates, making the reverse rates
negligible, k−ij ≈ 0. This simplifies the transition rate matrix (Eq. 3.4), giving a probability
flux
J = k12k23k31e
ωtot
k23k31eω23+ω31 + k12k23eω12+ω23 + k12k31eω12+ω31
.
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This also leads to a simple expression for optimal allocation of free energy by the same
strategy as in Section 5.1.1:
ω∗12 =
1
3ωtot +
1
3 ln
k023k
0
31
(k012)2
,
ω∗23 =
1
3ωtot +
1
3 ln
k031k
0
12
(k023)2
,
ω∗31 =
1
3ωtot +
1
3 ln
k012k
0
23
(k031)2
.
(5.3)
The slowest transition rate is the limiting factor for the flux. For cycles with different bare
rates, the second RHS term of Eq. 5.3 compensates for the transition with the slower bare
rate by allocating it more free energy. When all three bare rates are equal, the second term
goes to zero, producing a similar result to Eq. 5.2.
Fig. 5.2a depicts the flux in the limit of high total free energy, with uneven bare rates.
The transition rates associated with state 1 have higher bare rates, resulting in faster
transitions from state 1. To compensate for this effect, the other forward transitions are
allocated more free energy, shifting the location of the maximum flux in Fig. 5.2a off center.
5.1.3 Low total free energy
For a system with low free energy, eωtot ≈ 1. Substituting this in Eq. 5.1 produces a simpler
expression for optimal allocation of free energy
ω∗12 =
1
2 ln
k031
k12
,
ω∗23 =
1
2 ln
k012
k23
,
ω∗31 =
1
2 ln
k023
k31
.
(5.4)
Fig. 5.2b depicts the flux in the limit of low total free energy for a cycle with uneven
bare rates. The flux-maximizing allocation is shifted off centre to compensate for the slower
transition rates.
Since the cycle has a very small free energy budget to gain bias in a particular direc-
tion, the maximum flux is significantly lower than the other cases discussed in Section 5.1.
However, the flux changes by an order of magnitude from its lowest point to its highest
point, which shows that even for a system with very low dissipation, optimally allocating
free energy can have significant effects.
12
0 100 200 300 400 500
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(a) High total free energy with ωtot = 20
0.0025 0.0050 0.0075 0.0100 0.0125 0.0150 0.0175
Probability ux
(b) Low total free energy with ωtot = 0.1
Figure 5.2: The probability flux for a 3-state cycle with unequal bare rates, where k12 = 10,
and k23 = k31 = 1. The uneven bare rates lead to an uneven allocation of free energy and
shift the position of the maximum flux off centre. For Fig. 5.2b, a fixed range of free energies
ωij ∈ (−3, 3) were explored, resulting in the white forbidden areas where the constraint on
the sum of the three energies cannot be satisfied. This is not a physical phenomenon, but
simply a limitation of our analysis.
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5.2 Reverse-labile
For a three-state cycle with reverse-labile scheme and a fixed total free energy ωtot =
ω12 + ω23 + ω31. The probability flux at steady state is
J = e
ωtot − 1
eω12+eω12+ω23+eωtot
k12
+ eω23+eω23+ω31+eωtotk23 +
eω31+eω31+ω12+eωtot
k31
.
(5.5)
A detailed derivation is shown in Section 7.4. We explore the same three limits as discussed
in Section 5.1.
5.2.1 Equal bare rates
Equal bare rates again produce an even allocation of free energy by symmetry arguments.
Setting k012 = k023 = k031 = k0 simplifies Eq. 5.5 to
J = k
0 (eωtot − 1)
eω12 + eω23 + eω12+ω23 + eω31 + eω12+ω31 + eω23+ω31 + 3eωtot .
Varying the allocation to maximize this gives the familiar result of
ω∗12 = ω∗23 = ω∗31 =
ωtot
3 . (5.6)
Figure 5.3 shows ternary plots for cycles with equal bare rates with the reverse-labile scheme,
with the maximum flux occurring at the center as expected. Increasing ωtot for a reverse-
labile scheme has diminishing effect on the probability flux. The forward rates are fixed
while the reverse rates decay exponentially with increasing free energy allocation (Eq. 2.3),
making them have an insignificant contribution to the probability flux. This causes the
probability flux to remain relatively unchained as the total free energy is increased. We can
see this effect in Fig. 5.3 where the range of the flux is comparable between low total free
energy case in Fig. 5.3a, and high total free energy case in Fig. 5.3b.
5.2.2 High total free energy
In the high total free energy limit, the reverse bare rates are effectively zero since k−ij =
k0ije
−ωij . Following through with this approximation, the The optimal allocation of free
energy becomes
ω∗12 =
1
3ωtot +
1
3 ln
k012k
0
31
(k023)2
,
ω∗23 =
1
3ωtot +
1
3 ln
k023k
0
12
(k031)2
,
ω∗31 =
1
3ωtot +
1
3 ln
k031k
0
23
(k012)2
.
(5.7)
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Figure 5.3: The probability flux for a 3-state cycle where all three bare rates are 1. (a) and
(b) show the small free energy limit and large free energy limit, respectively. The range of
flux is significantly smaller than the forward-labile case, because the forward rates remain
fixed instead of increasing exponentially with increasing free energy.
The second RHS term compensates for the difference in the bare rates of each state, by
allocating more free energies to states with higher bare rates and decelerating the reverse
transition from that state. Figure 5.4a depicts the probability flux of such system. The
location of the maximum flux is shifted off-center, as predicted by Eq. 5.7.
5.2.3 Low total free energy
For a system with low total free energy, eωtot ≈ 0. Substituting this into Eq. 5.5 provides
an expression for optimal allocation of free energy
ω∗12 =
1
2 ln
k012
k23
,
ω∗23 =
1
2 ln
k023
k31
,
ω∗31 =
1
2 ln
k031
k12
.
(5.8)
Figure 5.4b depicts the flux of such system with uneven bare rates. Since the system has
very low total free energy budget, the flux of the cycle is very small. However, even for
systems with almost no free energy budget, the optimal free energy allocation can still have
15
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Probability ux
(a) High total free energy with ωtot = 20
0.0025 0.0050 0.0075 0.0100 0.0125 0.0150 0.0175
Probability ux
(b) Low total free energy with ωtot = 5
Figure 5.4: The probability flux for a 3-state cycle with unequal bare rates, where k12 = 10,
and k23 = k31 = 1. The uneven bare rates lead to an uneven allocation of free energy and
shift the position of the maximum flux off center. For Fig. 5.2b, a fixed range of free energies
ωij ∈ (−3, 3) were explored, resulting in the white forbidden areas where the constraint on
the sum of the three energies cannot be satisfied. This is not a physical phenomenon, but
simply a limitation of our analysis.
relatively significant effects, raising the flux by an order of magnitude in 5.4b from its lowest
point to the highest.
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Chapter 6
Conclusion
Molecular machines require free energy dissipation to break symmetry and maintain a biased
direction. We developed a theoretical framework inspired by the work of Chemla [3] to
investigate how molecular machines maximize flux by allocating free energy across its states.
We use master equation, Eq. 3.2, to describe the time evolution of the system that can
exist in a given state with a corresponding probability and the switching between states
is determined by a transition rate matrix Eq. 3.4. These equations are a system of n
differential equations which we solve using Laplace transform, and use the results to find
an expression for probability flux, Eq.3.6.
Forward and reverse transition rates are affected by the free energy allocated to it.
We explored two different schemes that describe this relationships: forward-labile scheme
(Eq. 2.2), with forward rates exponentially increasing with free energy and fixed reverse
rates, and reverse-labile (2.3), with fixed forward rates and exponentially decreasing reveres
rates with free energy.
We find flux is maximized by an uneven allocation of free energy budget across the cycle,
compensating for differences in the bare rates constants corresponding to each state. In a
forward-labile scheme, transition with smaller bare rates are allocated more free energy,
speeding up the forward transition. While in a reveres-labile scheme transition rates with
higher bare rates are allocated more free energy, decreasing the reverse transition rates. For
systems with equal bare transition rates, even allocation of free energy become optimal.
An exact analytical expression for the flux-maximizing allocation of free energy for a
2-state cycles is given in Eq. 4.2 for forward-labile schemes and Eq. 4.3 for reveres-labile
schemes.
Finding a similar expression in 3-state was not an easy task. Maximizing flux with
respect to the free energies of each state lead to a system of 2 exponential equations that
was too complicated to solve exactly. To obtain meaningful results, we have to take certain
approximations: low and high total free energy case, and the case with equal bare rates for
all states.
17
The results were similar to the 2-state cycles. Transition rates with lower bare rate are
allocated more free energy in forward-labile scheme, while transition rates with higher bare
rates are allocated more energy in reverse-labile scheme.
The formalism established in Section 3 can be generalized to an n-state cycle, giving an
expression for flux and steady-state probability distribution. However finding an optimal
allocation of free energies to maximize the flux for an n-state cycle is a daunting task. It
requires an analytic solution to a system of n exponential equation, which is not always
guaranteed. However numerical methods can easily fill the void left by analytical approach,
and should be the first approach when faced with a new system.
18
Chapter 7
Appendix
7.1 2-state forward-labile
For a 2-state cycle (Fig. 2.1a), with fixed total free energy ωtot = ω12 + ω21 and a forward-
labile scheme 2.2, the transition rate matrix using Eq. 3.4 is
MFL =
[
−(k012eω12 + k021) k021eω21 + k012
k012e
ω12 + k021 −(k021eω21 + k012)
]
.
To find the steady-state probability flux, we need the steady-state probability distribu-
tion. Equation 3.5 gives the probability distribution in Laplace space. Using lim
t→∞ f(t) =
lim
s→0 sf˜(s), the steady-state probability distribution is
P ss1 =
k021e
ω21 + k012
k012 (eω12 + 1) + k021 (eω21 + 1)
P ss2 =
k012e
ω12 + k021
k012 (eω12 + 1) + k021 (eω21 + 1)
.
where P ss1 and P ss1 are the steady-state probabilities, which can be used to calculate the
probability flux
J = k
0
1k
0
2 (eωtot − 1)
k01 (eω12 + 1) + k02 (eω21 + 1)
. (7.1)
7.2 2-state reverse-labile
For a 2-state cycle (Fig. 2.1a), with fixed total free energy ωtot = ω12+ω21 and reverse-labile
scheme 2.3, the transition rate matrix using Eq. 3.4 is
MFL =
[
−(k021e−ω21 + k012) k012e−ω12 + k021
k021e
−ω21 + k012 −(k012e−ω12 + k021)
]
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The steady-state probability distribution is
P ss1 =
eω21
(
k021e
ω12 + k012
)
k012e
ω21 (eω12 + 1) + k021eω12 (eω21 + 1)
P ss2
eω12
(
k012e
ω21 + k021
)
k012e
ω21 (eω12 + 1) + k021eω12 (eω21 + 1)
.
where P ss1 and P ss1 are the steady-state probabilities, which can be used to calculate the
probability flux
J = k12k
0
21
(
eω12+ω21 − 1)
k012e
ω21 (eω12 + 1) + k021eω12 (eω21 + 1)
(7.2)
7.3 3-state forward-labile
For a 3-state system with forward-labile energy scheme and a constant total free energy of
ωtot = ω12 + ω21 + ω31, the transition rates are as described in Eq. 2.2. The transition rate
matrix becomes
MFL =

−(k12eω12 + k031) k012 k031eω31
k012e
ω12 −(k012 + k023eω23) k023
k031 k
0
23e
ω23 −(k023 + k031eω31)
 .
Following Eq. 3.5, we can solve for the probability of the system existing at any given state
in Laplace space. Extracting the steady-state behaviour in Laplace space can be easily
achieved by using lim
t→∞P (t) = lims→0 s P˜ (s). The steady-state probabilities are
P ss1 =
eω31(k031eω23(k023eω12 + k012) + k012k023)
D
,
P ss2 =
eω12(k012eω31(k031eω23 + k023) + k023k031)
D
,
P ss3 =
eω23(k023k031eω12 + k012(k023eω12+ω31 + k031))
D
,
where D is defined as
D =k023k031eω12(eω23(eω31 + 1) + 1) + k012(k023eω31(eω12(eω23 + 1) + 1)+
k031e
ω23(eω31(eω12 + 1) + 1))
The shared denominator in all three equations stems from inverting the [sI −M] term in
Eq. 3.5, resulting in a division by the determinate in all three probability equations. The
forward probability flux is given by Eq. 3.6. Using the steady-state flux calculated above
produces
J = e
ωtot − 1
(1+eω23+eω23+ω31 )
k012
+ (1+e
ω31+eω31+ω12 )
k023
+ (1+e
ω12+eω12+ω23 )
k031
,
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7.4 3-state reverse-labile
For a 3-state system with reverse-labile energy scheme and a constant total free energy of
ωtot = ω12 + ω21 + ω31, the transition rates are as described in Eq. 2.3. Following similar
steps as in Section 7.3, we find the transition rate matrix,
MRL =

−(k012 + k031e−ω31) k012e−ω12 k031
k012 −(k012e−ω12 + k023) k023e−ω23
k031e
−ω31 k023 −(k023e−ω23 + k031)
 .
Following Eq. 3.5, the steady state probabilities have the form of
P ss1 =
eω31(k031eω23(k023eω12 + k012) + k012k023)
D
,
P ss2 =
eω12(k012eω31(k031eω23 + k023) + k023k031)
D
,
P ss3 =
eω23(k023k031eω12 + k012(k023eω12+ω31 + k031))
D
,
where the denominator D is defined as
D =k023k031eω12(eω23(eω31 + 1) + 1) + k012(k023eω31(eω12(eω23 + 1) + 1)+
k031e
ω23(eω31(eω12 + 1) + 1))
The steady state forward probability flux again can be calculated using Eq. 3.6 as
J = e
ωtot − 1
eω12+eω12+ω23+eωtot
k012
+ eω23+eω23+ω31+eωtot
k023
+ eω31+eω31+ω12+eωtot
k031
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