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Abstract
Despite its popularity, relatively little is known about the traf-
fic characteristics of the Skype VoIP system and how they
differ from other P2P systems. We describe an experimen-
tal study of Skype VoIP traffic conducted over a one month
period, where over 30 million datapoints were collected re-
garding the population of online clients, the number of su-
pernodes, and their traffic characteristics. The results indi-
cate that although the structure of the Skype system appears
to be similar to other P2P systems, particularly KaZaA, there
are several significant differences in traffic. The number of
active clients shows diurnal and work-week behavior, corre-
lating with normal working hours regardless of geography.
The population of supernodes in the system tends to be rela-
tively stable; thus node churn, a significant concern in other
systems, seems less problematic in Skype. The typical band-
width load on a supernode is relatively low, even if the su-
pernode is relaying VoIP traffic.
The paper aims to aid further understanding of a signifi-
cant, successful P2P VoIP system, as well as provide exper-
imental data that may be useful for design and modeling of
such systems. These results also imply that the nature of a
VoIP P2P system like Skype differs fundamentally from ear-
lier P2P systems that are oriented toward file-sharing, and
music and video download applications, and deserves more
attention from the research community.
1 Introduction
Email was the original killer application for the Inter-
net. Today, voice over IP (VoIP) and instant messag-
ing (IM) are fast supplementing email in both enterprise
and home networks. Skype is an application that pro-
vides these VoIP/IM services in an easy-to-use pack-
age that works behind NAT/firewalls; it has attracted a
user-base of 50 million users, and is considered valu-
able enough that eBay Inc. recently acquired it for
more than $2.6 billion. In this paper, we conduct a
measurement study of the Skype P2P VoIP network.
While measurement studies of both P2P file-sharing net-
works [24, 25, 2, 12, 19] and “traditional” VoIP sys-
tems [13, 16, 3] have been performed in the past, little
is known about VoIP systems that are built using a P2P
architecture.
One of our key goals in this paper is to understand
how P2P VoIP traffic in Skype differs from traffic in
P2P file-sharing networks and from traffic in traditional
voice-communication networks. Do Skype users leave
their client on for days, or start it just to make a call and
close it soon afterwards, like file-sharing users [12]? We
find that unlike file-sharing users, Skype users regularly
run the client during normal working hours and close it
in the evening, leading to different network dynamics.
Does the fact that Skype calls are free encourage users
to talk for longer than they do on telephones where calls
are charged by the minute? We find evidence to the af-
firmative. Does Skype really need the resources of mil-
lions of peers to provide a global VoIP service, or can
a global VoIP service be supported by dedicated infras-
tructure? We find that the median network utilization in
Skype peers is very low, but that peak usage can be high.
Overall, our work makes three contributions. First,
in §2, we shed light on some design choices in the pro-
prietary Skype network and how they affect robustness
and scalability. Second we analyze node dynamics and
churn in Skype’s peer-to-peer overlay, and the network
workload generated by Skype users in §3 and §4 respec-
tively. Third, we provide data on user-behavior that can
be used for design and modeling of peer-to-peer VoIP
networks. Altogether, we find evidence that Skype is
fundamentally different from the peer-to-peer networks
studied in the past.
2 Skype Overview
Skype offers three services: VoIP allows two Skype
users to establish two-way audio streams with each other
and supports conferences of up-to 4 users, IM allows
two or more Skype users to exchange small text mes-
sages in real-time, and file-transfer allows a Skype user
to send a file to another Skype user (if the recipient
agrees)1 . Skype also offers paid services that allow
1This is different from file-sharing in Gnutella, KaZaA and Bit-
Torrent, where users request files that have been previously pub-
lished.
Skype users to initiate and receive calls via regular tele-
phone numbers through VoIP-PSTN gateways.
Despite its popularity, little is known about Skype’s
encrypted protocols and proprietary network. In [10],
Garfinkel concludes that Skype is related to KaZaA;
both the companies were founded by the same individu-
als, there is an overlap of technical staff, and that much
of the technology in Skype was originally developed for
KaZaA. Network packet level analysis of KaZaA [15]
and of Skype [1] support this claim by uncovering strik-
ing similarities in their connection setup, and their use of
a “supernode”-based hierarchical peer-to-peer network.
Supernode-based peer-to-peer networks organize par-
ticipants into two layers – supernodes, and ordinary
nodes. Such networks have been the subject of recent re-
search in [28, 27, 5, 4]. Typically, supernodes maintain
an overlay network among themselves, while ordinary
nodes pick one (or a small number of) supernodes to as-
sociate with; supernodes also function as ordinary nodes
and are elected from amongst them based on some cri-
teria. Ordinary nodes issue queries through the supern-
ode(s) they are associated with.
We observed that in Skype, ordinary nodes send con-
trol traffic including availability information, instant
messages, and requests for VoIP and file-transfer ses-
sions over the supernode peer-to-peer network. If the
VoIP/file-transfer request is accepted, the Skype clients
establish a direct connection between each other. To de-
termine this, we ran two Skype clients on separate hosts,
and observed the destination and source IP addresses
for packets sent and received in response to various
application-level tasks. We repeated the experiment for
a single client behind a NAT2, and both clients behind
different NATs. We observed that if one client is be-
hind a NAT, Skype uses connection reversal whereby the
NAT’ed node initiates the TCP/UDP media session re-
gardless of which end requested the VoIP or file-transfer
session. If both clients are behind NATs, Skype uses
STUN-like NAT traversal [23, 9] to establish the direct
connection. In the event that NAT traversal fails, Skype
falls back to a TURN-like [22] approach where the me-
dia session is relayed by a publicly reachable supernode.
Consequently, Skype supernodes are chosen from
nodes that have plenty of spare bandwidth, and are pub-
licly reachable. In an experiment we conducted, we ran
several Skype nodes in various environments and waited
two weeks for them to become supernodes. A Skype
node behind a saturated network uplink, and one be-
hind a NAT did not become supernodes, while a fresh
2We overload NAT to mean NATs and firewalls
install on a public host with a 10 mbps connection to the
Internet joined the supernode network within minutes.
We did not test additional criteria such as a history of
long session times, or low processing load as suggested
in [27]. As we show later, the population of supern-
odes selected by Skype, apparently based on reachabil-
ity and spare bandwidth, tends to be relatively stable.
Skype, therefore, represents an interesting point in the
P2P design-space where heterogeneity is leveraged to
control churn, not just cope with it.
3 Methodology
In order to understand the Skype network, we performed
three experiments in parallel. In the first experiment,
we observed the network activity of a Skype supernode
for 40 days. We used ethereal [7] to capture the 3GB
of data sent and received by the supernode during this
time, including relayed VoIP and file-transfer sessions.
In the second experiment, we discovered IP addresses
and port numbers of supernodes. We wrote a script that
parses the Skype client’s supernode-cache and adds the
addresses in the cache to a list. Our script then re-
places the cache with a single supernode address from
the list such that the client is forced to pick that supern-
ode the next time the client is run. The script starts the
client and waits for it to download a fresh set of supern-
ode addresses from the supernode to which it connects.
The script then kills the client causing it to flush its
supernode-cache. The cache is processed again and the
entire process repeated; the result is a crawl of the su-
pernode network which discovers supernode addresses.
Our on-going experiment has discovered 250K supern-
ode addresses, and has crawled 150K of them. As a
side-effect, the script also records the number of online
Skype users each time the client is run, as reported by
the Skype client.
In the third experiment, we gathered “snapshots” of
which supernodes were online at a given time. We wrote
a tool that sends application-level pings to supernodes;
the tool replays the first packet sent by a Skype client
to a supernode in its cache, and waits for an expected
response. For each snapshot, we perform parallel pings
to a fixed set of 6000 nodes randomly selected from the
set of supernodes discovered in the second experiment.
Each snapshot takes 4 minutes to execute. These snap-
shots are taken at 30 minute intervals for one month.
4 Characterizing Skype’s Network
Churn in P2P networks, the continuous process of nodes
joining and leaving the system, increases routing latency
as some overlay traffic is routed through failed nodes,
while some new nodes are not taken advantage of. Many
peer-to-peer networks handle churn by dynamically re-
structuring the network through periodic or reactive
maintenance traffic. Churn has been studied extensively
in peer-to-peer file-sharing networks [24, 25, 2, 12, 6];
the consensus is that churn can be high, average node
session times3 can be as low as a few minutes, and
that frequent updates are needed to maintain consis-
tency [21]. In this section, we measure churn in Skype’s
supernode P2P network. We find that there is very lit-
tle churn in the supernode network, and that supernodes
demonstrate diurnal behavior causing median session
times of several hours. Further, we find that session
lengths are heavy-tailed and are not Poisson distributed.
Figure 1(a) shows that the number of Skype supern-
odes is more stable than the number of online Skype
users. The figure is split into two parts for clarity;
the plot on the left tracks daily variations in client and
supernode populations from Sep. 18 to Oct. 4, while
the plot on the right zooms-in on hourly variations on
Sep. 22. As mentioned in Section 3, the number of
online users is reported by the official Skype client,
while online supernodes are determined through peri-
odic application-level pings. There are large diurnal
variations with peak usage during normal working hours
and significantly reduced usage (40–50%) at night. In
addition, there are weekly variations with 20% fewer
users online on weekends than on weekdays. The
maximum number of users online was 3.9 million on
Wednesday, Sep. 28 around 11am EST. In comparison,
of the 6000 randomly-selected supernodes pinged, only
2078 responded to pings at least once during our trace,
and between 30–40% of them are online at any given
time. While client population varies by over 40% on
any given day, supernode population is more stable and
varies by under 25%.
Figure 1(b) confirms that Skype usage peaks dur-
ing normal working hours. The graph plots the geo-
graphic distribution of active supernodes. Europe ac-
counts for 45–60% of supernodes, with its contribution
peaking around 11am UTC (mid-day over most of Eu-
rope). North America contributes 15–25% of supern-
odes, with a peak contribution around noon CST. Sim-
ilarly, Asia contributes 20–25% and peaks around its
mid-day. Combined with the lower weekend-usage from
the previous graph, there is evidence to conclude that
Skype usage, at least for those nodes that become su-
3Time between when a node joins the network, and then subse-
quently leaves.
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
Sun 10/2Sun 9/25Sun 9/18
Fr
ac
tio
n 
O
nl
in
e
Date (noon UTC)
All Nodes
Supernodes
24h18h12h6h0h
UTC Thu 9/22
(a)
0%
20%
40%
60%
80%
100%
Sun 10/2Sun 9/25Sun 9/18
D
is
tri
bu
tio
n 
of
 S
up
er
no
de
s
Date (noon UTC)
Europe
North America
Asia
Others
24h18h12h6h0h
UTC Thu 9/22
(b)
Figure 1: (a) Percentage of all nodes, and supernodes active
at any time. (b) Geographic distribution of supernodes as ob-
served over the duration of our trace.
pernodes, is correlated with normal working hours. This
is different from P2P file-sharing networks where users
download files in batches that are processed over days,
sometimes weeks [12].
Session times reflect this correlation with normal
working hours. As has been observed widely for inter-
active applications like telnet, web, and email [18, 8],
node arrivals in Skype are concentrated towards the
morning, while departures are concentrated towards the
evening (Figure 2). Figure 2 plots the fraction of su-
pernodes joining and leaving the network in consecu-
tive snapshots taken at 30 minute intervals. The me-
dian supernode session time from the same experiment
is 5.5 hours, as shown in Figure 3. The median is
higher than reported in previous studies of file-sharing
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Figure 2: Fraction of supernodes joining or departing the
network over the duration of our trace.
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Figure 3: Semi-log plot of the complimentary CDF of su-
pernode session times.
networks [24, 25, 2, 12, 6]; however, these studies mea-
sure session times for all nodes and not just the supern-
odes that form the P2P overlay. We find that the ses-
sion time for supernodes has a heavy tail, and our data
can be modeled as Pareto or Weibull with shape param-
eter 0.64. This non-exponential nature of the distribu-
tion suggests that both arrivals and departures in Skype
are not Poisson or uniform. Consequently, results from
past work that model churn as fixed-rate Poisson pro-
cesses [21, 4, 14] may be misleading if directly applied
to Skype. One way to model churn in Skype is to model
node arrival as a Poisson process with varying hourly
rates (higher in the morning), and picking session times
from a Weibull or Pareto distribution, similar to the ap-
proach in [20]. Nevertheless, since there is little churn
in the first place (more than 95% of supernodes persist
from one thirty-minute snapshot to the next), we expect
periodic updates with an update-rate chosen accordingly
to perform well [21]. As an optimization, reactive up-
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Figure 4: Semi-log plot of CDF of bandwidth used by our
supernode.
dates can be used to conserve bandwidth at night, when
there is little churn.
5 VoIP in Skype
Skype uses spare network and computing resources of
hundreds of thousands of supernodes, and little addi-
tional infrastructure to handle calls, as compared to tra-
ditional telephone companies and wireless carriers who
rely on expensive, dedicated, circuit-switched infras-
tructure. In this section, we analyze the role this peer-to-
peer network plays in the context of VoIP. We find that
Skype supernodes incur a small network cost for partici-
pating in the Skype network. In addition, Skype’s use of
peer-to-peer represents a convenient looking-glass into
a global VoIP/IM network. In that regard, we observe
that Skype calls last longer than calls in traditional tele-
phone networks, and that files transferred are smaller
than in file-sharing networks.
Figure 4 shows that our Skype supernode uses very
little bandwidth most of the time. Bandwidth used
by our supernode is plotted for 30 second intervals.
Fifty-percent of the time, our supernode consumes less
than 205 bps4. We separate out low-bandwidth con-
trol and IM traffic, and high-bandwidth, relayed VoIP
and file-transfer traffic; due to Skype’s use of encryp-
tion, however, we resort to statistical approaches for
this, which may misclassify small file-transfers as con-
trol traffic. The supernode is engaged in relaying con-
nections 9.6% of the time. This value is smaller than we
expected; it is explained by Skype’s use of NAT traver-
sal [26] that successfully establishes direct VoIP/file-
transfer sessions through many NATs. For relayed data,
the supernode uses 60 kbps in the median. We observe
4bits per second
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Figure 5: (a) Semi-log plot of CCDF of inter-arrival time of relayed VoIP and file-transfer sessions. (b) Semi-log plot of CDF
of Skype VoIP conversation durations. (c) Semi-log plot of CDF of file-transfer sizes.
that Skype does not use silence suppression and sources
33 packets per second for all VoIP connections regard-
less of speech characteristics. In [25], Sen et al. find
that half the users of a P2P file-sharing network have up-
stream bandwidth greater than 56 kbps; Skype can take
advantage of such nodes, when publicly reachable, to
act as supernodes. In addition to the network bandwidth,
our supernode consumed negligible additional process-
ing power, memory and storage as compared to an ordi-
nary node.
Figure 5 offers some insights into Skype user behav-
ior. These results are preliminary: first, encryption pre-
vents us from looking into all control traffic, and we
therefore are limited to analyzing user behavior only
for relayed VoIP/file-transfer sessions and not IM or di-
rect sessions. This potentially introduces an unavoid-
able bias in our user population. Second, this causes us
to miss an estimated 85% of the data (based on [11]),
resulting in only 300 data points for 30 days5. Not
withstanding, we believe that even these preliminary
results show interesting trends and, to the best of our
knowledge, represent the first publicly available mea-
surements of call parameters in a VoIP network.
Figure 5(a) suggests that inter-arrival time of relayed
VoIP sessions and file-transfer sessions are not Poisson.
VoIP connection arrivals in our sample show the charac-
teristics of power-law behavior. File-transfers are initi-
ated less frequently; note, however, that file-transfer in
this context refers to a user sending a file to another user
(much like email attachments), and are different from
file-sharing. Figure 5(b) shows that the median Skype
call lasted 2m 26s, while the average was 19m 11s. The
longest relayed call lasted for 3h 26m. The average call
5at the time of submission. The final version of this paper will
have about 1500 data points from an on-going 5-month trace
duration is much higher than the 3-minute average for
traditional telephone calls [17]. One reason for this dif-
ference may be that Skype-to-Skype VoIP is free, while
phone calls are charged. The median file-transfer size
is 500 kB (Figure 5(c)). The size is similar to docu-
ments, presentations and photos, and is much smaller
than audio files in file-sharing networks [24]. Alto-
gether, we find that Skype users behave differently from
file-sharing users as well as traditional telephone users.
6 Future Work
We have only scratched the surface of understanding
how peer-to-peer supports VoIP. More generally, inter-
active applications such as peer-to-peer web-caching,
VoIP, instant messaging, games etc. may demonstrate
different characteristics than P2P file-sharing networks
and we are interested in understanding these differences.
Measuring existing interactive networks including in-
stant messaging networks (AIM, MSN, Yahoo!) and
massively multiplayer game networks (World of War-
craft, Ultima Online) can reveal different user behavior.
In addition, it would be useful to compare user experi-
ence, call setup latency and call quality in Skype and
other infrastructure-based telephony services including
traditional telephone and cellular networks, and VoIP
networks that use SIP and H.323 for signaling. Com-
bined, these would give insights about how peer-to-peer
networks for such applications should be built and pro-
visioned.
7 Conclusions
This paper presents the first measurement study of the
Skype VoIP system. Skype differs significantly from
other peer-to-peer file-sharing networks in several re-
spects. Active clients show diurnal and work-week
behavior analogous to web-browsing rather than file-
sharing. Stability of the supernode population tends
to mitigate churn in the network. Skype calls are sig-
nificatly longer than calls in traditional telephone net-
works, while files transferred over Skype are signif-
icantly smaller than those over file-sharing networks.
Supernodes typically use little bandwidth even though
they relay VoIP and file-transfer traffic in certain cases.
Overall, we present measurement data useful for design-
ing and modeling a peer-to-peer VoIP system. Even
though this data is limited due to the proprietary nature
of Skype, we believe that this study forms a basis for
understanding and discussing the differences between
peer-to-peer file-sharing and peer-to-peer VoIP systems.
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