In this preliminary report on low-energy (0.3 to 3 eV) secondary electrons in the auroral E layer (90 to 150 km), we compare intensities of plasma lines observed with the Chatanika radar to theoretical predictions obtained from a detailed numerical model. The model calculations are initiated with a flux of energetic auroral primary electrons which enter the atmosphere and lose energy to electrons, ions, and neutrals through a combination of elastic and inelastic collisions. This flux is chosen in order that the total calculated ionization rate matches one that is deduced from the radar measurements. From these same calculations the steady state secondary electron flux is deduced as a function of altitude, energy, and pitch angle. This flux is used to calculate plasma line intensities which are then compared with observed intensities. Initial comparisons suggest that the plasma line theory, when applied to low altitudes, must include the effect of electron-neutral collisions. When this is done, the good agreement obtained between theory and experiment indicates the promise of this approach for the study of low-energy auroral electrons.
. Finally, the large electron-neutral collision frequencies at low altitudes suggest that they must also be included in the basic calculation of plasma line intensities.
Detailed calculations and comparisons have proved very useful in studying plasma lines excited by photoelectrons. They have helped to define and resolve problems involving self-consistent calculations of electron temperatures [Carlson et al., 1977] , anisotropy in upshifted and downshifted plasma line intensities , and the existence of large electron fluxes in the F region near the intersection of the thermal and photoelectron populations [Kofman and Lejeune, 1980] . This paper presents a first attempt to compare auroral E region observations to theoretical predictions. In the course of this paper we introduce the methodology for studying these questions. In the following section we present and describe the plasma line temperatures and the total ionization rates that have been derived from the radar measurements. We also discuss the accuracy of the effective recombination rate that must be used to determine the ionization rate. In section 3 we present the results of detailed model calculations of the plasma line temperatures. The calculations include determination of the secondary electron fluxes and the excitation and damping terms for the plasma lines. An important aspect of the plasma line portion of these calculations is the inclusion of a new term to describe the effects of electron-neutral collisions. We compare data and model calculations in section 4 and give our conclusions in section 5.
DATA DERIVED FROM THE RADAR MEASUREMENTS
Besides providing the plasma wave temperatures, the radar measurements also provide other data such as electron densities and exospheric temperatures that are used in our theoretical calculations. We are also able to deduce the total ion production rate which provides the normalization for the energetic auroral electron degradation calculation.
For the comparisons in this paper we have used data from two days: January 20, 1976, and March 19, 1978. Particular attention is paid to the March 19 data that have already been described, along with the radar and experimental procedures, by Kofman and Wickwar [1980] . On that date the auroral E layer was relatively stable and had a peak near 100 km. The data from January 20, 1976, which were obtained during the first Chatanika plasma line experiment [Wickwar, 1978] The cxosphcric temperature is also needed for the neutral atmosphere model used in the detailed calculation. It has been calculated from ion temperatures near 300 km measured by the radar during periods without significant joule heating. In other experiments that had joule heating information available, we have found that the time scale for significant joule heating events and for the resultant ion temperature fluctuations was less than half an hour. Therefore we have taken periods during the experiment when the ion temperatures varied smoothly for longer than half an hour to indicate the lack of joule heating. Three to four hours before these plasma line measurements the cxosphcric temperature was 1000øK. By the time these data were taken, it may have risen to 1200øK. This possible range of variation has practically no effect on model neutral densities for our altitudes of prime interest (100 to 120 km) and very little effect even at altitudes at high as 150 km.
The total ion production rate in the E region, qm, can be estimated from the electron density Ne when the effective recombination rate ae•r is known: qm = ørefiNe z cm -3 s-' Figure 2 we compare a•er from (2) to a profile determined experimentally by Baron [ 1974] [Swider and Narcisi, 1977] .
To obtain these curves, we used the smooth electron tem- The final important parameter that can be derived from the radar data is the plasma wave temperature k T•,. While the electron density is determined from the frequency of the plasma line signal, the plasma wave temperature is determined from the intensity of the signal and the range of altitudes from which it comes. The anlaysis procedure was first discussed by Yngvesson and Perkins [1968] and has been discussed in more detail for Chatanika data by Wickwar [1978] and Kofrnan and Wickwar [1980] . For the data from March 19, 1978, the plasma line intensity was measured by two methods: a filter bank and a high-speed correlator. The intensities have been compared and discussed by Kofman and Wickwar [1980] . Within the error bars the two sets of results are in agreement, and no difference exists between upshifted and downshifted plasma lines. Since the uncertainty is less for the filter bank data during this period, we used them to determine the plasma wave temperatures. In addition, the data presented in this paper are a combination of the upshifted and the downshifted data.
The other critical factor in the plasma wave temperature determination is the range extent of the scattering region. We may use either the ion component density profile or the range between the detected plasma lines. In both cases, we find val- In Figure 3b we show the phase energy profile [Yngvesson and Perkins, 1968] determined from the electron densities. It indicates the minimum energy of the secondary electrons that interact with the plasma waves.
The experimental procedure on January 20, 1976, was similar to that used for March 19, 1978, but was less comprehensive, since'no E region temperatures were measured and the filter bank had only three filters [Wickwar, 1978] . The plasma wave temperatures for January 20 are given in Figure 4a , and the phase energy profile in Figure 4b. 
MODEL CALCULATION
In order to find the secondary electron flux required to calculate plasma wave temperatures we used the energetic electron deposition model developed by $trickland et al. [1976] that is based on a finite difference solution of the collisional Boltzmann equation. This model has been shown to be accurate for suprathermal electrons created by either the solar EUV or for auroral electrons [Oran and $trickland, 1978] . The model requires the specification of an incident or local spectrum of primary energetic electrons, an ambient electron density profile, and a neutral atmosphere model. The principal output is the degraded electron flux {p(z,/•, E), where z is the altitude,/• is the pitch angle, and E is the energy. Important by-products of the calculation include the total production rate of ions, the production rates of excited and ionized species, and the heat loss to the thermal electrons. The electron temperatures used in (6) are those obtained from a steady state calculation that uses the same neutral atmosphere model and electron density data as in the electron deposition calculation. The heat source term is equal to the term for energy loss by secondary electrons to ambient electrons in the q0(E,/•, z) calculation. This part of the calculation will be extended and refined in a future paper in order to obtain better estimates of Te which may be compared to data.
Most of the input quantities have already been discussed in
The new contribution to (6) The auroral E layer data discussed in this paper have provided the first opportunity to test the viability of theoretical model calculations at low suprathermal electron energies. The good agreement between model calculations and experimental results strongly supports the physical models adopted for calculating the secondary electron flux and all of the elastic and inelastic cross sections used. Because the model does well and no collisionless effects are included, we conclude that collisionless effects are not significant within this low-altitude, low-energy range.
In the future we plan to do more extensive comparisons of observed and calculated plasma lines in the auroral E layer at Chatanika. In doing so we will not only increase the variety of geophysical conditions that can affect the relative importance of different terms in the calculations, but we will further constrain the calculations by extending the comparisons to measurements of electron temperatures and auroral emissions. There are also available considerable daytime plasma line data from the E and F regions at Chatanika which will enable us to examine the transition region between thermal electrons and photoelectrons. Comparisons of this type should also be made with data from the European incoherent scatter radar. There, the use of both the UHF and VHF frequencies would enable a much wider range of phase energies to be examined. 
