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1. INTRODUCTION 
Let x(t) be a vector valued continuous time parameter Markov process with 
transition probabilities 
~t.Mt + 4 E B I 441 (l-1) 
for all Bore1 sets B in the Euclidean n-space x. Suppose that the process x(t) 
cannot be observed directly but instead the process e(t) is observed 
E(t) = j: H(T) 4’) dT + j: K(T) dw(d (1.2) 
where w(t) is a separable Wiener process, more precisely a vector valued 
process whose components are independent and each is a separable Wiener 
process. The matrix valued functions H(T) and K(T) are known and defined in 
such a way that 
R(T) = K(T) K(T)* (1.3) 
is nonsingular for 0 < 7 < T. If the process x(t) is to be estimated instan- 
taneously from accumulated observations, the estimation problem will be 
called the filtering problem, and the distribution of interest is 
G(t, B) = @(t) E B I t(7), 7 < t] 0.4) 
the conditional distribution of x(t) given the observations up to time t. This 
is the distribution needed, for example, in the control problem in which 
action must be taken instantaneously, or in the case that the system is to be 
estimated only at the final time T. However, if the entire process x(t), 
0 < t < T is to be reconstructed after all observations have been taken or 
if it is to be estimated at a particular intervening time t’, 0 < t’ < T. the 
estimation problem is termed a smoothing problem and the distribution of 
interest is 
$?(t, B) = p[x(t> E B 1 t(T), 0 < 7 < Tl. (1.5) 
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Partial differential equations will be given for both G(t, B) and Q(t, B). 
Rough derivations will be given indicating the line of reasoning to be followed. 
They will not be rigorous, and many of the details will be questionable. The 
assumptions required for the validity of the equations will be indicated, but 
will not be stated precisely. 
2. THE DISCRETE CASE 
The partial differential equations in the two cases will be derived from 
equations for the densities of the distributions in the discrete case by taking 
the limit as the time increment d goes to zero. 
Let xt , t = 0, 1, 2, ‘.., T be a Markov process and let the observations 
be given by 
2t = %(Xt ,%) t = 0, “., T (2.1) 
where zt(., .) is a known function and the et are independent random varia- 
bles, independent of the xt process. Let 2, denote the observations 
available at time t. 
2, =i$), “‘,f,. (2.2) 
The conditional density of xtfl g iven Z, is given by 
~(xt+l I Zt) = j- ~(xt+l I xt 1 Zt) dxt I Zt) dxt 
= PC%+1 s I xt) dxt I Zt)4 (2.3) 
smce xt+r is independent of Z, conditioned in xt . This follows from the 
Markov property since Z, depends on x, ,7 = 0, “‘, t and on the observation 
errors 4, r = 0, ..., t which are independent of xt and X~+~ . The joint 
density of xt+r and lt+, conditioned on Z, is given by 
P@ t+1 Y  ft,, I Zt) = PC%+1 IXt+1 3 Zt) P(%,l I -5) 
= PC%+, I xt+J Ph,, I Zt) (2.4) 
since from (2.1) the distribution of 1,+r is determined by xt+r . The density 
of Xt+1 conditioned on Z, and 1,+r can now be computed using (2.3) and (2.4) 
g(xt+, I zt 9 %+,I = 
%+1 3 ft+, I -a 
JP;:,, 3 It+, !  Zt) dxt,, 
PC%+1 
= T p&+1 
 xt+d J’P(Xt+, I 4 g6-c I Zt> dxt 
I xt+J P(xt+l I xt) dxt I Zt) dxtdxt+l ’ (2’5) 
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The letter g is used instead of p for the densities of xt given Z, and xtfl given 
Z,+i since in the limit they will be the densities of the filtering distributions 
given by (1.4). 
The density of xt conditioned on Z, is given by 
dxt I -G-J = j PC% I Xt+1 9 4 9 f,,, , ~~~~ 2.T) d%+1 I Z,) k,, 
= 
s 
P(Xt I %+1 1-G) d%+1 I z7-j &+1 (2.6) 
from the Markov property. Dividing numerator and denominator by the 
density of Z, 
Using the Markov property again 
P(% , Xt+1 I Zt) = P(%,l I Xt 3 Zt)&t I Zt) 
= PC%+1 I x,)&t I -a* (2.8) 
Substituting (2.8) into (2.7) and then (2.7) into (2.6) 
q(Xt I z,) = g(Xt I z,) j $23 q(Xt+l I ~4 4+, . (2.9) 
The density p(x,+i / Z,) can be obtained from g(x, I Z,) by Eq. (2.3). 
3. THE FILTERING PROBLEM 
In order to apply the formula (2.5) of the previous section let 
Xt = x(td) 
I, = H(t) x&l) + K(td) [wttd) - y - “‘I . (3.1) 
Since w(t) is a Wiener process the density of f,+i given xtfl is normal with 
mean H(td + A) xt+l and covariance R(trl + d)/d. Let f(x) be an arbitrary 
function of x and denote 
(f, G,d) = -W(xt) I %, 9 -..p &I (3.2) 
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Then from (2.5) 
(p,&(x) exp [ - G [x*H*R-‘Hx - Bt:,R-‘Hx - x*H*R-‘l,,,]]), G,“) 
= 
(3.3) 
where P,,, indicates the linear operator on the space of functions of x 
pt.,(w) cr> = j 44 Pt,Ll(~x Ir> 
= s 4%+1) P@t+1 I r> k+1 - (3.4) 
The matrix functions H and R-l in (3.3) are evaluated at tA + A. It will; be 
assumed that for fixed t the family of linear operations {Ptsd)g,O hasi an 
infinitesimal generator A, , that is, 
f [V’t,,k G) - (k WI - (At4 G) (3.5) 
for the same class of functions 9 and a class of measures ‘9 which includes 
almost all G(t, .) given by (1.4). From (3.3) 
f Kf, G+d - (h ‘%‘)I 
Expanding the exponentials in the numerator to two terms and writing 
P t,d = I + AA, where I is the identity operator 
$ [(of, ‘%+I) - (f, G’ )I 
((I +A4f[l - f [I] 9 G’j - (f, G,“) ((I+ AAt) [l -; [I] 9 G’j 
zzz 
A (Pt., exp [ - + [ I] , GA) 
-+ (U G(t)) - (8fI I, G(t)) - (f, G(t)) (AJ, G(t)) + (f, G(t)) (3 [I, G(t)) 
(3.7) 
CONDITIONAL DISTRIBUTION OF A MARKOV PROCESS 155 
[ ] = x*H*(t) R-‘(t) x - i(t) R-l(t) H(t) x - x*H*(t) R-‘(t) i(t) 
is treated as a function of x and 
&> = 2% %,A 
from (3.1) and (1.2). 
Ml, G(t)) = 0 
since (P,,,l, G) = I for G a probability measure. 
Thus 
(3.8) 
(3.9) 
$ Cf, G(Q) = (4, GO)) - 8 (x*W) R-V) W) FL G(t)) 
+ $ (f, G(t)) @*H(t) R-l(t) H(t) x, G(t)) 
+ i(f) [VW) W) 4 G(t)) 
- (f, G(t)) W’(t) H(t) ~7 W)l (3.10) 
for f E SB. This, of course, glosses over many difficulties. 
The nonlinear terms of (3.10) have the effect of normalizing the measure 
to a probability measure. It can be verified directly that if a family of measures 
F(t) satisfy the linear equation 
; (f, F(t)) = PLf, W)) - 8 (x*w) ~-Y~) m Xf,W) 
+ i*(t) (Wt) H(t) 4 W)) (3.11) 
then 
GO, 9 = W, WV, W) (3.12) 
satisfies (3.10). 
4. THE SMOOTHING DISTRIBUTION 
The continuous case is related to the discrete case by Eqs. (3.1) in the 
previous section. From (2.9) 
A * Qt = Lt,,Qft+1, (4.1) 
where LzA is the linear operator on the space of measures defined by 
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The adjoint operator L,,, satisfies 
for arbitraryf. Thus for arbitraryf and h 
I Llf) bt+d &t+JP(%+, I 20 3 ***> 4) &,I 
= 
is .f(d I’& I go 3 ***s 3 P(x,+~ I 4 4x,+,) dx&t+l . 
This equation can be rewritten 
Wd-, P~,G”) = (Pd, G“) 
where P& is the linear operator 
(P&G) (RI = j,,,, j P&+I I 4 Wxt) 
xt 
which is adjoint to P,,, given by (3.4). 
It has already been assumed in (3.5) that 
If it is also assumed that 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4-T 
(4.8) 
Then from (4.5) 
G%(V), G(t)) + Vftf, G(t)) = WV, G(t)) 
forf and h arbitrary. From (4.1) 
; Kf, St”, - (f, Qf-111 = f Kf, Qt? - W&Qt“,l. 
(4.10) 
(4.11) 
CONDITIONAL DISTRIBUTION OF A MARKOV PROCESS 157 
Thus 
;- ( f> Q(t)> = - (J&f> Q(t)>- (4.12) 
The right side of (4.12) can be computed from (4.10) by letting 
h = qt (4.13) 
the Radon Nikodyn derivative of Q(t) with respect to G(t). The result is 
& (f, Q(t)> = (At(fqt)> G(t)) - (p&t > G(t)). 
5. THE GAUSSIAN CASE 
Consider the Markov process defined by 
52 = yx + 7j(t) 
where q(t) is white noise independent of w(t) and with covariance 
E@(S) q(t)*) = C(t) S(t - s) 
(4.14) 
(5.1) 
(5.2 
and y  is a known matrix. For this process the operator A, is given by 
A,f =cI;$) (5.3) 
zj t 
Assuming that G(t, .) h as a density g(t, x) with respect to Lesbesque measure 
which has two derivatives, a partial differential equation for g(t, x) is obtained 
from (3.10) 
- +g(t, x) 
[ 
x*H*R-lHx - 
s 
x*H*R-lHxg(t, x) dx 1 
+ g(t, x) i*(t) [X’Hx - 1 R-lHxg(t, x) dx]. (5.4) 
It can be verified by direct substitution that the solution to this equation is 
& x, = (23”f’ , p(t) 11/z exp [- +(x - i(t))* P-l(t) (X - i(t))] (5.5) 
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where S(t) and P(t) satisfy the Kalman equations 
4 = vi + PH*R-‘(i - H.?) (5.6) 
P = yP + Pq* - PH*R-IHP + C. (5.7) 
This solution (5.5) holds for an initial condition g(0, x) Gaussian with mean 
a(O) and convariance P(0). Equations (5.6) and (5.7) can be obtained directly 
from (3.10) if it assumed that G(t, .) is Gaussian and 2 and P are defined by 
i(t) = (x, G(t)) 
P(t) = ((x - i(t)) (x - S(t))*, G(t)) 
(5.8) 
(5.9) 
Let q’(t, X) be the Lesbesque density of the distribution Q(t, .). Then 
(5.10) 
and a partial differential equation for q’ can be obtained from (4.14) for A, 
given by (5.3) 
For g(t, X) given by (5.5), this equation is satisfied by 
q’k 4 = (24n12 ;S@) 11/z exp [- +(x - g(t))* S-l(t) (X - S(t))] (5.12) 
where 2 and S satisfy the equations for the smoothing problem 
h = ,; + CP-‘($ - 2) 
s = (9’ + CP-1) s + s (p’ + CP-y*- c 
(5.13) 
(5.14) 
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6. A POISSON PROCESS 
Let x(t) be a Poisson process where the jumps are of unit size and the 
number of jumps in an interval of length t is a Poisson random variable with 
parameter Xt. Let 
MY)=1 Y=n 
0 y # n. (6.1) 
Then from the definition (3.5) 
x x=n-1 
= -A x=n 
0 otherwise. 
(6.2) 
From (3.11) the set of equations 
Pm(t)  = hF&t) + [n&t) -  f  -  x ]  F , ( t )  
”  = O,l,Z l * *  
is obtained, where F,(t) = ( fn , F(t)). 
These equations can be solved iteratively in 7t, and the G,(t) = P[x(t) = n] 
are given by 
G,(t) = + . (6.3) 
z: F&) 
n-0 
Again from the definition (3.5) 
i 
A$$ x=n-1 
n 
4fn!d(x) = ‘-A& 
I 
G 
x=?f 
\ 0 otherwise 
and from (4.14) 
C.i!n(t) = h (Qn $ - Qn+l 2) . (6.5) 
No convenient way is immediate for solving these equations. 
