We investigate the convergence process among EU regions between 1980-2002 taking into account the effects of spatial heterogeneity and spatial spillover effects. The spatial regimes model allows for different steady-state growth paths. In contrast to previous analyses, the regimes in this paper refer to spatial categories, i.e. we assume that agglomerations, urbanised and rural regions are characterised by group-specific steady-states. Moreover, the regression analysis considers the effects of interaction among neighbouring regions, possibly leading to a spatial dependence of regional growth rates. We check whether spatial dependence is caused by spatial spillovers or based on country effects.
Introduction
Regional growth and convergence are issues of intense research since the early 1990s initiated at least partly by the development of New Growth Theory and New Economic Geography (NEG). Both theories have important implications regarding the determinants of regional growth and the evolution of regional disparities. Although considerable progress has been made with respect to the knowledge on these issues still new aspects emerge. Recent developments refer to theoretical as well as empirical research. Firstly, as regards advances in theoretical research there are new approaches that incorporate endogenous growth in an NEG framework. Corresponding analyses allow for interesting insights on the relationship between agglomeration and growth. Studies by Martin and Ottaviano (2001) as well as Baldwin and Forslid (2000) establish links between agglomeration, the evolution of regional income differences and the level of overall growth.
Secondly, current empirical work emphasises the spatial dimension of growth and convergence. The new theories stress the significance of spillover effects and there is growing awareness that space matters for growth. Spatial effects are increasingly recognised as an important feature of regional growth processes with a basis in economic theory. Spatial econometric methods enable us to analyse the implication of new theoretical approaches in this respect. Studies by Anselin et al. (1997) , Bottazzi and Peri (2003) , and Funke and Niebuhr (2005) among others aim at investigating the impact of spatial spillover effects on innovation, growth and regional disparities. Fingleton (2003) argues that spillovers might give rise to spatial dependence of regional growth which has to be dealt with by spatial regression models. Another strand of literature considers spatial heterogeneity in connection with regional convergence. Quah (1996) investigates whether income growth of EU regions is characterised by the formation of convergence clubs. Moreover, analyses by Baumont et al. (2003) and Fischer and Stirböck (2004) indicate that convergence clubs exhibit specific spatial patterns. They detect different spatial regimes in Europe that are characterised generally speaking by a divide between Northwest and Southeast. Finally, Crozet and Koenig (2004) investigate whether regional growth in the EU is marked by a tradeoff between growth and cohesion. An implication of recent models that integrate endogenous growth and NEG is that agglomeration, i.e. increasing regional disparities, can be a source of higher growth at the national level.
However, empirical evidence on the various linkages between agglomeration, spillovers and growth is still scarce. This paper aims at providing additional empirical findings on the relevance of these interrelated phenomena. The analysis considers some of the above mentioned issues. We analyse convergence among European regions between 1980 and 2002.
More precisely, the paper deals with the question whether convergence clubs, i.e. different spatial regimes mark the development regional income disparities in Europe. In contrast to the above mentioned studies, we define spatial regimes starting from a classification of spatial categories. As a basic idea agglomerations and rural peripheral regions are marked by different steady state equilibria and therefore constitute convergence clubs. We depart from new theoretical models which focus on the link between agglomeration, growth and convergence. This theoretical framework suggests considering both convergence clubs and spatial dependence as potential features of regional growth in Europe.
Moreover, we focus on two statistical issues. As Temple (1999) notes many cross-section growth regressions suffer from serious outliers. Outlying regions can have a marked effect on OLS regression results and therefore more robust regressions might be appropriate. In addition, Durlauf (2001) suggest that modelling parameter heterogeneity is one of the crucial topics on the agenda for empirical growth modelling. To address the issues we apply quantile regressions as introduced by Koenker and Basset (1978) . Parameter heterogeneity across the conditional distribution has been analysed by Barreto and Hughes (2004) at the country level.
To our knowledge, quantile regressions have so far not been used for European regional data.
The rest of the paper is organised as follows. In section 2, we briefly outline the theoretical background of our empirical investigation. The main features and implications of recent theoretical models which exhibit multiple equilibria and integrate NEG and endogenous growth are summarised. The empirical methodology is introduced in section 3. Data and cross section are described in section 4. In section 5, the regression results are presented. We conclude with a summary of the main results in section 6.
Theory
Martin and Ottaviano (2001) note the relationship between growth and agglomeration is already apparent in the changes that mark the industrial revolution in Europe. The sharp increase in economic growth at that time was accompanied by urbanisation, the formation of industrial clusters and increasing regional disparities. According to this observation geography might matter for growth. Fujita and Thisse (2002) In theoretical approaches that include endogenous growth in an NEG framework, growth and agglomeration of economic activities are mutually self-reinforcing processes: growth brings about agglomeration and agglomeration fosters growth (see Martin and Ottaviano 2001) .
Models by Fujita and Thisse (2002) as well as Baldwin and Forslid (2000) combine the
Krugman core-periphery model with Romer-type endogenous growth. As a main result of corresponding approaches, growth is affected by the spatial distribution of mobile skilled workers who develop new goods in an R&D sector. More precisely, the overall growth rate of the economy depends on the distribution of R&D activity across space. Knowledge capital affecting the productivity of researchers positively is assumed to increase in each region with the interaction of all skilled workers. The interaction among researchers in turn is influenced by the spatial distribution of researchers. Proximity due to agglomeration fosters interaction and innovation.
In general, the analyses differentiate between global and local knowledge spillovers. In case of global spillover effects, i.e. patents for new goods and technological knowledge are transferred costlessly among all regions, the R&D sector is located in a single region since agglomeration forces are strong. Moreover, the industrial sector might be partly or fully agglomerated in the same region. In the model by Ottaviano and Martin (1999) , geography will not affect growth, if spillovers are global. Determinants of growth such as the R&D cost impact on regional income differentials and therefore on the location of firms. In this framework, high growth is associated with convergence since factors that increase the growth rate also decrease income differences.
If localised knowledge spillovers are assumed, e.g. because of important tacit knowledge, R&D and industry tend to be entirely agglomerated in one region. R&D activities will move to agglomerated regions, because with local spillovers R&D costs are lowest in agglomerations where firms that produce differentiated products concentrate. Altogether, the R&D sector represents a strong centripetal force that amplifies the cumulative causation.
Under specific assumptions the models imply that agglomeration fosters innovation and growth. Agglomeration of skilled workers enables them to generate higher growth and a rate of innovation. As in NEG models, agglomeration is associated with increasing disparities in regional per capita income. Growth increases with the degree of industrial agglomeration and hence diverging regional per capita income. Inequality can be a source of more growth, when technological externalities are localised, as Crozet and Koenig (2004) put it. Thus the results suggest a trade off between equity and growth. Both core and periphery enjoy higher growth, but the income gap between centre and periphery increases. 1 To a large extent, regional income disparities reflect the geographical distribution of skills and differences between agglomerations and rural peripheral regions.
However, there is another class of models which predict the existence of convergence clubs.
Club convergence can also be derived from growth models, such as in Azariadis and Drazen (1990) , which exhibit multiple steady state equilibria. In these kinds of models, the steady state equilibrium of a region is determined by its initial conditions, and regions will converge to the same steady state, if they are characterised by similar conditions. Several approaches refer to human capital formation as a cause of club convergence. 2 Due to social increasing returns to scale from human capital accumulation, countries or regions differing with respect to their initial level of human capital might converge to different steady state equilibria.
According to Canova (2004) , several factors such as the endowment of important factors of production (human capital, public infrastructure, R&D activity), preferences or government policies may induce convergence clubs. As there are systematic differences between agglomerations and rural peripheral regions with respect to human capital endowment, infrastructure and R&D activity, these models reinforce theoretical arguments regarding convergence clubs which correspond with spatial categories. However, the models also provide arguments for an influence of national factors as national policies or legislation.
With respect to an empirical analysis of regional growth the implications of the models stress primarily two aspects. Firstly, the theoretical models suggest that centre and periphery might not converge to the same steady state, and we should therefore check the existence of convergence clubs. Secondly, the theoretical approaches point at the significance of spillover effects and the relevance of their geographical range as regards the development of regional disparities. Geographic spillover effects might be considered explicitly by spatial regression models.
1 However, from a welfare point of view the periphery might still be better off in the agglomeration case, even without transfers, provided the growth effect of agglomeration is strong enough.
Methodological aspects
Our methodology assumes that the core-periphery pattern considered by Fujita and Thisse (2002) Stirböck (2004) as well as Baumont et al (2003) . These authors also apply a spatial regimes approach, but define categories similar to the European core-periphery pattern suggested by the Commission. Moreover, there is a second difference between our approach and the above mentioned convergence studies. Whereas they estimate both regime-specific intercepts and convergence rates, we only consider different intercepts by including corresponding dummy variables.
In their cross-country growth analysis Durlauf and Johnston (1995) argue that economic theory provides no information on the number of regimes or the way in which variables determine the different convergence clubs. Therefore they apply a data-sorting method in order to select the regimes endogenously. As Baumont et al. (2003) note, a corresponding methodology that takes into account spatial effects is not available yet. Moreover, the theoretical models outlined in section 2 supply some hints as regards the determination of convergence clubs. They imply the non convergence of per capita income of the centre and the periphery. The concept of convergence clubs is in line with such persistent disparities.
Transferred to the European economic landscape, the theoretical framework suggests differentiating between highly agglomerated regions, being the origin of innovation and growth, on the one hand side and rural peripheral regions where no or only little R&D takes place on the other hand. The latter regions might benefit from growth and innovation initiated in the agglomeration, but they will not be able to catch up to the income level of agglomerations if spillovers are not global.
A common approach to investigate regional convergence is the traditional cross-sectional regression with income growth ) / ln( 
Here S represents the matrix of country and region type dummies and γ is a vector of coefficients. There is conditional convergence if 1 0 α < . The rate of convergence β can be obtained using the relation
NV σ , OLS will be blue. Given that our data is a cross section of regions we might have three types of departures from this assumption: Firstly, there might be heteroskedasticity; secondly, there might be spatial autocorrelation, and thirdly, there might be outliers and parameter heterogeneity. While the first deviation leads inefficiency of OLS, the last two might seriously bias the estimates.
To deal with all three issues we proceed in three steps: first we estimate OLS. Using the RESET and the White-test we check for misspecification and heteroskedasticity. By estimating regression models that include spatial autocorrelation, we can allow for spillover effects that are a central feature of the theoretical models outlined in section 2.
According to Fingleton (2003) , spillovers are likely to carry across the borders of regions.
Thus, there might be an impact of spillovers on growth in neighbouring areas that can be investigated using spatial econometric methods. Furthermore, spatial dependence of growth can be brought about by explanatory variables that are spatially autocorrelated. These might also involve country-specific factors, such as national policies or legislation, which have a common effect on all regions within national borders. As the results by Armstrong (1995) show, including country dummies is a way to eliminate spatial error autocorrelation in convergence analyses. However, apart from including country dummies we also apply spatial regression models since we want to check whether spatial dependence is caused by spatial spillovers or bases solely on country effects. Two different approaches are used in order to investigate the significance of spillovers and country effects: the spatial error model and the spatial lag model. The spatial error model will be appropriate if nuisance dependence causes spatially autocorrelated residuals. In this case, OLS regression of equation (1) 
where ε is a vector of independently and identically distributed disturbances, λ is a spatial autoregressive parameter and Wu is the weighted average of the errors in adjacent regions.
However, the OLS estimates will be biased, if substantive spatial dependence causes autocorrelated residuals in the convergence regression. All inference based on the traditional convergence regression will be incorrect. Instead a spatial lag model should be applied in this case to achieve proper results:
where ρ is the spatial autoregressive parameter of the spatially lagged dependent variable.
Finally, we have to consider that OLS and spatial regressions can be seriously biased by outliers. Given that measurement at the regional level is conceptually and practically difficult, mismeasurements seems to be likely. Therefore, the robustness to outliers is rather important in the regional context. Another problem arises if the influence of explanatory variables changes in the growth process. To deal with outliers and parameter heterogeneity we use quantile regressions as introduced by Koenker and Basset (1978) and surveyed by Koenker and Hallok (2001) . The 0.5-quantile regression, i.e. the median regression, corresponds to least absolute deviation estimator and is, therefore, a robust alternative to OLS. Minimizing the distance to other quantiles than the median, gives an estimate for the marginal effects of a change in the independent variables at the particular point of the conditional distribution (see Buchinsky 1998) . Typically, quantile regressions have been applied to micro data. As an exception, Barreto and Hughes (2004) analyse convergence at the country level and find considerable parameter heterogeneity across the conditional distribution.
Quantile regressions minimize an objective function which is a weighted sum of absolute deviations:
Here g i = (log(y t+T ) -log(y t ))/T is the average annual growth rate and x i is the vector of explanatory variables which is multiplied by the coefficients γ. Here explanatory variables include country dummies, region types and initial income. The objective function can be interpreted as an asymmetric linear penalty function of deviations from predicted to actual growth rates. An important special case is the median regression (τ = 0.5) which gives the least absolute deviations estimator. Since this regression puts less weight on outliers than OLS, it is a robust alternative. Further, complete quantile regression yields a family of coefficients; one for each sample quantile. Recent inferential procedures developed by Koenker and Xiao (2001) allow to test hypotheses on the entire conditional distribution of GDP per capita growth rates. This means that we are abele to test, whether the marginal effects of a change in the independent variable are different at different quantiles of the distribution.
Data
The paper aims to investigate the significance of national factors, region types and spatial effects for growth and convergence in the EU. Starting from our theoretical considerations, we have to deal primarily with three types of effects:
• Country specific effects: Economic policies, legislation and institutions tend to be the same for all regions within a specific country. However, they usually differ across countries. If policy and institutions in country A promote growth better than those in country B, country A should grow at a higher rate.
• Region type effects: Agglomerations, urbanised and rural regions differ not only with respect to their population density. Among other things, they are also marked by different human capital endowments and R&D activity. Since these are important determinants of growth, the disparities may affect long-run growth and convergence.
Hence, there might be systematic differences between growth rates of region types.
• Spatial effects: Recent research emphasises the significance of spillover effects for economic growth. As the impact of spillovers might exceed regional boundaries, growth of neighbouring areas is possibly marked by spatial dependence.
The following data description is structured by the three different kinds of regional specific Secondly, the variation of regional growth rates within most countries is far higher than the variation of median growth rates among the majority of countries. Thirdly, the plot reveals seven regions with growth rates that are compared to their country distribution unusually high or low.
<Box plot>
In order to analyse whether agglomerations and rural regions converge to different steady states, we use a partition of EU regions into spatial categories. This classification is based on a typology of settlement structure established by the Study Program on European Spatial Planning.
5 Based on the criteria population density and size of regional centres three groups of regions (agglomerated, urbanised and rural regions) and six spatial categories have been defined (see Table 1 ). Figure 2 displays a box and whisker plot for the distribution of growth rates across different region types. According to the box plots there seems to be no systematic difference between growth rates of different region types. The median growth rates are at about the same level and they vary unsystematically between region types. In particular there is no tendency of rural or urbanised regions to grow faster than agglomerations. This indicates that the different region types might converge to different income levels. Within the unconditional framework, the box and whisker plots reveal 5 regions with unusually high or low growth rates.
<Box plot> Finally, we consider the spatial dimension of regional growth and investigate the spatial autocorrelation of growth rates. Spatial autocorrelation describes the relation between the similarity of a considered indicator and spatial proximity. Anselin (1988) notes that it is generally taken to mean the lack of independence among observations in cross-sectional data sets. Thus, positive spatial autocorrelation implies a clustering in space. Similar growth rates, either high or low, are more spatially clustered than could be caused by chance.
Measures of spatial autocorrelation take into account the various directions of dependence by a spatial weights matrix W. For a set of R observations, the matrix W is a R × R matrix whose diagonal elements are set to zero. The matrix specifies the structure and intensity of spatial effects. Hence, the element w ij represents the intensity of effects between two regions i and j (see Anselin/Bera 1998) . A frequently applied weight specification is a binary spatial weight matrix such that w ij = 1 if the regions i and j share a border and w ij = 0 otherwise. We apply two additional concepts for spatial distance: In the first, we use the inverse of travel time between region's capitals for w ij . In the second, we use the inverse of travel time for regions within the same country and set w ij = 0 for regions located in different countries. Table 2 presents the tests for spatial autocorrelation for regional growth, the log of initial income and for the region types. The results indicate considerable spatial autocorrelation in European regional growth and its potential determinants. <<Table 2>>
Regression results
We start with a general specification of the convergence regression including dummies for all countries as well as for region and sub region types. The dependent variable is average annual GDP per capita growth in percent. Anselin and Rey (1991) suggest that the Moran statistic picks up a range of misspecification errors, such as non-normality and heteroskedasticity and might therefore provide unreliable inference. To assure that the non correlation of errors does not depend on the specific form of the spatial weights matrix chosen, we use two alternative measures for distance and binary weights. The tests of spatial correlation are recalculated with the binary weights matrix and with the distance matrix cut off at the boarders. In both cases we cannot find significant spatial autocorrelation in the error terms.
<<Table 3>>
Before we further investigate the question of spatial autocorrelation we eliminate insignificant variables to reach a more parsimonious specification. The OLS estimation results for the parsimonious specification are given in column 2 of and the spatial error model to check for the robustness of our results. The estimates are given in columns 3 and 4 of Table 4 . The coefficient of the initial income level is always significantly negative and, therefore, evidence of conditional convergence is fairly robust. The estimated speed of convergence is just below 1%. Furthermore, the findings imply convergence to lower steady state levels for urbanised and rural areas and significant country effects. In contrast, evidence of spatial effects is rather weak. In the spatial lag specification, the coefficient ρ of the spatially lagged dependent variable is not significant. The coefficient λ of the spatial error specification is not significant at the 5% level as well. According to unreported regression results country-specific effects capture the spatial dependence that marks regional growth of GDP per capita. Whereas the omission of county dummies leads to considerable spatial autocorrelation, removal of the region type effects does not induce a misspecification due to ignored spatial effects. In order to deal with the effects of outlying observations, we apply quantile regressions. We start with the median regression, i.e. with the regression that gives the least absolute deviations estimator and, therefore, the robust alternative to OLS. 7 Again, we first estimate the general model including all country dummies and sub region types as explanatory variables.
Then we eliminate all insignificant variables. We turn up with the same set of country dummies as with OLS, and the sub region dummies are not significant. The results are given in According to the median regression given in column 4 of Table 5 , the same explanatory variables as with OLS are significant. Furthermore, the marginal effects of these variables on the regional growth rates are in the same order of magnitude. The initial income level is significantly negative and so there is conditional convergence. The region type effects are significant, implying that urbanised and rural regions converge to lower steady state levels than agglomerations. Overall the median quantile estimator is rather similar to the OLS. This result is quite reassuring since it means that the regression minimizing the distance to the conditional mean leads to similar results as the regression minimizing the distance to median.
Since the median regression is robust to outliers, we can note that there is no serious bias caused by outliers. Corresponding results are available from the authors upon request.
7
For an overview on quantile regressions see Buchinsky (1998 Baumont et al. (2003) as well as Fischer and Stirböck (2004) . These authors identify convergence clubs that refer to centre and periphery at the European scale. In contrast, our differentiation applies to a lower spatial scale and distinguishes agglomerations, urbanised and rural regions. However, there are some similarities among both concepts. The incidence of spatial categories is linked to the location in the centre and periphery at the European scale. Whereas rural areas are mainly located in the periphery of the EU, urbanised regions and agglomerations concentrate in the core region of Europe.
With respect to the significance of spatial dependence of regional growth caused by spillover effects that affect income growth in neighbouring regions, the evidence in our study is rather weak. Spatial autocorrelation seems to be mainly due to country-specific effects. Therefore, regarding the importance of national factors as opposed to spatial-spillover factors we do not agree with the assessment by Quah (1996) , who concludes that spatial spillover factors matter more than national factors. Spatial effects have undoubtedly significant growth effects. But much of the spatial dependence that marks regional growth in Europe seems to base on differences in national policies, legislation and institutions. However, there might be important short-distance spillovers and growth dependencies among neighbouring regions that we can not observe at our level of spatial aggregation. The t-ratios in parentheses are based on standard errors bootstrapped with 200 replications * The dependent variable is the average annual growth rate in percent.
