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Abstract
The purpose of this paper is to derive sharp asymptotics of
the ground state energy for the heavy atoms and molecules in the
relativistic settings, with the self-generated magnetic field, and, in
particular, to derive relativistic Scott correction term and also Dirac,
Schwinger and relativistic correction terms. Also we will prove that
Thomas-Fermi density approximates the actual density of the ground
state, which opens the way to estimate the excessive negative and
positive charges and the ionization energy.
1 Introduction
Multielectron Hamiltonian is defined by
𝖧 = 𝖧N :=
∑︁
𝟣≤j≤N
HV ,xj +
∑︁
𝟣≤j<k≤N
𝖾𝟤
|xj − xk |(1.1)
on
H =
⋀︁
𝟣≤n≤N
H, H = L𝟤(ℝ𝟥,ℂq) ≃ L𝟤(ℝ𝟥 × {𝟣, ... , q},ℂ)(1.2)
with
HV = T − 𝖾V (x),(1.3)
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describing N same type particles in the external field with the scalar potential
−V and repulsing one another according to the Coulomb law; 𝖾 is a charge
of the electron, T is an operator of the kinetic energy. Unless specifically
mentioned, q = 𝟤.
In the non-relativistic framework this operator is defined as
T =
𝟣
𝟤𝜇
(−iℏ∇− 𝖾A)𝟤,(1.4)𝟣
T =
𝟣
𝟤𝜇
(︀
(i∇− 𝖾A) · σ)︀𝟤(1.4)𝟤
in the magnetic (Schro¨dinger) and (Schro¨dinger-Pauli) settings respectively.
In the relativistic framework this operator is defined as
T =
(︁
c𝟤(−iℏ∇− 𝖾A)𝟤 + 𝜇𝟤c𝟦
)︁ 𝟣
𝟤 − 𝜇𝟤c𝟦(1.5)𝟣
T =
(︁
c𝟤
(︀
(−iℏ∇− 𝖾A) · σ)︀𝟤 + 𝜇𝟤c𝟦)︁ 𝟣𝟤 − 𝜇𝟤c𝟦(1.5)𝟤
in the magnetic (Schro¨dinger) and (Schro¨dinger-Pauli) settings respectively.
Recall that in non-magnetic settings we have (1.4) and (1.5) of [Ivr2] in
the non-relativistic and relativistic settings respectively. Here
V (x) =
∑︁
𝟣≤m≤M
Zm𝖾
|x − 𝗒m|(1.6)
and
d = 𝗆𝗂𝗇
𝟣≤m<m′≤M
|𝗒m − 𝗒m′ | > 𝟢.(1.7)
where Zm𝖾 > 𝟢 and 𝗒m are charges and locations of nuclei.
It is well-known that the non-relativistic operator is always semibounded
from below. On the other hand, it is also well-known [IH, LY] that one
particle relativistic non-magnetic operator is semibounded from below if
and only if Zm𝛽 ≤ 𝟤𝜋 for m = 𝟣, ... ,M . In this paper we assume a strict
condition:
(1.8) Zm𝛽 ≤ 𝟤
𝜋
− 𝜖 ∀m = 𝟣, ... ,M ; 𝛽 := 𝖾
𝟤
ℏc
.
In the non-magnetic case we were interested in 𝖤 := 𝗂𝗇𝖿 𝖲𝗉𝖾𝖼(𝖧). In the
magnetic case we consider only a self-generated magnetic field, that is we
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consider
𝖤* = 𝗂𝗇𝖿
A∈H𝟣𝟢
𝖤(A),(1.9)
where
𝖤(A) = 𝗂𝗇𝖿 𝖲𝗉𝖾𝖼(𝖧A,V ) +
𝖾𝟤
𝛼ℏ𝟤
∫︁
|∇ × A|𝟤 dx ,(1.10)
𝛼Zm ≤ 𝜅*(𝟤𝜋−𝟣 − 𝛽Zm) 𝟥𝟤 m = 𝟣, ... ,M .(1.11)
with a unspecified constant 𝜅* > 𝟢. We also assume that d ≥ CZ−𝟣.
Remark 1.1. (i) In the non-relativistic theory by scaling with respect to the
spatial and energy variables we can make ℏ = 𝖾 = 𝜇 = 𝟣 while 𝛼 and Zm
are preserved.
(ii) In the relativistic theory by scaling with respect to the spatial and energy
variables we can make ℏ = 𝖾 = 𝜇 = 𝟣 while 𝛽, 𝛼 and Zm are preserved.
(iii) In the one particle case there are additional scalings with respect to
the spatial and energy variables, preserving only Zm𝛼 and Zm𝛽 (but not the
Zm,𝛼, 𝛽).
From now on we assume that such rescaling was done and we are free to
use letters ℏ, 𝜇 and c for other notations.
The sharp results in the non-relativistic frameworks, without magnetic
field and with self-generated magnetic filed were obtained in Chapters 25
and 27 of [Ivr] respectively, and in the relativistic frameworks without
magnetic fieldin [Ivr2]. The transition from the non-relativistic framework
to the relativistic one required mainly modifications of the function-analytic
arguments in the singular zone
⋃︀
m{x : |x − 𝗒m| ≤ cZ−𝟣m }, and it was done in
many articles, listed in the references, which we heavily use. On the other
hand, transition from the non-magnetic case to the case of the self-generated
magnetic field requires microlocal semiclassical arguments of Chapter 27
of [Ivr] in the semiclassical zone
⋂︀
m{x : |x − 𝗒m| ≥ cZ−𝟣m }, which we also
heavily rely upon. However relativistic settings require modifications of these
arguments, and we are providing most of details when such modifications
are needed, and are rather sketchy when no modifications are required.
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2 Local semiclassical trace asymptotics
2.1 Set-up
This section matches to Section 27.2 of [Ivr]. We consider potential W
supported in B(𝗑, r) (with r = ℓ(𝗑) the half-distance to the nearest nucleus),
and scale it to B(𝟢, 𝟣) with W ≍ 𝟣.
Recall that the original non-relativistic operator is
𝟣
𝟤
((D − A) · σ)𝟤 −W ,(2.1)
which after rescaling x ↦→ (x − 𝗑)/r , 𝜏 ↦→ 𝜏/(Zr−𝟣) becomes
𝟣
𝟤
((hD − A′) · σ)𝟤 −W , h = Z−𝟣/𝟤r−𝟣/𝟤, A′ = Z−𝟣/𝟤r 𝟣/𝟤A,(2.2)
while the “penalty” becomes
r
𝛼
∫︁
|∇ × A′|𝟤 dx = 𝟣
𝜅h𝟤
∫︁
|∇ × A′|𝟤 dx(2.3)
with 𝜅 = Z𝛼 and we assume that 𝜅 ≤ 𝜅*.
What happens with our relativistic operator? The same scaling trans-
forms
(︀
𝛽−𝟤((D − A) · σ)𝟤 + 𝛽−𝟦)︀𝟣/𝟤 − 𝛽−𝟤 into
(2.4) rZ−𝟣
(︀
𝛽−𝟤((r−𝟣D − A) · σ)𝟤 + 𝛽−𝟦)︀𝟣/𝟤 − rZ−𝟣𝛽−𝟤 =(︀
𝛾−𝟤((hD − A′) · σ)𝟤 + 𝛾−𝟦)︀𝟣/𝟤 − 𝛾−𝟤
with 𝛾 = 𝛽h−𝟣 ≤ 𝟣.
Exactly like in Subsubsection 27.2.1 of [Ivr] we need to start with the
functional-analytic arguments.
2.2 Functional analytic arguments
Estimates
Proposition 2.1 1). Let V ∈ L 𝟧𝟤 ∩L𝟦. Then
𝖤* ≥ −Ch−𝟥(2.5)
1) Cf. Proposition 27.2.1 of [Ivr].
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and either
𝟣
𝜅h𝟤
∫︁
|𝜕A|𝟤 dx ≤ Ch−𝟥(2.6)
or 𝖤(A) ≥ ch−𝟥.
Proof. Using Theorem A.1 (magnetic Daubechies inequality rather than
magnetic Lieb-Thirring inequality) with 𝛾 := 𝛾h, V := h−𝟤V , A := h−𝟣A
and with multiplication of the result by h𝟤, we have
(2.7) 𝖳𝗋(H−A,V ) ≥
− Ch−𝟥
∫︁ (︁
V
𝟧/𝟤
+ + 𝛾
𝟥V 𝟦+
)︁
dx − Ch−𝟤
(︁
|𝜕A|𝟤 dx
)︁ 𝟣
𝟦
(︁
V 𝟦+ dx
)︁ 𝟥
𝟦
(cf. (27.2.9) of [Ivr]; only the term 𝛾𝟥V 𝟦+ adds up); then (27.2.10) holds,
which completes the proof.
Proposition 2.2 2). Let V+ ∈ L 𝟧𝟤 ∩L𝟦, 𝜅 ≤ ch−𝟣 and
(2.8) V ≤ −C−𝟣(𝟣 + |x |)𝛿 + C .
Then there exists a minimizer A.
Proof. Let us consider a minimizing sequence Aj . Without any loss of the
generality one can assume that Aj → A∞ weakly in H𝟣 and in L𝟨 and then
strongly in Lp𝗅𝗈𝖼 with any p < 𝟨
3). Then A∞ is a minimizer.
Really, due to (2.6) and (2.8) negative spectra of HAj ,V are discrete and
the number of negative eigenvalues is bounded by N = N(h). Consider
ordered eigenvalues 𝜆j ,k of HAj ,V . Without any loss of the generality one can
assume that 𝜆j ,k have limits 𝜆∞,k ≤ 𝟢 (we go to the subsequence if needed).
We claim that 𝜆∞,k are also eigenvalues and if 𝜆∞,k = ... = 𝜆∞,k+r−𝟣
then it is eigenvalue of at least multiplicity r .
Indeed, let uj ,k be corresponding eigenfunctions, orthonormal in L𝟤.
Then in virtue of Aj being bounded in L𝟨 and V ∈ L𝟦 we can estimate
‖|D|𝟣/𝟤uj ,k‖ ≤ K‖uj ,k‖𝟣−𝛿𝟨 · ‖uj ,k‖𝜎 ≤ K‖|D|𝟣/𝟤uj ,k‖𝟣−𝛿 · ‖uj ,k‖𝛿
2) Cf. Proposition 27.2.2 of [Ivr].
3) Otherwise we select a converging subsequence.
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with 𝛿 > 𝟢 which implies ‖|D|𝟣/𝟤uj ,k‖ ≤ K . Also assumption (2.8) implies
that ‖(𝟣 + |x |)𝛿/𝟤uj ,k‖ are bounded and therefore without any loss of the
generality one can assume that uj ,k converge strongly.
Then
𝗅𝗂𝗆
j→∞
𝖳𝗋(H−Aj ,V ) ≥ 𝖳𝗋(H−A∞,V ),(2.9)
(2.10)
𝗅𝗂𝗆 𝗂𝗇𝖿
j→∞
∫︁
|𝜕Aj |𝟤 dx ≥
∫︁
|𝜕A∞|𝟤 dx(2.11)
and therefore 𝖤(A∞) ≤ 𝖤*. Then A∞ is a minimizer and there are equalities
in (2.9)–(2.11) and, in particular, there no negative eigenvalues of HA∞,V
other than 𝜆∞,k .
Properties of the minimizer
Next, we need to study the minimizer4).
Proposition 2.3 5). Let A be a minimizer. Then
(2.12)
𝟤
𝜅h𝟤
𝝙Aj(x) = 𝝫j :=
− 𝖱𝖾 𝗍𝗋
[︁∫︁ ∞
𝟢
σj((hD − A)x · σ)e−𝜆Se(., ., 𝟢)e−𝜆S d𝜆
]︁⃒⃒⃒
x=y
− 𝖱𝖾 𝗍𝗋
[︁∫︁ ∞
𝟢
σje
−𝜆Se(., ., 𝟢)e−𝜆S t((hD − A)y · σ) d𝜆
]︁⃒⃒⃒
x=y
.
where A = (A𝟣,A𝟤,A𝟥), σ = (σ𝟣,σ𝟤,σ𝟥) and e(x , y , 𝜏) is the Schwartz kernel
of the spectral projector θ(−H) of H = HA,V and 𝗍𝗋 is a matrix trace;
(2.13) S = 𝛾𝟤(T + 𝛾−𝟤) =
(︀
(𝛾𝟤(hD − A) · σ)𝟤 + 𝟣)︀ 𝟣𝟤
Proof. Consider variation δA of A and variation of 𝖳𝗋(H−) where H− =
Hθ(−H) is a negative part of H . Then, like in the proof of Proposition 27.2.4,
(2.14) δ𝖳𝗋(H−) = 𝖳𝗋
(︀
(δH)θ(−H))︀.
4) We do not know if it is unique, exactly like in the non-relativistic case; see
Remark 27.2.3 of [Ivr].
5) Cf. Proposition 27.2.4 of [Ivr]. Observe that (2.12) is more complicated than
(27.2.14) of [Ivr].
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But we need to find δH = 𝛾−𝟤δS , which is a bit more tricky than in the
non-relativistic case. Observe that
δ(S𝟤) = S(δS) + (δS)S ;(2.15)
then
δS =
∫︁ ∞
𝟢
e−𝜆Sδ(S𝟤)e−𝜆S d𝜆(2.16)
while
𝛾−𝟤S𝟤 = ((hD − A) · σ)𝟤 + 𝛾−𝟤(2.17)
and therefore
δ(𝛾−𝟤S𝟤) = −
∑︁
j
(︁
δAjσj((hD − A) · σ)− ((hD − A) · σ)δAjσj
)︁
,(2.18)
exactly like in non-relativistic case.
Therefore 𝖳𝗋(δS𝜃(−H)) is equal to the sum of ∫︀∞
𝟢
d𝜆 of
−𝖳𝗋
(︁
e−𝜆SδAjσj((hD − A) · σ)e−𝜆Sθ(−H)
)︁
−𝖳𝗋
(︁
e−𝜆S((hD − A) · σ)δAjσje−𝜆Sθ(−H)
)︁
=
−𝖳𝗋
(︁
δAjσj((hD − A) · σ)e−tSθ(−H)e−𝜆S
)︁
−𝖳𝗋
(︁
δAjσje
−𝜆Sθ(−H)e−𝜆S((hD − A) · σ)
)︁
.
Then 𝖳𝗋(δL𝜃(−H)) = ∫︀ ∑︀j 𝝫j(x)δAj , which implies equality (2.12).
Proposition 2.4 6). If for 𝜅 = 𝜅*
𝖤* ≥ 𝖶𝖾𝗒𝗅𝟣 − CM(2.19)
(2.20)
with M ≥ Ch−𝟣, then for 𝜅 ≤ 𝜅*(𝟣− 𝜖𝟢)
𝟣
𝜅h𝟤
∫︁
|𝜕A|𝟤 dx ≤ C𝟣M .(2.21)
6) Cf. Proposition 27.2.5 of [Ivr].
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Proof. Proof is obvious, also based on the upper estimate 𝖤* ≤ 𝖤(𝟢) ≤
𝖶𝖾𝗒𝗅𝟣 + Ch
−𝟣, which is due to [Ivr2].
Proposition 2.5 7). Let estimate (2.21) be fulfilled and let
(2.22) 𝜍 = 𝜅Mh ≤ c .
Then for 𝜏 ≤ c
(i) Operator norm in L𝟤 of (hD)kθ(𝜏 − H) does not exceed C for k = 𝟢, 𝟣.
(ii) Operator norm in L𝟤 of (hD)k
(︀
(hD − A) · σ)︀θ(𝜏 − H) does not exceed
C for k = 𝟢.
Proof. First, let us repeat of some arguments of the proof of Proposi-
tion 27.2.6 of [Ivr]. Let u = θ(𝜏 − H)f . Then ‖u‖ ≤ ‖f ‖ and since
(2.23) ‖A‖L𝟨 ≤ C‖𝜕A‖ ≤ C (𝜅M) 𝟣𝟤h,
we conclude that
‖hDu‖ ≤ ‖(hD − A)u‖+ ‖Au‖ ≤ ‖(hD − A)u‖+ C‖A‖L𝟨 · ‖u‖L𝟥 ≤
‖(hD − A)u‖+ C (𝜅M) 𝟣𝟤h‖u‖𝟣/𝟤 · ‖u‖𝟣/𝟤L𝟨 ≤
‖(hD − A)u‖+ C (𝜅Mh) 𝟣𝟤‖u‖𝟣/𝟤 · ‖hDu‖𝟣/𝟤 ≤
‖(hD − A)u‖+ 𝟣
𝟤
‖hDu‖+ C𝜅Mh‖u‖;
therefore due to (2.22)
(2.24) ‖hDu‖ ≤ 𝟤‖(hD − A)u‖+ C𝜅Mh‖u‖.
Further, ‖Tu‖ ≤ c𝟣‖u‖ because H ≥ −c , |V | ≤ c , |𝜏 | ≤ c ; then
‖(T + 𝛾−𝟤)u ≤ (c𝟣 + 𝛾−𝟤)‖u‖ and therefore
(((T + 𝛾−𝟤)𝟤 − 𝛾−𝟦)u, u) ≤ ((c𝟣 + 𝛾−𝟤)𝟤 − 𝛾−𝟦) = (𝟤c𝟣𝛾−𝟤 + c𝟤𝟣 )‖u‖𝟤,
and finally
(Lu, u) ≤ C‖u‖𝟤(2.25)
7) Cf. Proposition 27.2.6 of [Ivr].
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with
L := ((hD − A) · σ)𝟤.(2.26)
Then, again following the same proof, we conclude that
(2.27) ‖(hD − A)u‖ ≤ C‖u‖ and ‖hDu‖ ≤ C (𝟣 + 𝜅Mh)‖u‖,
provided 𝜅Mh𝟣+𝛿 ≤ c for sufficiently small 𝛿 > 𝟢. Therefore under assump-
tion (2.22) for j = 𝟢, 𝟣 both Statements (i) and (ii) are proven.
Thus, in contrast to Proposition 27.2.6 of [Ivr], we do not have k = 𝟤
in Statement (i), and k = 𝟣 in Statement (ii) so far and need some extra
arguments.
Proposition 2.6. Assume that ‖V ‖C𝟤 ≤ c. Then
(2.28) ‖[S ,V ]u‖ ≤ Ch𝛾𝟤(‖L 𝟣𝟤u‖+ ‖u‖).
Proof. Recall that that S𝟤 = 𝛾𝟤L+𝟣. Therefore 𝛾𝟤[L,V ] = [S ,V ]S+S [S ,V ]
and then
[S ,V ] = 𝛾𝟤
∫︁ ∞
𝟢
e−𝜆S [L,V ]e−𝜆S d𝜆.(2.29)
Also
‖[L,V ]w‖ ≤ Ch(‖L𝟣/𝟤w‖+ ‖w‖)(2.30)
and
‖e−𝜆S‖ ≤ e−𝜆.(2.31)
Proposition 2.7. (i) Assume that ‖V ‖C𝟤 ≤ c and |𝜏 | ≤ c. Then the
operator norm of (hD)kθ(𝜏 − H) does not exceed C for k = 𝟢, 𝟣, 𝟤.
(ii) Assume that ‖V ‖C𝟥 ≤ c and |𝜏 | ≤ c. Then the operator norm of
operators (hD)k((hD − A)x · σ)θ(𝜏 − H) and (hD)k?̂?jθ(𝜏 − H) with
(2.32) ?̂?j =
∫︁ ∞
𝟢
σj((hD − A)x · σ)e−𝜆Se(., ., 𝟢)e−𝜆S d𝜆
do not exceed C for k = 𝟢, 𝟣, 𝟤.
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Proof. (i) Let u = θ(𝜏 − H)f with f ∈ L𝟤. Then u satisfies (2.2) and
‖Tu‖ ≤ C‖u‖. Also, which implies
𝛾−𝟤‖Lu‖ = ‖(T + 𝟤𝛾−𝟤)Tu‖ ≤ C𝛾−𝟤‖u‖+ C𝛾−𝟣‖[T ,V ]u‖ ≤ C𝟣𝛾−𝟤‖u‖
due to (2.28) . Then, repeating arguments of the proof of Propositiob 27.2.6
of [Ivr], we conclude that ‖(hD)𝟤u‖ ≤ C‖u‖, i.e. Statement (i).
(ii) Plugging (T − V − 𝜏)u instead of u (with ‖(T − V − 𝜏)u‖ ≤ C‖u‖) we
have ‖L(T − 𝜏 − V )u‖ ≤ C‖u‖. Then
‖TLu‖ ≤ C‖Lu‖+ C‖[L,V ]u‖ ≤ C (‖Lu‖+ ‖u‖) ≤ C𝟣‖u‖.
Again plugging (T − V − 𝜏)u instead of u we have
𝛾−𝟤‖L𝟤u‖ = ‖(T + 𝟤𝛾−𝟤)TLu‖ ≤
‖T (T − V − 𝜏)Lu‖ ≤ C𝛾−𝟤‖Lu‖+ C‖T [L,V ]u‖.
Further, the last term does not exceed Ch‖TV ′L 𝟣𝟤u‖+Ch𝟤‖TV ′′u‖ where V ′
are miscellaneous first derivatives of V and V ′′ = 𝝙V . Then, the former does
not exceed C‖Lu‖, while the latter does not exceed C𝛾−𝟤‖u‖+ h‖∇(V ′′u)‖,
which does not exceed C𝛾−𝟤‖u‖.
Therefore ‖L𝟤u‖ ≤ C‖u‖, which implies that ‖L((hD−A) ·σ)u‖ ≤ C‖u‖,
which in turn implies that ‖(hD)𝟤((hD − A) · σ)u‖ ≤ C‖u‖ and, finally,
‖(hD)𝟤?̂?ju‖ ≤ C‖u‖.
Corollary 2.8. (i) Assume that ‖V ‖C𝟤 ≤ c and |𝜏 | ≤ c. Then the operator
norm of θ(𝜏 − H) from L𝟤 to C𝛿 does not exceed Ch−𝟥/𝟤−𝛿 for 𝟢 ≤ 𝛿 ≤ 𝟣
𝟤
.
(ii) Assume that ‖V ‖C𝟥 ≤ c and |𝜏 | ≤ c. Then the operator norm of ?̂?j
from L𝟤 to C𝛿 do not exceed Ch−𝟥/𝟤−𝛿 for 𝟢 ≤ 𝛿 ≤ 𝟣
𝟤
. Then ‖𝝫j‖C ≤ Ch−𝟥.
Corollary 2.9. (i) Under assumptions (2.19)–(2.22) ‖Aj‖C𝟤−𝛿 ≤ C𝜅h−𝟣
for any 𝛿 > 𝟢.
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2.3 Microlocal analysis and local theory
Microlocal analysis unleashed
Then we can apply all arguments of Subsection 27.2.28) of [Ivr], even if
expression for 𝝫j differs. Indeed, observe first that we can restrict ourselves
by 𝟢 ≤ 𝜆 ≤ c | 𝗅𝗈𝗀 h|. Then, using our standard arguments based on the
analysis of the propagation of singularities, we can prove that the Tauberian
expression with T = h𝟣−𝛿 for 𝝫j has an error O(h−𝟤) provided
(2.33) V (x) ≍ 𝟣.
Then our standard trick with the freezing coefficients works and with
the same O(h−𝟤) error we can replace 𝝫j(x) by its Weyl expression, i.e.
expression we obtain if replace operators by their symbols, depending on
x and 𝜉, integrating by d𝜉 and multiplying by (𝟤𝜋h)−𝟥. However due to
skew-symmetry with respect to 𝜉 − A(x), this Weyl expression is 𝟢, and
𝝫j(x) = O(h
−𝟤).
Finally, we can get rid of assumption (2.33) by the standard rescaling
arguments. We leave all the details to the reader.
Local theory and rescaling
Then we can apply all arguments of Subsection 27.2.3 9) of [Ivr]. As a result
we arrive under assumption (2.22) to the trace formula10) with the remainder
estimate O(h−𝟣) and to estimate ‖𝜕A‖ = O(𝜅𝟣/𝟤h𝟣/𝟤).
Moreover, under the standard assumption of the global nature we arrive
to the trace formula with the remainder estimate o(h−𝟣) (but it will have
the Schwinger-type correction term) and to estimate ‖𝜕A‖ = o(𝜅𝟣/𝟤h𝟣/𝟤).
Finally, we an apply all arguments of Subsection 27.2.4 11) of [Ivr] and we
weaken assumption (2.22), recovering the same estimates as before. Again,
8) Namely of Subsubsections 27.2.2.1. Sharp estimates, 27.2.2.2. Application and
27.2.2.3. Classical dynamics and sharper estimates.
9) Namely, Subsubsections 27.2.3.1. Localization and estimate from above and 27.2.3.2.
Estimate from below.
10) In the trace formula “𝖶𝖾𝗒𝗅𝟣” is given by the relativistic expression, −P𝖱𝖳𝖥(W + 𝜈).
11) Namely, Subsubsection 27.2.4.1. Case 𝜅 ≤ 𝟣 and Subsubsection 27.2.4.2. Case
𝟣 ≤ 𝜅 ≤ h−𝟣.
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we leave all the details to the reader.
3 Global trace asymptotics in the case of
Coulomb-like singularities
3.1 Estimates to minimizer
Let us return to the original settings, with Coulomb-like singularities and pa-
rameters Zm,𝛼, 𝛽. At the moment we consider the one-particle Hamiltonian.
Let us deal first with the vicinity of 𝗒m.
Then we scale like in Section 27.3 of [Ivr]: x ↦→ Z 𝟣𝟥 x , 𝜏 ↦→ Z− 𝟦𝟥 𝜏 ,
A ↦→ Z− 𝟤𝟥A, 𝛽 ↦→ 𝛽Z 𝟥𝟥 , arriving to the semiclassical problem with Coulomb
singularities zm|x − 𝗒m|−𝟣 (zm = ZmZ−𝟣), with h = Z− 𝟣𝟥 and with 𝜅 = 𝛼Z 𝟤𝟥 .
In particular, 𝖤* is a minimum with respect to A of
(3.1) 𝖤(A) := 𝖳𝗋(H−A,W+𝜏 ) + 𝜅
−𝟣h−𝟤‖𝜕A‖𝟤.
Let us follow arguments of Subsubsection 27.3.2.1 Preliminary analysis.
Observe first that the estimate from above is
(3.2) 𝖤* ≤ h−𝟥
∫︁
𝖶𝖾𝗒𝗅𝟣(x) dx + Ch
−𝟤;
we simply take A = 𝟢 and refer to [Ivr2]12).
Consider now estimate from below and apply ℓ-admissible partition
exactly like in Subsection 27.3.2 of [Ivr]. Then, according to the previous
section, for any element of partition with ℓ ≥ ch−𝟤 (ℓ ≥ cZ−𝟣m in the original
settings) its contribution is estimated from below by the corresponding Weyl
expression minus Ch−𝟣𝜁𝟤 × 𝜁ℓ = Ch−𝟣𝜁𝟥ℓ−𝟣 and summation with respect to
these elements returns ℰ𝖳𝖥 minus Ch−𝟣𝜁𝟥ℓ|ℓ=h−𝟤 , i.e.
(3.3) h−𝟥
∫︁
𝖶𝖾𝗒𝗅𝟣(x) dx − Ch−𝟤
because the contribution of the zone 𝒵𝟢 = {x : ℓ(x) ≤ ch−𝟤} to the main
term is O(h−𝟤).
12) In the original settings the remainder estimate would be O(Z 𝟤) exactly as in the
non-relativistic case.
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On the other hand, the contribution of 𝒵𝟢 is −Ch−𝟤. Indeed, scale first
x ↦→ h−𝟤x , 𝜏 ↦→ h𝟤𝜏 , h ↦→ 𝟣, A ↦→ hA, 𝛽 ↦→ 𝛾 = 𝛽h−𝟣, and the Coulomb
singularity remains the same while the magnetic energy becomes 𝜅−𝟣‖𝜕A‖𝟤.
Observe that 𝛾 = 𝛽𝗈𝗋𝗂𝗀Zm
13), so (1.8), (1.11) become
(3.4) 𝛽 ≤ 𝟤𝜋−𝟣 − 𝜖, 𝜅 ≤ 𝜅*(𝟤𝜋−𝟣 − 𝛽).
Then we can apply a “singular magnetic Daubechies inequality” (A.3) and
repeat all arguments of the regular case in a simple case of h = 𝟣. There
will be an extra terms O(𝟣) and −C (𝟣−𝜋𝛾/𝟤)− 𝟥𝟤‖𝜕A‖𝟤 and that latter term
requires (1.11).
Now we conclude that Proposition 27.3.1 of [Ivr] holds:
Proposition 3.1 14). In our framework 𝜅 ≤ 𝜅*. Then the near-minimizer
A satisfies
|
∫︁ (︀
𝗍𝗋 eA,𝟣(x , x , 𝟢)−𝖶𝖾𝗒𝗅𝟣(x)
)︀
dx | ≤ Ch−𝟤(3.5)
(3.6)
and
‖𝜕A‖ ≤ C𝜅 𝟣𝟤 .(3.7)
It allows us to repeat arguments of the proof Proposition 2.2 and to
prove
Proposition 3.2 15). In our framework there exists a minimizer A 4).
Now we can repeat arguments of Subsubsection 27.3.2.2 Estimates to
a minimizer. I of [Ivr], albeit with the right-hand expression of (27.3.14)
given now by (2.12) and to prove the claim (27.3.28), which is marginally
stronger than
(3.8) ‖𝜕𝟤A‖L∞(B(𝟢,𝟣−𝜖)) ≤ C𝜅 𝟣𝟤h−𝛿.
Then we can repeat arguments of Subsubsection 27.3.2.3 Estimates to
a minimizer. II of [Ivr] and recover Propositions 27.3.4, 27.3.6 and 27.3.7,
estimating A and its derivatives as ℓ(x) ≲ 𝟣:
13) Considering vicinity of 𝗒m it is more convenient to take the original rescaling with
Z replaced by Zm, and therefore zm = 𝟣.
14) Cf. Proposition 27.3.1 of [Ivr].
15) Cf. Proposition 27.3.2 of [Ivr].
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Proposition 3.3 16). In our framework if ℓ(x) ≥ ℓ* := h𝟤, then
|A| ≤ C𝜅ℓ− 𝟣𝟤 , |𝜕A| ≤ C𝜅ℓ− 𝟥𝟤(3.9)
(3.10)
and
|𝜕A(x)− 𝜕A(y)| ≤ C𝜃𝜅ℓ− 𝟥𝟤−𝜃|x − y |𝜃 as |x − y | ≤ 𝟣
𝟤
ℓ(x)(3.11)
for any 𝜃 ∈ (𝟢, 𝟣).
Consider now the non-semiclassical zone {x : ℓ(x) ≲ ℓ*}, which contains
the relativistic zone {x : ℓ(x) ≲ ℓ̄ := 𝛾h}. Using arguments of the proof of
Proposition 3.4 of [Ivr2], but additionally taking care of the magnetic field
using arguments of the proofs of Propositions 2.5, 2.6 and 2.7 (we leave all
details to the reader), we arrive to
Proposition 3.4. In our framework HW ,A ≥ C𝟢ℓ−𝟣* and e(x , x ,𝜆) ≤ Cℓ−𝟥*
for ℓ(x) ≤ cℓ* and |𝜆| ≤ Ch−𝟤.
Remark 3.5. (i) Then in the original settings HW ,A ≥ C𝟢Z−𝟤 and e(x , x ,𝜆) ≤
CZ 𝟥 for ℓ(x) ≤ cZ−𝟣 and |𝜆| ≤ C𝟢Z 𝟤.
(ii) We have a better estimate than (3.11) of [Ivr2] due to assumptions (1.8)
and (1.11).
Next, we follow arguments of Subsubsection 27.3.2.4 Estimates to a
minimizer. III of [Ivr] and prove (again, leaving details to the reader)
Proposition 3.6 17). In our framework
|A| ≤ C𝜅ℓ−𝟤, |𝜕A| ≤ C𝜅ℓ−𝟥(3.12)
(3.13)
and
|𝜕A(x)− 𝜕A(y)| ≤ C𝜃𝜅ℓ−𝟥−𝜃|x − y |𝜃 as |x − y | ≤ 𝟣
𝟤
ℓ(x)(3.14)
if ℓ(x) ≥ 𝟣 (for all 𝜃 ∈ (𝟢, 𝟣)).
16) Cf. Proposition 27.3.7(i) of [Ivr].
17) Cf. Proposition 27.3.9 of [Ivr].
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3.2 Trace estimates
Next we can go after trace asymptotics. Recall that we are dealing with
the rescaled operator. Let a be the minimal distance between nuclei (after
rescaling), capped by 𝟣; recall that a ≥ ℓ*.
After we estimated A for ℓ(x) ≲ 𝟣 in Proposition 3.1 and e(x , x ,𝜆) for
ℓ(x) ≲ ℓ* = h−𝟤, we can apply arguments of Subsection 27.3.3 of [Ivr] and
arrive to
Proposition 3.7 18). In our framework let 𝜓 be a-admissible and supported
in 𝟣
𝟤
a-vicinity of 𝗒m, let 𝜙 be ℓ*-admissible, supported in 𝟤ℓ*-vicinity and
equal 𝟣 in ℓ*-vicinity of 𝗒m, and let V 𝟢 = Zm|x |−𝟣. Then
(3.15) 𝖳𝗋
(︀
𝜓(H−A,V − H−A,V 𝟢)𝜓
)︀
=∫︁ (︀
𝖶𝖾𝗒𝗅𝟣(x)−𝖶𝖾𝗒𝗅𝟢𝟣(x)
)︀
(𝟣− 𝜙(x)) dx + O(︀a− 𝟣𝟥h− 𝟦𝟥 )︀.
Remark 3.8. Here and in Proposition 3.9 𝖶𝖾𝗒𝗅 and 𝖶𝖾𝗒𝗅𝟣 are defined for
the relativistic operator (i.e. 𝖶𝖾𝗒𝗅 = P𝖱𝖳𝖥 ′(V ) and 𝖶𝖾𝗒𝗅 = −P𝖱𝖳𝖥(V )),
but following arguments of 3.6 of [Ivr2], we can replace it by those for
non-relativistic operator (i.e. 𝖶𝖾𝗒𝗅 = P𝖳𝖥 ′(V ) and 𝖶𝖾𝗒𝗅 = −P𝖳𝖥(V )) and
then skip the factor (𝟣− 𝜙(x)).
Moreover, applying arguments of Subsection 27.3.4 of [Ivr] we arrive to
Proposition 3.9 19). (i) In the framework of Proposition 3.7
(3.16) 𝖳𝗋
(︀
𝜓(H−A,V − H−A,V 𝟢)𝜓
)︀
=∫︁ (︀
𝖶𝖾𝗒𝗅𝟣(x)−𝖶𝖾𝗒𝗅𝟢𝟣(x)
)︀
𝜓𝟤(x)(𝟣−𝜙(x)) dx+O(︀h− 𝟦𝟥 a− 𝟣𝟥𝜅| 𝗅𝗈𝗀 𝜅| 𝟣𝟥+h−𝟣a− 𝟣𝟤 )︀.
(ii) In particular, if
(3.17) 𝜅 ≤ ca− 𝟣𝟨h 𝟣𝟥 | 𝗅𝗈𝗀 ah−𝟤|− 𝟣𝟥 ,
then the error in (3.16) does not exceed Ch−𝟣a−
𝟣
𝟤 exactly as in the case
without magnetic field.
18) Cf. Proposition 27.3.11 of [Ivr].
19) Cf. Proposition 27.3.16 of [Ivr].
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Next consider the case of exactly Coulomb potential V = Z |x |−𝟣 and
𝜈 = 𝟢. Then
Proposition 3.10 20). Let V = Z |x |−𝟣, h > 𝟢, Z > 𝟢, and (1.8) and (1.11)
be fulfilled. Then
(i) The following limit exists 21)
(3.18) 𝗅𝗂𝗆
r→∞
(︂
𝗂𝗇𝖿
A
(︁
𝖳𝗋
(︀
(𝜑rHA,V𝜑r )
−)︀+ 𝟣
𝜅h𝟤
∫︁
|𝜕A|𝟤 dx
)︁
−
∫︁
𝖶𝖾𝗒𝗅𝟣(x)𝜑
𝟤
r (x) dx
)︂
=: 𝟤Z 𝟤h−𝟤S(Z𝜅,Z𝛽).
(ii) And it coincides with (27.3.72) and also with (27.3.73) of [Ivr].
(iii) We also can replace in Statement (i) 𝖳𝗋
(︀
(𝜑rHA,V𝜑r )
−) by 𝖳𝗋
(︀
𝜑rH
−
A,V𝜑r
)︀
.
Here 𝜑 ∈ C∞𝟢 (B(𝟢, 𝟣)), 𝜑 = 𝟣 in B(𝟢, 𝟣𝟤), 𝜑r = 𝜑(x/r) and 𝖶𝖾𝗒𝗅 and 𝖶𝖾𝗒𝗅𝟣
are defined for non-relativistic operator.
Then we also arrive to
Proposition 3.11 22). In the framework of Proposition 3.10 for 𝟢 < 𝜅 < 𝜅′,
𝛽 < 𝛽′
S(𝜅′, 𝛽) ≤ S(𝜅, 𝛽) ≤ S(𝜅′, 𝛽) + C𝜅′(𝜅−𝟣 − 𝜅′−𝟣),(3.19)
S(𝜅, 𝛽) ≤ S(𝜅′, 𝛽′).(3.20)
Then, in the “atomic” case M = 𝟣 we arrive instantly to the following
theorem:
Theorem 3.12 23). Let M = 𝟣 and (1.8) and (1.11) be fulfilled. Then
(i) The following asymptotics holds
(3.21) 𝖤* =
∫︁
𝖶𝖾𝗒𝗅𝟣(x) dx + 𝟤z
𝟤S(z𝜅, z𝛽)h−𝟤 + O(h−
𝟦
𝟥𝜅| 𝗅𝗈𝗀 𝜅| 𝟣𝟥 + h−𝟣).
20) Cf. Proposition 27.3.18 of [Ivr].
21) Cf. (27.3.71) of [Ivr] and (3.18) of [Ivr2].
22) Cf. Proposition 27.3.20 of [Ivr] and Remark 3.8 of [Ivr2].
23) Cf. Theorem 27.3.22 of [Ivr] and Propositions 3.9 and 3.10 of [Ivr2].
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(ii) If 𝜅 = o(h
𝟣
𝟥 | 𝗅𝗈𝗀 h|− 𝟣𝟥 ), then
(3.22) 𝖤* =
∫︁
𝖶𝖾𝗒𝗅*𝟣(x) dx + 𝟤z
𝟤S(z𝜅, z𝛽)h−𝟤 + o(h−𝟣),
in which case 𝖶𝖾𝗒𝗅*𝟣 must in addition to −h−𝟥P𝖳𝖥(W + 𝜈) contain the
Schwinger correction, and also the relativistic correction.
Next, using arguments Subsection 27.3.6 of [Ivr], in particular, decoupling
of singularities (which is needed only in the case ofthe self-generated magnetic
field), we arrive to
Theorem 3.13 24). Let M ≥ 𝟤, 𝜅 ≤ 𝜅* and (1.8) and (1.11) be fulfilled.
Then
(i) The following asymptotics holds
(3.23) 𝖤* =
∫︁
𝖶𝖾𝗒𝗅𝟣(x) dx + 𝟤
∑︁
𝟣≤m≤M
z𝟤mS(zm𝜅, zm𝛽)h
−𝟤 + O(R𝟣 + R𝟤)
with
R𝟣 =
{︃
h−𝟣 + 𝜅| 𝗅𝗈𝗀 𝜅| 𝟣𝟥h− 𝟦𝟥 if a ≥ 𝟣,
a−
𝟣
𝟤h−𝟣 + 𝜅| 𝗅𝗈𝗀 𝜅| 𝟣𝟥 a− 𝟣𝟥h− 𝟦𝟥 if h𝟤 ≤ a ≤ 𝟣
(3.24)
(3.25)
and
R𝟤 = 𝜅h
−𝟤
{︃
a−𝟥 if a ≥ | 𝗅𝗈𝗀 h| 𝟣𝟥 ,
| 𝗅𝗈𝗀 h𝟤a−𝟣|−𝟣 if h𝟤 ≤ a ≤ | 𝗅𝗈𝗀 h| 𝟣𝟥 .
(3.26)
(ii) If 𝜅 = o(h
𝟣
𝟥 | 𝗅𝗈𝗀 h|− 𝟣𝟥 ), 𝜅a−𝟥 = o(h) and a−𝟣 = o(𝟣), then
(3.27) 𝖤* =
∫︁
𝖶𝖾𝗒𝗅*𝟣(x) dx + 𝟤
∑︁
𝟣≤m≤M
z𝟤mS(zm𝜅, zm𝛽)h
−𝟤 + o(h−𝟣).
24) Cf. Theorem 27.3.24 of [Ivr].
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4 Main results
4.1 Asymptotics of the ground state energ
Now we can apply arguments of Section 27.4. In addition to (1.8) and (1.11)
we assume that
d := 𝗆𝗂𝗇
𝟣≤m<m′≤M
|𝗒m − 𝗒m′ | ≥ Z−𝟣,(4.1)
N ≍ Z𝟣 ≍ ... ≍ ZM .(4.2)
Then the estimates from below follow immediately from the trace asymp-
totics, while for the estimate from above we need also estimate 𝖭 and
miscellaneous 𝖣-terems. We leave all the details to the reader.
Theorem 4.1 25). (i) Under assumptions (1.8), (1.11), (4.1) and (4.2) the
following asymptotics holds
(4.3) 𝖤*N = ℰ𝖳𝖥N +
∑︁
𝟣≤m≤M
𝟤Z 𝟤mS(𝛼Zm, 𝛽Zm) + O
(︀
Z
𝟦
𝟥 (R𝟣 + R𝟤)
)︀
with R𝟣 and R𝟤 defined by (3.24) and (3.26) respectively with 𝜅 = 𝛼Z ,
h = Z−
𝟣
𝟥 and a = Z
𝟣
𝟥d , d is defined by (4.1), d =∞ for M = 𝟣.
(ii) In particular, under assumption d ≳ Z− 𝟣𝟥 the following asymptotics
holds
(4.4) 𝖤*N = ℰ𝖳𝖥N +
∑︁
𝟣≤m≤M
𝟤Z 𝟤mS(𝛼Zm, 𝛽Zm)+
O
(︀
𝛼| 𝗅𝗈𝗀(𝛼Z )| 𝟣𝟥Z 𝟤𝟧𝟫 + Z 𝟧𝟥 + 𝛼d−𝟥Z 𝟤)︀.
Theorem 4.2 26). (i) Let assumptions (1.8), (1.11), (4.1) and (4.2) be
fulfilled and let 𝝭 = 𝝭𝗔 be a ground state for a near optimizer 𝗔 of the
original multiparticle problem. Then
(4.5) 𝖣(𝜌𝝭 − 𝜌𝖳𝖥, 𝜌𝝭 − 𝜌𝖳𝖥) ≤ CZ 𝟧𝟥 .
25) Cf. Theorem 27.4.3 of [Ivr].
26) Cf. Theorem 27.4.4 of [Ivr].
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(ii) Furthermore, if d ≥ Z− 𝟣𝟥 , then
(4.6) 𝖣(𝜌𝝭 − 𝜌𝖳𝖥, 𝜌𝝭 − 𝜌𝖳𝖥) ≤ CZ 𝟧𝟥
(︀
Z−𝛿 + (dZ
𝟣
𝟥 )−𝛿 + (𝛼Z )𝛿
)︀
.
Theorem 4.3 27). Let assumptions (1.8), (1.11), (4.1) and (4.2) be fulfilled,
and let 𝛼 ≤ Z− 𝟣𝟢𝟫 | 𝗅𝗈𝗀 Z |− 𝟣𝟥 . Then
(4.7) 𝖤*N = ℰ𝖳𝖥N +
∑︁
𝟣≤m≤M
𝟤Z 𝟤mS(𝛼Zm, 𝛽Zm) + 𝖣𝗂𝗋𝖺𝖼 + 𝖲𝖼𝗁𝗐𝗂𝗇𝗀𝖾𝗋 + 𝖱𝖢𝖳+
O
(︀
𝛼| 𝗅𝗈𝗀(𝛼Z )| 𝟣𝟥Z 𝟤𝟧𝟫 + Z 𝟧𝟥−𝛿 + 𝛼d−𝟥Z 𝟤)︀
where 𝖣𝗂𝗋𝖺𝖼 and 𝖲𝖼𝗁𝗐𝗂𝗇𝗀𝖾𝗋 are Dirac and Schwinger correction terms defined
exactly as in non-magnetic non-relativistic case by (25.1.29) and (25.1.30)
of [Ivr] respectively, and 𝖱𝖢𝖳 is relativistic correction term, defined as in
the non-magnetic case by (3.23) of [Ivr2].
Theorem 4.4 28). Let assumptions (1.8), (1.11) and (4.2) be fulfilled. Let
us consider 𝗒m = 𝗒
*
m minimizing the full energŷ︀𝖤*N := 𝖤*N + ∑︁
𝟣≤m<m′≤M
ZmZm′|𝗒m − 𝗒m′ |−𝟣.(4.8)
(4.9)
Then
d ≥ 𝗆𝗂𝗇(︀Z− 𝟧𝟤𝟣+𝛿, Z− 𝟧𝟤𝟣 (𝛼Z )−𝛿, 𝛼− 𝟣𝟦Z− 𝟣𝟤 )︀(4.10)
and in the remainder estimates in (4.4) and (4.7) one can skip d-connected
terms; so we arrive to
(4.11) 𝖤*N = ℰ𝖳𝖥N +
∑︁
𝟣≤m≤M
𝟤Z 𝟤mS(𝛼Zm, 𝛽Zm) + O
(︀
𝛼| 𝗅𝗈𝗀(𝛼Z )| 𝟣𝟥Z 𝟤𝟧𝟫 + Z 𝟧𝟥 )︀
and
(4.12) 𝖤*N = ℰ𝖳𝖥N +
∑︁
𝟣≤m≤M
𝟤Z 𝟤mS(𝛼Zm) + 𝖣𝗂𝗋𝖺𝖼 + 𝖲𝖼𝗁𝗐𝗂𝗇𝗀𝖾𝗋 + 𝖱𝖢𝖳+
O
(︀
𝛼| 𝗅𝗈𝗀(𝛼Z )| 𝟣𝟥Z 𝟤𝟧𝟫 + Z 𝟧𝟥−𝛿)︀
respectively and also the same asymptotics with ̂︀𝖤*N and ̂︀ℰ𝖳𝖥N instead of 𝖤*N
and ℰ𝖳𝖥N .
27) Cf. Theorem 27.4.5 of [Ivr].
28) Cf. Theorem 27.4.6 of [Ivr].
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4.2 Related problems
After Theorem 4.6 is proven, we can apply arguments of Sections 25.5 and
25.6 of [Ivr].
Theorem 4.5 29). Let assumptions (1.8), (1.11) and (4.2) be fulfilled.
(i) In the framework of the fixed nuclei model let us assume that
𝖨*N := 𝖤
*
N−𝟣 − 𝖤*N > 𝟢. Then
(4.13) (N − Z )+ ≤ CZ 𝟧𝟩
{︃
𝟣 if d ≤ Z− 𝟣𝟥 ,
Z−𝛿 + (dZ
𝟣
𝟥 )−𝛿 + (𝛼Z )𝛿 if d ≥ Z− 𝟣𝟥 .
(ii) In particular, for a single atom and for molecule with d ≥ Z− 𝟣𝟥+𝛿
(4.14) (N − Z )+ ≤ Z 𝟧𝟩
(︀
Z−𝛿 + (𝛼Z )𝛿
)︀
.
(iii) In the framework of the free nuclei model let us assume that ̂︀𝖨*N :=̂︀𝖤*N−𝟣 − ̂︀𝖤*N > 𝟢. Then estimate (4.14) holds.
Theorem 4.6 30). Let assumptions (1.8), (1.11) and (4.2) be fulfilled and
let N ≥ Z − C𝟢Z 𝟧𝟩 . Then
(i) In the framework of the fixed nuclei model
(4.15) 𝖨*N ≤ CZ
𝟤𝟢
𝟤𝟣 .
(ii) In the framework of the free nuclei model with N ≥ Z−C𝟢Z 𝟧𝟩
(︀
Z−𝛿+𝛼Z 𝛿
)︀
(4.16) ̂︀𝖨*N := ̂︀𝖤*N−𝟣 − ̂︀𝖤*N−𝟣 ≤ Z 𝟤𝟢𝟤𝟣 (︀Z−𝛿′ + (𝛼Z )𝛿′)︀.
Theorem 4.7 31). Let assumptions (1.8), (1.11) and (4.2) be fulfilled and
let N ≤ Z − C𝟢Z 𝟧𝟩 . Then in the framework of the fixed nuclei model under
assumption b ≥ C𝟣(N − Z )− 𝟣𝟥
(4.17) (𝖨*N + 𝜈)+ ≤ C (Z − N)
𝟣𝟩
𝟣𝟪Z
𝟧
𝟣𝟪
{︃
𝟣 if d ≤ Z− 𝟣𝟥 ,
Z−𝛿 + (dZ
𝟣
𝟥 )−𝛿 if d ≥ Z− 𝟣𝟥 .
29) Cf. Theorem 27.5.1 of [Ivr].
30) Cf. Theorem 27.5.2 of [Ivr].
31) Cf. Theorem 27.5.3 of [Ivr].
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Theorem 4.8 32). Let assumptions (1.8), (1.11). Then in the framework
of free nuclei model with M ≥ 𝟤 the stable molecule does not exist unless
(4.18) Z − N ≤ Z 𝟧𝟩 (︀Z−𝛿 + (𝛼Z )𝛿)︀.
A Appendix
In this section we reproduce from [EFS2]: two new Lieb-Thirring type
inequalities for the relativistic kinetic energy with a magnetic field.
Theorem A.1 33). There exists a universal constant C > 𝟢 such that for
any positive number 𝛾 > 𝟢, for any potential V with V+ ∈ L𝟧/𝟤 ∩L𝟦(ℝ𝟥),
and magnetic field B = ∇× A ∈ L𝟤(ℝ𝟥), we have
(A.1) 𝖳𝗋
(︁(︀√︀
𝛾−𝟤(D − A) · σ)𝟤 + 𝛾−𝟦 − 𝛾−𝟤 − U(x))︀−)︁ ≥
− C
{︂∫︁
U
𝟧/𝟤
+ dx + 𝛾
𝟥
∫︁
U𝟦+ dx +
(︁∫︁
|∇ × A|𝟤 dx
)︁𝟥/𝟦(︁∫︁
U𝟦+ dx
)︁𝟣/𝟦}︂
.
Notice that Theorem A.1 reduces to the well-known Daubechies inequality
in the case A = 𝟢 [Dau].
For the Schro¨dinger case, the Daubechies inequality was generalized
(and improved to incorporate a critical Coulomb singularity) to non-zero A
in [FLS] by using diamagnetic techniques. Theorem A.1 is the generalization
of the Daubechies inequality for the Pauli operator, in which case there is
no diamagnetic inequality. Moreover, in the 𝛾 → 𝟢 limit, (A.1) converges to
the magnetic Lieb-Thirring inequality for the Pauli operator [LLS] since
(A.2)
√︀
𝛾−𝟤(D − A) · σ)𝟤 + 𝛾−𝟦 − 𝛾−𝟤 → 𝟣
𝟤
(D − A) · σ)𝟤, 𝛾 → 𝟢.
Theorem A.1 does not cover the case of a Coulomb singularity. The next
result shows that for 𝛾 smaller than the critical value 𝟤/𝜋, the Coulomb
singularity can be included.
32) Cf. Theorem 27.5.6 of [Ivr].
33) Theorem 2.2 of [EFS2].
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Theorem A.2 34). Let 𝜑r be a real function satisfying 𝗌𝗎𝗉𝗉𝜑r ⊂ {|x | ≤ r},
‖𝜑r‖∞ ≤ 𝟣. There exists a constant C > 𝟢 such that if 𝛾 ∈ (𝟢, 𝟤/𝜋), then
(A.3) 𝖳𝗋
(︁
𝜑r
(︀√︀
𝛾−𝟤(D − A) · σ)𝟤 + 𝛾−𝟦 − 𝛾−𝟤 − 𝟣|x | − U
)︀
𝜑r
)︁−
≥ −C
{︂
𝜂−𝟥/𝟤
∫︁
|∇ × A|𝟤 dx + 𝜂−𝟥r 𝟥 + 𝜂−𝟥/𝟤
∫︁
U
𝟧/𝟤
+ dx + 𝜂
−𝟥𝛾𝟥
∫︁
U𝟦+ dx
+
(︁∫︁
|∇ × A|𝟤 dx
)︁𝟥/𝟦(︁∫︁
U𝟦+ dx
)︁𝟣/𝟦}︂
,
where 𝜂 := 𝟣
𝟣𝟢
(𝟣− (𝜋𝛾/𝟤)𝟤).
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