Multivariate panel count data occur in many fields such as medical and social science studies in which several outcomes of interest are measured simultaneously and repeatedly over time. When the observation times are not pre-specified, it is very likely that either the observation or follow-up times are informative about the response process. In such situations, most existing approaches either specify a dependence structure with some fixed distributions or assume independence given some covariates, which may not be true and result in misleading conclusions. In this paper, we present a joint modeling approach that allows the possible mutual correlations to be characterized by time-dependent random effects. Estimating equations are developed for the parameter estimation and the resulted estimators are shown to be consistent and asymptotically normal. The finite sample performance of the proposed estimators is assessed through a simulation study and an illustrative example from a maternal influenza immunization study on infant growth is provided.
Introduction
Multivariate panel count data occur in many fields such as medical and social science studies in which several related recurrent events are of interest but the responses are recorded only at discrete times. In such situations, only the numbers of events that have occurred between the observation times are known, but the exact event occurrence times are not observable. The observed data consist of two parts, one being a sequence of discrete observation times which can be regarded as realizations from an observation process and the other being the sequences of counts that the events have occurred between discrete observation times.
One example of multivariate panel count data that motivated this research is the Mother's Gift study, a prospective, controlled, double blinded, randomized trial to assess the safety and immunogenicity in pregnant women of pneumococcal vaccines, as well as the clinical effectiveness of influenza vaccine in Bangladesh (Zaman et al., 2008) . Research studies have shown that respiratory illness has significant negative impact on children's weight and height gains in Bangladesh (Torres et al., 2000) . Therefore, reducing children's respiratory illness rates has become clinically important in enhancing children's growth in countries without sufficient food and health resources. One objective of the study is to evaluate the effectiveness of infant Pneumococcal conjugate vaccine (PCV7) in reducing the recurrences of febrile respiratory illness, pneumonia and difficulty with breathing. In addition to usual routine vaccines, all infants received either PCV7 (treatment) or Hib conjugate vaccine (comparator) at 6, 10 and 14 weeks of age. The experiences of febrile respiratory illness, pneumonia and difficulty with breathing of the infants were scheduled to be recorded weekly from 6 to 24 weeks of age, but as expected, the actual observation times varied among the infants. In particular, many infants were examined more frequently when the respiratory illness occurred and skipped a couple of clinical visits when they were healthy. Therefore, the actual observation times could be informative about the recurrence processes of respiratory illness and multivariate panel count data were generated as described above. In the original analysis of the study, the chi-square test and Fisher's exact test were used to compare the laboratory-confirmed influenza occurrence rates, defined as the total number of infant influenza cases divided by the total number of infants from each treatment group. It is easy to see that this is clearly not efficient.
For the analysis of multivariate panel count data, it is apparent that one may separately carry out univariate analysis for each type of outcomes by applying an existing procedure (Huang et al., 2006; Sun et al., 2007; Zhao et al., 2011a; Sun and Zhao, 2013; Zhao et al., 2013b) . However, such practice ignores the mutual correlation between the related outcomes and would be less efficient than a joint or multivariate analysis. To overcome this, several authors have proposed multivariate regression models. For example, Chen et al. (2005) and He et al. (2008) considered parametric and semiparametric methods, respectively, by assuming that the response process and the observation process are independent of each other. Li et al. (2011) and Zhao et al. (2013a) proposed some marginal model-based approaches that allow the dependent observation processes. However, their models imply that the subjects with the same observation schedule are expected to have the same response rates for all types of recurrent events, which clearly may not be realistic in some applications. For instance, despite of observation times in the past, the proceeding observation times and longitudinal responses may both depend on individuals' current stages of disease progression. Also such correlation may vary over time and relate to the follow-up times.
In the following, we discuss regression analysis of multivariate panel count data when the response process, the observation process and the follow-up time may be mutually correlated. An easy-to-implement estimation approach is proposed and the asymptotic properties of the resulted estimators are established. The approach allows for time-dependent, arbitrary correlations. Before presenting the estimation approach, we will first introduce the notation and present the model in Section 2. Section 3 presents the estimation procedure and establishes the asymptotic properties of the resulted estimators, and Section 4 gives a procedure for model diagnostics. In Section 5, a simulation study is conducted to evaluate the finite-sample performance of the proposed estimators, and Section 6 applies the method to the data from the maternal influenza immunization study described above. The paper concludes in Section 7 with some discussion and remarks.
Notation and Models
Consider a recurrent event study that involves p types of events. For subject i, let Y ik (t) denote the total number of type-k events that have occurred up to time t, i = 1, · · · , n, k = 1, . . . , p. Suppose
where m i represents the total number of observations on subject i. Let N i (t) represent the observation process, which gives the cumulative numbers of observation times up to time t. In practice, there usually exists a censoring or follow-up time C i and one observes N i (t) = N i (t ∧ C i ), where a ∧ b = min(a, b). Let Z i (t) denote a d-dimensional vector of covariates which is assumed to be continuously traceable in the study and denote Z it = {Z i (s), s ≤ t}.
In the following, we assume that there exists an unobserved random vector b i (t) = b i1 (t), . . . , b ip (t), b i,p+1 (t), b i,p+2 (t) that will be used to model the correlation between Y i (t), N i (t) and C i . Define B it = {b i (s), s ≤ t} and assume that the b i (t)'s are independent and identically distributed, B it is independent of Z it , and given Z it and B it , Y i (t), N i (t) and C i are mutually independent. Also we will assume that the mean function of Y ik (t) has the form
where β denotes a vector of d-dimensional regression coefficients and Λ 0k (t) is an unknown baseline mean function. Note that for the simplicity of presentation, we have assumed that regression parameters β are the same for different types of event, and it is straightforward to generalize the methodology proposed below to the situation where covariate effects may be different on different types of recurrent events. For the observation process N i (t), it will be assumed that it follows the following marginal rate model
where γ is a vector of unknown regression parameters and dµ 0 (t) is an unknown baseline rate function. For the censoring time C i , we will suppose that its hazard function is given by
Here ξ denotes the effect of covariates on the hazard function of C i s and λ 0 (t) is an unknown baseline hazard function. That is, the C i 's follow the additive hazards models (Lin et al., 1998; Kalbfleisch and Prentice, 2002; Zhang et al., 2005) . Note that models (1) -(3) can be viewed as natural generalizations of some existing models that have been commonly used in the literature. For example, when any of the b il (t)'s is zero or independent of other b ij (t)'s (l, j = 1, 2, . . . , p + 2 and l = j), the corresponding process is conditionally independent from others. In particular, if b ik (t) = 0 (k = 1, . . . , p), model (1) is equivalent to the proportional means model considered in Cheng and Wei (2000) , Sun and Wei (2000) , Zhang (2002) , and Hu et al. (2003) among others. When both b ik (t) and Z i (t) are time-independent, model (1) is equivalent to the model (1) discussed in Zhang et al. (2013) . That is, the proposed joint modeling procedure also applies to special cases when either the observation or censoring times are noninformative or the longitudinal responses have a time-independent correlation structure. In general, since the form or distribution of b i (t) is arbitrary and completely unspecified, the joint modeling procedure described above is quite flexible compared to many existing procedures. In contrast, the application of the existing procedures that assume independence to the situation considered here could give biased results or misleading conclusions.
Inference Procedure
In this section, we will present an inference procedure for estimation of β which is usually of the primary interest. For this, first note that the counting process N i (t) = N i (t ∧ C i ) jumps by one at time t if and only if t ≤ C i and dN i (t) = 1. Based on the conditional independence assumption for Y i (t), N i (t) and C i , it can be shown that
where
Thus we have
, where β 0 and η 0 denote the true values of β and η, respectively. Then M ik (t) is a mean-zero stochastic process. For estimation of β and dΛ * 2k (t), if η is known, this naturally suggests the following estimating equations
and
where W (t) is some possibly data-dependent function. Some simple and natural choices for W (t) are W (t) = 1, constant for all t and W (t) = n i=1 I(t ≤ C i )/n, proportional to the number of subjects under observation.
In reality, of course, η is unknown. However, it can be readily estimated based on the recurrent event data on N i (t)'s. Specifically, define
where dΛ
and thus M * i (t) is a mean-zero stochastic process. It follows that the estimators of η and Λ * 1 (t) can be obtained by solving the following two estimating equations
together. In the above, τ is a known time point often representing the length of the study,
To implement the estimation procedure presented above, we propose first to obtain the estimatorsη and dΛ * 1 (t) for η and dΛ * 1 (t), respectively, by solving equations (8) and (9), then to estimate β and dΛ * 2k (t) by solving equations (5) and (6) with η and dΛ * 1 (t) replaced byη and dΛ * 1 (t), respectively. The resulted estimators of β and dΛ * 2k (t) are denoted byβ and dΛ * 2k (t). To establish the asymptotic properties ofβ andη, define
and e z (t) = lim n→∞ E Z (t; β 0 , η 0 ).
The following theorem gives the consistency and asymptotic normality ofβ andη. Theorem 1. Assume that the conditions (C1)-(C5) given in Appendix A hold. Thenη andβ are consistent estimators of η 0 and β 0 , respectively. Furthermore, the distributions of n 1/2 (η − η 0 ) and n 1/2 (β − β 0 ) are asymptotically normal with mean zero and covariance matrices that can be consistently estimated by Σ η = Ω −1
β , respectively, where a ⊗2 = aa ,
The proof of the theorem above is sketched in Appendix A.
Model Diagnostics
For the implementation of the estimation procedure described above, one question of practical interest is the appropriateness of the regression models. In this section, we will consider the checking of the adequacy of models (1) -(3). For this, first note that one observes complete data for both models (2) and (3) and there exist several procedures to check their goodness-of-fit (Schoenfeld, 1982; Lin et al., 1993; Lin et al., 2000) . For the diagnostics of model (1), a general approach is to employ the following supremum statistic (Lin et al., 1993; Lin et al., 2000; Zhao et al., 2013a )
where the event {Z i (t) ≤ z} means that each component of Z i (t) is not larger than the corresponding component of z. In Appendix B, we will show that the null distribution of F(t, z) converges weakly to a mean-zero Gaussian process that can be approximated by
Here e 1 , . . . , e n are independent standard normal variables independent of the observed data,
, e I (t, z) = lim n→∞ E I (t, z; β 0 , η 0 ) andû 2i =û i , whereû i ,v 1i andv 2i are defined in Section 3. Therefore, one could obtain a large number of realizations from F(t, z) by repeatedly generating the standard normal random samples while fixing the observed data. Because F(t, z) is expected to fluctuate randomly around 0 under model (1), a formal lack-of-fit test can be constructed based on the statistic sup 0≤t≤τ,z |F(t, z)|.
The corresponding p-value can be obtained by comparing the observed value of sup 0≤t≤τ,z |F(t, z)| to a large number of realizations from sup 0≤t≤τ,z | F(t, z)|.
A Simulation Study
In this section, we present some results obtained from a simulation study conducted to assess the finite sample behavior of the estimation procedure proposed in Section 3. In the study, we considered the situation of p = 2 and the covariate Z i was assumed to be a Bernoulli random variable with the probability of success being 0.5. Given Z i and some unobserved random effects
, the hazard function of the censoring time C i was assumed to have the form
with τ = 1. The observation process N i (t) was assumed to follow a Poisson process on (0, C i ) with the rate function
Note that in practice, the exact time of C i may not be observable and d N i (t) is observed instead of dN i (t), thus we considered E{ N i (t)|Z i , B it } for the number of observations. From (11) and (12),
where dΛ * 1 (t) = exp{−λ 0 t + b i3 (t) − B i (t)}dµ 0 (t) and B i (t) = t 0 b i4 (s)ds. Given Z i and b i (t), N i (t) was assumed to follow a nonhomogeneous Poisson process and the total number of observation times m i was generated from a Poisson distribution with mean E{m i } = E{ N i (τ )|Z i , B iτ }. Then the observation times {T i,1 , . . . , T i,m i } were taken as the order statistics of a sample of size m i from the density function
Furthermore, the bivariate panel count data Y ik (t) were generated from mixed Poisson processes with the mean function
where Q i was sampled independently from a gamma distribution with mean 1 and variance 0.5. The results given below are based on the sample size of 100 or 200 with 1000 replications. First we considered the situations when all components of b i (t) are time-independent. Table 1 shows the estimation results on β with the use of W (t) = 1. Note that ξ = 0 or γ = 0 represents the cases when either the censoring or observation times are independent of the covariate Z i . For the random effects, we took b i1 = b i2 = −b i3 = b i4 = u i , where the u i s were generated from a uniform distribution over (−0.5, 0.5). It can be seen that the proposed estimators seem to be unbiased and the estimated standard errors (SEE) are close to the sample standard errors (SSE). As expected, the SSEs become smaller as the sample size increases. In addition, the empirical 95% coverage probabilities (CP) are quite accurate, suggesting that the normal distribution approximation seems to be reasonable. Now we consider the scenarios when b i (t) is time-dependent. For this, Table 2 shows the estimation results under the same set-ups as for Table 1 except that µ 0 (t) = 10t, b i1 (t) = b i2 (t) = u i t 1/3 , b i3 (t) = −u i t 1/2 and b i4 = u i . It can be easily seen that Table 2 gives similar results compared to Table 1 . Furthermore, we also considered several other set-ups such as generating b ik (t) from different distributions and used several different weight functions for the estimation. For example, Table 3 presents the estimation results with the use of W (t) = n i=1 I(t ≤ C i )/n, and they gave similar conclusions to those described above and also suggest that the estimation procedure seems to be robust with respect to the weight function W (t).
When both the observation and follow-up times are informative, one possible question of practical interest is whether their dependence with the multivariate panel count responses can be characterized only by modeling the observation process but assuming noninformative censoring. To investigate this numerically, we considered both the proposed estimation procedure and the one given by Zhang et al. (2013) . Table 4 presents the estimation results for β obtained under the same set-ups as for Table 2 when n = 200, except that τ = 5, λ 0 = 0.5, Λ 01 (t) = Λ 02 (t) = 0.5t,
, with v i and G i generated from a uniform distribution over (0, 1) and a gamma distribution with mean 2 and variance 4, respectively. They indicate that the proposed estimator for β seems still to be unbiased, but the estimator given by Zhang et al. (2013) seems to be biased. In other words, ignoring the informative C i could lead to biased results and conclusions.
An Application
In this section, we will apply the methodology described in the preceding sections to the multivariate panel count data from the Mother's Gift study described in Section 1. As mentioned before, a main objective of the study is to evaluate the overall effectiveness of PCV7 received by infants in reducing the recurrences of febrile respiratory illness, pneumonia or difficulty with breathing which are important factors in infants' growth. Note that respiratory illness is an important factor in infants' growth especially in Africa and Asia, where many infants grow up in settings of inadequate food availability and increased exposure to infections. As an example, a recent observational report from southern India described a significant relationship between infant nasal carriage of pneumococci and decreased weight and length, as well as increased odds of stunting (Coles, et al., 2012) . The Monther's Gift study involved 340 pregnant women who met the inclusion criteria and agreed to participate in the study. Among them, 168 women were randomly assigned to receive pneumococcal vaccine and the rest received influenza vaccine. The infants of each maternal vaccine group were randomly assigned to receive either the PCV7 or the Hib conjugate vaccine. For the analysis below, we will focus on the data of 331 infants who had at least one observation, 165 from the PCV7 group and 166 from the Hib group.
For the analysis, define the covariates Z i = (Z i1 , Z i2 ) , where Z i1 = 1 if the ith infant's mother was given the influenza vaccine during pregnancy and Z i1 = 0 otherwise; Z i2 = 1 if the ith infant was given the PCV7 vaccine after birth and Z i2 = 0 if not, i = 1, . . . , 331. Let
, Y i3 (t) be the outcome vector associated with the i-th infant observed up to time t in weeks, where Y i1 (t), Y i2 (t) and Y i3 (t) represent the total numbers of occurrences of febrile Table 3 : Simulation results on the estimation of β obtained under the same set-ups as for Table 1 but with W (t) = Table 4 : Estimated biases for β by the proposed method and that in Zhang et al. (2013) respiratory illness, pneumonia and difficulty with breathing, respectively. In the following, we assume that the illness recurrence processes, the observation process and the censoring times can be described by models (1)- (3), respectively. Corresponding to the model notation, we have p = 3, and for the possible dependence as mentioned in Section 1,
characterizes the correlation between the recurrence process of an infant's respirator illness Y i (t) and his/her total number of clinical visits N i (t) subject to a censoring time C i . The primary interest is to make inferences about β = (β 1 , β 2 , β 3 ) with respect to Y i (t), which represent the respective effectiveness of maternal vaccine and PCV7 vaccine for infants in preventing their respiratory illness. Table 5 presents the analysis results obtained by applying the proposed estimation procedure with W (t) = 1. The results include the point estimates (Est.), the estimated standard errors (SEE) and the estimated 95% confidence intervals (CI). The results suggest that the PCV7 received by infants significantly reduced the rates of febrile respiratory illness, pneumonia and difficulty with breathing. With respect to the effect of maternal vaccine, the point estimate also indicates an effect of reducing the occurrences of infants' respiratory illness; however, the effectiveness does not appear to be significant in addition to that of PCV7 received by infants. Compared with the original analysis of the study (Zaman et al., 2008 ) that concluded significant effectiveness of maternal vaccine in reducing laboratory-confirmed influenza, one possible reason for the discrepancy is that our response vector of interest is different here. Another reason can be that the effects of both maternal vaccine and PCV7 received by infants are correlated such that the inclusion of the latter masks the former. In addition, the original study applied chi-square test and Fisher's exact test based on the ratio between the numbers of infant influenza cases and of infants as discussed in Section 1, which does not consider the recurrence rates of responses and ignores the possibly informative observation times.
In order to evaluate the model adequacy of the proposed methodology, we also applied the model-checking procedure described in Section 4 and obtained the p-value of 0.416, which suggests that the proposed models seem to be appropriate for the influenza immunization data. 
Concluding Remarks
Regression analysis of multivariate panel count data has been studied for the situations where either the observation process or follow-up times are noninformative about the response process.
As discussed above and shown in the example, this may not be true in reality and the ignorance of their informativeness could lead to biased results. To address this, we proposed a joint analysis method that allows the possible mutual correlations. For inference, an easy-to-implement estimating equation approach was developed and both finite and asymptotic properties of the resulting estimators were established. In particular, the numerical results showed that the proposed procedure works well for practical situations. Compared to the existing models for dependent processes, the proposed joint model is flexible in that the shared vector of random effects can be time-dependent and neither of its structure nor distribution is prespecified. Note that for simplicity, however, it has been assumed that the random effects are multiplicative to all response processes and b i (t) is covariates-independent. It is apparent that it would be helpful to relax or check the appropriateness of these assumptions. The same is true about how to choose the form of the regression model for the response process Y i (t) among a class of models such as transformation models for a given set of data. Except for the situations when some extra information is available, a conventional method is to develop an omnibus goodness-of-fit test based on the cumulative summation of the residual process as presented in Section 4.
There exist several other possible directions for future work. For example, instead of the proposed model, one may be interested in some other models such as the additive model for Y i (t). Although the idea discussed above still applies, both the estimating equation and the asymptotic properties of the resulting estimators can be quite different depending on the model. With respect to dependent processes, instead of employing joint modeling approach, one may consider marginal modeling approach in that the mean function of Y i (t) can be estimated marginally. On the other hand, however, the drawback is that such estimation is subject to the form of correlations specified to characterize the marginal effects of N i (t). In order to provide flexibility and improve the estimation efficiency, we have employed a weight function W (t) in the proposed method. For the selection of an optimal W (t), however, this is clearly a difficult problem as it requires the specification of the covariance function of Y i (t) and N i (t) as in most similar situations (Sun et al., 2012) . It would be desirable to develop some procedures to solve the problem. In addition to dependent follow-up times due to a censoring event, sometimes a terminal event such as death may exist (Ghosh and Lin, 2002; Zhao et al., 2011b) . In such complicated situations, the follow-up process is subject to competing risks and a new method is thus necessary for this challenge.
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A Proof of Theorem 1
To derive the asymptotic properties of the proposed estimatorsβ andη, we need the following regularity conditions. For k = 1, . . . , p:
. . , n) are independent and identically distributed.
(C3). Y ik (t) and N i (t) (0 ≤ t ≤ τ , i = 1, . . . , n) are all bounded.
(C4). W (t) and Z i (t), i = 1, . . . , n, have bounded variations almost surely and W (t) converges in probability to a deterministic function w(t) uniformly in t ∈ [0, τ ].
For the conditions above, (C1) depends on the design of the study and the sampling method, which is generally true for randomized clinical trials. (C2) is true if not all subjects are censored. (C3), (C4) and (C5) ensure the existence of variance-covariance related matrices and are defined for estimation feasibility. Specifically, (C3) is true if the total numbers of events and observations are bounded in a fixed period of time for each subject and is usually reasonable for panel count data in medical studies. (C4) defines the choices of W (t) and the condition on Z i (t) is often true as Z i (t) is often smooth enough or monotonic in practice; in particular, such condition is true if one observes time-independent covariates. (C5) is true as long as the components of Z i (t) are not strongly correlated.
Define
and note that dΛ * 2k (t; β,η) satisfies
. The consistency ofβ andη follows from the facts that U η (η 0 ) and U 1 (β 0 ;η) both tend to 0 in probability as n → ∞, and that −n −1 ∂U η (η)/∂η and A β (β) both converge uniformly to the positive definite matrices Ω η and A β over η and β, respectively, in neighborhoods around the true values η 0 and β 0 . Then the Taylor series expansions of U 1 (β;η) at (β 0 ;η) and (β 0 , η 0 ) yield n 1/2 (β − β 0 ) = A The proof of the asymptotic normality in Theorem 1 is sketched as follows:
(1) First, using some derivation operation to U 1 (β;η) and (A.1), we get
where p x i (t) = e β Z i (t)+η X i (t) . (2) Solving dΛ * 2k (t; β,η) from (A.1), inserting it into U 1 (β;η) and evaluating the function at (β 0 , η 0 ) yields n −1/2 U 1 (β 0 ; η 0 ) = n where Ω η = E X i (t)−x(t) dM * i (t) +o p (n 1/2 ), then it follows from the multivariate central limit theorem that n 1/2 (η − η 0 ) and n 1/2 (β − β 0 ) are both asymptotically normally distributed with mean zero and covariance matrices that can be consistently estimated by Σ η = Ω Using the arguments and algebra manipulation similar to those in Appendix A, we have V (β 0 , η 0 ) = 
. Therefore, F(t, z;β,η) can be expressed as a sum of i.i.d. mean-zero terms for fixed t. By the multivariate central limit theorem, F(t, z) converges in finite-dimensional distribution to a mean-zero Gaussian distribution. Since F(t, z) is tight based on the empirical process theory, F(t, z) converges weakly to a mean-zero Gaussian process that can be approximated by F(t, z) given by equation (10).
