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In this paper, a method for increasing the temporal resolution of a temporal imaging system has
been developed. Analogously to the conventional spatial imaging systems in which resolution limit
is due to the finite aperture of the lens, in a temporal imaging system, finite temporal aperture of
the time lens is responsible for limited temporal resolution. Based on the method used in spatial
structured illumination super-resolution microscopy in spatial optics, we have utilized time prisms,
which are temporal versions of conventional prisms, to shift the illusive frequency components of
the input signal to become captured by the time lens. This method would pave the way to a high-
resolution temporal imaging system which has applications in the observation and study of fast and
rare phenomena such as dynamics and evolution of optical rogue waves or cancer cells in the blood.
I. INTRODUCTION
In the last few decades, based on a mathematical
duality between dispersion of an optical narrow-band
pulse and diffraction of a paraxial beam, a field of re-
search known as ”temporal optics” has drawn great at-
tention [1]. Based on the mentioned duality, many theo-
ries and applications in well-established science of optics
and imaging now have a counterpart in temporal optics
and temporal imaging systems (TIS). For example, time
prism (TP) and time lens (TL) are two of the most impor-
tant elements in temporal optics which have quite well-
known analogs in spatial optics [2, 3]. Even further, the
temporal equivalent of some of the most familiar optical
ideas, theories, and laws such as Snell’s law, Talbot effect,
cloaking, image formation, and optical Fourier transform,
has also been theorized and implemented [5], [6], [4], [21],
[22]. One of the most useful applications of optics is imag-
ing technology which is ubiquitous in industry, daily life,
and military. Speaking of imaging technology, one of its
most important fundamental characteristics is the reso-
lution, both spatial and temporal.
Spatial resolution limitation was first analyzed by Ernest
Abbe in 1873 where he found a fundamental limit on the
resolution of an imaging system known as ”diffraction
limit”. He realized that this limit stems from two rea-
sons: first, the wavelength of the light and second, the nu-
merical aperture of the optical instrument. Even though
this limit was considered as an inevitable and unsolvable
restriction of imaging systems, in recent decades, super-
resolution (SR) techniques have come into existence to al-
leviate this problem. Among them the most famous is the
structured illumination microscopy (SIM) which leads
to an effective increase of the detection pass-band com-
pared to head-on low numerical aperture (NA) illumi-
nation. Structured illumination-based super-resolution
(SISR) is one of the most approached and well-known
optical super-resolution techniques. This technique in-
creases the resolution of an imaging system beyond the
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diffraction limit by retrieving the missed high-frequency
components of the object using a diffraction grating [8, 9].
As the finite aperture of a spatial lens is responsible for
limited resolution of the system, in temporal imaging
systems, the finite temporal aperture of the TL causes
a limited resolution of a temporal optical imaging sys-
tem. Temporal optical systems have immense applica-
tions in the study of ultrafast phenomena, optical com-
munication, spectroscopy, and etc [2]. Therefore, as huge
amount of efforts is made to overcome the diffraction
limit in the spatial imaging systems, temporal resolution
limit which is named here as dispersion-limit due to its
spatial dual, must also be handled.
Temporal super-resolution has been addressed in a recent
work by Yaron et al [10] based on localization microscopy
algorithm. Still, this work suffers from the fact that an
a priori knowledge of the input pulse is need, therefore,
their scheme is not suitable for statistically rare pulses
of which we do not have any information. Time-lens
array imaging has also been proposed in another work
[26] to improve the temporal resolution. Yet, as will be
explained in section II, adding lenses in the time-lens
array would rise another problem. In spatial optics, al-
though utilizing a large lens means allowing higher an-
gular frequency components to pass through the lens, it
would lead those high frequency components to go be-
yond the paraxial regime. Same problem arises when
using a lens-array, therefore, since paraxial beams and
narrow-band pulses are theoretically similar, using mul-
tiple time-lenses in an array would violate the narrow-
band assumption in temporal systems.
In this paper, an approach based on the spatial SISR
technique is proposed in time-domain in order to en-
hance the resolution limit introduced by the finite aper-
ture of the TL. In the proposed modified temporal imag-
ing structure, two TPs (made of an electro-optic modu-
lator) are utilized along with corresponding time-lenses
for shifting the high-frequency components of the input
signal and thus passing them through the limited aper-
ture of the TL. This will help in capturing a higher range
of object’s temporal frequency bandwidth which in turn
improves the output image resolution. Finally, a recon-
struction algorithm is employed to combine the informa-
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2tion from the conventional and TP-equipped temporal
imaging systems into a higher resolution image pulse.
The rest of the paper is organized as follows: in sec-
tion II, a brief discussion on the low-pass behaviour of
both spatial and temporal imaging systems has been pro-
vided. After that, paraxial (narrow-band) violation issue
in imaging systems is explained in order to analyse the
limitation of using time-lens array for resolution enhance-
ment. After introducing the resolution issue in imaging
systems, the proposed method to handle this problem is
discussed in section 3. This method is verified through
numerical simulations in section 4 and finally, the con-
clusion is provided in section 5.
II. THEORETICAL BACKGROUND
The most simple but intuitive imaging system both in
spatial and temporal domains is composed of two diffrac-
tive (dispersive) mediums that are just before and after
a lens (TL). Under image formation condition which is
1/z1 + 1/z2 = 1/f for spatial and −1/φ′′1 + 1/φ′′2 = 1/φ′′f
for temporal imaging systems (with time-lenses based on
four wave mixing (FWM) process), the image of the input
appears on the image plane. Here z1 is the distance be-
tween the lens and object and z2 is the distance between
the lens and the image in the spatial set up (Fig. 1).
Furthermore, φ′′1 and φ
′′
2 are the group-delay-dispersions
(GDD) of the first and second dispersive mediums in
the temporal setup (Fig. 2). The variables f and φ′′f
represent the focal length and focal GDD of the spatial
and temporal imaging systems, respectively. In an ideal
imaging system, which is quite mathematical rather than
physical, the exact replica of the input will appear on the
image plane, however, the resolution limit is the most de-
terrent cause of nonideality. In the next two subsections,
we are going to discuss resolution limit in both temporal
and spatial cases.
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FIG. 1. Resolution limit due to the finite aperture of the lens.
k vectors with larger angles or higher spatial frequencies do
not enter the lens. Missing high frequencies causes blurred
image at the output.
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FIG. 2. In a temporal imaging system, temporal rays with
higher spectral components, Ω, experience more time delay
than the lower frequencies. This leads to missing of higher
frequencies at the output image because the time delay of
these high-frequency components is more than the TL’s aper-
ture.
A. Spatial imaging system
Fig. 1 represent the resolution issue in a spatial imag-
ing system. As can be noticed from this figure, the out-
put of the imaging system for a 1-D rectangular input has
become blurred. This blurring effect, as discussed math-
ematically in this section, is because of the finite aperture
of the lens which makes the overall imaging system act
as a low-pass filter. This means that the higher order an-
gular spectral components do not experience the lensing
effect (being imparted by a quadratic phase) and there-
fore they do not contribute to the image formation. In
Fig. 1, kx1 and kx2 represent wave-vectors which have
passed through the lens aperture. These frequency com-
ponents have a lower value of projection along lateral,
x, direction representing smaller frequency components.
On the other side, wave vector kx3, which has a larger
projection along the lateral direction and thus brings the
information of higher frequency components of the object
has been blocked by the finite aperture of the lens. The
systematic equation which describes this effect includes
the pupil function P (x, y) as [6]:
h˜(u, ν) =
∞∫
−∞
∞∫
−∞
P (λz2x˜, λz2y˜) exp[−j2pi(ux˜+νy˜)]dx˜dy˜,
(1)
where h˜(u, ν) is the point spread function (PSF) of the
imaging system and x˜ = xλz2 , y˜ =
y
λz2
, h˜ = 1M h, and
M = z2z1 . Assuming the pupil function to be a rectangular
function of x and y, the frequency response of the spatial
imaging system, H˜(ku, kv), could be obtained through
Fourier transforming the PSF function represented in Eq.
1:
H˜(kx, ky) = P (λz2kx, λz2ky) (2)
3This equation clearly represents the low-pass filtering
effect caused by the finite aperture of the lens. This
effect results in the high-frequency content of the
object not to contribute to the formation of the image,
which degrades the image resolution. As it will be
discussed with more details in the next section, in order
to enhance the resolution, the imaging structure and
technique should be modified in a manner to pave the
way for high-frequency components to reach the lens’s
aperture.
B. Temporal imaging system
In temporal imaging systems, the temporal aperture of
the TL (both FWM based and EOM based TL) is limited
in time. In an FWM based TL, the lens’s aperture is
limited to the temporal duration of the chirped pump
pulse and therefore, the output of the TL can be written
as
A2(τ) = A1(τ)H(τ)P (τ), (3)
where H(τ) is the pump’s phase function, A1(τ) is the
input’s pulse envelope, and P (τ) is the temporal aperture
of the TL. Therefore, analogous to Eq. 1, the impulse
response of the temporal imaging system at time τ to an
impulse at time τ0 with a finite temporal aperture, P (τ),
is h(τ) = c(τ)h˜(τ −Mτ0), where [14]
c(τ) = 1/
√
M exp(
−iτ2
2Mφf
′′ ), (4)
and
h˜(τ −Mτ0) = 1
2piφ2
′′
+∞∫
−∞
P (τ ′) exp[
−iτ ′(τ − τ ′0)
φ2
′′ ]dτ
′.
(5)
Taking the Fourier transform of the above equation,
the frequency response of the temporal imaging system,
H(ω), can be written as
H˜(ω) = CP (φ2
′′ω) (6)
where C is a phase term resulting from the multiplica-
tion of the Fourier transform of Eq. 4 and the phase term
created by the temporal shift in the Fourier transform of
Eq. 5 , φ2
′′ is the GDD of the second dispersive medium,
and φf
′′ is the GDD of TL. Comparing Eq. 2 and Eq.
6, one can observe that if the pupil function has a finite
size or finite duration, as is always in a real structure,
then the imaging system, whether spatial or temporal,
will behave as a low-pass filter.
In order to further investigate the resolution limit of a
temporal imaging system, we explain the notion of the
time ray which was first introduced by Bennett and Kol-
ner in the extensive works that they have done in this
area [11]. In time-ray visualization, every frequency com-
ponent of a pulse has a distinct space-time path. This
illustration which is shown in Fig. 2 is based on the fact
that different frequencies in a dispersive media propagate
with different velocities. Higher frequencies have time
delay bigger than the lower frequencies in a particular
length because lower frequencies travel faster than the
higher ones in a normal dispersive medium. Therefore,
different frequencies have different slopes in this space-
time representation. This also can be described mathe-
matically by first expanding the group delay as [11]
tg(ω) =
z
vg(ω)
= z
dβ(ω)
dω
= z(β′ + (ω − ω0)β′′ + (ω − ω0)2 β
′′′
2!
+ · · · ).
(7)
For a particular base-band spectral component Ω =
ω − ω0, the group delay with respect to traveling-wave
coordinates is
τg(Ω) = tg(ω)− tg(ω0)
= Ωξβ′′ + Ω2
ξβ′′′
2!
+ Ω3
ξβ′′′′
3!
+ · · ·
= Ωφ′′ + Ω2
φ′′′
2!
+ Ω3
φ′′′′
3!
+ · · · .
(8)
When a frequency component enters a dispersive media
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FIG. 3. Time ray diagram showing the narrow-band lim-
itation of systems with large aperture time lens (left) and
time-lens array (right). High spectral components violate the
narrow-band condition ((ω − ω0)/ω0  1) which is an as-
sumption for image formation in temporal systems.
in an initial time τin, then it exits that media at τout(Ω) =
τin + τg(Ω). Therefore, we can define the slope of time-
rays as dτ(Ω)/dφ′′ = dτg(Ω)/dφ′′ which can be written
as
dτ(Ω)
dφ′′
= Ω[1 +
Ω
2!
β′′′
β′′
+
Ω2
3!
β′′′′
β′′
+ · · ·+ Ω
n−2
(n− 1)!
β(n)
β′′
].
(9)
Because in this article we are not interested in the
effects of aberrations produced by a dispersive medium
(which can be described by taking into account the
40x
ik
x
e
( )xH k
( )xS k
0( )x xS k k
0( )x xS k k
xk xk x
k
0
xik
x
e

(
)
P
x
(
)
P
x
(
)
P
x0x
ike
FIG. 4. Structured illumination based super-resolution in a spatial imaging system. The grating produces oblique incidences
on the object in order to shift the angular spectrum of the object. Therefore, those areas of the image’s spectrum which
were band-limited by the system, now can contribute to the output image. S˜(kx), S˜(kx + kx0), and S˜(kx − kx0) represent the
original, right shifted, and left shifted spatial angular spectrum of the input, respectively. H˜(kx) is the frequency response of
the imaging system and P (x) is the pupil function of the lens.
higher terms of Taylor expansion of β(ω) where β(ω) is
the frequency dependent wave-number), only first term
of Eq. 9 is kept and others are left out. Therefore, when
a baseband spectral component, Ω, enters a dispersive
medium and propagates a distance ξ0, it will have a
GDD equal to φ′′0 = ξ0β
′′ . Next, having the slope of its
time-ray diagram using Eq. 9, we are able to calculate
the time delay of that frequency component.
Using this concept, the resolution limit of the TL is
quite easy to understand because higher frequencies do
not have enough time to reach to the finite temporal
aperture of the TL. In other words, the frequency
components that have a group delay bigger than the
aperture of the TL cannot pass through the lens and
lensing effect (imparting quadratic temporal phase) does
not apply to them. In the next section, we have used
this concept to understand the proposed method more
visually.
One tempting idea in order to have better resolution is
to increase the band-width of the imaging system using
a lens with a wider aperture. Nonetheless, it suffers from
some crucial problems among them the most important
one is paraxial approximation (in spatial optics). It
should be noted that the whole idea of imaging is based
on the paraxial approximation which is described by
geometric optics. In geometrical optics, the paraxial
approximation is a small-angle approximation used in
Gaussian optics and ray tracing of light through an
optical system. As shown in Fig. 3, paraxial ray is a
ray which makes a small angle to the optical axis of the
system, and lies close to the axis throughout the system.
Paraxial approximation is a first order approximation.
To deal with aberrations, higher order approximations
or non-paraxial geometrical optics are needed. The
same issue occurs when using a lens array instead of
a single lens in imaging systems. That is because in
a lens array, the constituent lenses collectively act like
a big aperture lens. The above discussion also holds
in temporal imaging systems. In that case, however,
image formation occur under narrow-band assumption
for the input pulse. In fact, increasing the resolution
of a temporal imaging system using a large temporal
aperture time-lens or an array of time-lenses, which
as mentioned earlier was proposed by [26], would lead
narrow-band time rays to become captured by the
time-lens or time-lens array.
The proposed method in this paper exploits time prisms
to shift higher spectral components before passing
through each time-lens in order to be consistent with
the narrow-band condition.
III. PROPOSED METHOD
Instead of using a large aperture time lens or a time
lens array, our proposed method utilized a pair of time
prisms in order to capture high frequency components
of the input pulse in order to increase the bandwidth
of the imaging system and therefore its resolution. Time
prisms which are temporal counterparts of spatial prisms
are more discussed in the subsection III A. This technique
is the dual of the idea used in structured illumination mi-
croscopy as a successful super-resolution method in spa-
tial domain which is by the first time proposed in this
paper in the time-domain.
In order to discuss the proposed method, some basic
ideas behind spatial SISR should first be noticed to es-
tablish the analogy. In every spatial imaging system, the
5detected intensity of the image can be written as [15]
D(x) = Is(x)∗h(x), (10)
where the ∗ denotes the convolution operator and Is(x),
h(x), and D(x) represent the light intensity of the ob-
ject, PSF, and intensity of the image, respectively. Here,
for simplicity, we have assumed that the object and the
imaging system is one dimensional. The light intensity
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FIG. 5. Top: schematic of the proposed method using time
ray visualization. Spectral components 0, ±Ω, ±2Ω, and
±3Ω are represented as sample spectral components. Because
of dispersion, these components have different velocities and
therefore, different time-delays. The amount of time-delay for
higher frequencies (for example 3Ω) is more than the duration
of TL’s aperture. Hence, Similar to the spatial imaging sys-
tems, some of these rays do not pass through the finite aper-
ture TL. Temporal prisms, therefore, are recruited to shift
the spectra of the pulse. These TPs change the slope of time
rays in a way that fit the ray into the TL’s aperture. Af-
ter applying the first TP, (+4ω0), the time ray 2Ω can pass
through the TL and after applying the second TP (−4ω0),
the −2Ω time ray can be passed through the TL. P (τ) is the
temporal pupil function of the TL. Bottom: by making 3 or
more copies of the input pulse through and optical coupler,
the whole imaging system can operate in a single shot manner.
emitted from the sample Is(x) depends on the incoming
light intensity (Iin) and the object’s structure (S(x)) and
can be written as
Is(x) = IinS(x). (11)
Transforming Eq. 10 into frequency domain and substi-
tuting Is(x) from Eq. 11, the frequency spectra of the
output’s light intensity will be
D˜(kx) = [I˜in(kx)∗S˜(kx)]h˜(kx), (12)
where h˜(kx), S˜(Kx), and I˜in(kx) are the frequency rep-
resentations of the PSF, Object’s structure, and the in-
cident’s light intensity, respectively. In the case of a uni-
form plane wave illumination (I˜in(kx) = I0δ(kx)) on the
object, the spectrum of image becomes
D˜(kx) = I0S˜(kx)h˜(kx). (13)
The important point to notice here is that because h˜(kx)
is limited in frequency domain, the imaging system, as
discussed in section II A, would be a low-pass filter. On
the other hand, if we use a structured illumination rather
than a uniform plane wave, for example a sinusoidal illu-
mination such as
Iin = I0[1 +m/2(e
j(kx0x+φ) + e−j(kx0x+φ))], (14)
the frequency spectra of the output’s light intensity will
become
D˜(kx) = I0h˜(kx){S˜(kx) + (m/2)exp(jφ)S˜(kx − kx0)
+ (m/2)exp(−jφ)S˜(kx + kx0)}.
(15)
According to the second and third terms in the above
equation, higher frequencies of the object’s spectrum
Prism
(
)
P

Non-paraxial
Non-narrow-band
paraxial
narrow-band
FIG. 6. a
6V
V
0
/ 2T T0
( )t t 
( )t t 
2( )t t 
FIG. 7. Different functionalities of an electro-optical modula-
tor driven with a sinusoidal voltage. Positive linear, negative
linear and negative quadratic phase shifts are shown in this
figure.
can be fell down in the pass-band of the imaging system
provided that the incident light is structured as Eq. 14.
In Eq. 15, the output’s spectrum has three terms. These
terms correspond to the detected spectrum of the object
with 0, +kx0, and −kx0 spectral shifts, passed through
the low-pass frequency response of the system. In other
words, the first term contains the lower frequency part
of the object’s reflectivity pattern while the second
and third terms include the high-frequency components
of the object’s reflectivity pattern shifted and passed
through the imaging system’s frequency response.
After detecting these three components of the input’s
spectrum, a computational reconstruction needs to be
done in order to attach these three parts of the object’s
spectrum and reconstruct the wide-band spectrum of
the object. This technique is illustrated schematically
in Fig. 4. In this figure, a grating device is exploited to
make oblique illuminations on the object (three oblique
illuminations has been depicted in this figure to be
comparable with equation 14). The first illumination is
normal to the object resulting in the passage of lower
frequency components, which have k-vectors with less
inclination, through the lens. The second and third
illuminations are inclined with an angle θ resulting in
rotation of more oblique k-vectors which correspond to
higher frequency terms, to be inclined and thus pass
through the lens’s aperture. Therefore, the second and
third illuminations result in imaging the more inclined
k-vectors and thus higher frequency components of the
object. One important point to be noticed is that either
object or illuminations in the above theoretical analysis
have been assumed to be one dimensional. However, in a
real imaging system, the object is two-dimensional with
transparency S(x, y) and the oblique illuminations are
plane-waves varying in both x and y directions, making
spectral shifts of value ±kx0 and ±ky0 to the angular
spectrum of the object S˜(kx, ky).
This technique has an analogue in electronics known
as modulated wide-band convertor (MWC), which is
designed for sampling a wide-band signal with sub-
Nyquist rate [19]. By modulating the input with several
periodic signals in and then passing each branch through
a low-pass filter, wide-band spectrum of the original
signal can be achieved with a combination of the outputs
of these branches. SISR can be viewed as an optical
counterpart of MWC in which a grating is responsible
for modulating the object’s light intensity by periodic
light and the finite aperture of the lens acts as a low-pass
filter.
Taking advantage from the discussed method in spatial
imaging, we propose a similar trick in temporal imaging
systems to pass the high-frequency components of the
input pulse to the output even though the system is
a low-pass filter. In order to do so, the spectra of the
input pulse must be shifted analogous to the spatial case
discussed above. To shift the input’s spectra, a temporal
prism has been exploited. Just likewise usual spatial
prisms that shift the k vector of the light-wave, temporal
prisms are used to shift the frequency components Ω of
the input temporal pulse. The role of the time-prisms
in this proposed method is similar to the role of the
gratings in spatial SISR. Illustration of this method is
shown in Fig. 5. Comparing the spatial and temporal
super-resolution techniques in this figure and Fig. 4, one
point needs to be noticed. In the proposed temporal
super-resolution procedure, time-prisms are right after
the input while in spatial SISR, the grating is behind
the object, making a structured illumination on the
object. It can be discerned from the Eq. 15 that the
periodic illumination leads to the shifting of the object’s
spectrum. Therefore, because there is no illumination
in the temporal imaging system as in spatial ones, the
time prisms must shift the spectrum directly. These two
settings (shifting the spectrum by time prisms or by
structured illumination) do not differ mathematically as
both shift the spectrum of the input.
In Fig. 5 the concept of time-rays has been employed to
visualize the proposed method. As can be seen in this
figure, two time prisms have been exploited to rotate the
temporal rays in two sides resulting in a frequency shift
of the input in both sides. The +4ω0 TP causes the
2Ω time-ray to be captured by the TL, while the −4ω0
TP leads to the capturing of −2Ω time-ray by the TL.
Therefore, these two time-rays which were filtered in the
conventional temporal imaging system (without time
prisms) due to the finite pupil function of the TL, now
can contribute to the imaged pulse at the output.
A. The limit in resolution improvement
Before discussing the limitation in the resolution en-
hancement, we first discuss the structure of time prisms.
Time-prisms, which are usually made of electro-optic
modulators (EOM), are the temporal counterparts of
conventional spatial prisms. The linear phase term im-
parted by the time prism to the input pulse is realizable
by an EOM driven with a sinusoidal voltage.
In an EOM the change in refractive index due to the volt-
age can be written as 4φEOM = 4n 2piλ L = −Ln
3
3r33Γ
λωpiV =
7piV
Vpi
, where Γ accounts for the inhomogeneity of the mod-
ulator, r33 is the coupling constant between electric field
and refractive index, n3 is refractive index with no elec-
tric field applied, and Vpi is known as pi or half-wave
voltage [18]. By applying a sinusoidal drive voltage
V = VDsin(ωDt) and writing for the linear portion of
the sinusoidal function, the induced phase is
4φ(t) = piVD
Vpi
sin(ωDt) ' 4ω0t, (16)
where ωD and VD are the frequency and amplitude of the
driving voltage. Obviously, since the refractive index of
the EOM material is now linearly proportional to time
t, the induced phase will also have a linear dependence
on t which is a necessity for implementing a time-prism.
However, this phase shift is finite. Therefore, using the
proposed method with a pair of time prism would have
a limited resolution enhancement because of the limited
shift done by the time prism to the input’s spectra and
therefore, limited increase in the effective bandwidth of
the imaging system. However, one might suggest utiliz-
ing more than two time prisms in order to capture more
frequency content of the input pulse. This might seem
a plausible idea, however, as shown in Fig. 9, although
multiple time prisms would enable those high frequency
rays to enter the time-lens, they would no more meet the
narrow-band condition. That means, since the higher fre-
quencies are already out of narrow-band condition and
the phase shift imparted by the time prisms are finite,
they still remain in the non-narrow-band regime, which
do not contribute in the image formation.
IV. SIMULATIONS AND RESULTS
In this section, numerical verification of the proposed
method has been discussed. The temporal imaging sys-
tem in this simulation is assumed to be an FWM-based
TL with a Gaussian aperture (the temporal envelope of
the pump pulse of the FWM process is Gaussian) which
has a temporal duration of P (τ) = 6ps. The magnifi-
cation factor of the considered temporal imaging system
is M = 10. Besides, the GDD of the second dispersive
medium is φ′′2 = 10ps
2. Therefore, according to this mag-
nification factor and also the image formation condition
for a FWM-based time lens (-1/φ′′1+1/φ
′′
2=1/φ
′′
f [13]), we
have φ′′1 = 1ps
2 and φ′′f = −1.1ps2. The bandwidth of the
imaging system (according to Eq. and the choice for φ′′2)
is about 0.6THz. The minimum temporal width of the
input pulse (shown in Fig. 6(a)) is 0.1ps. The spectral
width corresponding to this input pulse is about 7THz
[23], which is more than the imaging system’s bandwidth.
Therefore, higher frequency components would become
filtered. Ideally, in order to image and resolve this pulse,
we need an imaging system that can resolve the fastest
temporal feature of this pulse. For better exploring this
matter, an input signal consisting three pulses each with
0.1ps temporal width and 0.2ps and 0.4ps separations is
considered, as shown in Fig. 6(a). In Fig. 6(b), the blue
curve is the image of the input signal with the considered
conventional temporal imaging system, which, as shown,
could not resolve non of the 0.2ps and 0.4ps separations.
Based on the numerical simulation and also theoretical
analysis, these values of resolvability requires and imag-
ing system bandwidth more than 1.5THz, which is larger
than the frequency bandwidth of the considered conven-
tional system, i.e., 0.6THz. Now, by introducing two
time prisms with positive and negative phase shifts equal
to 500GHz, the output image would be as the red curve
in Fig. 6(b). This amount of phase shift imparted by the
time prisms are nowadays experimental tested and avail-
able [24, 25]. Introduction of time prisms to the system is
analogous to have a new bandwidth for the whole tempo-
ral imaging system which is wider than before. Therefore,
considering |∆ω0| = 0.5THz frequency shifts both for
negative and positive time prisms, the equivalent band-
width of the system will become 0.6+2(|∆ω0|) = 1.6THz,
which is adequate for resolving both 0.2ps and 0.4ps pulse
separations, as will be discussed in the following.
The amount of increased resolution has been verified
as in Fig. 7. In this figure, two pulses, each with 0.1ps
temporal widths are getting closer to each other in time
until in their image, the peaks cannot be distinguished.
According to these simulations, in the conventional tem-
poral imaging system (without time prisms), the mini-
mum pulse separation between two pulses that could be
resolved by the system is 0.5ps. On the other hand, in
the case where the proposed method is used, this mini-
mum separation decreases to 0.2ps. Thus, according to
this criterion for defining temporal resolution, it is clear
to see that the resolution can also be explained by how
much the bandwidth of the time prism-equipped system
is wider than the bandwidth of the conventional system.
This ratio, which is 2.66 (the ratio of 1.6THz to 0.6THz),
is almost consistent with the resolution improvement fac-
tor obtained from the simulations.
Likewise the final step in spatial SISR, a reconstruction
procedure must be applied to retrieve the information
from all these three (or more) branches (Fig. 5). Firstly,
we write three obtained spectrums as [16]
S1(ω) = F (ω).P (ω) (17)
S2(ω) = F (ω −4ω0).P (ω) (18)
S2(ω) = F (ω +4ω0).P (ω) (19)
where P (ω) represents the frequency response of the tem-
poral imaging system which is related directly to the
lens’s aperture as in Eq. 6, and F (ω) is the input’s
spectrum. Here, it has been assumed that P (ω) is the
full-width at half maximum (FWHM) spectral window
of the Gaussian aperture. S2(ω) and S3(ω) contain the
high-frequency contents of the spectrum and S1(ω) ac-
commodate the low-frequency information of the input’s
spectra. Given that S2(ω) and S3(ω) are the shifted
high-frequency components to the center, they should be
shifted to their right location in the spectrum as follows:
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S˜2(ω) = S2(ω +4ω0) (20)
S˜3(ω) = S3(ω −4ω0) (21)
Although S˜2(ω) and S˜3(ω) contain the high-frequency in-
formation, they have some overlaps with S1(ω). There-
fore, if we simply add S˜2(ω), S˜3(ω), and S1(ω) together,
the overlapping areas will be counted twice which leads
to a distorted image spectrum. In order to cut the over-
lapping areas, these three spectrums should be filtered as
follows:
S˜HP2 (ω) = S˜2(ω).(1− P (ω)) (22)
S˜HP3 (ω) = S˜3(ω).(1− P (ω)) (23)
where 1−P (ω) is a high-pass filter, representing the fre-
quencies out of the pass-band of the conventional tempo-
ral imaging system. Finally, we can reconstruct the wide-
band image pulse by taking an inverse Fourier transform
as:
I0(t) = F
−1{S1(ω) + S˜HP2 (ω) + S˜HP3 (ω)} (24)
The resultant temporal signal contains missed high-
frequency components in the conventional system and
thus is certainly of higher frequency bandwidth compared
to the imaged pulse from conventional temporal imaging
system. Fig. ?? has been generated using this algorithm.
After applying the discussed reconstruction algorithm
to the captured data from the proposed super-resolved
temporal imaging structure, the resolved output pulse
was obtained (red curve in Fig. ??). Comparing with
the original input pulse (yellow curve), the resolvability
of the proposed structure becomes evident. The widen-
ing of the pulses is due to the lower resolution of the
proposed structure than the pulses’ width. In this Fig.
??, the blue curve is the unresolved image pulse from the
conventional temporal imaging system which has been
depicted in order to demonstrate the resolution enhance-
ment of the proposed method.
V. CONCLUSION
A method similar to the conventional structured illu-
mination super-resolution has been presented in order to
increase the temporal resolution of a temporal imaging
system. The proposed method utilizes a pair of time
prisms to shift the spectral components of a temporal
pulse as in the spatial structured illumination super-
resolution technique, where oblique illuminations cause
spectral shifting. Shifting the input’s spectrum by time
prisms causes to the contribution of the input’s high
frequency components to the formation of image and
therefore, increasing the temporal resolution. Numeri-
cal proofs with practical parameters have been provided
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FIG. 10. Simulation results for the proposed method for a
pulse consisted of three peaks.
to test the proposed method. The suggested time prisms
shift the spectrum by ±2.3 THz and are made of electro-
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FIG. 11. Effect of increasing number of time prisms.
optic modulators with a sinusoidal driving voltage. The
resolution limit of the assumed temporal imaging system
has been enhanced by a factor of 3 and the equivalent
imaging bandwidth of the TP-equipped imaging system
has been increased. After this study, an experimental
realization of the proposed concept is possible.
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