ABSTRACT This paper proposes a high-capacity scheme for reversible data hiding (RDH) in encrypted images. The proposed scheme is based on a new preprocessing method by bit plane partition. Specifically, the values in the less significant bit planes are reversibly hidden into the other bit planes. Consequently, the room in the less significant bit planes can be vacated to generate a preprocessed image, from which the original image can be recovered by extracting the hidden bit values and writing them back. After encrypting the preprocessed image with a stream cipher, the vacated room can be used to accommodate extra data, which can be retrieved without image decryption. In addition, the embedding capacity can be further increased by adopting an efficient most significant bit (MSB) prediction method before image encryption. Compared with the state-of-the-art RDH schemes for encrypted images, the experimental results show that higher embedding capacity can be achieved with our proposed one. The numerical results are provided to show the performances of the proposed scheme in different cases of bit-plane partition and MSB prediction.
I. INTRODUCTION
With the rapid development of cloud computing, more and more data (e.g., images, videos and audio) are uploaded to the cloud to be efficiently processed or stored. For privacy protection, the data owner may encrypt the data before uploading them. Moreover, some information can be further embedded into encrypted data, such as the owner information and uploading date. To embed data without permanently changing the cover object, reversible data hiding (RDH) has been proposed and studied in the past two decades (e.g. [1] , [2] ). By keeping the data required for recovery in the cover object, the original cover can be obtained after data extraction and conducting the recovery operations.
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In addition to the RDH methods proposed for plain-text images (e.g., [3] - [14] ), reversible data hiding in encrypted images (RDH-EI) has been recently developed to carry extra data. An early scheme for RDH-EI is proposed in [15] by flipping the three least significant bits (LSB) of encrypted pixel values in the same block. In [16] , Hong et al. reduced the errors that may occur in data extraction by selecting the smooth blocks for data embedding. In [17] , another RDH-EI scheme has been proposed so that data extraction can be performed without image decryption. In addition, an image similar to the original one can be obtained if the receiver only has the decryption key. Moreover, a RDH-EI scheme has been proposed in [18] by using the low-density paritycheck code [19] so that the original plain-text image can be obtained without any error. These RDH-EI schemes belong to the category of vacating room after encryption (VRAE), while a limited embedding capacity is achieved with them.
To increase the embedding capacity in encrypted domain, Ma et al. proposed a new RDH-EI method by vacating room before encryption (VRBE) in [20] . Specifically, the image owner preprocesses a plain-text image by hiding the LSB values of some pixels into the other pixels. Consequently, the reserved LSB values can be replaced with extra data in encrypted domain. Similarly, the embedding capacity is also increased in [21] , [22] while better image quality is achieved after decryption. Moreover, a high-capacity RDH-EI method was proposed by adopting prediction in [23] , but the original image can only be approximately recovered. In [24] , another RDH-EI method was proposed by using the interpolation technique to make room for data embedding, while some auxiliary information (including the location map and threshold values) needs to be separately provided for data extraction. In [25] , distributed source coding was adopted to compress the most significant bits (MSB) in encrypted images to make room for the to-be-hidden data while data extraction can be separately performed. In [26] , Cao et al. presented a novel scheme by using the patch-level sparse representation. In [27] , Huang et al. proposed to divide a plain-text image into sub-blocks to preserve the correlations between the pixels in the same block.
Recently, an efficient MSB prediction based method was proposed in [28] for RDH in encrypted images. Specifically, two approaches, i.e., high capacity reversible data hiding approach with correction of prediction errors (CPE-HCRDH) and high capacity reversible data hiding approach with embedded prediction errors (EPE-HCRDH), were developed by exploiting the correlation between the adjacent pixels. The CPE-HCRDH approach can recover the original plain-text image approximately, while perfect reconstruction is achieved with EPE-HCRDH by setting up the flags for those pixels where the MSB prediction is wrong. By substituting the MSB values in encrypted domain, nearly 1 bit per pixel (bpp for short) data hiding rate can be obtained with EPE-HCRDH. Besides, the embedding capacity of RDH-EI was also increased in [29] by using the adaptive code embedding while the EPE-HCRDH approach was applied to as many bit planes as possible in [30] . The aforementioned RDH-EI schemes and those in [31] - [35] all work with encryption with a stream cipher. As homomorphic encryption algorithms such as Paillier cryptography [36] , learning with errors (LWE) cryptography (e.g., [37] , [38] ) and the ideal lattices [39] have been developed, the RDH-EI schemes with the homomorphic encryption were also developed, such as in [40] - [44] . Among these schemes, preprocessing is performed on the plain-text image in [40] , [41] , [44] to vacate room before homomorphic encryption.
In the RDH-EI methods based on VRBE, the redundancy in the plain-text image should be fully exploited. By choosing a suitable part of a plain-text image to keep the data in the other part, the reserved room can be used to accommodate extra data in encrypted domain. In [20] , the RDH algorithm proposed in [6] is adopted to embed the LSB values of some pixels into the other pixels. By dividing the plain-text image into blocks and choosing them according to smoothness, the satisfactory performance is achieved in [20] , such as the quality of the directly decrypted image. To increase the embedding capacity, it is worthy to investigate how image partition affects. For instance, a plain-text image can be partitioned into the more significant bit planes and the less significant bit planes because the redundancy mainly exists in the first part. In this paper, we conduct image partition in such a way, which is quite different from the method in [20] .
By adopting the bit plane partition, a new RDH-EI scheme is proposed based on VRBE. Specifically, the values in the less significant bit planes are reversibly hidden into the other bit planes with the RDH algorithm in [9] , while other RDH algorithms (e.g., [10] - [14] ) can also be employed. Consequently, the room in the less significant bit planes can be vacated to generate a preprocessed image, from which the original image can be recovered by extracting the hidden bit values and writing them back. By encrypting the preprocessed image with a stream cipher, the vacated room can be used to accommodate extra data, which can be retrieved without image decryption. The experimental results show that the image partition according to bit plane is helpful to increase the embedding capacity of RDH-EI. For instance, an average pure embedding rate of 1.855 bpp was obtained in encrypted domain with the proposed scheme for a set of twelve grayscale images. In contrast, the average pure embedding rate was 1.241 bpp on the same image set by using the same RDH algorithm in the preprocessing of [20] . Moreover, the average embedding rate was increased to 2.275 bpp in encrypted domain by adopting the MSB prediction method [28] in our proposed scheme, which was higher than the state-of-the-art RDH schemes such as in [28] - [30] . In addition, the original plain-text images could be recovered without any error given that the decryption key and data extraction key were provided.
The rest of the paper is organized as follows. In the next section, a new preprocessing method is introduced based on bit plane partition. In Section III, the preprocessed image is encrypted with a stream cipher to perform data embedding in encrypted domain. In addition, the MSB prediction method in [28] is employed in the proposed scheme. The experimental results and performance comparisons with the existing schemes are given in Section VI. Finally, we draw a conclusion in Section V.
II. PREPROCESSING TO THE PLAIN-TEXT IMAGE
In this section, a new preprocessing method is introduced to reversibly hide the values in the less significant bit planes into the rest planes. The process is called self-embedding because the hidden bit values can be extracted from the image itself for original image recovery. After preprocessing, the embedded bits are vacated so as to accommodate extra data in encrypted domain. Given an 8-bit grayscale image I with the size of M × N, the steps of preprocessing are as follows:
Firstly, divide I into two parts: the less significant bit planes and the more significant bit planes. As shown in Figure 1 , l less significant bit planes are chosen, which are marked in white and denoted by I 1 . The rest bit planes are marked in gray and denoted by I 2 .
Secondly, embed the bit values in I 1 into I 2 by adopting the RDH algorithm in [9] . (The reason to choose algorithm [9] is due to that high embedding capacity can be achieved for a variety of images. Other RDH algorithms for plain-text image can also be used such as [10] - [14] ).
Given a pixel value in I , which is denoted by p(i, j) where 1 ≤ i ≤ M and 1 ≤ j ≤ N , the corresponding value in I 1 is denoted by p 1 (i, j) while the value in I 2 is denoted p 2 
where l is the number of the bit planes chosen to be vacated and · denotes the floor function. Since p 1 (i, j) contains l bits, the bit values in p 1 (i, j) can be denoted by the bit stream
where
To embed the bit values in I 1 , the pixel values in I 2 are divided into two sets, i.e., the pixels in black and those in white as shown in Figure 2 . According to [9] , there are four modes of prediction by using the pixels in black to predict those in white, and only one prediction mode is adopted at each time. Data embedding is conducted by changing the prediction errors (i.e., the differences between the pixels in white and prediction values). At each time, the pixels in white are modified at most by ± 1 while the pixels used for prediction remain unchanged. After applying the four prediction modes in succession, a pixel is modified at most by ± 3 because it has been used for prediction once.
In this way, the bit values in I 1 are hidden into the (8-l)-bit image I 2 . Note that I 2 needs to be preprocessed to prevent the overflows and underflows of pixel values due to data embedding. A binary location map with the size of M × N is pre-calculated and compressed with the Lossless JBIG2 algorithm [45] . A new (8-l)-bit image I 2 is formed FIGURE 2. Four prediction modes of using the pixels in black to predict the pixels in white. after embedding the compressed location map and other auxiliary data with the bit values in I 1 into I 2 . Then a preprocessed image I is generated by setting the embedded bit values in I 1 to zeros. To recover the original image, the hidden data should be extracted from I 2 and written back to I 1 while I 2 should be restored after data extraction. To protect the original image from being disclosed, a secret key K 1 can be used to determine the order of data embedding or scramble the data to be embedded. The details of preprocessing, data embedding and extraction, as well as image recovery with the RDH algorithm can be found in [9] .
In the case that not all bit values in I 1 can be hidden into I 2 , the unused bit values should be kept unchanged. Although the total number of embedded bit values can be known after data extraction, it is more convenient to process the bit values row by row from the last (least significant) bit plane. That is, if one bit value in I 1 cannot be hidden into I 2 , all bit values in the whole row will be kept unchanged, like those bit values that have not been embedded.
In the experiments, l is set at 1, 2 or 3, respectively, and at least the bit values in the last bit plane can be hidden into the other planes for various test images. The rationale of embedding the values in the last bit planes is illustrated in Figure 3 , where I 1 and I 2 of test image ''Lena'' with l = 2 are shown, respectively. As each pixel value in I 1 is multiplied by 64 for better illustration, it can be seen from Figure 3 (b) that there are less correlations between neighboring pixels. In contrast, I 2 inherits the most redundancy so that it can serve as a good cover for RDH. In addition, the bit values in I 1 are less significant so that setting them to zeros does not introduce visual distortions, as shown in Figure 3 (a).
III. REVERSIBLE DATA HIDING IN ENCRYPTED DOMAIN BASED ON THE PROPOSED PREPROCESSING
In this section, reversible data hiding in encrypted domain based on the preprocessing proposed in Section II will be introduced. After encrypting the preprocessed image with a stream cipher, extra data can be directly accommodated in the vacated bit positions. To further increase the embedding capacity, the MSB prediction method in [28] is adopted to vacate more bits before image encryption. Some auxiliary information is also embedded so that data extraction can be separated from image decryption.
A. PROPOSED SCHEME
The flowchart of the proposed RDH-EI scheme with a stream cipher is shown in Figure 4 , where the bit values in the last bit plane(s) of a plain-text image are embedded into the image itself. Then the preprocessed image is encrypted with a stream cipher by conducting exclusive OR (X-OR) operations, while the message to be hidden can be embedded in encrypted domain. By firstly extracting some auxiliary information from the encrypted image, the embedded data can be directly retrieved without image decryption. With the stream cipher used in encryption, the encrypted image can be decrypted to generate an image similar to the original one. After extracting the hidden bit values from the decrypted image, the original plain-text image can be recovered with the same key used in self-embedding. The details of each step in the proposed scheme are as follows.
1) IMAGE ENCRYPTION
This step is conducted by the image provider. To encrypt a preprocessed image I with a stream cipher, a bit value on the h-th bit plane, where h ∈ {1, · · · , 8} for a 8-bit graylevel image (h = 1 for the first bit plane and h = 8 for the last bit plane), can be obtained from the corresponding pixel value
Then a cipher bit value I E (i, j, h) is generated by
-th bit value in the stream cipher generated with a secret key K s , l is the number of bit planes hidden in preprocessing, and ⊕ represents the X-OR operation. After performing the X-OR operation on every bit value in the first 8-l bit planes, the encrypted image I E is generated, which is transmitted to the data hider.
2) DATA EMBEDDING
This step is conducted in encrypted domain by the data hider.
To protect a piece of message to be hidden into the encrypted image I E , another secret key K 2 is used to generate the data to be embedded. Data hiding is performed by substituting the bit plane(s) that have been vacated in preprocessing so that the encrypted image with hidden data is generated, which is denoted by I D E . Note that a fixed number of bits in the last bit plane are used to keep the value of l and the number of rows vacated in preprocessing. For instance, l can be represented in 2 bits (e.g., 00 for l = 1, 01 for l = 2 and 11 for l = 3), while 10 bits are used to represent the number of rows that have been vacated in the (9 − l)-th bit plane when M = 1024. Note that the values in the unused rows in the (9 − l)-th bit plane are kept unchanged in image encryption and data embedding.
3) DATA EXTRACTION
This step is performed by the receiver of I D E . No matter whether the receiver has the decryption key K s , the amount of the hidden data can be known from a fixed number of bit values in the LSB plane. After knowing the amount of bit values embedded, the hidden data can be directly retrieved from the encrypted image in the same order as data embedding (e.g., from the last bit plane). To obtain the message, the secret key K 2 is required to decrypt the retrieved data, as shown in the flowchart in Figure 4 .
4) IMAGE DECRYPTION
Given that the key used in image encryption (i.e., K s ) is known by the receiver, the received image can be decrypted by performing X-OR operation on each cipher bit. Firstly, the amount of data hidden in I D E is known so that the replaced bit values can be set to zeros. Then the X-OR operation in Eq. (4) is performed on the bit values in the first 8-l bit planes with a stream cipher generated with K s . Since the same stream cipher is used as in image encryption, every bit value in the preprocessed image can be obtained. If the receiver only has the extraction key K 2 , he can obtain the hidden message but cannot decrypt the encrypted image. If the receiver only has the decryption key K s , he can obtain the preprocessed image but cannot extract the hidden message. If the receiver has both K 2 and K s , he can extract the hidden message and obtain the preprocessed image.
5) ORIGINAL IMAGE RECOVERY
After the preprocessed image I is obtained at the receiver side, it is straightforward to recover the original plain-text image with the aid of the embedding key K 1 . This step is the reverse of the preprocessing proposed in Section II. From the preprocessed image I , all of the hidden bit values can be correctly extracted. The original image I can be formed by writing the extracted bit values back to the last l bit planes, and combining them with the bit values kept unchanged in the (9 − l)-th bit plane (if any). Meanwhile, the first 8 − l bit planes (i.e., I 2 ) can be recovered after data extraction because the RDH algorithm in [9] is completely reversible.
B. ADOPTING MSB PREDICTION IN THE SCHEME
To increase the embedding capacity, the preprocessed image I can be processed to further exploit the redundancy in it. An efficient MSB prediction method is developed in [28] , which can be adopted in our proposed scheme. To apply the MSB prediction, the top-left pixel in I is kept unchanged, while the other pixels are scanned in raster order (i.e., from top to down, and from left to right). The MSB of a pixel value is predicted with a previously scanned pixel and the other bit values in it. If the prediction is correct, the MSB value can be set to 0 because it can be correctly restored. In the case that the prediction value is wrong, the original MSB is set to 1 while the surrounding MSB values (which can be correctly restored) are set to a predefined pattern.
Since the proposed preprocessing only vacates the last bit plane(s), the correlations between the neighboring pixels are largely maintained. Consequently, a number of the MSB values in I can be vacated and used to accommodate extra data in encrypted domain. In summary, the MSB values in I may be: 1) kept unchanged (e.g., the firstly scanned pixel); 2) set to a predefined pattern (e.g., eight successive MSB values are set to 11111111) to set up flags for the neighboring pixels that cannot be correctly predicted; 3) set to 0 if the prediction is correct and to 1 if the prediction is wrong. The preprocessed image I is modified to I because most of the MSB values are changed. The interested readers may refer to [28] for the details of the MSB prediction method.
After performing the MSB prediction, there is no need to encrypt the MSB plane because it has been encoded. So the bits vacated in the MSB plane (i.e., those have been set to zeros) can be directly used to accommodate extra data in the encrypted domain, like the bits vacated in the last bit plane(s). Since some bit values in the MSB plane have been set to a predefined pattern as flags, the data embedded in the MSB plane can be distinguished from the other bits. To restore the MSB plane, the encrypted image should be decrypted while the bits vacated in the last bit plane(s) are set to zeros again. Since the same prediction can be made on the decrypted image, each bit in the MSB plane can be restored with the aid of the flags and prediction error information (i.e., those MSB values that have been set to 1s in prediction).
In [30] , the MSB prediction is applied to as many bit planes as possible to increase the total embedding capacity. In our proposed method, the same strategy is employed, i.e., conducting the prediction from the first bit plane to the second bit plane, and so on given that the flags used to label those positions where the predictions are wrong can be accommodated in the current bit plane. So more bits can be used to accommodate extra data while the unaffected bit planes are encrypted with a stream cipher. The difference between the proposed method and [30] mainly exists in the way of exploiting the correlations between the neighboring pixels. In [30] , the correlations between the neighboring pixels are used to vacate the bits in the first bit planes only. In our proposed method, the correlations are firstly utilized to perform RDH to vacate the bits in the last bit plane(s). Then the remaining correlations are further exploited to vacate the bits in the first bit plane(s) so that higher embedding capacity can be achieved in total.
IV. EXPERIMENTAL RESULTS
In the experiments, 12 gray-level images converted from USC-SIPI 1 and 24 gray-level images converted from Kodak Lossless True Color Image Suite 2 were used to evaluate the performance of the proposed scheme. All of the USC-SIPI images were converted to gray-level images with the size of 512 × 512, as shown in Figure 5 , while the Kodak images were all with the size of 768 × 512. The value of l was set to 1, 2 or 3 so that the data in different number of bit planes were embedded into the other bit planes with the proposed preprocessing method. Similar to [30] , the MSB prediction proposed in [28] was applied to vacate the bits in as many planes as possible to increase the embedding capacity. The programs of preprocessing, MSB prediction, encryption with a stream cipher, data embedding, extraction, and image recovery were all developed with Microsoft Visual C++ and executed on a 64-bit PC with Intel Core CPU @3.2 GHz and 8G RAM. Since the proposed preprocessing method may also be adopted to embed data in homomorphic encryption domain, its performances are firstly evaluated.
A. PERFORMANCE OF PREPROCESSING
With the proposed preprocessing method, the last bit plane in any of the 12 test image could be hidden into the 7-bit image consisting of the other bit planes. To adjust the data hiding rate, part of the rows in the last bit plane were kept from being embedded and unchanged in the preprocessing. The embedded bit values were then set to zeros to accommodate extra data in encrypted domain. When less bit values were embedded, less changes were made to the other seven bit planes. To measure the distortions caused by self-embedding, the peaked signal-to-noise ratio (PSNR) of a preprocessed image was calculated by referring to the original one. In Figure 6 , the obtained PSNR value was plotted with respect to the pure data embedding rate in bpp for all test images. Note that the side information embedded in the first bit planes to guide data extraction was excluded in the pure embedding rate in Figure 6 and all hiding rates (embedding capacities) in this paper. Similar to the conventional RDH algorithms (e.g. [8] , [10] - [14] ), the PSNR value of a preprocessed image decreased when the hiding rate was increased.
In the experiments, the bit values in the LSB plane were also embedded into the 6-bit image consisting of the first six bit planes (i.e., l was set to 2 though the actual pure embedding rate was not higher than 1 bpp). The preprocessed images were obtained by keeping the unused bit values in the last two bit planes unchanged while setting the embedded bit values to zeros. In the experiments, lower PSNR values were obtained by embedding data into the 6-bit image than those obtained by embedding data into the 7-bit image. So as many bit planes as possible should be used as the cover to hide the bit values in the last bit plane.
When the pure embedding rate was higher than 1 bpp, there were only six bit planes left for data embedding. For instance, the bit values in the last two bit planes of image ''Lena'' were completely embedded. As for image ''Baboon'', the highest pure embedding rate was 1.278 bpp with the proposed preprocessing. That means not all bit values in the seventh bit plane were hidden in preprocessing. The unused bit values in the seventh bit plane were kept unchanged while those that have been embedded were set to zeros. The preprocessed images of ''Lena'' and ''Baboon'' with l = 2 are shown in Figure 7 , respectively. The pure embedding rates for the 12 USC-SIPI images are listed in Table 1 for different values of L, respectively. When l was set to 2, a pure embedding rate of 2.0 bpp were achieved for 6 USC-SIPI 
TABLE 2.
The PSNR values of the preprocessed and decrypted images by applying the proposed scheme with l = 1. images while the lowest pure embedding rate among them was 1.278 bpp. When l was increased to 3, embedding rates more than 2 bpp were obtained on 3 USC-SIPI images, in which the pixels are highly correlated. For other images, the embedding rate obtained with l = 3 was lower because less bit planes were used as the cover.
B. PERFORMANCE WITH THE PROPOSED SCHEME APPLIED WITH A STREAM CIPHER
When the proposed scheme was applied with a stream cipher and no MSB prediction was conducted before encryption, the PSNR values of the directly decrypted images were calculated. To measure the distortions caused by bit value replacement, the PSNR values of the decrypted images were compared with those of the preprocessed images, as shown in Table 2 . For the given embedding rates with l = 1, the PSNR values of the preprocessed and the decrypted images were very close. Actually, if the PSNR value of a decrypted image is calculated according to the preprocessed image, the low bounds are 48.13dB for l = 1 and 43.36dB for l = 2, respectively. That is one reason that we choose to hide the values in the last bit plane(s) in the proposed preprocessing.
The pure embedding capacities of 12 USC-SIPI images achieved by applying the proposed scheme with MSB prediction are also listed in Table 1 , respectively for l = 1, l = 2 and l = 3. The sum capacity in the table includes the one achieved in preprocessing and the one achieved with MSB prediction. From the two images as shown in Figure 7 , it can be seen that the neighboring pixels are still correlated after preprocessing. So the sum embedding capacities were increased by adopting the MSB prediction in [28] . For most of the USC-SIPI images, the highest embedding rate in preprocessing was obtained with l = 2 except for ''Camera'', ''Columbia'' and ''Pens''. The highest pure embedding capacity can be obtained by comparing the different cases of bit plane partition and MSB prediction. For most of the test images, the highest embedding capacity was achieved [20] , [28] - [30] and the proposed scheme.
with l = 1. For ''Baboon'', ''Boat'' and ''Lena'', the highest embedding capacity was obtained with l = 2, while no one was obtained with l = 3. In each case, applying the MSB prediction helped to increase the total capacity.
C. COMPARISONS WITH EXISTING METHODS
The performances of the proposed scheme were compared with the methods proposed in [28] - [30] , and [20] . In [28] , an efficient MSB prediction method is proposed to encode the MSB plane to vacate room and the completely reversible method for data hiding in encrypted domain is called EPE-HCRDH. In [29] , the RDH method called adaptive code embedding (ACE-RDHEI) is proposed by dividing a plain-text image into non-overlapping 2 × 2 blocks. Specifically, some pixel values are replaced by the differences between them and the first (reference) pixel value in the same block so as to vacate bit values. In [30] , the EPE-HCRDH method is applied to multiple bit planes to increase the embedding capacity until the highlight information cannot be accommodated, which is called EPE-based huge-capacity reversible data hiding in encrypted images (HC-RDHEI). We did not directly compare the preprocessing in [20] (i.e., RDH in encrypted images by reserving room before encryption, RDHEI-RRBE), but adapted the RDH algorithm in [9] instead of the one in [6] . In this way, the performances of the two preprocessing methods can be compared because the same RDH algorithm was adopted. By applying the MSB prediction method in [28] on the preprocessed image, the embedding capacity in encrypted domain was further increased with the proposed scheme, as shown in Table 1 .
The highest pure hiding rates on the 12 USC-SIPI images with the aforementioned methods are summarized in Table 3 , where the PSNR values of the directly decrypted images are also listed. Since only the first bit plane was modified in applying the EPE-HCRDH in [28] , the highest hiding rate was less than 1 bpp for the USC-SIPI images. As the most significant bit plane was encoded to accommodate extra data in encrypted domain, the average PSNR of directly decrypted images was less than 9 dB. With the ACE-RDHEI in [29] , the correlations between the pixel values in the same block were utilized so that the average hiding rate was increased to 1.406 bpp. Meanwhile, the average PSNR of directly decrypted images was 10.579 dB, which was higher than the one obtained with the EPE-HCRDH. Nevertheless, it does not work well on the images with more texture such as ''Banboon'' and ''Bridge'' for the highest hiding rates were both less than 1 bpp. With the HC-RDHEI in [30] , the EPE-HCRDH method was applied to multiple bit planes and the obtained hiding rates were higher than the ACE-RDHEI for every test image. As both of the methods were applied to multiple bit planes, it can be seen that the MSB prediction method in [28] is more efficient than the ACE-RDHEI in [29] . The hiding rates obtained with the HC-RDHEI were also higher than those obtained by using the RDH algorithm [9] in the RDHEI-RRBE. But much higher PSNR values were obtained with the RDHEI-RRBE in [20] after directly decrypting the encrypted images.
When the proposed scheme was applied with l = 2, an average hiding rate of 1.855 bpp was obtained without MSB prediction, which was higher than [28] , [29] and [20] , but still lower than the one obtained with the HC-RDHEI in [30] . Compared with the RDHEI-RRBE in [20] , higher embedding capacity was obtained with the proposed scheme for every test image. Meanwhile, higher PSNR values were obtained for six out of twelve USC-SIPI images. Actually, the average PSNR value obtained with the proposed scheme without MSB prediction was the highest among all methods compared. So it is more suitable for the high-capacity applications where an image similar to the original one needs to be generated. Once the receiver has the key used in preprocessing, the original image can be further recovered. [20] , [28] - [30] and the proposed scheme. [20] , [28] - [30] and the proposed scheme.
By combining the MSB prediction method in [28] with the proposed scheme, the average hiding rate was increased to 2.275 bpp and the highest hiding rate was achieved for every test image. Note that the hiding rates listed in Table 3 can be found in Table 1 , where the highest hiding rates can be obtained among the different values of l, respectively. We also applied the proposed scheme and those in [28] - [30] and [20] on the images in Kodak set and the statistical numerical results are listed in Table 4 , respectively. The results obtained on the 24 Kodak images were quite similar to those obtained on the 12 USC-SIPI images for the highest hiding rates were achieved with the proposed scheme with MSB prediction. It can be seen that the redundancy in plain-text images can be better exploited by firstly hiding the data in the last bit plane(s) and then applying the MSB prediction in [28] to vacate more room in the first bit plane(s).
In Table 5 , the properties of the proposed scheme and the methods in [28] - [30] , and [20] are further compared. To vacate room before encryption, the redundancy in plain-test images can be exploited in two different ways, i.e., with or without reversible data hiding. In [28] , the MSB bit is predicted with an accurate predictor and the rest bit values in the same pixel while the prediction errors need to be identified in decoding. In [29] , a pixel value is predicted with the reference pixel in the same block so that the pixel value can be represented with the corresponding difference. By coding pixel value differences in an efficient way, bits can be saved to accommodate extra data. In [30] , the EPE-HCRDH method is applied to the first and the following bit planes to increase the embedding capacity.
In the RDHEI-RRBE method in [20] and the proposed scheme, reversible data hiding is conducted before image encryption in different ways. In [20] , the LSBs of some pixels are reversibly hidden into the rest pixels. With our proposed preprocessing, the data in the last bit plane(s) are hidden into the rest bit planes. From the numerical results in Table 3 and Table 4 , it can be seen that our proposed preprocessing is more suitable to achieve high embedding capacity. Furthermore, the embedding capacity can be increased by employing MSB prediction in our proposed scheme to further exploit the redundancy. As exact image recovery can be achieved with all of the methods compared, the highest hiding rate was obtained with our proposed scheme with MSB prediction for every test image. In other words, the redundancy in plain-text images can be utilized more fully by applying our proposed scheme with the MSB prediction in [28] .
V. CONCLUSION
In this paper, a new scheme for reversible data hiding in encrypted images has been proposed based on bit plane partition. The experimental results have shown that the more significant bit planes are suitable to be the cover to hide the data in the less significant bit planes. After the process of self-embedding and vacating the embedded bit values, a considerable part of the redundancy in the cover image can be preserved. Compared with the other schemes (e.g., [20] ), the redundancy in plain-text images is better utilized with the proposed scheme because higher embedding capacity and better image quality can be simultaneously obtained.
Moreover, the MSB prediction method in [28] has been employed in the proposed scheme to further increase the embedding capacity. By conducting MSB prediction after the self-embedding, our proposed scheme has outperformed the state-of-the-art approaches for high-capacity reversible data hiding in encrypted domain. The study has demonstrated the advantage of using multiple ways to exploit the redundancy in digital images. Especially, higher embedding capacity can be obtained by firstly applying reversible data hiding and then using prediction technique. 
