Abstract -In this paper, a bit error rate analysis is analyzed for multiple-input-multiple-output (MIMO) system with finite-bit feedback is considered in PSK modulation technique, where a transmit signal consists of a rotational precoder followed by an orthogonal space-time block code (OSTBC) which achieve full diversity when a linear receiver, such as, zero forcing (ZF) or minimum mean square (MMSE), is used. By choosing different parameters, codes with different symbol rates and orthogonally can be obtained .In this paper, we compare the performance of a family of space-time codes. Simulations show how the pre-coders obtained by our proposed criterion and method perform better bit error rate reduction compared to the existing ones.
INTRODUCTION
A Multiple-Input Multiple-Output (MIMO) system is one of the most significant technical breakthroughs in modem communication system. MIMO systems are simply defined as the containing multiple transmitter antennas and multiple receiver antennas. Communication part show that MIMO systems can provide a potentially very high capacity, in many cases, grows approximately linear with the number of antennas. MIMO systems have already been implemented in wireless communication systems. Capacity limits of the Gaussian multiuser broadcast channel with multiple transmit antennas at the base station and multiple receive antennas at each user have captured a large amount of research in recent years [1] . Rotational pre-coding was originally proposed as a preequalization technique for channels with inter-symbol-interference. The operation relies critically on the availability of channel state information (CSI) in order to accurately subtract the interference that otherwise would be created at each decentralized receiver. Broadcast channels have been proposed for OSTBC pre-coder, including zero-forcing designs and minimum mean square error (MMSE) designs [2] . Multiple, combination of OSTBC precoded signals could be an efficient solution to support diversity fairness without affecting the best-ordered users [3] . In case former can be used without Channel State Information (CSI) at the transmitter and allows mitigation of fading and exploitation of transmit-receive diversity. CSI is known at the transmitter, higher throughput can be attained using spatial multiplexing, can be implemented as multi beam transmit beam forming [4] .Almouti precoding is a transmitter equalization technique where equalization is performed at the transmitter side, It can eliminate error propagation by moving the FBF of DFE to the transmitter and allow us to use current capacityachieving channel codes [5] .Algorithm are designed for a minimum mean square error (MMSE) approach under a constraint on the overall transmit power. The solution to this problem requires a large number of matrix inversions (equal to the number of active users) and may be unfeasible when applied to heavy-loaded systems. All matrix inversions are replaced by a single factorization [6] . In a noise free case, zero forcing corresponds to bringing down the ISI to zero. ISI is significant compared to noise this will be useful. Frequency response F(f) the zero forcing equalizer C(f) is constructed such that C(f) = 1 / F(f). Combination of channel and equalizer gives a flat frequency response and linear phase F(f)C(f) = 1. Than response of a particular channel is H(s) then the input signal is multiplied by the reciprocal of this [7] . The concept behind OSTBC pre-coding is a transmitter equalization technique, elimination of the ISI of our channel and focus on ZF and MMSE to Achieve better transmit diversity.
II.
ORTHOGONAL SPACE-TIME BOCK CODING To minimize decoding complexity, space time block code (STBC) has been discovered. The orthogonal design of this scheme linear processing at the receiver. In this paper, emphasis within space-time coding is placed on block approaches. STBC based on orthogonal design obtains full diversity gain with low decoding complexity therefore is widely used. An OSTBC1 matrix is composed of linear combinations of constellation symbols , , . . . , and their conjugates, and encoding therefore only requires linear processing. The most important special case is the Alamouti codes for two transmit antennas. It is used to achieve space-time transmit diversity (STTD), and has been adopted in several third generation (3G) cellular standards because it maximizes diversity gain. The code matrix for OSTBC satisfies for all complex code symbols. For example, the Alamouti code is an OSTBC with 2 transmit antennas, for which the transmit matrix i.e., a pair of emblems s*1 in addition to s*2 in addition to their own conjugates usually are carried over a pair of moment slot machine games. With initially slot machine game, s1 in addition to s2 usually are carried on the antenna 1 in addition to 2, respectively; throughout the following mark time period, 2. Much more normal OSTBC set ups usually are discussed throughout. As an illustration, signal matrices with regard to rate 1/2 in addition to 3/4 signal making use of a number of antenna receive by simply.
S=
At each time slot, a column of the codeword matrix is transmitted across different antennas. At the end of a block, the receiver employs zero forcing (ZF) and minimum mean square Error (MMSE) decoding to separate different transmitted symbols contained in a codeword.
III. LIMITED FEEDBACK PRE-CODING
You're pre-coding approaches described preceding was being according to possessing perfect funnel express info at the transmitter. On the other hand, in real systems, receivers may just responses quantized info which is described by a confined volume of bits. If your identical pre-coding approaches are employed, nevertheless currently according to wrong funnel info, additional disturbance looks. That is an example in confined responses pre-coding. The received signal in multi-user MIMO with limited feedback pre-coding is mathematically described as = In this case, the beam-forming vectors are distorted + Where is the optimal vector and is the error vector caused by inaccurate CSI (channel state information). The received signal can be written as
Where k =1,2,3....
International Journal of Latest Trends in Engineering and Technology (IJLTET) ISSN: 2278-621X
Where is the additional interference at user K according to the limited feedback pre-coding [7] . To reduce this interference need higher accuracy in the channel state information feedback is required, which is to turn reduces the throughput in the process of uplink.
Fig1. Limited Feedback Pre-coding.
IV. EQUALIZER
Equalizer provides an approximate inverse of channel frequency response because is a digital filter. Equalization decrease to effect of ISI probability of error that occurs without suppression of ISI, noise power enhancement, reduction of ISI effects has to be balanced. In our paper zero forcing and MMSE equalizer is used [8] .
MMSE & Zero Forcing Equalizer.
The term equalization is used to describe any signal processing operation that minimize or a compensate inter symbol interference (ISI) created by multipath with time dispersive channels (W>B C ).
Basically equalization is a technique is used to improve receiver signal quality.Equalizer must be "adaptive", since channels are time varying. There are 2 types of equalization.
Linear equalization 2. Non linear equalization
A couple of operation modalities on an adaptive equalizer: coaching and also tracking. Several aspects have an effect on enough time comprising in excess of that a equalizer converges: equalizer algorithm, equalizer construction and also time period charge associated with adjust with the multipath airwaves funnel. TDMA instant methods usually are especially well suited for equalizers. Equalizer is usually implemented at baseband or at IF in a receiver
it is the complex conjugate of f(t) n b (t):it is the baseband noise at the input of the equalizer h eq (t):it is the impulse response of the equalizer In Fig. 1, if d(t) is not the feedback path to adapt the equalizer, the equalization is linear In Fig. 1, if d(t) is feed back to change the subsequent outputs of the equalizer, the equalization is nonlinear in nature .
If the channel is frequency selective, the equalizer increases the frequency components with small amplitudes and attenuates the strong frequencies in the received frequency response. For a time-varying channel, an adaptive equalizer is needed to track the channel variations.
V. ZERO FORCING EQULIZER
Zero Forcing Equalizer in communication systems, work on inverts the frequency response of the channel. ZF applies the inverse of the channel to the received signal, to restore the signal before the channel. The name is Zero Forcing called because, bringing down the ISI to zero in a noise free case. ISI is significant compared to noise, ZF is very useful. Frequency response F(f) the zero forcing equalizer C(f) is constructed such that C(f) = 1 / F(f). Channel is combined than flat frequency response and linear phase F(f)C(f) = 1. H(s) is represented channel response for a particular channel is multiplied by the reciprocal of this. Remove the effect of channel from the received signal, in particular the Inter symbol Interference (ISI) [7] . Let us consider 2x2 MIMO channel, than channel is modeled as
The received signal on the first receive antenna
The received signal on the Second receive antenna Note that the off diagonal elements in the matrix AAA are not zero, because the off diagonal elements are non zero in values. Zero forcing equalize performing well but is not the best equlizer [7] . It is simple way and easy to implement.BPSK Modulation use Rayleigh fading channel, the BER is defined as
Where Pb -Bit ErrorRate Eb/No -Signal to noise Ratio VI.
MMSE (MINIMUM MEAN SQUARE ERROR) EQULIZER
A minimum mean square error (MMSE) estimator perfume, describes the approach which minimizes the mean square error (MSE), Common measure of estimator quality. Output of system, MMSE equalizer is that it does not usually eliminate ISI completely but, minimizes the total power of the noise and ISI components in output. Let x is define an unknown random variable, and let y is define a known random variable [7] . Measurement of y than estimator x^ (y) is any function, mean square error is
MSE = E{(X^(y) -X2)}
Expectation is taken over both x and y. An estimator achieving minimal MSE [7] . In many different cases, it is not possible to determine a much closed form for the MMSE estimator. So in these cases, one possibility is to seek the technique minimizing the MSE within a particular class, and this is a class of linear estimators. MMSE estimator is the estimator achieving minimum MSE among all estimators of the form AY + b. Measurement Y is a random vector, A is defining a matrix and b is defining a vector. Let us now try to understand the math for extracting the two symbols which interfered with each other [7] . In the first time slot, the received signal on the first receive antenna is,
The received signal on the Second receive antenna is, STBC pre-coding is performed for various number of transmit and receive antennas in order to achieve the better performance mainly focuses on receiver is equipped with single antenna where exists only the transmit diversity, but without any receive diversity. Zero forcing (ZF) and minimum mean square error (MMSE) algorithm is used, Zero forcing (ZF) work which invert the frequency response of the channel and (MMSE) equalizer is that it does not usually eliminate ISI completely but, minimizes the total power of the noise and ISI components in the output. is useful to achieve better transmit diversity.
COMPARISON OF OSTBC AND PRECODED OSTBC WITH MMSE EQUALIZER
The system is designed for four transmit antenna and four receive antennas for a packet size of 10000 bits. The QPSK modulation is being used here in Rayleigh fading environment. Signal-to-noise ratio (SNR) is ranging from 0 to 25 db. The above graph shows the performance of OSTBC and pre-coded OSTBC using MIMO 4×4 (four transmit antenna and four receive antennas) with MMSE equaliser system. Here the value of bit error rate (BER) is decreases exponentially when the value of SNR increases. The maximum value of BER is 10 -0.8 for SNR=0 db for MIMO 4×4 , which decreases to 10 -2.9 for OTBC and MIMO 4×4 decreases to10 
COMPARISON OF OSTBC AND PRECODED OSTBC WITH ZF EQUALIZER
The system is designed for four transmit antenna and four receive antennas for a packet size of 10000 bits. We use code length of 64 for QPSK modulation used here in Rayleigh fading environment. Signal-to-noise ratio (SNR) is ranging from 0 to 25 db.
The below graph shows the performance of MIMO for 4×4 with four transmit antenna and four receive antennas. Here the value of bit error rate (BER) is decreases exponentially when the value of SNR increases. 
COMPARISON OF OSTBC AND ALAMAUTI PRECODING WITH ZF EQUALIZER
The system is designed for two transmit antenna and two receive antennas for a packet size of 10000 bits. We use code length of 16 for BPSK modulation used here in Rayleigh fading environment. Signal-to-noise ratio (SNR) is ranging from 0 to 25 db.
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The below graph shows the performance of MIMO. Here the value of bit error rate (BER) is decreases exponentially when the value of SNR increases. The maximum value of BER is 10 -0.9 for pre-coded Alamoauti code at SNR=0 db of MIMO 2×2 with ZF equalizer and maximum value is 10 -2.7 which decreases to 10 -3.0 for pre-coded OSTBC MIMO 2×2with ZF equalizer at SNR=25 db. 
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