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In Banicˇ, Cˇrepnjak, Merhar and Milutinovic´ (2010) [2] the authors proved that if a sequence
of graphs of surjective upper semi-continuous set-valued functions fn : X → 2X converges
to the graph of a continuous single-valued function f : X → X , then the sequence of
corresponding inverse limits obtained from fn converges to the inverse limit obtained
from f . In this paper a more general result is presented in which surjectivity of fn is not
required. The result is also generalized to the case of inverse sequences with non-constant
sequences of bonding maps. Finally, these new theorems are applied to inverse limits with
tent maps. Among other applications, it is shown that the inverse limits appearing in the
Ingram conjecture (with a point added) form an arc.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
It was proved in [2] that if a sequence of graphs of surjective upper semi-continuous (abbreviated as u.s.c.) set-valued
functions fn : X → 2X converges to the graph of a continuous single-valued function f : X → X , then the sequence of
corresponding inverse limits {lim←−{X, fn}∞k=1}∞n=1 converges to the inverse limit lim←−{X, f }∞k=1.
In this paper we generalize the abovementioned result in two directions (see Section 2 for deﬁnitions and notation).
A In Section 3 we give a result about the convergence of any sequence of inverse limits of inverse sequences with constant
sequences of u.s.c. set-valued functions which are not necessarily surjective. More precisely, we prove that if X is a
compact metric space, and for each positive integer n, fn : X → 2X is a u.s.c. set-valued function, and f : X → X a
continuous single-valued function, such that
lim
n→∞Γ ( fn) = Γ ( f ),
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lim
n→∞ lim←−{X, fn}
∞
k=1 = lim←−{X, f }∞k=1
and
π1
(
lim←−{X, f }∞k=1
)⊆ lim infπ1(lim←−{X, fn}∞k=1)
are equivalent, where π1 : Π X → X is the projection map onto the ﬁrst factor.
B In Section 5 we generalize the result from [2] to the case where inverse sequences with non-constant sequences of
bonding maps are considered, and prove the following. For a compact metric space X , and for any nonempty closed
subsets Xmn and Xn of X , such that for each n,
lim
m→∞ X
m
n = Xn,
and for any surjective u.s.c. set-valued functions f mn : Xmn+1 → 2X
m
n , and continuous single-valued functions fn :
Xn+1 → Xn , such that
lim
m→∞Γ
(
f mn
)= Γ ( fn)
we prove that
lim
m→∞ lim←−
{
Xmn , f
m
n
}∞
n=1 = lim←−{Xn, fn}∞n=1.
It is a well-known fact that for any continuum X , the hyperspace 2X is path-connected (see [7, p. 113, Theorem 14.9]).
In this paper we construct paths from an inverse limit to another inverse limit in 2Π X that go only through inverse limits;
see Section 3.
We also add an additional section (Section 4) of applications and examples where the convergence of graphs of tent
maps and Knaster continua are considered.
In 1992, W.T. Ingram stated the following conjecture for tent maps T0 = f( 12 ,b0) and T1 = f( 12 ,b1) , where b0,b1 >
1
2 (see
Deﬁnition 4.1):
lim←−
{[0,1], T0}∞n=1 and lim←−{[0,1], T1}∞n=1 are homeomorphic if and only if T0 = T1.
This conjecture has received a large amount of attention in the last seventeen years. It was ﬁnally proved in 2009 in [3],
where the reader may ﬁnd an extensive list of references. At the end of Section 4 we show that the inverse limits that
appear in the Ingram conjecture (with a point in 2Π[0,1] added) form an arc.
2. Deﬁnitions and notation
Our deﬁnitions and notation mostly follow Nadler [15] and Ingram and Mahavier [9].
A continuum is a nonempty, compact and connected metric space.
Let W = {(x, sin 1x ) ∈R2 | 0< x 1}. Any continuum homeomorphic to Cl(W ) is called a sin 1x -continuum.
A continuum S is said to be indecomposable provided that whenever A and B are subcontinua of S such that S = A ∪ B ,
then A ⊆ B or B ⊆ A.
A harmonic fan is the continuum, deﬁned as the union (
⋃∞
n=1 Kn) ∪ K , where for each n, Kn is the segment in the plane
from (0,0) to (1, 1n ), and K is the segment from (0,0) to (1,0).
Let (Xn,dn) be a sequence of metric spaces, where all metrics are bounded by 1. Then
D(x, y) = sup
n∈{1,2,3,...}
{
dn(xn, yn)
n
}
,
where x = (x1, x2, x3, . . .), y = (y1, y2, y3, . . .), will be used for the metric on the product space ∏∞n=1 Xn . It is well known
that the metric D induces the product topology (see [6, p. 190, Theorem 7.2], [14, p. 123, Theorem 9.5]). We will use Π X
for
∏∞
k=1 Xk , if Xk = X for each positive integer k.
Let (X,d) be a metric space, and {an}∞n=1 a sequence of points in X . A point a ∈ X is called an accumulation point of the
sequence {an}∞n=1, if for each ε > 0, d(an,a) < ε holds true for inﬁnitely many positive integers n.
If (X,d) is a compact metric space, then 2X denotes the set of all nonempty closed subsets of X . Let for each ε > 0 and
each A ∈ 2X
Nd(ε, A) =
{
x ∈ X ∣∣ d(x,a) < ε for some a ∈ A}.
The set 2X will be always equipped with the Hausdorff metric Hd , which is deﬁned by
Hd(H, K ) = inf
{
ε > 0
∣∣ H ⊆ Nd(ε, K ), K ⊆ Nd(ε, H)},
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If (X,d) is a compact metric space, and {An}∞n=1 a sequence of subsets of X , lim inf An , limsup An and limn→∞ An are
deﬁned as follows:
(a) lim inf An = {x ∈ X: for each open set U , such that x ∈ U , U ∩ An 
= ∅ for all but ﬁnitely many n},
(b) limsup An = {x ∈ X: for each open set U , such that x ∈ U , U ∩ An 
= ∅ for inﬁnitely many n},
(c) limn→∞ An = A if and only if limsup An = A = lim inf An .
The following are well-known results. The proof of Theorem 2.1 can be found in [15, p. 57, Theorem 4.11], the proof of
Theorem 2.2 follows from the deﬁnitions of limsup An and of the Hausdorff metric.
Theorem 2.1. Let (X,d) be a compact metric space, and {An}∞n=1 a sequence of nonempty compact subsets of X . Then limn→∞ An = A
in the sense of (c) above if and only if the sequence {An}∞n=1 converges to A in (2X , Hd).
Writing limn→∞ An = A in 2X , we shall always mean that limn→∞ An = A in (2X , Hd).
Theorem 2.2. Let (X,d) be a compact metric space, and {An}∞n=1 a sequence of nonempty compact subsets of X . Then limsup An is
the union of all accumulation points of the sequence {An}∞n=1 in (2X , Hd).
Later we shall also need the following uniform property of lim inf An:
Lemma 2.3. Let (X,d) be a compact metric space, and {An}∞n=1 an arbitrary sequence of nonempty closed subsets of X . Then for each
ε > 0 there is a positive integer n0 , such that for each n n0 it holds that for each a ∈ A = lim inf An there is an element b ∈ An such
that d(a,b) < ε.
Proof. Assume that this is not true. Then there are an ε > 0 and a strictly increasing sequence
i1 < i2 < i3 < · · · < in < · · ·
of positive integers, such that for each n there is an element an ∈ A such that for each b ∈ Ain it holds that d(an,b) ε. Since
A is compact, there is an accumulation point a ∈ A of the sequence {an}∞n=1. There are inﬁnitely many indices n, for which
d(an,a) <
ε
2 . For any such index n, and for any b ∈ Ain , one gets d(a,b)  ε2 (otherwise it would follow that d(an,b) < ε,
contradicting the choice of the sequence {an}∞n=1). Therefore a /∈ A, which is a contradiction. 
A set-valued function f : X → 2Y , where X and Y are compact metric spaces, is upper semi-continuous (abbreviated u.s.c.)
if for each open set V ⊆ Y the set {x ∈ X | f (x) ⊆ V } is an open set in X . A u.s.c. set-valued function f : X → 2Y is surjective,
if for each y ∈ Y there is an x ∈ X , such that y ∈ f (x).
The graph Γ ( f ) of a u.s.c. set-valued function f : X → 2Y is the set of all points (x, y) ∈ X × Y such that y ∈ f (x).
Ingram and Mahavier gave the following characterization of u.s.c. set-valued functions [9, p. 120, Theorem 2.1]:
Theorem 2.4. Let X and Y be compact metric spaces and f : X → 2Y a set-valued function. Then f is u.s.c. if and only if its graph
Γ ( f ) is closed in X × Y .
An inverse sequence of compact metric spaces Xk with u.s.c. bonding functions fk is a sequence {Xk, fk}∞k=1, where
fk : Xk+1 → 2Xk for each k. But by certain misuse of notation, {Xk, fk}∞k=1 is also denoted by
X1
f1←− X2 f2←− X3 f3←− · · · .
Since in this paper we deal only with such inverse sequences, we call them simply inverse sequences.
The inverse limit of an inverse sequence {Xk, fk}∞k=1 is deﬁned to be the subspace of the product space
∏∞
k=1 Xk of all x =
(x1, x2, x3, . . .) ∈∏∞k=1 Xk , such that xk ∈ fk(xk+1) for each k. The inverse limit of {Xk, fk}∞k=1 is denoted by lim←−{Xk, fk}∞k=1.
The notion of the inverse limit of an inverse sequence with u.s.c. bonding functions was introduced by Mahavier in [13] and
Ingram and Mahavier in [9].
In this paper we also use the following standard notation for inverse limits with constant sequences of bonding maps:
Kn = lim←− {X, fn}∞k=1, K = lim←− {X, f }∞k=1.
Any continuous function f : [0,1] → X , such that f (0) = x and f (1) = y, is a path from x to y in X . The space X is
path-connected if for each pair x, y ∈ X of points there is a path from x to y in X .
The authors showed in [2] the following results that will be used in the present paper.
1102 I. Banicˇ et al. / Topology and its Applications 158 (2011) 1099–1112Lemma 2.5. Let X be a compact metric space, and for each positive integer n, let Mn be a nonempty closed subset of X , and let M be a
subset of X , such that
lim
n→∞Mn = M
in 2X . For each positive integer n, let xn ∈ Mn. Then a ∈ M for each accumulation point a of the sequence {xn}∞n=1 .
Theorem 2.6. Let X be a compact metric space, and for each positive integer n, let fn : X → 2X be a u.s.c. set-valued function, and let
f : X → 2X be a u.s.c. set-valued function, such that
lim
n→∞Γ ( fn) = Γ ( f )
in 2X×X . Then for each accumulation point S of the sequence {Kn}∞n=1 in the hyperspace 2Π X ,
S ⊆ K
holds.
Theorem2.7. Let X be a compact metric space, and for each positive integer n, let fn : X → 2X be a surjective u.s.c. set-valued function,
and let f : X → X be a continuous single-valued function, such that
lim
n→∞Γ ( fn) = Γ ( f )
in 2X×X . Then
lim
n→∞ Kn = K
in 2Π X .
The following corollaries will also be needed:
Corollary 2.8. Let X be a compact metric space, and for each positive integer n, let fn : X → 2X be a u.s.c. set-valued function, and let
f : X → 2X be a u.s.c. set-valued function, such that
lim
n→∞Γ ( fn) = Γ ( f )
in 2X×X . Let {xn}∞n=1 be any sequence such that xn ∈ Kn for each n and let s be its arbitrary accumulation point in Π X. Then s ∈ K .
Proof. Obviously s ∈ limsup Kn . By Theorem 2.2 there is an accumulation point S of the sequence Kn in (2Π X , HD), such
that s ∈ S . By Theorem 2.6 S ⊆ K , hence s ∈ K follows. 
Corollary 2.9. Let X be a compact metric space, and for each positive integer n, let fn : X → 2X be a u.s.c. set-valued function, and let
f : X → 2X be a u.s.c. set-valued function, such that
lim
n→∞Γ ( fn) = Γ ( f )
in 2X×X . Then for each ε > 0 there is a positive integer n0 , such that for each positive integer n  n0 and each x ∈ Kn there is y ∈ K ,
such that D(x, y) < ε.
Proof. Suppose there is an ε > 0 such that for each n0 there are n n0 and x ∈ Kn , such that D(x, y) ε for any y ∈ K .
Then there is a strictly increasing sequence
i1 < i2 < i3 < · · · < in < · · ·
of positive integers, such that for each n there is an xn ∈ Kin , such that for each y ∈ K it holds D(xn, y)  ε. Let s be an
accumulation point of the sequence {xn}∞n=1 in Π X . It follows from Corollary 2.8 that s ∈ K , which gives a contradiction
with D(s, y) ε for each y ∈ K (since this implies D(s, s) ε). 
3. Paths through inverse limits
In this section we prove the main theorem of this paper in the direction A. We will use Lemma 3.1, which is a general
product space result, and Lemma 3.2, which is formulated in such a way that it will be easily used in proving results in the
direction B as well (see Section 5).
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limn→∞ π1(An) = π1(A0) in 2X , where π1 : Π X → X is the projection map onto the ﬁrst factor.
Proof. Let t ∈ limsupπ1(An) be an arbitrary element. Then there are a strictly increasing sequence {in}∞n=1 of positive
integers, and a sequence {tn}∞n=1, tn ∈ π1(Ain ), such that limn→∞ tn = t . For each n, choose xn ∈ Ain , such that π1(xn) = tn .
Because of compactness of X , Π X is compact, so there is a convergent subsequence of {xn}∞n=1. Without loss of generality
we may assume that {xn}∞n=1 converges to a point x ∈ Π X . Obviously x ∈ limsup An , and by Theorem 2.1 it follows that
x ∈ A0. Therefore π1(x) ∈ π1(A0). But π1(x) = π1(limn→∞ xn) = limn→∞ π1(xn) = limn→∞ tn = t , hence t ∈ π1(A0). This way
we proved that
limsupπ1(An) ⊆ π1(A0).
Let t ∈ π1(A0) be arbitrary. Choose an x ∈ A0, such that π1(x) = t . Let U be an arbitrary open neighborhood of t in X .
Then U × Π X is an open neighborhood of x in Π X . Choose a positive integer n0, such that (U × Π X) ∩ An 
= ∅ for all
n n0. For any n n0 choose xn ∈ (U × Π X) ∩ An . Then π1(xn) ∈ U , hence t ∈ lim infπ1(An). This way we proved that
π1(A0) ⊆ lim infπ1(An).
It follows that π1(A0) = lim infπ1(An) = limsupπ1(An), hence by Theorem 2.1 π1(A0) = limn→∞ π1(An). 
Lemma 3.2. Let X be a compact metric space, and for each nonnegative integer n, let Xn, Yn ∈ 2Xbe such that in 2X
lim
n→∞ Xn = X0 and limn→∞ Yn = Y0.
Next, let fn : Xn → 2Yn be a u.s.c. set-valued function for each nonnegative integer n, and let f : X0 → Y0 be a single-valued continuous
function such that in 2X×X
lim
n→∞Γ ( fn) = Γ ( f ).
Then for each ε > 0 there are a positive integer n0 and a δ > 0 such that for each positive integer n  n0 , for each x ∈ X0 , for each
y ∈ Xn, and for each z ∈ fn(y), it holds that if d(x, y) < δ, then d( f (x), z) < ε.
Proof. Suppose that there is an ε > 0 such that for each positive integer n0, and for each δ > 0, there exist n n0, x ∈ X0,
y ∈ Xn , and z ∈ fn(y), such that d(x, y) < δ and d( f (x), z)  ε. Using this we construct a strictly increasing sequence
n1 < n2 < · · · of positive integers in the following way:
• Let a positive integer n1 and x1 ∈ X0, y1 ∈ Xn1 , z1 ∈ fn1 (y1) be such that d(x1, y1) < δ1 = 1 and d( f (x1), z1) ε.
• For m 2, let nm > nm−1 be a positive integer and let xm ∈ X0, ym ∈ Xnm , zm ∈ fnm (ym) be such that d(xm, ym) < δm = 1m
and d( f (xm), zm) ε.
Obviously limm→∞ d(xm, ym) = 0. Let (y0, z0) be an accumulation point of the sequence (yk, zk). For each k, (yk, zk) ∈
Γ ( fnk ), and as limk→∞ Γ ( fnk ) = Γ ( f ), it follows from Lemma 2.5 that (y0, z0) ∈ Γ ( f ). Therefore z0 = f (y0) and hence
d(z0, f (y0)) = 0, and that contradicts the inequality d( f (y0), z0)  ε, which follows from the fact that for each m,
d( f (xm), zm) ε and d(xm, ym) < δm = 1m . 
In the following theorem we generalize Theorem 2.7 in the direction A.
Theorem 3.3. Let X be a compact metric space and for each positive integer n, let fn : X → 2X be a u.s.c. set-valued function, and let
f : X → X be a continuous single-valued function, such that
lim
n→∞Γ ( fn) = Γ ( f )
in 2X×X . Then the following are equivalent:
(1) limn→∞ Kn = K in 2Π X ,
(2) L ⊆ lim inf Ln,
(3) L = limn→∞ Ln in 2X ,
where L denotes π1(K ) and Ln denotes π1(Kn), with π1 : Π X → X being the projection map onto the ﬁrst factor.
Proof. The implication from (1) to (3) follows from Lemma 3.1 taking Kn for An , for n 1, and K for A0.
(2) obviously follows from (3), by Theorem 2.1.
It remains to prove the implication from (2) to (1). Assuming (2) we shall show that
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D(x, y) < ε, and that
(b) for each ε > 0 there is an n0 such that for each n  n0 it holds that for each x ∈ K there exists y ∈ Kn such that
D(x, y) < ε.
Note that (a) has been proved as Corollary 2.9.
Now we prove (b).
Let ε > 0. First choose a positive integer m, such that diam(X)m < ε. Next by repeated applications of Lemma 3.2 (in the
special case Xn = Yn = X for each n 0) choose a positive integer n0 and reals
0< ε0 < ε1 < ε2 < ε3 < · · · < εm−2 < εm−1 = ε (∗)
(starting at the right-hand side, and then moving to the left) in such a way that for any n n0 and for any i, 1 i <m, for
any t, t′ ∈ X , and for any s ∈ fn(t′), from d(t, t′) < εi−1 it follows that d( f (t), s) < εi .
Using the assumption (2) and Lemma 2.3 we may assume that for each n  n0 and each t ∈ L there is an s ∈ Ln such
that d(t, s) < ε0.
Now, let n n0 and
x = (x1, x2, x3, . . . , xm−1, xm, xm+1, . . .) ∈ K
be arbitrary. It follows that (xm, xm+1, . . .) ∈ K . Therefore xm ∈ L. It follows that there is ym ∈ Ln such that d(xm, ym) < ε0.
Take y′ ∈ Kn such that π1(y′) = ym .
Now arbitrarily choose ym−1 ∈ fn(ym), ym−2 ∈ fn(ym−1), ym−3 ∈ fn(ym−2), . . ., y1 ∈ fn(y2) and let
y = (y1, y2, . . . , ym−2, ym−1, ym, ym+1, ym+2, . . .),
where (ym, ym+1, ym+2, . . .) = y′ . Obviously y ∈ Kn .
Next we observe distances between the coordinates of x and y. For all i m,
d(xi, yi)
i
< ε
by the choice of m. It follows from the choice of ym and from (∗) that
d
(
f (xm), ym−1
)
< ε1  ε.
It also holds that d( f 2(xm), ym−2) < ε2  ε by the choice of ym−2 and from (∗).
Inductively for any i m − 1, d( f i(xm), ym−i) < εi  ε by the choice of ym−i+1, and (∗).
It follows that
D(x, y) = sup
n∈{1,2,3,...}
{
d(xn, yn)
n
}
< ε. 
Now Theorem 2.7 (the theorem from [2] that we generalize in the present paper) easily follows: from surjectivity of fn
it follows that Ln = X , for all n, hence lim inf Ln = X . Therefore L ⊆ lim inf Ln , and limn→∞ Kn = K in 2Π X follows from
Theorem 3.3. Of course by Theorem 3.3 it also follows that L = X = limn→∞ Ln .
The following results describe the constructions of paths from an inverse limit to another inverse limit in 2X that go
only through inverse limits.
Lemma 3.4. Let X be a nonempty compact metric space. Let F : X×[0,1] → X be a single-valued continuous function, and let for each
t ∈ [0,1], ft : X → X be deﬁned by ft(x) = F (x, t). Then for each sequence {tn}∞n=1 in [0,1] and each t0 ∈ [0,1], from limn→∞ tn = t0
it follows that limn→∞ Γ ( ftn ) = Γ ( ft0 ).
Proof. For each t ∈ [0,1], Γ ( ft) = {(x, ft(x)) | x ∈ X} = {(x, F (x, t)) | x ∈ X}. The proof easily follows from the fact that the
function ϕ : X × [0,1] → X × X deﬁned by ϕ(x, t) = (x, F (x, t)) is continuous and therefore uniformly continuous. 
The following corollary easily follows.
Corollary 3.5. Let X be a nonempty compact metric space. Let F : X × [0,1] → X be a continuous single-valued function, and let for
each t ∈ [0,1], ft : X → X be deﬁned by ft(x) = F (x, t). Then (1), (2), (3) and (4) below are equivalent:
(1) The function ϕ : [0,1] → 2Π X , deﬁned by ϕ(t) = lim←−{X, ft}∞n=1 , is a path from lim←−{X, f0}∞n=1 to lim←−{X, f1}∞n=1 in 2Π X .
(2) For each sequence {tn}∞n=1 in [0,1] and each t0 ∈ [0,1], from limn→∞ tn = t0 it follows that limn→∞ Kn = K .
(3) For each sequence {tn}∞n=1 in [0,1] and each t0 ∈ [0,1], from limn→∞ tn = t0 it follows that L ⊆ lim inf Ln.
(4) For each sequence {tn}∞ in [0,1] and each t0 ∈ [0,1], from limn→∞ tn = t0 it follows that L = limn→∞ Ln.n=1
I. Banicˇ et al. / Topology and its Applications 158 (2011) 1099–1112 1105Here we have used K to denote lim←−{X, ft0 }∞k=1 , Kn to denote lim←−{X, ftin }∞k=1 , L to denote π1(lim←−{X, ft0 }∞k=1), and Ln to denote
π1(lim←−{X, ftin }∞k=1), where π1 : Π X → X is the projection map onto the ﬁrst factor.
Proof. The corollary easily follows from Theorem 3.3 and Lemma 3.4, using the characterization of continuity of functions
by the convergence of sequences. 
The following corollary follows directly from Corollary 3.5.
Corollary 3.6. Let X be a nonempty compact metric space. Let F : X × [0,1] → X be a continuous single-valued function, and let for
each t ∈ [0,1], ft : X → X be deﬁned by ft(x) = F (x, t). If for each t ∈ [0,1], ft is surjective, then the function ϕ : [0,1] → 2Π X ,
deﬁned by
ϕ(t) = lim←−{X, ft}∞n=1,
is a path from lim←−{X, f0}∞n=1 to lim←−{X, f1}∞n=1 in 2Π X .
Proof. If ft is surjective for each t ∈ [0,1], then (3) in Corollary 3.5 is satisﬁed. 
4. Applications to tent maps
Inverse limits of inverse sequences of unit intervals [0,1] and tent bonding functions have been studied for a long
time. One reason for such intense research in this area is the fact that using such inverse sequences one can obtain the
famous examples of continua that have been studied long before they were described as such inverse limits. This way we
can describe the arc, the sin 1x -continuum, the Brouwer–Janiszewski–Knaster continuum (see [11], [12, p. 204], [15, p. 22]),
Knaster continua that appear in the Ingram conjecture (see [3]), the harmonic fan (see [1, p. 152, Example 3.15]), and so on.
This is the reason why in this section we provide some examples and applications of Theorem 3.3 in the special case when
X = [0,1] and all the bonding functions are tent maps.
Deﬁnition 4.1. For a,b ∈ [0,1], the tent function f(a,b) : [0,1] → 2[0,1] is deﬁned as the set-valued function with the graph
Γ ( f(a,b)) being the union of the segment (possibly degenerate) from (0,0) to (a,b) and the segment (possibly degenerate)
from (a,b) to (1,0). (Note that f(a,b) is single-valued if and only if a /∈ {0,1} or (a,b) = (0,0), (1,0).) The inverse limit
obtained from the inverse sequence of unit intervals [0,1] and bonding functions f(a,b) is denoted by
K(a,b) = lim←−
{[0,1], f(a,b)}∞n=1.
First we provide some additional information about the inverse limits K(a,b) .
Theorem 4.2. If a,b ∈ [0,1] and b < a or (a,b) = (0,0), then K(a,b) = {(0,0,0, . . .)}.
Proof. If b = 0, then clearly K(a,b) = {(0,0,0, . . .)}. Next we prove that K(a,b) = {(0,0,0, . . .)} also when b 
= 0. Let
(x1, x2, x3, . . .) ∈ K(a,b) , a,b ∈ (0,1] and b < a. If there is a positive integer n such that xn > b, then there is no such x ∈ [0,1]
that xn ∈ f (x). Therefore for each positive integer n it holds that
xn  b. (∗∗)
If there is a positive integer n such that xn = b, then xn+1 = a. Since a > b it contradicts (∗∗). Therefore for each n it holds
that 0  xn < b. It follows easily that xn+1 = ab xn for each n. If xn 
= 0 for some n, then xn+k = ( ab )kxn for each positive
integer k. As xn 
= 0 and a > b it follows that limk→∞ xn+k = limk→∞( ab )kxn = ∞, which is not possible. We have proved
that for each n, xn = 0. 
Theorem 4.3. If a ∈ (0,1), then K(a,a) is an arc from (0,0,0, . . .) to (a,a,a, . . .).
Proof. Let (x1, x2, x3, . . .) ∈ K(a,a) . First note that xn  a for each positive integer n. The bonding function f(a,a) : [0,1] →
[0,a] is deﬁned by
f(a,a)(t) =
{
t; if t  a,
a
a−1 (t − 1); if t  a.
Next, for each a ∈ (0,1), we deﬁne the following functions:
(1) La : [0,a] → [0,a], La(t) = t;
(2) Ra : [0,a] → [a,1], Ra(t) = a−1 t + 1.a
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= xn , then
xn+1 = Ra(xn) > a, which is not possible. Therefore K(a,a) = {(t, t, t, . . .) | t ∈ [0,a]} and hence it is an arc from (0,0,0, . . .)
to (a,a,a, . . .). 
Theorem 4.4. If b ∈ (0,1), then K(0,b) is an arc from (0,0,0, . . .) to ( b1+b , b1+b , b1+b , . . .).
Proof. Denote by f : [0,1] → [0,b] the function, deﬁned by f (x) = b− bx, the graph of which is the segment from (0,b) to
(1,0). Obviously K(0,b) is the union of lim←−{[0,1], f }∞n=1 and the union of all sets
Tn =
{
(x1, x2, x3, . . . , xn,0,0,0, . . .)
∣∣ x1, x2, x3, . . . , xn ∈ (0,b]},
n  0. Since b1+b is the unique ﬁxed point of f , by the Surjective Map Theorem [8, Theorem 6.2] lim←−{[0,1], f }∞n=1 =
{( b1+b , b1+b , b1+b , . . .)}.
It also easily follows that
Tn =
{(
f n−1(xn), f n−2(xn), . . . , f 2(xn), f (xn), xn,0,0,0, . . .
) ∣∣ xn ∈ (0,b]}.
Hence
(1) T1 =
{
(x1,0,0,0,0,0,0, . . .)
∣∣ x1 ∈ (0,b]} with T0 = {(0,0, . . .)} added is an arc A1
from (0,0,0,0,0,0,0, . . .) to (b,0,0,0,0,0,0, . . .).
T2 =
{
( f (x2), x2,0,0,0,0,0, . . .)
∣∣ x2 ∈ (0,b]} with {(b,0,0, . . .)} added is an arc A2
from (b,0,0,0,0,0,0, . . .) to ( f (b),b,0,0,0,0,0, . . .).
T3 =
{(
f 2(x3), f (x3), x3,0,0,0,0, . . .
) ∣∣ x ∈ (0,b]} with {( f (b),b,0,0, . . .)} added is an arc A3
from ( f (b),b,0,0,0,0,0, . . .) to ( f 2(b), f (b),b,0,0,0,0, . . .).
Using induction on n we get that Tn with{
( f n−2(b), f n−3(b), f n−4(b), . . . , f 2(b), f (b),b,0,0,0, . . .)
}
added is an arc An from(
f n−2(b), f n−3(b), f n−4(b), . . . , f 2(b), f (b),b,0,0,0, . . .
)
to (
f n−1(b), f n−2(b), f n−3(b), . . . , f 3(b), f 2(b), f (b),b,0,0, . . .
)
for each n 1.
(2) limn→∞ An = lim←−{[0,1], f }∞n=1 in 2Π[0,1] .
(3) K(0,b) = lim←−{[0,1], f }∞n=1 ∪ (
⋃∞
n=1 An).
For all positive integers n,m it holds that
An ∩ An+1 =
{(
f n−1(b), f n−2(b), f n−3(b), . . . , f 2(b), f (b),b,0,0,0, . . .
)}
,
that An ∩ Mm = ∅ for |n − m|  2, and that ( b1+b , b1+b , b1+b , . . .) /∈ An . Therefore K(0,b) is an arc from (0,0,0, . . .) to
( b1+b ,
b
1+b ,
b
1+b , . . .). 
Theorem 4.5. K(1,1) is homeomorphic to the harmonic fan.
Proof. See [1, p. 152, Example 3.15]. 
L.E.J. Brouwer constructed the ﬁrst indecomposable continuum in [4]. In [10] Z. Janiszewski, inspired by Brouwer’s ex-
ample, described a simpliﬁcation of Brouwer’s continuum, an indecomposable continuum that does not separate the plane.
B. Knaster [11] described a similar indecomposable continuum in the plane which is also presented in Kuratowski’s book
[12, p. 204]. We call this continuum the Brouwer–Janiszewski–Knaster continuum, see Fig. 1. It follows from the construction
of the Brouwer–Janiszewski–Knaster continuum, that it does not contain a sin 1x -continuum.
Theorem 4.6. The continuum K(0,1) contains a sin 1 -continuum.x
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Proof. Let
L = {(t,1− t, t,1− t, . . .) ∣∣ t ∈ [0,1]},
for each positive integer n
L2n =
{
( t,1− t, t,1− t, . . . , t,1− t︸ ︷︷ ︸
2n
,0,0,0, . . .)
∣∣ t ∈ [0,1]}
and
L2n−1 =
{
( t,1− t, t,1− t, . . . , t,1− t, t︸ ︷︷ ︸
2n−1
,0,0,0, . . .)
∣∣ t ∈ [0,1]}.
It is easy to see that
(1) limn→∞ Ln = L,
(2) for each n, L2n ∩ L2n+1 = {(0,1,0,1, . . . ,0,1,0︸ ︷︷ ︸
2n+1
,0,0,0, . . .)}, and
(3) for each n, L2n−1 ∩ L2n = {(1,0,1,0, . . . ,1,0,1,0︸ ︷︷ ︸
2n
,0,0,0, . . .)},
(4) for each m,n, Lm ∩ Ln = ∅, if |m − n| 2,
(5) for each n, Lm ∩ L = ∅.
Therefore
L ∪
( ∞⋃
n=1
Ln
)
is a sin 1x -continuum, contained in K(0,1) . 
Theorem 4.7. The continuum K(0,1) is not homeomorphic to the Brouwer–Janiszewski–Knaster continuum.
Proof. By Theorem 4.6, K(0,1) contains a sin 1x -continuum. As the Brouwer–Janiszewski–Knaster continuum does not contain
a sin 1x -continuum, they are not homeomorphic. 
Theorem 4.8. If a ∈ (0,1), then K(a,1) is homeomorphic to the Brouwer–Janiszewski–Knaster continuum.
Proof. It is a well-known fact that K
( 12 ,1)
is homeomorphic to the Brouwer–Janiszewski–Knaster continuum; see [15, p. 22].
The theorem follows from Corollary 2 of [5], since all functions f(a,1) , a ∈ (0,1), are conﬂuent and have degree 2. 
For each T = f
( 12 ,b)
, with 12 < b  1, we will call K( 12 ,b) = lim←−{[0,1], T }
∞
n=1 a Knaster continuum. Although all Knaster
continua are mutually non-homeomorphic (as it follows from the proof of the Ingram conjecture [3]), we show in Theo-
rem 4.18 that together with the point K 1 1 they form an arc in 2Π[0,1] .( 2 , 2 )
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Regarding Theorem 4.2, from now on we only consider the case when (a,b) ∈ {(x, y) ∈ [0,1] × [0,1] | y  x}.
Theorem 4.9. Let (a,b) ∈ {(x, y) ∈ [0,1] × [0,1] | y  x}, a /∈ {0,1}, and let {(an,bn)}∞n=1 be a sequence of points in {(x, y) ∈
[0,1] × [0,1] | y  x} such that limn→∞(an,bn) = (a,b). Then limn→∞ K(an,bn) = K(a,b) in 2Π[0,1] .
Proof. First, for each (c,d) ∈ {(x, y) ∈ [0,1] × [0,1] | y  x}, c /∈ {0,1}, denote L(c,d) = π1(K(c,d)), where π1 : Π[0,1] →
[0,1] is the projection map onto the ﬁrst factor. It is obvious that L(c,d) = [0,d]. Therefore L(a,b) = [0,b]. Without any
loss of generality we may assume that an /∈ {0,1} for each positive integer n, and therefore L(an,bn) = [0,bn]. It follows
from limn→∞(an,bn) = (a,b) that limn→∞ bn = b, and therefore limn→∞ L(an,bn) = L(a,b) in 2[0,1] . It is easy to see that
limn→∞ Γ ( f(an,bn)) = Γ ( f(a,b)) and hence limn→∞ K(an,bn) = K(a,b) , by Theorem 3.3. 
Theorem 4.10. Let {(an,bn)}∞n=1 be a sequence of points in {(x, y) ∈ [0,1] × [0,1] | y  x} such that limn→∞(an,bn) = (0,0). Then
limn→∞ K(an,bn) = K(0,0) in 2Π[0,1] .
Proof. In this case L(0,0) = {0}, obviously L(0,0) ⊆ lim inf L(an,bn) . It is easy to see that limn→∞ Γ ( f(an,bn)) = Γ ( f(0,0)) and
hence limn→∞ K(an,bn) = K(0,0) by Theorem 3.3. 
Theorem 4.11. Let {(an,bn)}∞n=1 be a sequence of points in [0,1] × [0,1] such that limn→∞(an,bn) = (0,b) for b /∈ {0,1}. Then
limn→∞ K(an,bn) = K(0,b) in 2Π[0,1] .
Proof. K(0,b) is an arc from (0,0,0, . . .) to (
b
1+b ,
b
1+b ,
b
1+b , . . .) by Theorem 4.4.
First assume that an = 0 for each n. Without any loss of generality we assume that bn /∈ {0,1} for each n, and therefore
K(an,bn) is an arc from (0,0,0, . . .) to (
bn
1+bn ,
bn
1+bn ,
bn
1+bn , . . .) for each n. It follows from Theorem 2.6 that for each accumula-
tion point S of the sequence {K(0,bn)}∞n=1, S ⊆ K(0,b) . But it follows from
lim
n→∞bn = b
that for each such accumulation point S ,
(0,0,0, . . .),
(
b
1+ b ,
b
1+ b ,
b
1+ b , . . .
)
∈ S,
hence K(0,b) ⊆ S . Therefore S = K(0,b) and limn→∞ K(0,bn) = K(0,b) .
Next assume that an 
= 0 for each n. It follows from Theorem 2.6 that for each accumulation point S of the sequence
{K(an,bn)}∞n=1, S ⊆ K(0,b) . But it follows from limn→∞(an,bn) = (0,b) and (0,0,0, . . .) ∈ K(an,bn) for each n that for each such
accumulation point S ,
(0,0,0, . . .),
(
b
1+ b ,
b
1+ b ,
b
1+ b , . . .
)
∈ S.
Since K(0,b) is an arc from (0,0,0, . . .) to (
b
1+b ,
b
1+b ,
b
1+b , . . .), it follows that S = K(0,b) for each accumulation point S , and
therefore limn→∞ K(an,bn) = K(0,b) . The general case easily follows by considering appropriate subsequences. 
Example 4.12. Here we show that limn→∞ K(1− 1n ,1− 1n ) = K(1,1) does not hold.
By Theorem 4.3 for each positive integer n 2,
K
(1− 1n ,1− 1n ) =
{
(t, t, t, . . .)
∣∣∣ t ∈ [0,1− 1
n
]}
is an arc from (0,0,0, . . .) to (1− 1n ,1− 1n ,1− 1n , . . .). Obviously for each such n and each x = (t, t, t, . . .) ∈ K(1− 1n ,1− 1n ) , and
for (0,1,1,1, . . .) ∈ K(1,1) ,
D
(
x, (0,1,1,1, . . .)
)= max{t, 1− t
2
}
min
{
max
{
s,
1− s
2
} ∣∣∣ s ∈ [0,1− 1
n
]}
= 1
3
and therefore limn→∞ K(1− 1n ,1− 1n ) = K(1,1) does not hold.
Theorem 4.13. Let {an}∞ be a sequence in [0,1], such that limn→∞ an = 1. Then limn→∞ K(an,1) = K(1,1) in 2Π[0,1] .n=1
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Without any loss of generality we may assume that an 
= 1 for each n. It follows from Corollary 2.9 that for each ε > 0
there is an n0 such that for each n  n0, for each x ∈ K(an,1) there is a y ∈ K(1,1) such that D(x, y) < ε. Therefore we only
need to show that for each ε > 0 there is an n0 such that for each n n0, for each x ∈ K(1,1) there is a y ∈ K(an,1) such that
D(x, y) < ε. Let ε > 0 and x = (x1, x2, x3, . . .) ∈ K(1,1) .
The bonding function f(an,1) : [0,1] → [0,1] is deﬁned by
f(an,1)(t) =
{
t
an
; if t  an,
t−1
an−1 ; if t  an.
Next deﬁne the following functions:
(1) Lan : [0,1] → [0,an], Lan (t) = ant;
(2) Ran : [0,1] → [an,1], Ran (t) = (an − 1)t + 1.
It is easy to see that for each t ∈ [0,1] it holds that
f(an,1)
(
Lan (t)
)= t and f(an,1)(Ran(t))= t.
One can easily ﬁnd a positive integer n1 such that for each n  n1 and for each x = (t, t, t, t, . . .) ∈ K(1,1) , t 
= 1, it holds
that D(x, y) < ε, if y is chosen to be
y = (t, Lan (t), L2an (t), L3an (t), . . .) ∈ K(an,1).
It is also easy to ﬁnd a positive integer n2 such that for each n  n2 and for x = (1,1,1,1, . . .) ∈ K(1,1) , it holds that
D(x, y) < ε, if y is chosen to be
y = (1, Ran (1), R2an (1), R3an (1), . . .) ∈ K(an,1).
One can also ﬁnd a positive integer n3 such that for each n  n3, for each k, and for each x = (t, t, . . . , t︸ ︷︷ ︸
k
,1,1,1, . . .) ∈
K(1,1) , it holds that D(x, y) < ε, if y ∈ K(an,1) is chosen to be
y = (t, Lan (t), L2an (t), L3an (t), . . . , Lk1−1an (t)︸ ︷︷ ︸
k
, Ran
(
Lk1−1an (t)
)
, R2an
(
Lk1−1an (t)
)
, R3an
(
Lk1−1an (t)
)
, . . .
)
.
Now let n0 = max{n1,n2,n3}. Then for each n n0, for each x ∈ K(1,1) there is a y ∈ K(an,1) such that D(x, y) < ε. 
Example 4.14. Let (an,bn) = (0, nn+1 ) for each positive integer n. Obviously, limn→∞(an,bn) = (0,1). We show that in this
case limn→∞ K(an,bn) = K(0,1) does not hold, by showing that there is a positive integer n0 such that for each n n0 and for
each y = (y1, y2, y3, y4, y5, . . .) ∈ K(an,bn) ,
D(x, y) 1
7
,
where x = ( 12 ,0,1,0,1, . . .) ∈ K(0,1) .
We distinguish the two following cases:
(1) If y2 = 0, then y3 = 0 or y3 = 1. If y3 = 1, then there is not such y4 that y3 ∈ f(an,bn)(y4). Therefore y3 = 0. In this
case D(x, y) 13 
1
7 .
(2) If y2 
= 0, then y2 ∈ (0, 13 ] or y2 ∈ ( 13 ,1]. If y2 ∈ ( 13 ,1], then D(x, y)  17 . If y2 ∈ (0, 13 ], then y1 = f(an,bn)(y2). In this
case
d
(
y1,
1
2
)
=
∣∣∣∣y1 − 12
∣∣∣∣=
∣∣∣∣ f(an,bn)(y2) − 12
∣∣∣∣=
∣∣∣∣− nn + 1 y2 + nn + 1 − 12
∣∣∣∣.
As
lim
n→∞
∣∣∣∣− nn + 1 y2 + nn + 1 − 12
∣∣∣∣ 12 − 13 = 16  17 ,
there is a positive integer n0 such that for each n n0 and each y ∈ K(an,bn) it holds D(x, y) 17 .
The following theorem can be proved using a similar approach that has been used to prove Theorem 4.13.
Theorem 4.15. Let {an}∞ be a sequence of points in [0,1] such that limn→∞ an = 0. Then limn→∞ K(an,1) = K(0,1) in 2Π[0,1] . n=1
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Theorem 4.16. Let ϕ : [0,1] → [0,1] × [0,1] be a path. If for each t ∈ [0,1], ϕ(t) ∈ {(x, y) ∈ [0,1] × [0,1] | y  x} \ {(0,1), (1,1)},
then φ : [0,1] → 2Π[0,1] , deﬁned by φ(t) = Kϕ(t) , is a path from Kϕ(0) to Kϕ(1) .
Proof. Let {tn}∞n=1 be a sequence in [0,1] and t0 ∈ (0,1) such that limn→∞ tn = t0. As ϕ is continuous, it follows that
limn→∞ ϕ(tn) = ϕ(t0). It follows from Theorems 4.9 and 4.10 that limn→∞ Kϕ(tn) = Kϕ(t0) and therefore φ is continuous. 
In the following theorem we describe a path from K(0,1) , the continuum we studied in Theorem 4.6, to K(1,1) , which is
homeomorphic to the harmonic fan, see Theorem 4.5. The described path goes only through K(t,1) , t ∈ (0,1), where for each
t ∈ (0,1), K(t,1) is homeomorphic to the Brouwer–Janiszewski–Knaster continuum, see Theorem 4.8.
Theorem 4.17. Let φ : [0,1] → 2Π[0,1] be deﬁned by φ(t) = K(t,1) . Then φ is a path from K(0,1) to K(1,1); in fact, φ([0,1]) is an arc.
Proof. The function ϕ : [0,1] → [0,1] × [0,1], deﬁned by ϕ(t) = (t,1), is a path from (0,1) to (1,1). Let {tn}∞n=1 be a
sequence in [0,1] and t0 ∈ [0,1] such that limn→∞ tn = t0. As ϕ is continuous, it follows that limn→∞ ϕ(tn) = ϕ(t0). It
follows from Theorems 4.9, 4.15 and 4.13 that limn→∞ Kϕ(tn) = Kϕ(t0) and therefore φ is continuous. Since there is a point
of the form (1, t, . . .) in K(t,1) , but not in K(s,1) for s 
= t , it follows that φ([0,1]) is an arc. 
In the following theorem we construct a path from K
( 12 ,
1
2 )
to K
( 12 ,1)
only through K
( 12 ,t)
, t ∈ ( 12 ,1). Here, K( 12 , 12 ) is an
arc, see Theorem 4.3, while K
( 12 ,1)
is homeomorphic to the Brouwer–Janiszewski–Knaster continuum, see Theorem 4.8. For
each t ∈ ( 12 ,1), K( 12 ,t) is a Knaster continuum from the Ingram conjecture.
Theorem 4.18. φ : [ 12 ,1] → 2Π[0,1] , deﬁned by φ(t) = K( 12 ,t) is a path from K( 12 , 12 ) to K( 12 ,1) , and φ([0,1]) is an arc.
Proof. By Theorem 4.16, φ : [ 12 ,1] → 2Π[0,1] , deﬁned by φ(t) = K( 12 ,t) is a path from K( 12 , 12 ) to K( 12 ,1) . Since all these inverse
limits are non-homeomorphic, it follows that φ([0,1]) is an arc. 
5. Another generalization of Theorem 2.7
In the following theorem we generalize Theorem 2.7 in the direction B. But ﬁrst we introduce the notation that will be
used. For the metric spaces Xni and Xi and for u.s.c. set-valued functions f
n
i : Xni+1 → 2X
n
i and f i : Xi+1 → Xi , we will use
Kn = lim←−
{
Xni , f
n
i
}∞
i=1,
K = lim←−{Xi, f i}∞i=1.
Theorem 5.1. Let X be a compact metric space and for all positive integers n, i, let Xni and Xi be nonempty closed subsets of X , such
that for each i,
lim
n→∞ X
n
i = Xi .
Next, let for all positive integers n, i, f ni : Xni+1 → 2X
n
i be surjective u.s.c. set-valued functions, and let f i : Xi+1 → Xi be continuous
single-valued functions, such that
lim
n→∞Γ
(
f ni
)= Γ ( f i)
in 2X×X . Then
lim
n→∞ Kn = K
in 2Π X .
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X11
f 11←− X12
f 12←− X13
f 13←− X14
f 14←− X15
f 15←− X16
f 16←− · · · K1
X21
f 21←− X22
f 22←− X23
f 23←− X24
f 24←− X25
f 25←− X26
f 26←− · · · K2
X31
f 31←− X32
f 32←− X33
f 33←− X34
f 34←− X35
f 35←− X36
f 36←− · · · K3
X41
f 41←− X42
f 42←− X43
f 43←− X44
f 44←− X45
f 45←− X46
f 46←− · · · K4
X51
f 51←− X52
f 52←− X53
f 53←− X54
f 54←− X55
f 55←− X56
f 56←− · · · K4
X61
f 61←− X62
f 62←− X63
f 63←− X64
f 64←− X65
f 65←− X66
f 66←− · · · K5
...
...
X1
f1←− X2 f2←− X3 f3←− X4 f4←− X5 f5←− X6 f6←− · · · K
Proof of Theorem 5.1. We must prove that for each ε > 0, there exists a positive integer n0 such that HD(Kn, K ) < ε holds
true for all positive integers n n0. By the deﬁnition of HD that means that for all positive integers n n0 it holds that
(a) for all x ∈ K , there exists y ∈ Kn , such that D(x, y) < ε, and
(b) for all x ∈ Kn , there exists y ∈ K , such that D(x, y) < ε.
In order to prove that for any given ε > 0 we can choose a positive integer n0, such that (a) holds for any n n0, let us ﬁrst
ﬁx a positive integer m such that diam(X)m < ε.
Then we repeatedly apply Lemma 3.2 to obtain a positive integer n0 and reals
0< ε0 < ε1 < ε2 < · · · < εm−3 < εm−2 < εm−1 = ε. (∗∗∗)
We start at the right-hand side by choosing εm−1 = ε, and then move to the left in such a way that for any chosen εi ,
i = 1,2, . . . ,m − 1, used as ε in Lemma 3.2, the next εi−1 is obtained as δ that is guarantied by the lemma, if we use
Xm−i+1, Xm−i , Xnm−i+1, X
n
m−i , fm−i , f
n
m−i for X0, Y0, Xn , Yn , f , and fn , respectively. The positive integer n0 and the real
numbers (∗∗∗) obtained that way satisfy the following property: for any n  n0 and for any i = 1,2, . . . ,m − 1, for any
x ∈ Xm−i+1, and for any x′ ∈ Xnm−i+1, from d(x, x′) < εi−1 it follows that d( fm−i(x), y) < εi , for any y ∈ f nm−i(x′).
Since limn→∞ Xnm = Xm , we may assume without loss of generality that Hd(Xm, Xnm) < ε0 for each n n0.
Now ﬁx an arbitrary x ∈ K and an arbitrary n n0. Then x is of the form
x = ( f1( f2(. . . ( fm−1(xm)) . . .)), . . . , fm−2( fm−1(xm)), fm−1(xm), xm, xm+1, . . .).
First choose a ym ∈ Xnm , such that d(xm, ym) < ε0. Such a ym exists, since Hd(Xm, Xnm) < ε0. Now arbitrarily choose ym−1 ∈
f nm−1(ym), ym−2 ∈ f nm−2(ym−1), ym−3 ∈ f nm−3(ym−2), . . . , y1 ∈ f n1 (y2), and let y ∈ Kn be of the form
y = (y1, y2, . . . , ym−2, ym−1, ym, ym+1, ym+2, . . .),
where ym+1, ym+2, . . . have been chosen using surjectivity of the bonding functions.
Next we observe distances between the coordinates of x and y. For all j m,
d(x j, y j)
j
< ε
by the choice of m. It follows from the choice of ym and from (∗∗∗) that
d
(
fm−1(xm), ym−1
)
< ε1  ε.
It holds that d( fm−2( fm−1(xm)), ym−2) < ε2 by the choice of ym−2 and from (∗∗∗).
Inductively for any i m − 1,
d
(
fm−i
(
fm−i−1
(
. . .
(
fm−1(xm) . . .
)))
, ym−i
)
< εi  ε
by the choice of ym−i+1 and (∗∗∗).
It follows that
D(x, y) = sup
n∈{1,2,3,...}
{
d(xn, yn)
n
}
< ε,
proving (a).
In order to prove that for any given ε > 0 we can choose a positive integer n0, such that (b) holds for any n n0, assume
that it is not so. In that case there would exist a strictly increasing sequence in of integers and a sequence xn ∈ Kin , such
that D(xn, y) ε for all n and all y ∈ K . Let z be an accumulation point of {xn}∞n=1.
It is easy to see that z ∈ K (applying similar reasoning as in the proof of Corollary 2.8), hence d(xn, z) ε for all positive
integers n, which contradicts the choice of z. 
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