Welcome Message from The Dean of Faculty of Computer Science, Universitas Indonesia
On behalf of all the academic staff and students of the Faculty of Computer Science, Universitas Indonesia, I would like to extend our warmest welcome to all the participants to the Ambhara Hotel, Jakarta on the occasion of the 2014 International Conference on Advanced Computer Science and Information Systems (ICACSIS).
Just like the previous five events in this series (ICACSIS 2009 (ICACSIS , 2010 (ICACSIS , 2011 (ICACSIS , 2012 , and 2013), I am confident that !CASIS 2014 will play an important role in encouraging activities in research and development of computer science and information technology in Indonesia, and give an excellent opportunity to forge collaborations between research institutions both within the country and with international partners. The broad scope of this event, which includes both theoretical aspects of computer science and practical, applied experience of developing information systems, provides a unique meeting ground for researchers spanning the whole spectrum of our discipline. 1 hope that over the next two days, some fruitful collaborations can be established.
I also hope that the special attention devoted this year to the field of pervasive computing, including the very exciting area of wireless sensor networks, will ignite the development of applications in this area to address the various needs of Indonesia's development.
I would like to express my sincere gratitude to the distinguished invited speakers for their presence and contributions to the conference. 1 also thank all the program committee members for their efforts in ensuring a rigorous review process to select high quality papers.
Finally, I sincerely hope that all the participants will benefit from the technical contents of this conference, and wish you a very successful conference and an enjoyable stay in Jakarta. NOS technologies for SNP analysis has been applied in wide area such as medicine [5] , animal genetics [6] and plant breeding [7] . However, SNP analysis in plants such as cultivated soybean (Glycine max l.) is limited [3] . This paper will focus on identification of SNP in cultivated soybean using Support Vector Machine (SVM). SVM is an effective method for general purpose supervised pattern recognition and has been applied successfully to many biological problems recently, such as gene selection [8] , cancer classification [9] and detection of cardiac abnormality [I OJ. This paper is organized as follows. Section II will discuss about research related to identification of SNP that have been done before. Section Ill presents techniques at data level for pre-process, features used to train SVM, techniques to handling imbalance of data, undersampling and oversampling, training and testing \vith SVM. Results, discussion and conclusions are presented in section IV, V and VI. Sampling outcome data, undersampling and oversampling. were divided into k subsets (k = I 0). Of the k subsets, a single subset was retained as the testing data, and the remaining k -1 subsets \Vere used as training data. The cross-validation process is then repeated k times, with each of the k subsets used exactly once as the testing data. We did undersampling process two times with a value of m = I and m = 2.
We also conducted experiments on imbalanced data. We divided the data into k subsets (k = I 0). Of the k subsets, a single subset was retained as the testing data, and the remaining k -I subsets were used as training data .. The cross-validation process is then repeated k times, \vith each of the k subsets used exactly once as the testing data. [21 ] .
We plotted the FPR (False Positive Rate) and TPR (True Positive Rate) of each categories (Figure 2 ). From this plotted we can see that category (I), (2), and (3) have better performance than category (4) because they have higher TPR and lower FPR. Generally, when TPR is high, then FPR is also high. This classifier to not identify negative SNP as positive SNP. We used Fmeasure to measure this metric, precision is refer to PPV and recal is refer to TPR.
• Precision • Recall Precision+ Recall
We also measured G-Mean, the geometric mean of classifier performance on two classes separately. 
