Abstract: Fault tolerance is an important property in computational grids since the resources are geographically distributed.
Introduction
Computational grid can be defined as an environment that organizes geographically distributed and heterogeneous resources in different administrative domains with different security polices into a single computing system. It enables users to use its resources for large-scale compute applications in science, engineering and commerce [3] . Since grid environments are extremely heterogeneous and dynamic, with components joining and leaving the system all the time, more faults are likely to occur in grid environments [3] . Also, the likelihood of errors occurrence is exacerbated by the fact that many grid applications will perform long tasks that may require several days of computation. This will lead to a number of new conceptual and technical challenges to fault-tolerance researchers. The most important one is the scheduling of user jobs to grid resources with meeting the user's Quality of Service (QoS) in existence of resource faults. Fault tolerance is preserving the delivery of expected services despite the presence of fault-caused errors within the system itself. Errors are detected and corrected and permanent faults are located and removed while the system continues to deliver acceptable services [2] . In computational grids, fault tolerance is important as the dependability of grid resources may not be guaranteed. It is needed to enable the grid to continue its work when one or more resources fail. In this sense, a fault-tolerant service must be included to detect errors and recover from them and thus avoiding the failure of the grid. Job checkpointing is one of the most used techniques to accomplish fault tolerance. It is the ability to save the state of a running job to a stable storage to reduce the fault recovery time. In case of fault, this saved state can be used to resume execution of the job from the point in computation where the check-point was last saved instead of restarting the application from its very beginning. This can reduce the execution time to a large extent. The efficiency of checkpointing mechanism is strongly dependent on the length of the checkpointing interval. The checkpointing interval is the duration between two checkpoints. Each interval starts when a checkpoint is established and ends when next checkpoint is established. A short checkpointing interval leads to a large number of redundant checkpoints, which delay job processing by consuming computational and network resources. On the other hand, when a checkpointing interval is too long, a substantial amount of work has to be redone in case of a resource failure. So, calculating the optimal length of a checkpointing interval represents the main challenge when using this checkpointing. The main contribution of this work is to introduce a fault-tolerant checkpointing-based system (FTCS) with a scheduling strategy. The proposed scheduling strategy depends on response time combined with both the failure rate (FR) and average failure time (AFT ) of resources. FTCS uses the FR of resources to calculate the checkpoint interval for each job. Through simulation, FTCS is compared with a scheduling system that depends on using resource fault index and response time. This paper is organized as follows: Section 2 briefly explains related work and the scope of this work. Section 3 elaborates the proposed system. Section 4 describes the simulation environment. Section 5 augments results and discusses the performance of the system. Section 6 concludes the paper.
Related work and scope
F.G. Khan, K. Qureshi and B. Nazir [9] presented a performance evaluation of most commonly used fault-tolerant techniques (FTTs) in grid computing. These FTTs include retrying, checkpointing, alternate resource and alternate task. The metrics used in evaluation are throughput, turnaround time, waiting time and network delay. B. Nazir, K. Qureshi and F.G. Khan [14] presented an adaptive fault tolerant job scheduling strategy for grids called CFTGS. Their strategy is checkpointing-based. It maintains the fault index of grid resources. The scheduler makes scheduling decisions according to the value of the resources fault index and response time of resources. In [13] , M. Nandagopal and V.R. Uthariaraj combined the mechanism developed in [14] with Minimum Total Time to Release (MTTR) job scheduling algorithm. Also, when making scheduling decisions, their scheduler depends on using the fault index and the response time of resources. J. Mehta and S. Chaudhary [12] assumed that short running jobs can be resubmitted from scratch if they failed and presented a fault tolerant scheme that should be applied to long running jobs using checkpointing. In [8] , P. Domingues, J. Silva and L. Silva presented a study about the effects of sharing checkpoints on turnaround time in desktop grid systems. In [6] , M. Chtepen et al. provided an algorithm called MeanFailureCP. This algorithm is designed to modify a job checkpointing interval as a function of mean failure frequency of resources where the job is being executed, and the total job execution time. In [7] , they developed the MeanFailureCP+ algorithm which is a modification of the MeanFailureCP that deals with checkpointing of grid applications with execution times that are unknown a priori. Review of literature reveals that a large number of research efforts have already been devoted to tolerate faults in computational grids. Commonly utilized checkpointing mechanisms use resource fault index to determine checkpoint interval. In [1] , it was proven that resource failure rate is more effective than resource fault index when representing the failure history of resources. So, the resource failure rate (FR) is used in this paper to determine the checkpoint interval and the number of checkpoints instead of using the resource fault index. The scheduler or the broker of the present scheduling systems [5, 10, 13, 14, 16] selects resources according to the response time combined with the resource fault index to execute the job. If the selected resource is failed and it is the only available resource that can execute the job at that time, the job must wait for that resource to join the system again and become available. This waiting time delays the job execution and reduces the throughput of the grid. To address this problem, the average failure time (AFT ) of the resource is taken into consideration when making scheduling decisions in this paper.
FTCS scheduling
The aim of this work is to optimize the performance of the grid in the presence of faults. The performance metrics used include throughput, failure tendency and grid load. A fault occurs when a grid resource cannot complete its job within the given deadline [13] . The main strategy of the proposed FTCS depends on using the job checkpointing mechanism to minimize the effect of grid faults and to reduce the fault recovery time.
Components of the FTCS
The interaction between different components of the FTCS is shown in Fig. 1 . The FTCS restarts the execution of the failed job from the last saved checkpoint. Thus, it reduces the response time of the job by reducing the time wasted in re-executing partially completed job from the scratch.
[16] Therasa S., Sumathi G. A grid contains multiple grid resources that provide computing services to users. The main component of the FTCS is the grid scheduler (GS). It receives jobs with their information from users. Job information include job number, job type, and job size. Also, the user submits QoS requirements of each job such as the deadline to complete its execution, the number of required resources and the type of these resources. The main function of GS is to find and sort the most suitable resources that can execute the job and satisfy user QoS requirements. In order to perform this function, the GS connects to the grid information server (GIS) to get information of available grid resources that can execute the job. Fig. 2 shows the operation of the GS. The GS uses response time, resource failure rate and resource failure time to construct the list of suitable resources that can execute the job. GIS contains information of all available resources in the grid required by the GS. The information include resource speed, current load, resource failure rate and total failure time of each resource. The latter is the time the resource spent in the failure case before it is coming again to join grid and work properly. Checkpoint server (CPS) receives and stores partially executed results of a job from the resource in intervals specified by the checkpoint handler (CPH 7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 CPH is an important component of FTCS. The main functions of CPH are determining the number of checkpoints and determining the checkpoints interval for each job. CPH receives a job with its assigned list of resources from GS. It connects to GIS to get information about the failure history of grid resources assigned to the job. Based on failure rate of the resource, the CPH determines the number of checkpoints and the checkpoint intervals for each job. Then, it submits the job to the first grid resource in the resources list. Fig. 3 shows the algorithm used by CPH to calculate the number of checkpoints and the checkpoint interval for each job. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 If CPH receives a job completion message for a certain job, it will notify the GIS to increase the number of successful times, S, of the resource. Then, it delivers results to the GS which in turn submits it to the user. On the other hand, if the CPH receives a resource failure message, it will notify the GIS to increase the number of failure times, F, of the resource. In this case, the CPH connects to the CPS to get the last checkpoint status of the job and resubmits it along with the job to the second resource in the resources list. Fig. 4 shows decisions taken upon resource failure or job completion. Fig. 3 . Checkpoint Calculation Algorithm. 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51 52 53 The sequence of interactions between components of the grid using the proposed strategy is shown in Fig. 5 as follows:
1. At the start, users submit jobs with user QoS requirements to the Grid User interface and it dispatch them to the GS.
2. GS sends a query to GIS to get a list of available resources for each job. (c) Dispatches each job with its resources list to the CPH.
5. CPH sends a query to GIS and gets the resource failure history of each job.
6. CPH determines both the number of checkpoints and the checkpoint interval.
7. CPH dispatches each job to the first resource in the list of resources.
If the job is successfully completed then
(a) CPH receives a job completion message.
(b) CPH notifies the GIS to increase S by one.
(c) CPH delivers results of the job to the GS which dispatches it to the user through the Grid User interface.
9. If the resource fails to complete the job then (a) CPH receives a resource failure notification.
(b) CPH notifies the GIS to increase F by one.
(c) CPH sends a query to the CPS and gets the last checkpoint result for the job.
(d) CPH resubmits the job with the last checkpoint status to the next resource in the resources list.
Simulation environment
Grid is a complex environment and the behavior of the resources in the grid is unpredictable. So, it is difficult to build a grid on a real scale to validate and evaluate scheduling and fault tolerant systems. Therefore, simulation is often used.
There is a number of well-known grid simulators, such as GridSim [3] , SimGrid [11] and NSGrid [17] . However, none of these simulators support the development of fault-tolerant scheduling algorithms because they have a limited modeling for dynamic grids [4, 6] . So, in order to carry out this study, we have used our implemented grid simulator [1] . The simulator supports modeling and simulation of grid resources and user applications. It enables the creation of application jobs and mapping of these jobs to resources in the grid. The simulator uses the same concepts of the GridSim. But, it provides fault-tolerant services by allowing injection of faults in the grid and providing the ability to develop algorithms that deal with these faults. It supports implementation of replication-based, checkpointing-based or combined approaches. It can allow us to evaluate the performance of scheduling systems. For this purpose, it uses throughput, grid load and tendency of resources to fail performance metrics.
In our experiments, we modeled applications with size of 1000 jobs. The size of each job is selected to be 200MB. The number of resources in the grid can reach up to 1000. The percentage of faults injected is from 10% to 50%. These specifications remain the same in all experiments of measuring performance. We have conducted different simulation experiments with variation in the total number of faults injected in the grid and measuring the throughput, grid load and the tendency of resources to fail. The proposed system is compared with a recent checkpointing-based scheduling system called CFTGS [14] that depends on the response time and resource fault index when scheduling jobs and uses the fault index of each resource when determining the checkpoint intervals and the number of checkpoints for each job.
Results and discussions

Throughput
Throughput is one of the most important standard metrics used to measure the performance of fault tolerant systems [9] . Throughput is defined as:
where n is the total number of jobs submitted and Tn is the total amount of time necessary to complete n jobs. Throughput is used to measure the ability of the grid to accommodate jobs. Fig. 6 shows the throughput comparison of the proposed FTCS with the system in [14] , named CFTGS. The comparison is done for different percentages of faults injected in the grid. 14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 Generally, the throughput of the two systems decreases with the increase in the percentage of faults injected in the grid. This is due that the extra delay encountered by both of them to complete jobs in case of some resources failure. Fig. 6 shows that the throughput of the proposed system is better than the throughput of the CFTGS. This is due to that in the proposed system both AFT and FR of grid resources are taken into consideration along with the response time during the scheduling step. On the other hand, the CFTGS considers the response time and only the fault index as the failure history of resources. CFTGS Neglects the FR of resources and this leads to more waiting time when executing job on a resource and this resource is crashed. If it is the only available resource that can execute the job at that time, the job must wait for that resource to join the system again and become available. Thus, the waiting time will increase the response time of the job and then the throughput will decrease. Also, using FR by FTCS rather than using fault index during the scheduling process can lead to selecting resources that have lower probability to fail than resources selected by the CFTGS. This is because a resource can have a small fault index but it can have a high FR [1] . In case failures occur, this high FR can lead to a wasting time. This will lead to increasing the response time and then the throughput will decrease.
Average turnaround time
It is the most important criterion of any computational system. Turnaround is an important parameter for determining the performance of different FTTs. It is the only parameter users pay attention to. It can be defined as the interval between job submission time and job completion time. This parameter is greatly affected by the failure history of resources selected during the scheduling process and also by the number of checkpoints produced for each job. Fig. 7 shows the turnaround time comparison between the proposed FTCS, and CFTGS. In general, the average turnaround time of both systems increases with increase in the percentage of faults injected. From the figure, it is shown that the turnaround time of the proposed system is better than that of the CFTGS system. This is because FTCS selects resources that have lower probability to fail than resources selected by CFTGS and this will reduce the waiting time in case of resources failure. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 
Grid load
Grid load represents the amount of consumption of grid resources by the scheduling system. Both CFTGS and the proposed system are based on checkpointing approach. The efficiency of this approach depends on the length of the checkpointing interval. Producing a large number of redundant checkpoints will delay job processing by consuming computational and network resources. This will lead to exhausting the load of the grid. Fig. 8 shows the number of checkpoints comparison between the proposed FTCS and the CFTGS system. The comparison is done for different numbers of jobs submitted in the grid. The numbers of jobs are 200, 400, 600, 800 and 1000. It is shown that the number of checkpoints produced by the proposed system is smaller than that produced by the CFTGS system. This is because the proposed FTCS depends on the FR when producing checkpoints rather than fault index used by the CFTGS. Using fault index leads to producing more checkpoints that can be avoided by using the FR. Thus, the proposed system provides a lower number of checkpoints and then better grid load than the CFTGS system. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 
Failure tendency
This metric is firstly introduced in [1] . It is the percentage of the tendency of the selected grid resources to fail and is defined as:
where m is the total number of grid resources and Pfj is the failure rate of resource j. Through this metric, the faulty behavior of the system can be expected. FailTendency metric indicates the failure prediction of the grid resources when applying a scheduling system. It reflects the extent of reliability of the grid. The value of it is greatly affected by the algorithm used during the scheduling step. The FailTendency of FTCS is compared with the FailTendency of the CFTGS. The comparison is depicted in Fig. 9 . The figure shows that the proposed FTCS has a lower FailTendency than the CFTGS. In CFTGS system, it is approximately around 50% while in the proposed system it is around 10%. This is due that during the scheduling step the proposed system considers both FR and average AFT of resources are representing the failure history of resources. On the other hand, the CFTGS uses the fault index of resources only. So, the proposed system will select resources with better failure history than resources selected by the CFTGS. Therefore, the proposed FTCS has a better tendency to fail than the CFTGS. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 59 60 
Conclusions
In this paper, a checkpointing-based scheduling system for grids is proposed and presented. The proposed system depends on average failure time and failure rate of resources combined with response time when taking scheduling decisions. The checkpoint interval is calculated using resource failure rate. The performance of the system is compared with the CFTGS scheduling system that depends on the response time and the fault index of resources when scheduling resources to execute jobs and it uses the resource fault index when calculating checkpoint interval. The metrics used for evaluation are throughput, average turnaround time, grid load and failure tendency. Experimental results show that FTCS effectively schedules jobs in the presence of failures. It is observed that the throughput for the proposed system is better than CFTGS. Also, the FTCS improves the turnaround time and the grid load when compared with the CFTGS. Moreover, it is shown that the failure tendency for the proposed FTCS is far better than the CFTGS. Thus, it can be concluded that the proposed scheduling system provides performance superiority over the CFTGS. This shows the effectiveness of considering resource failure rate and resource failure time over considering the resource fault index. This study is concentrated on the checkpointing mechanism and did not consider the job replication mechanism. In the future, this work can be extended by including the job replication mechanism with the proposed system.
