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Jakimovski and Leviatan \[[@CR9]\] proposed a generalization of Szász-Mirakjan operators by means of the Appell polynomials as follows: $$\documentclass[12pt]{minimal}
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Theorem 1.1 {#FPar1}
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Basic results {#Sec2}
=============

In order to prove the main results of the paper, we shall need the following auxiliary results.

Lemma 2.1 {#FPar2}
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*For the sequence of linear positive operators* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{L}_{n}^{\rho}(t^{i};x)$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$i=0,1,2,3,4$\end{document}$, *we find* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \mathrm{(i)}\quad&\mathcal{L}_{n}^{\rho}(1;x)=1, \\ \mathrm{(ii)}\quad&\mathcal{L}_{n}^{\rho}(t;x)=x+ \frac {A_{t_{1}}(1,1)+A_{t_{2}}(1,1)}{n A(1,1)}, \\ \mathrm{(iii)}\quad&\mathcal{L}_{n}^{\rho} \bigl(t^{2};x\bigr)=x^{2}+\frac{x}{n}\biggl\{ \biggl(1+ \frac{1}{\rho}\biggr)+\frac{2}{A(1,1)}\bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1) \bigr)\biggr\} \\ &\hphantom{\mathcal{L}_{n}^{\rho} \bigl(t^{2};x\bigr)=}{} +\frac{1}{n^{2}A(1,1)}\biggl\{ \biggl(1+\frac{1}{\rho}\biggr) \bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1)\bigr)+A_{t_{1}t_{1}}(1,1)\\ &\hphantom{\mathcal{L}_{n}^{\rho} \bigl(t^{2};x\bigr)=}{}+2A_{t_{1}t_{2}}(1,1)+A_{t_{2}t_{2}}(1,1) \biggr\} , \\ \mathrm{(iv)}\quad& \mathcal{L}_{n}^{\rho} \bigl(t^{3};x\bigr)=x^{3}+\frac{3x^{2}}{n}\biggl\{ \biggl(1+ \frac{1}{\rho}\biggr)+\frac{1}{A(1,1)}\bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1) \bigr)\biggr\} \\ &\hphantom{\mathcal{L}_{n}^{\rho} \bigl(t^{3};x\bigr)=}{} +\frac{x}{n^{2}}\biggl\{ \biggl(1+\frac{3}{\rho}+ \frac{2}{\rho^{2}}\biggr) +\frac{3}{A(1,1)}\biggl(2\biggl(1+\frac{1}{\rho} \biggr) \bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1)\bigr)\\ &\hphantom{\mathcal{L}_{n}^{\rho} \bigl(t^{3};x\bigr)=}{} +A_{t_{1}t_{1}}(1,1)+2A_{t_{1}t_{2}}(1,1)+A_{t_{2}t_{2}}(1,1)\biggr)\biggr\} \\ &\hphantom{\mathcal{L}_{n}^{\rho} \bigl(t^{3};x\bigr)=}{} +\frac{1}{n^{3}A(1,1)}\biggl\{ \biggl(1+\frac{3}{\rho}+\frac{2}{\rho ^{2}} \biggr) \bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1)\bigr)\\ &\hphantom{\mathcal{L}_{n}^{\rho} \bigl(t^{3};x\bigr)=}{}+3\biggl(1+ \frac{1}{\rho}\biggr) \bigl(A_{t_{1}t_{1}}(1,1)+2A_{t_{1}t_{2}}(1,1) +A_{t_{2}t_{2}}(1,1)\bigr)+A_{t_{1}t_{1}t_{1}}(1,1) \\ &\hphantom{\mathcal{L}_{n}^{\rho} \bigl(t^{3};x\bigr)=}{}+A_{t_{2}t_{2}t_{2}}(1,1)+3A_{t_{1}t_{1}t_{2}}(1,1) +3A_{t_{2}t_{2}t_{1}}(1,1)\biggr\} , \\ \mathrm{(v)}\quad&\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=x^{4}+\frac{x^{3}}{n}\biggl\{ 6\biggl(1+\frac{1}{\rho} \biggr)+\frac{4}{A(1,1)}\bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1)\bigr) \biggr\} \\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{} +\frac{x^{2}}{n^{2}}\biggl\{ \biggl(7+\frac{18}{\rho}+ \frac{11}{\rho^{2}}\biggr) +\frac{6}{A(1,1)}\biggl(3\biggl(1+\frac{1}{\rho} \biggr) \bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1)\bigr)\\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{} +A_{t_{1}t_{1}}(1,1)+2A_{t_{1}t_{2}}(1,1)+A_{t_{2}t_{2}}(1,1)\biggr)\biggr\} +\frac{x}{n^{3}}\biggl\{ \biggl(1+\frac{6}{\rho}+\frac{11}{\rho^{2}}+ \frac{6}{\rho ^{3}}\biggr)\\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{}+\frac{1}{A(1,1)} \biggl(\biggl(14+\frac{36}{\rho}+ \frac{22}{\rho^{2}}\biggr) \bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1)\bigr)\\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{} + 18\biggl(1+\frac{1}{\rho}\biggr) \bigl(A_{t_{1}t_{1}}(1,1)+2A_{t_{1}t_{2}}(1,1)+A_{t_{2}t_{2}}(1,1) \bigr) +4A_{t_{1}t_{1}t_{1}}(1,1)\\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{}+4A_{t_{2}t_{2}t_{2}}(1,1) +12A_{t_{1}t_{1}t_{2}}(1,1)+ 12A_{t_{2}t_{2}t_{1}}(1,1)\biggr)\biggr\} \\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{} +\frac{1}{n^{4}A(1,1)}\biggl\{ \biggl(1+ \frac{6}{\rho}+\frac{11}{\rho^{2}}+\frac{6}{\rho ^{3}}\biggr) \bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1)\bigr)\\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{} +\biggl(7+ \frac{18}{\rho}+\frac{11}{\rho ^{2}}\biggr) \bigl(A_{t_{1}t_{1}}(1,1)+2A_{t_{1}t_{2}}(1,1)+A_{t_{2}t_{2}}(1,1) \bigr)\\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{} +6\biggl(1+\frac{1}{\rho}\biggr) \bigl(A_{t_{1}t_{1}t_{1}}(1,1)+A_{t_{2}t_{2}t_{2}}(1,1)+3A_{t_{1}t_{1}t_{2}}(1,1) +3A_{t_{2}t_{2}t_{1}}(1,1)\bigr)\\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{} +A_{t_{1}t_{1}t_{1}t_{1}}(1,1)+A_{t_{2}t_{2}t_{2}t_{2}}(1,1) +4A_{t_{1}t_{1}t_{1}t_{2}}(1,1)\\ &\hphantom{\mathcal{L}_{n}^{\rho}\bigl(t^{4};x \bigr)=}{}+4A_{t_{2}t_{2}t_{2}t_{1}}(1,1)+6A_{t_{1}t_{1}t_{2}t_{2}}(1,1)\biggr\} . \end{aligned}$$ \end{document}$$ *Consequently*, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \mathcal{L}_{n}^{\rho}\bigl((t-x)^{2};x \bigr) =&\frac{x}{n}\biggl(1+\frac{1}{\rho}\biggr)+\frac {1}{n^{2}A(1,1)} \biggl\{ \biggl(1+\frac{1}{\rho}\biggr) \bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1) \bigr) \\ &{}+A_{t_{1}t_{1}}(1,1)+2A_{t_{1}t_{2}}(1,1)+A_{t_{2}t_{2}}(1,1)\biggr\} \\ \leq&\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x) \\ =&\delta_{n,\rho}^{2}(x) \quad (\textit{say}), \end{aligned}$$ \end{document}$$ *where* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C=\max\biggl(1, \frac{ \vert A_{t_{1}}(1,1) \vert + \vert A_{t_{2}}(1,1) \vert + \vert A_{t_{1},t_{1}}(1,1) \vert +2 \vert A_{t_{1},t_{2}}(1,1) \vert + \vert A_{t_{2},t_{2}}(1,1) \vert }{ \vert A(1,1) \vert } \biggr) $$\end{document}$$ *and* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \mathcal{L}_{n}^{\rho}\bigl((t-x)^{4};x\bigr) =& \frac{3x^{2}}{n^{2}}\biggl\{ 1+\frac{2}{\rho}+\frac{1}{\rho^{2}}\biggr\} + \frac{x}{n^{3}}\biggl[\biggl(1+\frac{6}{\rho}+\frac{11}{\rho ^{2}}+ \frac{6}{\rho^{3}}\biggr)\\ &{} +\frac{1}{A(1,1)}\biggl\{ \biggl(13+\frac{33}{\rho}+ \frac{20}{\rho^{2}}\biggr) \bigl(A_{t_{1}}(1,1)+A_{t_{2}}(1,1)\bigr)\\ &{}+ 6\biggl(1+ \frac{1}{\rho}\biggr) \bigl(A_{t_{1}t_{1}}(1,1)+2A_{t_{1}t_{2}}(1,1)+A_{t_{2}t_{2}}(1,1) \bigr) \\ &{}-6A_{t_{1}t_{1}t_{1}}(1,1) -6A_{t_{2}t_{2}t_{2}}(1,1)\biggr\} \biggr]. \end{aligned}$$ \end{document}$$

The expression for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{L}_{n}^{\rho}((t-x)^{6};x)$\end{document}$ has not been included in Lemma [2.2](#FPar3){ref-type="sec"} because it is very lengthy and complicated. It will be required to prove the quantitative Voronovskaya type theorem.

Remark 2.3 {#FPar4}
----------

From Lemma [2.2](#FPar3){ref-type="sec"}, we obtain $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \lim_{n\rightarrow\infty}n\mathcal{L}_{n}^{\rho} \bigl((t-x);x\bigr) = \frac {A_{t_{1}}(1,1)+A_{t_{2}}(1,1)}{A(1,1)}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \lim_{n\rightarrow\infty}n\mathcal{L}_{n}^{\rho} \bigl((t-x)^{2};x\bigr) = x\biggl(1+\frac {1}{\rho}\biggr), \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \lim_{n \rightarrow\infty}n^{2} \mathcal{L}_{n}^{\rho} \bigl((t-x)^{4};x\bigr) = 3x^{2}\biggl(1+\frac{2}{\rho}+ \frac{1}{\rho^{2}}\biggr), \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \lim_{n \rightarrow\infty}n^{3} \mathcal{L}_{n}^{\rho} \bigl((t-x)^{6};x\bigr) = 15x^{3}\biggl(1+\frac{3}{\rho}+ \frac{3}{\rho^{2}}+\frac{1}{\rho^{3}}\biggr). \end{aligned}$$ \end{document}$$

Main results {#Sec3}
============

Theorem 3.1 {#FPar5}
-----------

*Let* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C_{E}(R_{0}^{+})$\end{document}$. *Then* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\lim_{n\rightarrow\infty}\mathcal {L}_{n}^{\rho}(f;x)=f(x)$\end{document}$ *uniformly on each compact subset of* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$R_{0}^{+}$\end{document}$.

Proof {#FPar6}
-----

Considering Lemma [2.2](#FPar3){ref-type="sec"}, it follows that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\lim_{n\rightarrow\infty}\mathcal{L}_{n}^{\rho}(t^{i};x)=x^{i}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$i=0,1,2$\end{document}$, uniformly on every compact subset of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$R_{0}^{+}$\end{document}$. Applying the Bohman Korovkin theorem, we obtain the desired result. □

For $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C_{B}(R_{0}^{+})$\end{document}$, the space of bounded and continuous functions on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$R_{0}^{+}$\end{document}$ endowed with the norm $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\Vert f \Vert =\sup_{x\in R_{0}^{+}} \vert f(x) \vert $\end{document}$, the first and second order modulus of continuity are, respectively, defined as $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{gathered} \omega(f;\delta)=\sup_{0< \vert h \vert \leq\delta} \sup_{x,x+h\in R_{0}^{+}} \bigl\vert f(x+h)-f(x) \bigr\vert , \\ \omega_{2}(f;\delta)=\sup_{0< \vert h \vert \leq\delta} \sup _{x,x+h,x+2h\in R_{0}^{+}} \bigl\vert f(x+2h)-2f(x+h)+f(x) \bigr\vert , \quad \delta> 0. \end{gathered} $$\end{document}$$ Further, for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C_{B}(R_{0}^{+})$\end{document}$, the Steklov mean of second order \[[@CR12]\] is defined as $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} f_{h}(x)= \frac{4}{h^{2}} \int_{0}^{\frac{h}{2}} \int_{0}^{\frac {h}{2}}\bigl[2f(x+u+v)-f\bigl(x+2(u+v)\bigr) \bigr]\,du\,dv, \quad h>0. \end{aligned}$$ \end{document}$$ Hence $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& f(x)-f_{h}(x) = \frac{4}{h^{2}} \int_{0}^{h/2} \int_{0}^{h/2}\triangle ^{2}_{u+v}f(x)\,du\,dv,\quad \text{and} \\& f''_{h}(x) = \frac{1}{h^{2}}\bigl(8 \triangle^{2}_{h/2}f(x)-\triangle^{2}_{h}f(x) \bigr). \end{aligned}$$ \end{document}$$ Thus, it follows that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \Vert f_{h}-f \Vert \leq\omega_{2}(f,h). \end{aligned}$$ \end{document}$$ Further, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f_{h}^{\prime},f^{\prime\prime}_{h}\in C_{B}(R_{0}^{+})$\end{document}$ and $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \bigl\Vert f^{\prime}_{h} \bigr\Vert \leq \frac{5}{h}\omega{(f,h)},\qquad \bigl\Vert f^{\prime\prime}_{h} \bigr\Vert \leq\frac{9}{h^{2}}\omega_{2}{(f,h)}. \end{aligned}$$ \end{document}$$

Theorem 3.2 {#FPar7}
-----------

*For* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C_{B}(R_{0}^{+})$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x \in R_{0}^{+}$\end{document}$, *we have* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \bigl\vert \mathcal{L}_{n}^{\rho}(f;x)-f(x) \bigr\vert \leq5\omega\bigl(f; \delta_{n,\rho}(x)\bigr)+\frac{13}{2} \omega_{2}\bigl(f;\delta_{n,\rho}(x)\bigr), \end{aligned}$$ \end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\delta_{n,\rho}(x)$\end{document}$ *is defined by equation* ([7](#Equ7){ref-type=""}).

Proof {#FPar8}
-----

Using the Steklov mean $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f_{h}$\end{document}$ defined by ([12](#Equ12){ref-type=""}), we may write $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} { } \bigl\vert \mathcal{L}_{n}^{\rho}(f;x)-f(x) \bigr\vert \leq& \bigl\vert \mathcal{L}_{n}^{\rho}\bigl( (f-f_{h});x\bigr) \bigr\vert + \bigl\vert \mathcal {L}_{n}^{\rho} \bigl(f_{h}(t)-f_{h}(x);x \bigr) \bigr\vert \\ &{}+ \bigl\vert f_{h}(x)-f(x) \bigr\vert . \end{aligned}$$ \end{document}$$ Applying Lemma [2.2](#FPar3){ref-type="sec"}, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \bigl\Vert \mathcal{L}_{n}^{\rho}(f) \bigr\Vert \leq \Vert f \Vert , \end{aligned}$$ \end{document}$$

Using inequality ([16](#Equ16){ref-type=""}) and equation ([13](#Equ13){ref-type=""}), we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \bigl\vert \mathcal{L}_{n}^{\rho}\bigl( (f-f_{h}) ;x\bigr) \bigr\vert \leq& \Vert f- f_{h} \Vert \\ \leq& \omega_{2}(f,h). \end{aligned}$$ \end{document}$$ Now by Taylor's expansion and applying the Cauchy-Schwarz inequality, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \bigl\vert \mathcal{L}_{n}^{\rho}\bigl(f_{h}(t)-f_{h}(x);x \bigr) \bigr\vert \leq& \bigl\vert \mathcal{L}_{n}^{\rho} \bigl((t-x)f_{h}^{\prime}(x);x\bigr) \bigr\vert + \biggl\vert \mathcal{L}_{n}^{\rho}\biggl( \int_{x}^{t}(t-u)f_{h}^{\prime\prime}(u)\,du; x\biggr) \biggr\vert \\ \leq& \bigl\Vert f_{h}^{\prime} \bigr\Vert \bigl\vert \mathcal {L}_{n}^{\rho}\bigl( \vert t-x \vert ;x\bigr) \bigr\vert + \bigl\Vert f_{h}^{\prime\prime} \bigr\Vert \mathcal{L}_{n}^{\rho}\biggl( \biggl\vert \int_{x}^{t} \vert t-u \vert \,du \biggr\vert ;x\biggr) \\ =& \bigl\Vert f_{h}^{\prime} \bigr\Vert \sqrt { \mathcal{L}_{n}^{\rho}\bigl((t-x)^{2};x \bigr)} +\frac{1}{2} \bigl\Vert { f_{h}^{\prime\prime}} \bigr\Vert \mathcal{L}_{n}^{\rho}\bigl((t-x)^{2};x\bigr). \end{aligned}$$ \end{document}$$ Applying Lemma [2.2](#FPar3){ref-type="sec"}, equations ([13](#Equ13){ref-type=""}), ([14](#Equ14){ref-type=""}) and choosing *h* as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\delta_{n,\rho}(x)$\end{document}$, we get the required result. □

Theorem 3.3 {#FPar9}
-----------

*For* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C_{E}^{2}(R_{0}^{+})$\end{document}$, *we obtain* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \lim_{n\rightarrow\infty}n\bigl[\mathcal{L}_{n}^{\rho}(f;x)-f(x) \bigr]=\frac {A_{t_{1}}(1,1)+A_{t_{2}}(1,1)}{ A(1,1)}f'(x)+\frac{x}{2}\biggl(1+ \frac{1}{\rho}\biggr)f''(x), \end{aligned}$$ \end{document}$$ *uniformly in* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x\in[0,a]$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$a>0$\end{document}$.

Proof {#FPar10}
-----

By Taylor's expansion of *f* for some fixed $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x\in[0,a]$\end{document}$, we obtain $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} f(t)-f(x)=(t-x)f'(x)+\frac{1}{2}(t-x)^{2}f''(x)+ \xi(t,x) (t-x)^{2}, \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\xi(t,x)\in C_{E}(R_{0}^{+})$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\lim_{t\rightarrow x}\xi(t,x)= 0$\end{document}$.

Hence by linearity of the operators $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathcal{L}_{n}^{\rho}$\end{document}$, from equation ([17](#Equ17){ref-type=""}), we get $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} n\bigl[\mathcal{L}_{n}^{\rho}(f;x)-f(x)\bigr] =& n \mathcal{L}_{n}^{\rho}(t-x;x)f'(x)+ \frac{1}{2} n \mathcal{L}_{n}^{\rho}\bigl((t-x)^{2};x \bigr)f''(x) \\ &{}+n \mathcal{L}_{n}^{\rho}\bigl(\xi(t,x) (t-x)^{2};x\bigr). \end{aligned}$$ \end{document}$$ Applying the Cauchy-Schwarz inequality in the last term of equation ([18](#Equ18){ref-type=""}), we have $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \lim_{n\rightarrow\infty}\mathcal{L}_{n}^{\rho} \bigl(\xi^{2}(t,x);x\bigr)=\lim_{n\rightarrow\infty} \mathcal{L}_{n}^{\rho}\bigl(\nu(t,x);x\bigr)=\nu(x,x)=0, \end{aligned}$$ \end{document}$$ Hence from equation ([19](#Equ19){ref-type=""}), we obtain $$\documentclass[12pt]{minimal}
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                \begin{document}$n\rightarrow\infty$\end{document}$ in ([18](#Equ18){ref-type=""}) and using Remark [2.3](#FPar4){ref-type="sec"}, we get the desired result. This completes the proof. □

Weighted approximation {#Sec4}
======================
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The usual modulus of continuity of the function *f* on $\documentclass[12pt]{minimal}
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Theorem 4.1 {#FPar11}
-----------
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\eta^{2}_{n, \rho}=\max_{x \in[0,c]}(\mathcal{L}_{n}^{\rho}((t-x^{2});x))$\end{document}$.

Proof {#FPar12}
-----
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                \begin{document} $$\begin{aligned} \bigl\vert f(t)-f(x) \bigr\vert \leq\omega_{c+1} \bigl(f; \vert t-x \vert \bigr)\leq\biggl(1+\frac{ \vert t-x \vert }{\delta}\biggr)\omega _{c+1}(f;\delta). \end{aligned}$$ \end{document}$$ From equations ([24](#Equ24){ref-type=""}) and ([25](#Equ25){ref-type=""}), for $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \bigl\vert f(t)-f(x) \bigr\vert \leq4M_{f}\bigl(1+x^{2} \bigr) (t-x)^{2}+\biggl(1+\frac{ \vert t-x \vert }{\delta}\biggr)\omega_{c+1}(f; \delta). \end{aligned}$$ \end{document}$$ Applying the Cauchy-Schwarz inequality and choosing $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \bigl\vert \mathcal{L}_{n}^{\rho}(f;x)-f(x) \bigr\vert & \leq 4M_{f}\bigl(1+x^{2}\bigr)\mathcal{L}_{n}^{\rho} \bigl(\bigl(t-x^{2}\bigr);x\bigr)+\biggl(1+\frac{1}{\delta}\mathcal {L}_{n}^{\rho}\bigl( \vert t-x \vert ;x\bigr)\biggr) \omega_{c+1}(f;\delta) \\ &\leq4M_{f}\bigl(1+c^{2}\bigr)\eta_{n,\rho}^{2}(c) +2\omega_{c+1}\bigl(f;\eta_{n,\rho}(c) \bigr). \end{aligned}$$ \end{document}$$ This completes the proof. □

Theorem 4.2 {#FPar13}
-----------

*For* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C_{\theta}(R_{0}^{+})$\end{document}$, *we have* $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \lim_{n\rightarrow\infty}\sup_{x\in R_{0}^{+}}\frac{ \vert \mathcal {L}_{n}^{\rho}(f;x)-f(x) \vert }{(1+x^{2})^{1+\eta}}=0, \end{aligned}$$ \end{document}$$ *where* *η* *is some positive constant*.

Proof {#FPar14}
-----
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                \begin{document} $$\begin{aligned} \sup_{x\in R_{0}^{+}}\frac{ \vert \mathcal{L}_{n}^{\rho}(f;x)-f(x) \vert }{(1+x^{2})^{1+\eta}}&\leq\sup _{x\in[0,y]}\frac{ \vert \mathcal {L}_{n}^{\rho}(f;x)-f(x) \vert }{(1+x^{2})^{1+\eta}}+ \sup_{x\in(y,\infty)} \frac{ \vert \mathcal{L}_{n}^{\rho}(f;x)-f(x) \vert }{(1+x^{2})^{1+\eta}} \\ &\leq \bigl\Vert \mathcal{L}_{n}^{\rho}(f; \cdot)-f \bigr\Vert _{C[0,y]}+\frac { \Vert f \Vert _{\theta}}{(1+y^{2})^{\eta}} \\ &\quad {}+ \Vert f \Vert _{\theta}\sup_{x\in(y,\infty)} \frac{ \vert \mathcal{L}_{n}^{\rho}(1+t^{2};x) \vert }{(1+x^{2})^{1+\eta}}. \end{aligned}$$ \end{document}$$ Using Theorem [3.1](#FPar5){ref-type="sec"}, for a given $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \bigl\vert \mathcal{L}_{n}^{\rho}\bigl(1+t^{2};x \bigr)-{1+x^{2}} \bigr\vert < \frac {\epsilon}{3 \Vert f \Vert _{\theta}}, \quad \forall n\geq k. \end{aligned}$$ \end{document}$$ or $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \mathcal{L}_{n}^{\rho}\bigl(1+t^{2};x \bigr)< {1+x^{2}}+\frac{\epsilon}{3 \Vert f \Vert _{\theta}}, \quad \forall n\geq k. \end{aligned}$$ \end{document}$$ Hence, $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \Vert f \Vert _{\theta}\frac{\mathcal{L}_{n}^{\rho}(1+t^{2};x)}{(1+x^{2})^{1+\eta}} < & \frac{ \Vert f \Vert _{\theta}}{(1+x^{2})^{1+\eta}} \biggl(1+x^{2}+\frac{\epsilon}{3 \Vert f \Vert _{\theta}}\biggr) \\ < &\frac{ \Vert f \Vert _{\theta}}{(1+y^{2})^{\eta}}+\frac {\epsilon}{3} ,\quad \forall n\geq k. \end{aligned}$$ \end{document}$$ Therefore, $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \Vert f \Vert _{\theta}\sup_{x\in[y,\infty)} \frac{\mathcal {L}_{n}^{\rho}(1+t^{2};x)}{(1+x^{2})^{1+\eta}}\leq\frac{ \Vert f \Vert _{\theta}}{(1+y^{2})^{\eta}}+\frac{\epsilon}{3},\quad \text{for all } n \geq k. \end{aligned}$$ \end{document}$$ Let us choose y so large that $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \frac{ \Vert f \Vert _{\theta}}{(1+y^{2})^{\eta}}\leq\frac {\epsilon}{6}. \end{aligned}$$ \end{document}$$ Also, in view of Theorem [4.1](#FPar11){ref-type="sec"}, for $\documentclass[12pt]{minimal}
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                \begin{document}$$\sup_{x\in R_{0}^{+}}\frac{ \vert \mathcal{L}_{n}^{\rho}(f;x)-f(x) \vert }{(1+x^{2})^{1+\eta}}< \epsilon,\quad n\geq m. $$\end{document}$$ This completes the proof. □

Following \[[@CR13]\], the weighted modulus of continuity $\documentclass[12pt]{minimal}
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Quantitative Voronovskaya theorems {#Sec5}
==================================

In the following result, we discuss a quantitative Voronovskaja type theorem by using the weighted modulus of smoothness $\documentclass[12pt]{minimal}
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Theorem 5.1 {#FPar17}
-----------
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Proof {#FPar18}
-----
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Grüss-Voronovskaya-type theorem {#Sec6}
===============================

For the first time Gal and Gonska \[[@CR19]\], studied the Grüss Voronovskaya type theorem for the Bernstein, Păltănea and Bernstein-Faber operators by means of the Grüss inequality which concerns the non-multiplicavity of these operators. For more papers in this direction we refer the reader to (*cf.* \[[@CR20]--[@CR22]\] etc.) Next, we study the non-multiplicativity of the positive linear operator $\documentclass[12pt]{minimal}
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Theorem 6.1 {#FPar19}
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Proof {#FPar20}
-----
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                \begin{document}$$\lim_{n\rightarrow\infty}\biggl(\mathcal{L}_{n}^{\rho}(f;x)-f(x)-f^{\prime}(x) \mathcal{L}_{n}^{\rho}\bigl((t-x);x\bigr) -\frac{f^{\prime\prime}(x)}{2!} \mathcal{L}_{n}^{\rho}\bigl((t-x)^{2};x\bigr)\biggr)= 0. $$\end{document}$$ Therefore, using Remark [2.3](#FPar4){ref-type="sec"}, we get the desired result. □

Rate of approximation of functions having derivative of bounded variation {#Sec7}
=========================================================================

In the last decade, the degree of approximation for the functions having a derivative of bounded variation has been studied by several researchers. Ispir *et al.* \[[@CR23]\] considered the Kantorovich modification of Lupas operators based on Polya distributions and studied the rate of approximation of the functions having a derivative of bounded variation. For other significant contributions in this direction *cf.* \[[@CR16], [@CR24]--[@CR27]\] etc. Motivated by these studies, we shall discuss the rate of approximation of functions with a derivative of bounded variation on $\documentclass[12pt]{minimal}
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                \begin{document}$g\in BV(R_{0}^{+})$\end{document}$, *i.e.*, *g* is a function of bounded variation on every finite subinterval of $\documentclass[12pt]{minimal}
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In order to discuss the approximation of functions with derivatives of bounded variation, we express the operators $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal{L}_{n}^{\rho}$\end{document}$ in an integral form as follows: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \mathcal{L}_{n}^{\rho}(f;x)= \int_{0}^{\infty}K_{n}^{\rho}( x,t) f(t) \,dt, \end{aligned}$$ \end{document}$$ where the kernel $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} K_{n}^{\rho}(x,t)&=\frac{e^{-nx}}{A(1,1)}{\sum _{k_{1}}}_{k_{1}+k_{2}\geq1}\sum_{k_{2}} \frac{p_{k_{1},k_{2}}(\frac{n x}{2})}{{k_{1}}!{k_{2}}!}\frac{n\rho e^{-n\rho t}(n\rho t)^{(k_{1}+k_{2})\rho-1}}{\Gamma{(k_{1}+k_{2})\rho}}\\ &\quad {}+\frac {e^{-nx}}{A(1,1)}p_{0,0}\biggl( \frac{n x}{2}\biggr)\delta(t), \end{aligned} $$\end{document}$$ $\documentclass[12pt]{minimal}
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                \begin{document}$\delta(t)$\end{document}$ being the Dirac-delta function.

Lemma 7.1 {#FPar21}
---------
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                \begin{document}$x\in R_{0}^{+}$\end{document}$ *and sufficiently large* *n*, *we have* $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \mathrm{(i)}\quad &\xi_{n}^{\rho}(x,y)=\int_{0}^{y}K_{n}^{\rho}(x,t)\,dt\leq \frac {C(1+\frac{1}{\rho})(1+x)}{n}\frac{1}{(x-y)^{2}},\quad 0\leq y< x, \\ \mathrm{(ii)}\quad &1-\xi_{n}^{\rho}(x,z)=\int_{z}^{\infty}K_{n}^{\rho}(x,t)\,dt\leq\frac {C(1+\frac{1}{\rho})(1+x)}{n}\frac{1}{(z-x)^{2}},\quad x< z< \infty. \end{aligned}$$ \end{document}$$

Proof {#FPar22}
-----

\(i\) Using Lemma [2.2](#FPar3){ref-type="sec"}, we get $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \xi_{n}^{\rho}(x,y) =& \int _{0}^{y}K_{n}^{\rho}(x,t)\,dt\leq \int _{0}^{y}\biggl(\frac{x-t}{x-y} \biggr)^{2}K_{n}^{\rho}(x,t)\,dt \\ \leq& \mathcal{L}_{n}^{\rho}\bigl((t-x)^{2};x \bigr) ( x-y) ^{-2} \\ \leq&\frac{C(1+\frac{1}{\rho})(1+x)}{n}\frac{1}{(x-y)^{2}}. \end{aligned}$$ \end{document}$$ The proof of (ii) is similar; hence the details are omitted. □

Theorem 7.2 {#FPar23}
-----------
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                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f \in \operatorname{DBV}(R_{0}^{+})$\end{document}$. *Then*, *for every* $\documentclass[12pt]{minimal}
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                \begin{document}$x\in R_{0}^{+}$\end{document}$ *and sufficiently large* *n*, *we have* $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& \bigl\vert \mathcal{L}_{n}^{\rho}(f;x)-f(x) \bigr\vert \\& \quad \leq\frac{1}{2}\bigl( f^{\prime}(x+)+f^{\prime}(x-) \bigr) \biggl(\frac {A_{t_{1}}(1,1)+A_{t_{2}}(1,1)}{n A(1,1)}\biggr)+\frac{1}{2} \bigl\vert f^{\prime}(x+)-f^{\prime}(x-) \bigr\vert \sqrt{\frac{C}{n} \biggl(1+\frac{1}{\rho}\biggr) (1+x)} \\& \qquad {}+\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) \frac{(1+x)}{x^{2}} \bigl\vert f(2x)-f(x)-x f'(x+) \bigr\vert + \frac{x}{\sqrt{n}}\bigvee_{x}^{x+x/\sqrt {n}} \bigl(f'_{x}\bigr) \\& \qquad {}+\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) \biggl(1+ \frac{1}{x}\biggr)\sum_{k=1}^{[\sqrt{n}]} \bigvee_{x}^{x+x/\sqrt{k}}f'_{x} +\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x) \biggl( \frac{M+ \vert f(x) \vert }{x^{2}}+4M\biggr) \\& \qquad {}+ \bigl\vert f'(x+) \bigr\vert \sqrt{ \frac{C}{n}\biggl(1+\frac {1}{\rho}\biggr) (1+x)}, \end{aligned}$$ \end{document}$$ *where* $\documentclass[12pt]{minimal}
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                \begin{document}$\bigvee_{a}^{b}f(x) $\end{document}$ *denotes the total variation of* $\documentclass[12pt]{minimal}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
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                \begin{document} $$\begin{aligned} f_{x}^{\prime}(t)= \textstyle\begin{cases} f^{\prime}(t)-f^{\prime}(x-), & 0\leq t< x, \\ 0, & t=x, \\ f^{\prime}(t)-f^{\prime}(x+) & x< t< \infty. \end{cases}\displaystyle \end{aligned}$$ \end{document}$$

Proof {#FPar24}
-----

Since $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal{L}_{n}^{\rho}(1;x)=1$\end{document}$, using ([38](#Equ38){ref-type=""}), for every $\documentclass[12pt]{minimal}
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                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \mathcal{L}_{n}^{\rho}( f;x) -f(x) =& \int_{0}^{\infty}K_{n}^{\rho}(x,t) \bigl(f(t)-f(x)\bigr) \,dt \\ =& \int_{0}^{\infty}K_{n}^{\rho}(x,t) \int_{x}^{t}f^{\prime}(u) \,du \,dt. \end{aligned}$$ \end{document}$$

For any $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document}$f\in \operatorname{DBV}(R_{0}^{+})$\end{document}$, from ([39](#Equ39){ref-type=""}) we may write $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} f^{\prime}(v) =&\bigl(f'\bigr)_{x}(v)+ \frac{1}{2}\bigl(f^{\prime}(x+)+f^{\prime}(x-)\bigr) + \frac{1}{2}\bigl( f^{\prime}(x+)-f^{\prime}(x-)\bigr) \operatorname{sgn}(v-x) \\ &{}+E _{x}(v)\biggl[ f^{\prime}(v)-\frac{1}{2}\bigl( f^{\prime}(x+)+f^{\prime}(x-)\bigr)\biggr], \end{aligned}$$ \end{document}$$ where $$\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
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                \begin{document}$$E _{x}(u)= \textstyle\begin{cases} 1,&v=x, \\ 0, &v\neq x. \end{cases} $$\end{document}$$ We get $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \int_{0}^{\infty}\biggl( \int_{x}^{t}\biggl(f^{\prime}(u)- \frac{1}{2}\bigl(f^{\prime}(x+)+f^{\prime}(x-)\bigr) \biggr)E_{x}(v)\,dv\biggr) K_{n}^{\rho}(x,t)\,dt=0. \end{aligned}$$ \end{document}$$ Using Lemma [2.2](#FPar3){ref-type="sec"} and applying the Cauchy-Schwarz inequality, we obtain $$\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
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                \begin{document}$$ \begin{gathered}[b] \int_{0}^{\infty}\biggl( \int_{x}^{t}\frac{1}{2}\bigl( f^{\prime}(x+)+f^{\prime}(x-)\bigr) \,dv\biggr) K_{n}^{\rho}(x,t)\,dt \\ \quad =\frac{1}{2}\bigl(f^{\prime}(x+)+f^{\prime}(x-)\bigr) \int_{0}^{\infty}( t-x) K_{n}^{\rho}(x,t)\,dt \\ \quad =\frac{1}{2}\bigl( f^{\prime}(x+)+f^{\prime}(x-)\bigr) \mathcal{L}_{n}^{\rho}\bigl( (t-x);x\bigr) =\frac{1}{2} \bigl( f^{\prime}(x+)+f^{\prime}(x-)\bigr) \biggl(\frac {A_{t_{1}}(1,1)+A_{t_{2}}(1,1)}{n A(1,1)} \biggr) \end{gathered} $$\end{document}$$ and $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{gathered}[b] \int_{0}^{\infty}K_{n}^{\rho}(x,t) \biggl( \int_{x}^{t}\frac{1}{2}\bigl(f^{\prime}(x+)-f^{\prime}(x-) \bigr) \operatorname{sgn}(v-x)\,dv\biggr) \,dt \\ \quad \leq\frac{1}{2} \bigl\vert f^{\prime}(x+)-f^{\prime}(x-) \bigr\vert \bigl(\mathcal{L}_{n}^{\rho}\bigl(( t-x) ^{2};x\bigr)\bigr) ^{1/2} \\ \quad \leq\frac{1}{2} \bigl\vert f^{\prime}(x+)-f^{\prime}(x-) \bigr\vert \sqrt{\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x)}. \end{gathered} $$\end{document}$$ Using Lemma [2.2](#FPar3){ref-type="sec"} and equations ([40](#Equ40){ref-type=""})-([44](#Equ44){ref-type=""}), we obtain $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{aligned}[b] \bigl\vert \mathcal{L}_{n}^{\rho}(f;x)-f(x) \bigr\vert &\leq \frac {1}{2}\bigl( f^{\prime}(x+)+f^{\prime}(x-) \bigr) \biggl(\frac {A_{t_{1}}(1,1)+A_{t_{2}}(1,1)}{n A(1,1)}\biggr) \\ &\quad {}+\frac{1}{2} \bigl\vert f^{\prime}(x+)-f^{\prime}(x-) \bigr\vert \sqrt{\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x)}+ \vert I_{1} \vert + \vert I_{2} \vert , \end{aligned} $$\end{document}$$ where $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document} $$\begin{aligned} I_{1}= \int_{0}^{x} \int_{x}^{t}\bigl(\bigl(f' \bigr)_{x}(v)\,dv\bigr) K_{n}^{\rho}(x,t)\,dt \end{aligned}$$ \end{document}$$ and $$\documentclass[12pt]{minimal}
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} I_{2}= \int_{x}^{1} \int_{x}^{t}\bigl(\bigl(f' \bigr)_{x}(v)\,dv\bigr) K_{n}^{\rho}(x,t)\,dt. \end{aligned}$$ \end{document}$$ Since we know $\documentclass[12pt]{minimal}
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                \begin{document}$\int_{a}^{b}d_{t}\xi_{n}^{\rho}(x,t)\leq1$\end{document}$, for all $\documentclass[12pt]{minimal}
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                \begin{document}$[a,b]\subseteq R_{0}^{+}$\end{document}$, using integration by parts and applying Lemma [7.1](#FPar21){ref-type="sec"} and substituting $\documentclass[12pt]{minimal}
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                \begin{document}$y=x-x/\sqrt{n}$\end{document}$, we get $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} I_{1} =& \biggl\vert \int_{0}^{x} \int_{x}^{t}\bigl( \bigl(f' \bigr)_{x}(v)\,dv\bigr)\, d_{t}\xi _{n}^{\rho}(x,t) \biggr\vert \\ =& \biggl\vert \int_{0}^{x}\xi_{n}^{\rho}(x,t) \bigl(f'\bigr)_{x}(t)\,dt \biggr\vert \\ \leq& \int_{0}^{y} \bigl\vert \bigl(f' \bigr)_{x}(t) \bigr\vert \bigl\vert \xi _{n}^{\rho}(x,t) \bigr\vert \,dt+ \int_{y}^{x} \bigl\vert \bigl(f' \bigr)_{x}(t) \bigr\vert \bigl\vert \xi_{n}^{\rho}(x,t) \bigr\vert \,dt \\ \leq&\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x) \int_{0}^{y}\bigvee_{t}^{x} \bigl(\bigl(f'\bigr)_{x}\bigr) (x-t)^{-2}\,dt+ \int_{y}^{x}\bigvee_{t}^{x} \bigl( \bigl(f'\bigr)_{x}\bigr) \,dt \\ \leq&\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x) \int_{0}^{x-x/\sqrt{n}}\bigvee_{t}^{x} \bigl( \bigl(f^{\prime}\bigr)_{x}\bigr) ( x-t)^{-2}\,dt+ \frac{x}{\sqrt{n}}\bigvee_{x-x/\sqrt{n}}^{x}\bigl( \bigl(f'\bigr)_{x}\bigr). \end{aligned}$$ \end{document}$$

Substituting $\documentclass[12pt]{minimal}
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                \begin{document}$v=x/(x-t)$\end{document}$, we get $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& \frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x) \int_{0}^{x-x/\sqrt {n}}(x-t)^{-2}\bigvee _{t}^{x}\bigl(\bigl(f^{\prime}\bigr)_{x}\bigr) \,dt \\& \quad =\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x)x^{-1} \int_{1}^{\sqrt {n}}\bigvee_{x-x/u}^{x} \bigl(\bigl(f^{\prime}\bigr)_{x}\bigr) \,dv \\& \quad \leq\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x)x^{-1}\sum_{k=1}^{[\sqrt {n}]} \int_{k}^{k+1}\bigvee_{x-x/k}^{x} \bigl(\bigl(f^{\prime}\bigr)_{x}\bigr) \,dv \\& \quad \leq\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) \biggl(1+ \frac{1}{x}\biggr)\sum_{k=1}^{[\sqrt{n}]} \bigvee_{x-x/k}^{x}\bigl( \bigl(f'\bigr)_{x}\bigr). \end{aligned}$$ \end{document}$$ Thus, $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \vert I_{1} \vert \leq\frac{C}{n}\biggl(1+ \frac{1}{\rho}\biggr) \biggl(1+\frac {1}{x}\biggr)\sum _{k=1}^{[ \sqrt{n}]} \bigvee_{x-x/k}^{x} \bigl( \bigl(f^{\prime}\bigr)_{x}\bigr) +\frac{x}{\sqrt{n}} \bigvee_{x-x/\sqrt{n}}^{x}\bigl(\bigl(f^{\prime} \bigr)_{x}\bigr). \end{aligned}$$ \end{document}$$ Again, using integration by parts, applying the Cauchy-Schwarz inequality, Lemma [7.1](#FPar21){ref-type="sec"} and substituting $\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{aligned}[b] \vert I_{2} \vert &= \biggl\vert \int_{x}^{\infty} \int _{x}^{t}\bigl(\bigl(f' \bigr)_{x}(v)\,dv\bigr) K_{n}^{\rho}(x,t)\,dt \biggr\vert \\ &= \biggl\vert \int_{x}^{2x} \int_{x}^{t}\bigl(\bigl(f' \bigr)_{x}(v)\,dv\bigr) d_{t}\bigl(1-\xi _{n}^{\rho}(x,t) \bigr)+ \int_{2x}^{\infty} \int_{x}^{t}\bigl( \bigl(f' \bigr)_{x}(v)\,dv\bigr)K_{n}^{\rho}(x,t)\,dt \biggr\vert \\ &= \biggl\vert \biggl[ \int_{x}^{t}\bigl(\bigl(f' \bigr)_{x}(v)\,dv\bigr) \bigl(1-\xi_{n}^{\rho}(x,t) \bigr)\biggr]_{x}^{2x} \biggr\vert + \biggl\vert \int_{x}^{2x}\bigl(f' \bigr)_{x}(t) \bigl(1-\xi _{n}^{\rho}(x,t)\bigr)\,dt \biggr\vert \\ &\quad {}+ \biggl\vert \int_{2x}^{\infty} \int_{x}^{t}\bigl(\bigl(f'(v)-f'(x+) \bigr)\,dv\bigr) K_{n}^{\rho}(x,t) \,dt \biggr\vert \\ &\leq \biggl\vert \int_{x}^{2x}\bigl(\bigl(f' \bigr)_{x}(v)\,dv\bigr) \bigl(1-\xi_{n}^{\rho}(x,2x) \bigr)\biggr\vert + \biggl\vert \int_{x}^{2x}\bigl(f' \bigr)_{x}(t) \bigl(1-\xi_{n}^{\rho}(x,t)\bigr)\,dt \biggr\vert \\ &\quad {}+ \biggl\vert \int_{2x}^{\infty}f(t)K_{n}^{\rho}(x,t)\,dt \biggr\vert + \bigl\vert f(x) \bigr\vert \biggl\vert \int_{2x}^{\infty}K_{n}^{\rho}(x,t)\,dt \biggr\vert \\ &\quad {} + \bigl\vert f'(x+) \bigr\vert \biggl\vert \int_{2x}^{\infty}\bigl((t-x)\bigr)K_{n}^{\rho}(x,t)\,dt \biggr\vert \\ &\leq\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr)\frac{(1+x)}{x^{2}} \biggl\vert \int _{x}^{2x}(\bigl(f'(v)-f(x+) \bigr)\,dv \biggr\vert + \biggl\vert \int_{x}^{x+x/\sqrt {n}}f'_{x}(t)\,dt \biggr\vert \\ &\quad {}+\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x) \biggl\vert \int^{2x}_{x+x/\sqrt {n}}(t-x)^{-2}f'_{x}(t)\,dt \biggr\vert + \biggl\vert \int_{2x}^{\infty}f(t)K_{n}^{\rho}(x,t)\,dt \biggr\vert \\ &\quad {}+ \bigl\vert f(x) \bigr\vert \biggl\vert \int_{2x}^{\infty}K_{n}^{\rho}(x,t)\,dt \biggr\vert + \bigl\vert f'(x+) \bigr\vert \biggl( \int_{2x}^{\infty}(t-x)^{2}K_{n}^{\rho}(x,t)\,dt \biggr)^{1/2}. \end{aligned} $$\end{document}$$ By substituting $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t=x+\frac{x}{u}$\end{document}$ and proceeding in a similar way to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$I_{1}$\end{document}$, we get $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \vert I_{2} \vert \leq&\frac{C}{n}\biggl(1+ \frac{1}{\rho}\biggr)\frac {(1+x)}{x^{2}} \bigl\vert f(2x)-f(x)-x f'(x+) \bigr\vert +\frac{x}{\sqrt {n}}\bigvee _{x}^{x+x/\sqrt{n}}\bigl(f'_{x}\bigr) \\ &{}+\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) \biggl(1+ \frac{1}{x}\biggr)\sum_{k=1}^{[\sqrt {n}]} \bigvee_{x}^{x+x/\sqrt{k}}f'_{x}+ \int_{2x}^{\infty}M\bigl(1+t^{2} \bigr)K_{n}^{\rho}(x,t)\,dt \\ &{}+ \bigl\vert f(x) \bigr\vert \biggl\vert \int_{2x}^{\infty}K_{n}^{\rho}(x,t)\,dt \biggr\vert + \bigl\vert f'(x+) \bigr\vert \sqrt{ \frac {C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x)}. \end{aligned}$$ \end{document}$$ Now for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t\geq2x$\end{document}$, we may write $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t\leq2(t-x)$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$x\leq t-x$\end{document}$. Now using Lemma [7.1](#FPar21){ref-type="sec"}, we obtain $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \int_{2x}^{\infty}M\bigl(1+t^{2} \bigr)K_{n}^{\rho}(x,t)\,dt+ \bigl\vert f(x) \bigr\vert \int_{2x}^{\infty}K_{n}^{\rho}(x,t)\,dt \\& \quad \leq\frac{M}{x^{2}} \int_{2x}^{\infty}(t-x)^{2}K_{n}^{\rho}(x,t)\,dt+4M \int_{2x}^{\infty}(t-x)^{2}K_{n}^{\rho}(x,t)\,dt \\& \begin{gathered}[b] \qquad {}+ \frac{ \vert f(x) \vert }{x^{2}} \int_{2x}^{\infty}(t-x)^{2}K_{n}^{\rho}(x,t)\,dt \\ \quad \leq\frac{C}{n}\biggl(1+\frac{1}{\rho}\biggr) (1+x) \biggl( \frac{M+ \vert f(x) \vert }{x^{2}}+4M\biggr). \end{gathered} \end{aligned}$$ \end{document}$$ Collecting the estimates ([45](#Equ45){ref-type=""})-([49](#Equ49){ref-type=""}), we get the required result. □

Conclusion {#Sec8}
==========

A link between Szász-Durrmeyer type operators and multiple Appell polynomials has been established. The quantitative Voronovskaya type theorem and the Grüss-Voronovskaya type theorem have been proved. A local approximation result and the weighted approximation theorem have been discussed besides the approximation of functions whose derivatives are locally of bounded variation.
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