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The socle tableau as a dual version
of the Littlewood-Richardson tableau
Justyna Kosakowska and Markus Schmidmeier
Abstract: Like the LR-tableau, a socle tableau is given as a
skew diagram with certain entries. Unlike in the LR-tableau, the
entries in the socle tableau are weakly increasing in each row,
strictly increasing in each column and satisfy a modified lattice
permutation property. In the study of embeddings of a subgroup
in a finite abelian p-group, socle tableaux occur as isomorphism
invariants, they are given by the socle series of the subgroup. We
show that each socle tableau can be realized by some embedding.
Moreover, the socle tableau of an embedding and the LR-tableau
of the dual embedding determine each other.
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1. Introduction
1.1. Combinatorics. The Littlewood-Richardson (LR) coefficient oc-
curs in a meaningful way in a variety of areas in algebra: for example
as the structure constant of the product of Schur polynomials in the
ring of symmetric functions; as the multiplicity of a given irreducible
representation of the symmetric group in a decomposition of the tensor
product of two others; or as the number of irreducible components of
invariant subspace varieties [1, 3, 4, 5, 6].
Combinatorially, the LR-coefficient cβα,γ can be computed as the number
of LR-tableaux of shape (α, β, γ), where α, β, γ are given partitions. In
this paper we introduce a new kind of tableau, which we call the socle
tableau. Here, the entries in the tableau are weakly decreasing in each
row, strictly decreasing in each column, and satisfy a third condition
which corresponds to the lattice permutation property.
The number of socle tableaux of shape (α, β, γ) is is equal to the number
of LR-tableaux of the same shape. However to the knowledge of the
authors, there is no “natural” one-to-one correspondence between LR-
tableaux and socle tableaux of the same shape.
It is well-known that the number cβα,γ of LR-tableaux of shape (α, β, γ)
equals the number cβγ,α of LR-tableaux of shape (γ, β, α). In Sec-
tion 4.3 we present an explicit combinatorial one-to-one correspondence
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between the set of socle tableaux of shape (α, β, γ) and the set of LR-
tableaux of shape (γ, β, α). For example,
Σ2 :
4
3 2
1
2
1
corresponds to Γ∗2 :
1
2
1
3
.
As a consequence we can interpret the Littlewood-Richardson coeffi-
cient cβα,γ as the number of socle tableaux of shape (α, β, γ) (Corollary
4.8).
1.2. Algebra. Both LR- and socle tableaux occur as isomorphism in-
variants of embeddings of the form (A ⊂ B) where B is a finite length
module over a discrete valuation ring Λ and A is a submodule of B.
The shape parameters α, β, γ are the partitions which describe the iso-
morphism types of the Λ-modules A, B, B/A. While the LR-tableau
encodes the isomorphism types of the quotients B/radℓA, for integers
ℓ ≥ 0, given by the radical series of A, the socle tableau encodes the
isomorphism types of the quotients B/soc ℓA given by the socle series
of A. Hence the name.
We present examples to illustrate that the LR-tableau of an embedding
does not determine the socle tableau of that embedding, and conversely.
Certain embeddings of Λ-modules, the pickets, play a key role. For
natural numbers 1 ≤ m, 0 ≤ ℓ ≤ m, denote by Pmℓ the embedding
(A ⊂ B) where B = Λ/radmΛ is the cyclic Λ-module of (composition)
length m and A = soc ℓB the unique submodule of B of length ℓ.
It turns out that either the socle tableau or the dual LR-tableau of
an embedding X determines and is determined by the Hom-matrix
H = (hmℓ ), where h
m
ℓ measures the length of the homomorphism space
Hom(Pmℓ , X) (Theorem 4.1). In Subsection 4.3 we will give an explicit
combinatorial construction how to obtain the socle tableau from the
corresponding dual LR-tableau, and conversely.
1.3. Contents of the sections. In Section 2 we define the socle
tableau and discuss the modified lattice permutation property. We
introduce embeddings of modules over a discrete valuation domain and
the associated LR- and socle tableaux. Examples show that the LR-
tableau of an embedding does not determine the socle tableau, and
conversely.
In Section 3 we verify that the socle tableau of an embedding does
indeed satisfy the properties of a socle tableau. Our main result is
the version of the Green-Klein Theorem ([2, 6]) for socle tableaux: For
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a given socle tableau Σ we explicitely construct an embedding with this
socle tableau (Theorem 3.9).
The Hom-matrix (hmℓ )ℓ,m of an embedding X encodes the lengths of the
homomorphism spaces Hom(Pmℓ , X) between pickets and the given em-
bedding. In the final Section 4 we show that socle tableau, hom-matrix
and the LR-tableau of the dual embedding determine each other.
2. Notation and Examples
2.1. The LR-tableau and the socle tableau. Let α, β, γ be parti-
tions. For LR- and socle tableaux of shape (α, β, γ) to exist, there are
two necessary conditions. First, γ ≤ β in the sense that the Young dia-
gram for γ (which has columns of length γ1, γ2, . . .) fits into the Young
diagram for β (that is, γi ≤ βi holds for all i), so that we can consider
the skew diagram β \ γ. The second condition is that |α|+ |γ| = |β| so
that we can fill the skew diagram β \ γ with α′1 entries 1, α
′
2 entries 2,
etc. Here, α′ is the transpose of the partition α, so α′i is the length of
the i-th row in the Young diagram for α.
Definition: A Littlewood-Richardson (LR-) tableau of shape
(α, β, γ) is a filling of the skew diagram β \ γ with α′1 boxes 1 , α
′
2
boxes 2 etc. such that
(LR-1) in each row, the entries are weakly increasing,
(LR-2) in each column, the entries are strictly increasing,
(LR-3) (lattice permutation property) for each vertical line, and for
each natural number ℓ, there are at most as many entries ℓ+ 1
on the right hand side of the line as there are entries ℓ.
Socle tableaux are defined correspondingly:
Definition: A socle tableau of shape (α, β, γ) is a filling of the skew
diagram β \ γ with α′1 boxes 1 , α
′
2 boxes 2 , etc. such that
(ST-1) in each row, the entries are weakly decreasing,
(ST-2) in each column, the entries are strictly decreasing,
(ST-3) for each vertical line, and each natural number ℓ, there are at
most as many entries ℓ + 1 on the left hand side of the line as
there are entries ℓ.
Example: There are two LR-tableaux and two socle tableaux of shape
(42, 532, 31) (for the notation, see below):
Γ1 :
1
1 2
2
3
4
, Γ3 :
1
1 2
3
2
4
, Σ1 :
2
4 1
3
2
1
, Σ3 :
4
3 2
1
2
1
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In all diagrams we number rows from up down and columns from left
to right.
Let α, β, γ be partitions and put α1 = s. Formally, an LR-tableau Γ
can be given by an increasing sequence (γ(0), γ(1), . . . , γ(s)) of partitions
where the Young diagram for γ(i) consists of all empty boxes and boxes
with entries at most i. In particular, γ(0) = γ and γ(s) = β.
Similarly, a socle tableau Σ is given by a decreasing sequence
(σ(0), σ(1), . . . , σ(s)) of partitions where the Young diagram for σ(i) con-
sists of all empty boxes and boxes with entries strictly greater than i.
In particular, σ(0) = β and σ(s) = γ.
Lemma 2.1. In the definition of the socle tableau, assuming conditions
(ST-1) and (ST-2), the property (ST-3) is equivalent to each of the
following conditions:
(ST-3′) for each row, and each natural number ℓ, there are at most
as many entries ℓ + 1 in this row and underneath as there are
entries ℓ strictly underneath the row.
(ST-3′′) for each natural number ℓ, there exists a one-to-one map ϕℓ
from the set of boxes with entry ℓ + 1 to the set of boxes with
entry ℓ such that ϕℓ(b) is in the same column as b provided this
column contains a box with entry ℓ, and in a column to the left
of the column of b otherwise.
Proof. It is clear that conditions (ST-3) and (ST-3′′) are equivalent.
Let Σ be a socle tableau. For a vertical line L and a row R write
Lℓ = #{ ℓ in Σ on the left of L},
Rℓ = #{ ℓ in Σ strictly underneath R},
R′ℓ = #{ ℓ in Σ in row R or underneath}.
(ST-3) =⇒ (ST-3′): Given a row R and a natural number ℓ, let L be
the vertical line through Σ which separates the entries greater than ℓ in
row R from those less than or equal to ℓ. Then R′ℓ+1 = Lℓ+1 ≤ Lℓ = Rℓ.
(ST-3′) =⇒ (ST-3): Given a vertical line L and a natural number ℓ,
let R be the first row which contains an entry ℓ + 1 on the left of
L. (If there is no such entry then there is nothing to show.) Let u
be the number of entries ℓ + 1 in row R on the right of L. Then
Lℓ+1 = R
′
ℓ+1 − u ≤ Rℓ − u ≤ Lℓ where the last inequality holds since
there are at most u entries ℓ on the right of L and underneath row R.

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2.2. Λ-modules and embeddings. Let Λ be a (commutative) dis-
crete valuation ring with maximal ideal generator p and radical factor
field k = Λ/(p). In this paper, we assume that all Λ-modules have
finite length. Examples of discrete valuation rings include the local-
ization Λ = Z(p) of the ring of integers at the prime ideal (p), then
Λ-modules are the finite abelian p-groups; and the power series ring
Λ = k[[T ]] with coefficients in a field k, then Λ-modules are the finite
dimensional modules over the polynomial ring k[T ] which are annihi-
lated by some power of T .
It is well known there is a one-to-one correspondence between the set
of isomorphism classes of Λ-modules and the set of partitions: For
a partition α = (α1, . . . , αn) where α1 ≥ · · · ≥ αn ≥ 1 are natural
numbers, we denote by Nα the Λ-module
Nα = Λ/(p
α1)⊕ · · · ⊕ Λ/(pαn)
and write α = type (A) if A ∼= Nα. We denote by lenA the (compo-
sition) length of the Λ-module A; in particular, the length of Nα as a
Λ-module equals the length |α| = α1 + · · ·+ αn of α as a partition.
An embedding (A ⊂ B) consists of a Λ-module B and a submodule
A of B. By S = S(Λ) we denote the category of all embeddings, with
homomorphisms given by commutative diagrams.
For a Λ-module B, the multiplication by the radical generator p ∈ Λ
gives rise to two maps SubB → SubB where SubB is the set of Λ-
submodules of B.
pB : SubB → SubB, A 7→ {pa : a ∈ A}
p−1B : SubB → SubB, A 7→ {b ∈ B : pb ∈ A}
In particular, if A ⊂ B is an embedding, then the layers of the radical
series and the socle series of A are the submodules of B given by
radmA = pmB (A), soc
ℓA = p−ℓA (0).
For two Λ-modules B,C, and two embeddings X, Y ∈ S(Λ), the ho-
momorphism groups are Λ-modules and we write
homΛ(B,C) = lenHomΛ(B,C), homS(X, Y ) = lenHomS(X, Y ).
2.3. Tableaux given by an embedding. Let (A ⊂ B) be an em-
bedding, and denote by α, β, and γ the partition type of the Λ-module
A, B, and B/A, respectively. Let s = α1, so p
sA = 0.
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The radical sequence for A,
0 = radsA ⊂ rads−1A ⊂ · · · ⊂ radA ⊂ A,
gives rise to a sequence of epimorphisms,
B = B/radsA→ B/rads−1A→ · · · → B/radA→ B/A,
and hence to an increasing sequence of partitions,
β = γ(s) ≥ γ(s−1) ≥ · · · ≥ γ(1) ≥ γ(0) = γ,
where γ(i) is the partition type of B/radiA. The corresponding tableau
Γ = (γ(i)) is an LR-tableau, according to the Theorem by Green and
Klein, see Section 3. We call Γ the LR-tableau of the embedding
(A ⊆ B).
Dually, the socle sequence for A,
0 ⊂ socA ⊂ · · · ⊂ soc s−1A ⊂ soc sA = A,
gives rise to a sequence of epimorphisms,
B → B/socA→ · · · → B/soc s−1A→ B/soc sA = B/A,
and hence to a decreasing sequence of partitions,
β = σ(0) ≥ σ(1) ≥ · · · ≥ σ(s−1) ≥ σ(s) = γ,
where σ(i) is the partition type of B/soc iA. We will see in the next
section that Σ = (σ(i)) is a socle tableau. We call Σ the socle tableau
of the embedding (A ⊆ B).
2.4. Examples. Let m be a natural number and 0 ≤ ℓ ≤ m. The
picket Pmℓ is given by the embedding (soc
ℓPm ⊂ Pm) or (radm−ℓPm ⊂
Pm) where Pm = Λ/(pm). We picture the picket as a column ofm boxes
(representing the Λ-module Pm) and put a dot in the (m − ℓ)-th box
from the top to represent the generator of the submodule: The top box
stands for the element 1+ (pm) in Pm, the second box for p+(pm) etc.
The partition type for Pmℓ is easily computed as β = (lenPm) = (m),
α = len soc ℓPm = (ℓ), γ = lenPm/soc
ℓPm = (m − ℓ), or γ = () if
ℓ = m.
The modules in the radical series of the submodule have length
len radi(soc ℓPm) = ℓ − i for 0 ≤ i ≤ ℓ hence the partitions defin-
ing the LR-tableau are γ(i) = typePm/radi(soc ℓPm) = (m − ℓ + i).
Similarly, the modules in the socle series of the submodule have length
soc i(soc ℓPm) = i for 0 ≤ i ≤ ℓ, so the partitions in the socle tableau
are σ(i) = typePm/soc i(soc ℓPm) = (m− i).
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Here we picture the embedding P 54 together with its LR-tableau Γ
5
4 and
its socle tableau Σ54.
P 54 :
•
, Γ54 :
1
2
3
4
, Σ54 :
4
3
2
1
Here are some more examples. M1 is the direct sum P
5
4 ⊕ P
3
0 ⊕ P
2
2 . In
M2 and M3, the ambient space is P
5⊕P 3⊕P 2, say generated by b, b′,
and b′′; in M2, the subspace generators are pb+ b
′′ and pb′; in M3, the
submodule is generated by pb+ b′ and pb′ + pb′′.
Each of the embeddings Mi has partition type α = (42), β = (532),
γ = (31).
M1 :
•
• , M2 :
• •
• , M3 :
• •
• • .
The LR- and socle tableaux are as follows.
Σ1 :
2
4 1
3
2
1
, Γ1 = Γ2 :
1
1 2
2
3
4
, Σ2 = Σ3 :
4
3 2
1
2
1
, Γ3 :
1
1 2
3
2
4
We observe that embeddings with the same LR-tableau may have dif-
ferent socle tableaux, and conversely.
2.5. Duality.
Definition: Let E be the injective envelope of the simple Λ-module
Λ/(p). We write DB = HomΛ(B,E) for the dual of the Λ-module B.
For an embedding X = (A ⊂ B) ∈ S(Λ), the dual embedding X∗ is
given by the inclusion HomΛ(π, E) : DC → DB where C = B/A and
π : B → C is the canonical map.
Note that if the embedding (A ⊂ B) has partition type (α, β, γ),
then the dual embedding has type (γ, β, α). We define the dual LR-
tableau of the embedding (A ⊂ B) as the LR-tableau of the dual of
the embedding, Γ∗X = ΓX∗ , it is a tableau of shape (γ, β, α).
Example: We present the dual embeddings for M1, M2, M3 from the
previous subsection.
M∗1 :
•
•
, M∗2 :
• •
• , M
∗
3 :
• • •
•
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They have the following LR- and socle tableaux.
Γ∗1 :
1
2
3
1
, Σ∗1 = Σ
∗
2 :
3
2
1
1
, Γ∗2 = Γ
∗
3 :
1
2
1
3
, Σ∗3 :
3
1
2
1
We have seen in the previous subsection that the socle tableau of an
embedding does not determine its LR-tableau or conversely. However,
the socle tableau of an embedding and the dual LR-tableau do deter-
mine each other. In Section 4.3 we describe how to obtain one tableau
from the other combinatorially.
3. The Green-Klein Theorem revisited
This section is inspired and motivated by the Theorem of Green and
Klein, which we present in the version for Λ-modules.
Theorem 3.1 ([2, 6]). Given partitions α, β, γ, there exists a short
exact sequence of Λ-modules
0 −→ A −→ B −→ C −→ 0
where A, B, C have partition type α, β, γ, respectively, if and only if
there exists an LR-tableau of shape (α, β, γ). 
Our aim is to show the corresponding result for socle tableaux.
Theorem 3.2. Given partitions α, β, γ, there exists a short exact
sequence of Λ-modules
(3.3) 0 −→ A −→ B −→ C −→ 0
where A, B, C have partition type α, β, γ, respectively, if and only if
there exists a socle tableau of shape (α, β, γ).
In the first subsection we show that the socle tableau of the embedding
(A ⊂ B) as defined in Subsection 2.3 does satisfy conditions (ST-
1) through (ST-3). In the second subsection we show that any such
tableau can be realized as the socle tableau of an embedding.
3.1. Conditions (ST-1) to (ST-3) are satisfied. Let Σ be the socle
tableau of an embedding (A ⊂ B), so there are partitions α = typeA,
β = typeB, γ = typeB/A such that Σ is the skew diagram of shape
β \ γ. If the socle tableau Σ is given by partition sequence (σ(i)) where
σ(i) = typeB/soc iA, then for each natural number ℓ, the entries ℓ
occur in the skew diagram σ(ℓ−1) \ σ(ℓ).
We adapt to our situation the proof of the analogous fact for LR-
tableaux, see [6, II.3.4]. Let s = α1.
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Obviously we have σ(s) = γ and σ(0) = β, because soc sA = A and
soc 0A = 0. Moreover, there is a short exact sequence
0→ soc ℓA/soc ℓ−1A→ B/soc ℓ−1A→ B/soc ℓA→ 0
and therefore σ(ℓ) ⊆ σ(ℓ−1) for all ℓ, see [6, II.3.1]. This shows (ST-1)
and the fact that there are α′ℓ = len (soc
ℓA/soc ℓ−1A) boxes ℓ in Σ.
Since soc ℓA/soc ℓ−1A is a semisimple module, σ(ℓ−1)\σ(ℓ) is a horizontal
strip see [6, II.3.3]. Thus condition (ST-2) is also satisfied.
It remains to show property (ST-3), or equivalently, (ST-3′)
(Lemma 2.1).
Lemma 3.4. For ℓ ≥ 2, the map
µp :
soc ℓA
soc ℓ−1A
−→
soc ℓ−1A
soc ℓ−2A
given by multiplication by p is a monomorphism.
Proof. From the description of the socle as soc ℓA = p−ℓA (0), we obtain
for a ∈ soc ℓA that pa ∈ soc ℓ−1A, hence the map µp is defined. More-
over, if pa ∈ soc ℓ−2A = p
−(ℓ−2)
A (0), then a ∈ p
−(ℓ−1)
A (0) = soc
ℓ−1A; so
µp is a monomorphism. 
We will use the following easy generalization.
Corollary 3.5. For an embedding A ⊂ B and natural numbers ℓ ≥ 2,
s ≥ 1, the map
µp :
soc ℓA ∩ rads−1B
soc ℓ−1A ∩ rads−1B
−→
soc ℓ−1A ∩ radsB
soc ℓ−2A ∩ radsB
given by multiplication by p is a monomorphism. 
The factors in the corollary describe the numbers in (ST-3′).
Lemma 3.6. For an embedding A ⊂ B with socle tableau Σ and for
natural numbers ℓ, r ≥ 1,
len
(
soc ℓA ∩ radr−1B
soc ℓ−1A ∩ radr−1B
)
= #{entries ℓ with row numbers ≥ r in Σ}.
Proof. For Sℓ = B/soc
ℓA, note that lenSℓ counts the number of
boxes in Σ which are either empty or contain an entry > ℓ. Hence,
len radr−1Sℓ counts the number of boxes in Σ which occur in rows ≥ r
and which are either empty or contain an entry > ℓ. Thus in the
lemma, the number on the right hand side is
len radr−1Sℓ−1 − len rad
r−1Sℓ.
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Note that
radr−1Sℓ = rad
r−1
( B
soc ℓA
)
=
radr−1B + soc ℓA
soc ℓA
∼=
radr−1B
soc ℓA ∩ radr−1B
.
The formula implies that
len radr−1Sℓ−1 − len rad
r−1Sℓ = len
(
soc ℓA ∩ radr−1B
soc ℓ−1A ∩ radr−1B
)
.
This finishes the proof of the lemma. 
Proposition 3.7. The socle tableau Σ of an embedding A ⊂ B satisfies
conditions (ST-1) through (ST-3).
Proof. We have seen that conditions (ST-1) and (ST-2) hold for Σ.
Here we verify property (ST-3′) which is equivalent to (ST-3) by
Lemma 2.1.
The map µp in Corollary 3.5 is a monomorphism, hence
len
(
soc ℓA ∩ rads−1B
soc ℓ−1A ∩ rads−1B
)
≤ len
(
soc ℓ−1A ∩ radsB
soc ℓ−2A ∩ radsB
)
.
The claim follows from Lemma 3.6. 
3.2. Every socle tableau is the socle tableau of an embedding.
We will use the following tool to construct, for a given socle tableau Σ,
a corresponding embedding (A ⊂ B).
Lemma 3.8. Let
B = C0
f1
−→ C1
f2
−→ · · ·Cs−1
fs
−→ Cs = C
be a sequence of surjective Λ-homomorphisms with semisimple kernels
satisfying the following condition
(∗) soc (Ker fℓ+1fℓ) = Ker fℓ for all ℓ = 1, . . . , s− 1.
Then A = Ker f where f = fs · · · f1 has partition type α given by
α′ℓ = lenKer fℓ for all ℓ. Moreover, B/soc
ℓA ∼= Cℓ holds for each
0 ≤ ℓ ≤ s.
Proof. We first show by induction on j that for each ℓ the equality
soc (Ker fℓ+jfℓ+j−1 · · · fℓ) = Ker fℓ holds. The case where j = 0, 1
is satisfied by assumption. Let j > 1. The inclusion Ker fℓ ⊂
soc (Ker fℓ+j · · · fℓ) is clear, so let x ∈ soc (Ker fℓ+j · · · fℓ). If x ∈
Ker fℓ+j−1 · · · fℓ, we are finished by induction. If fℓ+j−1 . . . fℓ(x) 6= 0,
then fℓ(x) ∈ soc (Ker fℓ+j · · · fℓ+1). By induction, fℓ(x) ∈ Ker fℓ+1 and
we have a contradiction to the assumption that fℓ+j−1 · · · fℓ(x) 6= 0.
Hence x ∈ Ker fℓ.
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Next we observe that for any ℓ = 1, . . . , s − 1 there is the following
commutative diagram with exact rows and columns.
0

0

Ker fℓ

Ker fℓ

0 // Ker fs · · ·fℓ //

Cℓ−1
fs···fℓ
//
fℓ

Cs // 0
0 // Ker fs · · ·fℓ+1 //

Cℓ
fs···fℓ+1
//

Cs // 0
0 0
In the first part we have seen that Ker fℓ = socKer fs · · · fℓ; using the
exactness of the left column in the diagram we obtain
Ker fs · · · fℓ
soc (Ker fs · · · fℓ)
∼= Ker fs · · · fℓ+1.
Thus the Young diagram for Ker fs · · ·fℓ is obtained from the Young
diagram for Ker fs · · · fℓ+1 by adding a new top row of length
len soc (Ker fs · · · fℓ) = lenKer fℓ.
Suppose that A = Ker fs · · · f1 has partition type α. Then it follows
that α′ℓ = lenKer fℓ.
Next we show by induction on ℓ that B/soc ℓA ∼= Cℓ. More precisely,
we show in each step that soc ℓA = Ker fℓ · · · f1. Since the epimorphism
πℓ : B → Cℓ, b 7→ fℓ · · · f1(b),
maps A onto Ker fs · · · fℓ+1, it has kernel soc
ℓA and hence induces the
desired isomorphism B/soc ℓA ∼= Cℓ.
For ℓ = 0 there is nothing to show. Assume ℓ > 0.
soc ℓA = π−1ℓ−1(socKer fs · · · fℓ)
= π−1ℓ−1(Ker fℓ)
= {b : πℓ−1(b) ∈ Ker fℓ}
= Ker fℓ · · · f1
= Kerπℓ
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The first equality holds by induction hypothesis: πℓ−1 : A →
Ker fs · · · fℓ is an epimorphism with kernel soc
ℓ−1A. Hence by def-
inition of the ℓ-th socle, soc ℓA is the inverse image of the socle of
Ker fs · · · fℓ. The equations show that πℓ induces an isomorphism
B/soc ℓA ∼= Cℓ. 
Theorem 3.9. Every socle tableau can be realized as the socle tableau
of an embedding.
Proof. We first present an overview of the proof, then an example, and
finally the general construction.
Overview: Suppose that the socle tableau Σ has shape (α, β, γ). We
take B = Nβ and C = Nγ and use Lemma 3.8 to construct an epimor-
phism f : B → C with kernel A such that the embedding (A ⊂ B) has
the desired socle tableau.
The tableau Σ is given by partitions σ(ℓ), where 0 ≤ ℓ ≤ s with s = α1.
Let C(ℓ) be a module of type σ(ℓ), more precisely, put
C(ℓ) =
⊕
j C
(ℓ)
j ,
where C
(ℓ)
j = P
σ
(ℓ)
j is the indecomposable Λ-module of length σ
(ℓ)
j . It
follows from (ST-1) and (ST-2) that σ(ℓ) ⊂ σ(ℓ−1), hence the j-th parts
satisfy σ
(ℓ)
j ≤ σ
(ℓ−1)
j , so there are canonical maps g
(ℓ)
j : C
(ℓ−1)
j → C
(ℓ)
j .
We can define the map g(ℓ) : C(ℓ−1) → C(ℓ) as the diagonal map
g(ℓ) =
⊕
j g
(ℓ)
j :
⊕
j C
(ℓ−1)
j →
⊕
j C
(ℓ)
j .
(In case the partition σ(ℓ−1) has more parts than σ(ℓ), formally add
parts of size 0.) Since σ(ℓ−1) \ σ(ℓ) is a horizontal strip of length α′ℓ, the
kernel of gℓ is a semisimple Λ-module of length α
′
ℓ.
For ℓ = 1, . . . , s−1 we construct automorphisms h(ℓ) : C(ℓ) → C(ℓ) such
that soc (Ker g(ℓ+1)h(ℓ)g(ℓ)) = Ker g(ℓ). Then the maps
fℓ =
{
h(ℓ)g(ℓ), if 1 ≤ ℓ < s
g(s) if ℓ = s
satisfy Condition (*) in Lemma 3.8.
An example: We briefly pause the proof to illustrate the situation in
the example of socle tableau Σ2 from above.
Σ2 :
4
3 2
1
2
1
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Consider the first column. Since it contains a box 1 , the map g
(1)
1 :
P 5 → P 4 has a one-dimensional kernel. Similarly for the box 2 , the
map g
(2)
1 : P
4 → P 3 has a one-dimensional kernel. The kernel of the
composition g
(2)
1 ◦ g
(1)
1 is isomorphic to Λ/(p
2), hence the condition in
Lemma 3.8 is satisfied:
soc (Ker g
(2)
1 ◦ g
(1)
1 ) = Ker g
(1)
1
Going on, since there are no boxes 3 or 4 in the first column, we have
g
(3)
1 = 1P 3 = g
(4)
1 . Hence for ℓ = 2, 3, the condition soc (Ker g
(ℓ+1)
1 ◦
g
(ℓ)
1 ) = Ker g
(ℓ)
1 is satisfied.
We see that the only situation where the condition is violated occurs
when g
(ℓ+1)
j is a proper epimorphism and g
(ℓ)
j the identity map, that is,
when the j-th column in Σ contains a box b with entry ℓ+1 but no box
with entry ℓ. In our example, this occurs three times, when (ℓ, j) ∈
{(1, 3), (2, 2), (3, 3)}. Let us consider the case (ℓ, j) = (2, 2), where we
have a box 3 in the second column for which the corresponding box
2 occurs in the first column. We treat both columns simulaneously to
satisfy the condition in the Lemma, this involves the maps g
(2)
1 ⊕ g
(2)
2 ,
h
(2)
1,2 = (
1 incl
0 1 ), and g
(3)
1 ⊕ g
(3)
2 where incl = µp : P
2 → P 3, a 7→ pa, is
the inclusion map:
P 4 ⊕ P 2
can⊕1
// P 3 ⊕ P 2
( 1 incl0 1 )
// P 3 ⊕ P 2
1⊕can
// P 3 ⊕ P 1
The composition C of the three maps is the epimorphism in the short
exact sequence
0 // P 2
(
µ
p2
−µp
)
// P 4 ⊕ P 2
( can incl0 can )
// P 3 ⊕ P 1 // 0
We see that socKerC = socP 4 = Ker g
(2)
1 ⊕ g
(2)
2 , so Condition (*) in
Lemma 3.8 is satisfied.
The general construction: For each ℓ = 1, · · · , s− 1 we construct
the automorphism h(ℓ) of C(ℓ). We use condition (ST-3′′) on Σ to
partition the set of columns of the Young diagram for σ(ℓ) into subsets
which consist either of a single column or a pair of columns. Using the
map ϕ(ℓ), we consider the following cases:
(a) Column j contains boxes with entries ℓ and ℓ + 1; by definition of
ϕ(ℓ), the box with entry ℓ + 1 is mapped to the box with entry ℓ. In
this case, we add the singleton {j} to our partition of the columns and
put h
(ℓ)
j = 1, the identity map on C
(ℓ)
j .
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(b) Column j contains neither a box with entry ℓ nor one with entry
ℓ+ 1. Again, column j forms a singleton, and we put h
(ℓ)
j = 1.
(c) Column j contains a box with entry ℓ which is not in the image of
ϕ(ℓ). Also in this case, column j is a singleton and h
(ℓ)
j = 1.
(d) The remaining columns contain either a box with entry ℓ+ 1, or a
box with entry ℓ in the image of ϕ(ℓ). Suppose column i contains entry
ℓ and column j entry ℓ + 1 and ϕ(ℓ) maps the box in column j to the
box in column i. Then i < j and if u = σ
(ℓ)
i , v = σ
(ℓ)
j are the lengths
of the two columns in the Young diagram for σ(ℓ), then u > v. In this
case, we add the pair {i, j} to our partition of the set of columns, and
define
h
(ℓ)
i,j : C
(ℓ)
i ⊕ C
(ℓ)
j → C
(ℓ)
i ⊕ C
(ℓ)
j ,
(
x
y
)
7→
(
1 incl
0 1
)
·
(
x
y
)
where incl is the inclusion map from C
(ℓ)
j = P
v to C
(ℓ)
i = P
u given by
multiplication by pu−v.
We have accounted for each column. Then h(ℓ) =
⊕
S h
(ℓ)
S where S runs
over the parts of the partition of the set of columns is an isomorphism
of C(ℓ). Put g
(ℓ)
S =
⊕
j∈S g
(ℓ)
j , then one can check that in each of the
four cases (a) – (d),
soc (Ker g
(ℓ+1)
S h
(ℓ)
S g
(ℓ)
S ) = Ker g
(ℓ)
S
holds (for case (d), see the example in this proof). Putting fℓ = h
(ℓ) g(ℓ)
(where h(s) = 1), we see that Condition (*) in Lemma 3.8 is satisfied.
Let A = Ker fs · · · f1, then the embedding (A ⊂ B) has socle tableau
Σ. 
4. Socle tableau, dual LR-tableau and Hom-matrix
Let X be an embedding of type (α, β, γ). The Hom-matrix for X
describes the sizes of the homomorphism groups from the pickets into
X . The matrix H = (hmℓ )ℓ,m is given by h
m
ℓ = lenHomS(P
m
ℓ , X).
In this section, we discuss the interplay between the socle tableau for
X , the LR-tableau of the dual embedding DX and the Hom-matrix H .
Theorem 4.1. For an embeddingX, the following invariants are equiv-
alent in the sense that each one determines both of the others.
(1) The socle tableau Σ = ΣX .
(2) The LR-tableau of the dual embedding Γ∗ = ΓDX .
(3) The Hom-matrix H = (hmℓ )ℓ,m where h
m
ℓ = homS(P
m
ℓ , X).
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In the following three subsections, we give explicit combinatorial formu-
las for the conversion between the socle tableau and the Hom-matrix;
the dual LR-tableau and the Hom-matrix; and the socle tableau and
the dual LR-tableau.
4.1. The socle tableau and the Hom-matrix. We denote by
µΣ( e r ) the multiplicity of the entry e in row r in Σ.
Our aim is to show the two formulas:
µΣ( ℓ r ) = h
r+ℓ−1
ℓ − h
r+ℓ
ℓ − h
r+ℓ−2
ℓ−1 + h
r+ℓ−1
ℓ−1
= hm−1ℓ − h
m
ℓ − h
m−2
ℓ−1 + h
m−1
ℓ−1
where we substitute m = r + ℓ in the second line. Conversely, one can
retrieve each entry in the Hom-matrix from the socle tableau.
hmℓ = |soc
ℓA|+ |socm−ℓ(B/soc ℓA)|
= α′1 + · · ·+ α
′
ℓ + (σ
(ℓ))′1 + · · ·+ (σ
(ℓ))′m−ℓ
For the proof of the first formula, we use that for a Λ-module U of type
λ, the length of the r-th row of the Young diagram for λ is
λ′r = len soc
rU − len soc r−1U.
We also use the following
Lemma 4.2. For an embedding (A ⊂ B) and a picket Pmℓ with m = ℓ+r
we have:
homS(P
m
ℓ , (A ⊂ B)) = homΛ(P
ℓ, A) + homΛ(P
r, B/soc ℓA)
Proof.
homS(P
m
ℓ , (A ⊂ B)) =
= homS(P
m
ℓ , (soc
ℓA ⊂ B))
= homΛ(P
m, p−rB (soc
ℓA))
= homΛ(P
m, soc ℓA) + homΛ(P
m, p−rB (soc
ℓA)/soc ℓA)
= homΛ(P
ℓ, A) + homΛ(P
r, B/soc ℓA)
For the first two equalities note that each f ∈ HomS(P
m
ℓ , (A ⊂ B)) is
given by an element b ∈ B such that prb ∈ A and pr+ℓb = 0. Since
p−rB (soc
ℓA) is a Λ/(pm)-module, the next equality follows from the
exactness of the Hom-functor. For the last step note that each f ∈
HomΛ(P
s, C) is given by an element in p−sC (0). 
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We can now show the first equality.
µΣ( ℓ r ) = (σ
(ℓ−1))′r − (σ
(ℓ))′r
= len soc r(B/soc ℓ−1A)− len soc r−1(B/soc ℓ−1A)
− len soc r(B/soc ℓA) + len soc r−1(B/soc ℓA)
= hom(P r, B/soc ℓ−1A)− hom(P r−1, B/soc ℓ−1A)
− hom(P r, B/soc ℓA) + hom(P r−1, B/soc ℓA)
= hom(P r, B/soc ℓ−1A) + hom(P ℓ−1, A)
− hom(P r−1, B/soc ℓ−1A)− hom(P ℓ−1, A)
− hom(P r, B/soc ℓA)− hom(P ℓ, A)
+ hom(P r−1, B/soc ℓA) + hom(P ℓ, A)
= homS(P
m−1
ℓ−1 , (A ⊂ B))− homS(P
m−2
ℓ−1 , (A ⊂ B))
− homS(P
m
ℓ , (A ⊂ B)) + homS(P
m−1
ℓ , (A ⊂ B))
= hm−1ℓ−1 − h
m−2
ℓ−1 − h
m
ℓ + h
m−1
ℓ
Corollary 4.3. Let ℓ, r be natural numbers, m = ℓ + r and fmℓ the
monomorphism in the short exact sequence (where we put P 00 = 0).
0 −→ Pm−1ℓ
fm
ℓ−→ Pmℓ ⊕ P
m−2
ℓ−1 −→ P
m−1
ℓ−1 −→ 0
If Σ is the socle tableau of the embedding X ∈ S(Λ), then
µΣ( ℓ r ) = lenCokHomS(f
m
ℓ , X).
The second formula is shown by the following equations.
hmℓ = homS(P
m
ℓ , (A ⊂ B))
= hom(Pmℓ , (soc
ℓA ⊂ B))
= hom(Pmℓ , (soc
ℓA ⊂ p
−(m−ℓ)
B (soc
ℓA)))
= homΛ(P
m, p
−(m−ℓ)
B (soc
ℓA))
= len p
−(m−ℓ)
B (soc
ℓA)
= len soc ℓA+ len socm−ℓ(B/soc ℓA)
= α′1 + · · ·+ α
′
ℓ + (σ
(ℓ))′1 + · · ·+ (σ
(ℓ))′m−ℓ
4.2. The dual LR-tableau and the Hom-matrix. Our aim in this
subsection is to verify two formulas.
µΓ∗( ℓ m) =
{
hmr − h
m
r+1 − h
m−1
r−1 + h
m−1
r if ℓ < m
hm0 − h
m
1 if ℓ = m
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We write m = r + ℓ as above. Conversely, we can obtain hmr from the
tableau Γ∗ = (λ(ℓ))ℓ via
hmr = (λ
(ℓ))′1 + · · ·+ (λ
(ℓ))′m.
The first formula follows from [7, Theorem 2]:
µΓ∗( ℓ m) = lenCokHomS(h˜
m
r , X)
where h˜mr is the map
h˜mr :


Pm0 → P
m
1 , if r = 0
Pmr → P
m−1
r−1 ⊕ P
m
r+1, if 1 ≤ r < m
Pmm → P
m−1
m−1 , if r = m.
In the case where ℓ < m we have 1 ≤ r < m and the formula is obtained
by applying the contravariant Hom-functor to the short exact sequence
0 −→ Pmr
h˜mr−→ Pm−1r−1 ⊕ P
m
r+1 −→ P
m−1
r −→ 0.
If ℓ = m we have r = 0. Here we can use the short exact sequence
0 −→ Hom(Pm1 , X) −→ Hom(P
m
0 , X) −→ CokHom(h˜
m
0 , X) −→ 0.
For the proof of the second formula we use
Lemma 4.4. Suppose the embedding X = (A ⊂ B) has LR-tableau
Γ = (γ(i))i (so γ
(i) is the type of B/piA). Then
homS(Y, P
m
ℓ ) = (γ
(ℓ))′1 + · · ·+ (γ
(ℓ))′m.
Proof. With the notation from the Lemma we have:
homS(X,P
m
ℓ ) = homS((A/p
ℓA ⊂ B/pℓA), Pmℓ )
= homΛ(B/p
ℓA, Pm)
= (γ(ℓ))′1 + · · ·+ (γ
(ℓ))′m.

We can now show the second formula:
Lemma 4.5. Suppose the embedding X = (A ⊂ B) has dual LR-tableau
Γ∗ = (λ(ℓ))ℓ. Let m be a natural number, 0 ≤ r ≤ m an integer and
ℓ = m− r. Then
hmr = (λ
(ℓ))′1 + · · ·+ (λ
(ℓ))′m.
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Proof.
hmr = homS(P
m
r , X)
= homS(DX,DP
m
r )
= hom(DX,Pmm−r)
= (λ(m−r))′1 + · · ·+ (λ
(m−r))′m
where the last step follows from Lemma 4.4. 
4.3. The socle tableau and the dual LR-tableau. We show two
formulas which show how to obtain the socle tableau from the dual
LR-tableau and conversely. Of course, this can be done via the Hom-
matrix.
Proposition 4.6. Suppose an embedding has socle tableau Σ and the
dual embedding has LR-tableau Γ∗ = (λ(i))i. If ℓ, r are natural numbers
and m = ℓ + r, we have
µΣ( ℓ r ) = (λ
(r−1))′m−1 − (λ
(r))′m.
Proof. The formula follows from the first statement in subsection 4.1
and Lemma 4.5:
µΣ( ℓ r ) = h
m−1
ℓ − h
m
ℓ − h
m−2
ℓ−1 + h
m−1
ℓ−1
= (λ(r−1))′1 + . . .+ (λ
(r−1))′m−1 − (λ
(r))′1 − . . .− (λ
(r))′m
− (λ(r−1))′1 − . . .− (λ
(r−1))m−2 + (λ
(r))′1 + . . .+ (λ
(r))′m−1
= (λ(r−1))′m−1 − (λ
(r))′m

The second formula summarizes how to retrieve the entries in Γ∗ from
Σ.
µΓ∗( ℓ m) =


0 if m < ℓ
β ′m −
∑
j≥m
µΣ( 1 j ) if m = ℓ
∑
j>ℓ
µΣ(m−ℓ j )−
∑
j≥ℓ
µΣ(m−ℓ−1 j ) if m > ℓ
Note that the first sum in the last line counts the number of entries
r = m − ℓ underneath the ℓ-th row, while the second sum counts the
entries m− ℓ+ 1 in the ℓ-th row and underneath. We observe that by
(ST-3′) the difference is nonnegative.
The formula follows from the rule µΓ∗( ℓ m) = (λ
(ℓ))′m − (λ
(ℓ−1))′m and
the following
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Lemma 4.7.
(λ(ℓ))′m =
{
β ′m if m ≤ ℓ∑
j>ℓ µΣ(m−ℓ j ) if m > ℓ
Proof. Note that the first ℓ rows of β and λ(ℓ) are equal (because there
is no entry bigger than ℓ in the first ℓ rows of an LR-tableau), hence
(λ(ℓ))′m = β
′
m for all m ≤ ℓ. Now, we use the first formula in this
subsection repeatedly:
(λ(ℓ))′m = (λ
(ℓ−1))′m−1 − µΣ(m−ℓ ℓ )
= (λ(ℓ−2))′m−2 − µΣ(m−ℓ ℓ−1 )− µΣ(m−ℓ ℓ )
= · · ·
= (λ(0))′m−ℓ −
∑ℓ
j=1 µΣ(m−ℓ j )
= α′m−ℓ −
∑ℓ
j=1 µΣ(m−ℓ j )
=
∑
j>ℓ µΣ(m−ℓ j )

As a consequence we obtain the following characterisation of the
Littlewood-Richardson coefficient cβα,γ .
Corollary 4.8. The number cβα,γ equals the number of socle tableaux
of shape (α, β, γ). 
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