In this paper, a novel semi-fragile lossless digital watermarking method based on adaptive threshold for image authentication is presented. Most of the existing semi-fragile lossless watermarking schemes are based on modulo-256 addition to achieve losslessness. In order to avoid the salt-and-pepper noise, some of the schemes ignore the blocks which lead to overflow/underflow, and using error correction codes (ECCs). But the ECC will reduce available embedding capacity, especially for the complex images. We then propose an adaptive threshold method to improve the existing schemes. By employing a robust statistical quantity based on the patchwork to embed data, identifying image complexity based on wavelet-domain generalised Gaussian distribution (GGD) and using it to adaptively quantise thresholds which differentiating the embedding process, and using simple ECC, this technique has achieved losslessness, robustness and more competitive available embedding capacity. Experimental results demonstrate that the capacity of watermarked image of this technique is highly improved, and the quality of the image is acceptable.
Introduction
Digital watermarking technique is a process to embed watermark data into digital media such as audio files, video streams or images, and most of these changes are not perceptible. It can be used as a way to transport secret information for the purposes of authentication and security, or to protect the integrality of the original media such as copyright protection (Zou et al., 2003) .
In this paper, we mainly focus on image data hiding. Many image data hiding algorithms have been proposed in recent years. Most of the algorithms are irreversible, because the stego-image suffer permanent distortion when embedding process. However, in some fields such as military images, law enforcement and medical images, the original images are important and it is desired to recover the original ones without any distortion after the hiding data are extracted. Recently many lossless or invertible watermarking techniques which satisfying these circumstances have been proposed, such as those reported in Fridrich et al. (2001) , Xuan et al. (2002) , De Vleeschouwer et al. (2003) , Shi et al. (2004) , Zou et al. (2006) , Maeno et al. (2006) , Ni et al. (2008) , Zhao et al. (2010) , Zhao and Yang (2011) and Chen et al. (2010) . The above mentioned methods can reverse the marked image back to the original image with no distortion. But most of them are fragile watermarking that the hiding data can not be extracted correctly after image compression or other incidental image processing which is not malicious modifications. This kind of lossless watermarking is called fragile watermarking that is proposed to detect malicious modifications. However, in some applications, it too strict to forbid compression. Thus, the lossless semi-fragile data hiding algorithms are proposed (De Vleeschouwer et al., 2003; Ni et al., 2008; Ni et al., 2006) . 
De Vleeschouwer et al.'s (2003) algorithm is a semi-fragile lossless watermarking against JPEG compression. It use modulo-256 addition and can be applied to image authentication. However, in this method, there is a big weakness that some marked image suffer from salt-and-pepper noise caused by using modulo-256 addition to prevent overflow/underflow. Figure 1 is two examples. For avoiding overflow/undoerflow problem, Ni et al.'s (2008) propose a robust lossless image data hiding method based on pixel group's distribution characteristics, using error correction codes (ECCs) and permutation scheme. Below is a brief overview of the algorithm.
1 First, each bit of the watermark data is embedded into a block which can be a regular size (8 × 8, 16 × 16, etc.) in an image. Each block is split into two sets of pixels as shown in Figure 2 (Ni et al., 2008) . Consider an 8 × 8 block, set A is denoted by a i , the set B b i , we choose a pixel pair as two horizontally neighbours (one is in set A, the other is in set B). Formula (1) is the equation to calculate the difference value between set A and set B.
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where is the number of the pairs.
As the local similarity of pixels, γ is expected to be close to zero. It can be shifted to embed a bit of hiding data into one block.
2 One bit is embedded in each block. If the bit is '0', the γ is kept within thresholds K and -K (less than 5 in Ni et al., 2008) . On the other hand, the bit is '1', the γ is shifted beyond the thresholds K or -K. For avoiding the overflow/underflow, the blocks is classified into four categories, and use different way to bit-embedding in different category.
3 In some kind of categories, there may be some error bits caused by bit-embedding process. So ECC is be used to correct error bits. Apparently, the difference value γ depends on the pixel greyscale values in sets A and B.
From the local similarity, this method can defend against JPEG compression. However, in order to correct error bits, ECC is used at the price of reduce available data embedding capacity. Especially for the complex images, more powerful ECC is needed which means more redundant bits and less available embedding capacity. In Section 2, we propose an adaptive threshold method to improve the available data embedding capacity. By identifying image complexity based on wavelet-domain generalised Gaussian distribution (GGD), we adaptively set thresholds K for each block to reduce the probability that the block is belong to the categories in which the bit-embedding process will introduce error bits, so less powerful ECC can meet the need, the data embedding capacity is improved. In Section 2.4.1, we will discuss the error in classification of data extraction which is not mentioned in Ni et al. (2008) . From the experimental results, our method can improve the data embedding capacity at the price of sacrificing a little image quality.
A novel semi-fragile lossless digital watermarking based on adaptive threshold
In order to adaptively embedding hiding data into cover image, we select an adaptive parameter to set thresholds K. In this proposed method, the following image complexity is selected as the parameter.
A image complexity used for adaptively embedding hiding data
As a common statistical model of image, image complexity is described by several papers (Huang and Mumford, 1999; Wainwright and Simoncelli, 2000; Srivastava et al., 2003; Liu et al., 2008) , such as the GGD, the Gaussian mixture model (GMM), and Markov random field (MRF) models. We use GGD to describe the statistical model. Density function of GGD is the extension of generalised gamma distribution's density function. Mathematical function is equation (2).
where
An estimation of image complexity
In equation (2), α is the shape parameter which is inversely proportional to the decreasing rate of the peak. We use it as image complexity. In Liu et al. (2008) , a curve-fitting method is proposed to calculate α as follows.
For GGD, generally consider the case mean value u = 0, x = (x 1 , x 2 , …, x n ) is a sample of GGD. As first-order origin moment of GGD is zero, absolute moment can be used to calculate α.
When u = 0, the first order absolute moment is proposed as 
Similarly computer the second-order moment as 
With equations (7) and (8), the estimated value of α is implied
With a hyperbolic function fitting the original function R(α), Fitting model is y = a + b / x. We use least squares fitting to compute approximating function 0.26961 0.77127
With equations (9) and (11), the estimated value of α can be calculated. 
Analysis of the results
In order to verify that the image complexity is effective, we test for the images in Figure 3 . Result is shown in Table 1 . The table indicates that the image with low complexity has low α and the image with high complexity has high α.. 
Bit-embedding process based on adaptive threshold
In Ni et al. (2008) , the bit-embedding process is that one bit is embedded in each block, the difference value γ is kept within thresholds K and -K (less than 5 in Ni et al., 2008) to embed '0' and the γ is shifted beyond the thresholds K or -K to embed '1'. For avoiding the overflow/underflow, the blocks is classified into four categories, and there are several different cases in each category. Different way is used to bit-embedding in different case of category. In some kind cases of categories, there may be some error bits caused by bit-embedding process. So ECC is be used to correct error bits. We propose a new method that an adaptive thresholds K is set based on image complexity for each block to reduce the number of the cases of categories and the probability that the block is belong to the cases of categories in which the bit-embedding process will introduce error bits, so less powerful ECC can meet the need, the data embedding capacity is improved. 
Details of bit-embedding process
Below are the details of the bit-embedding process. The diagram of the block classification in this paper is shown in Figure 4 . We also classify the blocks into four categories. For the adaptive threshold makes the probability that |γ| is beyond the threshold K is very lower than in Ni et al. (2008) , the error bits introduced by bit-embedding is fewer. In the case |γ| ≥ K, if it do not lead to overflow/underflow, we shift γ, else we do not change the values of the block. The possibly introduced error will be corrected by using ECC. In this paper, the shift value θ equal twice of the adaptive threshold K. Shift γ towards right/left side means adding/subtracting a shift value θ to the value of each pixel in set A, and the pixel in set B is never changed. The flow diagram of the bit-embedding process is shown in Figure 6 . d right , d left ) ) is beyond θ as show in Figure 5 .
According to the value γ, there are two cases: • Case |γ| ≤ K: If embedding 1, shift γ by θ to left or right side depending on that is negative or positive, else the pixel values are not changed.
• Case |γ| > K: In order to keep the reversibility of this algorithm, whether embedding 
Category 2
Pixel values are in the left side of histogram. It is means that d left < θ. According to the value, there are two cases:
• Case |γ| ≤ K: If embedding 1, shift γ by θ to right side else the pixel value is not changed.
• Case |γ| > K: In order to keep the reversibility of this algorithm, whether embedding 1 or 0, if γ > K, we shift the γ by θ to right side, else the pixel values are intact. The error bit will be corrected by ECC.
Category 3
Pixel values are in the right side of histogram. It is means that d right < θ. In this category, it is similar to the Category 2 except shifting the γ by θ to left side instead of to right side.
Category 4
Pixel values are in the both sides of histogram. No matter what is embedded, the pixel value remains unchanged.
ECC and permutation of hiding data
Because some error bit may be introduced in all case 2 of the categories and Category 4, ECC is necessary to correct the mistakes. In the proposed algorithm, for the adaptive threshold reduce the probability of the embedding mistakes, the less powerful code can meet the experimental requirement such as BCH (15, 11, 1), BCH(15, 7, 2) or BCH (15, 5, 3) .
In order to strengthen security of the hiding data, the bit stream is permuted by a pseudo-random sequence using a secret key, and the key is transmitted through other secure data channel. The other benefit of permutation is that the changed pixels of the image are distributed more uniformly, and human eyes are difficult to detect the change. 
Data extraction
At the receiver side, the process of the data extraction is the inverse process of data embedding. We get the key and the marked image, divide image into blocks and calculate the embedded bit in each block. Finally, the bit stream is inversely permutated and decoded to get the hiding data. The flow diagram of data extraction is shown in Figure 7 .
Error in classification
In Ni et al. (2008) , the error bits introduced in embedding process are discussed and ECC is used to correct the error bits, however, the error in classification of data extraction which may be corrected by ECC is ignored. For example, a block belong to the case 1 of Category 1, but its d left is near to the θ. After shifting toward left-hand side, it may not belong to the Category 1 as shown in Figure 8 , and it will introduce new errors when extraction. In order to reduce the classification errors in extraction, the set A and B are separately classified, and consider both of them to classify the block in extraction as follows: 
Experimental results
We use 39 greyscale images to test our proposed algorithm, and watermark embedded into them is shown in Figure 9 . Because of using lower powerful ECC, our algorithm has bigger embedding capacity than in Ni et al. (2008) , and the quality of images is acceptable. The original image, watermarked image and watermarked image using method in Ni et al. (2008) are shown in Figure 10 . 
In order to prove that our method reduces the probability of the error bits, we do not use ECC to correct the error bits in comparison test. Comparison test result is shown in Figure 11 , it is note that the average error bits of our algorithm is fewer than (Ni et al., 2008) , especially for the complex images. Because our algorithm is an improvement of Ni et al. (2008) , it inherits the resistance of JEPEG/JEPEG2000 compression. In another word, the watermark can be extracted without error after common image compression. From the experimental results shown in Table 2 , our method has robustness against image compression, and can improve the data embedding capacity at the price of sacrificing a little image quality. Especially for the complex images such as baboon, we use BCH(31, 6, 7) instead of BCH (63, 7, 15) , and the experimental results shown in Table 3 . 
Figure 11 Comparison test

