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Abstract
Producing high-performance and lightweight composite materials synthetically
is an on going challenge, often involving complex and expensive processes.
However nature is able to produce such composite materials in abundance for
use in bones, teeth, and shells through biomineralisation. If the mechanisms
through which mineral composites can be produced through biomineralisation
can be elucidated it will result in signiﬁcant advances in medicine allowing for
the re-generation of bones and teeth as well as providing inspiration for the
next generation of bio-inspired composites.
In this thesis we focus on n16N, a 30 amino acid intrinsically disordered
peptide (IDP) implicated in the formation of the nacre (mother of pearl)
layer within shells. Nacre, a composite of calcium carbonate, chitin and
biomolecules, provides mollusc shells with a tough fracture resistant layer.
The peptide n16N, has been reported to demonstrate chitin polymorph selec-
tive adsorption, as well as the ability to stabilise the formation of aragonite,
both when adsorbed to β-chitin and when aggregated in solution. However,
the mechanism and interactions responsible for these functions is, as of yet,
unknown.
Herein we determine the ensemble of structures supported by n16N in so-
lution, determined through some of the ﬁrst large scale REST2 molecular dy-
namics simulations of an IDP of this size. Further to this this is extended to the
study of an n16N dimer and n16N tetramer. Herein we also present the results
of advanced molecular dynamics simulations to elucidate the origins of n16N’s
ability to selective adsorb to β-chitin over α-chitin, providing insight into the
polymorph selectivity displayed by other protein sequences such as CBP213.
Additionally in this work, we have evaluated several advanced molecular dy-
namics approaches to determine their suitability for studying IDPs as large as
n16N, as well as reporting the results of some of the largest IDP simulations
undertaken to date, without access to bespoke computing resources.
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The synthetic production of high-performance and lightweight composites is
both challenging and expensive (ﬁnancially and energetically)19,20. However
such composites are produced in abundance throughout Nature as found in
bones21, teeth and shells22,23. Understanding how such mineral composites
can be produced through bio-mineralisation could lead to advances in medicine
allowing bones24 and teeth25 to be regenerated, or in materials science by pro-
viding inspiration for new bio-inspired composites26–31. One example of such
a bio-mineralised composite is the nacre (mother of pearl) layer in shells32. In
nacre, calcium carbonate is combined with a biomolecule matrix to produce
a tough, fracture resistant layer32–34. Experimental techniques alone cannot
easily determine the interactions responsible for the formation of nacre, due to
the structural complexity of both the nacre composite and the calcium carbon-
ate platelets33. Therefore, in this thesis one of the bio-molecule components
thought to be implicated in the formation and stabilisation of nacre (mother of
pearl) is investigated through the use of molecular dynamics (MD) simulations.
These simulations allow for the study of some of the individual components
that comprise this bio-composite, and help to provide an atomistic-level in-
sight into the complex interplay between these components that is challenging
to discover from experiment alone.
This chapter provides a brief and focused overview of the literature in the
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ﬁeld of bio-mineralisation before going into detail about the work previously
undertaken to investigate the interactions between the three components of
nacre; chitin, protein, and calcium carbonate. Additionally, this chapter out-
lines how the research summarised in this thesis aims to investigate the inter-
actions responsible for stabilising the presence of aragonite within nacre. A
review of the computational methods undertaken in this thesis and the theory
supporting these approaches will be presented in Chapter 2.
1.1 Bio-mineralisation
Bio-mineralisation is a key biological process by which living organisms pro-
duce and organise hard mineral substances for a range of purposes includ-
ing shells, bones and teeth22,23,26,35–38. In contrast to many current synthetic
methods bio-mineralisation confers organisms a high degree of control over the
polymorph, shape and morphology of the mineral produced, allowing several
polymorphs of one mineral composition to be harnessed23,35–37.
There are multiple mechanisms through which organisms can exert control
over the formation of the mineral, these involve chemical control, spatial con-
trol, structural control, morphological control, and constructional control26.
Spatial control and morphological control involve the use of frameworks, or
nano-scale assembles that support and provide either conﬁning space or a tem-
plate to direct the formation of the mineral26. An example of morphological
control is the production of extracellular coccospheres by coccolithophorids,
a class of calcifying algae4,39,40. The coccospheres are produced through the
crystallisation of calcium carbonate into platelets within the cell of the coc-
colith. These platelets are then ejected from the cell and organised to form a
hard spherical shell, protecting the alga inside4,41 (see Figure 1.1). Construc-
tional control is where higher order structures are assembled from many smaller
building blocks. In this thesis the focus is on chemical control, in which the
environment of the mineral is modiﬁed through the presence of biomolecules,
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Figure 1.1: Example image of a coccolith, adapted from Young et al. 4
often peptides or proteins, which can promote the formation and stabilisation
of diﬀerent crystal polymorphs or crystal orientations.
The phenomenon of bio-mineralisation has been the subject of intensive
scrutiny21,26,42–44, particularly in seeking inspiration for new synthetic mate-
rials35,37 and bio-inspired composites27,29. One of the most commonly found,
and hence extensively studied, biominerals is calcium carbonate, CaCO3
4,35,36,
which can be found in shells, algae45 and some sponges46. Calcium carbonate
supports a number of diﬀerent polymorphs, with calcite the most thermody-
namically favoured polymorph26 at room temperature and pressure. After
calcite, aragonite47 is the next most favourable polymorph under ambient con-
ditions, and can be stabilised by proteins48,49 or formed at high pressures (i.e.
geological aragonite). See section 1.4 for more in depth summary of calcium
carbonate.
An example of biomineralised calcium carbonate is the nacre layer (mother
of pearl) of mollusc50–52 shells. Nacre has been shown to consist of hexagonal
tablets of aragonite, separated by a bio-molecule matrix5,53 (see Figures 1.2
and 1.3); this bio-molecule matrix aﬀords nacre its fracture resistant proper-
ties54 by holding the aragonite tablets together and limiting crack propagation.
The nacre layer has been the subject of numerous studies that have charac-
terised a range of properties, e.g. composition53, assembly53,55 and mechanical
properties32,54,56–59.
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Figure 1.2: Scanning Electron micrograph showing the micro structure of
nacre, and the stacked hexagonal aragonite tablets. This image is adapted
from Li et al. 5
Whilst the in vitro assembly of nacre has been previously studied55,60,61,
the mechanism through which the hexagonal tablets of aragonite are formed
and organised, and the interactions responsible for stabilising aragonite for-
mation is still the subject of study. It is currently thought that the nucleation
of calcium carbonate upon a β-chitin layer is directed through the deposition
of proteins rich in aspartic acid57,62. These seed crystals are then believed to
grow into larger tablets which all have the [001] axis of the aragonite aligned
perpendicular to the β-chitin substrate, due to the Asp residues in the seed
proteins interacting with the calcium ions exposed on at the [001] face of arag-
onite55 (See Figure 1.6 in Subsection 1.4). The thickness of each aragonite
slab is thought to be controlled by the addition of inhibitor proteins and the
deposition of a new layer of β-chitin55, restarting the process. Many diﬀerent
protein sequences have been associated with nacre, and implicated in its forma-
tion48,63–66, including PiF63, AP748 and n1664. These proteins are divided into
three classes: framework proteins, which surround each tablet; intra-crystalline
proteins, which are included (i.e. located inside) in the aragonite tablets; and
pearl proteins which are associated with deposits of nacre67. The organic ma-
trix that surrounds the aragonite tablets has been found to contain a wide
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range of biomolecules63,64,68 one of which is the framework protein, n1664 from
which the peptide n16N is derived.
Nacre analogues have been produced in the laboratory using calcite69 and
other non-mineral platelets70. However the in-situ production of artiﬁcial
nacre containing hexagonal aragonite tablets is not yet possible. Experi-
mental studies have reported the isolation and sequencing of peptides from
the bio-molecular matrix63,64. These past studies have implicated some se-
quences, such as n16, in stabilising the formation of aragonite. n16 is a 60
amino acid protein with the sequence AYHKKCGRYSYCWIPYDIERDRYD-
NGDKK2GLNYLKSLYCGYGNGNGEFWEEYIDERYDN’. However, it is dif-
ﬁcult for experiment alone to determine the interactions between the impli-
cated peptide sequences and the aragonite that is stabilised. Further atomic
level insight into this process can however, be obtained through the use of
molecular dynamics (MD) simulations of the relevant peptide interfaces and
it is this approach which is described within this thesis. If the interactions re-
sponsible for the stabilisation of aragonite within nacre are understood, it could
facilitate the future development of new peptide sequences for the generation
and organisation of other mineral composites such as bones and teeth71, which
involve another calcium based mineral, hydroxy-apatite (Ca5(PO4)3(OH) ).
In order to understand the diﬀerent interactions involved in the formation
and stabilisation of aragonite component in nacre, a simpliﬁed and idealised
system can be approximated as having three constituent parts; a chitin sub-
strate, an assembled protein over-layer, and the calcium carbonate. These
parts and the relationship between the three of them, is illustrated schemati-
cally in Figure 1.3. In the following sections further details of each of the three
components are presented.
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Figure 1.3: Schematic of a three-layer model of nacre adapted from Sugawara-
Narutaki 6
1.2 Chitin
Chitin is the second most abundant bio-polymer on Earth after cellulose72. In
addition to providing a substrate in the formation of nacre, chitin is also found
in a variety of other biological systems , including insect cuticles, squid pens
and the cell walls of fungi73–75. Chitin is a polysaccharide and consists of long
chains of N-acetyl glucosamine connected through a β(1 → 4) linkage73 (see
Figure 1.4).
Figure 1.4: Chemical structure of the chitin repeat unit, using the naming
convention of Sikorski et al. 7 .
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Chitin is predominantly found in one of two forms, α-chitin and β-chitin76.
In α-chitin, the most common form, the polysaccharide chains are arranged
in an anti-parallel7 fashion; whereas in β-chitin the chains are oriented in a
parallel77,78 arrangement (see Figure 1.5). A third form of chitin, γ-chitin
exists, although this can be thought of a mix of α-chitin and β-chitin with two
parallel chains and one anti-parallel chain. As γ-chitin is not commonly found
in nature and has the same properties as α-chitin79, it was not considered
as part of this thesis. This diﬀerence in chain orientation between α-chitin
and β-chitin can lead to some fundamental diﬀerences in the properties of the
two polymorphs. As we will show in this thesis, the anti-parallel alignment of
chains in α-chitin support a high number of inter-chain hydrogen bonds80,81.
This is in contrast to β-chitin in which there are relatively fewer inter-chain
hydrogen bonds. This reduction in the inter-chain hydrogen bonding within
β-chitin allows for not only the ingress of water (producing a dihydrate as the
stable polymorph under ambient conditions)17,82–85, but also for the inclusion
of small molecules such as benzene86–88 and aliphatic amines88–90.
Figure 1.5: Illustration of the relative diﬀerence in chain orientation for a) α-
chitin and b) β-chitin. Hydrogens have been omitted from the chitin for clarity,
but are shown for the water within the dihydrate to indicate the orientation
of each water molecule relative to chitin chains.
Chitin has a low-toxicity for humans and is available in abundance due
to being discarded as a waste product in the processing of shellﬁsh91. There
are many potential uses for chitin, including enzyme immobilisation91, drug
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delivery74 and wound dressing72,92. However, before chitin can be eﬀectively
exploited in any of these application involving biomolecules, the mechanism
by which proteins and peptides, and other biomolecules, adsorb to the chitin
surface needs to be understood, such that these interactions can be tuned to
ﬁt the speciﬁc applications. There are numerous proteins that have the abil-
ity to selectively bind to diﬀerent chitin polymorphs. These include n16N93,
CBP213, CAP-194 and many other proteins derived from chitinases3,95–99. In
particular, as will be detailed herein, it is the polymorph-selective binding of
n16N to β-chitin over α-chitin that is of interest in this project and how this
polymorph selectivity in binding ultimately leads to the stabilisation of arag-
onite in nacre. Another protein that exhibits a similar polymorph-selective
adosrption to chitin substrates is CBP213,98,100,101. Vaaje-Kolstad et al. 3 re-
ported that site-directed mutagenesis can reduce the binding aﬃnity of CBP21
in some instances to β-chitin substrates. This mutatgenesis study provides a
vital experimental point of comparison when determining the interactions re-
sponsible for the polymorph selective binding of n16N to β-chitin as detailed
in Chapter 7 and 8.
1.3 Peptide Over-layer
The organic matrix surrounding the hexagonal aragonite tablets in nacre con-
tains several types of proteins which have been implicated in the stabilisation
and organisation of aragonite, one of which is n16. However in this thesis, the
focus is solely on the peptide, n16N, a derivative of the protein n16. n16N is
derived from the framework protein n16, found in the biomolecular matrix in
the nacre of the Japanese Peal oyster Pinctada fucata64,102–105. As mentioned
previously, n16 has been implicated in the stabilisation of the aragonite tablets
within the nacre layer64. The aragonite stabilising function of n16 was localised
to the ﬁrst 30 amino-acids68 denoted herein as n16N, allowing us to focus on
this region when investigating the interactions responsible for stabilising the
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formation of aragonite. n16N is a 30 amino-acid(AA) intrinsically disordered
peptide (IDP), with the sequence AYHKKCGRYSYCWIPYDIERDRYDNGDKKC. This
sequence features an abundance of, and near-periodic distribution of tyrosine
residues within the N-terminal half of this 30 residue sequence, and a highly
charged C-terminal half featuring both positive and negatively charged residues
including a large number of aspartate residues. These two features are thought
to be key to the functions carried out by n16N and are further discussed in
Section 1.3.3 and in Chapter 4.
Before summarising the experimental work already reported to investigate
the structure and function of n16N, an overview of protein structure, and
intrinsically disordered proteins and peptides is presented to provide a back-
ground for explaining some of the challenges faced when investigating IDP
systems.
1.3.1 Protein structure
Before summarising the work the ﬁeld of intrinsically disordered peptides it
is useful to ﬁrst discuss the structure of proteins and peptides. Proteins were
historically thought to have a well deﬁned secondary and tertiary structure
that can, in some instances be solved through the experimental techniques
such as X-Ray Diﬀraction (assuming the peptide can be crystallised) or Nuclear
Magnetic Resonance (NMR) spectroscopy (when in the solution state106–109 or
in the solid state110,111).
The secondary structure of a protein refers to the local structuring of a
protein/peptide, beyond its sequence and amino acid composition. Secondary
structure motifs, the individual secondary structure elements, are characterised
by speciﬁc dihedral angle pairs and/or hydrogen bond patterns of the amine
backbone112. Two of the more commonly observed secondary structure motifs
are α-helicies and β-sheets. The tertiary structure of a protein corresponds to
the spatial arrangement of the secondary structures motifs. For example if two
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helical regions are inter-twined, or lie parallel to each other. These structures
can be considered as the part of a much larger conformational landscape or
potential energy landscape (PEL), which describes how the potential energy
of the biomolecule varies as a function of its structure (See Chapter 2, section
2.1 for a more detailed discussion of this concept). On this landscape the
stable conﬁgurations correspond to the minima, or basins. It is from this
concept that proteins and peptides were thought to have a single well deﬁned
structure, corresponding to a single deep minima.
1.3.2 Intrinsically Disordered Peptides
As outlined earlier, historically, a strong conceptual link has established be-
tween the structure of a protein and its function113. Most peptides were
thought to fold into three dimensional structures made up of well-deﬁned sec-
ondary structure motifs, such as helicies or β-sheets, with well deﬁned binding
pockets and interaction sites. For example, these well deﬁned binding pockets
in enzymes allow for proteins to carry out their function through a “lock and
key” type mechanism113. However in recent years this paradigm has shifted
since the introduction of new class of protein/peptide known as Intrinsically
Disordered Proteins/Peptides (IDPs)113–117. IDPs are a class of peptide or pro-
tein without a single well deﬁned secondary structure113,114,117,118. This might
correspond to a conformational landscape without a single deep minimum,
or ‘folding funnel’113,114,117,118. The lack of a single well-deﬁned structure in
IDPs may either be the result of the peptide possessing multiple meta-stable
structures or having no well-deﬁned structures113–115.
Intrinsically disordered peptides and IDP regions in proteins have been
intensively studied in recent years113–115,117,119–123 and are thought to be inte-
gral to a wide range of functions including transcription, signalling, and bio-
mineralisation113. Historically IDPs were considered to be a small subset of
peptides and proteins, although this view is being overturned116, as increasing
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numbers of proteins are now classiﬁed as IDPs.
The lack of a single well-deﬁned structure makes IDP systems diﬃcult to
characterise experimentally, as typically these disordered regions are not suit-
able for the X-ray crystallography techniques typically applied to proteins, as
often they cannot be readily crystallised. However, some insight into the possi-
ble structure of an IDP can be provided by other experimental, techniques in-
cluding Nuclear Magnetic Resonance (NMR) spectroscopy and Circular Dicho-
rism (CD) spectroscopy, as demonstrated in the work of Collino and Evans 14
on the IDP n16N. Other examples include the work of Capriotti et al. 124 who
used CD spectroscopy to determine the structure of the IDP JAK1, in both
aqueous conditions and in the presence of excess calcium ions. Additional in-
sight into the distance between regions of an IDP, and the dynamics of diﬀerent
regions, can be obtained through the use of Foster Resonance Energy Transfer
(FRET) imaging, and single molecule ﬂuorescence spectroscopy125. Both of
which have been successfully applied to the IDP p53 to study the formation of
loop regions125. However such experimental techniques can only provide data
on the average structure/conformation of an IDP due to the length- and time-
scales involved, whereas using molecular simulation the detailed composition
of an entire ensemble of structures can be sampled in principle. In practice
there are a number of challenges which must be addressed, these are discussed
in detail in Chapter 2.
Protein segments and peptides that demonstrate IDP like qualities are
often rich in charged and ‘structure breaking’ residues such as Gly, Pro and
Ala117,126. On the other hand, it has also been observed that IDP sequences
have a lower propensity of ‘structure-promoting’ residues such as Cys and
Asn117,126. These residue classiﬁcations were determined from a bioinformatics
based approach reported by Tompa 114 . This author examined the sequences
from the swissprot protein databank127 and characterised each protein based
on if it was structured or disordered. From this classiﬁcation the probability
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of each residue appearing in each classiﬁcation was determined, leading to
residues with a high probability in each classiﬁcation being labelled as either
‘structure-breaking’ or ‘structure-promoting’. Whilst this does not provided a
deﬁnitive list of residues responsible for promoting disordered structures, and
moreover, presence of a large number of structure-breaking residues does not
guarantee disorder, it does highlight common features between IDP sequences.
As such, there are a number of algorithms that attempt to predict if a particular
protein/peptide sequence is likely to be disordered128,129. One such predictor,
PrDOS128, predicts the disorder of a protein, both directly from the amino-
acid sequence using the probabilities reported in the work of Tompa 114 and by
matching the test sequence to other known IDP sequences. However, neither of
these approaches is entirely accurate, and whilst a sequence with a high score
from PrDOS is likely to be intrinsically disordered, this cannot be conﬁrmed
without further evidence from either experiment or MD simulation.
The application of molecular dynamics (MD) simulations to IDP systems
is challenging; ﬁrst there is the need to comprehensively sample the conforma-
tional space to ensure all the accessible and signiﬁcant minima are found, see
Section 2.1 for more details. In order to do this, either ultra-long time scale sim-
ulations are needed, such that all the system has had time to sample the impor-
tant minima or the use of an advanced sampling methods such that the rate at
which conformational space is sampled can be increased. Ultra-long time scale
simulations are often not practical to implement, although some groups have
achieved this, typically through the use of bespoke computing platforms130.
However, without access to such computational resources, advanced sampling
methods such as Replica-Exchange Molecular Dynamics (REMD)131,132, Bias-
Exchange MetaDynamics133 and others11,134–138(see Chapter 2 for a detailed
exposition of these approaches) can be used to improve the conformational
sampling for a given length of simulation, whilst still yielding the correct Boltz-
mann weighted ensemble of states.
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An example of the application of an advanced sampling method to the
study of an IDP is the work of Mittal et al. 139 , in which Temperature Replica
Exchange Molecular Dynamics (T-REMD) was used to study the conforma-
tions supported by the ﬁfteen residue IDP, p53. Mittal et al. 139 were able to
demonstrate T-REMD to be eﬀective in capturing the Boltzmann weighted
ensemble of conformations for p53. These authors reported good agreement
between the NMR chemical shifts predicted from their simulations to those
measured in experiment, indicating that their simulations were indeed captur-
ing the correct behaviour of p53. T-REMD has a number of limitations which
make it impractical to apply to an IDP as large as n16N. The primary limita-
tion that prevents T-REMD from being feasible for large peptides or proteins
is that the number of replicas required to span a given temperature scales like
√
f where f is the number of degrees of freedom of the whole system. To study
a peptide the size of n16N using an explicit solvent model in even a modest
sized simulation cell, T-REMD would require over 80 replicas to span a 300
K–500 K temperature window. Simulating such a large number of replicas
is often not practically feasible. The number of replicas required could be re-
duced if the temperature range was reduced, or if an implicit solvent model was
used; however both of these approaches introduce their own limitations. The
limitations of T-REMD and other REMD methods are discussed in greater
detail in Chapters 2 & 3.
Other groups such as Do et al. 133 have been able to demonstrate that bias-
exchange MetaDynamics (BE-MetaD) can be more eﬀective than micro-second
time-scale simulations, given the correct choice of collective variables to bias
the system. In MetaDynamics (MetaD) a bias is added to the system as a
function of MD steps, to drive the system to wards unsampled states140,141.
BE-MetaD is an extension to MetaD, in which several copies of the system
(known as replicas) are simulated concurrently and with diﬀerent bias func-
tions, then at regular intervals, the bias determined in each replica are ex-
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changed140. This is distinct from T-REMD in which no bias is applied and
the positions and momenta are exchanged between replicas which are simu-
lated at diﬀerent temperatures. Do et al. 133 studied the twenty residue IDP,
neh2, using MetaD, BE-MetaD and Regular MD; in which the MetaD and
Regular MD simulations were run for 3 μs and the BE-MetaD for 460 ns.
These authors compared the sampling of these three methods, based on the
number of clusters, hydrogen bonding patterns, backbone contacts and sim-
ilarity to the known structure, in which they reported that both the MetaD
and BE-MetaD approaches far exceeded the degree of sampling obtained using
MD simulation. However, the disadvantage of any MetaD based approach is
that a suitable choice of collective variables is often not known, without prior
knowledge of the system. Whilst MetaD has been shown to be robust to the
choice of collective variable, a particularly poor choice will severely limit the
eﬃciency of the approach140,141.
The second challenge when using MD simulation to study disordered pep-
tide systems, is to ensure that the simulations are not overly biased by the
choice of forceﬁeld142 or simulation parameters143. The choice simulation pa-
rameters, such as the cut-oﬀ used when calculating the non-bonded interac-
tions has been reported to aﬀect not only the free-energy diﬀerence between
the folded and unfolded states but also the pathway a protein takes when
folding144. Whilst this is a general concern when conducting any MD sim-
ulation145, IDPs are particularly susceptible to these challenges due to the
multi-featured conformational landscapes130 inherent to these systems. Even
proteins which are known to fold into a well deﬁned secondary structure have
been observed to mis-fold with some force-ﬁelds146. However, the current gen-
eration of force-ﬁelds such as that reported by Piana et al. 147 have begun to
addresses the bias towards compact helical structures found in the common
biomolecule forceﬁelds142, making them suitable for the simulation of IDP sys-
tems. The choice of water model has also been reported to have a signiﬁcant
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eﬀect on disordered protein states, with some water models leading to overly
compact peptide structures148,149. In the work of Best et al. 149 it was reported
that IDPs were under-solvated, leading to the generation of observed compact
structures. Best et al. 149 further reported that a small increase in the strength
of the protein-solvent interactions improved the agreement with experiment.
The eﬀect the choice of water model has on the simulation of disordered pep-
tides is detailed in Chapter 3, with the theoretical background to each model
discussed in Chapter 2.
1.3.3 n16N in solution and aragonite stabilisation
The aragonite stabilising ability of n16N was ﬁrst demonstrated in the work
of Kim et al. 68 ; these authors investigated the inﬂuence of the two terminal
halves (30 amino acids each, denoted n16N and n16C) of the nacre peptide
n16 exerted on the crystallisation of calcium carbonate. Kim et al. 68 observed
that rhombohedrally-shaped calcite was formed in the presence of n16C, and
aragonite formed in the presence of n16N. The later work of Delak et al. 150
further probed the aragonite stabilising function of n16N by probing the be-
haviour of mutants, namely Asp→Asn and Glu→Gln, abolishing the aragonite
promoting ability. However when the n16N sequence was scrambled aragonite
was still produced, suggesting that amino-acid composition is key for promot-
ing aragonite, rather than the sequence of the amino-acids. Metzler et al. 104
demonstrated that, in solution, n16N could form peptide phases that were ca-
pable of producing lamellar-organised aragonite deposits. Additional work by
Keene et al. 93 studied the eﬀect of the diﬀerent chitin polymorph substrates
on the aragonite stabilising function of n16N. These authors performed an as-
say to evaluate the inﬂuence of both α- and β- chitin, on the crystallisation
of calcium carbonate at each surface. Using Cryogenic Transmission Electron
Microscopy (TEM) they observed that on α-chitin, little n16N was bound to
the chitin surface allowing for the formation of small islands of calcite. How-
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ever on β-chitin these authors observed signiﬁcantly greater coverage of n16N,
and the formation of aragonite on the peptide overlayer. This observation led
these authors to propose that n16N promotes the formation of aragonite after
having selectively bound to β-chitin. The presentation of the n16N chains to
the CaCO3 could therefore inﬂuence the stabilisation of aragonite over calcite.
From the existing experimental work, n16N is thought to participate at
three interfaces. The ﬁrst is the n16N/chitin interface as studied in the work
of Keene et al. 93 , in which n16N was shown to selectively bind to β-chitin.
Second is the n16N/n16N interface, as determined in the work of Metzler
et al. 104 who demonstrated that n16N formed aggregates, which were capable
of stabilising the formation of aragonite. Third is the n16N/CaCO3 interface,
in which n16N is able to stabilise the formation of aragonite as reported by
Kim et al. 68 .
As a ﬁrst step to understanding the mechanism through which n16N is
able to stabilise the formation of aragonite within nacre, Collino and Evans 14
studied the solution structure of n16N using Circular Dichroism spectroscopy
(CD) and Nuclear Magnetic Resonance (NMR) spectroscopy. The CD spectra
indicated that n16N was classiﬁed as largely random coil in solution and that
this remained essentially unchanged when an excess of Ca2+ ions was added.
This was further supported using NMR spectroscopy, from which Collino and
Evans 14 observed that a relatively few residues had 3J coupling constants con-
sistent with a β-sheet like structure, whilst the majority of coupling constants
were indicative of a random-coil structure, leading these authors to classify
n16N as an IDP. Therefore, to estimate the correct Boltzmann-weighted en-
semble of structures for n16N using MD simulation will require the use of
advanced sampling approach, as discussed in the previous section.
The experimental work already undertaken on n16N has implicated n16N
in the formation of aragonite within nacre, and demonstrated its ability to
selectively bind to β-chitin. However due to resolution limitations, experimen-
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tal techniques alone are unable to determine the interactions responsible for
stabilising aragonite. Therefore in this thesis molecular dynamics simulations
will be used to provide this otherwise unobtainable insight into both the struc-
tures supported by n16N under aqueous conditions, and the function regions
responsible for its participation at the n16N/chitin and n16N/n16N interfaces
outlined previously.
Whilst not directly forming part of the work within this thesis, the next sec-
tion presentas a discussion of calcium carbonate to provide additional context
for the work carried out in this thesis.
1.4 Calcium Carbonate
In the solid state, calcium carbonate supports a number of diﬀerent poly-
morphs the three most common being calcite151, aragonite47,152,153 and va-
terite154,155. The unit cells for both calcite and aragonite are illustrated in
Figure 1.6. At room temperature and pressure calcite is the most thermody-
namically favourable polymorph26, with aragonite being the next favourable.
The free-energy diﬀerence between calcite and aragonite at room temperature
and pressure is estimated to be ∼ −0.84 kJ mol−1 favouring calcite.
Calcium carbonate is found in a number of naturally occurring materials,
including shells and spicules26. Despite this, the detailed molecular-level pro-
cess by which calcium carbonate is crystallised and formed for each purpose
is currently unknown. Alongside the research into the biomineralisation of
calcium carbonate and its applications, there is also interest in preventing the
crystallisation of calcium carbonate, for example, to reduce scaling in pipes or
fouling of desalination membranes156.
The ﬁrst step in the crystallisation of calcium carbonate is nucleation.
Several hypotheses currently exist regarding how the process nucleation process
occurs. For example in one hypothesis the system transitions from a disordered
phase to an ordered one157. The exact mechanism of nucleation of CaCO3 is
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Figure 1.6: Unit cells of the two main polymorphs of crystalline calcium car-
bonate, a) calcite, and b) aragonite. Calcium atoms are shown in green, with
carbon in grey and oxygen in red.
currently still debated; pathways involving a dense liquid phase158 and or pre-
nucleation159 clusters have both been proposed and intensively studied8,160–164.
Figure 1.7, taken from Meldrum and Sear 8 , highlights the diﬀerence in two
of the proposed mechanisms. The ﬁrst is classical nucleation theory, in which
aggregates form, and are reformed until they reach a critical size causing them
to transition into stable well deﬁned structures. Both the alternative methods
involve the formation of meta-stable amorphous phases which can inter-convert
into the ﬁnal crystal structure. One example of the formation of an amorphous
phase was observed by Demichelis et al. 161 , who used molecular dynamics
simulations of calcium carbonate ions under aqueous conditions. These authors
reported the formation of dynamically ordered liquid-like oxyanion polymers
(DOLLOP) chains consisting of the primarily of water and carbonate ions, with
some calcium ions. These authors suggest that the DOLLOPs grow through
the addition of ions from solution with a ﬁxed free-energy cost, and can be
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transformed to amorphous calcium carbonate through partial dehydration.
The location of where nucleation ﬁrst occurs has also been studied using MD
simulation, with Duﬀy and Harding 165 reporting that simulations suggested
that nucleation preferentially takes place in the bulk solution rather than at a
surface, unless the surface carries a net charge.
Figure 1.7: Possible nucleation pathways for calcium carbonate, from Meldrum
and Sear 8
The growth of calcium carbonate has been extensively studied to determine
the preferred structure166 and how growth can be aﬀected through the addition
of biomolecules167–169. Experiment has been able to provide some insight into
the eﬀect of diﬀerent biomolecules on the growth of calcium carbonate. For
example the work of Elhadj et al. 169 atomic force microscopy (AFM) was
used to probe the eﬀect of molecular charge and hydrophilicity on the rate of
crystallisation of calcium carbonate. Elhadj et al. 169 observed that increasing
either the molecular charge or the hydrophilicity of the biomolecule increased
the growth rate.
Both amino-acids and proteins have been demonstrated to have an eﬀect on
the growth of calcium carbonate, in particular calcite6,170–172. At the amino-
acid level, the work of Seto and Jong 170 reported the eﬀect the addition single
amino-acids to crystallisation assays had on the calcium carbonate crystals
produced. Seto and Jong 170 reported that the addition of the amino acids,
Asp, Glu and Ile aided the formation of calcite, producing well deﬁned crystals;
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whereas the addition of Tyr, Trp and His, resulted in the formation of both
calcite and vaterite170. Aspartate, of which there are four instances in the
n16N sequence, has been further shown to aﬀect all stages of calcium carbonate
crystallisation173. In particular Aspartate has been observed to stabilise the
formation of prenucleation clusters, delaying the on set of nucleation173.
Whilst experimental studies can provide insight into factors that aﬀect the
growth, it is often diﬃcult to determine the interactions responsible for the
observed eﬀects due to the small length- or time-scales involved. However,
such insight can be gained through the use of molecular dynamics simulation.
To facilitate the simulation of calcium carbonate and the diﬀerence be-
tween the polymorphs, an accurate forceﬁeld is required. Calcium carbonate
is a challenging system due to the small free-energy diﬀerence, ΔG, between
calcite and aragonite163. Previously forceﬁelds such as those developed by
Pavese et al. 174 had focused on modelling bulk calcium carbonate. DeLeeuw
and Parker 175 expanded on the previous forceﬁeld of Pavese et al. 174 to include
a water model, allowing for simulations of the aqueous calcium carbonate in-
terface. Once the aqueous interface had been correctly reproduced in simu-
lation, the focus shifted to ensuring the free-energy diﬀerence between calcite
aragonite could also be correctly captured163. To correctly capture this small
free-energy diﬀerence, Raiteri et al. 163 focused on reproducing the thermody-
namic properties of calcite and aragonite, ﬁtting their forceﬁeld to hydration
energies and dissoultion enthalpies obtained from experiment.
Other groups such as Freeman et al. 176 have ﬁtted bespoke cross-terms
for certain combinations of mineral and biomolecular forceﬁelds to attempt
to reproduce the bio-molecule/mineral interface. However this is currently
still an ongoing challenge177,178. Whilst the forceﬁeld of Raiteri et al. 163 can
accurately reproduce the thermodynamics of calcium carbonate, the struc-
ture of biomolecules at the interface is incorrectly reproduced178. Other ap-
proaches are able to recover the structure of biomolecules interacting with
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calcium carbonate, but fail to capture the thermodynamics correctly178. Cap-
turing both of these aspects of calcium carbonate is an extremely diﬃcult and
ongoing challenge beyond the scope of this thesis and as such simulations of
the n16N/CaCO3 are not part of this thesis.
In summary, there have been extensive studies undertaken, both exper-
imental and computational, to try and elucidate the mechanism of calcium
carbonate nucleation and growth157,160,161,163, however the exact mechanism is
still a subject of debate. Due to the on going work to attempt to accurately
recreate the structuring at bio-molecule/CaCO3 interface, this thesis will fo-
cus on the interactions of the biomolecules within nacre and n16N using MD
simulation.
1.5 Scope of this Thesis
The aim of this thesis is to provide an insight into the mechanisms through
which n16N can self-assemble and selectively bind to β-chitin. The results
presented in Chapter 3 aim to determine a simulation approach that is suitable
for the simulation of n16N. Alternative REMD methods are also tested and
compared, providing an insight into the limitations of each.
Chapter 4 focuses on the ensemble of structures supported by n16N in
solution. The results presented in this chapter are compared directly back to
experimental work reported by Collino and Evans 14 . In this chapter, evidence
for the presence of possible functional sub-domains within n16N is presented.
These ﬁndings will become the focus of the subsequent chapters.
Chapter 5 expands on the solution structure of n16N by considering the
aggregation of n16N in solution, with a thorough investigation of the structure
of the n16N dimer being presented along with the results of some preliminary
simulations of a n16N tetramer to consolidate the insights gained from the
dimer.
Chapter 6 addresses the properties of both α- and β-chitin, and determining
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a suitable forceﬁeld and simulation protocol for these materials. Additionally
this Chapter reports on the structuring of water and ions at the interface of
two low-index chitin surfaces of both α- and β-chitin.
Chapter 7 focuses on determining if there is any amino-acid level basis
for the chitin selectivity exhibited by n16N and other chitin binding proteins.
This is achieved through the use of umbrella sampling simulations to estimate
the binding energies for nine representative amino-acid species. These binding
energies and the insight gained can also be used to understand other chitin
binding proteins such as CBP21.
Chapter 8 builds on the amino-acid level approach of Chapter 7 and the
results of REST simulations of the full n16N peptide adsorbed at both the α-
and β-chitin aqueous interfaces are presented. This chapter aims to elucidate
which residues interact with the surface and, when considered with the re-
sults from the previous chapter, it provides an explanation for the polymorph
selectivity of n16N.
Finally, the conclusions from this thesis are drawn together in the Chapter
9, and potential improvements and extensions to the work are proposed.
However, ﬁrst, Chapter 2 provides a brief overview of the theory support-




Methodology and Theory of
Molecular Dynamics
Simulations
In this chapter the concepts underpinning molecular dynamics (MD) simula-
tion and the various advanced sampling methods used in this thesis are pre-
sented in detail, providing a foundation for interpreting the simulation results
in the later chapters. Initially we start by discussing Potential Energy Land-
scapes (PEL) before building up to the theory of MD simulation and the
advanced sampling methods used in this thesis.
2.1 Potential Energy Landscapes
The potential energy landscape (PEL) of a system relates how the potential
energy of the system varies with a given set of particle co-ordinates179. These
co-ordinates can represent something physical such as an angle or distance, or
something more complex such as the angle between two planes. An example of
a one-dimensional potential energy landscape would be the distance between
the hydrogen atoms in a molecule of H2 (see Figure 2.1. This concept can
be extended to signiﬁcantly higher dimensions, for example including all of
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Figure 2.1: Schematic illustration of a one-dimensional potential energy land-
scape for the distance between two hydrogen atoms in a moleculeH2 in a clas-
sical simulation, with the potential energy minimum marked in green.
the φ and ψ dihedral pairs in a peptide, or even the Cartesian co-ordinates of
each atom in a given molecule or system. A system consisting of a non linear
molecule of N atoms has a total of 3N − 6 degrees of freedom these degrees of
freedom and the eﬀect they have on the potential energy of the system can be
explicitly described by constructing a PEL using the Cartesian co-ordinates
of each atom in the system. However, such complicated higher dimensional
spaces are diﬃcult to interpret, and often contain more detail than necessary
to understand a given problem. For this reason, PELs are often reduced to a
small number of dimensions thought to be most relevant to the given problem,
typically one or two dimensions. As such, for the rest of the discussion in this
section, we will consider one and two dimensional PELs for clarity, however
the concepts hold for arbitrarily higher dimensional spaces.
The PEL can contain several features, these include minima, maxima and
saddle points (see Figure 2.2). Minima correspond to the basins on the PEL,
and are deﬁned as having the ﬁrst derivative of the PEL as zero, and with a
positive second derivative along all principle axes. Maxima, on the other hand
are the opposite, and correspond to the peaks of the PEL, as such they are
deﬁned as points with a zero ﬁrst order derivative PEL, and with a negative
second order derivative along all principle axes. Finally, saddle points corre-
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Figure 2.2: Schematic of the features of a two-dimensional PEL, f(x, y), as
indicating maxima (denoted A), minima (denoted B1 and B2) and a saddle
point between B1 and B2 (denoted C).
spond to the barriers on the PEL. Saddle points, like minima and maxima
occur when the ﬁrst derivative of the PEL is zero, and the Hessian matrix
at this point is indeﬁnite. These correspond to the barriers that the system
must cross to transition between states. First order saddle points, commonly
correspond to transition states of a peptide, and are deﬁned as being a local
minimum in all directions except one. These points are deﬁned mathemati-
cally as having a Hessian matrix with one negative eigenvalue. The features
of the PEL correspond to diﬀerent physical states of the system, with min-
ima corresponding to energetically favourable (observable) states, and saddle
points to possible barriers the system would need to cross in-order to transi-
tion from one minimum to another. The height of these barriers determines
the likelihood of the system being able to overcome these at a given state
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point (i.e. temperature and pressure), with barriers of less than 2kBT (where
kB is Boltzmann’s constant and T is temperature) considered to be crossable
through thermal ﬂuctuations alone in a feasible time scale. The relative depth
of each minimum is indicative of how stable the system is in the corresponding
conﬁguration. Typically, proteins were thought to have a single (or a few)
well deﬁned secondary structure(s), corresponding to a single (or a few) large
deep- funnel-like minima on the landscape, which the system would naturally
and rapidly evolve towards if in a non-equilibrium conﬁguration (see Figure
2.3)9. The evolution of the system towards a deep- funnel-like minimum on
the landscape is one solution to Levinthal’s paradox180. Levinthal’s paradox
is a thought experiment in which a 100 residue polypeptide folds through sim-
ply sampling all possible conformations at random; following this process, it
would take longer than the age of the universe to reach the correct conforma-
tion. However proteins have been observed to fold in the order of milli- or
micro-seconds, hence the paradox. Therefore it was deduced that there must
exist a mechanism through which this process is not random, but guided,
such as having a large, deep minimum in the PEL, which the protein would
evolve towards. However, as discussed in the previous chapter, IDPs contradict
this concept and may feature multiple minima, representing several long-term
meta-stable states113. Or alternatively the PEL of an IDP could possess many
shallow minima with low barriers (∼ kBT ) between them, allowing the system
to rapidly inter-convert between a multitude of states113.
It is the task of simulation to explore the PEL and sample the thermally
accessible and important states of the system, according to the Boltzmann
weighted ensemble. In the simulation of proteins and peptides, the PEL is
often examined indirectly through other quantities of interest such as number
of hydrogen bonds or the protein secondary structure179. In the next sec-
tion we review the approaches used in this thesis to describe the inter-atomic
interactions which determine the underlying PEL.
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Figure 2.3: Free-energy landscape demonstrating a) Folding funnel and b) a
hypothetical IDP-like landscape adapted from Burger et al. 9
2.1.1 Inter-atomic interactions
In order to model a system of interest using MD simulations the inter-particle
(or more speciﬁcally for this thesis, the inter-atomic) interactions must be
described. There are several approaches for describing these interactions de-
pending on the level of detail or time/length scales of interest. High levels of
detail, such as in ﬁrst-principles MD181, and DFTB182, may provide a more
theoretically rigorous and transferable description of the system; however these
approaches are limited to small length-scales and short time-scales due to the
substantial computational cost of these methods. One approach that is appli-
cable to the larger length and time-scales involved in this work is the use of
molecular mechanics (herein we refer to forceﬁelds) . In this approach an em-
pirical forceﬁeld is used to describe the inter-atomic interactions. The transfer-
ability of a force-ﬁeld, or any other description of the interatomic interactions,
refers to how far from the statepoint at which the parameters were derived the
resulting trajectory can still be considered a faithful representation of the sys-
tem. For example, it would be unreasonable to think the parameters used in a
biological forceﬁeld derived to describe the carbons in the backbone of a pep-
tide at room temperature and pressure to accurately reproduce the behaviour
of a graphene at 600 K. The problem of transferability arises from assump-
tions made when choosing which interactions are important when developing
the description of the inter-atomic interactions. Hence, methods which are
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more-detailed, such as quantum mechanical descriptions are typically, but not
always, more transferable than classical forceﬁelds.
Forceﬁelds are a vital part of any large-scale MD simulation, regardless of
system or properties of interest, since without a physically reasonable and valid
forceﬁeld the resultant trajectory and calculated properties may not corre-
spond to a faithful description of the system. As such there are many diﬀerent
forceﬁelds tailored for the simulation of diﬀerent systems, and even capturing
diﬀerent aspects of the same system. This is particularly true in the case of
water, in which many models and forceﬁelds exist, as in detailed in Section
2.1.2. The reason for the existence of a large number of forceﬁelds is due to the
inherent limitation of an empirical forceﬁeld-based approach; is chieﬂy that it
corresponds to a faithful description of the system at or near the state point
the forceﬁeld was parametrised for. Once taken far beyond the state point for
which it was parametrised, the trajectory resulting from this forceﬁeld may
result in the system adopting unphysical states.
Some of the widely-used forceﬁelds applied to the simulation of bio-molecular
systems, such as n16N, are CHARMM147,183–186, AMBER187 and GROMOS188,189.
The advantage of forceﬁelds such as CHARMM and AMBER, is that both of
these are relatively mature and have been successfully applied to a wide range
of bio-molecular systems. Any bias or weaknesses in each are therefore well
known, and results gained from simulations undertaken with these forceﬁelds
can be interpreted with more conﬁdence than those generated with an imma-
ture forceﬁeld. There have also been several142,143,147,190,191 studies which have
compared and evaluated the popular bio-molecular forceﬁelds. One such study
by Best et al. 142 reported the helical content of diﬀerent lengths of polyala-
nine predicted from MD simulations using the popular bio-molecular forceﬁelds
and compared these to experiment through the calculation of NMR J-coupling
constants. These authors reported that some forceﬁelds, notably CHARMM27
and AmberGS both over stabilised helicies. The later work of Piana et al. 147
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built upon this and addressed the helical bias in CHARMM27, through the
modiﬁcation of the backbone dihedral terms, resulting in the CHARMM22*
forceﬁeld. These authors used long-time scale (100 μs) simulations to estimate
the folding free energies of the villin head piece, in which these authors report
signiﬁcantly improved agreement with experimentally observed folding times
and free energies when using CHARMM22* compared to CHARMM27.
In this thesis the CHARMM family of forceﬁelds have been used to ensure
compatibility between all parts of the project. In particular, the CHARMM
force-ﬁeld contains terms to describe the bond stretching, angle bending, dihe-
dral twisting and non-bonded interactions in the system. The potential energy
of the system, V (x), where x is a vector containing all of the positions of the
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where b is the distance between bonded atoms, θ is the angle formed between
three linearly bonded atoms, S is the distance between atoms 1 and 3 that
form an angle, ψ is the dihedral angle formed by four bonded atoms, and rij
is the distance between two non-bonded pairs of atoms. The constants, kb, kθ,
kUB, kχ, kimp, and equilibrium values, b0, θ0, S0, ψ0, ij, are found through
ﬁtting to a set of small biomolecules that have been extensively studied and
contain examples of those interactions in each relevant chemical environment.
Examples of atoms in diﬀerent relevant chemical environments must be used
in developing a forceﬁeld, as the parameters derived in one environment are
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not typically directly transferable to another, particularly at a diﬀerent state
point. An example of this is there are multiple atom types for carbon in
the CHARMM forceﬁeld, depending on local environment and neighbouring
atoms.
It is convenient and logical for the development of the CHARMM (and
many other) forceﬁelds to split the interactions into two classes: bonded and
non-bonded. First we will discuss the bonded interactions before considering
the non-bonded interactions. As outlined in Equation 2.1, several terms are
used to describe the interactions between atoms which are covalently bonded
together within a molecule. The simplest of these is the distance between
bonded atoms (Figure 2.4a) which determines the equilibrium bond distance
between two atoms. Where, bond vibrations are accounted for by applying
a harmonic potential to the bonded pair of atoms. These two parameters
kb (force constant) and b0 (ideal bond length), are often derived from crystal
structures of atom pairs in a similar chemical environment185. Bond vibrations
are not typically directly of interest in the simulation of proteins, however their
inclusion does allow for a more physically reasonable description of the system.
Bonds with high vibrational frequencies (typically hydrogen) can be ﬁxed at
their ideal bond distance to allow for the use of longer time-steps, and hence
longer simulations.
The angle term in Equation 2.1 corresponds to the angle formed by a triplet
of atoms which are bonded together. i.e. atom A is bonded to B and atom B is
bonded to C (see Figure 2.4b). Similarly to bonds, the angle terms of a force-
ﬁeld diﬀer for atoms in diﬀerent chemical environments and are ﬁtted either
from crystal structure data where possible, or high-level quantum mechanical
calculations185. The CHARMM family of forceﬁeld makes use of an additional
angle cross-term, known as the Urey-Bradley term, which corresponds to the
distance between atom A and C of an angle. This term also determines the
vibration of the molecule about the angle and is typically ﬁtted to vibrational
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Figure 2.4: Bonded interaction deﬁnitions for a) the distance between bonded
atoms, b) the angle between atom triplets , c) the dihedral angles between four
atoms and d) the out of plane improper dihedrals.
spectra185.
The dihedral, and improper dihedral terms, deﬁne the relative angles be-
tween two planes deﬁned by A-B-C and B-C-D(See Figure 2.4 c & d). These
terms are of particular importance in the simulation of proteins and peptides,
as the dihedral terms for the backbone atoms of each residue directly govern the
secondary structures observed in the simulation. It is these parameters which
are often reﬁned, such as in the work of Piana et al. 147 , in order to improve
the agreement with experimentally determined structures. The reﬁnement of
these parameters is an ongoing prospect with several groups world-wide work-
ing to ensure that the current generation of bio-molecular forceﬁelds correctly
reproduce the peptide structures142,147,149,192,193.
Since version 27 of the CHARMM forceﬁeld a CMAP correction was in-
cluded to improve the forceﬁelds ability to capture the structure of proteins.
This is a purely empirically correction, based on the phi and psi dihedral an-
gles of a residue. In the CHARMM22* forceﬁeld147 used within this work,
this correction is only applied to the Glyceine and Proline residues within the
peptide.
The non-bonded interactions between molecules in the standard CHARMM
forceﬁeld fall into two distinct categories: Coulombic interactions, and van der
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Waals interactions. The Coulombic interactions correspond to the interactions
between atoms due to the partial charges associated with each atom. This
interaction is long-range and acts pairwise over all possible atom pairs within
the system. However, calculating the charge-charge electrostatic interactions
directly and explicitly for every atom pair is one of the more expensive parts
of the forceﬁeld to evaluate, therefore approximations and algorithmic savings
are required for large simulations. The ﬁrst of approximation that is made is
that a cut-oﬀ is imposed, after which two atoms are considered to no longer
be strongly interacting.
The calculation of the coulombic interaction requires careful consideration.
The interaction is deﬁned strictly pairwise, as outlined in Equation 2.1. How-
ever, if the sum is naively carried over all atom-pairs and calculated directly,
the sum is only conditionally convergent194. Therefore, depending upon the
order in which the atom-pairs are considered, the energy may or may not con-
verge to the correct value. Consequently, in order to account for the coulombic
interactions in an MD simulation a more thought out approach must be used
to ensure the calculation is convergent in all cases. The approach that is used
to ensure the convergence of electrostatic interactions either the Ewald sum-
mation approach, or the computationally more eﬃcient Particle Mesh Ewald
(PME) summation195 approach. Both the Ewald summation, and the PME
methods break the summation of the Coulombic interactions into two separate
sums, the ﬁrst over the short-range interactions, and the second over the long-
ranged interactions. The short-ranged interactions are handled in a pair-wise
manner, as would be expected from Equation 2.1. For the long-range interac-
tions, instead of calculating these directly, it is assumed that the unit cell can
obeys the periodic boundary conditions, and as such the charge distribution
of the unit cell is periodic and can be Fourier transformed. The total energy
from the long range interactions can then be considered as the convolution of
the charge density and a delta function representing the periodic image, which
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can readily be calculated in reciprocal space. The advantage of summing the
contributions in reciprocal space is that the calculation converges uncondition-
ally, guaranteeing the correct result. Additionally, the sum converges quickly
allowing for the summation to be truncated without a signiﬁcant loss in accu-
racy, greatly speeding up the calculation of the long-range interactions. The
disadvantage of this method is that it requires the system to be periodic, and
with no overall net charge. Whilst the periodicity of the system is not a major
disadvantage, the zero net charge, often requires the use of counter ions to
‘balance’ the charge of the system195.
The second type of non-bonded interaction is due to the van der Waals
interactions. Similar to the Coulombic interactions outlined above, van der
Waals interactions are also calculated pairwise. This interaction class rep-
resents the attractive and repulsive forces between atoms, not captured by
bonds, or Coulombic interactions. The attractive (dispersion) interactions are
stricly pairwise, hence the pairwise calculation of the interaction. In molecular
dynamics simulations van der Waals interactions serve largely as a method for
determining the physical ‘size’ or spatial extent of an atom, and the preferred
distance from its immediate neighbours. This makes the interaction compar-
atively short ranged, compared to the Coulombic interactions, allowing for
the use of a cut-oﬀ distance after which a pair of atoms are considered to
have an eﬀective interaction strength of zero. The typical form of this poten-
tial in bio-molecular forceﬁelds is the Lennard-Jones potential (see Equation
2.1). However, other potentials such as the Morse, or Buckingham potentials
are used, although less commonly. The Lennard-Jones potential contains two
terms, the − 1
r6
term to describe the attractive dispersion interactions between
the pair of atoms, and an 1
r12
which describes the repulsive interaction between
the atoms. The advantage of the Lennard-Jones potential is that it can be cal-
culated eﬃciently due to the two powers of r being related. Moreover, the
parameters,  and σ, once determined for an atom in a given chemical environ-
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ment, can be readily mixed with the parameters for other atoms, to generate
all the pair-wise interactions via the Lorentz-Berthelot mixing rules. These
mixing rules are typically applied to determine heteroatomic interactions from
homoatomic interactions. The use of these mixing rules can give unrealistic
heteroatomic van der Waals interactions in some instances, however this can be
overcome by speciﬁcally parametrising these heteroatomic interactions196,197.
As previously mentioned in Chapter 1 when discussing IDPs, the choice
of distance cut-oﬀ used when calculating the non-bonded interactions in a
system can signiﬁcantly aﬀect the accuracy of the simulation144. Piana et al. 144
reported the results of multiple ultra-long time scale simulations (21 - 125
μ s) of a fast folding protein (the villin headpiece), using diﬀerent cut-oﬀ
distances. For Lennard Jones cut-oﬀs less than 9 A˚, these authors reported
signiﬁcant variation in the calculated free-energy diﬀerence between the folded
and unfolded states compared to those observed for the cut-oﬀs greater than
9A˚for which the free energy diﬀerence was consistent. Moreover, these authors
observed structural diﬀerences in the observed folding pathways for cut-oﬀs
shorter than 9 A˚. Whilst it is diﬃcult to determine which set of pathways is
correct, it is worth considering the eﬀect that the choice of cut-oﬀs can impart
on the ensemble of structures observed when undertaking any MD simulations
As well as the traditional bio-molecular forceﬁelds such as CHARMM, there
are numerous other force-ﬁelds developed for the simulation of other systems,
such as those for inorganic systems163? , reactive forceﬁelds198–201, polarisable
forceﬁelds202–204. An example of forceﬁelds which have been developed for inor-
ganic interfaces are GolP-CHARMM204, AgP-CHARMM202 and GRAPPA203
which were developed for the simulation of gold, silver and graphene aqueous
interfaces respectively. Each of these forceﬁelds was parametrised to be com-
patible with the CHARMM family of forceﬁelds, to enable the simulation of
the interface between these surfaces and bio-molecules.
In order to ensure compatibility between the diﬀerent parts of the project,
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we have chosen to use the CHARMM family of forceﬁelds to represent both the
chitin and n16N, as these have been parametrised and tested by their respec-
tive authors to be compatible. Speciﬁcally, the CHARMM22* forceﬁeld147
is used to describe n16N, in conjunction with the CHARMM Carbohydrate
forceﬁeld184 to describe the chitin interactions.
2.1.2 Solvent Models
In the simulation of many systems, especially biological systems, water plays
a crucial role205–207. The complex properties of water, combined with the fact
that in many instances water may account for the majority of the atoms in a
simulated system means that there has been considerable eﬀort in developing
water models208–210 that provide a good description of water while at the same
time being computationally inexpensive.
As mentioned previously, in bio-molecule systems the role of the solvent can
be important in mediating interactions and stabilising structures148,149,211–213.
This need for an accurate model has led to the development of a number of
diﬀerent water models varying in detail and computational cost. One of the
common water models is the TIPS3P water model208,214 which is compatible
with the CHARMM family of force-ﬁelds. Another example is the SPC fam-
ily209,210 of water models which are typically used with the AMBER family
of forceﬁelds. In their standard form these are both rigid 3-site models, and
therefore have an atom for the oxygen and each of the two hydrogens; ad-
ditionally the geometry of the water molecule is kept ﬁxed throughout the
simulation. Whilst it is considered good practice to use the water model that
a given force-ﬁeld was parametrised for, there are occasions when it might be
advantageous to use a diﬀerent water model than the suggested. This is due to
each water model being parametrised to reproduce the properties of water at a
range of state points, and therefore if the intended simulation is far from this
range of state points it might be advantageous to use a diﬀerent water model.
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One such study into the properties of both the SPC209,210 and the TIP3P208
water models was reported by Mark and Nilsson 215 . As part of their compar-
ative study, these authors reported the Radial distribtuion functions (RDF)
of each possible atom pairs in liquid water and compared this to those from
neutron diﬀraction data. These authors observed that whilst both models had
the correct location of the peaks in the RDF, their reﬁned SPC model had the
closest overall ﬁt. A recent study by Desmond et al. 216 probed the compatibil-
ity of an alternative water model with the CHARMM27 biomolecule forceﬁeld.
These authors reported the eﬀect the ﬂexible SPC-FW209 water model had on
the conformational ensemble sampled, compared to the TIP3P208 water model
which is typically used with the CHARMM family of forceﬁelds. These authors
observed that whilst there were minor conformational diﬀerences in some of
the structures, the overall ensembles were broadly similar for each of the water
models.
There are also cases in which a more accurate description of a particular
property of water is important for the system. For example modelling ice; in
this instance it might be advantageous to use a model which is parametrised
to correctly support the diﬀerent phases of ice217. Or alternatively when sim-
ulating a system in which the polarisation or electrostatics of the solvent are
thought to be an important eﬀect, one of the 4-site water models which more
accurately models the dipole contribution would be advantageous (such as
TIP4P210). These models diﬀer from the traditional 3-site water models, in
that they have an additional virtual particle added which is used to improve
the accuracy with which the overall dipole on the molecule is represented. An
example of one such model is the TIP4P water210 model which, like TIP3P,
is used with the CHARMM family of forceﬁelds. The disadvantage of 4-site
models, and polarisable water models are the increased computational cost
associated with calculating the dipole, can often make them less practical for
larger systems. In addition to this, and more important in the context of this
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thesis, most biomolecular forceﬁelds are not parametrised to be compatible
with four site models.
There are also cases in which only the interactions of the water in the
vicinity of a peptide or protein is of interest, and large quantities of bulk
liquid water are required to prevent the protein/peptide interacting with its
periodic image. In this case there have been proposals of 1-site coarse grained
water models218, although more commonly an implicit solvent model is used.
Implicit solvent models aim to recreate the electrostatic screening eﬀect of
the solvent molecules at long range without the need to explicitly represent the
solvent molecules. The potential energy required to solvate a given molecule
can be decomposed into a polar and a non-polar component. The non-polar
component reﬂects the energetic penalty of rearranging the solvent to accom-
modate the solute, and the polar component is related to the energetic cost
of solvent polarisation due to the charges on the solute. It is this polar com-
ponent that must be accurately reproduced for an implicit solvent model to
accurately recreate the solvent environment219,220. The most accurate method
for calculating ΔGpol is through directly solving the Poisson-Boltzmann (PB)
equation221. However this is computationally expensive, and is currently only
implemented in speciﬁc simulation packages, such as the PBSA program con-
tained within the AMBER MD package. A simpler and computationally less
expensive method that is more widely realised in the simulation community
is the Generalised-Born (GB) model219,222–226, which approximates the solute
as a collection of spheres in which the dielectric constant inside this region
diﬀers from that used for the bulk solvent. The surface area of these spheres
can then be summed to approximate ΔGpol. This method is computationally
more eﬃcient, although less accurate than using a PB approach225. Typi-
cally, interactions contained within the surface formed from the summation of
these spheres use a dielectric constant of 1− 4 and those outside, or crossing
the boundary around a dielectric constant of 74 which approximates that of
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Figure 2.5: Schematic illustrating the surface which deﬁning the inside and
outside, calculated via ‘rolling’ the blue sphere over the surface of the atoms
shown in red.
bulk water (See Figure 2.5). For the GB method, several parametrisations
have been published219,227,228. The one used throughout this work is that of
Onufriev et al. 219 , because it is well established, widely used, and available
within the GROMACS188 MD simulation package.
An alternative to either the PB or GB approach are approaches that cal-
culate the solvent excluded volume, based on the number of contacts between
solute atoms229. In the work of Bottaro et al. 229 this approach has been shown
to give better agreement with simulations using explicit solvent models, com-
pared with other implicit solvent models. This comparison also held when
used to model disordered peptides. However as this method is a very recent
development, it was not included within this work, because the method is still
in its infancy and requires a signiﬁcant amount of testing and validation before
it can be used for large systems, a task which is beyond the scope of this thesis.
Simulations of other protein systems in implicit solvent230–234 have demon-
strated that implicit solvent models can over stabilise compact peptide con-
formations such as helices, which are energetically less favourable when using
explicit solvent models. This is exempliﬁed in Shell et al. 232 , where the stabil-
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ity of peptide structures was investigated using diﬀerent AMBER forceﬁelds
in implicit solvent. A number of the most populated structures determined
using cluster analysis, supported more helical content than the experimental
structure. This is mirrored in Zhou and Berne 230 who showed that the pep-
tides adopt a less packed structure using implicit solvent, with hydrophobic
residues often being more exposed to the ‘solvent’ than observed in equivalent
explicit solvent simulations.
In this work we have made use of the TIPS3P208 water model due to its
compatibility with the CHARMM forceﬁelds used for both the simulation of
the chitin surfaces and n16N. The possibility of using implicit solvent was
explored and the results are explained in detail in Chapter 3.
2.2 Theory of Molecular Dynamics
The aim of all computer simulation is to construct and sample the underly-
ing potential energy landscape of a system and connect the insight gained to
observables and experiment194. There are several methods which can be used
for sampling the PEL of a system. For example, relatively well-ordered gas-
phase systems could beneﬁt from energy-minimisation based approaches such
as basin-hopping235,236. However, for more complex systems, such as those
studied in this thesis, more comprehensive sampling is required. There are
two main types of approaches used to achieve this in the condensed phase,
Monte Carlo (MC)194,237,238 simulations and Molecular Dynamics (MD)239,240
simulations. It is the MD approach that is used in this thesis.
In an MD simulation the underlying PEL is sampled by advancing the
position and momenta of all the atoms in a system through time by integrat-
ing Newton’s equations of motion194,239. There are several methods through
which Newton’s equations of motion can be time-integrated, the most common
methods are the leap-frog241 algorithm and the Velocity Verlet242 algorithm.
In the leap-frog algorithm the forces are calculated ﬁrst, and the positions ad-
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vanced half a time-step before the resultant velocities are updated. As such,
the positions and velocities ‘leap-frog’ over each other and are half a time-
step out of phase241. The advantages of the leap-frog algorithm is that it is
time-reversible, i.e. integrating n steps forward in time, and n steps back-
wards, will return the starting co-ordinates. Secondly, and potentially more
importantly it is a symplectic integrator, this means that it conserves the en-
ergy of dynamical systems. This is important for conducting simulations in
the micro-canonical (NVE) ensemble. The Velocity Verlet algorithm however,
calculates both the positions and velocities at the same time-step. It accom-
plishes this by assuming that the acceleration of each particle is independent
of its velocity242.
From an MD simulation the positions of each atom in the system, referred
to herein as a frame, are saved at regular time intervals. These time sequential
frames comprise the MD trajectory which is then analysed to determine dif-
ferent properties of the system. In MD simulations the underlying PEL of the
system can be described by a forceﬁeld (see Section 2.1.1) which is an empir-
ical description of the underlying interactions between the constituent atoms
of the system. The use of a forceﬁeld is only one such way in which can be
used to describe the PEL of a system. Other more detailed descriptions exist;
these include Born-Oppenheimer MD243, Car-Parrinello MD244, and Density
Functional Tight Binding245, amongst others. These alternative descriptions
of the PEL include a more detailed quantum mechanical description of the
inter particle interactions, including the electrons, making them computation-
ally more expensive than the forceﬁeld approach, limiting their use to shorter
length and time-scale MD simulations where a detailed quantum mechanical
description is required, or electronic properties must be explicitly described.
The simulation cell used in MD simulations is typically periodic, although
this is not an essential requirement. This allows for atoms within the simulation
cell to move and interact through one boundary plane of the simulation cell
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and reappear through the opposite boundary plane, and is known as periodic
boundary conditions194 using the minimum image convention. The advantage
of this is that it allows for the simulations of inﬁnitely large systems using
a smaller periodic cell, saving on computational time. However, choosing a
simulation cell which is too small can lead to artefacts in the simulation due
to self interaction of the atoms within the system or conﬁnement arising from
artiﬁcial periodicity. Additionally, for the study of amorphous solids, a large
simulation cell is required, depending on the properties being calculated. This
is to ensure that on the length-scale of the property of interest, the solid
‘appears’ amorphous, despite the periodic boundary conditions.
MD simulation is a well-established technique for simulating chemical and
biological systems to gain molecular scale insights that may be challenging to
obtain or interpret via observation and experiment alone.
2.2.1 Simulation Ensembles
When using MD simulations, the system of interest can be simulated in a
number of diﬀerent thermodynamic ensembles, for example, through the ap-
plication of appropriate barostats and/or thermostats, or through the inclusion
of Monte-Carlo moves for the addition and subtraction of particles.
Conducting a simulation at a constant temperature (NV T ensemble) re-
quires some careful consideration. The instantaneous temperature of the sys-





where Ek is the total kinetic energy, n is the number of degrees of freedom
the system, kB is Boltzmann’s constant, and T is the temperature. This
approach is often used to infer temperature in the micro-canonical (NV E)
ensemble239. However as temperature is a statistical quantity, simply restrict-
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ing the kinetic energy to a particular value leads to the incorrect ensemble.
Rather, the kinetic energy, and by extension the temperature, must be allowed
to ﬂuctuate and sample the correct distribution. In practical terms, in MD
simulations the temperature of the system is regulated by coupling the sys-
tem to a heat bath, with which the system can exchange energy. There are a
number of diﬀerent coupling procedures, or thermostats, that have been de-
veloped, eg. Nose´-Hoover246, Andersen247 and Langevin thermostats248. The
Andersen thermostat247 reassigns the velocities of randomly selected particles
in the system from a Boltzmann distribution at the temperature of interest.
This is conceptually equivalent to the selected particle colliding with particle
from a heat-bath. This method has the advantage that it is comparatively
straight-forward to implement; however, if the frequency of the temperature
reassignment is undertaken too frequently it can reduce the sampling of con-
ﬁguration space; alternatively if the rate is too infrequent then the system
converges too slowly to the canonical distribution194. The Langevin thermo-
stat248, involves the modiﬁcation of Newton’s equations of motion to include a
friction coeﬃcient and the application of a random force to each particle. The
average magnitude of the random force, and the friction coeﬃcient are cho-
sen such that the kinetic energy maintains a distribution equal to that of the
Canonical ensemble at the temperature of interest. The advantage of both the
Langevin and Andersen thermostats over simulations in the NV E ensemble
is that the application of either thermostat facilitates the use of longer time-
steps than would be possible otherwise. However, due to the stochastic nature
of both the Langevin and Andersen thermostats, neither preserve the transfer
of momenta through collisions between molecules within the system, making
them unsuitable for calculating properties such as diﬀusion coeﬃcients.
The Nose´-Hoover thermostat246, unlike the previous two thermostats, is de-
terministic and is implemented by adding an additional 2nd-order diﬀerential
term to the equations of motion. The additional term describes the tempera-
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ture of system and couples the system to a large external heat bath. The total
energy of the system plus the external heat bath is then conserved, allow-
ing the temperature of the system to ﬂuctuate and give the correct canonical
distribution.
In constant pressure (isothermal-isobaric), or NPT simulations, the MD
system is coupled to an external pressure bath, or piston which can distort or
exert pressure on the simulation cell. There are several coupling mechanisms,
or barostats, eg. Langevin Piston249, Berendsen250 and Parinello-Rahman251.
Both the Berendsen and Langevin piston alogrithms are straightforward
to implement, however neither give a true isobaric-isothermal ensemble. The
Berendsen barostat leads to the simulation sampling from the isobaric-isoenthalpic
ensemble, whereas the langevin piston method, due to its stochastic nature,
leads to non continuous trajectories.
The Parinello-Rahman barostat251 can be thought of as acting in a similar
way to the Nose´-Hoover thermostat in which a 2nd-order diﬀerential term is
added to the equations of motion and evolved with time conserving the volume
change of the simulation cell. From this, the shape change of the system can
then be calculated to ensure a constant pressure is maintained.
Both the Nose´-Hoovver themrostat and Parinello-Rahman barotsta intro-
duce an additional complexity to the simulation compared to other barostat
and thermostat algorithms, however they do yield the correct canonical en-
semble at equilibrium which is important for predicting the thermodynamic
properties of the system. As such, the majority of the simulations undertaken
as part of this thesis were carried out in the NPT ensemble and made use of
the Parrinello-Rahman barostat251 and the Nose´-Hoover246 thermostat unless
otherwise stated.
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Figure 2.6: Schematic illustrating how the replicas in a REMD simulation
exchange positions and traverse the entire temperature/potential range as a
function of simulation time. Crosses indicate the successful exchanges between
two adjacent replicas.
2.3 Replica Exchange Methods
Ensuring suﬃcient sampling of the PEL is often challenging if the system is
non-trivial, either due to the size of the molecule (i.e. the number of degrees of
freedom) of interest or due to the system having some level of intrinsic disor-
der and hence a complex and multi-featured PEL. Replica Exchange Molecular
Dynamics (REMD) is one approach by which the conformational sampling of
a chemical or biological system can be improved. In REMD multiple copies of
the system are simulated synchronously and in parallel at either diﬀerent tem-
peratures and/or potentials132,252. REMD methods fall into two main classes
of methods Temperature-Replica Exchange Methods (T-REMD) if the repli-
cas are run at diﬀerent temperatures and Hamiltonian Replica Exchange MD
(H-REMD) if the replicas use diﬀerent potentials (in this case, forceﬁelds).
At regular intervals through out the REMD simulation, attempts are made
to exchange the position and momenta between replicas which are adjacent
in either temperature or potential. The exchanges are accepted based on the
Metropolis criterion253. A schematic illustrating this is shown in Figure 2.6.
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In REMD, it is often only one temperature or potential that is of interest,
referred to herein as the baseline, and the other replicas (that have either higher
temperature, or with scaled potentials) are used to improve the sampling of
the baseline replica. Given suﬃcient mobility of the replicas and a suﬃcient
number of exchanges, the barriers in the PEL of the system can be overcome
via the higher temperature replicas and, via the exchange of the replicas, these
new states can be made accessible to the lower replicas, allowing for the PEL
to be sampled more comprehensively. These approaches and their diﬀerent
variations are expanded upon in the following sections.
2.3.1 Temperature Replica Exchange Methods
Temperature-based Replica Exchange Molecular Dynamics (T-REMD) was
ﬁrst proposed by Sugita and Okamoto 252 , and is a direct translation of Replica
Monte Carlo254 and Multiple Markov chain255 methods used in the Monte-
Carlo type simulations. In T-REMD simulations, the probability of two repli-
cas, i and j, adjacent in temperature exchanging conﬁgurations is given by the
following simpliﬁcation of the Metropolis criteria mentioned above:
Pacci→j = min (1, exp (Δ(E)Δβ)) (2.3)
In which ΔE = Ei − Ej, and Δβ = 1kBTi − 1kBTj , where Ei and Ej and Ti
and Tj correspond to the energies and temperatures of the ith and jth replica
respectively.
Historically in these simulations acceptance ratios of around 10-20%252
have been the norm although an optimal exchange rate is likely to be system
dependent rather than universal.256 These exchange rates are dependent on
the number of degrees of freedom within the system and the diﬀerence in
temperature between the two replicas12. This is due to the exchange rate being
directly related to the overlap in the potential energy distributions for the two
adjacent replicas.257, see Figure 2.7. The distribution of replica temperatures
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Figure 2.7: Idealised Potential energy distributions for a 6 replica T-REMD
simulation. Distributions A – C are indicative the level of overlap required
between each distribution to achieve suﬃcient acceptance ratios, where as D
and E are indicative of a poor overlap.
and number of replica required to achieve a desired acceptance ratio can be
predicted from the number of atoms in the given system and the temperature
window of interest257. A calculator published in the work of Patriksson and
van der Spoel 257 is one such example. This calculator determines the number
of degrees of freedom of the system from the total number of solute, and
solvent atoms in the system. This is then used to estimate the width of the
PE distribution at a given temperature. The width of the PE distribution is
then used with the desired acceptance to rate to calculate the level of overlap
and hence the number of replicas required to span the temperature window of
interest. The temperature window used in T-REMD needs to be chosen large
enough such that at the higher temperature replicas the system can cross
any relevant barriers. However choosing an overly large temperature window
requires a larger number of replicas, signiﬁcantly increasing the computational
cost.
The T-REMD approach has been shown to signiﬁcantly improve sampling
in MD simulations, compared to equivalent regular MD simulations of equiv-
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alent duration12,13,256,258. In the work of Periole and Mark 12 the eﬃciency of
T-REMD and regular MD are compared for a heptapeptide, in which they
found that T-REMD was an order of magnitude faster than regular MD at
converging to the correct ratio of folded and unfolded structures12.
T-REMD has been applied to the study of other intrinsically disordered
peptides, for example in the work of Mittal et al. 139 T-REMD was used along
with an implicit solvent model to investigate the ensemble of structures sup-
ported by the IDP-like Transactivation Domain of the p53 receptor. These
authors noted that they were able to achieve suﬃcient sampling of conforma-
tional space using 36 replicas and a 200K temperature window for this ﬁfteen
residue IDP.
The number of replicas required by Mittal et al. 139 to sample the model
ﬁfteen residue peptide highlights one of the key limitations of T-REMD, in that
the number of replicas scales like f
1
2 where f is the number of accessible degrees
of freedom12. This can lead to the requirement of vast numbers of replicas to
maintain reasonable acceptance ratios, for which most protein systems this is
often not practicable. Therefore, many past studies that have used T-REMD
have also used implicit solvent models, to reduce the number of accessible
degrees of freedom. However, the use of implicit solvent with an IDP, such
as n16N, could bias the system towards helical and compact structures; this
eﬀect is studied in detail in Chapter 3. An alternative approach to reducing
the number of replicas required whilst maintaining a reasonable acceptance
ratio is by enhancing the sampling of the part of the simulation that is of
interest rather than the entire system; this can reduce the number of degrees
of freedom that must be considered between replica. It is this concept that
provides the motivation behind Hamiltonian REMD (H-REMD).
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Alternate T-REMD methods
Before discussing H-REMD, we ﬁrst consider alternative T-REMD approaches,
which like H-REMD aim to improve the exchange acceptance rate, and reduce
the number of replicas required by traditional T-REMD. One way to increase
the overlap in the PE distributions between the replicas would be to quench
each replica to a baseline temperature ﬁrst, prior to attempting the replica
exchange. This is the fundamental concept behind the Temperature Interval
with Global Exchange of Replicas (TIGER) algorithm259. In the TIGER and
subsequent variant11,138 algorithms, each replica is run synchronously at a
diﬀerent temperature, before being quenched and equilibrated at the baseline
temperature. A single exchange is attempted between the baseline replica
and a randomly selected replica (see Figure 2.8). The remaining replicas are
then sorted, based on their potential energy, with respect to the two selected
replicas, with those replicas with the highest potential energy being assigned
to the highest temperatures. This procedure has the distinct advantage that
because the exchanges are carried out at the same (baseline) temperature, the
distribution of potential energies for each replica overlap, greatly increasing
the probability of acceptance for each swap. Further to this, the re-ordering of
the other replicas based on PEs, improves the mobility of each replica through
temperature space.
This method was advanced by Li et al. 11 , where it was demonstrated that
TIGER2 can dramatically reduce the number of replicas required to span a
given temperature range and still achieve a certain acceptance ratio. In their
example, these authors reported modelling the folding of a ﬁfteen residue pep-
tide (AAQAA)3 in implicit solvent, which only required three replicas using
TIGER2. In comparison, ten such replicas were needed for regular T-REMD
to obtain similar acceptance rates.
One major disadvantage with TIGER method is that there are three dif-
ferent time periods in each exchange cycle that need to be sensibly chosen
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Figure 2.8: a) Actual and b) set-point temperature of a four replica TIGER2
simulation as a function of time showing six TIGER cycles. (b) indicates the
temperature each replica is assigned whereas (a) represents the instantaneous
temperature of each replica. Figure from Menz et al. 10
to ensure good replica mobility and acceptable ratio for the replica exchanges.
However, these time periods are not well-deﬁned and not easily predicted with-
out some prior knowledge of the system, unlike the established method for
predicting replicas temperatures used for T-REMD. The length of a TIGER2
cycle also has an eﬀect on the rate at which frames can be saved for analysis,
as only frames corresponding to the sampling period are saved; this can make
it challenging to compare TIGER2 simulations in which diﬀerent cycle lengths
have been used. Another major disadvantage of this method is that whilst it
can provide signiﬁcant computational savings it does not formally yield the
Boltzmann weighted ensemble of states for the NVT ensemble. A further eval-
uation of the performance of the TIGER2 approach is presented in Chapter
3.
2.3.2 Hamiltonian Replica Exchange Methods
Hamiltonian-based Replica Exchange Molecular Dynamics (H-REMD) repre-
sents a class of methods in which the Hamiltonian describing the PEL is incre-
mentally modiﬁed for each replica, except the baseline replica. This approach
has the advantage that the Hamiltonian modiﬁcation can be chosen to selec-
tively enhance the sampling of the region of interest, rather than the entire
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system260. This consequently lowers the number of degrees of freedom that
must be considered, and thus the number of replicas required can be reduced
compared to T-REMD.
By scaling the parts of the Hamiltonian that are of interest2,261, this can
have the eﬀect of ﬂattening the potential energy landscape in the “higher”
replicas, making barriers easier to cross with respect to kBT . The conﬁgu-
rations arising from these barrier crossings can be used to improve sampling
of the baseline replica. The presence of the other replicas are a means to
improve the sampling of the baseline replicas, therefore a number of “unphysi-
cal” transformations, such as reducing the strength of certain interactions, can
be incorporated to improve the sampling, so long as an acceptable exchange
probability is maintained.
Due to the diﬀering Hamiltonians between the replicas, the criteria used











Where Hi and Hj represent the Hamiltonians corresponding to replicas i
and j respectively, xi and xj correspond to the atomic positions, and Ti and
Tj correspond to the temperatures of replicas i and j. Whilst not a strict
requirement, in the majority of H-REMD approaches the replicas are sim-
ulated at the same temperature, with only the Hamiltonians incrementally
modiﬁed between them and therefore we can make the simpliﬁcation that
Ti = Tj, which is denoted T from here on. There are a number of diﬀerent
Hamiltonian replica exchange methods, including Replica Exchange with Non-
Equilibrium Switching (RENS)134 and Replica Exchange with Solute Temper-
ing (REST)261,262. In this thesis the Replica Exchange with Solute Tempering
(REST) method2,261–263 has been used, following the implementation outlined
in Terakawa et al. 2 , details of which are given below.
In the REST approach, only the interactions involving the “solute” (in
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our case, the peptide) are scaled. The degree of Hamiltonian scaling (see
below) can be related to a temperature, meaning that in each replica the
solute/peptide will exist at a diﬀerent “eﬀective temperature”. It is worth
noting that in this method all replicas are simulated at the same thermal
temperature, although this need not be the case for other H-REMD methods.
For instance the Hamiltonian describing a given peptide system in solution
can be rewritten partitioning the solute, solvent and mixing terms as follows:
Hˆ = Vpp + Vss + Vps (2.5)
where Vpp represents the intra-peptide interaction terms, Vss the solvent-solvent
interaction terms and Vps the solvent/peptide interaction terms. Therefore,
to scale the interactions involving the peptide and not the solvent we need
to scale only the Vpp and Vps terms. In the REST approach the solute/solute
interactions are scaled by βh
βl











, and Tl represents the lowest “eﬀective temperature” and
Th represents the highest “eﬀective temperature”. This is distinct from the
thermal temperature which is kept constant for all replicas.
From equations 2.4 and 2.5 it can be demonstrated that the exchange is







, and second, substitute the Hamiltonian in equation 2.5






= βl[−(γiVpp(xj) + Vss(xj) +√γiVps(xj))
+(γiVpp(xi) + Vss(xi) +
√
γiVps(xi))]+
βl[−(γjVpp(xi) + Vss(xi) +√γjVps(xi))




































For which if the values for γi and γj, corresponding to the scaling of each
Hamiltonian, can be substituted in and simpliﬁed, this yields:











which is the same as that given in equation 4 of Wang et al. 262 in which
the REST2 method is presented. Equation 2.9 contains only terms involving
the protein, and no solvent-solvent terms, and therefore the exchange is made
purely based on the conformation of the protein.
The original REST method261 made use of a slightly diﬀerent scaling fac-
tor to the one presented above, but like the update REST method was also
shown to require signiﬁcantly less replicas than T-REMD. In the work of Liu
et al. 261 these authors were able to model alanine-dipeptide with a 300-600K
temperature window using only three REST replicas compared to 22 T-REMD
replicas. It is this dramatic reduction in the number of required replicas, and
the acceleration in conformational sampling, that has provided the techniques
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necessary to undertake the project described in this thesis. The implemen-
tation of REST2 used in this work is that of Terakawa et al. 2 and has been
shown by others, such as Wright and Walsh 13 to be more eﬃcient than T-
REMD. In the work of Wright and Walsh 13 they found REST to be six times
more eﬃcient at sampling conformational space than regular MD for the sim-
ulation of the quartz binding dodeca-peptide QBP113. This method has also
been successfully used for the simulation of peptides interacting with aqueous
inorganic interfaces including, graphene264, gold265 and quartz13.
2.4 Linking Simulation to Experiment
Having determined a suitable forceﬁeld to represent the inter-atomic interac-
tions, and a simulation methodology to ensure comprehensive sampling of the
underlying PEL, the next consideration is how the resulting MD trajectory
can be analysed to provide an insight into the system and link back to the
experimentally observable properties of the system.
2.4.1 Structure Prediction
When simulating proteins and peptides, one of most important questions is
determining the structure of a protein in solution, or adsorbed to a surface.
Experimentally determining the structure of a protein can be accomplished
through the use of X-Ray crystallography if the protein can be crystallised.
However X-Ray crystallography can be problematic, as often it is the solu-
tion state of a protein that is of interest rather than its crystallised state.
Additionally the crystalliation process is non-trivial and determining suitable
crystallisation conditions can be challenging266.
Alternatively, solution state NMR spectroscopy can be used to provide
insights into the solution structure of proteins. The NMR spectra can be back-
ﬁtted to the associated proton relative positions of the peptide sequence to
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construct a ‘best guess’, known as 1H NMR. Other NMR approaches, such as
Nuclear Overhauser Eﬀect Spectroscopy (NOSEY) can provide more detailed
insight compared with one-dimensional methods. NOSEY makes used of Radio
Frequency (RF) pulses with delay periods in between each pulse. The delay
periods constitute the mixing time, and detection time109,267. The mixing time
constitutes the time the system is allowed to relax after the RF pulse and the
detection time constitutes the time in which the spectrum is recorded. These
two times are varied over a series of experiments and Fourier transformed to
produce a two-dimensional spectrum. The cross-peaks in this spectrum can
be attributed to diﬀerent residues within a peptide, and used to identify which
are in close proximity.
However, using MD we can obtain the Boltzmann weighted ensemble of
possible conformations (i.e. the relative populations of each of these confor-
mations in the overall ensemble). From the resulting trajectory, the frames
can be grouped together to form clusters based on how similar the peptide
structure is in each frame. This method is known as cluster analysis268. The
conﬁgurations that arise from cluster analysis provide an indication of the num-
ber of diﬀerent structures thermally accessible (i.e basins on the PEL) to the
peptide. The clustering algorithm used in this work, is the method of Daura
et al. 268 , in which frames are assigned to clusters based on if the Root mean
squared distance (RMSD) between the atomic positions in each frame is less
than a predetermined cut-oﬀ. The advantage of this method is that it allows
for the grouping of frames, to identify the number of accessible structures. The
disadvantage of this method is that because the cluster assignment is based on
the RMSD of the positions of the atoms in each frame, careful consideration
is required when choosing a suitable cut-oﬀ. A choice of cut-oﬀ which is too
large will result in frames with dissimilar peptide conformations being grouped
together; whereas a cut-oﬀ that is too small results in large number of minor-
ity clusters. A minority cluster is deﬁned as a cluster which contains very
55
few frames, typical less than 5 in a trajectory of 5000 frames. In addition to
this, the RMSD in positions of atoms, between instantaneous confromations,
is an inherently size extrinsic metric, with large peptides requiring the use of a
larger cut-oﬀ distance. This limits the comparability of the cluster populations
to peptides which have similar numbers of residues. As outlined earlier during
the discussion of PELs, each stable conformation of the protein corresponds to
a minimum on the potential energy landscape, and having thoroughly sampled
the PEL using an advanced sampling method, we can infer the most probable
class of structures as being the one with the highest cluster population. i.e.
for a protein with a single well-deﬁned structure, cluster analysis would result
in a single dominant structure, containing the majority of the frames from
the simulation trajectory. However, for IDPs, such as n16N, cluster analysis
would reveal that there would be no dominant clusters and a multitude of low
population clusters corresponding to the multiple minima in the PEL.
2.4.2 Comparison to Chemical shift data
Additionally, outcomes of a molecular simulation can also be used to compare
directly to the chemical shifts measured experimentally for diﬀerent proton
and atomic environments during NMR experiments. At present these compar-
isons are facilitated through knowledge-based approaches such as SPARTA+269
and CAMSHIFT270, which predict the NMR chemical shifts from the distance
between pairs of atoms in an MD trajectory. One of the more advanced meth-
ods, SPARTA+269 makes use of an artiﬁcial neural network trained on 580
well deﬁned protein structures obtained from the protein structure databank.
These authors report ‘modest improvements in accuracy’269 compared to older
methods such as CAMSHIFT270. Such predictions have an inherent associated
uncertainty, which varies depending on the proton environment and the pre-
diction method. Both of CAMSHIFT and SPARTA+ have acceptable uncer-
tainties and produce reasonable predictions for δ13Cα shift. However for other
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chemical shifts, the uncertainties in the prediction are still too large for direct
comparison, see Chapter 4 for a comparison of the chemical shifts predicted
by both CAMSHIFT and SPARTA+ to the experimentally observed chemical
shifts for n16N14. Despite the limitations of these approaches, they still pro-
vide a useful point of comparison with experimentally determined shifts if care
is taken in interpreting the predictions they provide.
2.4.3 Ensemble of Secondary Structures
The determination of the ensemble of secondary structures present in a protein
or peptide is often of interest, particularly in determining the presence of sec-
ondary structural motifs. In experiment, this is can be accomplished through
the use of Circular Dichroism (CD) spectroscopy to provide an overview of the
relative populations of diﬀerent secondary structures motifs, or through the
use of the 3J coupling constants measured during NMR spectroscopy experi-
ments. The use of CD spectroscopy to determine the secondary structure of
a protein, however, is not without challenges. In CD spectroscopy, both left-
and right-handed circularly polarised light is passed through a sample con-
taining the protein in solution. The diﬀerence in the transmission of each of
these two polarisations is then plotted as a function of wavelength to produce
a CD spectrum. The resultant spectrum is ﬁtted to standard curves (obtained
for benchmark proteins) corresponding to the diﬀerent secondary structures
to determine the relative population of each secondary structure motif. This
ﬁtting to standard curves can lead to some structures being mis-identiﬁed if
the spectra for the two structures have similar characteristics, for example the
spectra for the PPII secondary structure motif can be mis-interpreted as an
α-helix271. 3J coupling constants measured during NMR spectroscopy pro-
vides an insight into how neighbouring dipoles are coupled, in this case the
dipoles are separated by three covalent bonds. The 3J coupling constant fea-
tures a range of values indicative of diﬀerent secondary structures. 3J coupling
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constants of > 8Hz are indicative of the β-sheet secondary structure motif.
However, from the MD trajectory, an insight into the secondary structure pop-
ulations can be obtained through the application of diﬀerent analyses such as:
Ramachandran analysis272,273; secondary structure assignment algorithms such
as DSSP112 and STRIDE274; and algorithms to predict CD spectra directly. In
Ramachandran Analysis, the φ and ψ dihedral angles of the peptide backbone
are calculated from the atom co-ordinates of the backbone atoms in every frame
of the trajectory. These φ and ψ dihedral pairs are then plotted against each
other, to form a Ramachandran plot. See Figure 2.9 for a schematic deﬁnition
of φ and ψ. Each region of φ, ψ space on Ramachandran plot corresponds to
a diﬀerent secondary structure272,273, see Figure 2.10 for the regions used and
the equivalent secondary structure motifs. The regions outlined in Figure 2.10
are those typically used for studying protein structure and are summarized in
Hollingsworth and Karplus 273 . From these data an estimate of the population
of each region can be made; thus the relative population of each secondary
structure motif can be determined, and compared with those determined from
CD and NMR spectroscopy experiments.
Alternative methods, such as Dictionary of Protein Secondary Structures
(DSSP)112 and STRIDE274, are similar in spirit to the Ramachandran analysis,
and assign secondary structure based on the φ and ψ dihedral angles along
the peptide backbone. However, DSSP and STRIDE also take into account
the distance between atom pairs, and potential hydrogen bonds when making
their secondary structure assignments. This allows each of these approaches
to better distinguish between two secondary structures that are characterised
by similar dihedral angles. Both of the assignment algorithms used in each of
these was optimised to a set of structures from the Protein databank, as such,
the accuracy in the assignments made by each of these methods is limited
by the quality and resolution of these structures. Comparisons between both
STRIDE and DSSP, in which both approaches were applied to the same data
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set, indicates that both approaches are largely consistent with each other in
their secondary structure assignments. However, STRIDE demonstrated a
slightly improved performance at classifying β-structures and DSSP oﬀering
improved recognition of shorter helical regions274.
Figure 2.9: Schematic illustrating the φ and ψ dihedral angles in a peptide
backbone. Where R represents the amino acid side chain.
2.5 Free Energy Methods
In molecular simulation, free energy methods are designed to eﬃciently and as
accurately as possible predict the free-energy diﬀerence between two states of
a system. This is an important and fundamental task in simulations both in
chemistry and physics, as it quantiﬁes how thermodynamically favourable one
state is compared to the other at a given state point275,276. The free-energy
diﬀerence between two states at a given state point in the NPT ensemble can
be deﬁned as:
ΔG = ΔH − TΔS (2.10)
in which ΔG is the Gibbs free energy, ΔH is the change in enthalpy, ΔS is
the change in entropy and T is the temperature. From Equation 2.10, it can
be seen that the free-energy diﬀerence contains an entropic term. Reasonable
representation of this term requires comprehensive sampling of the thermally
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Figure 2.10: Representation of the diﬀerent regions of a Ramachandran anal-
ysis, insets represent examples of the secondary structure motif corresponding
to that region of the Ramachandran plot.
accessible states, otherwise a reasonable approximation of the total number of
macrostates of the system and hence this term cannot be made194.
However, before the free-energy diﬀerence between two states can be calcu-
lated, a means of diﬀerentiating between the two states of interest is required.
This is accomplished through the deﬁnition of one or more collective variables
(CVs) which will possess diﬀerent values in each of the states. For instance in
studies of peptide adsorption at an interface, a commonly used CV is the centre
of mass distance between the peptide and the surface, because this unambigu-
ously identiﬁes the adsorbed and desorbed state277–279. An alternative method
for determining a suitable path between state A to state B, and the minimum
number of CVs required is to use Reconnaissance Metadynamics137,280. This
approach starts out with a large number of possible CVs and evaluates these
throughout the simulation. Whilst this method has the possibility to greatly
simplify the choice of CVs for complicated systems, in this thesis centre of
mass distance of the adsorbate from the interface has been used.
Once a suitable choice of CVs has been determined, several methods exist
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to calculate the free-energy diﬀerence between two states, these include: meta-
dynamics140,141, thermodynamic integration and umbrella sampling281–283. In
the following section the theoretical framework behind umbrella sampling (US),
the method used for estimating the free energy between states in this thesis,
is discussed in detail.
2.5.1 Umbrella Sampling
In umbrella sampling (US) several simulations (not synchronised) are used to
generate an estimate of the free energy diﬀerence between two states. Once a
CV (or set of CVs ) is chosen that describes the transition between two states
of interest (state A and state B), a path from state A to B is then constructed
along this CV. The pathway between state A and B is then broken into discrete
values; the exact number of values required is dependent on the pathway and
the system. Pathways containing many features usually require to be broken
up into a large number of CV points. Multiple simulations are then set up along
the path from state A to state B, each corresponding to a value of the CV,
with a bias potential applied in each simulation to keep the system restrained
to the conﬁgurations that match that particular CV value, see Figure 2.11.
Figure 2.11: Schematic of the path constructed between state A and B (shown
in red), and the relationship to the individual umbrella simulations (repre-
sented by the blue,green and cyan ellipses).
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Each simulation is then equilibrated and allowed to sample the conﬁgura-
tional space orthogonal to pathway between state A and state B. At regular
intervals the strength of the applied bias and the value of the CV are recorded.
Once each system has equilibrated and suﬃciently sampled the states orthog-
onal to the path from A to B, the results are then analysed using the weighted
histogram analysis method (WHAM)283–286. The WHAM method allows for
the histograms of the bias applied and values of the CVs sampled in each
simulation to be combined and a free-energy proﬁle produced.
The WHAM method can be formalised as follows. Consider S independent
simulations at a temperature T , each corresponding to a window along the CV




(x− ri)2 i = 1 . . . S (2.11)
where k is the force constant of the harmonic restraint potential, ri is the value
of the CV the simulation i is restrained to, and x is the current value of the
CV in the frame.
For each simulation it is possible to discretise the values x that were sam-





where M is the total number of bins and Ni represents the total number
of frames in simulation i. However, within a single simulation the value of x
related to each frame will be correlated, and thus a correction factor must be
applied, based on the correlation time for each simulation of (1+2τi)
−1, where
τ is the correlation time of the CV281. Once this correction has been applied,
it can be reasonably assumed that all the corrected values of {nil} correspond
to histograms from uncorrelated samples.
Next, the free energy at a particular point along the path from state A to
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B, denoted G(xl), is given by:





where pl is the unbiased probability at point xl and Δl corresponds to the bin
width used when discretising x.
If the values for pl are known, or calculated, the expected distribution of the
biased probability in each simulation, {pil} can be calculated via the following:
pil = ficilpl (2.14)
where cil represents the biasing potential and is of the form cil = exp [−wi(xl)/kBT ],
in which wi(xl) correspond to the bias applied at the point xl on the path be-
tween state A and B (Equation 2.11).
In the above equation fi is a normalisation factor used to ensure that {pil}





In which fi is the inverse of the partition function of the unbiased system
and as such can be rewritten as follows:
f−1i =
∫
p(x) exp [−wi(xl)/kBT ] dx
From the distribution {pil} of simulation i we can determine the probability,
Pi, of having {nil} counts in the respective bins via:281






Therefore we can determine the overall probability, P of observing {nil}
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counts in the S independent simulations via:
P ({nil}|p1 . . . pM) =
S∏
i=1
Pi(ni1 . . . niS|pi1 . . . piS) (2.17)
Substituting 2.15 and 2.16 into the above equation and taking the natural
log of both sides we obtain:
ln (P ({nil}|p1 . . . pM)) = −A(P1 . . . PM) + C (2.18)
Where C is an constant and A(P1 . . . PM) is a function of the form:
A(P1 . . . PM) = −
S∑
i=1




We can then ﬁnd the minimum of A(P1 . . . PM), by taking the derivatives with
respect to pl and insisting that they are zero. This gives the probability of





where Ml is the total number of frames in bin l. Equation 2.20 and Equation
2.15 form the two equations which are solved iteratively to ﬁnd G(x). To
aid in solving for G(X), a number of substitutions such applying a change
of variable (gi = ln fi) and noting that only the neighbouring simulations
contribute substantially to gi, reduces the function A to being non-negative
and convex (i.e. that a line between any two points of A is always above A) ,
making it readily solvable by most root ﬁnding algorithms281.
One important feature of umbrella sampling compared to other free-energy
methods is that the error in the calculated free energies is relatively straight-
forward to estimate and can be found using the mean and variance of the
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position and restraint force in each bin and is given by:










withK equal to the strength of the harmonic restiant, Δr the distance between
restraint potentials, and x¯j and x¯k representing the average position in bins
j and k. It should also be noted that var(x¯j) can be calculated via block
averaging.
The disadvantage of US is that it requires a priori knowledge of the under-
lying PEL, to choose the CV and to set up the diﬀerent umbrellas along the
pathway between the two states. This will typically involve a number of test
simulations, although if it is determined that a set of umbrellas does not have
a suﬃcient overlap in the windows they sample, then additional umbrellas can
be readily added to reduce the error in the resulting free-energy proﬁle.
Umbrella sampling has been successfully used in the study of a wide range
of bio-molecular systems277,287–291. One such study is by Wang et al. 288 , who
reported the results of umbrella sampling simulations to determine the adsorp-
tion free energies of chitin and chitosan oligomers to a clay substrate. These
authors reported little diﬀerence in the adsorption free energies, with the cal-
culated energies for both chitin and chitosan predicted to be approximately 35
kJ mol−1.
2.6 Summary
In the nearly ﬁfty years since it was developed, MD simulations have been
shown to be a vital tool in modern chemistry and physics. In this chapter the
theory underpinning MD simulation and the insight it can oﬀer into experiment
has been overviewed. Additionally some of the constraints and common chal-
lenges with MD, such as ensuring suﬃcient sampling, and choice of forceﬁeld
have also been discussed. The theory of some of the more advanced simulation
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methods that are undertaken has been presented, in the next Chapter two dif-
ferent REMD approaches are evaluated to determine their suitability for the






As previously mentioned in Chapter 2, comprehensively sampling the under-
lying potential energy landscape (PEL) of a biomolecular system is vitally
important for determining the stable conformations and structures of a pro-
tein or peptide. As such, there are many diﬀerent computational approaches
that aim to improve the conformational sampling without simply performing
a standard MD simulation for μs long trajectories. Such approaches include
Replica Exchange Molecular Dynamics (REMD)131, Replica Exchange with
Solute Tempering (REST)2, Replica Exchange with Non-equilibrium Switch-
ing (RENS)292, Accelerated Molecular dynamics (aMD)136 and Bias exchange
metadynamics (BEMD)133.
Each of these methods has advantages and disadvantages which are dis-
cussed in Chapter 2. Due to the relatively large size of n16N (30 amino acids)
and the intrinsically disordered nature of this peptide, it is vitally impor-
tant that the simulations of n16N undertaken in this project are eﬃcient in
their conformational sampling and can economize the computational cost in-
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volved. Therefore before n16N can be studied via molecular simulation, either
in solution or adsorbed at an aqueous interface, a suitable choice of advanced
sampling method needs to be identiﬁed.
In this Chapter, two diﬀerent replica-exchange simulation based approaches
are evaluated to assess their suitability for the project, and to determine if
either method is able to oﬀer any improvement over the Replica Exchange
with Solute Tempering (REST) method, which has been shown previously
to eﬃciently sample conformational space13,15,264,265 for biomolecules with an
explicit description of liquid water. Wright and Walsh 13 compared the sam-
pling eﬃcacy of T-REMD using 36 replicas, versus REST with 11 replicas, in
determining the structure of a quartz-binding dodecapeptide. These authors
demonstrated that the REST approach was signiﬁcantly more computation-
ally eﬃcient that T-REMD when used in conjunction with an explicit water
model, whilst comprehensively sampling the conformational space of the pep-
tide. Additionally, Hughes and Walsh 264 and Palafox-Hernandez et al. 265 have
demonstrated that the REST approach was suﬃcient to sample the conforma-
tional space of several diﬀerent peptides adsorbed at inorganic interfaces under
aqueous conditions.
The REST approach has been successfully applied to other systems135,293–295,
including the study of lipid bilayers293. In the work of Huang et al. 293 , the
REST approach was compared to both T-REMD and a single long time-scale
MD simulation for the simulation of mixed lipid bilayers. These authors report
that the REST approach is both computationally more eﬃcient, and resulted
in radial distribution functions for each lipid that converged faster than using
either T-REMD or a single long time-scale MD simulation293. Therefore, the
REST approach with an explicit water model makes for a useful benchmark
to compare alternative approaches to.
The two alternative approaches examined in this Chapter are Tempera-
ture REMD (T-REMD)131 using an implicit solvent model and the TIGER2
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REMD method11. The application of T-REMD to intrinsically disordered pep-
tides (IDPs) has been reported previously139,296,297 and was shown to provide
suﬃcient sampling of conformational space. Mittal et al. 139 reported the use
of T-REMD with an explicit solvent model to investigate the structural en-
semble of a 15 residue fragment of the protein p53. These authors reported
requiring the use of 36 replicas in their simulations of p53, however the simula-
tion of 36 replicas is computationally very expensive. p53 has half the number
of residues as n16N, making the use of T-REMD with explicit solvent unsuit-
able for n16N as it would require over 80 replicas257, making this approach too
computationally expensive for this project. However, the use of T-REMD with
implicit solvent would signiﬁcantly reduce the computational cost of modelling
n16N by removing the explicit water molecules. Replacing the presence of ex-
plicit water molecules with an approximate dielectric background substantially
reduces the number of degrees of freedom of the system, thus signiﬁcantly re-
ducing the number of replicas required to span a given temperature range (see
Chapter 2 for a detailed discussion of implicit solvent models).
The primary concern when using implicit solvent models for the simulation
of IDPs, such as n16N, is that implicit solvent models have been reported to
over-stabilise compact structures212,230,232 and IDPs have been previously re-
ported to be susceptible to the bias of the forceﬁelds describing them130,147,148.
In this Chapter, one focus is to evaluate the eﬀectiveness of T-REMD with
an implicit solvent model in the case of n16N. This evaluation will be un-
dertaken by examining the extent to which less favourable conformations are
over-represented in the ensemble of structures produced from simulations us-
ing the T-REMD approach, compared to the more computationally expensive
REST method that was used with an explicit solvent model. The degree to
which the use of an implicit solvent model has aﬀected the conformational
ensemble of n16N produced by the simulations will be assessed to determine if
the results obtained using T-REMD are still representative of the benchmark
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obtained using REST, or purely artefacts of the model being used.
The second advanced sampling approach, TIGER211, reduces the compu-
tational cost of the simulation by implementing a novel algorithm that reduces
the number of replicas required to span a given temperature range, whilst also
providing a more eﬃcient interchange of the replicas. These improvements are
achieved by periodically quenching the replicas to the baseline temperature be-
fore attempting an exchange between two replicas (see Chapter 2 for details).
In addition to this, the TIGER2 approach attempts to improve sampling eﬃ-
ciency by introducing global replica exchanges, and by re-ordering the replicas
based on their relative potential energies. TIGER2 is relatively immature and
untested in comparison to the REST approach, which although it too is a rela-
tively new approach, has been established and employed by others13,264,265 for
the simulation of peptide systems.
Attempting to compare the sampling eﬃciency of diﬀerent REMD methods
presents multiple challenges. To ensure a thorough evaluation, each method
was investigated using several test cases. For T-REMD with an implicit solvent
model, two test cases were considered, the deca-peptide Ala10 and n16N. For
the TIGER2 study three test cases were used of increasing complexity, alanine
dipeptide, Ala10 and the ﬁfteen residue peptide (AAQAA)3. The choice of test
cases used for both T-REMD and TIGER2 is outlined in the next subsection.
3.2 Comparison of the performance of T-REMD
simulations using an implicit solvent with
REST simulations
The primary aim of this work was to establish two key metrics; ﬁrst the sam-
pling eﬃcacy of the method, and second, the validity of the resulting confor-
mational ensemble produced.
In order to evaluate the performance of T-REMD used with an implicit
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solvent model, a simple test system was chosen, the deca-homopeptide Ala10.
Deca-alanine is often used as a test system for new sampling and non-equilibrium
simulation approaches; as a result, this system is well-characterised and a
number of key features of its free-energy landscape have been previously iden-
tiﬁed298. Hazel et al. 298 calculated the free-energy landscape of Ala10 as a
function of helical content and end-to-end distance both in vacuo and aqueous
conditions. These authors reported that in solution, the free-energy landscape
of Ala10 featured two minima corresponding to an extended conformation and
a helical conformation. These minima were reported to have a free energy dif-
ference of 1 kcal mol−1 favouring the extended state, and a free-energy barrier
between them of 4 kcal mol−1.
Second, n16N, the IDP of interest in this project, was simulated using three
separate T-REMD simulations. These simulations were to test the suitability
of T-REMD using an implicit solvent model, and to assess the eﬀect of two
diﬀerent methods from implementing NMR constraints on the conformational
ensemble sampled. The results of these three simulations were then compared
to data generate from Circular Dichroism (CD) spectroscopy and Nuclear Mag-
netic Resonance (NMR) spectroscopy data reported by Collino and Evans 14 .
Additionally, the T-REMD simulations were compared to REST simulations
of n16N, details of which are presented in Chapter 4.
3.2.1 Methods
Deca-alanine
To determine the sampling performance of T-REMD with implicit solvation as
applied to sampling the conformational ensemble of deca-alanine, the results
of two diﬀerent simulations were compared; the ﬁrst used T-REMD and the
GBSA219 implicit solvent model, and the second used the REST approach with
explicit solvation. The GBSA implicit solvent model was chosen here as it is
well established, and is implemented in the GROMACS MD software. Both
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simulations were run for 15 ns using a 1 fs time-step, in the NV T ensemble
with temperature control achieved using the Nose´-Hoover thermostat246. The
simulation time of 15 ns was determined based on the number of clusters as a
function of time plateauing, indicating equilibrium had been approached. Time
integration of Netwon’s equations of motion used the leap-frog algorithm241
with frames saved every 1 ps for analysis. Both simulations were performed in a
cubic simulation cell with sides of length 60 A˚ to prevent self interaction of the
peptide via the periodic image convention. For comparison the extended length
of Deca-Alanine is 40A˚. Both simulations were started from the same ensemble
of initial conﬁgurations. The implicit solvent simulation used the implicit
solvent parameter set of Onufriev et al. 219 , and the explicit solvent model
simulation contained 6632 TIPS3P208,214 water molecules, with the peptide
interactions described using the CHARMM22* forceﬁeld147; refer to Chapter 2
for a description of the advantages and disadvantages of both the TIPS3P208,214
water model and the CHARMM22* forceﬁeld. The long-ranged Coulombic
interactions were calculated using the PME method195 with a real space cut-
oﬀ of 1.0 nm and Lennard-Jones (LJ) interactions were smoothly ramped to
zero between 1.1 and 1.2 nm, consistent with those used with CHARMM
family of forceﬁelds183. The implicit solvent simulation was run with replicas
at the following temperatures: 300.00, 307.58, 315.162, 323.54, 331.92, 341.23,
350.81, 360.91, 370.22, 379.40, 392.036, 399.75, 406.80, 413.72, 423.70, 433
K. Swaps between adjacent replicas were attempted every 1 ps. The REST
simulation used the following lambda values: 0.000, 0.057, 0.114, 0.177, 0.240,
0.310, 0.382, 0.458, 0.528, 0.597, 0.692, 0.750, 0.803, 0.855, 0.930, 1.000. This
corresponded to an equivalent “eﬀective temperature” window as the implicit
solvent simulation. In this chapter, the explicit solvent REST simulations of
deca-alanine were performed by Dr Zak Hughes but the analysis was performed
by myself.
The reference replica trajectories (those corresponding to 300 K and λ = 0
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for the T-REMD and REST simulations respectively) were analysed using clus-
ter analysis to determine the conformational ensemble sampled by each simu-
lation. The concept behind cluster analysis is described in detail in Chapter
2, including the advantages and disadvantages of this type of analysis. The
clustering algorithm used was the Daura method268 as implemented in the
g cluster utility299. The clustering was applied to the atoms of the peptide
backbone using a cut-oﬀ of 0.2 nm; this cut-oﬀ was chosen to be consistent
with that used for similarly sized peptides, in the work of Hughes et al. 202
and Palafox-Hernandez et al. 265 . To compare the ensemble of structures sam-
pled by each simulation, the RMSD between the position of backbone atoms
in every possible pair of cluster centroid structures from both simulations was
calculated. The pairs of cluster centroid structures were classiﬁed as a “match”
if the RMSD in the position of the backbone atoms was less than 0.2 nm and
“similar” if the RMSD in the position of the backbone atoms was between 0.2
nm and 0.25 nm.
The ensemble of secondary structure motifs sampled in each simulation was
determined using two methods, Ramachandran analysis and DSSP analysis;
both of these analyses are discussed in Chapter 2. Ramachandran analysis in-
volves the calculation of the φ and ψ dihedrals of the peptide backbone. These
are then plotted to produce a Ramachandran plot, and the population of each
region can then be assigned to a secondary structure. The regions used for
this assignment are provided in Chapter 4. DSSP analysis is also based on the
φ and ψ dihedral angles of the peptide backbone, however the hydrogen bond-
ing between residues is also considered when assigning the DSSP secondary
structure. This enables DSSP analysis to diﬀerentiate between two secondary
structures which have similar distributions of dihedral angles but diﬀerent hy-
drogen bonding characteristics. Taken together, both of these analyses allow
for a comprehensive picture of the secondary structure motifs sampled by the
simulation and may help to reveal any potential structural bias.
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n16N
Having investigated the performance of T-REMD in implicit solvent for deca-
alanine, this approach was then applied to n16N. Three separate T-REMD
simulations of n16N using implicit solvation were conducted and the confor-
mational ensemble traits observed in each simulation were compared to the
experimental work of Collino and Evans 14 . NMR constraints were applied in
two of the T-REMD simulations to determine the eﬀect of these constraints
on the ensemble of structures sampled. The imposed constraints consisted
of two types; a time-averaged restraint and an instantaneous restraint, and
both incurred a negligible additional computational cost. The form of the re-
straint potentials are explained in more detail in the following section. Each
T-REMD simulation consisted of 12 replicas and spanned a temperature range
of 300-500 K ( 300.00, 316.26, 333.22, 350.94, 369.38, 388.51, 408.58, 429.55,
451.41, 474.20, 497.97, 522.75 K ). The temperatures were selected using the
online temperature predictor of Patriksson and van der Spoel 257 to give an
acceptance probability of 25%. The online temperature predictor of Patriks-
son and van der Spoel 257 calculates the number of degrees of freedom of the
system at each temperature, this is then used to estimate the potential energy
distribution of each replica. From these distributions, the temperature and
number of replicas is then calculated such that the desired acceptance rate
can be achieved. The T-REMD simulations were run for 60 ns with exchanges
attempted every 1000 MD steps, until the number of structures determined us-
ing cluster analysis reached a plateau. Temperature was maintained using the
Nose´-Hoover thermostat246 (τt = 0.4) and time integration of Newton’s equa-
tions of motion was performed using the leap-frog algorithm241 (1 fs time step)
with frames from each simulation saved every 10 ps for analysis. Consistent
with the deca-alanine simulations, the CHARMM22*147 forceﬁeld was used to
describe the inter-atomic interactions for the peptide. Coulombic interactions
were calculated using the Particle Mesh Ewald method195, with a real space
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cut-oﬀ of 1.0 nm, and Lennard-Jones (LJ) interactions were smoothly ramped
to zero between 1.0 nm and 1.2 nm.
For the two T-REMD simulations that had NMR constraints imposed, the
constraints were applied according to those determined experimentally in the
work of Collino and Evans 14 . These were applied either as a regular potential
or a time-averaged potential depending on the simulation. Both potentials used
the same inter-atomic distances and cut-oﬀs, although the form of the potential







kb(rij − r0)2 rij ≤ r0
0 r0 < rij ≤ r1
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kb(rij − r0)2 r1 < rij ≤ r2
1
2
kb(2rij − r1 − r2)(r2 − r1) r2 < rij
(3.1)
in which kb is the strength of the harmonic pairwise restraint (500 kJ mol
−1
nm−1), rij is the distance between the two atoms to which the restraint is to
be applied, r0 is the minimum distance between the atom pair, r1 is the NMR-
determined maximum, and r2 was chosen to be 1 A˚ greater than the NMR-
determined maximum. A full list of the constraints applied can be found later





3 . To overcome the poor average in the initial stages of the
simulation the restraint strength, kb was replaced with, k
a
b as follows:








where τ = 10ps, and t is the simulation time.
Consistent with the previous study of deca-alanine, cluster analysis of the
reference replica trajectories was used to determine the number of distinct
structures sampled by the simulation. The Daura clustering method268 was
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Figure 3.1: Total number of clusters as a function of time for deca-alanine
using REST and T-REMD simulations.
applied using the positions of the backbone atoms and with an RMSD cut-oﬀ
of 0.4 nm; this larger cut-oﬀ is due to the size-extensive nature of the cluster
analysis. The exact details of how this value was chosen is outlined in Chapter
4. Additionally, DSSP112 analysis and Ramachandran analysis272,273 of the
reference replica trajectories was used to determine the secondary structure
motifs sampled by each of the three T-REMD simulations.
3.2.2 Results and Discussion
To ascertain if both simulations had approached equilibrium, the number of
clusters as a function of MD time steps was plotted, see Figure 3.1. The
plateauing of the number of clusters towards the end of the simulation suggests
that many of the thermally accessible structures have been sampled and the
simulation has approached equilibrium.
Additionally, to ensure that each method was functioning correctly, the
mobility throughout replica space of several replicas from each simulation were
plotted (see Figure 3.2). These plots indicate that in both the explicit solvent
REST simulation and the implicit solvent T-REMD simulation, the replicas
were able to access the entire temperature range, resulting in suﬃcient mixing
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Figure 3.2: Exemplar replica mobilities for the explicit solvent simulations
(a,b), and the implicit solvent simulations (c,d) of deca-alanine. The baseline
replica (a,c) and the highest temperature replica (b,d) are shown for each
simulation. These replica mobilities indicate how each replica traversed the
eﬀective temperature space as a function of MD-steps
77
of the replicas.
First, we investigated the populations of the top ten most populated clus-
ters for each of the deca-alanine simulations; these data are presented in Table
3.1. These data suggest that the distribution of the populations of thermally
accessible structures are similar between the two methods, with no single domi-
nant cluster present, and a long tail to the population distribution in each case.
The two representative structures corresponding to the most populated clus-
ter from each simulation are presented in Figure 3.3, in which it can be seen
that the two simulations have produced markedly diﬀerent structures, with the
implicit solvent simulation producing a more compact and helical structure.
Comparison of the similarity in cluster structures determined from each simu-
lation is presented in Figure 3.4. From this it can been seen that whilst a large
number of the clusters are classed as a “match” most of the explicit solvent
clusters match the minority clusters (deﬁned as those clusters with small pop-
ulations of 5 frames) from the implicit solvent simulation. This would suggest













Total Clusters 131 131
# for 25% 4 4
# for 50% 10 15
Table 3.1: Top ten cluster percentage populations for Ala10 for both the im-
plicit and explicit solvent simulations; including the total number of clusters
found for each simulations, and the number of clusters which accounting for
25% and 50% of frames.
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Figure 3.3: Most populated structures found from a) implicit solvent and b)
explicit solvent simulations of Ala10.
Figure 3.4: Similarity plot for the cluster centroid structures determined from
the explicit solvent REST simulations and the implicit solvent T-REMD simu-
lations of Ala10. Clusters identiﬁed as a ‘match’ are indicated with ﬁlled black
circles, whilst those identiﬁed as ‘similar’ are indicated with open red squares.
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The Ramachandran analysis data, shown in Table 3.2, indicate that the
implicit solvent simulations featured an increase in the populations of both
the α-helix (αi and αo) regions at the expense of the PPII population. This
is not unexpected given the earlier work of Shell et al. 232 , in which a similar
result was observed for the AMBER family of forceﬁelds. However, the extent
to which the population of the PPII region has been reduced was signiﬁcant










Table 3.2: Ala10 secondary structure motif populations as identiﬁed by Ra-
machandran analysis.
This diﬀerence between the population distributions of the implicit and
explicit solvent simulations is further highlighted in the DSSP analysis. These
data, see Table 3.3, also demonstrate a signiﬁcant reduction in the number
of residues marked as ‘bend’, and an increase in the populations of ‘turn’,
‘α−helix’ and ‘5-helix’ in the implicit solvent T-REMD simulation compared
to the explicit solvent REST simulation. One point of note is that in the DSSP
analysis ‘coil’ is the predominant motif in both cases. It is worth remembering
that the ‘coil’ assignment corresponds to a residue which matches none of the
other secondary structures, rather than a deﬁned structural motif.
From both the Ramachandran analysis and the DSSP analysis, the bias
of the implicit solvent model towards compact helical structures is evident
even for this simple test system. However given that all regions of φ,ψ phase
space were sampled in the implicit solvent simulation, albeit not with the










Table 3.3: Ala10 secondary structure populations as identiﬁed by the DSSP
analysis.
was then applied to n16N to determine how susceptible the T-REMD with
implicit solvent approach is to this observed helical bias.
n16N
Similar to Ala10, the number of clusters as a function of MD steps was also
plotted for the three simulations of n16N, Figure 3.5. Again, the levelling oﬀ of
the total number of clusters towards the end of the simulations indicate that all
three simulations have sampled most of the thermally accessible conformations
and are approaching equilibrium. The small increase in the number of clusters
towards the end of the No restraints simulation is the result of a number of
minority clusters being introduced into the population, due to the exchange
of conﬁgurations between the replicas, rather than the discovery of new stable
conﬁgurations.
The populations of the top ten most populated clusters for each simulation
of n16N are presented in Table 3.4. From these data, it can be seen that for
the simulation without restraints imposed there are two dominant structures
that account for nearly 50% of the frames. This contradicts what is expected
from the NMR work of Collino and Evans 14 , in which n16N was classiﬁed
as being intrinsically disordered, suggesting that this molecule would have no
dominant structures when free in solution. The number of clusters observed
for n16N in implicit solvent is signiﬁcantly less than that reported earlier for
Ala10. This is indicates that n16N is more susceptiable to the bias of implicit
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Figure 3.5: Total number of clusters as a function of MD simulation steps,
for the T-REMD with implicit solvent simulations of n16N: without restraints,
with time-averaged restraints and with regular restraints.
solvent model towards compact structures, and is consistent with the earlier
work of Shell et al. 232 .
Comparing the cluster populations for the two simulations with restraints
to the simulation without restraints suggests that overall, the addition of the
NMR-derived restraints in their regular form appears to have little inﬂuence
on the population distribution of clusters. However, the time-averaged re-
straints appear to have yielded the greatest eﬀect on the cluster populations in
comparison to the unrestrained simulation. This would suggest that the time-
average restraints allow the peptide to explore the lower population structures
more than the non-time averaged restraints, resulting in the lower top cluster
population observed for the time-averaged restraints. The conformation corre-
sponding to the most populated structure for each implicit solvent T-REMD
simulation is presented in Figure 3.6, in which a large amount of helical con-
tent can be seen at the terminus in all three cases. The presence of these
helices contradict the structures expected from the CD spectra reported by
Collino and Evans 14 , which suggested that the structure of n16N was largely
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random-coil in character. Additionally, the helical structures observed when
using T-REMD with implicit solvent are not consistent with those determined
using the REST approach in Chapter 4. This suggests that the implicit solvent
model is unable to capture the intrinsic disordered nature of n16N
T-REMD REST
Cluster No Res. Res. Time-Averaged Res. No Res. Res.
1 35 38 27 17 16
2 22 20 11 7 8
3 7 7 9 5 5
4 7 5 8 5 3
5 5 4 5 4 3
6 3 3 4 4 3
7 3 2 4 4 3
8 2 2 4 3 3
9 2 1 3 2 2
10 1 1 3 2 2
Table 3.4: Percentage populations for the top ten clusters for the two explicit
solvent REST simulations (with and without restraints) and three implicit
solvent T-REMD simulations (without restraints, with restraints and with time
averaged restraints).
Figure 3.6: Structure corresponding to the most populated cluster for the
three implicit solvent T-REMD simulations of n16N: a) with time-averaged
restraints, b) with regular restraints and, c )without restraints. Residues are
colour coded as follows: residues 1 – 8 are in pink, 8 – 16 in purple and 16 –
30 in blue.
To further probe the secondary structure motifs sampled by the simula-
83
tions, both DSSP analysis112 and Ramachandran analysis were also under-
taken, the results of which are presented in Tables 3.5 and 3.6. In Table 3.5
there is a notable helical population in each of the three simulations. This con-
tradicts the work of Collino and Evans 14 in which CD spectroscopy suggested
that the conformational ensemble of n16N had a primarily random coil char-
acter with only a small amount of β-sheet content. In addition, there was no
observed β-content in any of the three simulations, suggesting that the implicit
solvent approach is unable to reasonably capture the underlying interactions
in this system. This is supported in the Ramachandran analysis in which large
populations of helical content (αi and αo) were observed, with comparatively
little β content.
Structure No Restraints Restraints Time-Averaged Restraints
Coil 0.29 0.34 0.31
β-sheet 0.00 0.00 0.00
β-Bridge 0.01 0.00 0.00
Bend 0.14 0.19 0.18
Turn 0.22 0.26 0.28
α-Helix 0.26 0.13 0.13
5-Helix 0.00 0.00 0.00
3-Helix 0.08 0.08 0.09
Table 3.5: Relative populations of secondary structure motifs present in the
conformational ensemble of n16N using T-REMD with implicit solvent, deter-
mined using DSSP analysis.
Region No Restraints Restraints Time-Averaged Restraints
αi 0.36 0.30 0.31
αo 0.28 0.27 0.30
αl 0.02 0.02 0.02
β 0.07 0.10 0.11
γ 0.05 0.06 0.05
γl 0.03 0.04 0.02
PPII 0.15 0.18 0.16
Other 0.04 0.04 0.04
Table 3.6: Relative populations of secondary structure motifs present in the
conformational ensemble of n16N using T-REMD with implicit solvent, deter-
mined using Ramachandran analysis.
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3.2.3 T-REMD Implicit Solvent vs REST Explicit sol-
vent: Summary
From the data presented for both deca-alanine and n16N, the eﬀect imparted
by the implicit solvent model on both the distribution of structures, and the
types of structure sampled appears to be signiﬁcant, particularly for n16N.
Both n16N and deca-alanine showed an increase in the amount of helical con-
tent, consistent with the earlier reports of Shell et al. 232 . However the large
discrepancy in the secondary structure motifs sampled in the simulations of
n16N and those observed from experiment, indicate that the implicit solvent T-
REMD approach is not suitable for further simulations of n16N in this project.
The T-REMD with implicit solvent simulations incur a signiﬁcantly re-
duced computational cost, compared to the REST and explicit solvent model.
From the simulations of Ala10 using REST and explicit solvent, we were able
to achieve approximately 4 ns per day using 12 cores per replica, compared
to 75 ns per day using 3 cores per replica. Therefore the REST simulation
was more than 20× more expensive in terms of wall time, and 80× the overall
computational cost. Whilst it would have been advantageous to reduce the
computational cost and access longer time scales using T-REMD with and im-
plicit solvent model, it is unacceptable for this project to do so at the expense
of the accuracy of the model, and its ability to capture the IDP-like nature of
n16N.
3.3 Comparison of TIGER2 and other meth-
ods
In Chapter 2, the TIGER2 approach was introduced as an alternative to reg-
ular T-REMD, as TIGER2 facilitated spanning a large temperature range
with a reduced number of replicas. To brieﬂy summarise; this is achieved by
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quenching all of the replicas down to a baseline temperature before attempting
a single random exchange, while the other replicas are then re-assigned around
this based on their potential energies with the higher potential energy replicas
being assigned to the higher temperatures. A schematic explanation of this
cycle is presented in Figure 2.8 in Chapter 2. The act of quenching all of the
replicas to a baseline temperature and equilibrating them at this temperature
before attempting an exchange greatly increases the acceptance probability
of the exchange. Secondary to this, the random exchange and re-ordering of
replicas gives each replica greater mobility and access to the diﬀerent replica
temperatures. In principle this should help comprehensively sample the con-
formational landscape, assuming the temperature window is suﬃciently large.
The TIGER2 algorithm was originally implemented in the CHARMMMD300
package by Li et al. 11 , and later ported to the NAMD MD package in the work
of Menz et al. 10 . The implementation of Menz et al. 10 , whilst functional,
lacked portability and was unsuitable for use on modern high-performance
computing (HPC) resources such as the IBM BlueGene/Q (BG/Q) platform
which was available for use during this project. This incompatibility was due
to the client-server paradigm used in the implementation of Menz et al. 10
which required that each node be addressable via a standard IP address net-
work. Menz et al. 10 had “eﬀectively” wrapped the NAMD MD engine in a
TCL script which handled the exchanging to temperatures and energies. This
is particularly eﬀective for smaller computers and for high-performance clus-
ters comprising commodity hardware. However the reliance on a fully featured
TCP/IP (Transmission Control Protocol over Internet Protocol) network stack
on each node is not applicable to bespoke hardware such as the BG/Q301, in
which each node runs a highly eﬃcient compute node kernel, rather than a
fully featured operating system. The advantage of this is that it allows for
the minimum overhead for communication and I/O operations, providing the
maximum amount of CPU power for performing the actual computational task.
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To address this we have developed a new implementation of TIGER2 for the
BG/Q using the replica-exchange Application Programming Interface (API)
that is present in modern versions of the NAMD MD package. This has en-
abled us to develop a single code that can be run on any platform for which
NAMD can be built and run without the need to change or modify the input.
The implementation takes the form of a TCL script which plugs into NAMD
and orchestrates the exchanging and re-ordering of the replicas, validation of
the correct implementation and an instruction manual for using the imple-
mentation can be found in Brown and Walsh 1 , whereas here we present and
evaluate the performance of the TIGER2 method and it’s suitability for the
simulation of n16N.
Before attempting to assess the suitability of TIGER2 for use with n16N,
the implementation was validated against the previous two reference implemen-
tations, of Menz et al. 10 and Li et al. 11 . To asses the suitability of TIGER2
for the project, and ensure the correct implementation of the method, three
separate test cases were used: Alanine-dipeptide, the ﬁfteen residue peptide
(AAQAA)3 and deca-alanine. The ﬁrst two were chosen as they have been
previously simulated using other TIGER2 implementations, serving as valida-
tion of the implementation in this work. The latter test case, deca-alanine,
was chosen, as it had been previously used in the evaluation of T-REMD in
implicit solvent, hence facilitating comparisons between TIGER2, REST in
explicit solvent and T-REMD in implicit solvent.
3.3.1 Methods
Alanine-Dipeptide
The ﬁrst test case was alanine-dipeptide in explicit solvent. This system was
chosen as results for alanine-dipeptide had been reported for both of the previ-
ously published implementations. These data provided a valuable benchmark
against which to validate the new implementation against.
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The simulation consisted of alanine-dipeptide with 465 TIP3P208,214 wa-
ter molecules in cubic simulation cell with a size of 24.18 A˚, as used by Menz
et al. 10 . Inter-atomic attractions were described using the CHARMM27185,302,303
for the peptide. Coulombic interactions were calculated using the PME195 al-
gorithm using a real-space cut-oﬀ of 1.0 nm, Lennard-Jones interactions were
smoothly ramped to zero between 1.1 nm and 1.2 nm. Replicas were main-
tained at their set point temperatures using the Langevin thermostat194. This
followed the simulation length, protocol, and starting conﬁgurations used in
the work of Menz et al. 10 , which consisted of four identical replicas, distributed
between 300 K and 600 K. The TIGER2 cycle consisted of 1.0 ps of heating to
the target temperature, 1.0 ps of sampling, and 1.2 ps of quenching and equili-
bration at the baseline temperature before the attempted swap. This TIGER2
cycle length corresponds to an exchange attempt every 3.2 ps, compared to
every 1 ps which is typically used in T-REMD simulations. The simulation
was run for a total of 16 ns or 5,000 TIGER2 cycles, and frames from the end
of each TIGER2 cycle were saved for analysis (5000 frames). These were then
demultiplexed to create a constant temperature trajectory corresponding to
the base line temperature for analysis. From the baseline trajectory the dihe-
dral angles were calculated and assigned to a secondary structure. The relative
free-energy diﬀerences were then calculated from the populations using:






in which kB is Boltzmann’s constant, T is temperature, and p1 and p2 are the
probability of state 1 and state 2 respectively.
(AAQAA)3
For the second benchmark the ﬁfteen residue polypeptide (AAQAA)3 in im-
plicit solvent was used. This system was chosen as results for (AAQAA)3
had been previously reported for the original TIGER2 implementation of Li
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et al. 11 , providing a second point of reference to evaluate the current imple-
mentation against. In addition to this, as (AAQAA)3 is a signiﬁcantly longer
peptide than the rather simplistic alanine-dipeptide, this system should serve
as a better representation of other typical peptide systems, such as n16N.
The system was simulated using three replicas, spanning a temperature
window of 270 K-550 K using the TIGER cycle outlined in Li et al. 11 . The
simulation was run for a total of 40 ns or 8000 TIGER2 cycles, as per the pre-
viously reported work. The peptide was described using the CHARMM27303
forceﬁeld and the implicit solvent model used was GBSA, with the parame-
ters outlined in Onufriev et al. 219 , because the GBSW304 used by Li et al. 11
cannot be implemented in the NAMD MD package. Consistent with the pre-
viously reported simulation, the resulting trajectories were demultiplexed and
only the frames corresponding to the 300 K replica were used in the analy-
sis. The last 20 ns of the reference replica trajectory was then analysed using
STRIDE274(the concept behind the STRIDE analysis is described in Chapter
2) to determine the secondary structure motifs sampled, from which the he-
licity of each residue was calculated. Following the earlier work of Li et al. 11 ,
helicity was deﬁned as the fraction of frames in which each residue was assigned
to one of the following structures: ‘310 helix’, ‘π-helix’, and ‘α-helix’.
Ala10
Additionally, deca-alanine was also simulated using the TIGER2 method. This
allowed for a comparison between this method and both the REST and T-
REMD approaches, although due to the diﬀerences in the simulation package
and availability of parameters, the T-REMD simulations were repeated in this
section, in order to determine which, if any diﬀerences that were due to the
diﬀerent package and parameters, and which were due to the TIGER2 method.
The simulations of deca-Alanine in this section also made use of the GBSA219
implicit solvent model, in keeping with the earlier T-REMD simulations. How-
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ever in this work the parameters provided with the NAMD MD package were
used. The primary diﬀerence between the two sets of parameters are the Born
radii, with the simulations in this section using the radii outlined in Bondi 305 ,
whereas the previous T-REMD simulations in GROMACS used the radii of
Hawkins et al. 306 . The simulations of deca-alanine were carried out in the
NVT ensemble, with temperature control maintained using the Langevin ther-
mostat194. Newton’s equations of motion were integrated using the leap-frog
algorithm241 and 1 fs time-step. The CHARMM27302 forceﬁeld was used to de-
scribe the inter-atomic interactions, with the electrostatic interactions treated
using a 1.2 nm cut-oﬀ, and the Lennard-Jones (LJ) interactions smoothed to
zero from 1.1 nm to 1.2 nm.
The TIGER2 simulation used four replicas spaced between 300 K and 500
K, and run for a total of 10 ns (2000 TIGER2 cycles). Each cycle consisted
of 2 ps of equilibration at the target temperature, 2 ps of sampling, and 1
ps of equilibration at 300 K before each exchange attempt; frames were also
saved from each replica before the exchange attempt for analysis. The other
simulation parameters were as used for the T-REMD simulations, to facilitate
the comparison between the two. The T-REMD simulation used six replicas
spaced between 300K and 500K, with exchanges attempted every 1 ps. The
spacing between the replicas and number of replicas used in the T-REMD sim-
ulation were determined using the online temperature predictor of Patriksson
and van der Spoel 257 . The resulting trajectories were then demultiplexed to
produce a constant temperature trajectory for each replica. The trajectory
corresponding to the baseline temperature (300 K) was then analysed using
DSSP to determine the relative populations of the diﬀerent secondary structure
motifs.
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3.3.2 Results and Discussion
Alanine dipeptide
For alanine dipeptide the population of each secondary structure motif as a
function of the simulation time is presented in Figure 3.7. Qualitative com-
parison of this plot and that presented in Figure 3 of Menz et al. 10 suggests
that the implementation of TIGER2 developed for this work is correct and in
good agreement with previous implementations.
This was further supported by the calculated relative free-energy diﬀerences
between secondary structures, presented in Table 3.7, which also indicate a
good agreement with the previous studies of Menz et al. 10 and Li et al. 11 .
Figure 3.7: Population ratios of the C7eq + C5 (black), αr + β2 (red), αl
(green) and C7ax (blue) structures, as deﬁned by Li et al.
11 for the full 16 ns
baseline trajectory of alanine-dipeptide. Inset: structure of alanine dipeptide
with water omitted for clarity.
C7eq + C5 αr + β2 αl C7ax
This Work 0 0.03 1.44 1.74
Li et al. 11 0 0.03 1.37 1.80
Menz et al. 10 0 0.03 1.42 2.00
Table 3.7: Free-energy diﬀerences of alanine-dipeptide structures in water (kcal
mol−1) between the C7eq state and other relevant conformational states for this
work and the previously reported two studies.
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The good agreement achieved in both the populations of each secondary
structure and the relative free-energy diﬀerences suggest that at least for a
simple system such as alanine dipeptide, our new implementation appears to
give consistent results. However, before the TIGER2 method can be evaluated
for its suitability for this project another signiﬁcantly more complex benchmark
is required to ensure the code was functioning correctly.
(AAQAA)3
The helicity of each of the ﬁfteen residues was calculated from a constant
temperature trajectory (T = 300 K) and is presented in Figure 3.8. These data
indicate that our TIGER2 results diﬀer with the results published by Li et al. 11 ,
with the results from the implementation in this work producing a proﬁle that
is midway between the original implementation and the available experimental
data. The diﬀerence in the observed helicity is likely to be due to the diﬀerent
implicit solvent model used in this work compared to that used by Li et al. 11 .
In our work the implicit solvent model choice was limited to those already
implemented in the NAMD MD package, whereas the solvent model used by
Li et al. 11 , GBSW, is exclusive to the proprietory CHARMM MD package300.
The helicity proﬁle from our simulations also shows a small feature at residue 8,
which is not observed in the previous work, or in experiment. Visual inspection
of the trajectory revealed that this was the result of a conﬁguration consisting
of a turn that persisted in the baseline replica for the ﬁrst 5 ns of the period
analysed. Repeating the analysis over the entire trajectory diminished the
eﬀect of this one conformation. However the appearance of this feature does
highlight the need for care when analysing simulation results.
The simulations of the more complicated ﬁfteen residue (AAQAA)3, did not
show the same high level of agreement with the results reported previously for
the TIGER2 implementation as was observed for the alanine dipeptide. This
was potentially due to the diﬀerent implicit solvent models employed between
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Figure 3.8: a) Helicity of each residue as determined from Li et al. 11 (red),
experiment(black) and the wrapper developed as part of this work with the
entire trajectory in green and the last 20 ns in blue. b) Snapshot of (AAQAA)3
from the TIGER2 in implicit solvent simulations.
the two studies. Therefore it is diﬃcult to draw any deﬁnitive conclusions
about the suitability of TIGER2 for use in this project without testing the
implementation against something in which all of the simulation parameters
are known and can be reproduced exactly. This is the motivation for the
simulations of Ala10 presented in the next subsection.
Deca-alanine
DSSP analysis of Ala10 simulated both TIGER2 and T-REMD in implicit sol-
vent using NAMD are presented in Table 3.8. These data demonstrate that
there is good agreement between the secondary structures motifs sampled using
the TIGER2 and T-REMD, further suggesting the implementation of TIGER2
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is correct, with TIGER2 yielding conformational sampling at least comparable
to T-REMD. However, both simulations feature a large increase in the amount
of ‘Turn’ ( 28%) and helical content ( 15%), along with a signiﬁcant reduc-
tion in the ‘coil’ ( 33%) content compared to the earlier REST simulations of
deca-alanine using explicit solvent (see Table 3.3 and reproduced in Table3.8).
Comparisons of T-REMD simulation presented here using NAMD and those
presented earlier in the Chapter 3.3 using GROMACS, show signiﬁcant dif-
ferences in the ensemble of secondary structure motifs between the two, with
those run using the parameters from the NAMD MD package showing a signif-
icant increase in the ‘β’ content ( 23%), and reduction in the ‘Bend’ content
( 12%).
Given the implicit solvent results presented earlier in Section 3.2.1 were in
signiﬁcantly better agreement with the explicit solvent model, suggests that
the set of implicit solvent parameters which are supported by the NAMD sim-
ulation package are not suitable for use in the rest of the project. Whilst the
agreement between the TIGER2 simulation and the T-REMD simulation is
very good, with only minor diﬀerences in two structural ensembles, the diﬀer-
ences between the implicit solvent simulations using NAMD and the explicit
solvent simulations using GROMACS presented earlier in the chapter (Section
3.2.1) are too large for this to be considered a viable approach for remainder
of the project.
Motif TREMD TIGER2 REST
Coil 0.29 0.30 0.62
β-sheet 0.09 0.09 0.00
β-bridge 0.14 0.15 0.12
Bend 0.04 0.04 0.37
Turn 0.28 0.29 0.00
α-helix 0.09 0.09 0.00
5-helix 0.00 0.01 0.00
3-helix 0.06 0.05 0.00
Table 3.8: Relative populations of each secondary structure motif calculated
using DSSP for both T-REMD and TIGER2 simulations using implicit solvent
and the REST simulation using explicit solvent presented earlier.
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3.3.3 Technical Limitations of TIGER2
It would have been advantageous to evaluate the performance of TIGER2 in
its ability to reduce the cost of a simulation of deca-alanine in explicit solvent,
to further determine if the method was suitable for this project. However,
during the course of this work, and through discussions with the authors of
the TIGER2 algorithm, Li et al. 11 , it became clear that there were some sys-
tem size limitations with the TIGER2 method for explicit solvent simulations,
which prevented it from being suitable for use with n16N. In private commu-
nications with Latour307. it was determined that the TIGER2 method could
not recover the correct ensemble when the number of solvent molecules was
large in comparison to the size solute molecule, and an upper limit of 25,000
water molecules was proposed. The root cause of this limitation is thought
to be the ﬂuctuations in the potential energy contribution of the solvent at
this system size, which is thought to dominate the solute contribution. This
leads to exchanges being accepted based on water conﬁgurations rather than
the conﬁgurations of the solute. This eﬀect is due to the relative sizes of
the diﬀerent terms that contribute to the total energy of the system. In the
work of Periole and Mark 12 the eﬃciency of T-REMD was studied using a
test system of a β−hepta-peptide in 988 methanol molecules. In Figure 4 of
their study the authors presented the potential energy distributions of a) the
total system and b) just the peptide for all of the replicas. Using the data
in this ﬁgure (relevant data reproduced in Figure 3.9) and the diﬀerence in
the relative magnitude of potential energy terms for the peptide and system
can be obtained. Consider the baseline replica from Periole and Mark 12 as
an example, it can be read from Figure 3.9 that the peptide distribution can
be roughly approximated by a normal distribution with μ = −400 kJ mol−1
and σ2 = 1000, and the total system by μ = −37000 kJ mol−1 and σ2 = 500.
Then consider two states, A and B, chosen such that the total energy (At,
and Bt) and the peptide energy (Ap, Bp) are one σ away from the mean of
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the respective distributions, but in opposite directions. Such a choice would
result in the following potential energies: At = −36978 kJ mol−1 , Ap − 433
kJ mol−1, Bt = −37022 kJ mol−1 and Bp = −367 kJ mol−1. The total energy
diﬀerence between these two states is Δt = +44 kJ mol
−1. If this is used to
determine if an exchange is successful or not it would result in the exchange
being accepted with probability less than 1×10−7. However, if just the energy
of the protein is considered when exchanging between replicas, then the dif-
ference between state A and B is Δp = −67 kJ mol−1 , and as such the swap
would be accepted according to the Metropolis criterion253 as this exchange
would move the system to a lower energy. This is an idealised ‘worse case’
scenario; however, due to the fast quenching down to the baseline temperature
in the TIGER2 approach, it is conceivable that with a large number of solvent
molecules the potential energy of the solvent could not have suﬃcient time to
equilibrate compared to the protein; resulting in a swap which is accepted or
rejected based on the solvent conﬁguration.
One possible strategy in which this could be addressed would be to re-
duce the variance in the solvent term of the potential energy. This could be
achieved by freezing the peptide and allowing the solvent extra time to reach
equilibrium. This solution has been proposed by Latour et. al. in an as-yet
unpublished revision of TIGER2. The disadvantage of this strategy is that
it takes an already extended time between exchange attempts and makes this
even longer, potentially reducing the sampling eﬃciency of the algorithm. An
alternative is to use a Hamiltonian replica exchange method such as REST262.
In the REST method, the solvent contribution to the potential energy of the
system is cancelled out, and thus does not contribute to the probability of
the exchange being accepted. This is demonstrated in the Chapter 2 and in
the work of Wang et al. 262 in which the exchange criteria used in REST2 is
presented in Equation 2.9 in Chapter 2.
Additionally the correct length of TIGER2 of a cycle and number of repli-
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Figure 3.9: Potential energy distributions for a) the entire system, β−hepta-
peptide in methanol and b) the peptide, adapted from Periole and Mark 12 .
For parameters used in the ﬁt to each distribution, see text.
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cas that should be used is not well deﬁned, compared to T-REMD. When
undertaking T-REMD simulations the correct number of replicas and their dis-
tribution throughout the temperature window can be easily determined from
the number of degrees of freedom of the system257. However, the number of
replicas and the length of a TIGER2 cycle is not easily determined a pri-
ori and often requires a number of test simulations to determine correctly11.
In Menz et al. 10 , and Li et al. 11 , the replicas are distributed exponentially
through temperature space; whilst the number of replicas is suggested to be
independent of the system and can be chosen to match the computational
resources at hand138. The length of cycle has, however, been shown by Li
and Latour 138 to aﬀect the time required to reach equilibrium, and requires
test simulations to determine the ideal value138. The length of one cycle in
TIGER2 also limits the comparability with other methods such as T-REMD.
As frames are saved less frequently in TIGER2, either the simulations can be
run for the same number of steps, and the TIGER2 simulations will produce
less frames for analysis, and potentially worse statistics. Alternatively, to ob-
tain a comparable number of frames for analysis, the TIGER2 simulation must
be run for longer.
3.4 Conclusions
In this chapter the potential beneﬁts of using two alternatives to the established
REST method for this project were evaluated. First, T-REMD with an implicit
solvent model was considered as a means of reducing the computational cost
of each simulation, allowing access to longer time scales than are practical
using an explicit solvent model. This, however, proved to be unsuitable for
this project due to the over stabilisation of compact helical structures. Whilst
this eﬀect is not new, and has been observed in the work of others using other
forceﬁelds232, the extent to which IDPs such as n16N are susceptible to this
had not been previously studied. Tables 3.4 and 3.5 demonstrate this and the
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extent to which this simulation procedure appeared to be unable to capture
the underlying interactions in n16N.
Second, a newer REMD method, TIGER2 was implemented in NAMD,
using a new in-house code authored for this project. The implementation
was initially evaluated against existing test systems (alanine-dipeptide and
(AAQAA)3) where it was shown to be in good agreement with implementa-
tions published by other researchers. This method was then further tested
using the deca-alanine test system, in which whilst it was shown to be in
agreement with the T-REMD results, there were signiﬁcant diﬀerences in the
GBSA implementations between GROMACS and NAMD, which resulted in
a worse agreement with the explicit solvent simulations than had been previ-
ously obtained. Additionally this method had a number of limitations that
made it unsuitable for further use, the ﬁrst of which was the determination
of a suﬃcient heating and cooling cycle which was largely empirical and in-
volved a number of iterations to achieve suﬃcient acceptance rates. Also more
signiﬁcantly, there is an apparent upper-limit on the system size for the use
of TIGER2 in explicit solvent. For a large peptide system such as n16N in
which potentially greater than 20,000 solvent molecules required, this makes
the published version of TIGER2 completely unsuitable. Whilst it is thought
that this limitation is not restricted to TIGER2 and could be generalised to
any T-REMD method, this still remains to be demonstrated in the literature,
primarily due to the computational cost of simulating such systems, and the
complexity of determining such bias, without an unambiguous point of com-
parison.
It would have been advantageous to use one of the methods evaluated in this
Chapter to enhance the eﬃciency of the simulations required for this project.
However, there are too many disadvantages to both methods and therefore
throughout the rest of project the REST approach will be utilised to provide




ensemble of n16N in solution
4.1 Introduction
As previously outlined in Chapter 1, n16N, is an intrinsically disordered pep-
tide113 derived from the nacre protein n16. The full length protein, n16, was
classiﬁed as a framework protein and is found in the bio-molecular matrix
within nacre64. The protein n16 has been shown to aggregate in solution, al-
lowing for it to direct the assembly of calcium carbonate nanoparticles103,105.
The aragonite stabilising function of n16 was narrowed down to the N-terminal
region of the protein in the work of Metzler et al. 104 . These authors cleaved
n16 into two 30 amino acid peptides, denoted n16N and n16C. Both peptides
were added to calcium carbonate crystallisation assays, in which aragonite was
observed to form only in the presence of n16N. Additionally, the later study
of Delak et al. 150 observed that mutating Asp to Asn and Glu to Gln inhib-
ited the formation of aragonite, however when the sequence was scrambled,
the resulting peptide was still observed to promote the formation of aragonite.
This suggested that it is the amino acid composition rather than the peptide
sequence which aﬀords n16N the ability to stabilise the formation of aragonite.
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n16N was further studied by Collino and Evans 14 who used Nuclear Mag-
netic Resonance (NMR) spectroscopy and Circular Dichroism (CD) spectroscopy
to study the structure of n16N in solution, to determine the functional regions
of n16N responsible for stabilising aragonite formation. From their NMR study,
Collino and Evans 14 were able to derive a set of distance constraints for pairs
of atoms within n16N, which allowed them to suggest a possible structure for
n16N. However, the J3 coupling constants obtained from their NMR spec-
tra suggested that the majority of residues within n16N were characterised
as having a ‘random coil’ nature. These ﬁndings led the authors to suggest
that n16N is intrinsically disordered, therefore the structure reported by these
authors is likely to be one of a much larger ensemble, rather than a deﬁnitive
structure for n16N. It is this ensemble of structures which we will investigate
using molecular dynamics simulation in this chapter. Additionally, on the ba-
sis of the distribution of charge in this sequence, these authors suggested that
the Asp-rich C-terminal half of n16N was responsible for interacting with and
stabilising the mineral. Collino and Evans 14 were able to suggest a plausible
structure, ﬁtted to the observed NMR chemical shifts. Moreover, due to the
random coil nature of n16N and the time scale of the experiments, the observed
chemical shifts, and hence the derived structure are an average structure. How-
ever, using MD simulation we are able to access the conformational ensemble
of n16N, and provide an insight into the ensemble of structures responsible for
the observed chemical shifts. A later bio-informatics study by Evans 67 identi-
ﬁed an ‘amyloid-like’ region between R8 and Y17. It was proposed that this
region could be implicated in forming n16N into the required framework to
assemble the mineral. The position of these two domains suggest that the ﬁrst
eight residues A1 – R8 are responsible for n16N’s ability to selectively bind to
β-chitin.
The IDP-like nature observed by Collino and Evans 14 suggests that n16N
lacks a well deﬁned secondary structure. This presents a challenge to simu-
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lation, as it requires the use of advanced sampling methods to eﬃciently and
comprehensively sample conformational space to ensure that all of the acces-
sible minima have been found. As outlined previously in Chapter 2, many
diﬀerent advanced sampling methods exist which aim to address this problem.
Previously in Chapter 3, two computationally less-expensive replica ex-
change approaches, TIGER211 and T-REMD132, were evaluated using several
test cases. However, both of these approaches were shown to have limitations
that made them unsuitable for simulating n16N under aqueous conditions.
Therefore in this chapter the REST approach2,261,262, outlined in Chapter 2,
will be used to simulate n16N in solution. The REST approach has been
used successfully to investigate the solution structures of several diﬀerent pep-
tides under aqueous conditions13,264,308. In the work of Wright and Walsh 13
the conformational sampling of the REST approach was compared to that of
both regular MD simulations and T-REMD simulations for the quartz binding
peptide S1. These authors demonstrated that the REST approach had signif-
icantly improved sampling over both T-REMD and regular MD simulations.
See Chapter 2 and Chapter 3 for a detailed discussions on the REST approach.
In this chapter the ensemble of conformations supported by n16N in solu-
tion is investigated using advanced replica exchange simulations. By linking
the sequence to the structure through these simulations we can begin to under-
stand the possible regions and mechanism by which n16N is able to stabilise
the formation of aragonite. The understanding and insight gained from the
simulations of n16N in solution presented in this Chapter will then be built
upon to probe the diﬀerent regions and their functions in the subsequent chap-
ters to build a clear understanding of the many roles n16N could perform. In
this chapter we also compare the eﬀectiveness of applying NMR constraints to
the already computationally eﬃcient REST method to determine if there are
any further improvements to be gained. The idea of diﬀerent functional sub-
domains within n16N is also ﬁrst proposed in this chapter, with subsequent
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chapters providing additional support for this.
4.2 Molecular Simulation Details
The starting structures used in this chapter were prepared using the protein
builder provided with the TINKER309 package. The protonation states of each
residue were assigned corresponding to pH ≈ 7, with histidine deprotonated.
The N-terminus was modelled as zwitterionic, whilst the C-terminus featured
an amide cap to mimic its attachment to the rest of the peptide, consistent
with the experiments of Collino and Evans 14 .
The four REST2,310 simulations of n16N were performed using the GRO-
MACS software package version 4.5.5188 in two stages; ﬁrst, an initial prepa-
ration stage common to all simulations, and a second production stage. In the
ﬁrst stage, three T-REMD132 simulations of n16N were carried out to provide
a set of starting structures to use in the later REST simulations. These T-
REMD simulations were carried out using the GBSA implicit solvent model311
with 16 replicas, covering a temperature range of 300-500K. In these simula-
tions the 16 replicas were started in a range of conformations (these included
α-helix, β-extended and β-turn); each replica was then energy minimised using
the method of steepest descent to a tolerance in the diﬀerence in energy of 500
kJ mol−1. The T-REMD simulations were carried out in the NVT ensemble
for 1 ns, with a 2 fs time-step, the Nose´-Hoover thermostat246 and exchanges
attempted every 1000 steps. Randomly-chosen frames from each of the tra-
jectories were then used to populate the 16 initial conﬁgurations for the next
stage.
In stage two, these 16 structures were solvated using the TIPS3P208,214
water model in a 12 × 12 × 12 nm3 cubic cell. The cell size was chosen to
ensure that if the peptide chain was fully-extended, the distance between the
n16N chain and its periodic image was greater than the cut-oﬀ used for the
short-range Coulombic interactions. Each REST simulation used 16 replicas,
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spanning an “eﬀective temperature” range of 300-500K (300.0, 313.30, 326.6,
340.0, 353.3, 366.7, 379.0, 393.3, 406.7, 419.0, 432.3, 445.7, 459.0, 472.3, 485.7,
500.0K). This maintained an acceptance ratio of 0.3 - 0.4 for the exchanges
between adjacent replicas. The REST method was implemented following the
work of Terakawa et al. 2 , using the built-in free-energy perturbation code in
the GROMACS299 MD package. The initial conﬁguration of each replica in
its solvated state was then energy minimised (to the same tolerance as already
stated) and equilibrated at its target potential for 500ps in the NPT ensemble
prior to being used in the REST simulations.
All of the simulations were performed using the CHARMM22*147,303 force-
ﬁeld. The REST simulations were carried out in the NPT ensemble at 300 K
and 1 atm, with a Nose´-Hoover thermostat246 ( τt = 0.4 ps ) and Parrinello-
Rahman251 barostat ( τp = 0.5 ps ). Time integration of Newton’s equations of
motion was performed using the leap-frog algorithm241 with a time-step of 1
fs, with frames being saved every 10 ps and exchanges between replicas being
attempted every 1000 steps. Four REST runs were performed, each with a
duration of 50ns. The initial two REST simulations were carried out consis-
tent with the apo-form studied by Collino and Evans 14 and comprised a single
n16N chain with 57509 water molecules and 3 Cl− counter-ions required to en-
sure charge-neutrality of the simulation cell. One of these runs was performed
without NMR-constraints, whereas the other run experimentally-derived NMR
constraints (see Table 4.1) were applied. The remaining two simulations were
carried out to study the Ca2+-complexed form of n16N, and comprised of 57497
water molecules, 4 Ca2+ ions (in accordance with the concentration speciﬁed
by Collino and Evans 14), and 11 Cl− counter ions. Similarly to the apo-form,
one of these simulations was performed with NMR constraints applied, and the
other without. The choice of Cl− counter ions used in this work is consistent
with the experimental procedure of Collino and Evans 14 , which also featured
Cl− ions.
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In the two simulations where NMR constraints were applied, these were
carried out to determine if the conformational sampling of the REST method
alone is suﬃcient, or if it could be improved with the addition of experimentally
derived NMR constraints. The constraints used in this work are derived from
those published by Collino and Evans 14 from their NMR Spectra, and have
been implemented as a piecewise liner/harmonic potential299. The form of the
constraint potential was the same as that applied previously to the simulations






kb(rij − r0)2 rij ≤ r0
0 r0 < rij ≤ r1
1
2
kb(rij − r0)2 r1 < rij ≤ r2
1
2
kb(2rij − r1 − r2)(r2 − r1) r2 < rij
(4.1)
The bounds were chosen such that the restraint potential was zero between
the distances speciﬁed by Collino and Evans 14 and the distance r2 was chosen
to be 1A˚ greater than the distance r1. Details of the constraints, such as the
residues involved in each pair, the constraint distance rij, and the constraint
force constant, kb are given in Table 4.1.
105
αN(i, i) αN(i, i+ 1) αN(i, i+ 2)
A1 Strong A1 - Y2 Weak K5 - G7 Weak
H3 Weak Y2 - H3 Weak C6 - R8 Weak
C6 Medium H3 - K4 Medium G7 - Y9 Weak
G7 Strong K4 - K5 Medium
R8 Medium K5 - C6 Medium
Y9 Medium C6 - G7 Weak
S10 Strong G7 - R8 Weak
Y11 Strong S10 - Y11 Weak
C12 Medium Y11 - C12 Medium
Y16 Strong C12 - W13 Medium
D17 Weak D17 - I18 Weak
I18 Medium I18 - E19 Weak
E19 Weak R20 - D21 Medium
D21 Weak D21 - R22 Medium
R22 Weak R22 - Y23 Medium




Table 4.1: Constraint parameters derived from the NMR studies of Collino
and Evans 14 . Strong is deﬁned by a distance between 1.8 - 2.5 A˚, medium
corresponds to 2.5 - 3.5 A˚, and weak denotes a distance range of 3.5 - 5.0 A˚
4.2.1 Simulation Analysis
All of the analysis presented in this chapter was performed on the reference
replica trajectory (corresponding to the eﬀective temperature of 300 K). To de-
termine and characterise the conformational ensemble sampled in each REST
simulation, cluster analysis was carried out. Cluster analysis groups conﬁgura-
tions together based on how similar the peptide conformations are, providing
an insight into the most likely structures of the peptide, see Chapter 2 for
an indepth discussion of the insight provided by cluster analysis. The cluster
analysis was carried out for all peptide backbone atoms over the full trajec-
tory for the reference replica. The clustering algorithm used in this work was
the Daura algorithm268 in which clusters are deﬁned based on the Root Mean
Squared Distance (RMSD) between the positions of peptide backbone atoms
in all possible pairs of frames. A cut-oﬀ of 0.4 nm used throughout unless
otherwise stated.
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The cut-oﬀ of 0.4 nm used during the cluster analysis was determined
from four separate test simulations. The four test simulations used the NMR-
resolved structure of Collino and Evans 14 as the initial conﬁguration. From
these four conventional MD simulations, the RMSD diﬀerence in the positions
of the backbone atoms from the NMR structure were calculated and a visual
inspection of the trajectories indicated that a cut-oﬀ of 0.4 nm still yielded
structures that closely resembled our reference structure. These simulations
were run with 4956 TIPS3P208,214 water molecules for a total of 10 ns each
in the NPT ensemble, with the same time-step, integrator, thermostat and
barostat as mentioned previously. The average RMSD of the backbone atoms
was calculated from the last 5 ns of these trajectories.
Additional cluster analysis was also carried out over reduced regions of the
peptide, and with selected regions omitted. The reduced regions were chosen
to represent the two terminal regions and the ’amyloid-like’ region proposed
by Evans 67 . Each region was purposefully chosen to contain the same number
of residues to ensure a direct comparison between them could be made. The
reduced regions used for the additional cluster analysis were residues 1–8, 8–
16, and 22–30. The omitted regions consisted of residues 1–22, omitting the
C-terminal region and 8–30, omitting the N-terminal region.
The ensemble of structures determined from the cluster analysis of the
each REST simulation were compared to each other by calculating the RMSD
between the position of the backbone atoms of the centroid structure from
each cluster for each cluster under comparison. This calculation is consistent
to that used during cluster analysis, providing a method of determining which
structures, if any, would be from a structural match within a cluster from
another ensemble. A cluster pair was classiﬁed as a ‘match’ if the RMSD
of the position of the backbone atoms between the two cluster centroids was
less than 0.4 nm. Additionally, cluster pairs were classiﬁed as “similar” if the
RMSD was between 0.4 and 0.5 nm. This was carried out for both the cluster
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analysis over the full length peptide and the cluster analysis over just residues
1–22.
Hydrogen-bonding analysis was also performed on the entire REST refer-
ence trajectory from each simulation. Following Jedlovszky et al.312, a hy-
drogen bond was deﬁned as simultaneously satisfying the following three con-
ditions: having a donor-acceptor heavy atom distance of less than or equal
to 3.5 A˚, an acceptor-hydrogen distance of less than or equal to 2.5 A˚ and
a hydrogen-acceptor-donor angle of less than 30 degrees. To avoid double-
counting, sidechain-sidechain hydrogen-bonds involving oppositely charged residues
were excluded from this analysis due to accounting for them elsewhere in the
charged-residue/charged-residue analysis.
Intra-peptide interactions via residue pairs were also investigated. These
interactions were considered in two classes: 1) charged-residue/charged-residue
interactions, and 2) aromatic–aromatic and aromatic–hydrophobic interac-
tions. The intra-peptide interactions were determined based on the shortest
distance between the every residue pair within each class. The details of the
side-chain sites used in calculating the distances used in determining these
interactions are given in Table 4.2. Test simulations, were carried out for ex-
emplar pairs of residues (Y-Y, Y-W I-Y, D-K, D-R, and D-H). Each pair was
placed in a cubic simulation cell of dimension 32 A˚with the interaction sites in
close proximity. 1003 TIPS3P water molecules208,214 were used to solvate the
amino acids and the simulations were run from 1 ns in the NPT ensemble, with
frames recorded every 1ps for analysis. The other simulation parameters were
consistent with those outlined earlier. A histogram was produced from the dis-
tance between interaction sites of each pair, from which it was determined that
6A was indicative of non-covalent interaction. From these test simulations, it
was determined that a cut-oﬀ of 6 A˚ between such sites, was indicative of
non-covalent interaction. For each possible type of residue-residue interaction
within n16N, the fraction of the entire reference replica trajectory in which
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Tyr Geometric Centre of Ring
Trp Geometric Centre of Ring
His Geometric Centre of Ring
Ile Cγ
Table 4.2: Sites used during the calculation of residue pair interactions.
Ramachandran analysis was carried out for each of the four REST simula-
tions, to provide an insight into the ensemble of secondary structures sampled
by each simulation, for a full explanation of Ramachandran analysis, refer to
Chapter 2. Ramachandran plots were generated over the entire reference REST
trajectory using the g rama utility from the Gromacs299 software package. The
Ramachandran plots were then then subdivided into regions corresponding to
φ and ψ angles associated with diﬀerent secondary structures; these regions
are outlined in Figure 4.1 and are consistent with the earlier work of Wright
and Walsh 13 .
To facilitate a direct comparison with the NMR chemical shifts reported for
apo-n16N14, the CAMSHIFT package270 was used to predict nuclear chemi-
cal shifts for each residue, see Chapter 2 for a discussion on chemical shift
prediction. The predicted chemical shifts were then averaged over the entire
reference replica trajectory for the apo-n16N case. CAMSHIFT employs a
knowledge-based approach to the prediction of chemical shifts based on the
local geometric properties of each residue. This knowledge-based approach
yields chemical shifts within a certain tolerance, where this tolerance diﬀers
for each type of proton considered (for example CHα protons compared to NH
protons). To ensure the reliability of the predictions these were compared to
those calculated using the SPARTA+ package269. The uncertainties in the
predictions from SPARTA+ and CAMSHIFT vary for the diﬀerent proton en-
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Figure 4.1: Regions used for Ramachandran analysis and their associated sec-
ondary structures, consistent with the earlier work of Wright and Walsh 13
vironments, with some environments yielding considerably less uncertainty in
one approach over the other. For clarity, the chemical-shift data presented
herein are taken from the approach that featured the smallest uncertainty for
a given proton environment.
In the simulations involving additional Ca2+ ions the fraction of the REST
trajectory in which each residue was in contact with a Ca2+ ion was determined
using a distance based metric. Ions were determined to be in contact with the
residue associated with the heavy atom they were closest to. If this distance
was greater than 6 A˚ the ion was considered to be not in contact with peptide.
To aid in understanding and for clarity in the subsequent discussion, each
of the four REST simulations have been labelled as follows: “apo-none” refers
to the REST simulation of apo-n16N without restraints; “apo-NMR” refers
to apo-n16N with NMR restraints; “Ca-none” refers to Ca2+-complexed n16N
without restraints, and, “Ca-NMR” describes the Ca2+-complexed form with
NMR restraints.
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Figure 4.2: Exemplar replica mobility histograms for replicas a) 0, b) 5, c) 10,
and d) 15 from the apo-none REST simulation.
4.3 Results and Discussion
For each of the four REST simulations, there is satisfactory indication of the
conformational sampling eﬃcacy arising from the chosen lambda values. This
is indicated in the replica mobilities presented in Figure 4.2); which demon-
strates that each replica is able to traverse the entire “eﬀective temperature”
range and is indicative of suﬃcient mixing of the replicas throughout “eﬀective
temperature” space.
The number of clusters as a function of the number of REST simulation
steps was used as a measure of the degree of equilibration of the simulations.
These are presented in Figure 4.3 and indicate that the growth in the number
of clusters approaching a plateau in the latter stages of each run, suggesting
that many of the thermally accessible structures have been sampled. This is
indicative of suﬃcient sampling of conformational space, rather than complete
sampling, as complete sampling is only obtainable for the simplest MD simu-
lations. The small slope observed towards the end of the simulation is due to
minority clusters (clusters with low population) being found. These minority
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Figure 4.3: Number of clusters as a function of time, each simulation can be
shown to be approaching a plateau indicating suﬃcient sampling
clusters are largely due to the replica exchange method used herein, rather
than poor sampling. This is further demonstrated when the cluster analysis
is carried out over the ﬁrst 22 residues of the peptide, removing the confor-
mationally labile C-terminal region (discussed in the next sub-section). The
number of clusters as a function of REST simulation steps is presented in Fig-
ure 4.4, in which a plateau can be seen in the latter stages of each simulation,
further suggesting that suﬃcient sampling has occurred.
4.3.1 Conformational Ensemble Comparison
The conformational ensemble supported by n16N was compared to the experi-
mental work of Collino and Evans 14 via the direct comparison of their reported
chemical shifts measured from NMR, with those calculated from the apo-none
and apo-NMR reference replica trajectories. The CHα chemical shifts (δ) for
the apo-none and apo-NMR cases were calculated using CAMSHIFT270 and
are presented in Figure 4.5, in which it can be observed that the simulations
are broadly in agreement with the values observed by Collino and Evans 14 for
this particular proton environment. It can also be observed from these data
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Figure 4.4: Number of clusters as a function of time for the cluster analysis
carried out over residues 1–22, each simulation can be shown to feature a
plateau in the later part of each simulation indicating suﬃcient sampling.
that both simulations have predicted chemical shifts that are within the uncer-
tainty of CAMSHIFT, suggesting that the conformational ensemble is broadly
consistent between the two simulations. This could indicate that the REST
method alone is suﬃcient at sampling the conformational ensemble of n16N
without needing to impose NMR derived constraints. The eﬀect of the re-
straints is further evaluated in the following discussion. Other chemical shifts
such as for the NH and CHβ protons were also calculated, however, due to
the high uncertainty yielded for both the CAMSHIFT270 and SPARTA+269
approaches these proton environments did not lead to deﬁnitive conclusions
(data not shown).
The conformational ensemble was further probed using Ramachandran
analysis to determine the population of each class of secondary structure mo-
tif. The Ramachandran analysis was applied to the reference replica trajectory
for all four simulations. The relative populations of each secondary structure
region are presented in Figure 4.6. The Ramachandran analysis highlighted
the lack of a single dominant (eg. a population of greater than 50%) sec-
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Figure 4.5: δ(CHα) chemical shifts calculated for each residue in n16N us-
ing the CAMSHIFT package for the apo-none(Black), apo-NMR (blue) and
experimental shifts (red)14
ondary structural motif, consistent with the suggestion that n16N is IDP-like
in character. In addition to this, it can be observed that the PPII motif has
the largest population in all four simulations. The populations of each mo-
tif is similar both with and without the NMR constraints, further suggesting
that the conformational sampling aﬀorded by the REST method alone is suf-
ﬁcient to recover the conformational ensemble, and that the addition of NMR
constraints does little to further enhance this. The addition of Ca2+ ions to
the Ca-none and Ca-NMR simulations has little eﬀect on the population of
secondary structures compared to the corresponding apo-none and apo-NMR
simulations. This is consistent with the CD and NMR spectra reported by
Collino and Evans 14 in which only small local perturbations in the structure
were observed in the presence of Ca2+ ions.
4.3.2 Cluster Analysis
To determine the ensemble of structures in the conformational ensemble, clus-
ter analysis was carried out over the reference replica trajectory of each REST
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Figure 4.6: Ramachandran analysis of the four separate REST simulations
indicating the relative population of each secondary structure motif
simulation. The total number of clusters as a function of the number of MD
steps is presented in Figure 4.3. This is noticeably ﬂatter towards the latter
part of the simulations, suggesting that equilibrium has been approached13.
The percentage populations of the top ten most populated clusters from
each simulation are presented in Table 4.3. This shows that for each simulation
the population of the top cluster only accounts for approximately 10 − 20%
of the total number of frames in the reference replica trajectory. Each of the
four cluster population distributions lacks a clear dominant structure (or set
of structures) and possesses a broad tail of accessible low-population states.
The broad tail is indicated by the large number of total clusters in each case
relative to the number of clusters required for the top 25% and 50% of the
trajectory. These characteristics, a long-tailed distribution and no dominant
cluster, are consistent with those of an IDP-like peptide. The cluster popula-
tions for the ‘apo-none’ and ‘apo-NMR’ simulations indicate that, the distri-
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Cluster # apo-none apo-NMR Ca-none Ca-NMR
1 17 16 21 10
2 7 8 13 8
3 5 5 6 6
4 5 3 5 6
5 4 3 4 6
6 4 3 2 4
7 4 3 2 4
8 3 3 2 3
9 2 2 2 3
10 2 2 2 2
# to 25% 3 3 2 4
# to 50% 9 11 6 9
Total # of Clusters 192 226 213 186
Table 4.3: Percentage populations for the top ten most populated clusters for
the four REST simulations.
bution of clusters is similar in each case, further supporting the notion that
the REST method alone is suﬃcient to comprehensively sample the confor-
mational ensemble of n16N. Additionally, the ‘Ca-none’ case shows a similar
population distribution to that of the ‘apo-none’ case, further supporting the
notion that the presence of additional calcium ions has little eﬀect on the en-
semble of structures supported by n16N. However, the greatest diﬀerence can
be observed between the population of the top cluster from the ‘Ca-NMR‘
REST run compared to the other three. This, in addition to the noticeably
ﬂatter cluster population distribution (lower top cluster population and lower
overall number of clusters), may suggest that since the restraints were derived
from experiments performed on the ‘apo-n16N’ system, they may not be di-
rectly applicable to the Ca2+ complexed-n16N. However to fully determine the
reason for the discrepancy between the simulation of n16N in the presence of
Ca2+ ions with and without NMR restrains will require further simulation and
analysis beyond and is beyond the scope of this chapter.
The cluster centroid structures found in each simulation were compared to
each other by calculating the RMSD of the backbone atoms, consistent with
the method used in determining the clusters. Clusters were then classiﬁed as
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the “matched” if the centroid structures diﬀered by ≤ 0.4 nm and “similar” if
the RMSD between them was between 0.4 nm and 0.5 nm. The results of these
comparisons are presented in Figure 4.7. These plots show that a majority of
clusters were classiﬁed as “similar”, rather than “matched” (direct matches).
Figure 4.7: Cluster comparison maps for a) apo-none vs. apo-NMR and, b)
apo-none vs. Ca-none. Matching (“matched”) clusters are represented by ﬁlled
black circles and “similar” structures by red open squares.
A visual inspection of the reference trajectories indicated that the C-terminal
half of the peptide was conformationally highly mobile and could be contribut-
ing to the large number of clusters observed. This was investigated by con-
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Cluster ID apo-NMR RMSD Ca-none RMSD Ca-NMR RMSD
1 20 0.37 35 0.25 5 0.52
2 9 0.62 6 0.34 27 0.46
3 0 0.39 8 0.38 33 0.49
4 35 0.39 21 0.31 33 0.48
5 20 0.44 3 0.17 5 0.48
6 7 0.38 66 0.38 7 0.27
7 4 0.41 66 0.39 10 0.39
8 8 0.33 42 0.36 17 0.41
9 9 0.50 16 0.33 12 0.53
10 23 0.39 68 0.32 16 0.50
Table 4.4: Clusters from the apo-NMR, Ca-none, and Ca-NMR simulations
which were found to be closest structural equivalent to the top ten most pop-
ulated clusters from apo-none REST simulation. RMSD calculations were
carried out over the backbone atoms of the ﬁrst 22 residues, due to the large
number of structures accessible to the C-terminal region.
ducting cluster analysis for the “apo-none” case over three sub-regions of the
peptide; two terminal regions and a central region, using residues 1–8 for the
N-term region, residues 8–16 as the central ‘amyloid-like’ region67, and residues
22–30 as the C-term region. All three regions contained the same number of
residues, to ensure directly comparable results between the three regions. A
reduced cut-oﬀ of 0.2 nm was used for this cluster analysis, due to the size
extrinsic nature of cluster analysis. The cluster analysis carried out over the
C-term region(22–30) yielded 45 clusters, compared to 20 and 27 clusters for
the N-term (1–8) and ‘amyloid-like’ (8–16) regions respectively, further indi-
cating that the C-terminal region of n16N has a signiﬁcantly large number of
thermally accessible structures compared to the rest of the peptide. Additional
cluster analysis was then carried out for residues 1–22, i.e. with the C-terminal
region omitted. Clustering analysis was carried out over the backbone atoms
of the ﬁrst 22 residues, using the original 0.4 nm cut-oﬀ. Omission of the C-
terminal region resulted in a signiﬁcant drop in the total number of clusters,
from 192 down to 72; the population of the top cluster also increased from 17%
to 24%. For comparison we also omitted the N-terminal region (clustering over
residues 8 – 30), in which the total number of clusters was 97. The distribution
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of the population of each cluster with the N-terminal omitted was consistent
with the clustering performed over the full length of the peptide. The diﬀer-
ence between the omission of the two terminal regions indicates that the total
number of clusters as a function of REST MD steps over the entire peptide
is primarily dictated by the conformational variability of the C-terminal re-
gion. These ﬁndings provide additional conﬁrmation of the increased number
of structures accessible to the C-terminal compared to the other regions.
In Table 4.4 the most populated clusters from the cluster analysis of residues
1–22 of the apo-none simulation are matched to the representative structures
from the other three simulations from which they have the lowest RMSD.
These data show that most of the clusters are classiﬁed as a “matched” or
“similar”, further suggesting that the addition of Ca2+ ions has little eﬀect on
the ensemble of structures supported by n16N. The high number of matched
clusters between the ‘apo-none’ and ‘apo-NMR’ simulations, reinforces the
notion that REST alone is suﬃcient to comprehensively sample the conforma-
tional ensemble of n16N, and the addition of NMR constraints does not oﬀer
any improvement or variation.
The C-terminal half of the n16N sequence contains all of the negatively-
charged residues in the peptide, and more than half of the positively-charged
residues. The inferred conformational ﬂexibility of this region could help
to facilitate the stabilisation of aragonite by capturing both positively- and
negatively-charged ions, through a ‘ﬂy-casting’113 type mechanism. In the
simulations of the Ca2+-complexed peptide (“Ca-none” and “Ca-NMR”), it
was observed that in more than half of the REST reference trajectory the
peptide was in close contact with at least one Ca2+ ion. From the ‘Ca-none’
reference trajectory a probability distribution for the points of contact with
the Ca2+ ions was calculated and is presented in Figure 4.8, and demonstrates
a preference for coordination with the C-terminal half, with distinct a peak
for residue D17. Based on the observed preference of the Ca2+ ions, the con-
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Figure 4.8: Ca2+ contact per residue as a percentage of the total number of
frames calculated from the ‘Ca-none’ REST simulation
formational variability of this region, and the distribution of charged residues,
it suggests that resides 17–30 form the ‘ion-capture’/mineral assembly sub-
domain of n16N. As we shall demonstrate, and from the previous work of
Collino and Evans 14 and Evans 67 , we propose the functions of n16N can be
localised to three distinct sub-domains as follows: SD1 (residues 1–8) are sug-
gest to play a role in the selective binding to β-chitin; SD2 (residues 8–16)
which is thought to play a role in aggregation, as proposed by Evans 67 ; and
SD3 (residues 16–30) for interacting with and stabilising the mineral, based
on the distribution of charge and it large number of conﬁrmations accessible
to this sub-domain.
In Figure 4.9 the centroid structure belonging to the most populated cluster
from each of the four simulations are shown. The exemplar images show that
all of the structures are visually similar, with the exception of the ‘Ca-NMR’
case, featuring loop-like structures with the terminal regions in close prox-
imity. The similarity amongst the former three cases is consistent with the
previous analysis and the experimental ﬁndings of Collino and Evans 14 who
reported only small local structural perturbations in the presence of Ca2+.
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Figure 4.9: Top structure identiﬁed through cluster analysis of a) apo-none, b)
apo-NMR c) Ca-none and d) Ca-NMR simulations. Sub-domain 1 ( residues 1–
8) are shown in pink, sub-domain 2 (residues 8–16) in purple, and sub-domain
3 (residues 16–30) are in blue.
In each of these three cases, n16N supports a three-dimensional folded struc-
ture. However, the centroid structure for the most populated cluster in the
‘Ca-NMR’ case is markedly diﬀerent from the others (Figure 4.9(d)); this is in
keeping with the anomalous evidence already seen for the cluster population
distributions (Table 4.3) compared across all four cases. The ‘Ca-NMR’ case
shows a top cluster with an extended structure, contrasting the more compact
folded structures observed in the top cluster of each of the other three cases.
Moreover, the population in the top cluster for the ‘Ca-NMR’ case is the least
pronounced of the four. Additionally the population distribution of the ‘Ca-
NMR’ simulation is distinctly ﬂatter than those of the other three, with the
top cluster two clusters only having a population of 10% and 8% respectively.
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The somewhat anomalous results from the ‘Ca-NMR’ simulation further
suggest that the application of constraints derived under one set of experimen-
tal conditions are not necessarily directly applicable to other conditions.
4.3.3 Intra-peptide interactions
To further elucidate the interactions responsible for the ensemble of struc-
tures supported by n16N in solution, three key types of intra-peptide in-
teraction were studied, taking into account the number, type, and distribu-
tion of each of these interactions. The intra-peptide interactions considered
were intra-peptide hydrogen bonds, charge-charge residue interactions and
aromatic-aromatic residue interactions. In this section the focus is primarily
on the ‘apo-none’ simulations, with data and comparisons between the other
three REST simulations outlined separately in a subsequent section.
Charge-Charge Residue Interactions
The intra-peptide charge-charge residue interactions revealed a number of com-
mon features and are summarised for the apo-none simulation in Table 4.5.
These data show that the majority of charge-charge residue interactions
are intra-subdomain with few longer ranged interactions spanning more than
two or three residues. This is primarily a result of the C-terminal region
containing the majority of the charged residues in this peptide. The longer
range interactions appear to between the proposed mineral-assembly domain,
SD3, and the proposed chitin binding domain, SD1. (i.e residues 17 – 30
binding to residues 1– 8 respectively). This is again a result of the peptide
sequence having the only other charged residues located at the N-terminal end
of the peptide. These longer range interactions between SD1 and SD3, are
present in a signiﬁcant fraction of the trajectory, and could be aﬀording some
stability to the conformationally labile C-terminal region. This can be seen in
Figure 4.9 where, for all but the ‘Ca-NMR’ simulation, these two regions are in
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close proximity with one another. This type of interaction is highly redundant
with multiple possible pairing between positive residues in the N-terminal and
the negative residues in the C-terminal, allowing this interaction to stabilise
many diﬀerent conformations.
Comparing between the diﬀerent simulations, the data presented in Table
4.6 and 4.7 show very similar interactions with both the addition of restraints
(apo-NMR) and Ca2+ ions (Ca-none). This further supports the observation
that the REST approach samples suﬃciently well without the imposition of
NMR derived restraints. In addition the similarity between the interactions ob-
served in the apo-none and the Ca-none is constant with Collino and Evans 14 ,
who reported that adding additional Ca2+ ions results in only minor local
changes to the ensemble of supported structures.
Aromatic Residue Interactions
The aromatic-aromatic residue contacts summarised for the apo-none case in
Table 4.5 indicate that Y–Y interactions play a key role in conferring organi-
sation and stability to the N-terminal region of n16N. There are multiple long-
ranged interactions observed throughout the N-terminal sub-domain. As we
shall show, the highly redundant, and periodic placement of tyrosine through-
out the sequence, allows for multiple interactions that appear to stabilise the
structure of the N-terminal sub-domain. A number of interactions involve
residue pairs solely within the central region (residue 8–16), this again can
be attributed to the high redundancy and close proximity of these types of
residues within this region. The largest region of n16N that does not con-
tain any tyrosine residues is the C-terminal sub-domain (SD3); this lack of
tyrosine is thought to provide this region the conformational freedom needed
for peptide-mineral and peptide-ion interactions. The marked diﬀerence in
the conformational freedom observed for SD1 and SD2 compared to SD3, is
thought to be the result of the near-periodic placement of tyrosine up to residue
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charge-charge aromatic-aromatic hydrogen bonds
Res 1 Res 2 % Res 1 Res 2 % Res 1 Res 2 % BB SB
E19 R22 31 Y11 W13 24 K5 R8 36 35 1
K5 E19 20 H3 Y16 22 H3 Y11 24 23 0
R8 D21 20 Y2 Y11 19 A1 W13 16 16 0
D17 R20 16 I14 Y16 15 D21 N25 15 10 4
R22 D24 16 H3 W13 14 A1 Y16 13 3 10
D27 K29 15 H3 Y11 12 S10 R22 13 0 13
K4 D21 13 Y2 Y9 10 C12 Y16 12 0 11
D24 K28 10 Y11 Y23 8 P15 I18 11 11 0
D24 K29 8 Y2 I14 7 H3 S10 10 10 0
K5 D24 8 Y9 Y11 6 K5 Y16 9 0 9
Table 4.5: Top ten most commonly occurring residue pairs involved in intra-
peptide charge-charge, aromatic-aromatic, and hydrogen bond interactions
with the percentage of frames in which they are present, for the apo-none
simulation. Hydrogen bonds involving atoms within the peptide backbone of
both residues are denoted ‘BB’ and those involving the peptide backbone of
one residue and the sidechain of another are denoted ‘SB’; bonds between two
sidechains have been omitted for clarity due to their low frequency.
23 and the distinct lack of tyrosine in remainder of the sequence.
The average number of Y–Y interactions at any point in time was calculated
to be 1.6 (for apo-none); this suggests that there are on average 3 free tyrosine
residues which could undertake other roles, such as forming inter-peptide inter-
actions within larger aggregates or to mediate the selective binding to β-chitin.
The abundance of tyrosine in the N-terminal suggests that SD1, comprising
residues 1-8, could be responsible for the selective binding to chitin for two
reasons: ﬁrst, other studies of chitin binding peptides have implicated tyrosine
as a key residue in chitin binding3; and second, due to the other residues (8-16)
within the N-terminal half having been implicated in the aggregation of the
peptide67. This hypothesis will be further examined in detail in the Chapters
5 and 8, which discuss the aggregation of n16N and the adsorption of n16N to
chitin respectively.
Hydrogen Bonding
Analysis of the intra-peptide hydrogen bonding showed that n16N featured 5.7
hydrogen bonds on average (Figure 4.10). These were further classiﬁed into
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backbone-backbone (BB), sidechain-backbone (SB) and sidechain-sidechain
(SS) interactions. These data are presented in Figure 4.10, where it can be seen
that BB hydrogen bonds dominate the distribution. Whilst the number of SS
hydrogen bonds is signiﬁcantly lower than the other classiﬁcations, this is in
part due to the deﬁnition used to determine hydrogen bonds, which excludes
hydrogen bonds between the side chains of oppositely charged residues.
Figure 4.10: a) Average number of hydrogen bonds for each simulation, and
b) a break down of the average number of hydrogen bonds by type for the
apo-none simulation.
The top ten common instances of residue-residue pairs are shown for the
‘apo-none’ simulation in Table 4.5. Due to the comparatively low number of
sidechain-sidechain hydrogen bonds this column is omitted from the interaction
tables for clarity. These data show a similar behaviour to the charged residue
interactions, in which there are very few long range intra-subdomain (SD1-
SD3) hydrogen bond interactions supporting n16N in a given conformation.
It can also been seen that hydrogen bonds involving residues towards the C-
terminal of the peptide appear to occur less frequently than between residues in
the N-terminal half, the opposite of what was observed for the charged-residue
interactions. This is in part due to the intentional exclusion of sidechain-
sidechain hydrogen bonds between oppositely charged residues.
Interestingly, there are comparatively few sidechain-sidechain hydrogen
bonds involving tyrosine residues. Only two tyrosine residues, Y11 and Y16,
out of a possible ﬁve are within the top ten hydrogen bond interactions. This is
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unusual given the abundance of tyrosine within the sequence and large number
of tyrosine interactions identiﬁed in the aromatic-aromatic residue interactions.
This indicates that the interactions involving tyrosine residues are primarily
due to their aromatic character, rather than their ability to form hydrogen
bonds through the sidechain.
In summary the intra-peptide interaction analysis has provided some in-
sight into the proposed conformational freedom of the C-terminal region. This
was shown through a deﬁciency of long-range (SD1 – SD3) interactions which
could stabilise the conformation of this domain, providing support for the no-
tion of this domain being involved in facilitating the mineral-assembly function
of n16N, through a ‘ﬂy casting’ type-mechanism113. This is in direct contrast
to the N-terminal half, which appears to be stabilised through multiple re-
dundant interactions involving the periodically placed tyrosine residues that
feature in this half. In particular these interactions have highlighted a sec-
ond domain SD2, which roughly aligns with the ‘amyloid-like’ region, which
appears to stabilise the structure of n16N through Y-Y interactions.
4.3.4 Eﬀect of ions and NMR-constraints
Comparing the intra-peptide interactions between the ‘apo-none’ and ‘apo-
NMR’ simulations (Tables 4.5 and 4.6) show very similar behaviour between
the two simulations. The charge-charge residue interactions from the apo-NMR
simulation still feature many short range interactions between residues that are
near-by and are primarily within the same sub-domain. The aromatic-aromatic
residue interactions show a slight diﬀerence in the relative population of the
diﬀerent interactions. However the ‘apo-NMR’ simulations still show multiple
tyrosine-based interactions, consistent with the apo-none simulation. This fur-
ther exempliﬁes the sampling eﬃcacy of the REST approach, as the addition of
NMR derived constraints has had little eﬀect on the intra-peptide interactions
observed in the apo-NMR simulations, consistent with the similarities noted
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earlier for the cluster analysis and Ramachandran analysis.
The addition of Ca2+ ions appears to have had little eﬀect on the resulting
intra-peptide interactions. This is likely due to the large number of thermally
accessible structures observed for SD3 potentially allowing it to capture and
accommodate the ions and the multiplicity of potential interaction partners
between the charged residues N- and C-terminal allowing the overall peptide
structure to be stabilised irrespective of which negatively charged residue is
interacting with the ions. This is consistent with what has been observed
in both the cluster analysis and conformational ensemble analysis presented
earlier and the experimental observations of Collino and Evans 14 .
charge-charge aromatic-aromatic hydrogen bonds
Res 1 Res 2 % Res 1 Res 2 % Res 1 Res 2 % BB SB
R20 D24 26 Y9 W13 17 Y9 W13 34 34 0
E19 R22 18 Y2 Y23 16 K5 R8 34 32 2
R8 D21 17 I14 Y16 14 H3 C6 26 8 18
R22 D24 15 Y11 Y16 13 Y9 C12 24 24 0
R8 E19 14 Y2 Y9 12 S10 I14 23 20 4
D27 K29 14 Y16 I18 9 H3 K5 22 0 21
E19 K28 11 Y2 I14 8 Y23 D27 19 18 0
D17 R20 10 Y2 Y11 7 Y23 G26 18 18 0
D21 K29 9 Y9 Y16 6 A1 D24 17 2 15
R22 D27 9 Y9 I14 5 K5 Y9 15 15 0
Table 4.6: Top ten most commonly occurring residue pairs involved in intra-
peptide charge-charge, aromatic-aromatic, and hydrogen bond interactions
with the percentage of frames in which they are present, for the apo-NMR
simulation.
4.4 Potential β-Chitin Binding Sites
One of the key aspects of the tri-layer β-chitin/n16n/CaCO3 system is the se-
lective adsorption of n16N at the aqueous β−chitin interface. Previous studies
on other peptides which bind selectively to β−chitin have shown that tyrosine
residues play an central role3,95. One such example of this is in the work of the
Vaaje-Kolstad et al. 3 in which these authors attempted to probed the selective
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charge-charge aromatic-aromatic hydrogen bonds
Res 1 Res 2 % Res 1 Res 2 % Res 1 Res 2 % BB SB
E19 R22 23 Y11 W13 30 I18 R22 22 19 3
D17 R20 20 Y9 I18 28 D17 R20 19 18 1
R22 D27 19 I14 Y16 19 G7 Y11 16 16 0
D24 K28 15 Y16 I18 16 R8 W13 11 10 1
D21 K28 15 Y9 Y16 10 I18 D21 11 11 0
R22 D24 13 H3 Y23 8 Y9 C12 11 11 0
K5 D27 13 Y9 Y11 7 D17 D21 10 9 1
D27 K29 13 Y2 Y23 5 Y16 D21 9 0 0
K5 D21 12 Y9 W13 4 D21 N25 8 4 3
R20 D27 10 W13 Y16 3 E19 R22 8 6 2
Table 4.7: Top ten most commonly occurring residue pairs involved in intra-
peptide charge-charge, aromatic-aromatic, and hydrogen bond interactions
with the percentage of frames in which they are present, for the Ca-none
simulation.
charge-charge aromatic-aromatic hydrogen bonds
Res 1 Res 2 % Res 1 Res 2 % Res 1 Res 2 % BB SB
D27 K29 21 Y9 W13 41 Y9 W13 52 52 0
D17 R20 14 I14 Y16 23 Y9 C12 34 34 0
R20 D24 13 Y2 Y9 22 R8 Y11 34 34 0
E19 R22 12 Y11 Y16 12 K5 R8 30 29 1
R22 D24 12 Y11 W13 6 H3 G7 23 23 0
D24 K28 10 Y2 I14 6 K4 S10 20 20 0
D24 K29 6 Y9 Y16 5 H3 C6 19 2 17
K5 E19 5 W13 Y16 5 Y16 E19 16 16 0
K4 E19 4 Y16 I18 5 R8 C12 10 10 0
D17 K28 2 Y2 Y16 4 G26 K29 10 9 1
Table 4.8: Top ten most commonly occurring residue pairs involved in intra-
peptide charge-charge, aromatic-aromatic, and hydrogen bond interactions
with the percentage of frames in which they are present, for the Ca-NMR
simulation.
binding of CBP21. These authors accomplished this by making point muta-
tions to residues thought to play key roles in binding. These authors measured
the relative adsorption constants for the diﬀerent mutants of CBP21 onto the
β-chitin surface. From this they observed that the mutants in which Tyr, Glu,
His, Asp and Asn had been substituted for alanine showed decreased binding
aﬃnity3. These authors used NMR spectroscopy to verify that the point mu-
tations did not alter the structure of the peptide, suggesting that the observed
reduction in binding aﬃnity was purely due to the type of residue. The poly-
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morph selective binding of n16N is investigated in detail in Chapters 7 and 8,
in which similarities to other chitin-binding proteins are also considered.
Visual inspection of the structures predicted from the cluster analysis of the
apo-none simulation identiﬁed a potential binding patch consisting of residues
A1, Y2, K3, K4, Y9, K28, and C30 (see Figure 4.11). Many of the residues
comprising this patch are found within sub-domain 1 (residues 1–8), which
was earlier suggested as a potential chitin-binding domain. This suggests a
potential third role for tyrosine in facilitating the binding to β-chitin. Further
to this, binding to chitin via this region would present SD2 (residues 8–16)
away from the chitin towards the outside, allowing for interactions with other
surface adsorbed chains. Additionally binding via this proposed patch would
also expose the SD3, which lies primarily on the opposite face, to the solvent,
allowing it to interact with ions in solution whilst the peptide was the surface
adsorbed state. The chitin/n16N interface is studied in detail later in Chapter
7, in which the binding modes through which n16N can selectively bind to
chitin will be studied.
4.4.1 Additional NMR Spectroscopy
Additional NMR spectroscopy was performed by Evans co-workers15 to aid
in understanding the simulations performed in this chapter; the experimental
details are provided in our joint publication15. The additional NMR work was
able to conﬁrm the participation of Y23 in stabilising the structure of n16N
using heteronuclear NMR spectroscopy15. The conformational ﬂexibility of
diﬀerent regions was monitored by labelling the following residues: A1, P15,
Y23, and G26. These residues were chosen as it was possible to unambigu-
ously identify these from the NMR spectra, and allowed for monitoring of the
terminal regions, the middle (P15 and Y23) along with the proposed mineral
assembly sub-domain (via Y23 and G26). With the addition of Ca2+ ions,
attenuation of the cross peak intensities was observed for all regions. The at-
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Figure 4.11: Representative structure of n16N shown from a) the side and
b) the bottom of the most populated cluster predicted from the ‘apo-none’
simulation, highlighting the proposed binding patch. The peptide backbone is
coloured based on the proposed sub-domains, with SD1 in pink, SD2 in purple
and SD3 in blue; residues comprising the proposed binding patch shown in
liquorice rendering.
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tenuation of cross-peak intensities is linked to changes in backbone dynamics,
suggesting a change in the local structure in those regions. The highest atten-
uation was for Y23, which is at least in part ascribed to Y23 being surrounded
by charged residues, suggesting a signiﬁcant change in the motion in this re-
gion, either through interaction of the tyrosine ring with other residues, steric
hindrance or interaction with the ions.
4.5 Conclusions
In this chapter the equilibrium conformational ensemble supported by n16N
in solution has been determined and analysed. Simulations in this chapter
have provided evidence to support the hypothesis of Collino and Evans 14 that
the conformational ensemble that n16N supports in solution is predominantly
random coil in nature. Analysis of these structures have led to the suggestion
of a three-domain hypothesis, in which each sub-domain is associated with
a diﬀerent function responsible for the participation of n16N at the 3-layer
interface. These domains are currently as follows SD1 (1–8) chitin binding,
SD2 (8–16) ‘amyloid-like’ and SD3 (16–30) mineral assembly.
Analysis has also revealed a signiﬁcant diﬀerence in the two halves of n16N,
with the N-terminal region being signiﬁcantly more rigid due to the stabilisa-
tion through the multiple interactions of the near periodically placed tyrosine
residues. The redundancy of these residues and the promiscuity of the inter-
actions within this region allow multiple conformations to be supported by
the peptide. The C-terminal region however has access to a large number of
structures due to thermal ﬂuctuations due to the lack of stabilising Y–Y inter-
actions. This, coupled with the high number of charged residues, suggests that
this region may play a role in the mineralisation of aragonite within nacre by
capturing ions through a ‘ﬂy-casting’ type mechanism113. The eﬀect of adding
Ca2+ resulted in the global ensemble being largely unchanged; this was sup-
ported through the ﬁndings of the ion-complexed simulations which showed
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signiﬁcant similarities with the apo- simulations. This chapter has also built
on the method evaluation detailed in the Chapter 3, by demonstrating that
the REST method alone is suﬃcient to recover the ensemble of structures of
an IDP such as n16N with out the need to impose NMR derived constraints.
The subsequent chapters will focus on investigating the behaviour of the three
separate domains. The next chapter will focus on SD2, by the considering the
structures of the n16N dimer and tetramer in solution.
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Chapter 5
The formation and stabilisation
of n16N aggregates in solution
5.1 Introduction
The aggregation of proteins is associated with numerous degenerative diseases,
such as Parkinson’s and Alzheimer’s disease313. Additionally, uncontrolled pro-
tein aggregation presents a major problem for industrial production of drugs
and other therapeutic agents313,314. Due to these important implications of
protein aggregation, there have been extensive studies of both the structure
of protein aggregates and assemblies, and the kinetics involved in the aggre-
gation314 and assembly. It is important to diﬀerentiate between aggregation,
which is uncontrolled and undirected, and assembly, which is typically either
controlled or structured.
The IDP, n16N has been shown in the work of Amos et al. 315 to aggregate
and stabilise the formation of aragonite at a concentrations of n16N greater
than 10 μM . These authors used Circular Dichroism (CD) spectroscopy and
Dynamic Light Scattering (DLS) to monitor the hydrodynamic radius and
secondary structure of the aggregates under both aqueous conditions and dur-
ing calcium carbonate crystallisation assays. Amos et al. 315 reported that
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these ‘assemblies’ (although strictly these are aggregates using the deﬁnition
outlined earlier) were heterogeneous in size (with a hydrodynamic radius of
between 2 and 100 nm) and had no well deﬁned structure. However, these
authors were unable to determine the ensemble of possible structures of these
aggregates, preventing them from determining the interactions responsible for
formation of the aggregates. These authors reported that the aggregation of
n16N is pH dependent with aggregates only forming above pH 4.5. From these
results these authors hypothesised that the electrostatic residues (speciﬁcally
ASP and GLU) might play a role in the initial formation of the assemblies.
It was the earlier work of Metzler et al. 104 , which suggested a link between
the formation of n16N aggregates and the ability of n16N to stabilise the
formation of aragonite. The authors of this study reported the results of
calcium carbonate crystallisations assays performed in the presence of 100
μM n16N, in which it was observed that peptide aggregates formed and these
aggregates alone were capable of stabilising the formation of aragonite. The
ability to aggregate and direct the formation of calcium carbonate is not limited
to n16N; the full length peptide, n16, has also been shown to form aggregates103
which allow for the inclusion and stabilisation of aragonite nano particles.
Additionally, other nacre-associated peptides such as PFMG1105 have also
been demonstrated to form peptide aggregates which can inﬂuence calcium
carbonate crystallisation.
In the later bio-informatics study of Evans 67 , 39 mollusc proteins (including
n16) were studied to determine which regions of these proteins were respon-
sible for the formation of the bio-molecular matrix within nacre. This author
determined that whilst all of the proteins featured at least one disordered
region, most also possessed an ‘amyloid-like’, or cross β-sheet promoting, re-
gion. These ‘amyloid-like’ regions are thought to facilitate the formation of
aggregates or assemblies which in turn allow these proteins to undertake their
respective roles in formation and stabilisation of nacre. For the peptide n16N,
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the ‘amyloid-like’ region identiﬁed by this study was located in the region of
residues 8–16, suggesting that this region is potentially responsible for the
aggregation of n16N.
Additionally, the work of Chang et al. 316 used Scanning Electron Mi-
croscopy (SEM) to study the formation of n16N aggregates under aqueous
conditions. It is important to note that the preparation of the aggregates from
SEM imaging requires dehydrating the sample which will alter the conforma-
tion of the aggregates. These authors reported the formation of gel phases,
which when added to calcium carbonate crystallisation assays lead to the for-
mation of irregular calcium carbonate nanoparticles. Similar work has been
reported for another nacre protein, AP7317. Chang et al. 317 similarly used
SEM to determine the eﬀect assemblies of AP7 had on the crystallisation of
calcium carbonate. These authors observed that the addition of AP7 to cal-
cium carbonate crystallisation assay experiments resulted in the production of
porous nanoparticles.
Experimental techniques used to study protein aggregation, such as ﬂo-
rescence resonance energy transfer (FRET) spectroscopy, DLS and CD spec-
troscopy314, can provide a valuable insight in the global structure and size of
aggregates. However it is often diﬃcult to experimentally determine the local
structure and hence the interactions responsible for stabilising the aggregates.
Some interactions can be suggested or inferred either from a change in the ob-
served FRET emission, or through the use of speciﬁc experimental conditions.
Although without an exact knowledge of the atomistic level interactions re-
sponsible for the formation of peptide aggregates it is impossible to rationally
modulate or prevent aggregation.
A molecular level insight into the interactions that underpin the forma-
tion of peptide aggregates can be more readily obtained through the use of
molecular dynamics (MD) simulations than through experiment. The atom-
istic simulation of protein aggregates can be challenging318,319 due to the large
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number of atoms required to model large protein/peptide aggregates which re-
quires huge computational resources. As a result, either coarse-grained (CG)
approaches320–322 (see Chapter 2 for a discussion of CG approaches) such as
the PRIME model320 are used, or the simulations are limited to small aggre-
gates of short peptide regions323,324. CG approaches allow for the simulation
of large aggregates by grouping atoms together and replacing them with a sin-
gle bead. This reduces the computational complexity of the system, allowing
either longer time-scales or larger systems to be modelled. The loss of atomic
level detail can make the identiﬁcation of the exact interactions responsible for
the aggregation diﬃcult; however, CG models have been used successfully to
model protein aggregation in many systems318,325–327. One such example is the
work of Hung and Yarovsky 325 who studied the eﬀect of lipids on the aggrega-
tion of the 21 amino acids amyloidgenic peptide apoC-II. These authors were
able to simulate 27 chains of the peptide and 125 lipid molecules for period of
600 ns, a task which would not be feasible with all-atom simulations.
On the other hand, restricting the simulation to only a short region of the
peptide, to allow for the use of all-atom simulations, may incorrectly allow
the peptides to aggregate via interactions which are not possible in the full
protein due to the size. Nevertheless, with consideration, this approach can be
used to provide insight into the aggregation and assembly of peptides328–330.
An alternative approach to reducing the computational cost associated with
the simulation of peptide aggregates and assemblies, would be to use an im-
plicit solvent model219,222,331. The use of implicit solvent models would remove
the computational cost associated with simulation of peptides in large simula-
tion cells by removing the explicit solvent molecules and replacing them with
a simple potential to account for the electrostatic screening eﬀect of the sol-
vent219,226. However, the implicit solvent models commonly available at present
have been shown to over-stabilise compact and helical structures212,230,232. The
over-stabilisation of compact structures makes implicit solvent less desirable
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for simulations of IDPs, which can be susceptible to any bias in the simulation.
Additionally, implicit solvent models are unable to capture the solvent struc-
turing around the peptide, which is thought to play a key role in mediating
the interactions responsible for the initial formation of the peptide aggregates
and assemblies332. A full discussion of the advantages and disadvantages of
implicit solvent models is presented in Chapter 2, with an evaluation of these
eﬀects are presented in Chapter 3.
Molecular dynamics studies of the aggregation of IDP systems presents a
further challenge due to the conformational ﬂexibility of these systems. IDPs
typically lack a well deﬁned structure with a clear binding region113,117,333,
making them unsuitable for homology type modelling117. The ﬂexible nature of
IDPs also makes them unsuitable for CG approaches such as MARTINI334–336
in which the secondary structure of the peptide often must be pre-assigned
and static throughout the simulation. Other CG approaches can often over
stabilise helical motifs321, which for an IDP would result in a simulation that is
not a faithful representation of the real system. All-atom MD simulations can
provide an insight into the structure of the smaller assemblies, such as a dimer
or tetramer329. These can provide suitable benchmarks and, in principle, these
could inform the choice of a suitable CG approach to facilitate the study of
larger aggregates. It is the all-atom molecular dynamics approach that has
been used within this chapter to study the aggregation of n16N. However,
until recently, the ability to suﬃciently sample the conformational space of
the aggregates has limited such simulations.
This challenge can be overcome through the use of advanced sampling
methods such as replica exchange molecular dynamics (REMD) which has been
shown to signiﬁcantly improve sampling13. A full discussion of such advanced
sampling methods used in this thesis are presented in Chapter 2.
First, advanced replica-exchange molecular dynamics simulations using the
REST approach2,13,310 were used to determine the conformational ensemble
137
in aqueous solution of the structure of the n16N dimer. This approach has
been used successfully (as detailed in Chapter 4) to study the monomer in
solution, where it was shown to provide suﬃcient sampling at an unprecedented
level. These simulations will help to support or refute the sub-domain/function
relationships proposed in Chapter 4, by providing an atomistic-level insight
into the interactions responsible for the initial stages of aggregation of n16N.
This insight should also to help to elucidate the interactions proposed in the
work of Amos et al. 315 and Metzler et al. 104 .
Second, after predicting the conformational ensemble of the n16N dimer,
the next stage in the aggregation process was investigated. The size of the
simulation was too large to apply the REST approach at present. However, a
long-time scale MD simulation of the n16N tetramer was conducted to further
support or refute the behaviour and interactions observed in the dimer REST
simulations. Whilst the simulation of the tetramer is not as comprehensive as
that used to study the dimer, the standard MD simulation of the tetramer still
provides useful insights into some of the interactions observed in the dimer.
5.2 Methods
5.2.1 n16N Dimer simulations
To study the structure of the n16N dimer, the computationally eﬃcient REST
method2,310 was used. We used the implementation of Terakawa et al. 2 with
sixteen replicas, consistent with the simulations summarised in Chapter 4. Two
chains of the n16N peptide were modelled in liquid water. The initial replica
conﬁgurations were constructed from the most populated cluster of the single
chain solution structure simulations reported in Chapter 4. These structures
were then arranged such that diﬀerent sub-domains (SD1, SD2, and SD3 - see
Chapter 4) were as close as possible to each other. Some of the conﬁgurations
were constructed such that the N- and C- termini of each chain were inter-
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digitated, to facilitate the co-location of SD1 and SD3 of both chains in close
proximity. Some replicas were constructed from two copies of n16N inserted
at randomly selected locations and orientations into the simulation cell, and
moved towards each other along the vector connecting their centre of mass until
they were in close contact. A full list of the replicas used, and how each replica
was constructed is presented Table 5.1. Once the each dimer conﬁguration was
constructed, they were placed in an 8 × 8 × 8 nm cubic simulation cell with
16740 TIPS3P208,214 water molecules and 6 Cl− counter ions to ensure charge
neutrality of the simulation cell. The “eﬀective temperatures” and associated
λ values (See Chapter 2) used in this REST simulation were the same as those
for the single n16N chain (Chapter 4), and as such were evenly distributed
over an “eﬀective temperature” range of 300 K–500 K (300.0, 313.30, 326.6,
340.0, 353.3, 366.7, 379.0, 393.3, 406.7, 419.0, 432.3, 445.7, 459.0, 472.3, 485.7,
500.0 K). Netwon’s equations of motion were solved using the leap-frog algo-
rithm241 using a 1 fs time-step and with frames saved every 10ps for analysis.
The REST simulations were run for 50 ns in the NPT ensemble at 1 atm and
300 K. The simulation time of 50 ns was determined based on monitoring the
number of unique structures as a function of simulation time, a full discussion
is outlined in the Results section of this chapter. Temperature control was
maintained using the Nose´-Hoover thermostat246 (τt = 0.4 ps) and the pres-
sure was maintained using the Parrinello-Rahman251 barostat (τp = 0.5 ps),
with exchanges between replicas attempted every 1000 steps. The Inter-atomic
potentials for the peptides was described using the CHARMM22* forceﬁeld147.
Coulombic interactions calculated using the PME method195 with a real space
cut-oﬀ of 1.0 nm, and Lennard-Jones (LJ) interactions were smoothly ramped
to zero between 1.1 and 1.2 nm. The simulation cell used for this work was
smaller than that used for the single-chain in solution simulation, because it
was determined from the structures of the single-chain case that while n16N
is classiﬁed as an IDP, the likely conformations are reasonably compact, and
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thus the extra space aﬀorded by the large simulation cell was unnecessary in
this instance.
Replica Closest Sub-Domain Replica Closest Sub-Domains
1 2 - 2 9 Random
2 1 - 1 10 Random
3 3 - 3 11 2 -3
4 1 - 3 12 3 - 3
5 Inter-digitated 13 1 - 3
6 Random 14 3 - 3
7 Random 15 1 -1
8 Inter-digitated 16 2 - 2
Table 5.1: Table of initial structures used for each replica in the REST sim-
ulation of the n16N dimer. ‘Closest sub-domain’ indicates which of the three
sub-domains of n16N have been placed in close proximity between the two
peptide chains, See text for a deﬁnition of ‘interdigitated’ and ‘Random’.
5.2.2 Tetramer simulations
The simulation of the n16N tetramer was undertaken as a regular MD simu-
lation and was carried in the NPT ensemble at 300K and 1 atm. The initial
tetramer conﬁguration was constructed from the structure of the most popu-
lated cluster from the dimer simulation with two additional identical copies of
the most populated structure from the monomer simulation randomly placed
in solution. This simulation was run for a total of 100 ns in a 8×8×8 nm cubic
cell containing 32471 TIPS3P208 water molecules and 12 Cl− counter ions to
maintain charge neutrality of the simulation cell. Consistent with the previous
simulations, peptide interactions were described using the CHARMM22* force-
ﬁeld147, with Coulombic interactions calculated using the PME method195 with
a real space cut-oﬀ of 1.0 nm and Lennard-Jones interaction smoothly switched
to zero from 1.1 to 1.2 nm. Integration of Newton’s equations of motion was
via the leap-frog algorithm241 using a 1 fs time-step, with frames saved every 10
ps for analysis. Temperature control was accomplished via the Nose´-Hoover246
thermostat (τt = 0.4 ps) and pressure control via the Parrinello-Rahman Baro-
stat251 (τp = 0.5 ps).
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5.2.3 Analysis
Ramachandran plots (see Chapter 2 for a full discussion) were produced from
the full reference replica trajectory (λ = 0, 300 K) over all φ and ψ dihedral
angle pairs over both peptide chains. These pairs were then assigned to a
secondary structure based on the regions outlined in Chapter 4 (see Figure
4.1 in Chapter 4). Deﬁne Secondary Structure of Proteins (DSSP)112 analysis,
see Chapter 2 for details, was used to further classify the secondary struc-
tures sampled. Secondary structure maps were also produced by plotting the
secondary structure assignment for each residue as a function of time.
Cluster analysis was performed using the Daura268 method as implemented
in the g cluster utility provided with the GROMACS188 MD simulation pack-
age. See Chapter 2 for an overview of the concept of cluster analysis and the
insight it can provide into the ensemble of structures obtained from a MD
simulation. The cluster analysis was initially carried out over the backbone
atoms of both peptide chains over the full 50 ns trajectory using a 0.8 nm
RMSD cut-oﬀ. Each chain was also considered individually, using a 0.4 nm
cut-oﬀ, consistent with the solution structure work in Chapter 4. Two smaller
15-residue regions (residues 1–15 and 16–30) were also considered in a separate
cluster analysis using a reduced cut-oﬀ of 0.25 nm as was employed in Chap-
ter 4. The cut-oﬀ used when clustering over the entire dimer (0.8 nm) was
chosen as it represents twice the single chain cut-oﬀ used previously, as cluster
analysis is inherently size-extensive (see Chapter 4 for a full discussion).
Before the cluster analysis was undertaken, the trajectory was pre-processed
to address the eﬀect of the periodic boundary conditions and to ensure the
clustering algorithm behaved in a predictable manner. Without removing the
eﬀect of the periodic boundary conditions, clustering over the backbone atoms
of both peptide chains would sometimes result in some structures being clas-
siﬁed as diﬀerent due to their interaction taking place through the periodic
boundaries of the simulation cell. This was rectiﬁed by ensuring that in all of
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the frames the peptides chains were translated such that both chains were in
the centre of the simulation cell. During this process, the trajectory frames
were also classiﬁed based on if the two chains were considered as ‘complexed’
or ‘separate’. The distinction between ‘complexed’ and ‘separate’ was based
on whether the closest distance between any two heavy atoms in the two chains
was less than or equal to 6 A˚.
Consistent with the analysis in Chapter 4, inter- and intra-chain hydrogen
bonding analysis was carried out on the reference replica trajectory using the
criteria outlined in Jedlovszky et al. 312 . This deﬁnes a hydrogen bond as having
a donor-acceptor distance of less than 3.5 A˚ and a hydrogen-donor-acceptor
angle of less than 35◦ . Additionally, the intra- and inter- peptide interactions
were investigated for the presence of both charged-charged residue interactions
and aromatic-aromatic residue interactions. For this analysis, sites on each
residue were chosen and were determined to be interacting if the two sites
were within 6A˚ of each other. The sites used for each residue are presented in
Chapter 4 in Table 4.2.
To determine if all four chains had formed a tetramer, the centre of mass
(COM) distance between each pair of peptide chains denoted A, B, C, D (eg.
A-B, A-C, A-D, B-C, B-D, and C-D) was calculated and plotted as a function
of simulation time. Additionally, to probe any conformational change of the
individual chains during the tetramer simulation, the RMSD of the position
of the backbone atoms in each chain from the initial reference structure was
calculated.
5.3 Results and Discussion
5.3.1 REST simulations of the n16N dimer
Mobility plots were generated for each replica; a representative subset are
shown in Figure 5.1. These data show that each replica had good mobil-
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ity across of the sixteen ‘eﬀective temperatures’, which is indicative of good
sampling across the replicas. The overall acceptance rate for exchanges was
between 20 – 30% for all replicas. The acceptance rates indicate that there is
suﬃcient overlap in the Potential Energy (PE) distributions associated with
each lambda value to achieve adequate mixing of the replicas.
Figure 5.1: Exemplar replica mobilities for: a) replica 0, b) replica 5, c) replica
10, and d) replica 15. Replica numbers range from zero to ﬁfteen.
The total number of clusters identiﬁed for both the dimer and each chain
was plotted as a function of MD steps, see Figure 5.2, and was used to deter-
mine if the simulation had approached equilibrium and sampled a reasonable
number of the thermally-accessible conformations. Figure 5.2 indicates that
this is indeed the case, with the number of clusters observed, for both the
dimer and each chain individually, plateauing towards the end of the REST
simulation.
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Figure 5.2: Number of clusters as a function of REST MD steps for the back-
bone of the entire dimer (green), chain A (black) and chain B (red) using an
RMSD cut-oﬀ of 0.8 nm, 0.4 nm and 0.4 nm respectively.
Figure 5.3: Secondary structure populations determined via Ramachandran
analysis for; the n16N monomer (Chapter 4), the entire dimer, chain A of the
dimer, and chain B of the dimer.
5.3.2 Conformational Ensemble Comparison
The relative populations of the diﬀerent secondary structure motifs determined
from the Ramachandran analysis are presented in Figure 5.3, along with the
results obtained for the single chain in solution REST simulations (these were
also presented in Chapter 4). These data reveal an increase in the population
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of the β character (∼ 6%) for the n16N dimer compared to the monomer. This
could suggest the formation of β−sheet structures either within in each chain,
or between the two chains. To further probe and assign the secondary structure
to particular residues within the peptide, DSSP112 analysis was performed.









Table 5.2: Secondary structure populations expressed as a percentage of the
entire REST trajectory for the monomer (Chapter 4) and dimer simulations
calculated over the entire trajectory, obtained from DSSP analysis, with entries
in bold indicating a diﬀerence of more than 5%.
Table 5.2 summarises the relative proportions of these secondary structure
motifs determined from the DSSP analysis alongside those determined for the
single chain in solution REST simulations reported in Chapter 4. These data
highlight the increase in the β-sheet content, consistent with the Ramachan-
dran analysis presented above in Figure 5.3. Additionally the DSSP analysis
further indicates a reduction in the amount of helical content compared to the
monomer. Individual secondary structure maps were produced from the DSSP
analysis of each chain and are presented in Figure 5.4(b) and Figure 5.4(c).
These maps show the assigned secondary structure of each residue as function
of REST MD steps. As the REST trajectories are not contiguous in time, the
secondary structure maps do not indicate how the structure evolves over time,
but they do allow for structural patterns and regions to be discerned. Com-
paring the maps for each chain of the dimer with Figure 5.4(a), produced from
the single chain simulation (Chapter 4), a marked diﬀerence can be seen in the
N-terminal half of n16N in the dimer compared to the monomer. The most
signiﬁcant diﬀerence between the monomer and the dimer is the appearance
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of β-sheet content for residues 1-10 of each chain. This structure is hinted at
in Figure 5.4(a) in which small amounts of β content can be observed in the
latter part of the simulation. The presence of this β-sheet content in the dimer
structure would suggest that the N-terminal region of n16N has been struc-
turally stabilised through the formation of the dimer. This β−sheet content
appears to be centred around the turn at C6 and G7 in both chains; this fea-
ture is also hinted at in the monomer simulation (Figure 5.4(a)) with the turn
starting to be visible (but not dominant) from about 25 ns into the simulation.
This would suggest that rather than result in the formation of new structures,
dimerisation has stabilised secondary structures present in the single chain in
solution.
In Figure 5.5, the percentage of trajectory frames in which each residue was
assigned to a β-sheet secondary structure is presented (denoted as β propensity
herein). This more clearly indicates the dramatic increase in β-sheet content
structure in the ﬁrst eleven residues of each chain in the dimer simulation com-
pared to the monomer. These data also show a reduction in the β propensity
of the C-terminal half of the n16N dimer compared to monomer.
Classifying the Conformational ensemble of the n16N Dimer
To aid in classifying and identifying the peptide conformations responsible for
the secondary structure motifs observed in both the DSSP and Ramachandran
analysis, cluster analysis was performed. Because the trajectory could be
partitioned into two diﬀerent states (complexed and monomer), it was possible
to estimate the free-energy diﬀerence between the complexed and monomeric
states from the population ratio of the two states, via the equation,






where ΔG is the free energy diﬀerence, T is temperature, R is the ideal gas
constant and, p1 and p2 are the probabilities of the complexed and monomeric
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Figure 5.4: DSSP map of a) n16N monomer (Chapter 4), b) chain A of the
dimer, and c) chain B of the dimer. Sub domains are indicated on the right of
the map for each chain of the dimer.
states respectively. This free-energy diﬀerence was estimated to be ∼ 3 kJ
mol−1 at room temperature, favouring the dimer state. However no infor-
mation about the kinetics of the dimer formation can be obtained from this
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Figure 5.5: Beta propensity (See text for deﬁnition) of each chain (red/green)
and the monomer in solution(black) (see Chapter 4)15
simulation due to the REST trajectory being non-contiguous in time.
Dimer Chain A Chain B Monomer15
Cluster # % of Frames % of Frames % of Frames % of Frames
1 45 66 34 17
2 16 12 31 7
3 11 7 10 5
4 7 2 6 5
5 3 2 5 4
Total # of clusters 61 46 51 191
Table 5.3: Cluster percentage populations for the ﬁve most populated clusters,
and total number of clusters for the cluster analysis of the dimer, each chain
individually, and the monomer (see Chapter 4). Clustering over both chains
used 0.8 nm cut-oﬀ, whereas clustering over the individual chains and the
monomer used a 0.4 nm cut-oﬀ.
The cluster populations are presented in Table 5.3. The dimer cluster popu-
lations show a signiﬁcantly diﬀerent distribution compared with the monomer.
In the monomer case, there is no cluster with a dominant population, and a
long tail of low population in this distribution. However, clustering over the
two chains in the dimer resulted in a dominant top cluster containing 45%
of the population. These data indicate that in forming a dimer, n16N has a
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Figure 5.6: Cluster centroid structure of the most populated cluster of the
dimer. Residues 1 – 8 are coloured pink/yellow; 8-16 in purple/orange and 16
– 22 in blue/brown for chain A and B respectively. Two interacting tyrosine
residues are highlighted in green.
signiﬁcantly reduced level of disorder, allowing for the formation of deﬁned
structures which are signiﬁcantly more stable than the structure observed for
a single chain in solution.
The structure corresponding to the most populated cluster of the Dimer
is presented in Figure 5.6, in which two tyrosine residue can be seen to be
interacting, this will be examined in detail in Section 5.3.4.
To determine the representative structures featured by each chain in the
dimer, the cluster analysis was then conducted for each chain in the dimer
independently, using a 0.4 nm cut-oﬀ, consistent with that used for the sin-
gle chain simulations reported in Chapter 4. The cluster populations for each
chain in the dimer are presented in Table 5.3, alongside the results for the
monomer and the dimer for comparison. Each chain in the dimer had signif-
icantly fewer clusters (51 and 46 respectively) compared to the single chain
in solution (191). This reduction in total number of clusters suggests that
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each chain can thermally access fewer conformations when part of the dimer,
compared to the monomer, in solution. In addition, both chains have cluster
population distributions that diﬀer signiﬁcantly from those observed for the
single chain. Speciﬁcally, each chain in the dimer has one or two dominant
clusters, and a comparatively short tail in the distribution of low-population
clusters. This diﬀerence in distribution suggests that the dimer aﬀords each
chain additional structural stability, resulting in the stabilisation of a domi-
nant structure and an overall reduction in disorder. An increase in structural
stability upon aggregation, such as observed here, is not uncommon for IDP
systems113,321. A similar but more dramatic eﬀect has been observed for the
Trans-activation domain (TAD) of the protein p53 which is unstructured in
solution and synergistically folds into a pair of helicies upon binding to other
proteins337.
To probe the structural diﬀerences between the two chains and to compare
these with the conformational ensemble of the monomer, the RMSD of the po-
sition of the backbone atoms in the cluster centroid structures was determined
for each cluster of the monomer and each chain of the dimer individually (i.e.
monomer vs. chain A and monomer vs. chain B). Two clusters were classiﬁed
as ‘matched’ if the RMSD between them was less than the clustering cut-oﬀ of
0.4 nm, and ‘similar’ if the RMSD between the two was greater than 0.4 nm
and less than 0.45 nm. These data are presented in Figure 5.7, and indicate
that the ensemble of structures supported by each chain of the dimer resembles
those supported by the single chain in solution. Moreover, the most populated
structure of both chains of the dimer is a match for the most populated cluster
of the monomer, suggesting it is this structure that is being stabilised in the
formation of the dimer. Comparing the structures supported by each chain
highlights that the second most populated structure of chain B matches the
third most populated structure of chain A, whilst the most populated cluster
of each chain was classed as ‘similar’. This indicates that both chains are be-
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ing stabilised in very similar structures, rather than two completely diﬀerent
structures in the dimer.
Figure 5.7: Cluster similarity plots comparing the structural similarity of the
cluster centroid structures of a) dimer chain A to the monomer, b) dimer chain
B to the monomer, and c) chain A to chain B in the dimer. matched clusters
are represented by ﬁlled black circles and similar structures by red open squares
To further probe the structure of each chain, and to determine if the previ-
ously observed conformational freedom of C-terminal half of the chain (residues
16 – 30) had been aﬀected by the formation of the dimer, the cluster analysis
of each chain was repeated over a reduced region consisting of just the ﬁrst
ﬁfteen residues (1–15) using a cut-oﬀ of 0.25 nm (consistent with that used
for the same region as detailed in Chapter 4). From the cluster analysis over
this reduced region, the most populated cluster for chain A and B contained
88% and 72% of the population respectively. This suggests that the splitting
of the population into the two most populated clusters of chain B compared
with chain A observed in the cluster analysis over the full length of n16N, is
likely due to the conformational ﬂexibility of C-terminal half of n16N. Further
to this, the top cluster populations for each chain of the dimer is in contrast
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to the monomer, in which the top cluster for residues 1–15 accounted for less
than 40% of the cluster population. In a similar vein, clustering was also re-
peated over the last ﬁfteen residues (16–30) of n16N to determine if this region
maintained a similar number of thermally accessible conformations as was ob-
served for a single chain in solution. Clustering over the last ﬁfteen residues
conﬁrmed that this region remained able to access many conformations, as
the most populated cluster for each chain only accounted for 15% and 27%
of the total population for chain A and chain B respectively. These reduced
populations for the top cluster of residues 16–30 in each chain is in keeping
with the behaviour noted from the monomer simulations.
5.3.3 Analysis of the Intra-chain Interactions in the Dimer
Having characterised the conformational ensemble of each chain within the
dimer, and the ensemble of secondary structure motifs supported, we then
investigated the interactions supporting the structure of each chain. The three
classes of intra-chain interactions (hydrogen bonding, charge residue-charge
residue and aromatic-aromatic interactions) were considered for each chain in
the dimer. By comparing the intra-chain interactions observed in the dimer
to those observed in the monomer, we can determine if any of the interactions
identiﬁed previously in Chapter 4 were present in the dimer, or if the residues
involved have been re-purposed into stabilising the structure of the dimer.
A key ﬁnding of Chapter 4 was the identiﬁcation of the potential multiple
roles that could be carried out by the abundant tyrosine residues in stabilising
the structures supported by the monomer. To determine if these interactions
were also important in the dimer, or if the structure is stabilised by diﬀerent
classes of interactions, a similar analysis of the intra-chain interaction has
been undertaken here for each individual chain of the dimer. These data are
presented in Tables 5.4 and 5.5. Firstly, we considered the inter-chain hydrogen
bonding.
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Charge-charge aromatic-aromatic Hydrogen Bonds
Res1 Res2 % Res1 Res2 % Res1 Res2 % BB SB
R20 D24 46 Y2 Y11 44 K5 R8 85 83 2
R8 D27 27 Y2 Y16 18 S10 H3 53 50 2
R22 D24 25 Y9 Y11 14 Y11 D24 35 2 33
K5 E19 25 H3 Y16 10 I18 P15 35 35 0
D27 K29 11 I14 Y16 10 Y9 D24 21 20 0
D24 K29 10 Y2 W13 10 C12 D24 18 0 18
R8 E19 9 W13 Y16 9 R20 S10 16 0 0
R8 D24 7 Y16 Y23 7 R20 Y23 15 0 15
K5 D21 5 Y2 Y9 7 Y9 N25 15 0 15
E19 R22 3 Y11 W13 6 Y2 I14 15 0 15
K5 D17 3 H3 W13 5 Y23 E19 13 0 0
Table 5.4: Top ten most commonly occurring intra-chain interactions for chain
A of the dimer. The Hydrogen bonds are broken down further into those
between two peptide backbones denoted ‘BB’ and the peptide backbone and
the sidechain, ‘SB’.
Charge-charge aromatic-aromatic Hydrogen Bonds
Res1 Res2 % Res1 Res2 % Res1 Res2 % BB SB
K5 D21 41 Y2 Y11 52 R8 K5 90 89 1
D17 R20 37 H3 I18 25 H3 S10 89 89 0
R22 D24 30 I14 Y23 20 R22 D21 22 0 22
D24 K28 15 Y2 Y9 15 S10 D21 22 0 0
E19 K29 14 H3 W13 11 N25 R22 19 14 4
R8 D21 13 I14 Y16 10 C30 D17 19 0 19
R22 D27 11 H3 Y16 9 K29 D17 17 0 17
K5 E19 11 Y11 W13 7 C12 S10 15 0 14
R8 E19 9 Y16 I18 6 D17 P15 14 14 0
D27 K29 9 Y2 W13 6 A1 C12 14 14 0
Table 5.5: Top ten most-commonly occouring intra-chain interactions for chain
B of the dimer. The Hydrogen bonds are broken down further into those
between two peptide backbones denoted ‘BB’ and the peptide backbone and
the sidechain, ‘SB’.
When considering the intra-chain hydrogen bonding, the eﬀect of the β-
sheet can be readily observed by the number of prevalent backbone-backbone
(BB) and side-chain-backbone (SB) hydrogen bonds between residues con-
tained within SD1 and SD2 (residues 1–16). These interactions are signiﬁ-
cantly more pronounced within the dimer compared to the monomer in solu-
tion. An example is the interaction between K5–R8 which is just after the
turn at C6 and G7 identiﬁed from the earlier DSSP analysis, and is present
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in 80% of frames of the dimer, compared to only 36% for the single chain in
solution. This trend continues for other interactions between SD1 and SD2
such as H3–S10, indicating that the proposed β−sheet formed by these sub-
domains around C6 and G7 is stabilised in part via hydrogen bonding. There
are also relatively few intra-chain hydrogen bonds observed between residues
contained within the C-terminal half of n16N compared with the N- terminal
half of n16N. The interactions that do feature within the C-terminal half of
n16N do so in similar percentage of frames. This is expected from the large
number of thermally accessible structures inferred from the cluster analysis,
suggesting that the structure of this region is only stabilised by relatively few
non-speciﬁc interactions.
The charge residue-charge residue interaction analysis highlights some key
diﬀerences between the two chains in the dimer and the monomer. From the
data presented in Tables 5.4 and 5.5 it can be seen that the two chains be-
have diﬀerently, with chain B featuring an interaction between residues K5
and D21, which is present in 41% of frames. Such a prevalent interaction is
not seen in chain A, which instead features many interactions between simi-
larly spaced residues, such as R8–D27, K5–E19, and R8–E19, all with reduced
occurrences. The promiscuity of the residues in froming these interaction pairs
would suggest that the dominant structures observed in the cluster analysis
can be supported by multiple interaction partners, and in this instance these
structures are stabilised by charged residues and tyrosine rather than princi-
pally via interactions between the tyrosine residues as seen for the monomer
in Chapter 4.
In Chapter 4 it was proposed that the interaction promiscuity of tyro-
sine and abundance of aromatic residues within the N-terminal half of n16N
had a signiﬁcant inﬂuence in stabilising the large ensemble of conformations
observed for the monomer in solution. The aromatic-aromatic and aromatic-
hydrophobic interactions presented in Tables 5.4 and 5.5 suggest that this
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behaviour is also found in the intra-chain interactions in the dimer, with mul-
tiple ring-ring interactions featured. However in contrast to the monomer, the
emergence of a single dominant interaction between Y2–Y11 was observed in
both chains. This emergence of a single dominant interaction pair in each
chain could suggest that the other tyrosine residues have been re-purposed for
supporting inter-chain interactions. This is studied in detail in the following
subsection. The interaction between Y2 and Y11 should aid in stabilising the
formation of the beta-sheet observed in the DSSP and Ramachandran analy-
sis. This interaction, together with the hydrogen bonds formed between K5–R8
and S10–H3, are all located on either side of the turn identiﬁed at residues C6
and G7, and stabilise both SD1 (residues 1–8) and SD2 (8–16), presenting a
rigid facet. This facet could potentially facilitate binding to the surface of
chitin, since binding via this facet would present SD3, the proposed mineral
assembly domain, outward to the solvent in the adsorbed state (see Figure
5.8). This was previously discussed in Chapter 4 in which a similar potential
β−chitin binding patch was identiﬁed for the single chain in solution.
5.3.4 Analysis of the Inter-chain interactions in the Dimer
From the in-solution monomer structure study reported in the Chapter 4, and
the analysis presented in the previous sub-section, it was suggested that the nu-
merous tyrosine residues in n16N that were not already participating in intra-
peptide interactions in the dimer may be providing inter-peptide stabilisation
of the dimer structures (and other larger aggregates). The inter-chain interac-
tion data presented in Table 5.6 suggest that this is indeed the case, with mul-
tiple aromatic-aromatic interactions being featured with equal weight. Further
to this, these inter-chain interactions seem to be predominantly via residues
within SD2 (8–16), which contains the majority of the aromatic residues, sup-
porting the earlier hypothesis that this domain is important in stabilising the
aggregation of n16N.
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Figure 5.8: Front, bottom and side view of the representative structure from
the most populated cluster determined from cluster analysis over the entire
dimer, indicating the location of the possible chitin binding facet. The back-
bone of residues 1 – 8 are coloured pink/yellow; 8-16 in purple/orange and 16 –
22 are translucent for chain A and B respectively; the potential chitin binding
region is indicated by the highlighted residues. The suggested location of the
chitin surface is indicated by the light brown bar.
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Charge-charge Aromatic-Aromatic Hydrogen Bonds
Chain A Chain B % Chain A Chain B % Chain A Chain B % SB SS
D17 R22 11 W13 Y2 14 D17 Y11 14 0 14
D27 R22 8 Y2 Y9 14 D17 N25 6 4 1
R22 D17 7 Y16 Y11 13 I14 R22 6 6 0
E19 K5 7 Y16 Y9 13 D24 Y16 5 5 0
R20 D24 6 Y2 Y2 9 H3 Y9 5 5 0
K5 D27 5 Y16 Y2 7 H3 R22 4 0 4
K5 D24 5 W13 W13 4 D17 R22 4 4 0
R20 D21 5 Y2 Y11 4 N25 R22 4 4 0
D17 K5 4 Y23 H3 3 E19 C6 3 3 0
R8 D21 4 Y23 W13 2 D17 Y23 3 0 3
Table 5.6: Top ten most commonly occurring inter-chain interactions for the
n16N dimer.The Hydrogen bonds are broken down further into those be-
tween two peptide backbones denoted ‘BB’ and the peptide backbone and
the sidechain, ‘SB’.
The more pronounced role of W13 in the stabilisation of the dimer is also of
interest, in the sense that, similarly to tyrosine, tryptophan can participate in
the aromatic-aromatic interactions that appear vital in stabilising the ensemble
of structures of both the dimer and monomer. The longer “reach” aﬀorded
to tryptophan by the relatively larger indole group could be an important
factor in allowing tryptophan to bring the two chains together and stabilise the
formation of the dimer. This behaviour is suggested by the multiple inter-chain
interactions involving W13, including the most frequently occurring inter-chain
aromatic-aromatic interaction.
The data presented in Table 5.6 further suggest that charge-charge inter-
chain residue interactions are not a major contribution stabilising the structure
of the dimer, as the top interaction, D17 – R22, is present in only 11% of frames,
and the populations decay rapidly. This is in contrast to the aromatic-aromatic
residue and hydrogen bond interactions, in which 50% of the trajectory is ac-
counted for in the top four interactions, and the populations decay more slowly.
This would suggest that the structure of the dimer is supported by multiple, re-
dundant weak interactions, rather than a few strong interactions. The absence
of prevalent inter-chain charge residue-charge residue interactions also provides
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support for the hypothesis presented in Chapter 4 that the primary role of the
charged residues in SD3 is to interact with and assemble the mineral. This is
alluded to in the work of Amos et al. 315 in which n16N aggregation is only
observed above pH 4.5, where the authors suggest that the charged residues
may only facilitate bringing the n16N chains together into an initial encounter
complex, while the other types of interactions are responsible for stabilising the
structure. This behaviour has been observed for the formation of other dimers,
for example Bray et al. 338 reported that the keratin dimer, was formed through
charged-charged residue interactions. Due to the non-contiguous nature of the
REST approach in terms of time, it is not possible to evaluate the kinetic of
dimer formation from our REST simulations. However, the formation of the
encounter complex, and subsequent interactions responsible for stabilising the
aggregate will be examined further via examination of the results of a regular
MD simulation of the n16N tetramer, presented in subsection 5.3.6.
5.3.5 Implications for functional regions of n16N
The results of the REST simulation and subsequent analysis presented in this
Chapter support the three-domain hypothesis of Chapter 4, namely that it
appears plausible to localise the functions conferred by n16N to diﬀerent sub-
domains of the peptide. The localisation of the inter-chain interactions pre-
sented in Table 5.6 demonstrate that the central region of n16N (residues
8–17), as identiﬁed by Evans 67 , is indeed important in the formation of the
n16N dimer and potentially to other higher order aggregates. This is particu-
larly emphasised by the aromatic-aromatic residue inter-chain interactions in
which all of the most likely interactions (with one exception) involved at least
one residue within this region.
The stabilisation of the ﬁrst ten residues of n16N (residues 1–10) through
the formation of a β−sheet secondary structure, whilst not deﬁnitively sup-
porting the idea that it is this region that is primarily responsible for adsorption
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to chitin, certainly provides motivation for further study in subsequent Chap-
ters, as it suggest that the dimer could present a relatively rigid and stable
facet to the aqueous chitin interface, which may facilitate surface adsorption.
The presence of the ability to thermally access many conformations of the C-
terminal region (SD3, residues 16–30) in the dimer provides support to the
original proposal of Collino and Evans 14 that this region could be involved in
mineral assembly, and the hypothesis presented in Chapter 4 that this region
could be involved in the capturing ions from solution via a ‘ﬂy-casting’ type
mechanism15.
5.3.6 Preliminary MD study of the n16N Tetramer
To seek further evidence for the role of SD2 (residues 8–16) in the aggrega-
tion of n16N in solution, preliminary simulations of an n16N tetramer were
undertaken and are reported herein.
We ﬁrst sought a measure of the overall stability of the tetramer. To
accomplish this, the centre of mass (COM) distances between the tetramer
chains as a function of simulation time, presented in Figure 5.9, indicates that
chain D had detached from the other three chains after the ﬁrst 30 ns of the
simulation. Chain D did rejoin the other three chains subsequently before
detaching once more, and remained detached for the rest of the simulation.
This would suggest that there may be a small barrier to multimer dissociation,
since this chain was able to detach and reattach multiple times within the time-
scale (100 ns) of this simulation. It is worth noting that the other 3 chains
(Chain A, B, and C) very quickly form a stable aggregate, which persists
through the rest of the simulation. Moreover, the distance between the centre
of mass of each chain is almost constant at approximately 2 nm, suggesting
that this aggregate is very stable.
The RMSD of the positions of the backbone atoms relative to the starting
structure for each chain, presented in Figure 5.10, indicates that each chain
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Figure 5.9: Centre of mass distance between the diﬀerent chain pairs in the
n16N tetramer simulation. Roman numerals refer to the insets showing ex-
ample conﬁgurations from that region of the simulation. In each inset the
individual chains are represented by a tube showing the position of the back-
bone atoms with chain A in yellow, chain B in blue, chain C in green and chain
D in orange.
underwent some conformational change during the simulation. For the major-
ity of the simulation the RMSD of the position of the backbone atoms of each
chain from their starting co-ordinates, with the exception of chain D, is less
than the cut-oﬀ used in the cluster analysis of both the monomer and each
chain of the dimer. This calculation is consistent with the method in which
the cut-oﬀ used for a single chain was determined, and is outlined in Chapter
4. These preliminary simulations suggest that the conformational freedom of
each chain in the tetramer is similar to that of the monomer and dimer, and
that when aggregated, these chains were comparatively stable on the time-
scale of this simulation. The stability of the each chain is consistent with the
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increase in structural stability (compared to the monomer) observed for the
dimer. However, more advanced simulations, capable of more comprehensively
sampling conformational space, would be required to conﬁrm if the observed
increase in structural stability holds for larger aggregates.
Figure 5.10: 100-point running average of the RMSD of the position of the
atoms in the backbone of chain A (black), chain B (red), chain C (green), and
chain D (blue). The cut-oﬀ used for the cluster analysis of a single chain is
indicated by the dashed line.
Snapshots taken from the MD trajectory provide some insight into the
interplay between the charged residue-charged residue interactions and the
other non-covalent interactions. From the snapshots presented in Figure 5.11
it can be seen that the charged residues, shown as vdw spheres, facilitate the
aggregation of the chains (Figure 5.11(a) ) resulting in the formation of an
encounter complex. Once this encounter complex is formed it is then the role
of the short-range non-covalent interactions (such as hydrogen bonding, and
aromatic residue interaction) to stabilise the formation of the aggregate (See
Figure 5.11(b)). This two step process involving an initial electrostatic driven
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Charge-Charge aromatic-aromatic hydrogen bonds
Chain 1 Chain 2 % Chain 1 Chain 2 % Chain 1 Chain 2 Total SB SS
D17A R22B 100 Y16A Y11B 57 W13C D17A 74 74 0
D24B R20C 53 I18A Y2C 51 A1C E19A 37 35 0
E19A K28D 27 Y16A W13C 35 R22B W13C 30 30 0
D21A K28D 25 Y16A Y2B 31 E19A Y2C 29 29 0
D24B R22C 22 W13A Y2B 29 Y23B K29C 17 17 0
R8B D17C 15 Y11B W13C 28 Y2B I14A 16 16 0
D24B K28C 14 H3A Y11B 20 Y16C E19A 10 0 10
K5C D24D 9 W13A W13B 15 Y16A Y2B 10 10 0
K28B D21C 6 I14A Y2B 12 Y16A Y11B 9 0 0
D27B R22C 4 H3C Y23D 7 A1C D21A 8 8 0
Table 5.7: Top ten inter-chain charge-charge residue, aromatic-aromatic
residue and hydrogen bond interactions for the n16N tetramer, suﬃxes after
the amino-acid and residue number indicate the chain.
encounter complex which is then stabilised, supports the hypothesis of Amos
et al. 315 , which suggested that aggregation was charge dependant.
The inter-chain interactions for the tetramer were also determined for using
the same methods and cut-oﬀs that were used for the dimer and the single chain
in Chapter 4. The top ten most commonly occurring inter-chain interactions
for the tetramer are presented in Table 5.7. Whilst the preliminary nature
and reduced sampling of these simulations limits the conﬁdence in the results,
these data still provide an insight into the potential interactions involved in
the formation of the tetramer. The charge-charge residue interactions show
multiple interactions that feature strongly throughout the simulation, with the
top inter-chain interaction present in 90% of frames. This contrasts with what
was previously observed for the dimer, in which inter-chain charged residue
interactions were less prevalent than both the aromatic-aromatic and hydrogen
bond interactions. This could potentially be an artefact of the simulation
caused by the initial conﬁguration of the n16N chains. This is likely the case
for the interaction between D17A and R22B, which is present in almost every
frame suggesting they were in close proximity in the initial frame. However, the
next ﬁve interactions are not between this pair of chains, and are still present in
a signiﬁcantly higher number of frames than in the dimer. The other charged
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Figure 5.11: Representative snapshots from the a) start t=0.2ns , b) middle
t=58ns and c) end t=100ns (only 3 chains visible) of the simulation of the
n16N tetramer. Charged residues in close proximity of a charged residue on a
neighbouring chain are shown as vdw spheres and aromatic resiudes in close
proximity to an aromatic residue of a neighbouring chain are shown as licorice;
these residues are coloured by chain, with chain A in blue, chain B in yellow,
chain C in green and chain D in orange. The peptide backbone is shown as a
ribbon with residues 1 –8 in pink, 8 – 16 in purple and 17 – 30 in blue.
residue interactions also highlight the redundancy within n16N, and support
the notion that the aggregate is stabilised by multiple weak charge-charge
interactions, with multiple interactions pairs between two neighbouring chains
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(e.g. D24B – R20C and D24B – R22C) that feature in an equal proportion of
frames.
The aromatic-aromatic residue interactions presented in Table 5.7 concur
with the previously observed redundancy and promiscuity of interaction part-
ners observed in the dimer, with multiple interactions present in large propor-
tion of the frames. This promiscuity is exempliﬁed by Y16 in chain A which
interacts with multiple residues in both chain C and chain B. Tyrosine is also
shown to play a key role in stabilising the dimer, with multiple aromatic-
aromatic residue interactions present in more than 25% of frames (see Table
5.7). Additionally, seven out of the top ten inter-chain aromatic residue inter-
actions involve at least one residue from SD2 (residues 8–16), providing further
evidence of the involvement of this region in the aggregation of n16N.
The hydrogen bonding analysis presented in Table 5.7 supports the role of
tyrosine in stabilising the formation of the n16N aggregates with seven of the
top ten interactions involving one or more tyrosine residues. Similarly most of
the top ten hydrogen bond interactions involved one or more residues within
SD2 (residues 8–16) providing further support for the proposed role of tyrosine
in the stabilising the aggregation of n16N.
The hypothesis that the charged-residues play an important role in the
aggregation is further suggested through the multiple charge-charge residue
interactions involving chain D (Table 5.7), the only chain to detach from the
others before trying to re-attach. This is mirrored in the aromatic-aromatic
and hydrogen bond interactions, neither of which feature chain D in the top
ten instances. This indicates the possible cause of the unsuccessful attempted
of chain D to join the aggregate was due to this chain not interacting in an
orientation that allowed it to successfully form any aromatic-aromatic interac-
tions or hydrogen bonds, once the electrostatic interactions had brought chain
D into range.
Whilst the simulations of the n16N tetramer presented herein are able to
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provide support to many of the ideas proposed from the dimer simulations,
there are, however, limitations to what can be inferred from these simulations
due to the challenge of conformational sampling for such a large peptide sys-
tem. However from the simulation of the tetramer it was possible to provide
some evidence for the charge-charge residue interactions being responsible for
the initial formation of encounter complex of the aggregate. The tetramer
simulation also highlighted the importance of tyrosine and SD2 in stabilising
the structure of the aggregate.
There are however, limitations on the size of the aggregates that can be
adequately sampled using an atomistic level description of the system. In the
future it would be advantageous to move to a coarse grained description of
n16N. The use of a coarse-grained approach, parametrised against these atom-
istic simulations, would facilitate the study of larger aggregates, and aid in
determining the interplay between these aggregates and the aqueous chitin
interface. Additional ultra-long time scale simulations of the tetramer in the
presence of calcium carbonate in solution would help to elucidate the mecha-
nism through which n16N is able to aggregate and direct the crystallisation of
calcium carbonate, providing additional insight into the experimental observa-
tions of Seto et al. 103 and Metzler et al. 104 who reported that n16N aggregates
were able to stabilise the formation of aragonite.
5.4 Conclusion and Outlook
In this chapter the structure of the n16N dimer has been rigourously inves-
tigated using the REST approach. From the dimer study, it was observed
that n16N showed a signiﬁcant reduction in structural disorder upon forming
a dimer. The reduction in structural disorder was observed through the for-
mation of a stable β−sheet secondary structure motif in the ﬁrst half of each
n16N chain.
The inter-chain interactions analysed in this chapter provide support for
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the three domain hypothesis outlined in Chapter 4, by indicating that the
aggregation of the n16N in solution consists of two stages: formation and
stabilisation. The formation of the initial aggregate has been suggested ex-
perimentally and was inferred here from simulations of an n16N tetramer,
to involve the charged residues, as these interactions are signiﬁcantly longer
ranged then the aromatic-aromatic residue and hydrogen bonding interactions.
Whilst the structure of the aggregate may be subsequently stabilised primarily
via interactions involving SD2 (residues 8–16), at the centre of n16N. If an ag-
gregate forms in an orientation that prevents interactions involving SD2, this
may lead to dissolution of the aggregate, as observed for one of the chains in
the simulation of the n16N tetramer.
Additionally, analysis of the secondary structural ensemble supported by
the n16N dimer has shown a reduction in the structural disorder of the N-
terminal half, particularly residues (1–8) due to the formation of a β-sheet in
this domain. It is hypothesised that this β-sheet could provide a rigid facet
for binding to the aqueous chitin interface, where this facet would consist pri-
marily of SD1. However, this hypothesis remains to be tested in later chapters
and future research. In addition, the C-terminal half has retained the large
number of thermally accessible conformations it exhibited in the monomer,
tentatively lending support to the hypothesis that this character would allow
for the assembly of the mineral from solution. Finally, the observations of
the interactions of the dimer have been tested on larger aggregates via the
preliminary simulation of the n16N tetramer.
In the next chapter, the focus moves from n16N to chitin and its simula-
tion under bulk crystalline, aqueous interface, and saline interface conditions.
These simulations will provide a foundation upon which the later chapters will
build when studying the eﬀects of both single amino-acid adsorption and the
adsorption of the full peptide to both chitin polymorphs.
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Chapter 6
Simulations of the Bulk and
Aqueous interfaces of α- and
β-Chitin
6.1 Introduction
As outlined previously in Chapter 1, chitin is an earth-abundant bio-polymer
consisting of β(1 → 4) linked N-acetyl glucosamine units and is found predom-
inantly in two forms: α-chitin and β-chitin. α−chitin is found in the shells
of crustaceans72, the exoskeletons of insects339, and the cell walls of fungi340.
β-chitin is less common and is found in mollusc shells72, such as the japanese
pearl oyster64. Chitin has a low toxicity for humans and is naturally abun-
dant, making it ideally placed for industrial341, medical72 and drug delivery74
applications.
The crystal structure of α-chitin was initially proposed in the work of Carl-
strom 342 , who used X-ray diﬀraction (XRD) and optical spectroscopy to de-
termine the crystal structure, and hydrogen bonding network. However, their
proposed structure lacked any possibility for inter-sheet hydrogen bonding and
was subsequently reﬁned using XRD and Infra-Red (IR) spectroscopy as re-
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Figure 6.1: Structure of α-chitin adapted from Minke and Blackwell 16 , showing
the proposed hydrogen bonding network in the bc plane. In this ﬁgure the b
vector is deﬁned as the [010] direction, and the c vector is deﬁned as the [001]
direction
ported in the work of Minke and Blackwell 16 . These authors were the ﬁrst
to propose a structure for α-chitin which demonstrated an extensive hydrogen
bonding network including both inter-chain and inter-sheet bonds (See Figure
6.1). In this work inter-sheet bonds are deﬁned as being in the [100] direction,
whilst inter-chain are deﬁned as being in the [010] direction. The structure of
α-chitin was further reﬁned in the later work of Sikorski et al. 7 which used
higher resolution X-ray Diﬀraction (XRD) and Fourier Transform Infra-red
(FTIR) spectroscopy, unavailable at the time of the previous study. Sikorski
et al. 7 proposed that the observed diﬀraction patterns were best explained
with a structure with two diﬀerent positions of the O6 atom (See Figure 6.2
for the naming convention used in this Chapter). These authors proposed that
these two positions alternated between chains, allowing for an increase in the
number of inter-sheet hydrogen bonds in the [010] direction compared to the
structure of Minke and Blackwell 16 .
The crystal structure for anhydrous β-chitin was determined in the work
of Blackwell 77 using XRD. Infrared (IR) spectroscopy was also used to deter-
mine potential hydrogen bond networks within the crystal. The structure was
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Figure 6.2: Atom labelling convention used in this chapter. This is the same
labelling convention as outlined by Sikorski et al. 7
.
further reﬁned in the work of Nishiyama et al. 78 , which improved on the res-
olution of the original structure and proposed that neighbouring chitin chains
were held together by a weak polar interaction between the methyl hydrogen of
one chain and the primary alcohol O6 of the neighbouring chain (see Figure 6.2
for the naming convention used in this chapter). The lack of any strong hydro-
gen bonds between neighbouring chains in the [010] direction was postulated to
allow for inclusion of water molecules, and the formation of β-chitin hydrate.
The transition from anhydrous to hydrated β−chitin has been observed experi-
mentally using XRD, from which the existence of a monohydrate intermediate
phase and a dihydrate were determined82. Kobayashi et al. 82 were able to
obtain β-chitin dihydrate from β-chitin taken directly from tube worms and
stored in liquid water at room temperature and pressure for 24 hours. The
hydration of β-chitin has also been shown to be thermally reversible upon
heating to 150 ◦C83. The crystal structure for the β-chitin dihydrate was re-
ported in the work of Sawada et al. 17 in which the weak polar interactions
between neighbouring chains had been replaced by an extensive network of
water mediated hydrogen bonds (See Figure 6.3).
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Figure 6.3: Proposed structure of β-chitin dihydrate taken from Sawada
et al. 17 , showing a) the hydrogen bonding in the ab-plane and, b) the hy-
drogen bond network in the bc-plane.
The diﬀerences in the hydrogen bonding networks of α-chitin, β-chitin, and
β−chitin dihydrate has a signiﬁcant impact on the properties of each of the
three polymorphs. The high number of inter-chain hydrogen bonds aﬀords
α-chitin a high resistance to thermal degradation compared to β-chitin343.
The extensive hydrogen bonding network within α-chitin also makes this ma-
terial insoluble in water343. α-chitin also cannot readily accommodate small
molecules into the crystal lattice344. β-chitin, however, has been shown to
readily accommodate small molecules, other than water, into the crystal lat-
tice86–89. This is exempliﬁed in the work of Sawada et al. 88 who reported the
formation of a complex of β-chitin and ethyl-diamine (EDA), by immersing
anhydrous β-chitin in liquid EDA for 30 mins at 50 ◦C. These authors used
XRD to investigate the structure of the complex, and reported that β-chitin
crystal was able to accommodate approximately one EDA molecule in the
crystal structure for every N-acetyl glucosamine formula unit.
There have been extensive studies that have aimed to characterise the
mechanical properties of both chitin as a biopolymer and part of other bio-
composites91,340,345. One such study by Barber et al. 346 investigated the break-
ing strength of the geothite/α-chitin composite found in limpet teeth using
Atomic Force microscopy (AFM). These authors reported limpet teeth having
a breaking strength of 6.5 GPa, higher than that of spider silk, making chitin-
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based bio-composites potentially one of the strongest materials used in nature.
The high strength of chitin composites combined with its natural abundance
and low toxicity, has prompted the investigation of a number of potential novel
applications for chitin and chitin based composites. These applications include
bandages, metal ion capture, textile processing, solid-state batteries and drug
delivery73,347–349. Chitin has even been shown to be useful in improving the ef-
ﬁciency of solar cells350. The work of Mi et al. 351 investigated the potential ap-
plications of chitin/poly(lactic-co-glycolic acid) (chitin/PLGA) biospheres for
the delivery of proteins in medicine. Mi et al. 351 reported results for a number
of diﬀerent chitin/PLGA mixtures, and the eﬀect that each mixture had on the
hydration and degradation properties of the resulting micro-spheres, allowing
for these parameters to be tuned for speciﬁc environments and peptide delivery
applications. In conjunction with this, other groups are working to determine
the interactions between chitin and other peptides/proteins to determine what
residues and motifs adsorb strongly to chitin18,339,352. Once gained, these in-
sights can be used to rationally incorporate chitin binding regions to enzymes
used industrial applications. The modiﬁed enzymes could then be bound to
non-toxic chitin particles such as the biospheres of Mi et al. 351 , allowing en-
zymes to be recovered and reused, increasing production eﬃciency353.
However, the interaction of small molecules at the chitin interface are dif-
ﬁcult to study experimentally, due to the diﬃculty in resolving the structure
of small molecules once they are adsorbed to an interface (see chapter 2 for
an in depth discussion on the study of adsorption). Some techniques, such as
Atomic force microscopy (AFM), can provide some insight into the surface fea-
tures, although relating these data to the peptide conformations is challenging.
However, Molecular Dynamics (MD) simulation can provide atomistic level
insights into the interactions and structuring of water and other adsorbates
at the chitin interface. Although before the chitin interface can be studied
using MD simulation, an accurate description of the intra-crystalline and bio-
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molecule/chitin interface is required. There are several forceﬁelds which have
been parametrised for the simulation of carbohydrates354,355 such as chitin.
These include GLYCAM356 which is typically used with AMBER family of
forceﬁelds, and CHARMM36183,184,357 which is an extension to the CHARMM
family of forceﬁelds to include additional parameters for the simulation of car-
bohydrates.
Similar to the forceﬁelds developed for the study of peptides, having a
forceﬁeld which corresponds to an accurate description of the system of interest
is key in producing meaningful data (see Chapter 2 for a general discussion
on force-ﬁelds). In this work, the CHARMM36 forceﬁeld has been chosen
for its compatibility with the CHARMM22*147 forceﬁeld used to describe the
peptide interactions in the previous chapters. The use of this forceﬁeld will
allow for the subsequent study of the aqueous chitin/amino-acid and aqueous
chitin/n16N interfaces in the subsequent chapters, without the need to unite
two dissimilar force-ﬁelds.
To ensure that the CHARMM36 forceﬁeld is suitable for this project, we
performed veriﬁcation simulations on the three polymorphs of bulk chitin and
compared our ﬁndings with experimental data. Whilst there have been sim-
ulations of chitin interfaces, and comparison of the ability of carbohydrate
forceﬁelds to recreate cellulose, no other groups have simulated and evalu-
ated carbohydrate forceﬁelds for reproducing the properties of chitin. Three
diﬀerent chitin polymorphs were considered: α-chitin, β-chitin, and β-chitin
dihydrate. These simulations were used to check that not only the crystal
structure and lattice parameters could be reasonably captured by the force-
ﬁeld, but crucially to check the ability of the forceﬁeld to capture the three
distinct hydrogen bonding networks of the three polymorphs.
In the work Beckham and Crowley 81 , the energy to remove single chitin
chain from the surface of a slab of α-chitin in vacuum was determined through
the use of MD simulation. As part of the preparation for removing a single
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chain, these authors also reported MD simulations of bulk α-chitin using the
CHARMM36 forceﬁeld and reported their predicted lattice constants for this
polymorph. Whilst Beckham and Crowley 81 did not report the barostat pa-
rameters that were used in their study (which are crucial, as will be discussed
later), their work does still provide a helpful simulation protocol as a starting
point for the simulations of bulk chitin reported in this chapter, whilst ad-
ditionally providing a helpful point of comparison for the simulations in this
chapter.
The simulation of chitin and its interface with water and biomolecules is an
emerging ﬁeld, with the majority of simulations focusing on the more abundant
α-chitin81,85,352,358. As a result there has been relatively few studies reporting
MD simulations involving β-chitin or its aqueous interface. Therefore the
simulations reported in this chapter will provide some of the ﬁrst molecular
dynamics studies of β-chitin. After having successfully modelled bulk chitin
using the CHARMM36184 forceﬁeld, we then used MD simulations to model
the aqueous interface of both α-chitin and β-chitin dihydrate. These simu-
lations will probe the structure of liquid water at the interface, providing an
insight into the possible eﬀects this could have on the adsorption of amino-
acids and proteins to chitin surfaces. The structuring of water at an interface
can have a pronounced eﬀect on the binding of both single amino-acids and
peptides. Surfaces such as titania359, gold308, silver202 and calcite167,360 have
been previously shown to promote the formation of a high density water layers
at the aqueous interface, which can result in the adsorption of some amino-
acids being primarily mediated via the interfacial water layers rather than
direct contact with the material surface. In addition, the formation of high
and low density regions of interfacial liquid water could guide the adsorption
of hyrdophillic amino-acids towards the higher density regions.
In studying the aqueous interfaces of crystalline chitin herein, only the low-
index α-chitin and the hydrated β-chitin surface terminations were considered.
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These low-index surfaces were chosen based on them both presenting strong
diﬀraction peaks in the work of Weiner and Traub 361 , which reported the study
of the composition of nacre using XRD. The chosen surfaces were the [100] and
[010] surfaces of both α-chitin and β-chitin. In addition, these surfaces do not
require diﬀerent terminations of the chitin chains to be taken into account.
The low-index surfaces have signiﬁcantly diﬀerent topographies (see Figure
6.4), particularly the [100] surfaces. The α[100] surface is topographically
rough, with peaks and ‘furrows’ running in the [001] direction, this contrasts
with the signiﬁcantly ﬂatter and smoother β[100] surface. For comparison the
height in the [100] direction from the peak to the furrow is approximately 4
A˚, and approximately 10 A˚ in the [010] direction; this is in comparison to
β-chitin [100] in which the topographic features are 2A˚, and 10 A˚ in the [100]
and [010] directions respectively; therefore the [100] surface of α-chitin can be
considered to be twice as rough as the [100] surface of β-chitin. The [010]
surfaces of both α- and β-chitin are similar, in that they both expose the N-
acetyl glucosamine side chain, presenting the methyl groups at the end of the
side-chain outwards to the liquid water interface, with only a small diﬀerence
(of 0.1 A˚) in the spacing between them.
Figure 6.4: Schematic diﬀerences in the a) α[100], b) β[100] and c) the α/β
[010] surface topographies.
To date there have been no simulation studies reported for the chitin inter-
face with liquid water. Experimental studies of this particular interface have
focused on the eﬀect water has on the formation of chitin ﬁbrils211. However,
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there are a relatively greater number of MD simulations reported for aqueous
cellulose interfaces, for example those reported by Maurer et al. 362 . Cellulose
is a bio-polymer that is similar to chitin, with the primary diﬀerence between
the two is the lack of N-acetyl glcosamine side chains in cellulose. There are
a number of topographically analogous surface terminations of cellulose, no-
tably the [100] surface of cellulose-1β which is analogous to the β-chitin [100]
surface. Additionally the [100] of cellulose-1A provides an approximation to
the ‘edge on’ surface presented by both of the [010] chitin surfaces. Maurer
et al. 362 used the GLYCAM06356 forceﬁeld with the TIP3P208,214 water model
in their MD simulations rather than the CHARMM36184 forceﬁeld used in this
work. Whilst the forceﬁeld used for cellulose is not identical to that intended
to be used in this work, their ﬁndings still provide helpful insight into the gen-
eral behaviour of liquid water at carbohydrate interfaces. Similar to the work
summarised herein, these authors reported the results of simulations of bulk
cellulose, in which they were able to closely reproduce the experimental lattice
parameters of cellulose, before then examining the aqueous cellulose interface.
Maurer et al. 362 reported that very little structuring of the ﬁrst water layer was
observed at either interface, with a sharper peak in the water density observed
at the ﬂatter cellulose-1B interface. Using the argument of Biermann et al. 363 ,
which correlates the sharpness of the ﬁrst peak in the water density with the
hydrophilicity of the surface, Maurer et al. 362 suggested that the hydrophilic-
ity of cellulose surfaces was determined in part by the roughness of surface.
However the argument of Biermann et al. 363 was for topographically uniform
surfaces, and does not take into account the two dimensional density proﬁle,
which at the α-chitin [100] interface could potentially obscure the aﬀect of any
structuring induced by the surface topography.
As will be shown in the results herein, in addition to the study of the aque-
ous interface, we also considered the interface of chitin with saline solution,
since this interface might better represent the conditions in which chitin is
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found in nacre. These simulations will further elucidate any regions presented
on each chitin surface with which ions may preferentially interact. The associa-
tion of salt ions at other aqueous interfaces, such as metals and clays, have been
shown to form electrical double layers, which give rise to local variations in
charge and ﬂuid behaviour203,364–366. These eﬀects, if present, could inﬂuence
the adsorption of charged amino-acids to selected sites on the chitin surface.
Additionally, any structuring of salt ions at the aqueous interface could work in
combination with the peptide to direct and stabilise the formation of aragonite
as previously reported by Keene et al. 93 .
In this Chapter the results of MD simulations of bulk α-chitin, β-chitin and
β-chitin dihydrate are presented and the suitability of the CHARMM36 force-
ﬁeld to model these materials is evaluated. These results are then built upon
in the latter half of this Chapter in which the aqueous chitin and chitin/saline
interfaces are investigated using MD simulations to provide insights into the
possible eﬀect that structuring of water and salt ions at these interfaces could
have on the binding of biomolecules at the aqueous chitin interface.
6.2 Methods
All simulations were run using the GROMACS 4.6.3 software package188,
with time integration of Netwon’s equations of motion via the leap-frog al-
gorithm241 with a 1 fs timestep. In all simulations the chitin interactions were
described using the CHARMM36 forceﬁeld184; long-ranged electrostatic inter-
actions were calculated using the PME method195 with a real space cut-oﬀ of
1.0 nm. Lennard-Jones interactions were smoothly ramped to zero from 1.1
nm to 1.2 nm. In all simulations periodic boundary conditions were applied
in all directions. Temperature control was maintained using the Nose´-Hoover
thermostat246. Further details about each simulation are summarised herein.
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6.2.1 Bulk Chitin
Our bulk α-chitin simulation was based on the structure reported Sikorski
et al. 7 as an initial structure. The simulated system consisted of 288 chitin
units (each unit is denoted to be one pyranose ring) arranged in a super-cell
consisting of 9 × 2 × 4 unit cells resulting in an initial simulation cell with
dimensions of 42.98 × 37.78 × 41.40 A˚. The chitin chains linked head to tail
in the [001] direction through the periodic boundary condition. The anhy-
drous β-chitin simulation used the structure reported in Nishiyama et al. 78
and consisted of 192 chitin units arranged in a super-cell of 8× 4× 3, result-
ing in a simulation cell with dimensions 38.55 × 36.96 × 31.15. Finally, the
β-chitin dihydrate consisted of 6× 4× 8 chitin units with 2 interstitial waters
per N-Acetyl glucosamine unit and used the structure of Sawada et al. 17 . This
resulted in the bulk β-chitin dihydrate having simulation cell dimensions of
29.172×45.12×41.69A˚. All three bulk chitin simulations followed the protocol
outlined in the de-crystallisation study reported by Beckham and Crowley 81 .
Each system was ﬁrst simulated in the NVT ensemble whilst being heated
from 50K to 300K over 100ps, before being simulated in the NPT ensemble
for 500 ps to allow the system to equilibrate, before a 5 ns production run was
carried out in the NPT ensemble with frames saved every 1 ps. From this 5 ns
production run the lattice parameters were determined for each polymorph.
A pressure of 1 atm was maintained in the α-chitin simulation using a fulliy
anisotropic Parrinello-Rahman barostat251. In the two β-chitin simulations the
Berendsen barostat250 was used due to formation of structural defects when
the Parrinello-Rahman barostat was applied. See Chapter 2 for an overview
of the diﬀerences between the two barostat algorithms. The compressibility
constants used for both barostats were 4.5× 10−7 bar−1 in the [100] and [010]
directions with 4.5× 10−9 bar−1 for the [001] direction. The stiﬀ compressibil-
ity constant in the [001] direction was chosen to account for the covalent bond
through the periodic boundary conditions in this direction. The constants
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used for the [100] and [010] direction were chosen based on test simulations
(see Appendix A), to give both stable lattice parameters, whilst still allowing
for variation in the dimensions of the simulation cell. For comparison the com-
pressibility constant used for water is typically 4.5 × 10−5 bar−1 as reported
by Millero et al. 367 .
6.2.2 Aqueous Chitin Interface simulations
The simulations of the aqueous interface were undertaken using chitin slabs
that consisted of 4× 4× 6 supercells, based on the ﬁnal bulk crystalline chitin
structures determined by our MD simulations. In all cases the separation be-
tween the slab and its periodic image in the direction perpendicular to the
plane of the surface was > 30 A˚. The space between the two periodic images
of the slab was ﬁlled with liquid water. This resulted in a simulation cell with
dimensions of 42.9× 89.32× 41.37A˚ and containing 2900 TIPS3P208,214 water
molecules in the inter-slab space for the α-chitin and β-chitin[010] interfaces.
The α-chitin [100] had simulation cell dimensions of 78.49×37.78×41.32A˚ and
contained 2700 TIPS3P208,214 water molecules, whilst the β-chitin dihydrate
had simulation dimension cell of 79.17 × 45.11 × 41.69A˚ and contained 3479
TIPS3P208,214 water molecules, including those within the chitin lattice. Each
system was simulated for 10.5 ns in the NPT ensemble, with pressure main-
tained using the anisotropic Berendsen250 barostat. The temperature of each
simulation was slowly increased from 50 K to 300 K over 0.5 ns and maintained
via the Nose´-Hoover368 thermostat. The gentle increase in temperature during
the initial stage of the simulation was to prevent unintended de-lamination of
the interface, whilst the liquid water in the system equilibrated. Frames were
saved every 1 ps for analysis and statistics were generated from the ﬁnal 10 ns
of the simulation trajectories.
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6.2.3 Chitin-Saline interface simulations
α-chitin and β-chitin dihydrate [100] interfaces in the presence of 0.55 M NaCl
solution were used to mimic the chitin/sea-water interface. This NaCl concen-
tration was chosen as it closely resembles that of sea-water, which has concen-
tration of approximately 0.6 M NaCl. These simulations made use of a large
periodic simulation cell, consisting of 6 × 6 × 6 supercells, for both α-chitin
and β-chitin dihydrate. The crystal structures used were those determined
from MD simulations of bulk crystalline α-chitin and β-chitin dihydrate. The
solution ions were initially distributed randomly in the inter-slab solvent space
between the chitin slab and its periodic image in the [100] direction. In each
simulation, the chitin slab was separated from its periodic image in the [100]
direction by a distance of ∼ 90A˚ this inter-slab space was ﬁlled with liquid
water in the inter-slab space, and resulted in a simulation cell with dimensions
122×56×60 A˚ and 115×69×64 A˚for α-chitin and β-chitin dihydrate respec-
tively. This simulation cell was chosen as it was a suﬃcient volume to have a
large number of ion pairs at 0.55 molar which aids in producing accurate ion
density proﬁle, and to ensure bulk water in the centre of the simulation cell.
Each simulation made use of 145 and 168 pairs of Na+ Cl− ions, along with
10868 and 13734 TIPS3P208,214 water molecules for α and β-chitin respectively
to achieve the desired concentration of saline solution. These simulations were
run for 50 ns each, using an 1 fs time-step in the NVT ensemble at 300K and
frames were saved every 1 ps for analysis.
6.2.4 Analysis
The hydrogen bonds in the bulk crystals were determined using the criteria
outlined in Jedlovszky et al. 312 , which deﬁnes a hydrogen bond as having a
donor-acceptor distance of less than 3.5 A˚ and an donor-acceptor-hydrogen
angle of less than 30◦ . The number of frames in which the bonds were present
were then calculated, and averaged over the total number of frames and the
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Figure 6.5: Schematic representation of the deﬁnition of the zero baseline used
in the calculation of the density proﬁles for the a) both [010] interfaces, b) the
α[100] interface and the β[100] interface.
theoretical maximum number of possible interactions to give a probability for
that interaction. For clarity when describing the interactions, the labelling
system of Sikorski et al. 7 was used, see Figure 6.2.
One-dimensional (vertical) interfacial water density proﬁles at the interface
were calculated perpendicular to the slab surface from the resulting trajectories
using a code developed in-house. The top of the surface was deﬁned to be the
average position of the C1 carbon in the chitin chains in the uppermost chitin
layer of the slab. This deﬁnition was used for all of the interfaces except the
aqueous α[100] interface. For the α[100] interface, the top of the surface was
deﬁned as the average position of the nitrogen atoms at the bottom of the
‘furrows’ (see Figure 6.5), as this provides a more helpful deﬁnition for the
interface between the chitin and the water. Two-dimensional density proﬁles
were calculated using an in-house code, over the entire trajectory for both the
aqueous interfaces and the saline case, and the density was then normalised
before producing a contour plot.
Orientational ordering of liquid water at the α[100] and β[100] interfaces
was determined using an in-house code. The orientation of each water molecule
was calculated as the dot product of the vector formed from the mid point
between the two hydrogen atoms and the oxygen and the [100] direction. These
were averaged in the [010] and [001] directions perpendicular to the surfaces
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to produce a one-dimensional proﬁle.
6.3 Results and Discussion
6.3.1 Bulk crystalline chitin
The simulations were run until the lattice parameters of the simulation cell in
each direction had stabilised up to 5 ns. The region in which the lattice pa-
rameters had converged was then used when calculating the lattice parameters
presented in Table 6.1.
For the three diﬀerent polymorphs, our predicted lattice constants were
compared to those determined experimentally via crystallographic methods.
The results of the comparison are presented in Table 6.1, in which it can be
seen for all three polymorphs there is a good agreement with experiment for
most of the lattice parameters, particularly in the case of the anhydrous β-
chitin in which the agreement with all three lattice parameters is within 0.2
A˚.
The challenge in obtaining both good agreement with the lattice param-
eters and a stable simulation lies in the choice of compressibility constants.
Choosing a compressibility constant which is too large resulted in signiﬁcant
ﬂuctuations in the lattice vectors, which can lead to the NPT simulations be-
coming unstable using the Parrinello-Rahman barostat251. However, choosing
a constant which is too small eﬀectively ﬁxes the lattice vector at the initial
value which can lead to high internal stresses in the structure. The eﬀect of
this can be seen in Appendix A, Table A.1, in which some of the other choices
of compressibility constant and the resulting lattice parameters are presented.
Additional details on the simulations carried out to determine a suitable choice
of compressibility constants are presented in Appendix A. The previous study
preformed by Beckham and Crowley 81 on the decrystallisation of α-chitin did
not report the compressibility constants nor the barostat algorithm used, lim-
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α-chitin Experiment7 This work Beckham and Crowley 81
a (A˚) 4.75 4.76 4.69
b (A˚) 18.89 19.62 19.02
c (A˚) 10.33 10.39 10.32
α(deg) 90.0 90.0 90.0
β(deg) 90.0 91.5 90.0
γ(deg) 90.0 90.0 90.0
anhydrous β-chitin Experiment78 This work
a (A˚) 4.82 4.83 -
b (A˚) 9.24 9.44 -
c (A˚) 10.38 10.60 -
α(deg) 90.0 90.0 -
β(deg) 90.0 90.0 -
γ(deg) 97.16 96.6 -
β-chitin dihydrate Experiment17 This work
a (A˚) 4.81 4.85 -
b (A˚) 11.17 11.94 -
c (A˚) 10.42 10.05 -
α (deg) 90.0 90.21 -
β(deg) 90.0 90.40 -
γ(deg) 96.45 100.00 -
Table 6.1: Predicted lattice parameters for bulk α-chitin, anhydrous β-chitin
and β−chitin dihydrate compared with previously reported simulations and
experimental data.
iting the reproducibility of that study.
Another signiﬁcant problem was encountered when using the Parrinello-
Rahman barostat251 to predict the structure of anhydrous β-chitin dihydrate.
It was observed that whilst this barostat could maintain the lattice vectors
at acceptable values and without incurring large ﬂuctuations, its use resulted
in the amide group in the N-acetyl glucosamine side chain adopting the un-
favourable cis conformation. This however, was not observed when the Berend-
sen barostat250 was applied. The Berendsen barostat allowed the system to
expand and contract signiﬁcantly to relieve the internal stresses in the crys-
tal, and to enable both a stable molecular conﬁguration and stable lattice
parameters.
The hydrogen bonding networks predicted within the diﬀerent chitin poly-
morphs were consistent with those reported in previous studies. Figure 6.6(d)
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Figure 6.6: Initial crystal structures for a) α-chitin b) anhydrous β-chitin and
c) β-chitin dihydrate. Final structures for bulk d) α-chitin e) anhydrous β-
chitin and f) β−chitin dihydrate. Chains are colour coded by orientation with
chains in orange running left to right and those in red running right to left.
Sub ﬁgures g), h), and i) provide zoomed in views of the ﬁnal structures for
α-chitin, anhydrous β-chitin and β-chitin dihydrate respectively. Interstitial
waters in sub-ﬁgures c) and e) are represented by blue vdw spheres. Hydrogen
bonds are highlighted in green and hydrogen bonds involving water are in pink
demonstrates a similarly extensive hydrogen bonding network for α-chitin com-
pared with that reported by Sikorski et al. 7 . There is also agreement between
the hydrogen bond networks observed for anhydrous β-chitin in Figure 6.6(e)
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and that reported by Nishiyama et al. 78 . Figure 6.6 also highlights the rela-
tively reduced extent of inter-chain bonding in β-chitin in general compared
to α-chitin. However, in β-chitin dihydrate the role of bonding the chains to-
gether is largely mediated via hydrogen bonds with the included water. The
hydrogen bonding network shown in Figure 6.6(f) is consistent with that re-
ported in Sawada et al. 17 in which the authors suggest the presence of both
inter-chain, and inter-layer hydrogen bonds with water as an intermediate.
The probability of each type of interaction proposed by Sikorski et al. 7
for α-chitin and those proposed by Sawada et al. 17 for β-chitin is presented
in Table 6.2. In Table 6.2, ‘inter-sheet’ hydrogen bonds are deﬁned as those
primarily in the [010] direction, ‘inter-layer’ as those in the [100] direction
and ‘intra-chain’ as those in the [001] direction. These support the networks
observed in Figure 6.6 and those proposed from experiment, highlighting the
signiﬁcant diﬀerence in the hydrogen bond networks of the three polymorphs.
β-chitin features a reduction in the number of inter sheet O6–O6, while for
β-chitin dihydrate the number of O6–O7 hydrogen bonds is reduced compared
to α-chitin. This lack of inter-sheet hydrogen bonds possibly allows for the
experimentally-observed inclusion of small molecules in the β-chitin dihydrate
crystal and allows for the formation of chitin hydrates. The reduction in inter-
sheet bonding also allows for an increase in the number of intra-chain O6–O3
bonds. The eﬀect of the water being accommodated into the structure of the
β-chitin dihydrate is pronounced in the hydrogen bond network, with almost
all interactions having signiﬁcantly reduced probabilities in the hydrated β-
chitin. The O6–O6 inter-sheet interaction is the exception to this, as the
probability of this hydrogen bond is increased in the dihydrate compared to
the anhydrous beta-chitin. This is the result of the water molecules preventing
the direct inter-sheet O6–O6 interaction, redirecting this hydrogen bond in
the [100] direction, making it an “inter-layer” interaction. The hydrogen bond
interaction found in anhydrous β-chitin has been replaced by multiple water-
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Interaction Type α-chitin anhydrous β-chitin β−chitin dihydrate
N – O7 Inter sheet 0.65 0.35 0.14
O3 – O5 Inter-layer 0.43 0.38 0.19
O6 – O3 Intra-chain 0.19 0.38 0.09
O6 – O6 Inter sheet 0.60 0.30 0.50
O6 – O7 Inter-sheet 0.51 0.33 0.13
O3 – OW Inter sheet - - 0.64
O6 – OW Inter sheet - - 0.77
O5 – OW Inter-layer - - 0.22
O7 – OW Inter-sheet - - 0.61
Table 6.2: Probability of each possible type of hydrogen bond interaction, for
all three polymorphs. These are listed by the heavy atoms involved in the
interaction, following the naming convention of Sikorski et al. 7
mediated interactions in the β-chitin dihydrate form. These water-mediated
hydrogen bonds, such as O3–OW and O6–OW are more prevalent than the
equivalent interactions in α-chitin. This indicates that the water in the β-
chitin dihydrate aﬀords the crystal an increase in structural stability compared
to the anhydrous β-chitin.
Despite the challenges encountered when simulating β-chitin, we found it
possible to use MD simulation to satisfactorily describe the crystal structure
of all of the three chitin polymorphs. Once suitable lattice parameters were
predicted, it was possible to obtain a good agreement with experiment for all
three polymorphs as indicated in Table 6.1. The hydrogen bond structure of
each polymorph appears to be in agreement with experiment and expectaions,
(see Figure 6.6). Therefore we are conﬁdent that the CHARMM36 forceﬁeld
will be suitable for the further study of aqueous chitin interfaces within this
project.
6.3.2 Aqueous Chitin Interface Simulations
The vertical density proﬁles of water at the aqueous [010] interface for both
α- and β-chitin dihydrate show similar proﬁles, with 3 - 4 small peaks in
the density proﬁle, with a denser water layer located at 0.8-1.0 nm from the
surface. We propose that this interfacial water ordering is due to the N-
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acetyl-glucosamine side-chains protruding from the surface into solution. The
similarity in the density proﬁles is not unsurprising, given the similarity in
the surface topography between α-chitin and β-chitin and small variation (0.1
A˚) in the [100] lattice parameter for both α-chitin and β-chitin dihydrate.
However, the closer packed α-chitin has given rise to a more pronounced third
interfacial water layer than was observed at the β-chitin interface.
Figure 6.7: Vertical water density proﬁles for the [100] (black) and [010] (red)
surfaces for both a) α-chitin and b) β chitin dihydrate. Dotted lines are spaced
0.5 nm from the surface to aid in comparing feature locations. Insets to the
right provide an indication of the structure of each interface. Hydrogen atoms
in the chitin have been omitted from the insets for clarity.
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Figure 6.8: Average cosine of the angle between the water dipole and the [100]
direction for both α[100] (black) and β[100](red) aqueous interfaces.
Figure 6.9: Two-dimensional density plots for water at the [100] interface for
a) α-chitin and b) β-chitin dihydrate. Regions with a higher water density are
indicated in red.
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In comparison, the [100] interfaces show a signiﬁcantly diminished degree
of structuring of water compared with the corresponding [010] interfaces. This
is particularly pronounced in the α-chitin system (Figure 6.7(a) black line);
however this could be an artefact of the surface topography, namely the ‘her-
ringbone brick’ pattern across the surface of the chitin. By comparison, the
considerably less corrugated β[100] surface featured a small maximum in the
water density located at approximately 3 A˚ from the surface. The small peak
in density observed at this location is similar in height and location to that
reported by Maurer et al. 362 for the [100] surface of cellulose 1β, which is func-
tionally and topographically similar to the β[100] interface studied here. The
small height of the ﬁrst peak in the interfacial density compared to the bulk
liquid water density indicates that the ﬁrst water layer is relatively weakly
ordered at both surfaces.
The orientation of water at the [100] interfaces was investigated and is
presented in Figure 6.8. These data show that the α[100] interface has resulted
in signiﬁcant orientational ordering in the ﬁrst water layer compared to that
observed at the β[100] interface. The ordering at the α[100] interface suggests
that the water molecules prefer to align with the oxygen down towards the
surface, potentially hydrogen bonding with the many hydrogens available at
the interface. Similar orientational preferences have been observed at other
interfaces such as gold369.
Two-dimensional interfacial water density proﬁles were generated for both
the α- and β-chitin dihydrate [100] interfaces to further examine the inﬂu-
ence of diﬀerences in the topography of each surface on the interfacial water
structuring. These plots are presented in Figure 6.9, and indicate a signiﬁcant
diﬀerence in the behaviour liquid water at each interface. For α-chitin, peaks
in the water density are observed close to the interface, following the rough
topography of the surface. These features, and the non-uniform water density
in the ﬁrst interfacial water layer might favour the adsorption of hydrophilic
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residues to the furrows, as this would allow for the residue side-chains to be
completely encapsulated within the ﬁrst water layer. However, at the rela-
tively ﬂatter β-chitin dihydrate interface, the ﬁrst interfacial layer of water
was distributed more uniformly in the plane of the surface, with small peaks
between the chitin chains. These small peaks might direct hydrophilic residues
to these regions on the surface, potentially allowing for their inclusion into the
β-chitin crystal. This hypothesis will be tested in the Chapter 7.
Additionally, local variations in the density of liquid water at an interface
has been reported370 to eﬀect the adsorption of peptides. In the work of
Schneider et. Al370 the authors report that adsorption of the quartz binding
peptide, RKLDPA, to both Silicon and Titania is strongly inﬂuenced by the
local water structuring. RKLDPA adsorbs in a ﬂatter conformation at Si
interface due to the reduced water density at the interface compared to the
Ti interface. These authors also reported that at the Ti interface the peptide
adopted a more upright conformation with adsorption through the polar R
and K residues to regions of higher liquid water density.
However the overall degree of interfacial water structuring at both [100]
surfaces is signiﬁcantly reduced compared with that reported for many other
mineral167,360 or metal surfaces202. This ﬁnding suggests that whilst there
might be some preference of hydrophillic amino acids to surface sites, the ad-
sorption of peptides to chitin and other carbohydrate surfaces may proceed
via direct non-covalent interaction between the surface and the residues rather
than through solvent mediated adsorption as has been reported for other pep-
tide systems (such as silver202, gold265, and graphene203).
In summary, our simulations of the aqueous chitin interfaces have shown
that it is possible to satisfactorily model aqueous chitin interfaces, providing a
foundation for later work in Chapter 7 and Chapter 8. In addition, the vertical
interfacial water density proﬁles indicate that the chitin surfaces induce mod-
est interfacial solvent structuring of the ﬁrst water layer, and that this varies
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across the surface terminations, with this variation being not large across the
diﬀerent polymorphs. However, the interfacial solvent structuring is signiﬁ-
cantly diminished compared to aqueous interfaces where water can inﬂuence
biomolecule adsorption, suggesting that this interfacial structuring at chitin
interfaces may play a less signiﬁcant role in the adsorption of biomolecules
than at other material interfaces, where water mediated adsorption has been
observed.
6.3.3 Saline solution
Figure 6.10: 1-Dimensional density plots for water (green), Na (red) and Cl
(black) at the α-chitin [100] interface (a and b) and theβ-chitin [100] interface
(c and d).
Having investigated how liquid water is structured at aqueous chitin in-
terfaces, the structuring of saline solution was considered next. To determine
the solution structure at the α[100] and β[100] interfaces, both one- and two-
dimensional density proﬁles were generated for the water, Na+, and Cl− ions
and are presented in Figures 6.10 and 6.11. The plots in Figure 6.10 indicate
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Figure 6.11: Two-dimensional density plots for a) Cl− at the aqueous α[100]
interface, b) Na+ at the aqueous α[100] interface, c) Cl− at the aqueous β[100]
interface, and d) Na+ at aqueous β[100] interface. High density regions of Cl−
and Na+ are shown in using green and yellow spheres respectively.
that the addition of salt ions has reduced the structuring of water compared
to the aqueous interface in the case of α-chitin, whereas β-chitin the density
remains largely unchanged compared to the aqueous interface. The ions in
both cases appear to show a preferred lateral location just above the ﬁrst wa-
ter layer. In the case of α-chitin the two ions behave diﬀerently close to the
interface, with Na+ ions forming a small peak at ∼ 0.6 nm, where as the Cl−
ions proﬁle forms a shoulder at this location, resulting in a proﬁle which is
similar to that for water.
Figure 6.11 suggests that each ion has a preferred location on the α-chitin
surface, with the Na+ ions preferring the edge sites and the Cl− ions preferring
deeper furrows. In the case of β-chitin we see that due to the more uniform
surface topology there is a less pronounced preference for any particular site,
however there is a slight increase in the density of Cl− at the surface compared
to the Na+. This would suggest that the ﬂatter topology of β-chitin, compared
to α-chitin, confers reduced preference of binding to the surfaces sites.
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The eﬀect of the surface on the density proﬁles for both ions is negligible
in comparison to those reported for other interfaces, such as gold203, in which
the ions show a strong preference for atop adsorption over other surfaces sites.
This would suggest that whilst there are some preferred surface sites for the
diﬀerent ions on α-chitin, this is not expected to have a signiﬁcant eﬀect on the
adsorption of similarly charged amino-acids and peptides to chitin surfaces.
6.4 Conclusions
In this chapter, the CHARMM36 carbohydrate forceﬁeld has been demon-
strated to be suitable for the simulation of α-chitin, anhydrous β-chitin, and
β-chitin dihydrate crystals, through the MD simulation of bulk chitin. Whilst
some sensitivity to the choice of barostat was identiﬁed when simulating β-
chitin, our work has subsequently determined a suitable set of barostat param-
eters for use in future simulations, something which has been missing from the
literature to date.
Simulation of the aqueous α- and β-chitin interfaces has provided an insight
into the subtle structural diﬀerences of liquid water at four low-index chitin
interfaces. In all cases, the aqueous chitin interface shows no strong structuring
of the liquid water at the interface. This suggests that adsorption of molecules
to chitin might not be signiﬁcantly inﬂuenced by the structuring of solvent
at the interface. However, two-dimensional density plots did indicate regions
with a water higher density in the furrows of the α[100] interface, and this
might indicate a preferred site for the binding of hydrophilic residues. This is
studied in detail in Chapters 7 and 8.
Finally simulations of the saline/chitin interface have provided further in-
sight into both the three dimensional density of water and ions at both the
α[100] and β[100] dihydrate interfaces. The simulations of α-chitin showed
each type of ion preferred diﬀerent sites on the chitin surface, a behaviour
which was not observed for β-chitin dihydrate, potentially due to the topo-
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graphically ﬂat surface presented by β-chitin at the interface. Here, our ﬁnd-
ings demonstrate the importance of the using two-dimensional density plots
at surfaces such as chitin which are chemically non-uniform and have distinct
topographical features. The one-dimensional vertical density plots for each
interface suggested similar behaviour of the ions at each interface, whereas us-
ing the two-dimensional density plots, the preferences of each ion for diﬀerent
regions of the α[100] interface could be elucidated. Having laid the foundation
for further chitin simulations, in the next chapter the adsorption of nine rep-
resentative amino acids at four diﬀerent aqueous chitin interfaces is studied to
provide and insight into the chitin selective binding observed for n16N.
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Chapter 7
Adsorption free energies of
single amino acids at aqueous
chitin interfaces, ﬁrst insights
into chitin binding proteins
7.1 Introduction
Having determined a suitable forceﬁeld for the simulation of the aqueous chitin
substrate, and studying the structuring of water and salt ions at the aqueous
interface in Chapter 6. This chapter aims to provide an insight into the selec-
tive binding of n16N to chitin, via the ﬁrst pass approximation of the study of
single amino acids adsorption to aqueous chitin surfaces.
As discussed in Chapter 6, chitin is naturally abundant and non-toxic to
humans91, making it suitable for a number of applications including, drug-
delivery73, tissue engineering71 and enzyme immobilisation72,91. However, be-
fore the full potential of chitin can be harnessed for these applications, the
interaction between chitin and bio-molecules such as proteins needs to be com-
prehensively investigated and understood72. The ﬁrst step in understanding
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the bio-molecule/chitin interface is to determine the modes through which cer-
tain proteins are able to bind to chitin, both promiscuously371,372 or selectively
to a particular polymorph surface97,99.
The selective binding of peptides to chitin has been observed in a number
of other protein sequences3,97,99,100, including the protein CBP213,100. CBP21
has been experimentally shown to preferentially bind to β−chitin surfaces
over α−chitin98. In the work of Vaaje-Kolstad et al. 3 , the binding of CBP21
is studied using single residue mutagenesis experiments. These authors report
that mutating either tyrosine, glutamate, histidine, asparagine or aspartate
residues to alanine had the eﬀect of reducing the binding strength of CBP21
on β-chitin. Tyrosine mutation was reported to impart the largest eﬀect,
reducing binding by 8 times3. The importance of tyrosine in peptide/proteins
binding to carbohydrates has been observed in other carbohydrates373, such
as cellulose. However the mode of this interaction with cellulose is thought to
diﬀer from that of chitin due to the diﬀerence in functional groups attached
to the pyranose ring of chitin compared to cellulose.
Other chitin binding proteins, such as CHB197 and CHB299, have been
shown to preferentially bind to α−chitin and to not bind to β−chitin18. Pri-
marily these proteins have been studied through the use of homology mod-
elling18 and bio-informatics374 to provide insight into the conserved amino acid
sequences and structures responsible for delivering the selectivity demonstrated
by these proteins. Through the use of homology modelling, Book et al. 374 ,
identiﬁed two distinct types of binding region from the two families of chitin-
binding proteins studied. Both regions contained multiple tyrosine, histidine
and phenylalanine residues374. Whilst, methods such as homology modelling
are unable to determine the interplay between these identiﬁed residues and the
chitin. However, using Molecular Dynamics (MD) simulations, these insights
can be gained.
There are multiple86–88,344 experimental studies which have reported the
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possibility of including small molecules within the chitin crystal, notably β-
chitin. One of the most-notable is the inclusion of benzene into β−chitin
reported in the work of Noishiki et al. 86 . As benzene is a close analogue
of phenylalanine and tyrosine, the possibility of it being included could po-
tentially provide an understanding of the mechanism through which chitin-
selective binding peptides and chitinases can anchor themselves to the surface
of chitin. It is noted here that the inclusion of small molecules into α-chitin is
not readily achievable.
The study of single amino acid adsorption using simulation has provided
insight into the binding of peptides at other aqueous interfaces202,264,359, includ-
ing titania359 and graphene264. These studies made use of advanced molecular
dynamics simulations to determine the binding free energy of single amino
acids to aqueous interfaces. For some systems, an insight into the binding
of single amino acids can be obtained experimentally, such as in the work of
Pa´szti and Guczi 375 who used sum-frequency generation (SFG) vibrational
spectroscopy to determine the eﬀect of pH on binding aﬃnity of several amino
acids to amorphous titania ﬁlms. However, for chitin no such experimental
data currently exists within the literature. The interaction of amino acids
with aqueous chitin interfaces provides insights into not just the selective ad-
sorption of peptides, such as n16N, but also into the processes through which
enzymes such as chitinases3,18,96,100,376 are able to bind to and break-down
chitin.
In this chapter the results of umbrella sampling (US)284,377,378 simulations
are reported, to estimate the binding energies of nine representative amino
acids to both α−chitin and β−chitin aqueous interfaces. The interfaces cho-
sen for this work are the [100] and [010] chitin surfaces. These two crystallo-
graphic orientations were chosen as they correspond to the highest intensities
reported from the X-ray diﬀraction (XRD) experiments of nacre361. These two
interfaces are also low-energy surfaces of chitin and therefore most likely to be
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presented by the chitin layer to both the biomolecule and calcium carbonate
in nacre. The nine amino acids investigated were A, R, K, D, E, C, N, Y,
W. This collection provides examples of positively charged (R, K), negatively
charged (D, E) , aromatic (Y, W), hydrophobic (A), polar (N), and sulphur
containing (C) residues, and therefore spans a wide range of physio-chemical
properties.
Having noted the diﬀerences in hydrogen bonding between chains in α−chitin
and β−chitin in Chapter 6, and the number of studies that show the inclu-
sion of small molecules into the structure of β−chitin; the possibility of small
amino acids being included into the bulk chitin region was also investigated in
the simulation study presented herein. The focus here was on inclusion after
the chitin had been formed, i.e. the transition of amino acids from a surface
adsorbed state to an included state. A small subset of four amino acids (A,
D, N, Y) at the β[100] interface were considered for these inclusion studies, as
these residues exhibited interesting binding behaviour (D, N), were thought to
play a role in the selective binding of peptides to β-chitin (Y) or acted as a
control (A).
In this chapter the results of umbrella sampling simulations of nine repre-
sentative amino acids adsorbed at four aqueous chitin interfaces are presented.
These data will provide an insight into the underlying interactions inherent
to the adsorption of n16N on chitin, as presented in the next chapter. Fur-
ther to this, the work presented in this chapter could provide a platform for
the knowledge-based design of other chitin binding sequences, for use in other
applications such as enzyme immobilisation or drug delivery.
7.2 Methods
Four separate slabs were constructed for each of the four surfaces, to ensure
a similar lateral area for each surface. The simulations of the aqueous α-
chitin [100] interface consisted of a chitin slab constructed of 6× 4× 8 formula
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units, based on the crystal structure of Sikorski et al. 7 , resulting in a slab with
dimensions 28.5×37.8×41.3 A˚. These were then placed in a simulation cell with
an inter-slab distance of ∼ 50 A˚ into which the following were placed: a single
capped amino acid, ∼ 2654 TIPS3P208,214 water molecules, and a single Na+, or
Cl− counter ion where appropriate to ensure charge neutrality of the cell. The
simulations of the β-chitin dihydrate [100] interface consisted of a chitin slab
constructed of 6×4×8 formula units based on the crystal structure of Sawada
et al. 17 , a single capped amino acid, ∼ 3052 TIPS3P208,214 water molecules,
and a single Na+, or Cl− counter ion where appropriate to ensure charge
neutrality of the cell. The simulations at the [010] interfaces used a chitin slab
constructed of 4×6×8 resulting in a slab with dimensions 42.7×37.8×41.3 A˚
and 34.8× 44.4× 42.7 A˚ for α-chitin and β-chitin respectively. This was then
placed in a simulation cell with an inter-slab distance of 50 A˚ with a single
capped amino acid, ∼ 2513 TIPS3P208,214 water molecules, and a single Na+,
or Cl− counter ion where appropriate to ensure charge neutrality of the cell.
All of the simulations reported in this chapter were carried out in the
NVT ensemble at 300 K with temperature control exerted via the Nose´-Hoover
thermostat246(τT = 0.4 ps). Density of the simulation cell was determined by
calculating the density of a 10 A˚ slice through the centre of the inter-slab
space. Water molecules were either added or removed until the density of this
region was that of bulk TIPS3P water, approximately 1.008 g nm−3. All amino
acids were capped with acetyl and amide groups at the N- and C-terminals
respectively to represent a peptide backbone Time integration of Newton’s
equations of motion was performed using the leap-frog algorithm241 with a
1 fs time-step. The CHARMM22*147,302 forceﬁeld was used to describe the
amino acid interactions and the CHARMM carbohydrate183,184 forceﬁeld was
used to describe the intra-crystalline interactions of the chitin. The long-range
Coulombic interactions were calculated using the PME195 method using a real-
space cut-oﬀ of 1.0 nm and the Lennard-Jones(LJ) interactions were smoothly
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ramped to zero between 1.0 nm and 1.2 nm.
7.2.1 Adsorption
As outlined previously in Chapter 6, there are signiﬁcant diﬀerences between
the [100] and [010] interfaces. The [010] interfaces are similar between the two
polymorphs, with both presenting the acetyl-amide side chains to solution,
with the spacing of these slightly closer in α-chitin. At the [100] interface,
however, there are signiﬁcant diﬀerences in the topography of α-chitin and β-
chitin. The β[100] interface is relatively ﬂat and uniform, whereas the α[100]
interface features a herring bone brick pattern, with distinct peaks and fur-
rows. Each amino acid (AA) on the four diﬀerent surfaces (the [100] and
[010] surfaces of both α-chitin and β-chitin dihydrate) made use of thirteen
umbrellas, spaced at 0.25 nm intervals from the bulk region to 1 nm above
the surface, decreasing to 0.1 nm towards the surface. These distances were
chosen as test simulations suggested they resulted in umbrella proﬁles with a
suﬃcient overlap. Full details of all of the umbrellas used and their positions
are outlined in Table 7.1.
The simulations were conducted using Gromacs 4.5.5188, and all umbrellas
made use of a harmonic restraint potential, with a constant of 500 kJmol−1nm−1,
as test simulations showed that this was suﬃcient to restrain each amino acid
to their respective region, whilst allowing for a wide enough distribution of
distances that overlaps between neighbouring umbrellas were possible.
For the umbrella simulations for the β[100] aqueous interface, the heavy-
atoms in the central two layers of chitin were restrained to their initial positions
using a harmonic restraint with a constant of 1000 kJmol−1nm−1. This was to
prevent the onset of disorder in the more fragile β-chitin dihydrate slab. Each
umbrella was equilibrated with the amino acid at its speciﬁed distance for
500 ps before the 10ns/15ns sampling period for those on the [010] and [100]
surfaces respectively. The sampling period used for each class of interface,
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based on the error of the resulting umbrella proﬁles, to ensure the error was















Table 7.1: Centre of mass distances used for the harmonic potential applied
to each umbrella.
7.2.2 Inclusion of amino acids into chitin
To determine if the inclusion of amino acids into the crystal structure of chitin
could be responsible for the polymorph selective adsorption demonstrated by
n16N, the inclusion of the four amino acids into β-chitin dihydrate was studied
using umbrella sampling. The simulations used for the inclusion umbrellas were
simulated for 15 ns each, consistent with those used for adsorption. However
due to the more complex nature of inclusion compared to adsorption, bespoke
restraint distances and force constants were used for each amino acid and are
outlined in Table 7.2. To ensure the chitin slab remained in place, and to
prevent disorder in the chitin slab, the central two layers were harmonically
restrained to their initial positions with a constant of 1000 kJ mol−1nm−1, as
previous simulations of β-chitin had shown this force constant to be suﬃcient
to keep the chitin in position. To prevent this restraint aﬀecting the umbrella
proﬁle, the amino acids were only embedded to just below the top layer of chitin
chains. In order to reduce the inﬂuence of the orientation of the amino acids,
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the umbrella proﬁles were generated twice, once using initial conﬁgurations
generated by pulling the embedded amino acid out of the chitin surface, and
the second using initial conﬁgurations generated by pulling the amino acid into
the chitin surface.
Additional simulations were carried out for the amino acids at the distance
corresponding to the free-energy minimum in each inclusion proﬁle. These ad-
ditional simulations were run for 5 ns, without any harmonic restraint applied
to the amino acid, this was to assess the stability of these conformations. Ini-
tial structures for these cases were generated by placing the amino acid at the
given location and using the free-energy code within Gromacs to slowly switch
on the non-bonded interactions over the course of 100 ps. This was chosen
such that the interactions were turned on suﬃciently slowly to allow for some
re-arrangement of the amino-acid with introducing faults in the chitin crystal.
Once the interactions of the amino acid had been turned on the system was
energy minimised to a tolerance of 500 kJ mol−1 using the method of steepest
descent before the production simulation of 5 ns was initiated.
Ala Asp Asn Tyr
Umbrella centre k1 centre k1 centre k1 centre k1
1 -0.465 500 -0.793 500 -0.500 500 -0.540 500
2 -0.380 500 -0.653 500 -0.391 500 -0.407 500
3 -0.272 500 -0.495 500 -0.300 500 -0.275 500
4 -0.143 500 -0.284 500 -0.172 500 -0.262 500
5 -0.063 1000 -0.266 1000 -0.99 500 -0.192 500
6 0.124 500 0.103 500 0.078 500 0.072 1000
7 0.190 500 0.204 500
Table 7.2: Harmonic restriants locations, and force constants used for the
amino acid inclusion umbrella sampling simulations.
7.2.3 Analysis
The sets of umbrella trajectories were processed using the Weighted Histogram
Analysis Method (WHAM)284,377 method as implemented in the g wham283
utility available in the Gromacs package299. A full discussion of the WHAM
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method is provided in Chapter 2. Histograms of the distance of the amino acid
from the surface were produced, and used to determine the correct position
of the umbrella potentials. The resulting proﬁles were then integrated from
the bulk region (amino acid surface distance of 1.3 nm or greater ) to the
interface to determine the binding energy of the amino acids. Error estimates
of the binding energies were calculated from the variance of the force exerted
on the amino acid in each umbrella, using the approach outlined in Ka¨stner
and Thiel 379 .
Figure 7.1: Schematic of the vector used in determining the orientation of each
amino acid. The vector (shown in green) is constructed from the mid point
(yellow star) between the nitrogen and carbon of the amide backbone and the
Cα carbon.
The orientation of each amino acid was calculated based on the orientation
of the vector deﬁned from the mid point of the N and C atoms of the amide
backbone and the Cα atom (Figure 7.1). The dot product of this vector and the
normal to the surface was used to determine the orientation of the side-chain.
The orientation was classiﬁed as either ‘up’ (0 - 60◦), ‘ﬂat’ (60 - 120◦) or ‘down’
(120 - 180◦). This analysis of the orientation was carried out on the trajectory
from the umbrella simulation corresponding to the observed minimum in the
PMF proﬁle.
The binding site of each amino acid was evaluated using the minimum
distance from the interaction site of the amino acid to any of the heavy atoms
within the chitin. The most frequently occurring interaction site, i.e. the
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heavy atom which the amino acid was closest to for most of the trajectory,
was determined to be the binding site. The interaction site used for each
amino acid are the same sites as used previously in Chapter 4 and Chapter 5
for determining the non-covalent interaction between residues, with additional
sites added for the amino acids not previously included. A full list of the amino
acid interaction sites are presented in Table 7.3, and the naming convention










Tyr Geometric Centre of Ring
Trp Geometric Centre of Ring
Table 7.3: Sites used for the calculation of distance between the interaction
site on each amino acid and the chitin surface.
When determining the distance between the amino acid and the surface of
the slab, the ‘top’ of the slab was deﬁned in three ways. For the [010] surfaces,
the top of the slab was taken to be the average position of the C1 atom in the
[010]-direction of the chains at the interface, as this represented the furtherest
distance water could reach. This deﬁnition was used for the β[100] interface,
except in the position in the [100]-direction was taken instead. For the α[100]
interface, the approach presented in Chapter 6 was used where the baseline
was deﬁned by the average position of the nitrogen atom of the chains forming
the bottom of the furrows. See Figure 7.2 for a schematic representation of
the three diﬀerent baselines used.
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Figure 7.2: Schematic of the baseline deﬁnition (indicated with a dashed pink
line) used when determining the molecule-surface distance from the surfaces
for a) the [010] interfaces, b) the β[100] interface and c) the α[100] interface.
In sub-ﬁgure a), the pyranose ring is represented by a hexagon with only
the key sites indicated, the acetyl-amine group attached to each ring chain is
represented by cyan rectangles.
7.3 Results
To determine the appropriate selection of umbrella distances, histograms of
the distance of the amino acid from the chitin were produced from each simu-
lation to determine the sampling of the collective variable and to ensure that
suﬃcient overlap between neighbouring simulations had been achieved. The
typical overlap between the umbrellas from bulk to the surface is presented in
Figure 7.3, and demonstrates suitable overlap between the individual umbrella
simulations.
Exemplar PMF proﬁles for the nine amino acids at the β[100] interface
are shown in Figure 7.4, with the PMF proﬁles for each amino acid at every
interface presented in Appendix B, Figures B.1, B.2, B.3 and B.4. These
PMF proﬁles were then integrated from the surface adsorbed region out to
the bulk water region (Z ≥ 2.5, where Z is the molecule surface distance) to
determine the adsorption energy of each amino acid. The bulk water region was
determined from the density proﬁles calculated from simulations of liquid water
at each interface presented in Chapter 6. The adsorption energies calculated
for each amino acid are plotted in Figures 7.5 and 7.6 for the [010] aqueous
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Figure 7.3: Exemplar plot of the histograms from the umbrella sampling sim-
ulations of Alanine of α[100], each colour represents one of the thirteen um-
brellas, red is used twice for both the second and last umbrellas.
interfaces and the [100] aqueous interfaces respectively. In addition to this the
exact values of the free-energy of adsorption at the four interfaces are given in
Table 7.4. The ﬁrst observation is that the binding of all of the amino acids
is relatively weak, with the most strongly bound, tryptophan to the aqueous
α[010] interface, only having an adsorption energy of 9.44 kJ mol−1. These
binding energies are signiﬁcantly smaller than those observed at metal202 and
other inorganic surfaces203,359 in which binding energies are typically between
10− 35 kJ mol−1.
7.3.1 Aqueous [010] interface
From the data presented in Figure 7.5, it can be observed that on the [010]
surfaces most amino acids, with the exception of Asn, show stronger or com-
parable binding to α-chitin compared with β-chitin. The diﬀerence between
α−chitin and β−chitin on this surface is the spacing of the acetyl-amine groups
presented outwards to the solvent. These groups have a higher surface den-
sity in α−chitin due to the a lattice parameter being  0.2 A˚ less than in
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Figure 7.4: Exemplar PMF proﬁles for the Tyr and Trp at the β[100] interface.
For the other proﬁles, see Appendix B.
the hydrated β−chitin case. This small diﬀerence in spacing appears to have
had little eﬀect, with most of the amino acids studied showing similar binding
at both the α-chitin and β-chitin interfaces. However, for Ala, Arg and Lys,
this small diﬀerence appears to have had a signiﬁcant eﬀect, leading to the
adsorption energies on α-chitin that are double those on β-chitin. The water
density proﬁles at these two interfaces, presented in Chapter 6, suggest that
the diﬀerence in adsorption of hydrophillic species, (Arg and Lys) could be due
the presence of a higher density water layer above the α[010] interface interface
compared to the β[010] interface (see Figure 6.7 in Chapter 6).
Figure 7.5: Adsorption free energies for nine representative amino acids at the
aqueous α[010] and β[010] interfaces.
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7.3.2 Aqueous [100] interface
From binding energies presented in Figure 7.6, it can be seen that at the [100]
interfaces the preference is reversed, with most amino acid species binding
more strongly or comparably to β−chitin than α−chitin. Similarly to the [010]
interface Asn appears to be the exception to this and reveals stronger binding
to the α[100] interface than the β[100] interface. The less-dense ﬁrst water layer
at the β[100] interface (see Figure 6.7 in Chapter 6), and the comparatively
ﬂat interface of β[100] appears to allow planar hydrophobic amino acids such
as Trp and Tyr, to bind more strongly. The exception to this is Arg, which
is hydrophillic and one of the strongest binding amino acids. This could be
the result of the long side-chain of Arg allowing it to interact with the surface
via the peptide backbone, whilst keeping the side-chain in the higher density
water layer above, or over the interstitial waters.
The observation of a region of relatively high density water in the ‘furrows’
of the α[100] interface in Chapter 6 (see Figure 6.9) suggests that these ’fur-
rows’ could provide a favourable binding site, and stronger binding of small
hyrdophillic residues. This appears to be consistent with the observed binding
energies, with Asn and Asp binding more strongly than the slightly larger Arg.
However, some binding of both these residues is still observed at the ‘peaks’,
leading to a minimum in the free-energy proﬁles at 0.4 nm from the interface
(See Figure B.1 in Appendix B).
Comparing the results of these simulations with the site-speciﬁc mutage-
nesis study of Vaaje-Kolstad et al. 3 we similarly observe that Tyr is one of
the strongest-binding residues to both the [100] and [010] β−chitin interfaces.
Vaaje-Kolstad et al. 3 do not directly report a diﬀerence in the adsorption
free-energy of CBP21 due to the mutagenesis, but instead report a change in
dissociation constant. From this a free-energy diﬀerence can be calculated.
From their reported disassociation constant the mutation of Tyr → Ala led to
a reduction in binding of approximately 5.75 kJ mol−1, compared to the 4.07
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Amino Acid α[100] β[100] α[010] β[010]
Ala −0.82± 0.67 −1.61± 0.63 −6.27± 0.96 −1.06± 1.34
Arg −0.49± 0.92 − 4.49± 0.64 −9.25± 1.31 −1.81± 2.41
Asn −2.03± 0.63 −0.28± 0.56 −5.39± 1.13 −8.51± 1.48
Asp −1.30± 0.71 −0.91± 0.66 −1.93± 1.50 −0.60± 1.06
Cys 0.01± 0.59 −2.99± 0.82 −5.30± 0.83 −3.36± 1.40
Glu −1.11± 0.82 −1.42± 0.55 −2.16± 1.37 1.13± 1.73
Lys 0.48± 0.66 −0.67± 0.81 −5.26± 1.09 −1.74± 1.33
Trp −2.31± 0.69 −3.56± 0.87 −9.44± 1.40 −9.00± 2.32
Tyr −0.91± 0.72 −4.07± 0.54 −6.45± 2.60 −3.57± 2.03
Table 7.4: Binding free energy values (kJmol−1) for the nine representative
amino acids, for all four aqueous chitin interfaces. The most strongly adsorbing
amino acid to each surface is indicated in bold.
and 3.57 kJ mol−1 (β[100] and β[010] respectively) calculated from the um-
brella sampling simulations in this chapter. We also observe the same narrow
spread in binding strength observed by Vaaje-Kolstad et al. 3 with all amino
acid species having a binding strength within 3 kJ mol−1.
Figure 7.6: Adsorption energies for the nine representative amino acids at the
aqueous α[100] and β[100] interfaces.
7.3.3 Binding site analysis
To determine the mechanism through which the diﬀerent amino acid species
bound to each of the four interfaces, the closest heavy-atom (i.e. non-hydrogen)
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to each pre-deﬁned site of the AA side chain was determined from the trajec-
tory of the umbrella sampling simulation corresponding to the minimum in
the free-energy proﬁle. The results of this analysis for both the [100] and [010]
interfaces are presented in Table 7.5.
Residue α[100] β[100] α[010] β[010]
A O7 O7 C8 O6
R O7 O7 C8 C8
D C8 O3 C8 O6
E Ring O7 C8 O6
K O7 O7 C8 C8
C O7 O6 C8 O6
N O7 O7 C8 C8
Y Ring Ring C8 C8
W Ring Ring C8 C8
Table 7.5: Amino acid binding sites at the four aqueous chitin interfaces as
determined by the modal closest heavy chitin atom. For the naming convention
used in this work see Figure 6.2 in Chapter 6.
From these data, it can be seen that for the [010] surfaces the majority of
the amino acids interact via the methyl groups in the N-acetylamine side chain
of chitin (atom C8 in Table 7.5), which are presented outward to solution at
the interface. The exceptions to this are Asp, Glu, Ala, and Cys at the β[010],
which embed themselves within the interface and interact with the O6 oxygen
of the primary alcohol. The distribution of orientations with respect to the
surface for each amino acid at the α[010] and β[010] interfaces is shown in
Figure 7.8, in which it can be observed that at the α[010] interface most of
the amino acids prefer to be oriented perpendicular (i.e. either up or down)
to the interface with the exception of tyrosine and glutamate, which prefer to
lie ‘ﬂat’ (i.e. parallel to the interface). At the β[010] interface the preferences
are less clear-cut with the amino acids that had embed themselves within the
interface showing a pronounced preference to be aligned either up or down,
due to the acetyl-amine chains of the chitin.
For the [100] surfaces however, compared to the [010] interfaces, the in-
teraction site of each amino acid (see Table 7.5) are slightly more consistent
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between the two polymorphs with the majority of amino acids interacting via
the same, or sites which are in close proximity at both interfaces. The ex-
ception to this is Glu which interacted with the pyranose ring at the α[100]
interface and the O7 oxygen of the acetyl-amine group at the β[100] interface.
The orientation of each amino acid, presented in Figure 7.8, shows that
on both α[100] and β[100] most amino acids preferred to adsorb ‘ﬂat’ to the
surface (see Methods for the deﬁnitions). The preference for a ‘ﬂat’ orientation
would suggest that most of the amino acids prefer to maximise their contact
with the chitin surface (Figure 7.7 c and d)). The exception to this was is
Asp which preferred to have its side-chain directed out into the higher density
water layer just above the β-chitin surface. We propose that this was not
observed at the α[100] interface due to the surface topography allowing for
the side chain to be in the high-density water layer, whilst still maximising
its contact with the surface. The relatively weak structuring of water at the
[100] interfaces, reported in Chapter 6, and the preference of most of the
amino acids to maximise their contact with the surface would suggest that
a signiﬁcant contribution to the observed increase in binding strength at the
β[100] interface could be due to the ﬂatter surface topography at the interface.
The ﬂatter topography of the β[100] interface would allow for an increased
number of non-bonded interactions with the surface than are possible at the
α-chitin interface, and consequently, the relatively stronger binding observed
at the β-chitin interface.
Calculation of the average number of hydrogen bonds per frame for each
of the nine amino-acids, presented in Table 7.6, provides some insight into the
diﬀerences in binding energies observed at the four interfaces. For the [010]
interfaces, most of the amino-acids have a higher average number of hydrogen
bonds at the β[010] than at the α[010] interface. This is surprising consider-
ing the adsorption energies at the β[010] interface are typically comparable,
if not less than at the α[010] interface. For the [100] interfaces, most of the
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Figure 7.7: Representative snapshots from the umbrella simulations of a) Asp
on at the aqueous α[010] and b) the aqueous β[010] interface; and cysteine at
c) the aqueous α[100] and d) the aqueous β[100] interface.
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Residue α[010] β[010] α[100] β[100]
Ala 0.48 0.58 0.28 0.75
Arg 0.34 0.85 1.16 0.75
Asn 0.81 1.16 0.53 1.12
Asp 0.17 0.62 0.62 0.61
Cys 0.36 1.37 0.51 0.94
Glu 0.41 1.30 0.52 0.64
Lys 0.39 1.15 0.30 0.49
Trp 0.44 0.37 0.58 0.60
Tyr 0.34 1.13 0.31 0.37
Table 7.6: Average number of hydrogen bonds per frame for each amino at
the four diﬀerent aqueous chitin interfaces.
amino-acids formed more hydrogen bonds at the β[100] interface compared
to the α[100] interface. Whilst this is does not provide deﬁnitive evidence of
the ﬂatter topography of the β[100] interface facilitating an increased number
of hydrogen bonds, and hence larger adsorption energies. These data cer-
tainly suggests, that whilst not the only contributing factor, the ability for an
amino-acid to form hydrogen bonds with the chitin surface is a key factor in
determining the adsorption free-energy of an amino acid to an aqueous chitin
interface.
The binding energies calculated in this study for single amino acids would
suggest that the selective binding of n16N93 to β−chitin is largely driven by
the multiple Arg, Cys and Tyr residues within the sequence being able to
make contact with the β-chitin surface. There could also be an additional
contribution from the other amino-acids species within the sequence that were
not included in this study, however this will be probed in the next Chapter.
7.3.4 Inclusion of amino acids into chitin
Having determined the adsorption free energies, the free energy of four rep-
resentative amino acids (A, D, Y, N) into the chitin crystal was investigated
through additional umbrella sampling simulations. The PMF curves for each
of the four amino acids are presented in Figure 7.9. These proﬁles show that
the inclusion of amino acids into the [100] surface β-chitin dihydrate is not
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Figure 7.8: Distribution of orientations relative to the surface normal of the
nine amino acids at the, a) α[100], b) β[100], c) α[010] and d) β[010] aqueous
interfaces.
thermodynamically favourable under aqueous conditions at room temperature
and pressure, due to the high free-energy barrier between the surface adsorbed
state and the included states. Tyrosine, thought to be important in binding to
chitin has a small minimum corresponding to the included state. This would
suggest the that the main interaction between n16N and β−chitin is via sur-
face adsorption, rather than amino acids penetrating the chitin surface and
becoming included.
In addition to the umbrella sampling simulations, regular MD simulations
were also undertaken with the amino acid already inserted into the chitin
structure. In all cases except Asn, the amino acid stayed included within
the chitin, despite the relatively small barriers to transition from included to
surface adsorbed states in the free-energy proﬁles presented in Figure 7.9. Due
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Figure 7.9: PMF curves for the inclusion of four diﬀerent amino acids into the
β[100] surface. Here distance denotes the distance of the centre of mass of the
amino acid from the baseline used to denote the ‘top’ of the slab.
to the speculative nature of these additional simulations, it is not possible
to determine if the amino acids would have escaped the included state given
enough simulation time. However, given the height of the barrier is of the
order of kBT at 300 K (or greater), it is expected that given suﬃcient time
each amino acid would leave the chitin matrix. This is consistent with the
work of Noishiki et al. 86 who reported that their small molecule inclusions
could be removed by simply washing each sample with water and drying. In
all cases the inclusion of the amino acid had a marked eﬀect on the structure
of the chitin, inducing structural disorder within the ﬁrst two layers.
7.3.5 Insight into chitin binding selectivity
The adsorption energies calculated at the four aqueous interfaces, suggest that
for peptides, such as CBP213 and n16N93, to be selective for binding to β-
chitin over α-chitin, the binding is most likely to take place at the [100] inter-
face than the [010] interface. This is due to the majority of the amino acids
studied showing stronger or comparable binding to the aqueous β-chitin inter-
face compared with the α-chitin interface. For peptides such as CHB197 and
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Figure 7.10: Snapshots from the ﬁnal frames from the simulations of amino-
acids included into the chitin crystal.
CHB299 which only bind to α chitin this could potentially be either through
interactions with the [010] interface, in which most species, such as Lys and
Arg, bind more strongly to α-chitin. Alternatively, the selective biding of these
peptides could also be achieved through the secondary structure of the binding
region matching the contours of α[100], rather than the amino acid sequence.
At the [100] interface, Tyr, Cys and Arg all showed signiﬁcant increase in
their binding strength to β-chitin compared to α-chitin. This would suggest
that these residues could play a key role in the selective binding to n16N to
β−chitin, particularly Tyr and Cys as these feature heavily in the sequence.
In Chapter 3, it was proposed that n16N contained three sub-domains, cor-
responding to the three functions that it performs, these were: SD1 (residues
1–8), proposed as the chitin binding domain; SD2 (residues 8–16) the aggre-
gation domain; and SD3 (16–30) the mineral assembly domain. The binding
free energies presented in this chapter support this hypothesis with many of
the residues which bind most strongly to β chitin being located in the SD1
(Tyr and Cys). Asp, Glu and Asn, all of which feature primarily in the last
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half of the n16N sequence, all displayed weaker binding, and poor selectivity
at the [100] interfaces, suggesting that the function of these residues within
n16N may not be related to n16N selectively binding to chitin.
It is important to note that the binding strength of the individual amino
acids contained within a peptide sequence does not necessarily provide a com-
plete picture of how a peptide or protein will bind to a given surface. The
neighbouring residues can often ‘modulate’ the binding of a speciﬁc residue.
This eﬀect has been observed in other systems264,265,380, such for the peptide
P1 on graphene. Hughes and Walsh 264 reported the results of simulations of
P1, and a mutant P1A3 in which residues 4, 5, and 6 were mutated to ala-
nine. These authors reported that the amount of time the residue S3 spent in
contact with the surface increased in mutant P1A3 compared to the original
peptide, indicating that the binding of a residue is dependant on both its own
aﬃnity for the surface and its local enviroment264.
7.4 Conclusions
In this chapter the adsorption energies of nine representative amino acids have
been calculated at four aqueous chitin interfaces. These novel data suggested
that the selective binding of n16N to β-chitin is likely to occur via interactions
with the chitin [100] interface rather than the chitin [010] interface. Similar to
the ﬁndings of the experimental study of Vaaje-Kolstad et al. 3 , here Tyr was
shown to bind strongly to both β-chitin interfaces, suggesting a further role
for the multiple tyrosine residues within n16N.
In addition to this the inclusion of four amino acid species into the crystal
of hydrated β-chitin was investigated in which it was possible to accommodate
amino acids into the chitin crystal, and the resultant structures are somewhat
stable over the time scale of our simulations (5 ns). Our estimated free energy
barrier to transition from the surface-adsorbed state to the included state
indicates this process is unlikely to happen under aqueous conditions at room
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temperature and pressure.
The following chapter further elucidates the modes through which peptides
are able to selectively bind to diﬀerent chitin polymorphs; namely, we will
present the ﬁndings of the simulation of n16N adsorbed at the aqueous [100]







In the previous chapter, the polymorph-binding selectivity of certain chitin
binding proteins and peptides3,93 was studied at the amino-acid level through
the calculation of binding free energies of nine representative amino acids to
four aqueous chitin interfaces. These data suggested that residues such as
tyrosine are likely to play a key role in the adsorption of amino-acids to aqueous
chitin interfaces, due to their high surface binding strengths. However, in
order to fully understand the selective binding of certain peptide and proteins
to chitin polymorphs, it is necessary to study the entire peptide, as both the
secondary structure and sequence of a peptide are key factors in addition
to individual residue binding, in determining its binding behaviour of these
proteins and peptides. In this chapter, the results of Chapter 7 are built upon
via molecular dynamics (MD) simulations of the adsorption of n16N at aqueous
α-chitin and β-chitin dihydrate interfaces.
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As summarised in Chapter 4, n16N, a nacre-derived, 30 residue long, in-
trinsically disordered peptide (IDP)14, has been demonstrated experimentally
to selectively bind to β-chitin over α-chitin93. Keene et al. 93 reported the
results of in vitro calcium carbonate crystallisation assays performed in the
presence n16N with α-chitin and β-chitin ﬁlms. These authors used Scanning
Electron Microscopy (SEM), to determine the polymorph of calcium carbon-
ate which had been crystallised in each experiment. It was observed that in
the presence of n16N and β-chitin, aragonite had formed, where as in the
presence of α-chitin, rhombohedral calcite had formed. These authors used
ﬂuorescence microscopy to determine the amount of n16N bound to both the
α-chitin and β-chitin ﬁlms used in the crystallisation assays. From these ex-
periments it was observed that n16N had bound to β-chitin, whereas little
n16N had bound to α-chitin, demonstrating that n16N selectively binds to
β−chitin over α-chitin. These authors also investigated the eﬀect of scram-
bling the amino-acid sequence of n16N, and also the eﬀect of replacing the
negatively charged residues with their neutrally-charged counter-parts had on
the binding to both α and β-chitin. Keene et al. 93 reported that moderate ﬂu-
orescence was observed for the charge-neutral sequence on β-chitin, and only
weak ﬂuorescence was observed in the scrambled sequence on β-chitin. In all
cases no ﬂuorescence was observed on α-chitin. These ﬁndings suggest that
the linear (primary) sequence of the peptide is more import than the overall
charge of the peptide when selectively binding to β-chitin. In Chapter 4 it was
proposed that n16N contains multiple sub-domains corresponding to the three
functions that n16N is thought to perform. These domains were deﬁned as:
SD1 (residues 1–8) which is hypothesised to be responsible for chitin binding;
SD2 (residues 8–16), hypothesised to be responsible for the formation of ag-
gregates (see Chapter 5); and SD3, thought to interact with the mineral due to
the relatively high number of charged residues. In this chapter, the hypothesis
regarding the separate functional sub-domains of n16N will be explored fur-
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Protein Source in Nature binding Ref
CBP21 S. marcescens β-chitin and colloidal chitin Vaaje-Kolstad et al. 3
CHB1 St. Reticuli α-chitin Schnellmann et al. 97
CHB2 St. Reticuli α-chitin Kolbe et al. 99
CHB3 St. Coelicolor Both, most preferentially α-chitin Saito et al. 381
chbB B. amyloiquefaciens Both, but preferentially to β-chitin Chu et al. 382
Table 8.1: Summary of well-studied proteins which have been demonstrated
to preferentially bind to either α-chitin or β-chitin. The summary presented
here is derived from that reported by Purushotham et al. 18
ther, as our simulations will elucidate the residues, and hence possible regions,
that are responsible for the adsorption of n16N to β-chitin.
Other proteins, besides n16N, have also been observed to selectively bind
to diﬀerent chitin polymorphs96,98,100; a summary of the more extensively stud-
ied proteins are presented in Table 8.1. These proteins are derived from the
binding region of chitinases, a class of enzyme which breaks down chitin383.
However, unlike n16N, the other proteins listed in Table 8.1 are not intrin-
sically disordered having well deﬁned secondary and tertiary structures3,96.
CBP2198,100 is one such protein which like n16N has been shown to selectively
bind to β-chitin and not bind to α-chitin3. Vaaje-Kolstad et al. 3 demonstrated
this through measuring the amount of free-peptide remaining in solution after
exposure to the substrate, when performing adsorption assays with diﬀerent
chitin and cellulose ﬁlms. Additionally, these authors also measured the sur-
face adsorption constant of ﬁve single point mutants, in which the proposed
residues were mutated to alanine3. Vaaje-Kolstad et al. 3 observed that the
Tyr → Ala mutation resulted in the greatest reduction in binding constant,
suggesting that it played a key role in the adsorption of CBP21. These authors
also reported NMR structures for the mutants which indicated that the confor-
mation of CBP21 remained unchanged. This eliminates conformational change
as the reason for the observed reduction in binding aﬃnity, and suggests there
is a residue-level preference.
Additionally, some peptide sequences have been shown to be selective for
α-chitin over β-chitin, two such sequences are CHB197 and CHB299. Circu-
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lar Dichroism (CD) spectroscopy of both of these proteins, show CHB1 and
CHB2 adopt similar structures with an abundance of β content and compara-
tively little α-helical content. The two sequences also feature a large number
of conserved residues, in particular the distribution of tryptophan residues is
conserved384. For both of these peptide sequences, tryptophan has been sug-
gested to play a key role in binding to α-chitin, and mutating it to either
leucine or tyrosine resulted in a decrease in binding capability by 90%95,99.
Svergun et al. 384 reported the results of low-resolution X-Ray diﬀraction data
for both CHB1 and CHB2, which identiﬁed a globular region and possible
‘foot’, which these authors assert to be important in the adsorption of these
peptides to α-chitin.
Determining the structure of peptides adsorbed at aqueous interfaces is
challenging and often relies heavily on indirect methods, such as CD spec-
troscopy385,386. CD spectroscopy can provide some insight into the overall
structural ensemble, it cannot provide atomistic level structures needed to dis-
cern the interactions responsible for the observed binding behaviour. Whilst
some progress has been made in the application solution state Nuclear Mag-
netic Resonance (NMR) spectroscopy to infer the molecular level structural
details of proteins adsorbed at aqueous interfaces, determining the structure
of adsorbed proteins and peptides still remains challenging387,388. MD simula-
tions can provide atomistic level insight into the structure of peptides adsorbed
at aqueous interfaces, helping to further elucidate the mechanism through
which peptides can selectively adsorb. MD simulations have been used to
study peptides at many aqueous inorganic interfaces13,264,265,369,389,390 includ-
ing silver265 palladium389,391, and graphene264.
As discussed in Chapter 2, ensuring suﬃcient and comprehensive sampling
of all relevant conformations is a challenge for any MD simulation. Com-
prehensive sampling of conformational space is particularly important when
studying the adsorption of IDP-like peptides at aqueous interfaces, to ensure
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that the observed structures are representative of the system, and not merely
artefacts of the simulation protocol. To ensure suﬃcient sampling of conforma-
tion space, advanced sampling methods such as those discussed in Chapter 2,
and compared in Chapter 3, must be applied. Replica exchange methods, such
as Replica Exchange with Solute Tempering (REST)2,262 are one example of an
advanced sampling approach that has been reported to have been successfully
used to predict the structure of peptides at aqueous interfaces264,265.
In the work of Palafox-Hernandez et al. 265 the REST approach was used in
conjunction with other MD and experimental techniques to probe and compare
the adsorption of four material-binding sequences to aqueous gold and silver
interfaces. These authors also reported predicted adsorption free energies for
single amino-acids at each interface, from which it can be seen that the amino-
acid level binding energies do not give a complete picture of how a protein
will bind. This is exempliﬁed by arginine, which Palafox-Hernandez et al. 265
reported to be one of the strongest binding residues to gold at an amino-acid
level. However, in their simulations of AuBP2 at the aqueous gold interface,
the arginines within AuBP2 were observed to be interacting strongly for R4,
but weakly interacting in the case of R11265. Such discrepancies between what
is suggested from the amino-acid binding energies and the behaviour observed
at the residue level is not limited to gold but has been observed in simulations
of peptides at other aqueous interfaces, such as graphene264 and quartz392. It
is therefore vital to study at the peptide level the adsorption of n16N at the
aqueous interface, if we are to elucidate the mechanism through which it is
able to selectively adsorb to β-chitin over α-chitin.
The adsorption of surface selective IDPs, such as n16N, to aqueous inter-
faces has been shown to have two distinct behaviours. The ﬁrst, and most
common behaviour113, is for the IDP to remain unstructured upon binding113
with many diﬀerent peptide conformations observed at the interface. This be-
haviour has been observed in MD simulations of gold and silver binding pep-
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tides264,265, and titania binding peptides393 at aqueous inorganic interfaces.
The second possible behaviour is that the surface can induce folding in the
IDP, leading to peptide having single well deﬁned structure once adsorbed113.
This behaviour has been observed experimentally for the non-selective de novo
designed IDP JAK1 adsorbed to hydroxyapatite124. Capriotti et al. 124 used
CD spectroscopy to monitor the secondary structure of JAK1 in the presence
of calcium and sodium ions, in which JAK1 was shown to take on an α-helical
structure in the presence of calcium ions, such as those presented at the hy-
droxyapatite surface.
As a continuation from the investigation of aqueous chitin interfaces in
Chapter 6 and investigation of the interactions between the interface and dif-
ferent amino-acid species in the previous chapter, the next stage in under-
standing the selectivity of n16N for β-chitin over α-chitin is to determine the
structure n16N takes when adsorbed at the aqueous chitin interface. Diﬀer-
ences in the adsorbed structures, coupled with the amino-acid adsorption data
presented in Chapter 7 will provide an insight in to the observations of Kim
et al. 68 in which n16N was seen to preferentially bind to β−chitin. To probe
the interaction of n16N at this interface, the REST method, as used previ-
ously in Chapter 4 and Chapter 5, will be utilised to determine the ensemble
of structures supported by n16N in both the α and β cases. The simulations
reported herein are some of the ﬁrst simulations to probe polymorph selective
binding of proteins and peptides.
8.2 Method
In this chapter n16N adsorbed at the aqueous α-chitin [100] interface, and ad-
sorbed the aqueous β-chitin dihydrate interface were studied using the REST2,262
approach, using the implementation reported in Terakawa et al. 2 . Each system
consisted of a chitin slab of 6× 6× 6 supercells, and starting from the crystal
structures of Sikorski et al. 7 and Sawada et al. 17 for the α-chitin and β-chitin
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dihydrate systems respectively. The heavy atoms of the central two layers out
of six in the [100] direction were restrained to their initial positions using a
harmonic potential with k = 1000 kJ mol−1, such that the top and bottom two
layers remain unrestrained to interact with the solvent and adsorbate. Each
chitin slab was separated from its periodic image by 10 nm in the [100] direc-
tion. This resulted in a simulation cell of dimensions 12.8 × 5.7 × 6 nm and
12.2 × 7.1 × 6.3 nm, into which the peptide was placed in close proximity to
the surface, and 10937 and 11479 TIPS3P208,214 water molecules were added
to the inter-slab space for the α- and β−chitin simulations respectively. 3 Cl−
counter ions were used in each simulation to ensure overall charge neutral-
ity of the simulation cell. The peptide interactions were described using the
CHARMM22* forceﬁeld147 and the chitin interactions using the CHARMM36
Carbohydrate parameters183, consistent with the amino acid study in the pre-
vious chapter. The conﬁgurations used for n16N were taken from the most
populated structure determined via the cluster analysis performed in Chapter
4, and were oriented such that the ensemble of starting structures contained
conformations in which each sub-domain was presented to the surface. In total
16 replicas were used to span an “eﬀective temperature” range of 300 - 500 K,
with λ values equally spaced (see equation 2.9 in Chapter 2), consistent with
the previous REST simulations reported in Chapters 4 and 5. Each REST
simulation was performed in the NV T ensemble for 70 ns using a 1 fs time-
step, with time-integration preformed using the leap-frog algorithm241. The
length of the simulation was determined through monitoring the number of
clusters as function of MD steps, as described in the results section. Coulom-
bic interactions calculated using the PME method195 with a real space cut-oﬀ
of 1.0 nm and Lennard-Jones (LJ) interactions were smoothly ramped to zero
between 1.1 and 1.2 nm.
The temperature was maintained at 300 K using the Nose´-Hoover246 ther-
mostat. The density of the liquid water in the centre of the simulation cell was
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measured to ensure the density corresponded to that of bulk water at 1 atm
and 300 K. Exchanges between neighbouring replicas were attempted every 1
ps and frames were saved every 10 ps for analysis.
8.2.1 Analysis
All of the analysis performed in this chapter was carried out on the reference
replica trajectory (λ = 0, T = 300 K) of each simulation. The ensemble
of secondary structure motifs sampled by each simulation was probed using
Ramachandran Analysis. Ramachandran analysis, as discussed in detail in
Chapter 2, involves the calculation of the φ and ψ dihedral angles along the
peptide backbone, each instance of which can then be plotted to produce
a Ramachandran plot. Each region on a Ramachandran plots corresponds
to a diﬀerent secondary structure motif, and the number of points in each
region can be summed to determine the relative population of each of the
secondary structure motifs. The regions used in this analysis are consistent
with those used and deﬁned previously in Chapters 3, 4 and 5. Demonstration
of the regions used in the Ramachandran analysis is presented in Figure 2.10
in Chapter 2.
The ensemble of structures sampled in each simulation was classiﬁed using
a cluster analysis, as discussed in Chapter 2. The clustering algorithm used
in this work is the Daura et al. 268 method, in which the RMSD of the posi-
tion of the backbone atoms in each frame from those in every other frame is
calculated. Those frames with an RMSD less than the speciﬁed cut-oﬀ are
grouped together and classiﬁed as a cluster. The cut-oﬀ used in the cluster
analysis presented in this chapter is 0.4 nm; this is consistent with the cut-oﬀ
used previously as reported in Chapter 4, in the investigation of the solution
structure of n16N, and was chosen for use here to facilitate the comparison
with the results presented in Chapter 4. A full discussion on the derivation of
this cut-oﬀ is presented in Chapter 4. Additionally, when considering the total
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number of clusters with time, clusters were only counted once they contained
more than 5 member frames.
The ensemble of structures sampled in the simulations of n16N at the aque-
ous α-chitin and aqueous β-chitin interfaces were compared to each other and
to those from the simulation of n16N under aqueous conditions in the following
manner. The RMSD of the position of the peptide backbone atoms in the cen-
troid structure corresponding to each cluster was calculated for every possible
pair of clusters. If the RMSD between a pair of clusters was less than 0.4 nm
the two structures were deﬁned as a ‘match’, and if the RMSD between this
cluster pair was between 0.4 and 0.5 nm, the two structure were deﬁned as
‘similar’. This method of comparison is consistent with that presented earlier
in Chapters 3, 4, and 5.
As was done for the analysis of the simulations of the single chain of n16N
in solution, the intra-chain interactions were partitioned into three classes:
charge-charge residue interactions, aromatic-aromatic (including aromatic-aliphatic,
and aliphatic-aliphatic) interactions, and hydrogen bonds. For the charge-
charge residue and aromatic residue interactions, the distance between two
interaction sites on each residue was used, and a distance of less than 6
A˚ was deemed to be indicative of a non-covalent interaction. The interac-
tion sites used in this work are the same as those presented in Table 4.2
in Chapter 4. When determining possible hydrogen bond interactions, the
deﬁnitions of Jedlovszky et al. 312 were used in which a hydrogen bond is de-
ﬁned as having a donor-acceptor heavy atom distance of less than 3.5 A˚ and
a donor-acceptor-hydrogen angle of less than 30◦. The hydrogen bond in-
teractions were then further classiﬁed into three groups: backbone-backbone
(BB), sidechain-backbone (SB) and sidechain-sidechain(SS) interactions. To
avoid double counting, sidechain-sidechain hydrogen bonds involving oppo-
sitely charged residues such as Asp and Lys were not counted, as these were
already captured in the charge-charge residue interactions.
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To calculate proportion of the trajectory that n16N spent in contact with
the interface in each simulation, the vertical distance from centre of mass
(COM) of n16N to the top of the chitin surface was used to determine “surface
contact” . A distance of less than 2 nm was determined to be indicative of
the adsorbed state, this was chosen based to encompass the ﬁrst peak in the
histogram of distances presented in the following section. The top of the chitin
surface was deﬁned using a separate deﬁnition for the α-chitin interface and β-
chitin interface due to the topographical diﬀerences between the two surfaces.
For the aqueous α-chitin interface this baseline value was determined based on
the average nitrogen position in the [100] direction (i.e. normal to the chitin
interface) of the chains forming the bottom of the ‘furrows’. For the aqueous
β-chitin interface, the average C1 position of the chains in the top layer of the
slab was used. This deﬁnition is consistent with that used in Chapter 6 and
Chapter 7 for the study of the aqueous chitin interfaces, and the adsorption of
single amino acids to aqueous chitin interfaces.
In determining the interactions between the peptide residues and the aque-
ous chitin interfaces, a distance-based approach was used. Similar to the anal-
ysis for the intra-chain interactions, the vertical distance in the [100] direction
between the side-chain interaction site (deﬁned for each residue) and the top
of the surface (as deﬁned above) was used. The interaction sites used for this
analysis were the same as those used previously for the intra-chain interactions,
and are listed in Table 4.2 in Chapter 4. Additionally the hydrogen bonds be-
tween each residue of n16N and the chitin surface were determined using the
same method as outlined earlier for the intra-peptide hydrogen bonds. Addi-
tionally, these were averaged over all residues of a particular type within n16N




For both of the REST simulations, evidence of satisfactory mixing of the repli-
cas was achieved with the chosen lambda values. This evidence is demonstrated
in the replica mobilities presented in Figure 8.1, in which it can be seen that
each replica has spent time at each eﬀective temperature.
The system was demonstrated to have approached equilibrium, as discerned
via the plots of the total number of clusters a function of REST MD time-steps.
From these data, presented in Figure 8.2, it can be seen that once the minority
clusters have been removed (those clusters with a population of less than ﬁve),
the total number of clusters starts to plateau towards the end of the simulation.
This is particularly evident for the n16N/β-chitin simulation in which in the
last 5ns only 3 new clusters were found. This tendency in the total number
of clusters as a function of REST MD time-steps suggests that a satisfactory
proportion of the thermally accessible structures has been sampled and the
simulation is approaching equilibrium.
8.3.1 Structural ensemble diﬀerences
Before investigating the selective binding of n16N to β-chitin over α-chitin, the
structural ensemble of n16N in the presence of both interfaces was compared
to that reported for a single n16N chain in solution in Chapter 4.
Initially, Ramachandran analysis was conducted on the reference replica
trajectory from each simulation to determine the eﬀect that each interface
imparted on the ensemble of secondary structure motifs sampled by each REST
simulation. These data are presented in Figure 8.3, from which it can be
seen that in the presence of both interfaces the secondary structure ensemble
appears to be essentially unperturbed in comparison to a single n16N chain
in solution. Both in the presence of α-chitin and β-chitin, n16N was observed
to have no single dominant secondary structure. This would suggest that
n16N remains largely unstructured in the presence of both the α-chitin and
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Figure 8.1: Exemplar replica mobilities for replica a) 0, b) 5, c) 10, and d) 15;
taken from the REST simulation of n16N at the aqueous α-chitin interface.
β-chitin interfaces and therefore does not show surface induced conformational
switching. Therefore, unlike JAK1 which has been reported to demonstrate
surface induced conformational change and adopts a well deﬁned structure
when adsorbed to hydroxyapatite124, n16N appears to remain disordered at
both chitin interfaces.
To quantify the ensemble of structures sampled in each simulation, cluster
analysis was performed on the reference replica trajectory of each simulation.
The populations of the ten most populated clusters are presented in Table 8.2.
From these data it can be seen that in the presence of each interface there is a
small reduction in the population of the most populated cluster. However, the
distribution of cluster populations is broadly consistent with that of the single
chain in solution presented in Chapter 4, with all three having a similar number
of total clusters and similar numbers of clusters accounting for 25% and 50%
of the total number of frames. This lack of a dominant cluster supports the
229
Figure 8.2: Number of clusters as a function of MD simulation steps for n16N
on α-chitin and β-chitin
Figure 8.3: Ramachandran analysis results for the single chain in solution(see
Chapter 4), and n16N in the presence of the aqueous α-chitin and β-chitin
interfaces.
earlier suggestion that n16N remains disordered and IDP-like in the presence
of both chitin interfaces.
To probe the diﬀerence in the structures observed at the α-chitin interface,
compared to the β-chitin interface, the RMSD of the positions of backbone
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Cluster rank α-chitin β-chitin solution
1 12 12 17
2 10 8 7
3 10 8 5
4 7 7 5
5 5 6 4
6 4 6 4
7 3 6 4
8 3 4 3
9 3 3 2
10 2 3 2
# for 25% 3 3 2
# for 50% 7 7 9
Total # 177 165 192
Table 8.2: Cluster population percentages for the top ten most populated clus-
ters for n16N in solution, and at the α-chitin and β−chitin aqueous interfaces.
The total number of the most populated clusters required to account for 25%
and 50% of the REST trajectory, along with the total number of clusters are
presented.
atoms in the centroid structure corresponding to each cluster were calculated
for every possible pair of clusters. Those cluster pairs that had an RMSD of
less than 0.4nm were deﬁned to be a ‘match’ whereas those with a RMSD of
between 0.4 nm and 0.5 nm were deﬁned to be ‘similar’. The results of this
cross-cluster comparison are presented in Figure 8.4 (a) and (b). From these
data it can be seen that in both cases the most populated cluster from the
single chain in solution matches multiple clusters in the adsorbed state, which
would initially suggest some similarity in the cluster structures. However,
most of the structures classiﬁed as a ‘match’ appear to be between clusters
with low-populations; coupled with the high number of similar clusters, these
data would suggest that the presence of the chitin interface has had an eﬀect
on the ensemble of conformations supported by n16N, and that this eﬀect is
more pronounced in the presence of β-chitin than α-chitin.
To further probe the structure n16N assumes in the presence of each inter-
face, representative structures corresponding to the most populated clusters in
each simulation are presented in Figure 8.5. Figures 8.5 (a) and (b) show the
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Figure 8.4: Cluster similarity plots for a) n16N/α-chitin vs. n16N in solu-
tion, b) n16N/β-chitin dihyrate vs. n16N in solution, and c) n16N/α-chitin
vs n16N/β-chitin dihydrate. Filled black circles indicate clusters which are
classed as a ‘match’ and the open red squares represent the clusters which are
classiﬁed as ‘similar’
structures corresponding to most populated cluster from for each of the REST
simulations.
Figures 8.5 (c) and (d) showing the structure of the most populated cluster
when the cluster analysis was carried out over just the frames in which n16N
was bound to the surface. The snapshots in ﬁgure 8.5 illustrate the eﬀect
of the two diﬀerent interfaces. In the presence of α-chitin, the rough surface
topography is thought to inﬂuence the conformations of n16N, as the peptide
adopts a more extended structure to conform to the rough α[100] surface in
order to maximise contact with the surface. In the presence of the β-chitin
dihydrate interface the lack of surface roughness appears to have exerted less
of an eﬀect on the conformation of n16N, allowing n16N to maintain a more
compact and globular structure. The more extended structure supported by
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n16N at the α-chitin interface could be the result of the higher density water
layer present at this interface compared to the β-chitin interface, therefore the
hydrophillic residues could be adsorbing closely to the surface to reside within
the ﬁrst water layer. In the later analysis of the peptide/chitin interaction we
will examine this idea, either supporting or refuting the eﬀect of the potential
eﬀect of the hydrophobic residues. (see Chapter 6 for the density of liquid
water at both the aqueous [100] α-chitin and β-chitin dihydrate interfaces.)
Figure 8.5: Structure corresponding to the most populated cluster when the
cluster analysis was undertaken over all frames for a) α-chitin and b) β-chitin;
the surface was omitted here for clarity. Structure corresponding to the most
populated cluster when the cluster analysis was carried out over only the
‘bound’ frames for c) α-chitin and d) β-chitin. In each subﬁgure, the pep-
tide backbone is coloured based on the sub-domain with SD1 (residues 1 –
8) in pink, SD2 (residues 8–16) in purple and SD3 (residues 16–30) in blue.
Residues thought to play a key role in adsorption are highlighted with cysteine
in yellow, tyrosine in green and arginine in red. In subﬁgures (c) and (d) chitin




Having determined the diﬀerences in the secondary structure ensembles sup-
ported by n16N in the presence of each interface, the interactions responsible
for stabilising these structures were studied. The intra-chain interactions were
calculated for n16N in the presence of both the aqueous α-chitin and aqueous
β-chitin interfaces using the same approach and deﬁnitions used for the single
chain in solution; the ﬁndings are presented in Tables 8.3 and 8.4 respectively.
charge-charge aromatic-aromatic hydrogen-bonding
Res1 Res 2 % Res1 Res2 % Res1 Res2 total BB SB
R22 D24 46 I14 Y16 28 K5 R8 61 60 1
R8 D21 29 Y2 Y11 28 H3 S10 40 39 0
R22 D27 21 Y11 W13 20 G7 R22 15 15 0
K5 E19 17 Y16 Y23 15 P15 I18 13 13 0
D27 K29 16 Y2 Y9 15 R20 Y23 13 8 5
D17 R20 16 Y9 Y11 14 Y9 R20 11 12 0
E19 R22 14 Y2 Y16 11 Y9 Y16 11 0 11
R20 D27 12 H3 Y16 10 S10 I14 10 10 0
R20 D24 11 Y2 I14 9 S10 C12 9 0 9
K4 E19 108 Y2 W13 7 R8 N25 8 0 8
Table 8.3: Top ten predicted intra-chain interactions for n16N in the presence
of the aqueous [100] α-chitin interface. Hydrogen bonds denoted ‘BB’ are
between the two peptide backbones of the bonded residues, whereas those
marked ‘SB’ are between the backbone of one residue and the backbone of the
other. Hydrogen bonds between two side-chains have been omitted for clarity.
From these data it can be seen that in the presence of both interfaces the
intra-chain interactions are largely consistent. With both systems predicting
multiple short-range charged residue interactions, and multiple equal probabil-
ity aromatic interactions involving tyrosine. However the overall populations
of each type of interaction are reduced in the presence of the β-chitin interface
compared to those observed at the α-chitin interface, for instance the most
likely hydrogen bond interaction is 66% in the presence of α-chitin compared
to 33% in the presence of β-chitin. We propose that the observed reduction in
intra-peptide interactions is the result of the ﬂatter surface topography at the
β-chitin interface allowing for many of the residues involved in intra-peptide
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charge-charge aromatic-aromatic hydrogen bonds
Res 1 Res 2 % Res 1 Res 2 % Res 1 Res 2 total BB SB
D27 K29 27 Y9 Y11 17 K5 R8 33 27 6
R22 D24 24 I14 Y16 14 H3 C12 20 20 0
R8 E19 22 Y2 W13 14 D27 K29 12 1 11
D24 K29 17 Y16 I18 12 N25 D27 12 0 10
E19 R22 17 Y9 I14 11 P15 I18 11 11 0
R8 D27 13 H3 Y23 8 I18 R22 9 9 0
K5 E19 12 Y11 W13 8 D24 G26 9 0 8
K5 D27 12 Y2 Y11 8 D27 C30 9 6 3
R8 D21 11 H3 Y16 7 D21 N25 8 8 0
D24 K28 11 Y9 Y16 5 N25 K28 8 4 3
Table 8.4: Top ten predicted intra-chain interactions for n16N in the presence
of the aqueous [100] β-chitin dihydrate interface. Hydrogen bonds denoted
‘BB’ are between the two peptide backbones of the bonded residues, whereas
those marked ‘SB’ are between the backbone of one residue and the backbone
of the other. Hydrogen bonds between two side-chains have been omitted for
brevity.
interactions in solution to be re-purposed to interact with the interface. Simi-
lar to what has been observed in the previous simulations of n16N in solution,
the redundancy and promiscuity of tyrosine based interactions can be seen in
the presence of both the α-chitin and β-chitin interfaces, with both simula-
tions predicting multiple intra-peptide tyrosine interactions with near equal
probabilities.
In keeping with the charge-charge residue interaction behaviour observed
for the single chain in solution, both simulations show many short ranged,
‘intra-subdomain’ interactions contained primarily within SD3 (residues 16–
30). This is unsurprising given the majority of the charged residues are con-
tained within this sub-domain. There are a small number of long-ranged inter-
actions, between residues more than three residues apart, that have increased
populations in the presence of the aqueous β-chitin interface compared to the
single chain in solution, involving either K5 or R8 from SD1 and an oppositely
charged residue from SD3. These interactions are not observed in the presence
of the α-chitin interface, suggesting that SD1 and SD3 are in close proximity
when adsorbed to β-chitin. The close proximity of SD1 and SD3 can be seen
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in the structure of the most populated cluster presented earlier in Figure 8.5.
The increase in inter-subdomain interaction in the presence of β-chitin sug-
gests that the charged-residues assumed the role of stabilising the structure
of n16N when adsorbed to β-chitin, potentially due to the aromatic residues
interacting with the interface.
As was observed in Chapter 4 for the single chain in solution, the most
likely hydrogen bonds between K5 - R8, H3 - S10 and H3- C12, formed around
C6 and G7, leading to the stabilisation of a harpin-like structure consisting of
the ﬁrst ten residues. This region was hypothesised in Chapter 4 as playing a
key role in the adsorption of n16N to chitin, this hypothesis will be evaluated
in the next sub-section. Interestingly, there appears to be a distinct lack of
intra-peptide hydrogen-bonds involving tyrosine residues in the presence of the
aqueous β-chitin interface compared to both single chain in solution and in the
presence of the α-chitin. Given the large number of tyrosine residues present
in the sequence, it would be expected that at least one tyrosine hydrogen bond
interaction might feature, however, there is a complete absence of hydrogen
bonds involving tyrosine. This could suggest that tyrosine residues have been
re-purposed to interact with the β-chitin interface, rather than stabilising the
structure of n16N at the interface, through the formation of intra-peptide
hydrogen bonds.
8.3.3 Peptide/Chitin interactions
Having determined the diﬀerences in structural ensembles sampled in the pres-
ence of both the aqueous α-chitin and β-chitin interfaces compared to n16N
in solution, the diﬀerences in binding to each interface was investigated.
The vertical distance in the [100] direction between the centre of mass
(COM) of n16N and each interface was measured and is presented in Figure
8.6. From Figure 8.6 (a) and (c) it can be seen that n16N spends a greater
percentage of the trajectory adsorbed to the β-chitin dihydrate interface, than
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to the α-chitin interface. This is highlighted in the histograms produced for
the distance between n16N and the α-chitin and β-chitin interfaces respec-
tively, from which it can be seen that the ﬁrst peak is signiﬁcantly higher for
the β-chitin interface compared to the α-chitin interface. However, for both
surfaces the majority of the frames in the trajectory correspond to a distance
of less than 2 nm, and it was this deﬁnition which was used to determine
the ‘bound’ and ‘unbound’ states. A visual inspection of the trajectory from
both simulations conﬁrmed this, the small maximum observed at 2.1 nm at
the α-chitin interface was observed to correspond to a transition state between
‘bound’ and ‘unbound’ and was hence counted as ‘unbound’.
From the deﬁnition of ‘bound’ and ‘unbound’, the total percentage of the
trajectory in which n16N was adsorbed to each interface can be calculated,
giving 54% and 79% for the α and β-chitin interfaces respectively. The diﬀer-
ence in the percentage of surface contact is indicative of n16N binding more
strongly to the β-chitin interface than to the α-chitin interface, suggesting that
the REST simulations presented in this chapter are able to capture the poly-
morph selective binding of n16N at the chitin interface as reported in the work
of Keene et al. 93 . Additionally, from the probability of n16N being bound and
unbound in each simulation, the approximate free energy diﬀerence between







in which ΔG is the free-energy diﬀerence between the two states, R is the gas
constant, T is temperature, and Pbound and Punbound are the probability of the
bound and unbound states respectively. From this equation the binding energy
of n16N was estimated to be -0.5 kJ mol−1 and -3.4 kJ mol−1 for α- and β-
chitin dihydrate respectively. The relatively low binding energy calculated for
n16N at the α-chitin interface is consistent with the experimental observations
of Keene et al. 93 , as 0.5 kJ mol−1 is signiﬁcantly smaller than kBT at 300
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Figure 8.6: Vertical distance of the COM of n16n from the top of the chitin
surface as a function of REST MD steps for a) α-chitin and c) β-chitin. Cor-
responding histogram of the distance between the COM of n16N and the top
of the chitin surface for b) α-chitin and d) β-chitin.
K ( ∼ 2.5 kJ mol−1), such that even small thermal ﬂuctuations would be
enough to displace n16N from aqueous α-chitin. However, the binding energy
estimated for n16N at the aqueous β-chitin interface, whilst not indicative of
strong binding, is at least greater than kBT at 300 K, and suggests that the
likelihood of n16N displacement from the β-chitin interface is signiﬁcantly less
than that at the α-chitin interface.
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Figure 8.7: Contact fraction for the individual residues of n16n at the aqueous
a) α-chitin and b) β-chitin interfaces.
The residues responsible for interacting at each interface were determined
using a distance-based approach similar to that used for the intra-peptide
interaction analysis reported in Chapters 4 and 5. The percentage of the
trajectory each residue spent interacting with the surface is presented in Figure
8.7. From Figure 8.7 it can be seen that there are signiﬁcant diﬀerences in
the distribution of residue-level binding of n16N at the two interfaces. At the
aqueous α-chitin interface most residues have a low percentage of the trajectory
in contact with the chitin, with the majority of residues spending between 10%
to 20% of the trajectory at the surface. Whilst the low percentages can, in
part, be explained by the reduced number of frames in which n16N was bound
to the interface, it does still provide some useful insight into which residues
play an important role in adsorption at the α-chitin [100] interface. It can
be seen from Figure 8.7 that the majority of the residues that are in contact
most with α-chitin, coloured in orange, are cysteine or tyrosine, with C6 and
C12 interacting in 13% and 14% of the frames respectively. This is somewhat
surprising considering in Chapter 7, where cysteine was shown to be one of
the weakest binding residues at the α[100] interface (see Figure 7.6 in Chapter
239
7). Tyrosine, however, which is also seen as a relatively strongly interacting
species was one of the strongest binding residues in the single-amino acid study
presented in Chapter 7. This discrepancy between the residues observed to
be interacting frequently in these REST simulations, with their corresponding
amino acids that are calculated to bind strongly (see the Chapter 7), highlights
the importance of the considering the local environment of each residue when
proposing and interpreting how diﬀerent peptide sequences bind to surfaces.
At the aqueous β-chitin dihydrate interface, a general increase in the per-
centage of the trajectory in which each residue is interacting with the chitin
surface can be seen (see Figure 8.7(b)). Some of this increase is in part due to
the increase in percentage of the trajectory in which n16N is at the surface, as
all of the residues are in contact with the interface in at least 5% of the trajec-
tory. Even taking this into consideration, there is still a signiﬁcant increase in
the percentage of the trajectory in which each residue is interacting with the
surface.
Similarly to the α-chitin interface, tyrosine and cysteine appear to play a
key role in the adsorption to n16N at this interface, with C12 and C6 interact-
ing the most strongly. Y2 and Y23 also interact with the chitin surface in a
large proportion of the trajectory, with the other tyrosine residues interacting
in similar proportions. The percentage of trajectory in which each tyrosine
residue is interacting with surface is similar to the percentage of trajectory in
which the top ﬁve intra-peptide tyrosine interaction are present at the inter-
face. This supports the notion that the multiple tyrosine residues play a role
in both stabilising the structure of n16N and the adsorption to β-chitin, and
that these interactions are redundant and non-speciﬁc.
The increase in charged residue interactions with the β-chitin interface
compared to the α-chitin interface, is surprising, considering the lack of a
high density ﬁrst water layer at the interface, and the relatively small binding
energies observed for the Asp and Lys amino acids reported in Chapter 6.
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However, Arg appears to be one of the most strongly interacting residues,
with all 3 Arg residues in contact in at least 20% of the trajectory.
Figure 8.8: a) Percentage of the trajectory that each residue of n16N is hy-
drogen bonded to the either the α-chitin (red) or β-chitin (blue) interface. b)
Average number of hydrogen bonds per residue type for α-chitin (red) and
β-chitin (blue).
Additionally the percentage of the overall trajectory that each residue was
hydrogen bonded to the chitin interface was calculated for both α-chitin and
β-chitin and are presented in Figure 8.8. Figure 8.8 indicates that the majority
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of residues were hydrogen bonded to the chitin surface in a larger percentage
of the trajectory in the β-chitin simulation than the α-chitin. This is not
surprising, and consistent with what is expected given the contact fractions
presented earlier. The Tyr and Arg residues throughout the sequence most
readily form hydrogen bonds with the surface, consistent with the per residue
contact analysis presented earlier, and further suggests that these residues play
a key role in the adsorption of n16N to the β-chitin interface.
Previously in Chapter 4, it was proposed that the three functions of n16N
could be partitioned to three separate sub-domains, with residues 1–8 (SD1)
suggested to be the chitin binding domain and responsible for the selective
adsorption of n16N observed in experiment. From the data presented in Figure
8.7(b), it can be seen that whilst there is a large number of strongly interacting
residues in this sub-domain, binding is not localised to just this region, with
signiﬁcant interactions observed in SD3 (residues 16 – 30) in particular D21
and Y23. From the cluster analysis presented earlier, the structure of n16N
observed at the β-chitin interface is signiﬁcantly more extended than for a
single chain in solution, with SD3 still presented in an accessible manner to
the solution. This could therefore allow the residues within SD3 to interact
with the interface in the absence of calcium carbonate, whilst still maintaining
the possibility of capturing and interacting with mineral ions in solution.
8.3.4 Polymorph Selective Binding
Having probed the structure of the n16N adsorbed at both the aqueous α-
chitin and aqueous β-chitin dihydrate interfaces using REST simulations, we
have been able capture the selective binding of n16N to β-chitin observed
experimentally by Keene et al. 93 . The residue contact data suggests that the
selectivity for β-chitin over α-chitin in the case of n16N is driven primarily
through the strong adsorption at the residue level for Cys, Tyr and Arg. The
binding preference for the β-chitin dihydrate was proposed to be aided by
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the ﬂatter topography aﬀorded by the interface allowing for a topographically
unhindered interaction between the protein and the β-chitin interface.
Other research groups have studied other proteins which selectively bind
to chitin3,95. Whilst it is interesting to consider our results in conjunction
with theirs in an attempt to look for general patterns of behaviour it should
be remembered that unlike n16N, these other chitin binding peptides typically
have a well-deﬁned secondary structure. One such protein, CBP213, which also
selectively binds to β-chitin over α-chitin, might well achieve this selectivity
in a similar manner to n16N via the residues presented to the aqueous chitin
interface. The residues reported by Vaaje-Kolstad et al. 3 was Y54, resulted
in a ∼ 8 fold decrease in binding, and was also shown previously by us to be
one of the strongest binding residues to β-chitin at the amino-acid level, and
at the residue and protein level (see Results within this chapter). From the
structure of CBP21 presented in Figure 8.9, it can also be observed that there
is a cysteine residue in close proximity to Y54, which might also play a role in
CBP21’s binding behaviour.
Whilst the REST simulations undertaken as part of this Chapter provide
no direct insight into the selectivity of diﬀerent proteins such as CHB1 for
α-chitin over β-chitin, when combined with the work presented earlier in this
thesis and in the context of the existing experimental literature, we are able to
propose some ideas on how selectivity for α-chitin might be achieved. The sin-
gle residue mutagenesis experiments reported by Zeltins and Schrempp 95 and
Kolbe et al. 99 in which Trp was mutated to Tyr reduced the binding strength
of CHB1 and CHB2 to α-chitin. These authors used Circular Dichroism (CD)
spectroscopy to conﬁrm that the overall secondary structure had not changed
due to the point-mutation. However, the reduction in binding strength report
by these authors is likely the result of diﬀerence in adsorption energy for these
two amino-acids to the α-chitin [100] interface, rather than a decrease in the
selectivity (i.e. the preference for α-chitin over β-chitin) of these two proteins.
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Figure 8.9: Structure of CBP21 reported by Vaaje-Kolstad et al. 3 . β-sheets
are denoted by yellow arrows, α-helicies with blue cylinders, and the residues
shown as licorice are those involved in the single point mutagenesis experiments
reported by Vaaje-Kolstad et al. 3
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Both Trp and Tyr bind more strongly to β-chitin than α-chitin, which would
suggest that the selectivity of these peptides is a result of having a struc-
ture complementary to the topography of the α-chitin interface, rather than
an preference driven by the residue composition. This would suggest that,
whilst it may be possible to design peptides which are selective for β-chitin
through careful choice of sequence, designing sequences which are selective for
α-chitin may require additional control of the secondary/tertiary structure of
the protein/peptide to achieve the desired selectivity.
8.4 Conclusions
In this chapter the ensemble of structures supported by n16N adsorbed at
the aqueous α-chitin and aqueous β-chitin interfaces has been studied using
advanced molecular dynamics simulations. These simulations indicated that
unlike peptides113,394 such as JAK1124 which become ordered upon adsorption;
n16N remains disordered when adsorbed to the chitin interface. Additionally
the intra-peptide interactions supporting the ensemble of structures at each
interfaces was studied, and provided an insight into the eﬀect of the chitin
interface on the intra-peptide structure of n16N, compared with the situa-
tion when the surface is absent. The intra-peptide interaction data presented
herein in the presence of both the α-chitin and β-chitin interfaces both feature
multiple equal probability interactions involving tyrosine residues, this further
supports the promiscuity of tyrosine in forming intra-peptide interactions, ﬁrst
observed for the single chain in solution presented in Chapter 4.
The peptide/chitin interactions were then studied, through the calculation
of the fraction of trajectory each residue spent in contact with the interface,
in which it was observed that Cys and Tyr play a key role in facilitating the
adsorption of n16N to both interfaces. However, it is the ﬂatter topography of
β-chitin in combination with the diﬀerences in amino-acid adsorption energies
that is proposed to result in the selectivity of n16N for β-chitin over α-chitin.
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In the next chapter the work documented in this thesis is summarised, and




In this thesis insights have been provided into the mechanisms through which
the nacre peptide, n16N, is able to self-assemble and selectively bind to β-
chitin. n16N had been the subject of previous experimental studies to de-
termine the functions that it carried out, these included selective binding93,
assembly104 and mineral formation150, however the mechanism through which
each of these functions were undertaken was unknown. The work in this the-
sis provides this insight through the study of n16N under aqueous conditions
(Chapter 4), once aggregated in solution (Chapter 5) and in the presence of
chitin (Chapter 7 & 8). The insight into n16N’s participation at each of these
interfaces, has wider applications than just n16N and nacre, with the results
in Chapter 7 and Chapter 8, providing an insight into the binding of there
chitin selective proteins and peptides, such as CBP213 and CHB199.
In Chapter 3 alternative methods for the simulation of large and compli-
cated peptide systems were evaluated, against each other. Both TIGER211
and T-REMD with an implicit solvent model, were investigated as a method
of reducing the computational cost of the simulations of n16N. However, both
methods were shown to suﬀer from a number of limitations that made them
unsuitable for this project. Firstly, the sampling eﬃciency of the T-REMD
method was limited by the implicit solvent model used to reproduce pep-
tide/solvent interactions, leading to an over-stabilisation of helical structures.
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Whilst this could potentially be reduced through the use of a diﬀerent sol-
vent model, there were no signiﬁcantly better alternatives available during
this project. However this approach could be re-evaluated for other implicit
solvent/bio-molecule combinations as they are developed and implemented.
Secondly, a new implementation of the TIGER2 method suitable for use
on high performance computing (HPC) such as the IBM BlueGene/Q was
developed for this project and published395. The existing implementations for
CHARMM11 and NAMD10 were not suitable for use for the BlueGene/Q which
was available for this project. The implementation was validated against three
test systems, including two previously published results and a new system
in which all of the simulation parameters were determined for the test. The
implementation proved to be successful, however, it was discounted due to
the discussions with the author, Li et al. 11 , revealing a system size limitation
which made it unsuitable for the simulations undertaken as part of this thesis.
Next the ensemble of conformations supported by n16N in aqueous solu-
tion and in the presence of additional Ca2+ ions was determined using the
REST2,155 method. This work conﬁrmed the IDP-like nature of n16N as ear-
lier proposed by Collino and Evans 14 , whilst providing an insight into the
intra-chain interactions responsible for supporting the large ensemble of con-
formations taken on by n16N. It was found that the highly periodic and abun-
dant tyrosine residues played a key role in supporting these structures, and
there abundance lead to the suggestion that they could have additional roles
at the n16N/chitin and n16N/n16N interfaces. It was from this work that the
existence of three functional sub-domains of n16N were ﬁrst proposed, due to
a) diﬀerent behaviour of the diﬀerent regions, b) sequence analysis, and c) a
previous bio-informatics study by67 which would then go on to be supported
in the following work. These domains were proposed to be SD1 (residues 1
– 8) responsible for chitin binding, SD2 (residues 8–16) thought to be key in
aggregation, and SD3 (16–30) thought to be responsible for interacting with
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calcium carbonate.
The n16N/n16N interface was probed using REST simulations of the n16N
dimer, along with preliminary straight MD simulations of the n16N tetramer.
These simulations provided an insight into the interactions responsible for
experimentally observed aggregation of n16N49 and a test of the location of
the functional domains proposed in Chapter 4. The REST simulation of the
n16N dimer did provide support for the aggregation of n16n via the previously
identiﬁed amyloid-like region (SD2, residues 8 – 16) in the centre of the peptide.
These interactions were also seen to be primarily through the Tyrosine residues
within this regions as previously suggested. In Chapter 5, n16N was also
observed to loose some of the disorder seen in the monomer case, both in
experiment and simulation, through the formation of β-sheet type structures
in the N-terminal half of the peptide, whilst the C-terminal retained its high
level of ﬂexibility.
Simulations of bulk chitin and the aqueous chitin interfaces reported in
Chapter 6, ﬁrst highlighted the sensitivity of the system to simulation param-
eters such as the choice of barostat and compressibility constants. However
these simulations, provided a solid-foundation from which to study the aqueous
interface. This revealed some water structuring at the interface with α-chitin
and slightly less structuring at the interface with β-chitin. This was then ex-
tended to consider the eﬀect of salt ions at a sea-water/chitin interface. This
revealed no structuring at the β-chitin interface and distinct preferences at the
α-chitin surface, corresponding to the ridges and troughs in the surface.
Subsequently the adsorption of single amino-acids at each of the [100] and
[010] interfaces for both α-chitin and β-chitin were reported in Chapter 7.
These simulations revealed that overall the interactions between each amino-
acid and the surface were less than 20 kJ mol−1. A trend was observed between
the four interfaces, with tyrosine consistently being one of the strongest binding
amino-acids species. It was also observed that generally binding was stronger
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to α-chitin on the [010] surfaces and stronger to β-chitin on the [100] surfaces,
with the exception of asparagine, which was in opposition to this. These
trends, ﬁt with experimental observations for other chitin binding peptides in
which tyrosine was shown to be a key residue in chitin binding3.
This was built-upon with the simulation of the full n16N chain at the aque-
ous [100] α-chitin and β-chitin interfaces reported in Chapter 8. The simula-
tions reported in this chapter indicated that unlike peptides such as JAK1124,
n16N remained disordered when adsorbed to the interface. Additionally the
intra-peptide interactions supporting the ensemble of structures at each inter-
faces provided an insight into the eﬀect of the interface on n16N. These data
provided support for the promiscuity of tyrosine in forming intra-peptide inter-
actions, ﬁrst proposed in Chapter 4. The peptide/chitin interactions observed
in the REST simulations of n16N at the aqueous chitin interfaces indicated that
cysteine and tyrosine play a key role in the adsorption of n16N to both inter-
faces. The ﬂatter topography of β-chitin in combination with the diﬀerences in
amino-acid adsorption energies was suggested as a being the underlying cause
of n16Ns selectivity for β-chitin.
Whilst much has been covered in this thesis there are still some areas of the
n16N system to be explored, one such area would be to comprehensively study
the structure of large aggregates of n16N at the aqueous chitin interface. This
is currently at the very edge of what is possible to sample comprehensively
using all-atom MD, and the development of a Coarse-Grained model for chitin
which is suitable for use with IDP systems is a potential next step in this
undertaking.
Additional open research questions concern how other ions, both monova-
lent and divalent would inﬂuence the structuring and adsorption of peptides
to aqueous chitin interfaces. Such insight could be gained through the use of
meta-dynamics simulations of peptide sequences in the presence of diﬀerent ion
pairs in concentrations equivalent to sea-water, similar to the work of Hughes
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et al. 203 .
It would be also be advantageous to estimate the interfacial energies of each
of the four aqueous chitin interfaces as this would provide additional context
for interpreting both the amino acid and n16N adsorption studies. However to
obtain an accurate estimate would require signiﬁcant extra simulation. One
such study outlined by Bano et al. 164 , estimated the interfacial energies of
aqueous calcium carbonate interfaces. These authors estimated the interfacial
energies, by estimating the enthalpies of the interfacial system, bulk water and
bulk calcite. Whilst this method would require additional simulations, it also
neglects any entropic contribution to the interfacial energy, which in the case
of the chitin/water interface could be signiﬁcant, due to small diﬀerences in
the structure of liquid water at each interface.
Other unanswered questions concern the interaction between n16N and
calcium carbonate. Insight into this interface could be gained through meta-
dynamics140 simulations of calcium carbonate at an aqueous n16N overlayer.
This would facilitate the calculation of the free-energy diﬀerence between arag-
onite and calcite in the presence of n16N, as well as providing insight into the
residues of n16N responsible for stabilising the formation of aragonite in nacre.
In closing, there have been a number of signiﬁcant outcomes from this work,
including the development of a new TIGER2 implementation395 for NAMD396
and the BlueGene/Q architecture301. The simulations in this work constitute
some of the ﬁrst advanced sampling molecular dynamics simulations of an
IDP of this size15 and complexity, testing the limits of the size of the problems
which the REST11 method can be successfully applied to using state of the
art computing facilities. Additionally, key insights have been provided into
the interactions at the biomolecule/chitin interface, further elucidating the
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compressibility constants for the
simulation of bulk crystalline
chitin
A.1 Methods
In this appendix we outline the results of the preliminary simulations carried
out to determine suitable compressibility constants for the simulation of bulk
chitin and the aqueous chitin interfaces. The simulations performed to de-
termine the compressibility constants were consistent with those reported in
Chapter 6. Twelve simulations in total were carried out of α-chitin, with the
starting structure based on the structure reported by Sikorski et al. 7 . The
simulated system was constructed of 288 chitin formula units (each unit corre-
sponding to a single pyranose ring) assembled into a super-cell of 9×3×4 unit
cells. This resulted in a simulation cell with dimensions of 42.98×37.78×41.40
A˚. Periodic boundary conditions were applied in all three directions, with the
chitin chains linked head to tail in the [001] direction. All simulations were
283
carried out in the NPT ensemble with the temperature maintained at 300 K
using the Nose´-Hoover thermostat246 and the pressure was maintained at 1
atm using a fully anisotropic Parrinello-Rahman251 or Berendsen250 barostat.
The simulations were run for a total of 5.5 ns with time integration of Newton’s
equations of motion via the leap-frog algorithm241 using a 1 fs timestep, with
frames saved every 1 ps for analysis. The simulation time was determined by
when the lattice parameters had plateaued, some simulations were terminated
prematurely if the choice of parameters led to an unstable simulation (i.e the
simulation crashed). The simulations, choice of parameters and results are
listed in Table A.1.
A.2 Results
From the data presented in Table A.1, it can be seen that the choice of com-
pressibility constants can have a dramatic eﬀect on the lattice parameters
determined from each simulation. As discussed previously in Chapter 6, com-
pressibility constants which are too large can result in unstable simulations,
such as E and F. Additionally if the time period (τp) over which the barostat
acts is too large it can also result in a simulation which is unstable as the
barostat is not able to react quick enough to changes in pressure, for example
in simulations F and I.
284
Test Barostat τρ ρxx ρyy ρzz [100] [010] [001]
(ps) ( ×4.5× 10−9 ) (A˚) (A˚) (A˚)
A Parrinello 0.5 1000 1000 1 4.920 19.463 10.168
B Parrinello 0.5 1000 1000 1 4.921 19.543 10.2001
C Parrinello 0.5 1000 100 1 5.022 19.583 9.972
D Parrinello 0.5 100 100 1 4.977 19.879 10.188
E Parrinello 0.5 1000 1000 10 Unstable
F Parrinello 4 1000 1000 1 Unstable
G Parrinello 0.8 1000 1000 1 5.67 19.66 9.99735
H Berendsen 0.8 1000 1000 1 4.8577 19.5402 10.34
I Parrinello 0.8 1000 1000 1 Unstable
J Parrinello 0.5 1000 1000 1 Unstable
K Berendsen 0.5 1000 1000 1 4.752 19.368 10.34
L Parrinello 0.5 1000 1000 1 Unstable
M Berendsen 0.5 1000 1000 1000 Unstable
Table A.1: Results from alternative choices of compressibility constants used
in the simulations of bulk crystalline α-chitin presented in Chapter 6.
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Appendix B
Amino acid adsorption free
energy proﬁles.
286
Figure B.1: Adsorption free energy proﬁles for nine representative amino acids
at the aqueous α[100] interface.
287
Figure B.2: Adsorption free energy proﬁles for nine representative amino acids
at the aqueous β[100] interface.
288
Figure B.3: Adsorption free energy proﬁles for nine representative amino acids
at the aqueous α[010] interface.
289
Figure B.4: Adsorption free energy proﬁles for nine representative amino acids
at the aqueous β[010] interface.
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