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Stability Optimization of Hybrid Periodic Systems via a Smooth Criterion
Moritz Diehl, Katja Mombaur, Member, IEEE, and Dominikus Noll Abstract-We consider periodic orbits of controlled hybrid dynamic systems and want to find open-loop controls that yield maximally stable limit cycles. Instead of optimizing the spectral or pseudo-spectral radius of the monodromy matrix , which are non-smooth criteria, we propose a new approach based on the smoothed spectral radius ( ), a differentiable criterion favorable for numerical optimization. Like the pseudo-spectral radius, the smoothed spectral radius ( ) converges from above to the exact spectral radius ( ) for 0. Its derivatives can be computed efficiently via relaxed Lyapunov equations. We show that our new smooth stability optimization program based on ( ) has a favorable structure: it leads to a differentiable nonlinear optimal control problem with periodicity and matrix constraints, for which tailored boundary value problem methods are available. We demonstrate the numerical viability of our method using the example of a walking robot model with nonlinear dynamics and ground impacts as a complex open-loop stability optimization example.
Index Terms-Eigenvalue optimization, Lyapunov equation, periodic orbits, robotic motion, robustness, smoothed spectral radius, stability.
I. INTRODUCTION
Stability optimization of nonlinear periodic systems with hybrid dynamics is a difficult but very important task. It arises when a technical system is best operated periodically and has to be controlled in such a way that its cyclic steady state or periodic orbit is stable, robust against perturbations, and optimized with respect to certain desirable features. A typical example is human or robotic running, where the periodic motion has to be robustly stable and allow the runner to move as fast as possible. The dynamics of running or hopping are often described by hybrid dynamics due to the ground impacts.
Other examples are periodically operated simulated moving bed (SMB) processes [26] , looping kites [15] , or iterative feedback tuning with time and frequency domain constraints [3] , [7] .
Periodic systems can be stabilized in two ways: one based on sensors, actuators, and feedback control, the second based on intrinsically open-loop stable orbits [19] , [20] . Here, we treat the second, where system parameters-for example limb lengths in the case of a running robot-and time varying inputs, or control functions-for example periodic torque commands-are simultaneously optimized to yield inherently stable periodic orbits. We note that the first case-feedback control-can be addressed by our approach by including the unknown feedback controller gains among the decision variables.
II. MODELS OF PERIODIC HYBRID DYNAMIC SYSTEMS AND SENSITIVITIES
Hybrid dynamical systems include both continuous phases and discrete jumps. Each continuous phase is described by a set of differential equations and each jump is described by a jump function. Writing the state as y(t) 2 n , parameters as p 2 n , time varying controls as u(t) 2 n , and time as t, the dynamics of all n ph phases can be 
Here the right hand sides fj are class C 2 within phases. The Jj are also C 2 and j denote the phase boundaries, which are the roots of the switching functions
If T is the cycle time, T -periodic systems have to satisfy periodicity constraints
Stability is determined by the sensitivity of the solution of the hybrid dynamic system with respect to perturbations in the initial values Y (t) = dy(t)=dy(0), and in particular, its value at the end of the cycle Y (T ). This can be computed by solving the variational differential equation (6) a are used at phase changes. Despite the jumps of the trajectory, both y(t) and the end values y(T ) are C 2 with respect to the initial values y(0), the controls u(t), and the parameters p, as long as the ordering of the phases is not changed.
III. STABILITY OF HYBRID DYNAMICAL SYSTEMS
Stability of periodic solutions of nonlinear periodic systems can be defined according to Lyapunov's first method, based on the eigenvalues of the so-called monodromy matrix
which is the Jacobian of the Poincaré map of the periodic system; cf. Remarks: (a) As shown in [20] , this theorem can be generalized to the case of hybrid dynamic systems, if the differentiability assumptions on f j and J j stated in Section II are satisfied. The computation of A for hybrid systems follows (5) and (6) . (b) If not all entries of the vector y are periodic, e.g. in walking motion, the non-periodic directions have to be eliminated from the matrix A before application of this criterion. (c) For autonomous systems the above stability criterion is not directly applicable, because A always has an eigenvalue one, and only orbital asymptotic stability can be achieved. However, by eliminating the eigendirections associated with this eigenvalue, autonomous systems can be treated in a similar way.
IV. OPTIMAL CONTROL PROBLEM INVOLVING STABILITY
Optimal control problems for hybrid dynamical systems with a stability related criterion are based on the augmented system dynamics (i.e trajectories y(t) and their sensitivities Y (t)), and typically comprise additional path constraints (8b) and point-wise equality and inequality constraints (8c) and (8d), cf. [20] 
The objective 8 stab depends on the monodromy matrix A = Y (T ) as discussed below.
A. Numerical Optimal Control Methods and Resulting Nonlinear Optimization Problem
If all problem data are twice differentiable, problem (8) can be solved by the direct boundary value problem approach [8] . This technique discretizes both state and control variables and transforms the optimal control problem into a nonlinear program (NLP) min x 8 stab (A(x)) s:t: g E (x) = 0; g I (x) 0: (9) Here the vector x 2 n collects all optimization variables of the discretized optimal control problem. The dynamic system equations have n states y(t) plus the n 2 n sensitivity states Y (t). If the control and state variables are discretized on a grid with n int intervals, the dimension of x is nx = (n + n 2 )(nint + 1) + nunint + np + n ph . NLP (9) could in principle be solved by any standard NLP software, but since it is sparse we used structure-exploiting SQP method [8] , [17] , [18] .
The stability function 8 stab could be chosen in various ways. While any induced matrix norm of A could be used to evaluate contraction of perturbations, the spectral radius is particularly appealing, since it is the most stringent criterion. Unfortunately it has two major drawbacks when it comes to minimizing instability: (a) (A) is typically a non-smooth (and even non-Lipschitz) function of the entries of matrix A [9] . (b) (A) is not robust against parametric uncertainties in the system. For this reason, more robust criteria have been proposed, like the pseudo-spectral radius [11] , [23] , [27] which however still suffers from non-smoothness and from high computational costs within an optimization procedure, where the objective function needs to be evaluated many times. It is the goal of this note to discuss an alternative to the spectral radius, which is also suited as objective within optimal control problems for hybrid dynamic systems.
V. SMOOTHED SPECTRAL RADIUS
In this note we propose a criterion for stability, which is both smooth and computationally attractive. At its core is a well-known observation. Conversely, for (A) < 1, the spectral radius formula [14] states that (A) = lim k!1 kA k k 1=k . This implies that for any > 0 there exists a k0 2 so that 1 k=k kA k k 2 1 k=k ((A) + ) (2k) . By choosing small enough, the sum converges.
Inspired by this observation, we now introduce a relaxed and 
A. Computing the Smoothed Spectral Radius
For algorithmic optimization, the differentiability of the smoothed spectral radius (everywhere apart from A = 0) allows us to use derivative based methods, a major advantage. However, how shall (A) be evaluated efficiently? Fortunately, it turns out that the smoothed spectral radius can easily be computed by solving a relaxed Lyapunov equation. From the above proof we also obtain, using the intermediate matrices 
VI. ROBUST STABILITY OPTIMIZATION
We will discuss two variants on how to use the new smooth criterion for formulating a stability optimal control problem (9).
A. Optimization of Smoothed Spectral Radius
The first variant is to choose an > 0 and to solve min x (A(x)) s:t: gE(x) = 0; gI(x) 0 (14) or the equivalent formulation involving a Lyapunov matrix, cf. Corollary 5.7 minimize s subject to P = V + s 02 A(x) T PA(x) (15a)
Tr(W P) = Tr(V W) + 01
gE(x) = 0; gI(x) 0:
Note that the relaxed Lyapunov (15a) and the trace condition (15b)
are both linear equations in the matrix variable P , and that (15a) will always have a unique positive definite solution P (x; s) if s > (A(x) ). Non-positive definite shadow solutions (which even exist for s (A(x))) are excluded by the LMI constraint (15c). This constraint, however, is not active at the unique solution P (x; s) for s > (A(x)). If s is initialized suitably, it is therefore often possible to ignore the constraint (15c), and for given and A(x), (15a) and (15b) have a unique solution (s; P ) with s = (A(x)) > (A(x)) and P positive definite (possible elimination of these variables would lead again to problem (14)). Finally, if we find a solution with s = (A) 1, then-by virtue of Corollary 5.5-we have found a stable solution.
B. Optimization of a Heuristic Robustness Measure
When minimizing the smoothed spectral radius, the choice of is somewhat arbitrary. As seen in Fig. 1 s:t: f (A(x); 1) 01 ; g E (x) = 0; g I (x) 0: (18) Given the fact that 01 decreases monotonically in , the constraint f(A(x); 1) 01 will always be active, and the problem is equivalent to min x f (A(x); 1) s:t: g E (x) = 0; g I (x) 0:
Corollary 5.7 suggests the following cast of the stability optimization program: min x;P Tr(W P ) s:
Like program (15) , this formulation can be addressed by nonlinear programming algorithms that require second or higher order differentiability of the problem functions, if the positivity constraint (20b) is taken care of in the same way as in (15) . Note that the case A = 0 does not pose any difficulty for this formulation.
Remark 1:
The matrix constraint function in (20a) has only n(n + 1)=2 independent components, due to symmetry. These determine uniquely the n(n + 1)=2 components of the symmetric matrix variable P 2 n2n , if (A(x)) < 1.
Remark 2:
If one wishes to force (20b) to avoid shadow solutions, one could use a nonlinear semi-definite programming solver [22] , or one might work with a factorization P = LL T within an NLP solver (which, however, introduces additional non-convexity into the problem). In the computations reported here, we solved the NLP described above without explicitly enforcing the constraint (20b), checking that it holds a posteriori.
Remark 3:
The positive definite weighting matrices V and W allow us, as usual in H2-norm optimization, to weight the expected input disturbances by W and the output errors by V .
Remark 4:
As the number of Lyapunov variables grows quadratically with state dimension n, it may for large n be preferable to work directly with the cast (17) , where the Lyapunov matrix only appears implicitly in function and gradient computations.
C. Finding Stable Initializations for H 2 -Norm Optimization
Before a stable solution has been found, we will initially have (A(x)) 1, so that the Lyapunov constraint (20a) may be infeasible, or show meaningless shadow solutions. In order to find a feasible initial guess, we propose to use one of the following two methods: (ii) Alternatively, we might choose a fixed scalar s > (A(x)), and relax the Lyapunov constraint (20a) to P = V + s 02 A(x) T PA(x), so that it has a unique solution at the initial guess for x. Solution of this relaxed problem yields a matrix A(x) with (A(x)) < s, and by decreasing s and solving the problem again at each s, we push the spectral radius of the solution down, until a solution with s = 1 is found (if possible). This is then already the desired solution of problem (20) respectively (16).
VII. DISCUSSION
It is well known that computing stabilizing linear controllers for linear systems can be reduced to a convex optimization problem if the order of the controller is the same as the order of the system. In this case the problem can be addressed via algebraic Riccati equations (AREs) [29] , or linear matrix inequalities (LMIs) [13] . As soon as the order of the controller is smaller than the system order, linear systems the problem is in general NP-hard [5] , [24] and not accessible to convexity methods. However, non-convex local optimization approaches for stability optimization work fairly well in practice and have been discussed e.g. in [1] , [2] , [6] , [10] - [12] .
In this note, the situation is even more general, as the unknown parameter x may include feedback elements, but may just as well encode other decision parameters that enter the matrix A(x). For instance, in the stable walking experiment in Section VIII, there is no feedback and
x regroups design parameters of the open-loop system. In this case it is particularly advantageous to have a smooth criterion for stability that is compatible with state-of-the-art nonlinear optimal control methods as e.g. the tool MUSCOD-II [18] used for the computations in this note.
Interestingly, the equivalence between and the H 2 -norm, namely
is analogous to a similar relation for the pseudo-spectral abscissa (A) of a system with transfer function H(z) = (A 0 z ) 01 , which is related to the H 1 -norm by
as nicely described and proven in [11] . Notice that (21) may be understood as a rigorous form for the intuitive statement that is increasingly robust with increasing . Indeed, similar to the case of the spectral abscissa, where the statement on the right of (22) can be interpreted as the distance to instability of the continuous dynamic system _ x = Ax, we can interpret the right hand side of (21) as a statement on the distance to instability of the discrete system x k+1 = Ax k .
VIII. EXAMPLE: OPEN-LOOP STABLE WALKING
In this section we will show how the method can be used to stabilize the hybrid dynamical system of a biped walking robot. The robot has two stiff legs and is powered by torques at the hip and at the ankle. Its walking motion is shown in Fig. 2 . The periodic cycle consists of 2 steps, but the periodic problem considered in the optimal control problem formulation includes one step and the touchdown discontinuity combined with a leg shift.
The model of this robot involves smooth continuous swing phases as well as discrete events at heel-strike in the form of velocity discontinuities. A detailed description of the robot is given in [21] . Stability is very easy to picture in this case. A stable robot persists in its periodic gait, while an unstable robot falls to the ground after a very short time. The task of stability optimization is to determine robot parameters (such as geometry and mass distributions) and an actuation pattern that lead to the best possible open-loop stable gaits, not requiring any feedback.
For the solution of this problem, we use formulation (20) with weighting matrices V = W = I. The dimensions of this problem are as follows: The state space of this robot is of dimension n = 4, so that all matrices A, P , V , W are in 424 . The sensitivities Y (t) live also in 424 so that the state space of the optimal control problem has dimension n + n 2 = 20. There are 8 unknown mechanical parameters in the robot model, meaning dim(p) = 8, and, as explained above, there are an additional n(n + 1)=2 = 10 unknown entries for the Lyapunov matrix P , leading to a total of 18 parameters. To this we add the control u with dimension nu = 2, which is discretized in time on 50 intervals, leading to another 100 degrees of freedom for optimization. Similarly, the state vector is discretized into (n + n 2 ) 3 50 = 1000
variables. Finally, this example features exactly two phases, so that dim( ) = 2, which leads to a total of 1120 variables. We started from a previously determined stable solution x0 with spectral radius = 0:53, with the intention to further increase its stability. We could therefore use formulation (20) directly without starting the outlined homotopy method described in Section VI-C. We added a small regularization term T 0 u(t) 2 dt to the stability objective function in order to penalize excessive energy consumption of the robot. We applied the direct optimal control technique described in Section IV-A, via control and multiple shooting state discretization and SQP solution of the NLP. Our method finds a locally optimal solution with spectral radius = 0:157, which is well below the critical boundary of 1, and much lower than the starting value. The corresponding smoothed spectral radius is 1 with the value = 14:08, while the trace of the optimized P is 4.07109; [see (15b)]. Optimal position and velocity histories are shown in Fig. 3. 1 
IX. CONCLUSION
We have presented a new approach to optimize the stability of hybrid periodic systems. In contrast with previous techniques based on minimizing the spectral radius or other non-smooth criteria, we use a smooth problem formulation based on the smoothed spectral radius, which allows a solution of the resulting nonlinear programming problem with standard NLP techniques, such as SQP methods. Several smooth stability problem formulations have been presented. The last one, (16) , was used to robustly stabilize the hybrid dynamic system of a biped walking robot performing periodic symmetric gaits. Numerical experience shows that the proposed method works very well for this challenging application and is able to considerably improve the system stability. Future work aims at investigating the robustness properties of the smoothed spectral radius and applying the approach to further applications in robotic walking and areas like chemical and power engineering (e.g. to simulated moving bed processes [26] or power generating kites [15] ). Also, it might be interesting to think of generalizations of the approach to the joint spectral radius of a set of matrices [4] , [25] . Our approach has been extended to continuous time systems, yielding an analogous function called the smoothed spectral abscissa, in [28] .
