ABSTRACT In this paper, we propose a novel perceptual-based intra coding optimization algorithm for the High Efficiency Video Coding (HEVC) using deep convolution networks (DCNs). According to the saliency map, the algorithm can intelligently adjust bit rate allocation between the salient and non-salient regions of the video. The proposed strategy mainly consists of two techniques, saliency map extraction, and intelligent bit rate allocation. First, we train a DCN model to generate the saliency map that highlights semantically salient regions. Compared with the texture-based region of interest (ROI) extraction techniques, our model is more consistent with the human visual system (HVS). Second, based on the saliency map, a modified rate-distortion optimization (RDO) method is designed to adaptively adjust bit rate allocation. As a result, the quality of the salient regions will be improved by allocating more bits while allocating fewer bit rates for the non-salient regions. The experimental results demonstrate that our approach can deal with multiple types of video to enhance the visual experience. For conventional videos, the proposed method achieves 0.64-dB PSNR improvement for the salient regions and saves 3.02% bit rate on average compared with HM16.7. Moreover, for conversational videos, the proposed method can significantly reduce the bit rate by 8.65% without dropping the quality of important regions.
I. INTRODUCTION
The High Efficiency Video Coding (HEVC) standard, approved by the Joint Collaborative Team on Video Coding (JCT-VC), greatly outperforms previous standards H.264/AVC in terms of coding bit rate and video quality [1] . The superior compression efficiency is owed to adopting several novel techniques, such as the flexible hierarchical coding structure and multiple prediction modes [2] . HEVC provides three block concepts, which consist of coding unit (CU), prediction unit (PU), and transform unit (TU) [3] . CU is the basic coding unit, with a size ranging from 8 × 8 to 64 × 64, which can be split into the PU and TU [4] . The PU is used for prediction and always takes the size of its CU in intra-coding [5] . The TU is the unit for transformation and quantization to a size that does not exceed the CU size [6] . Moreover, to improve the accuracy of intra-prediction, HEVC
The associate editor coordinating the review of this manuscript and approving it for publication was Madhu S. Nair. adopts 35 prediction modes for each PU [7] . To obtain the most suitable size and mode, each CU, PU, and TU block recursively performs a RDO evaluation. This ''try all and select the best'' philosophy can maximize the coding efficiency.
However, the RDO method optimizes the coding performance only based on the conventional objective metric [8] , which ignores the perceptual characteristics of the video content. Actually, the quality of different parts of a frame of a video should be different. The salient regions should maintain higher quality, while non-salient regions should be of low quality to save the bandwidth.
Hence, more bits should be allocated to salient areas of a frame of picture, and fewer bits for non-salient areas, to which people pay less attention. Take a news broadcast video for example, it is reasonable to improve the quality of the announcer's regions. Because we pay less attention to the background, we can allocate fewer bits to those regions to save the bandwidth. Therefore, it is highly desirable to develop a perceptual-based rate control algorithm, that can largely save the bit rates for some special applications. Figure 1 shows the experimental results of the proposed perceptual-based method compared with the standard HEVC algorithm for the Akiyo video sequence under low bit rates. It can be observed that compared with HEVC, the proposed method obtains clearer facial features and a better visual experience.
Recently, there has been a growing interest in perceptual video coding optimization. More specifically, Wu et al. [9] have proposed a medical ultrasound video coding method with HEVC based on ROI map. They develop an effective an ROI extraction technique based on image-textural features. According to the ROI map, the quantization parameter (QP) is adaptively adjusted for ROIs and non-ROIs. Yang et al. [10] use the Prewitt filter to extract perceptual features, which are utilized to optimize the RDO process by perceptually adjusting the Lagrangian multiplier. To our best knowledge, the existing perceptual-based video coding approaches merely use deep learning methods to extract the saliency map [11] . Compared with traditional ROI extraction methods, deep learning methods are more consistent with the human visual system.
In this paper, we design a DCN model to locate multiple regions of saliency within each frame of a video. Model training needs only be done offline. Moreover, a perceptual feature guided RDO approach is proposed for HEVC. The proposed method adaptively adjusts the Lagrangian multiplier in the RDO process according to the perceptual characteristics of the video content. Experimental results demonstrate that the proposed method can significantly improve the perceptual coding performance, compared with the original RDO process in HEVC.
The rest of the paper is organized as follows. Section II presents an overview of related works. Section III gives a detailed description of the proposed perceptual-based video coding optimization algorithm. Experimental results are discussed in section IV. Section V concludes with future areas for research.
II. RELATED WORKS
Over the past decade, a large number of scholars focused on perceptual-based image or video coding optimization algorithms. According to the application field, the methods can be classified into three main categories: conversational or surveillance video coding, medical image or video coding and conventional video coding.
A. CONVERSATIONAL OR SURVEILLANCE VIDEO CODING
For conversational or surveillance videos, the background is often fixed and most attention is paid to the people or objects in the foreground. Therefore, there is no need using the same metrics to code the foreground and background. Deng et al. [12] propose an ROI-based bit allocation approach for HEVC to improve the subjective quality of conversational videos. In their method, the robust SURF cascade face detector is employed to extract the regions of interest (ROI) in a conversational video. According to the extracted ROI results, they develop a perceptual rate-distortion model to improve the subjective quality. Xu et al. [13] introduce a novel hierarchical coding method for conversational videos based on HEVC. In contrast to the previous ROI-based HEVC optimization algorithms, their method allows unequal importance to facial features by generating a pixel-wise weight map. Experimental results demonstrate that the visual quality of the face, in particular, facial features, can be enhanced by their approach. In order to reduce the coding cost of a surveillance video, Xing et al. [14] present a method to encode the foreground objects and the background separately. They perform a ROI extraction method following the block partition in the HEVC's quadtree structure. By subtracting the ROIs, they get the background-layer video. Their method achieves a significant total bit-rate saving and remarkable bit-rate cost reduction on ROIs. In order to improve the perceptual video quality, Goswami et al. [15] propose a low complexity skin tone detection technique for ROI coding in HEVC. Experimental results indicate their method improves the detection precision with low complexity, which paves the way to ROI-based HEVC optimization.
B. MEDICAL IMAGE OR VIDEO CODING
In medicine, ultrasound or endoscopic images contain large regions of black background, which are used for recording patient information and has no use for doctors' diagnosis. Thus, these regions can be coded with fewer bit rates. Sanchez and Hernández-Cabronero [16] present a novel graph-based rate control method for ROI coding in the pathology image. Their approach is designed for block-based predictive transform coding methods, by compressing the non-ROI with a lossy method while ROI with a lossless method. BartrinaRapesta et al. [17] design an ROI coding approach that is able to prioritize multiple ROIs at different priorities, ranging from lossy to lossless coding. The insight of their method is owed to the combination of RDO with a strategy allocation. Yee et al. [18] propose an ROI-based medical image compression method based on better portable graphics (BPG). They apply lossless BPG compression algorithm to the ROI areas, and lossy BPG for non-ROI regions. Compared with traditional image compression techniques, the compression rate is improved between 10-25%. VOLUME 7, 2019 C. CONVENTIONAL VIDEO CODING For conventional video, the perceptual-based optimization method is designed by enhancing the quality of important regions and decreasing the quality of unimportant regions. These methods can reduce the bit rate without influencing visual experience. Meddeb et al. [19] introduce a novel ROI-based rate control (RC) algorithm. They designed a tile-based rate control method and implement it to HEVC. Experimental results show that their method achieves a better representation of the ROI while respecting the global rate constraint. Zeng et al. [20] propose a perceptual sensitivitybased rate control algorithm for HEVC based on the human visual system observation theory. The perceptual sensitivity is measured by a mean squared error (MSE) metric. After this, a bit allocation technique is performed. More bits are allocated to those regions with higher perceptual sensitivity. Experimental results indicate that their method is able to improve the perceptual coding performance. Zhang et al. [21] propose a novel rate control scheme for ROI mode coding based on a discrete Fourier transform coefficient model and radial basis function neuron network. Their method performance outperforms conventional algorithms, especially for the sequence with obvious ROI details.
D. SUMMARY AND ANALYSIS
The aforementioned algorithms are performed based on the attention mechanism, that prominent texture regions might attract more attention than sparse texture regions. Undoubtebly, they can be used for special needs and improve the visual experience. However, most of them use texture or color features to analyze the perceptual importance regions of an image. They rarely use deep learning methods to extract the saliency map, which is more consistent with human perception system. Additionally, few of them make a comprehensive performance evaluation for both conversational and conventional videos. In this paper, we propose a perceptual-based HEVC optimization method based on DCN to improve the perceptual performance.
III. PROPOSED PERCEPTUAL-BASED CODING OPTIMIZATION METHOD
The purpose of the perceptual-based video coding method is to improve the coding quality of the salient regions of a video. The key is to extract the perceptual maps of the input video according to human visual characteristics, and effectively use these perceptual maps to guide the whole video coding. In order to improve the coding quality of salient regions, a rate-distortion optimization scheme guided by saliency map features is designed. Therefore, the bit rates can be adaptively allocated based on the perceptual saliency map of each frame. The proposed perceptual-based HEVC optimization algorithm mainly consists of two techniques: saliency map extraction using DCN and the bit rate allocation approach. The two techniques will be discussed in detail as follows.
A. EXTRACT SALIENCY MAP WITH DCN
Deep networks have been successfully applied to a variety of applications, such as image classification [22] , object detection [23] , and semantic segmentation [24] . In the paper, our purpose is to train a DCN to detect the salient regions of a frame [25] . Unlike the traditional object detection model, our model merely needs to precisely segment objects boundaries, while it is critical to approximately identify and locate multiple objects of a frame. In a normal DCN model, a set of 3D feature maps are learned to recognize an individual class [26] . For example, given an n×n image, the parameters of the layer, l, need to be calculated as follows:
where d 1 represents the number of features of layer l, and k is the max pooling stride size. C donates the number of the class. For such networks, learning a model with this many parameters would need a large amount of computation. It is very important to ensure real-time in video compression.
With the aim of reducing the complexity of the algorithm, some optimization strategies are explored. Most CNN models are designed for classification or recognition tasks. For example, ImageNet is designed for recognition of various animals, flowers, and other objects. In our model, there is no need to distinguish every category of every species. By folding similar sets of classes into a more general class, we dramatically reduce the number of classes. It is obvious that most images contain only a few classes, so building a separate feature map for each class is computationally inefficient. As long as objects of these combined classes have a similar structure, they will be classified in the same general category. The map produced will be almost identical. Moreover, many classes have similar lower-level characteristics, even when the number of classes is relatively small. Therefore, to reduce the number of parameters, the parameters are shared across the feature maps for different classes.
The architecture of the saliency map extraction network is presented in Fig. 2 . Our model is designed on the basis of classic VGG network [27] , that largely consists of convolution layers. Just before the final output layer, we perform global average pooling on the convolution feature maps instead of softmax in the case of categorization. Besides this, to improve the detection performance of all objects, we use the sigmoid active function.
Let Z c l represent the total sum of the activations of layer l for all feature maps for a given class c. f k (x, y) donates the activation of unit k in the last convolutional layer at spatial location (x, y). Thus, Z c l can be obtained by the following formula:
We define S c (x, y) to indicate the importance of the activation at the spatial grid leading to the classification of an image to class c. As a result, we can obtain the multi-structure saliency map.
As shown in Figure 2 , the global average pool outputs the average value of each unit's characteristic graph in the last convolution layer. These values are weighted and are used to generate the final output. We compute the weighted sum of the feature maps for the final convolution layer to obtain the saliency map. The model is trained with the Caltech data set consisting of 256 classes of man-made and natural objects, common plants and animals, buildings, etc. We tested the CNN model on the video test sequences recommended by JCT-VC. Figure 3 illustrates four different frames, along with the corresponding saliency maps and heat maps generated by our method. It can be seen that the proposed method can deal with multiple types of video from simple to more complex ones. The salient content of the image can be accurately captured whether it includes the human body, animal or objects. When encoding, it is important that we should not degrade the quality of human bodies or other main objects. Moreover, the salient region is arbitrary shape and gradually-changed, which will avoid the square effect when incorporating it into HEVC.
B. INTERGRATING THE SALIENCY MAP WITH HEVC
The efficient coding performance of HEVC comes from its more flexible division of the coding unit and higher precision angle prediction mode. In order to evaluate the compression efficiency of each candidate configuration, the RDO technique is utilized. The rate-distortion cost is expressed as the following equation: where SSE represents the sum of the squared residual, and Bit denotes the coding bit rate. λ is the Lagrangian multiplier, which acts as a weighting factor between distortion and bits:
where α is a constant defined according to experiments, QP represents the quantization parameter. This ''try all and select the best'' philosophy can maximize the coding efficiency; however, the RDO method ignores the perceptual characteristics of the video content. It can be seen that λ plays a very important role in the optimization of the coding performance.
A lager λ will result in a lower bit rate and higher distortion, and vice versa [28] . Unfortunately, λ is only a function of QP, which hardly pays attention to human visual system (HVS) perception. Therefore, we incorporated the saliency map into the RDO process to guide the adjustment of the Lagrangian multiplier. In the previous section, we used deep convolution neural networks to obtain the saliency map, which is an eight-bit grayscale image. The larger value region indicates the current region tends to have important information, and vice versa. Corresponding to the HEVC division method, the saliency map is also divided into 64 × 64 coding tree units (CTU). The sum of all pixels in each CTU of the saliency map is calculated, represented by Saliency CTU . Hence, the larger Saliency CTU should be encoded with high quality by allocating more bits. The content-based RDO is modified as follows:
where Saliency CTU represents the importance value of the current CTU, while Saliency max and Saliency min denotes the respective maximum and minimum importance value of the saliency map of the current frame, respectively. As can be observed, the value of k belongs to the closed interval [m,n]. m and n are empirically determined, relating to the bit rate and distortion. m determines the coding quality and bit rate of non-salient regions. The larger the value is the fewer bit rates the non-salient regions is allocated to encode. On the contrary, n is related to the coding performance of salient regions. The smaller the value of n, the higher the image quality of salient regions. However, a small value of n impose a burden on the bit rate. By inducing the parameter k, the bits for each CTU can be adaptively adjusted according to video content. Especially, the CTU located at the important region will be assigned a smaller Lagrangian multiplier, so that it will allocate more bits to encode. On the contrary, the CTU located at the unimportant region will be assigned with the larger Lagrangian multiplier, as it can tolerate a larger amount of distortions.
For conventional videos, our aim is to improve the coding quality of salient regions. Besides, the quality of non-salient regions should not decrease too much and the bit rate of the coding should not increase. With that aim, m and n are empirically determined as 2 and 0.5. For conversational videos, we define a larger m to save the bandwidth and improve the visual experience simultaneously.
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL CONDITIONS AND EVALUATION METRICS
In order to evaluate the performance, the proposed method is implemented on the recent HEVC reference software (HM16.7). The experiments are run on the Intel Core i5-6300HQ CPU @2.30 GHz with a 4-GB memory. Twentyfour test sequences from class A to class F, recommended by JCT-VC [29] , are used to carry out the experiments. Class A to class E belong to conventional videos, while class F mainly consists of conversational videos. The experiments are configured under an all-Intra configuration. For each sequence, 100 frames are tested with different quantization parameters (QPs): 22, 27, 32, and 37.
The unmodified HM16.7 encoder is used as the anchor. The coding performance of the proposed method is measured in terms of bit rate, coding time and PSNR [30] . The PSNR difference for the whole image, salient regions, and nonsalient regions are calculated between the proposed method and the standard HEVC algorithm, respectively. Additionally, to assess the bit rate and coding time performance, we consider the calculation of BR and T . These metrics are defined as follows: 
where PSNR proposed , BitRate proposed and T proposed represent the PSNR, bit rate, and encoding time of the proposed algorithm, respectively. PSNR HM 16.7 , BitRate HM 16.7 and T HM 16.7 depict the PSNR, bit rate, and encoding time in HM16.7, respectively. BR represents bit rate increase, and T denote the total encoding time changing. with the standard HM16.7 under the same setting. The value for m and n is set to 2 and 0.5, respectively. The QP is set to 32. From the experiment results, we can see that the proposed algorithm achieves average 0.46 dB PSNR improvement in salient regions, 0.29 dB PSNR reduction in non-salient regions and 0.22 dB PSNR reduction of the whole video. Speaking generally, we pay more attention to the salient regions, while the non-salient regions hardly catch our eyes so much. The PSNR reduction in non-salient regions has little effect on the visual experience. Additionally, the bit rate is dropped by 3.02% and coding time is increased by 7.45% on average. In our experiment, we make use of reduced-dimension processing to the high-resolution image and projects it to low-dimensional space to extract the importance map using DCN. Therefore, for high-resolution video, there is only a small increase in coding time. For low-resolution video, however, as most of the time is spent on saliency map extraction, the coding time increases. Experimental results demonstrate that the proposed algorithm is indeed able to improve the visual quality in salient regions and save the bit rate, with nearly the same quality of the whole video.
B. EXPERIMENTAL RESULT
For conversational videos, such as class F, the background is single and usually contains few information. In this case, we can define a larger m. The bandwidth can be saved by dropping the coding quality of the background. However, this method will not reduce the visual experience, as people pay less attention to the background. Table 2 depicts the performance of the proposed method compared with standard HM16.7 for class F when changing m and n. It can be seen the parameter n mainly affects the image quality of salient regions. The smaller the value of n is, the higher the obtained quality of the salient regions. On the other hand, the higher m is, the lower the bitrate needed for coding the video. However, a bigger value of the m will drop the image quality of the non-significant areas. It can be concluded that with the configuration of m = 6 and n = 0.5, the bit rate can be saved by 8.65% on average, while still maintaining the high quality of the salient regions.
To evaluate the coding performance intuitively, Figure 4 shows the rate-distortion (RD) curves of four test sequences in class F compared with HM16.7. The parameter is configured with m = 6 and n = 0.5. It can be observed that the RD curves of the whole regions (blacke solid and dotted lines) of each video sequence almost overlap together. This means that the proposed method nearly obtained the same overall coding quality for each frame. However, using the proposed method, we get a higher PSNR value at the salient regions compared with HM16.7. The improvement is obtained at the expense of reducing the coding quality of non-salient regions. Experiment results indicate that the proposed approach achieves almost the same coding quality on the whole image from a low to high bit rate compared with HM 16.7. Meanwhile, it significantly improves the quality of the salient regions of the reconstruction videos and enhances our viewing experience.
To further evaluate the performance subjectively, Figure 5 shows the reconstructed frame of the six conversational video sequences encoding by HM16.7 and the proposed algorithm. As shown, under the condition of high bit rate with QP = 32, it is hard for us to distinguish between the videos encoded by the standard HM16.7 method and the proposed method. However, the proposed perceptual-based method saves 8.65% bitrate under the condition of m = 6 and n = 0.5. On the other hand, under the low bit rates with QP = 37, the parameter is configured with m = 4 and n = 0. At this condition, our method needs nearly the same bit rates as the standard HEVC algorithm. Remarkably, our method obtains clearer facial details (e.g., the nose for Akiyo sequence, and the eyes for foreman and Mother-daughter sequences).
V. CONCLUSION AND DISSCUSION
In this work, to improve the perceptual coding efficiency, we developed a saliency-map-guided RDO technique for HEVC. The technique is performed by adaptively adjusting the Lagrangian multiplier. As a result, there is a new balance between the bit rate and distortion. More specifically, we train a DCN model to identify multiple semantic regions at any scale and generate a saliency map. This provides sufficient information to perform the intelligent bit rate allocation method. To the best of our knowledge, our method is the first to use deep convolution networks in HEVC to improve the quality of salient regions of a video. This technology can specially be used for conversational or surveillance videos, which can largely reduce the bandwidth without degrading the visual experience. Future studies will concentrate on perceptual-based medical image or video coding optimization.
