Abstract
Introduction
Recently, a number of solutions have been proposed that reduce the overall cost of test as measured by test pins, data volume and test application time. These methods span from simple changes to the design (Shared Scan-in [1, 2, 3] and Dynamic Scan [4] ) to significant modifications that rely on decompressing patterns on the product for the purposes of test [5, 6, 7, 8, 9] . The simple architectures have shown to provide benefits, while minimizing the hardware overhead. In particular, the Illinois Scan architecture shows a lot of potential [2] . Minimizing the number of test patterns that are applied through the serial test mode has been shown to reduce test data volume [3] . Clearly, further reduction can be achieved if all test patterns are applied through the broadcast mode.
The compatibility introduced in [10] provides an elegant ATPG model that can be used to solve this problem. From ATPG point of view, a full-scan circuit can be considered as a combinational circuit. Accordingly, two inputs of this circuit are compatible if they can be shorted together without introducing any redundant fault in the circuit. Since the same (or opposite) logic value is applied to all inputs in a compatibility class during testing, the test data volume can be significantly reduced [10] . Further improvement in this direction was achieved using D-compatibility [11] , Ck-compatibility [12] and composite Pkcompatibility [13] .
This paper is organized as follows. In Section 2, the reconfigurable architecture is described. In Section 3, the synthesis procedure is presented. In Section 4, the experimental results are provided. Section 5 concludes the paper.
The reconfigurable shared scan-in architecture
Consider the traditional scan architecture of Figure  1 to apply deterministic ATPG test patterns. In this architecture every scan cell (flip-flop) can be provided a stimulus and every scan cell can be observed through a shift operation. Since the configuration is rigid every test pattern that uses one cell in the scan chain to control or observe values would have to operate all the scan cells. Hence, a typical test pattern would specify all the stimulus and response values for the scan cells. If one looks at the profile of the test pattern that detects a fault a small fraction of the stimulus points need to be specified and observed. Thus, ATPG tools randomly fill the unspecified positions after ATPG compaction is performed to obtain values for every scan flip-flop. This fact has been utilized to create many new solutions to lower the test data volume and test application time [5, 6, 7, 8, 9] .
The solutions typically address the stimulus part and the response part of the test patterns separately. It should be noted that in all the cases a mix and match of the input side and output side solutions is possible. On the output side the signature register has been the most commonly used mechanism. The dynamic scan architecture proposes an alternative solution for output side test data reduction, while preserving observability and X-tolerance of the circuit. On the input side, shared scan-in and dynamic scan architectures both have shown significant promises with low overhead. In general, the dynamic scan architecture has a higher degree of freedom for scan-chain reconfiguration including bypassing and changing an order of scansegments within a scan chain. The reason is that dynamic scan architecture is oriented to a passive strategy for test data volume reduction based on analysis and modification of test patterns. In contrast, the shared scan architecture (as it is shown in Figure 2 ), is oriented to an active strategy for test data volume reduction utilizing the fact that many different test patterns may detect a particular fault. Since the scan chains are shorter a significant test application time reduction can be achieved. However, this architecture creates dependencies in values across the scan cells connected to the same scan-in. As a result, some faults that require different values for the dependant scancells cannot be tested in this configuration called a broadcast test mode. These faults are tested in another mode where the all scan chains are configured as a single scan chain called a serial test mode. Benefits are achieved when most of the faults are tested during broadcast test mode. However, as the sharing gets more aggressive fewer faults can be tested during the broadcast mode. Clearly, the number of potential conflicts can be initially reduced by performing an analysis to improve the membership of flip-flops in the architecture of Figure 2 . However, there always exist faults that cannot be tested in the broadcast test mode. These faults must be tested in the serial scan mode. To avoid this, we propose a reconfigurable scan-chain architecture such that all faults can be detected in broadcast test mode. We apply compatibility analysis to find and minimize the number of these configurations. More formally, the target fault set is divided into subsets such that each subset can be tested by a single configuration. The derived scan-chain configurations define a composite compatibility relation if the intersection of untested detectable faults is empty [13] . The combined scan architecture is shown in Figure  3 . Accordingly, the membership of scan chains to the scan-in is defined by mapping logic consisting of muxes, wires and inverters. We only consider direct and inverse compatibility relations between scan chains during the compatibility analysis. Reconfiguring the scan chains provides an efficient mechanism to generate test patterns for all detectable faults in broadcast mode. As a result, we may expect a considerable reduction in both test data volume and test application time for the reconfigurable architecture in respect to Illinois Scan architecture ( Figure 2 ). In the next section, we present more details of the proposed synthesis procedure.
Synthesis procedure
The implemented synthesis procedure includes the following steps:
1) Defining a set of scan cells for each scan chain; 2) DFT synthesis and test logic insertion; 3) Selecting the first scan-chain configuration; 4) Defining the target fault list and running compatibility analysis to find next configuration; 5) Generating test patterns for all untested faults using the current scan-chain configuration; 6) Repeating steps 4 and 5 until all detectable faults are tested, i.e., at least one test pattern detect each detectable fault. Hereafter, we will present more details on the steps of this synthesis procedure in two subsections. In Section 3.1, we describe the processes of determining the membership of the scan chains and selecting the first configuration. In Section 3.2, we describe the compatibility analysis.
Conflict analysis-based DFT synthesis
The efficiency of the proposed architecture can be improved by minimizing the number of untested faults in each configuration. If all the faults can be tested in the first configuration, we would not be required multiple configurations [1, 14, 15] . Unfortunately, this is not possible when a large number of scan chains are connected to a single input. However, by minimizing the number of untested faults for each configuration, the number of configurations, processing time and total number of test patterns can potentially be reduced. This step is especially important for the first configuration, since the target fault list includes all stuck-at faults. Minimizing the number of untested faults in the first configuration significantly reduces the time required to select the subsequent configurations. To achieve this, a simple topological analysis is applied before constructing scan chains such that the number of potential conflicts is minimized. Accordingly, a potential conflict occurs if a pair of cells in one logic cone belong to different scan chains driven by the same scan input. Our goal is to create N different scan chains of equal length (L) driven by M inputs such that the number of potential conflicts is minimized. The input for this phase is the original circuit prior to test logic insertion and the output is N scan chains driven by M different scan inputs. To keep the degree of freedom for DFT synthesis as high as possible, the order of each scan chain is not specified. In this way, the DFT synthesis engine has a higher flexibility to order each scan chains such that physical and routing constraints are satisfied. It should be noted that an alternative solution that specifies the exact scan chain ordering would increase the number of detected faults. However, fixing the scan chains without considering physical and routing constraints is unacceptable [16] and therefore was not considered.
When creating the first configuration, it is important to have an algorithm that doesn't relay on ATPG. Therefore, we used the following heuristic approach to determine the first configuration. First, the logic cones are topologically ordered by the output of the cone. Next, we go through the inputs of each cone and assign the first L unassigned scan cells to the first scan chain. The following L unassigned scan cells are assigned to the next scan chain and the process continues until all scan cells are assigned to a chain. Given the way in which the scan chains were selected, it is likely that most scan cells in a given cone are either in the same scan chain or scan chains immediately before and after the scan chain. Therefore, a majority of the scan cells that are dependent on each other are either in the same scan chain or in adjacent scan chains. This means that we can obtain the first configuration by assigning every Mth scan chain to the same scan input. In this way, width compression (input space reduction) from N*L to M*L is achieved, i.e., compression ratio is N/M. Clearly, if the maximum number of cone inputs K is smaller than M*L then a large percentage of the faults can be tested in the first configuration.
Alternatively, a more computationally intensive Max-Cut algorithm could be used for deriving the first configuration. In this case, the potential conflicts are represented by a graph G=(V,E), where the set of vertices corresponds to the set of scan cells and there exists an edge between any two vertices when the corresponding scan cells share at least one common cone. The number of potential conflicts can be minimized by an N way Max-Cut of equal size. Next, the first configuration can be derived by an M way Max-Cut over the scan chains. Although, this method guarantees a lower number of conflicts than the presented heuristic approach, the computation time can be impractical for some industrial circuits. Therefore, the heuristic method was used in our experiments.
Compatibility Analysis
In general, two ATPG-based strategies for width compression can be used: passive and active. The passive strategy [11] is based on analysis of a set of pre-computed test patterns while the active strategy [10, 12, 13] identifies the compatibility relations by setting constraints during ATPG. Clearly, the active strategy can achieve much higher reduction in the number of compatibility classes.
However, the processing time of the active strategy is much higher because the compatibility analysis may involve hundreds of ATPG runs for a target fault list. In this sense, the processing time of compatibility analysis may become an important issue that, in fact, determines the overall efficiency and applicability of the proposed synthesis procedure. Taking this into account, we try to keep processing time of the compatibility analysis at a reasonable level.
Accordingly, the compatibility analysis is run for all untested faults after the first configuration. The goal is to minimize the number of untested faults from the target fault list using the current scan-chain configuration. The target list includes all faults detected by ATPG run without constraints, i.e., any dependency between scan chains. In this way, we assume that the ATPG system should be able to generate a test pattern for each fault in the target list by a given abort limit. This approach takes into account the fact that ATPG is an NP-complete problem and some aborted faults may occur when the abort limit is set low during the compatibility analysis. As a result, the final fault coverage may vary even when the same abort limits are used during regular ATPG and compatibility analysis because some aborted faults may be detected by simulation.
The implemented procedure for compatibility analysis has three phases: 1) Deriving compatibility classes: All scan chains are initially considered as independent. First, the number of independent scan chains is minimized using passive strategy for width compression based on the pre-computed set of test patterns. As a result, all directly or inversely compatible chains form up to M compatibility classes. 2) Minimizing the number of the independent scan chains: ATPG for the target fault list is run to check compatibility relations between independent scan chains and compatibility classes. If an independent scan chain is either directly or inversely compatible to all scan chains in a compatibility class, then this chain is included into this compatibility class.
3) Minimizing number of untested faults:
The untested faults introduced by including an independent scan chain into a compatibility class are identified by running ATPG for the target list. The best result determines the compatibility class and compatibility relation for the current independent chain. This phase continue until all independent scan chains are included into M compatibility classes.
The worst case complexity of this compatibility procedure is O(MN′) number of ATPG runs where M is the number of scan inputs and N′ is the number of independent scan chains after the first (passive) phases. More formally, during the first phase, we consider that test patterns are consistent with a certain configuration if there does not exist a conflict, i.e., all test patterns can be applied with this scan-chain configuration. In this way, the number of independent scan chains can be significantly reduced without running ATPG. However, the compatibility analysis could be still time consuming if the number of faults in the target list is too big since many scan chains may remain independent after the first phase.
Experimental Results
The proposed synthesis procedure was tested using the ISCAS'89 benchmark circuits and three industrial circuits. Table 1 shows the characteristics of the industrial circuits. Each circuit was run through the proposed procedure and compared against results of the regular ATPG and Illinois Scan. The comparisons were performed for different compression ratios to analyze the behavior of the proposed synthesis procedure.
Circuit
Gates All experiments were run using the Synopsys tools DFT compiler and TetraMax on Ultrasparc II, 400 MHz. For all experiments, the ATPG abort limit was set at 10. First, we created N scan chains with maximum length L as described in section 3.1. Next, we run experiments for the regular ATPG and Illinois Scan using the first scan chain configuration. Finally, we derived a set of scan chain configurations using the compatibility analysis procedure described in section 3.2. These configurations were used to generate test patterns by sequentially going through all configurations until the same or better test coverage than the regular ATPG was achieved. For the industrial circuits, we restricted the number of configurations to 4. For the ISCAS'89 benchmark circuits, the stopping criterion was the same fault coverage as the regular ATPG.
When applying high compression ratio to a circuit, the primary inputs could take up a large portion of the test data volume. To avoid this, a wrapper around the primary inputs and outputs was created so that each wrapper chain was no longer than the longest scan chain. In this experiment, the fault list consisted of all faults in the processed circuit including the combinational part, all scan chains and wrapper logic. The experimental results are given in Table 2 .
The data volume reduction (DVR) for Illinois Scan was estimated as PN/(P b M + P s N), where P, P b , P s are the number of patterns required for regular ATPG, broadcast mode, serial mode and N, M are the number of scan chains, scan inputs for the proposed scheme. The DVR and application time reduction (TATR) for the proposed scheme are calculated as PN/P r M, where P, P r are the number of patterns required for regular ATPG and all configurations of the proposed scheme.
In our experiments, we have used a minimum number of scan inputs M to show the effectiveness of the proposed scheme with limited flexibility for reconfiguring. However, lets assume that Circuit A had 8 scan inputs in regular ATPG mode and 2 inputs with 32 scan chains in the proposed scheme. In this case, to achieve the same compression ratio N/M, we need increase the number of scan chains from 32 to 128. Having more scan chains actually gives more flexibility during compatibility analysis but may also increase area overhead. Furthermore, as the scan chains become shorter the DFT synthesis becomes more constrained and routing problems could occur. Therefore, the designer has to take into account these tradeoffs. The last two columns in Table 2 showed the deviations in the fault coverage and the ATPG overhead in respect to the regular ATPG. When the ratio between input space M*L and the maximum number of cone inputs K is too small the processing time for the compatibility analysis may significantly exceed the processing time of the regular ATPG. Also, we observed a negative impact on the fault coverage when this ratio is too small. The reason for a gain in the fault coverage was that some aborted faults during the regular ATPG were detected in another scan-chain configuration. The reason for a lost in the fault coverage was due to an increased number of aborted faults during compatibility analysis when input space of the circuits was too small.
These results show that Illinois Scan becomes ineffective after a certain compression ratio. Obviously, the proposed synthesis procedure is able to achieve higher DVR than Illinois Scan. The reason is that fewer faults are detected in the broadcast mode as the compression ratio N/M increases. Therefore, Illinois scan takes a big hit in having to run a large number of serial mode patterns. In the proposed scheme, we eliminate this problem by detecting all faults in broadcast mode. Thereby, allowing us to apply scan sharing more aggressively.
For the processed ISCAS'89 benchmark circuits, the proposed synthesis procedure outperforms the technique reported in [6] and extra DVR was 1.6-4x. In general, the proposed procedure can achieve better results as the circuit size gets larger. As the circuit size gets larger, the number of scan cells increases and the length of each scan chain becomes longer for a given compression ratio. Since the maximum number of cone inputs K is limited therefore having longer scan chains will reduce the probability of conflicts. As a result, we are able to achieve higher compression ratio with lower processing and area overheads. 
Conclusions
In this paper, an efficient procedure for test data volume reduction based on the shared scan-in architecture and compatibility was described. First, a topological analysis was used during DFT synthesis to minimize the number of potential conflicts. Next, compatibility analysis was applied to derive a minimum number of scan-chain configurations such that all detectable faults were tested in broadcast test mode. By avoiding an application of test patterns in serial test mode a reduction up to 170x was achieved in both test data volume and test application time. This experiment also showed that for circuits with similar characteristics, the reduction increases with the size of the circuit. Therefore, the proposed scheme works best for large circuits where test data volume and test application time are critical.
