ABSTRACT Frequency estimation of a noisy signal in under-sampled conditions is a challenging problem, which has proved to be effectively solved by Chinese remainder theorem (CRT). To enhance the estimation efficiency and robustness to noise, an improved CRT estimator based on spectrum correction is proposed. Based on a comprehensive error analysis of the CRT-based frequency reconstruction model, it is emphasized that, for different signal-to-noise ratio (SNR) cases, the two main errors (discrete Fourier transform (DFT) resolution error and noise error) exert distinct effects on the original CRT-based estimator. For the purpose of removing DFT resolution error, the Tsui corrector is suggested to be incorporated into the proposed estimator. Moreover, the proposed estimator can achieve a high efficiency since it employs small-sized DFT. Numerical results show that the proposed estimator not only can achieve a high estimation accuracy but also can lower the SNR threshold for successful reconstruction, which present the vast potential in the frequency estimation of short-observation and undersampling cases.
I. INTRODUCTION
Frequency estimation of a high-frequency waveform plays an important role in a wide range of applications such as wireless communication and radar ranging [14] . However, this problem can hardly be solved in a direct and discretized way. This is due to the fact that, limited by Nyquist theorem, sampling a high-frequency signal requires employing higher-speed analog-to-digital converters (ADCs), thereby consuming large power dissipation and high hardware cost.
To estimate the frequency of an under-sampled waveform, recently, two mainstream estimators were proposed: co-prime sensing based spectral analyzer [13] and Chinese Remainder Theorem based estimator [16] , [17] . As to the co-prime spectral analyzer, the frequency estimation is provided by a panorama spectrum consisting of multiple bins, and each bin is acquired by pairwisely implementing statistical cross-correlation operation on the IDFT (Inverse DFT) outputs of two polyphase filtering channels. However, this statistical averaging consumes both heavy computation burden and large latency. In contrast, a CRT-based estimator achieves less latency, since CRT can uniquely recover an integer from its remainders of several moduli, as long as this integer is less than the least common multiple (lcm) of these moduli [17] .
As is known, conventional Chinese Remainder Theorem is not robust in that a small error of any remainder may cause reconstruction failure. In order to enhance the robustness to remainder errors, in recent years, a lot of improved CRT reconstruction algorithms, which are tolerable to remainder errors ranging between 0 and a quarter of the greatest common divisor (gcd) of moduli, have been proposed [5] , [18] .
For a CRT-based frequency estimator, its computation complexity lies in two aspects: CRT reconstruction and remainder acquisition. A lot of approaches were developed to reduce the computation complexity of CRT reconstruction. For example, Li et al. [6] and Li and Xia [7] simplified the 2-D searching of the folding integers involved in the conventional CRT into a 1-D searching procedure. Following this, Wang and Xia [15] proposed a closed-form robust CRT procedure, which does not require any searching operations and thus the computation complexity is further reduced. Nevertheless, to our best knowledge, little work was done in reducing the computation complexity of remainder acquisition.
For the existing CRT-based frequency estimators, to ensure less latency and smaller remainder errors, Li et al. [6] incorporated zero-padded DFT and take the indices of peak DFT bins as the remainders. However, this remainder acquisition is not efficient, since zero-padding increases the point number of DFT. Hence, a more efficient measure of remainder acquisition needs to be developed.
To derive our proposed estimator, this paper makes a comprehensive error analysis for CRT-based frequency estimators. This error consists of 2 parts: DFT resolution error and noise error. To remove the DFT resolution error, the existing CRT-based estimators only consider a special case that the signal frequency exactly equals the integer times of the DFT frequency resolution [6] , [15] , thus the resolution error of zero-padded DFT can be ignored. Nevertheless, it is more likely that the signal frequency equals the fractional times of the DFT resolution, in which the DFT resolution error is non-ignorable. Therefore, a spectrum corrector should be introduced to reduce the resolution error. Further, the selection of a spectrum corrector is of high importance in that an improper selection may bring unexpected corrector's system error. Hence, the Tsui spectrum corrector is suggested. As a result, compared to the original CRT-based estimator in [6] , the proposed estimator obtains a higher efficiency and higher robustness to the noise.
The remaining of this paper is organized as follows. In Section II, we give the model of CRT-based frequency estimators. In Section III, we analyze the error sources of a CRT-based estimator and illustrate the side effects of DFT resolution error by means of an example. In Section IV, we put forward our CRT-based estimator a spectrum corrector. Lastly, in Section VI, we present some numerical results to compare the performances of the original CRT-based estimator and our proposed estimator.
II. CRT-BASED ESTIMATION MODEL
Consider a high-frequency signal modeled as
where f 0 is the high frequency to be determined, a is the amplitude and ω(t) is the additive white noise. To estimate f 0 , it is necessary to use L low-rate A/D converters to discrete x(t) in parallel. Assume their sam-
thus 1 ∼ L are pairly co-prime. Suppose the observation interval is T . Thus, the undersampled sequence x i (
Further, for the i-th channel, we perform M i -point DFT on
) to acquire its remainder. Accordingly, the frequency resolution of the DFT spectrum is f = M i /M i = 1Hz.
Then, the individual frequency f i , the original frequency f 0 and the individual undersampling rate M i satisfy
where n i is the unknown folding integer, k i refers to the index of the peak DFT bin and δ i is a fractional frequency offset satisfying |δ i | ≤ 0.5. It can be inferred from (4) that the frequency estimate can be acquired by solving the following equations
is the frequency offset estimate. It can be found that, the formulation in (5) accords with the CRT reconstruction, in which M i corresponds to the individual moduli and the second term k i +δ i corresponds to an erroneous CRT remainderr i .
III. PERFORMANCE ANALYSIS
Obviously, CRT is a perfect reconstruction, i.e., CRT itself does not bring estimation errors. Thus, the error of a CRT-based frequency estimator is completely caused by DFT remainder acquisition. It should be noted that, as long as the signal-to-noise ratio (SNR) is not too low, the CRT remainder errorδ i in (5) depends on two factors: noisy contamination and the finite DFT resolution. Clearly, the noise error is unavoidable. To exclude the noise effect on the error analysis, it is necessary to investigate the DFT resolution error in a noiseless case.
Without loss of generality, we take an example to show the effects of the DFT resolution error on the CRT remainder. Set the parameters involved in (1)∼ (4) as follows: L = 2, M 1 = 72Hz, M 2 = 104Hz (their gcd M = 8 accordingly), the observation interval T = 1s and thus 72 samples and 104 samples are collected at the 1-st channel and the 2-nd channel, respectively. Consider two cases of signal frequencies f 0 = 300Hz and f 0 = 300.4Hz. For f 0 = 300Hz, Fig.1 (a) and Fig.1 (b) illustrate the 72-point DFT spectrum |X 1 (k)| and the 104-point DFT spectrum |X 2 (k)|. For f 0 = 300.4Hz, Fig.2 (a) and Fig.2 (b) illustrate its counterpart spectra |X 1 (k)| and |X 2 (k)|. Fig.1 shows that, no spectral leakage occur in the DFT spectra |X 1 (k)| and |X 2 (k)| and thus δ 1 = δ 2 = 0, since the signal frequency f 0 = 300Hz is exactly the integer times of f = 1Hz. Substitute the peak bin indices k 1 = 13, k 2 = 93, δ 1 = δ 2 = 0, the moduli M 1 = 72, M 2 = 104 into the model in (5) . Then, applying the closed-form CRT [15] into this model yields an accurate frequency estimatef 0 = 300Hz. Different from Fig.1 , there exists obvious spectral leakage in the DFT spectra |X 1 (k)| and |X 2 (k)| in Fig.2 , i.e., both δ 1 and δ 2 do not equal 0. If we still substitute k 1 = 13, k 2 = 93, δ 1 = δ 2 = 0 into the model in (5) . An estimate error f 0 −f 0 = 0.4Hz will be generated.
In practice, a long observation interval T actually means a large latency. Meanwhile, a short observation interval T means lack of the collected signal samples. To ensure a high DFT resolution (i.e., f remains 1Hz), for the case T < 1s, in [3] and [6] , zero-padded DFT is implemented on the collected samples. Suppose T = 0.2s. Fig.3 illustrates the zero-padded DFT spectra |X 1 (k)| and |X 2 (k)| for the case frequency f 0 = 300Hz. Different from Fig.1 , the zero-padded DFT spectra |X 1 (k)| and |X 2 (k)| in Fig.3 exhibit distinct spectral leakage. Clearly, spectral leakage attenuates the amplitude of the peak bin ( |X 1 (13)| = 1 in Fig.1 versus |X 1 (13)| = 0.208 in Fig.3 ) , thereby degrading the robustness to noise. Besides, zero-padded DFT also lowers the computation efficiency. Specifically, for the 1-st channel and 2-nd channel, although only T M 1 = 15 samples and T M 2 = 21 samples are collected, the point numbers of zero-padded DFT are 72 and 104, respectively. Therefore, the computation efficiency decreases.
Hence, it is expected to make two aspects of improvements on the original CRT-based frequency estimators: 1) For long observation interval cases, the accuracy needs to be enhanced.
2) For short observation interval cases, both the computation efficiency and the robustness to noise should be enhanced. In the next section, we resort to a spectrum corrector based on direct DFT to solve the above problems.
IV. PROPOSED SPECTRUM CORRECTION BASED ESTIMATOR A. SELECTION OF THE SPECTRUM CORRECTOR
The objective of a spectrum corrector is to remove the DFT resolution error, i.e., to obtain a high-accuracy estimateδ i in (5). Since |δ i | ≤ 0.5, a spectrum corrector actually acts as an interpolator, which calculates the ideal location between the peak DFT bin and the sub-peak DFT bin. In this way, the picket-fence effect of DFT is overcomed.
Up to now, a lot of DFT-based frequency estimators have been proposed (see [1] , [4] , [8] - [10] , [12] ). Each of them uses an interpolation function on the DFT bins in the vicinity of the peak bin to estimate the frequency offset δ, thereby playing the role of spectrum correction.
It should be emphasized that, for our proposed estimator, once a spectrum corrector is chosen, the L undersampling channels will share a same frequency offset δ. Specifically, for the i-th channel with the undersampling rate M i , since 
TM i -point DFT is implemented, its frequency resolution equals
Accordingly, for a signal with the analog frequency f 0 , this frequency offset δ equals
where '[·]' stands for the rounding operation. As a result, this frequency offset δ, which entirely depends on the product of f 0 and T , directly affects the accuracy of the proposed estimator. For example, for the Candan corrector, if |δ| → 0, it achieves a high accuracy; Nevertheless, if |δ| → 0.5, its accuracy will be degraded [1] . Hence, it is suggested to select a corrector insensitive to the frequency offset. For this sake, the Tsui estimator [12] is a better candidate than others, which will be verified in the Section VI.
B. PROCEDURE OF THE PROPOSED CRT-BASED ESTIMATOR
Incorporating the techniques involved in Section II, Section III and Section IV, we summarize the procedure of the proposed CRT-based estimator as the following steps:
Step 1) Use L ADCs with sampling rates M 1 ∼ M L to discretize the original waveform x(t) within an observation interval T , thereby yielding sequences
Step 2) For an individual i-th channel (1 ≤ i ≤ L), directly implement TM i -point DFT on x i (n) and obtain its DFT spectra X i (k).
Step 3) For an individual i-th channel (1 ≤ i ≤ L), use a spectrum corrector to acquire its peak index k p,i and offset estimateδ i . Then, the remainder estimate of this channel iŝ
Step 4) Substitute the moduli M 1 ∼ M L and the remainderŝ r 1 ∼r L into the closed-form robust CRT addressed in [15] to calculate the final frequency estimatef 0 .
Practically, the pairwise co-prime integers M 1 ∼ M L are suggested to be as close as possible, which helps to balance the storage volumes (i.e., TM i ) of different channels.
As to the closed-form robust CRT involved in Step 4, it is of simplicity, perfect reconstruction and high efficiency. Its procedure is listed in [15] .
V. PROOF OF IMPROVEMENT IN ESTIMATION ACCURACY AND COMPLEXITY

A. SNR CONDITION FOR ACCURACY IMPROVMENT
Note that in Step 2, direct TM i -point DFT rather than zero-padded DFT is implemented. Hence, for any channel, its frequency resolution f = M i /(TM i ) ≡ 1/T . In other words, for the short-observation case T 1, we have f 1Hz and thus the DFT spectrum of any individual channel becomes coarser (since the frequency resolution of zero-padded DFT equals 1Hz, as aforementioned). Hence, there exists an SNR threshold, above which the accuracy of the proposed estimator is higher than that of the original zero-padded DFT-based estimator. It is necessary to deduce the approximate analytic expression of this SNR threshold.
It should be emphasized, for a lot of the existing spectrum correctors [8] , [12] , their estimation variances actually approximate the well-known Crammer-Rao Bound (CRB) [11] . For example, the estimation variance of Tsui corrector almost reaches CRB [12] . Wthout loss of generality, CRB can be utilized to approximately deduce the aforementioned threshold. Hence, we have the following lemma.
Lemma: If co-prime integers 1 , . . . , L are close, the SNR threshold, above which the accuracy of the proposed estimator is higher than the original zero-padded DFT-based estimator, is approximately written as
Proof: [Proof of Lemma 1] As Rife and Boorstyn [11] pointed out, for an N -length exponential sequence with a normalized frequency f , the variance of its estimatef is greater than the CRB, i.e.,
where the item ρ refers to the original ratio of SNR, i.e., SNR = 10 lg ρ.
Hence, for an unbiased spectrum corrector whose estimation variance approximates the CRB, its root-mean-square error (RMSE) can be also approximately denoted as
Specifically, for the i-th individual channel with the record length TM i , its RMSE can be written as
Since 1 , . . . , L are close, it is reasonable to deduce the general RMSE of the proposed estimator by substituting M i VOLUME 6, 2018
Remind that, for the zero-padded DFT estimator, M i -point DFT is implemented at the i-th individual channel, implying that its normalized frequency resolution f i equals 1/M i . Since M 1 , . . . , M L are close, its general frequency resolution f equals 1/M . Hence, as long as the following condition holds, i.e.,
the proposed estimator achieves a higher accuracy than the original zero-padded DFT estimator does. Further, combining (10), (13) and (14), one can deduce the final analytic expression of the SNR threshold denoted in (8) .
Undoubtely, the analytic expression of the SNR threshold in (8) provides a useful theoretic reference for researchers in relevant application fields.
B. IMPROVEMENT OF COMPUTATION COMPLEXITY
In terms of the procedure summarized in IV-B, we can compare the computation complexity between the proposed estimator and the zero-padded DFT estimator.
For
Step 1, only data storage is involved and thus no computations are consumed. For Step 4, these two estimators consumes the same computation complexity to implement the closed-form CRT. Further, as is known, any spectrum corrector is actually an interpolater, which only requires substituting the peak DFT and 1∼2 sub-peak DFT bins into a fixed formula. This implies that the complexity involved in
Step 3 is neglectable. Hence, their computation difference mainly focuses on Step 2. Remind that, in Step 2, the proposed estimator implements TM i -point DFT, compared to that the zero-padded DFT estimator implements M i -point DFT. Therefore, for the short-observation case T 1, the proposed estimator surely consumes a much lower computation complexity.
VI. NUMERICAL RESULTS
In this section, we compare the robustness to noise and the accuracy between the proposed estimator and the original CRT-based estimator. The parameters of the model involved in (1)∼(4) are set as follows: L = 2, f 0 = 120000.3Hz, M 1 = 13600Hz, M 2 = 14400Hz (i.e., the two co-prime integers at SNR = −20dB; Nevertheless, for the case that frequency offset δ = 0.415 (i.e., close to 0.5), as Fig 5 (c) depicts, the failure SNR threshold of the proposed estimator (i.e., about −18dB) is about 1 dB higher than that of the original estimator (i.e., −19dB). In general, although small-sized DFT rather than large-sized DFT is employed, the proposed estimator's anti-noise robustness is not worse than the original CRT-based estimator as long as the frequency offset is not too close to 0.5.
2) In each RMSE curve of the proposed estimator with Tsui corrector or Macleod corrector, there exists an SNR threshold above which the accuracy of the proposed estimator is higher than the original zero-padded DFT-based estimator (which appears like a flat shape as SNR increases). This is due to the fact that in high SNR cases, for any estimator, the error of frequency reconstruction mainly stems from the estimator itself rather than noise contamination. As far as the original CRT-based estimator is concerned, since its CRT remainders are directly acquired by searching the peak DFT bins of the zero-padded DFT spectra, the finite DFT resolution inevitably brings a fixed system error as SNR increases.
Specifically, one can substitute T = 0.05, 1 = 17, 2 = 18, M = 800 into (8) and calculate a value SNR th ≈ −11dB. One can further find that 3 observed thresholds in Fig.5 (a),(b) ,(c) are exactly located on SNR th ≈ −11dB, which confirms the correctness of the theoretic expression (8) . What'more, clearly, this theoretic threhold SNR th ≈ −11dB is relatively low, thus our proposed estimator is of high applicable value.
3) As Fig.5 (a) , (b), (c) illustrate, in the narrow SNR region (SNR varies between the failure SNR threshold and SNR th ≈ −11dB), the accuracy of the proposed estimator is a bit worse than the original CRT-based estimator. The main reason lies in the followin: the proposed estimator uses small-sized DFT rather than large-sized DFT as the original CRT-based estimator does. Since SNR is relatively low, smaller-sized DFT means a higher tendency to suffer from noise interference. This can be considered the price paid by the proposed estimator of achieving a significant reduction of the computation complexity. 4) Among the 3 candidate correctors, one can find that the Tsui corrector and the modified Macleod corrector behaves better than the Candan corrector does. Specifically, on one VOLUME 6, 2018 hand, the RMSE curves of the former two correctors are always below that of the Candan corrector; On the other hand, as Fig.5 (a), (b) , (c) depict, the SNR th values of the former two correctors are fixed at −11dB (i.e., insensitive to the frequency offset δ), while the SNR th value of the Candan corrector deviates from −11dB in the case δ = 0.415. Besides, considering that the estimation error variance of the Tsui corrector almost reaches the CRB at any frequency offset case, we suggest incorporating the Tsui corrector into our proposed estimator.
VII. CONCLUSION
This paper presents a novel estimator which can achieve high-accuracy frequency recovery from several short-interval under-sampled waveforms. Based on a comprehensive error analysis of the original CRT-based frequency reconstruction model, this estimator adopts the Candan spectrum corrector, since it can provide accurate DFT remainders in different noisy cases. Numerical results verifies that, compared to the original CRT-based estimator, the proposed estimator not only achieves a higher accuracy entirely, but also possesses a better robustness to noise. Moreover, the computational complexity is significantly reduced. Since the existing A/D converters can hardly work in a rate higher than 500 M samples/s, it is realistic that the proposed estimator is applicable in a wide field where under-sampled frequency estimation is involved.
