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Abstract 
Since Hans Berger’s first recordings of rhythmic activity in the human brain, neural 
oscillations have been thought to play a crucial role in perception and cognition. 
Evidence has emerged in recent years suggesting that brain oscillations influence 
behaviour in a more direct manner than previously thought. In simple detection and 
discrimination tasks, observers’ performance shows continuous rhythmic 
fluctuations that reflect the influence of the so-called theta (4-7 Hz) and alpha (7-
12 Hz) rhythms intrinsic to the human brain. Given that theta and alpha are strongly 
associated with attention, it has been postulated that cyclic increases and decreases 
in perceptual performance are the result of an attentional sampling mechanism that 
processes sensory information periodically. At the same time, theta and alpha have 
also been linked to prediction and anticipation and a growing body of findings 
suggests that rhythmic fluctuations in behaviour are driven, in part, by sensory 
expectation. The exciting implication of these different observations is that it is 
now possible to investigate how theta and alpha mediate the influence of attention 
and expectation on perception directly in behaviour and concurrently derive an 
understanding of their effects on observer perceptual decisions over time.  
Applying this new method to auditory perception, this thesis examines 
whether similar behavioural oscillations exist in audition, as there is still no 
consensus on whether the rhythms observed in behaviour reflect vision-specific 
processes or constitute more modality-general functions. The studies reported here 
also extend current methods in important ways. To date, behavioural oscillations 
have been only studied in accuracy, confounding sensitivity and response bias. 
Using signal detection theory to decouple sensitivity from response bias (as 
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measured by d’ and the decision criterion c, respectively), this thesis aims to 
investigate whether behavioural oscillations are manifested mainly in sensitivity or 
response bias. 
Three experiments are reported that address the above questions. All 
employed a similar design that involved the identification of the pitch (Experiment 
1) or the ear of origin of a brief, monaural sinusoidal tone masked by uncorrelated 
broadband noise. Eighteen to twenty participants were tested per experiment, with 
each participant completing 2,000-4,000 trials which densely sampled stimulus 
presentation timing. This yielded a high sampling rate sufficient to examine the 
temporal dynamics of observer performance reliably at theta and alpha rates. 
Experiment 1 showed that observer sensitivity and response bias oscillated 
at different frequencies. As in vision, auditory sensitivity oscillated at ~6 Hz, 
exhibiting an antiphase relationship between the left and right ears that 
corresponded to the reported antiphase relationship between the left and right visual 
fields. For the first time, response bias was also shown to oscillate but at a slightly 
higher frequency, ~8 Hz, than sensitivity, which suggests that the oscillations in 
sensitivity and bias may arise from independent processes.  
To gain a better understanding of the fluctuations in bias, Experiment 2 
investigated specifically whether oscillations in bias could be related to sensory 
expectations arising from recent stimulus history. Corroborating this hypothesis, the 
results revealed a clear influence of preceding stimuli (one and two trials back) on 
observer perceptual decision in the current trial. In particular, oscillations in 
criterion, or response bias, at ~9 Hz, depended on the previous target occurring in 
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the same ear as the current one, suggesting that sensory expectation is 
communicated through ear-specific reverberations in the alpha band.  
Using an oddball paradigm, the final experiment examined the effects of 
stimulus expectation and unexpected stimulus changes on behaviour over time. In 
line with the findings in Experiment 2, Experiment 3 showed that expectation, 
induced by high-probability targets (80% of the trials), also biased perceptual 
decisions rhythmically. This was reflected in similar alpha oscillations of response 
bias, at ~9 Hz. In addition, the results of Experiment 3 revealed a new oscillatory 
effect in auditory behaviour, related to unexpected stimulus changes: one trial after 
an infrequent target occurred, accuracy fluctuated rhythmically at ~7 Hz. Though it 
is not entirely clear what the exact function underlying this oscillation is, this 
finding suggests that oscillations in sensitivity, or accuracy, do not only reflect 
rhythmic attentional sampling.  
In sum, the current findings suggest that expectation, arising from recent 
stimulus history or induced by high-probability sensory input, is communicated 
through alpha oscillations in highly selective sensory circuits (here, either the left or 
right ear). Based on the idea of ‘perceptual echo’, a long-lasting reverberatory 
response evoked by dynamic visual stimulation, a model is proposed that describes 
a putative oscillatory mechanism by which auditory expectation may bias 
perceptual decisions. The model assumes that an auditory signal presented to one 
ear evokes an echo, or memory trace, within that ear, where it continues to 
reverberate, at alpha rhythm, until the next trial and modulates the sensory 
representations of the stimulus in that trial – but only if the stimulus occurs in the 
same ear in which the echo was evoked. This simple mechanism potentially allows 
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the visual and auditory system to maintain a stable and coherent perception of the 
world, by anticipating forthcoming sensory input. In the case where an unexpected 
stimulus occurs, the perceptual system needs to update its prediction, possibly by 
modulating its sensory representations, following a detected perceptual change. 
Although we have no understanding yet of how exactly sensory predictions are 
updated (e.g., in ear-specific or global manner), the present findings provide a 
strong basis for future studies to investigate this mechanism systematically.    
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1 Introduction 
In a typical psychophysics experiment, participants are required to detect a specific 
stimulus or discriminate between two different stimuli presented repeatedly over many 
trials. Often stimulus properties are kept constant throughout the experiment and 
nevertheless accuracy fluctuates from trial by trial, such that on some trials target 
detection or identification is highly accurate, while on others the same stimulus may be 
missed or misidentified. These fluctuations in performance have been attributed to 
various factors, primarily attention which can intermittently wane in the course of an 
experiment. However, recent evidence show that these performance fluctuations are far 
from random or irregular but instead follow a slow oscillation of ~4-10 Hz (reviewed in 
section 2.1). Interestingly, this frequency band overlaps with the theta (4-7 Hz) and 
alpha rhythms (7-12 Hz) of the human cortex, which points to a link between neural 
oscillations and the fluctuations in behaviour. Corroborating this notion, a growing body 
of findings suggest that the periodic decreases and increases in perceptual performance 
are caused by the changing amplitude and phase of ongoing theta and alpha oscillations 
(section 2.2). 
What are the functions of these oscillations? By which mechanisms do they 
influence our behaviour? And do these mechanisms operate in the same way across the 
sensory modalities? These are the main questions this thesis aims to address. 
There is substantial evidence that the human theta and alpha rhythm are involved 
in attentional (section 2.2.1 and section 2.2.2) and anticipatory or predictive processes 
(section 2.2.6) which are considered fundamental to perception. Attention underlies the 
selection of relevant information from a barrage of sensory input and expectation 
contributes to perceptual continuity in a changing and noisy environment (e.g., 
  2 
Summerfield & Egner, 2009). Although a considerable amount of studies has been 
devoted to understanding the mechanisms by which attention and expectation influence 
perception and performance, only recently have researchers begun to investigate how 
attention and expectation exert their influence over time.  
Traditionally, attention has been likened to a ‘spotlight’ that is continuously 
scanning the sensory environment for relevant information. More recent results suggest 
that we ‘sample’ our surroundings through a series of ‘snapshots’ taken rapidly at 
regular intervals (section 2.1.1 and section 2.1.2). This periodic sampling mechanism 
appears to be mediated by slow brain oscillations in the theta and alpha bands and 
underlies, at least in part, the rhythmic fluctuations we observe in performance (section 
2.2.1). It is currently debated whether rhythmic sampling is a vision-specific mechanism 
or a modality-general function that operates also in other sensory modalities. Evidence 
for a similar mechanism in audition comes mainly from studies that have used either an 
external rhythm or higher-level stimuli, such as speech, to induce neural entrainment, 
following which auditory performance was shown to fluctuate in rhythm with delta (~2-
4 Hz) and theta oscillations (section 2.2.2). However, without entrainment, such 
modulatory effects could not be observed, which has led to the view that rhythmic 
attentional sampling in audition may not be endogenous and necessitate neural 
entrainment (section 2.2.3).  
The first aim of this thesis was to re-examine rhythmic attentional sampling in 
audition in the absence of neural entrainment. The three experiments presented here 
differ from previous studies in the use of dichotic instead of diotic stimulation. Brief 
pure tones, masked by dichotic uncorrelated white noise, were delivered to either the 
left or right to ensure maximal auditory lateralisation. The motivation behind this 
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particular paradigm was to be able to examine the two ears separately for any feature 
that might explain the inconsistent findings on rhythmic sampling in audition.  
The second aim of this thesis was to investigate whether the influence of neural 
oscillations on behaviour are manifested mainly in sensitivity or also response bias, 
which are not often dissociated in oscillation studies. When they are disentangled using 
signal detection theory (section 2.2.4), the results suggest that it is response bias and not 
sensitivity that fluctuates rhythmically, and that it does so at alpha (and not theta) 
rhythm (section 2.2.6). These findings have been largely ignored so far, even though 
there is exciting evidence from single-unit studies with macaques, suggesting that 
attention-related changes in sensitivity and bias may involve different brain structures 
and by implication, dissociated attentional mechanisms (section 2.2.5). Thus, 
oscillations in sensitivity and response bias may reflect responses of different neural 
systems, providing new avenues for studying their function and architecture.  
In addition, a number of recent studies have found that rhythmic fluctuations of 
bias are modulated by stimulus expectation (manipulated by target probability or 
predictive cues), suggesting these oscillations may reflect some anticipatory or 
predictive mechanism (section 2.2.6). Therefore, the third and final aim of this thesis 
was to understand how expectation may bias perceptual decisions through alpha 
oscillations, by applying methods from serial dependence research (section 2.3.2 and 
section 2.3.3) to the study of behavioural oscillations. Studies on serial dependence in 
perception have shown that perceptual decisions are strongly biased by recent stimulus 
history, however, the exact neural mechanism by which perceptual priors are 
communicated is as yet unclear (section 2.3.5). The hypothesis pursued in this thesis is 
that expectation, whether induced by target probability or arising from stimulus history, 
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biases perceptual decisions by the same oscillatory anticipatory mechanism.  
Three auditory experiments were designed to address the questions described 
above. All employed a similar paradigm that involved a brief pure tone masked by 
dichotic, uncorrelated white noise. The target tone was delivered randomly either to the 
left or right ear, at random and varying time intervals (0.2-1.01 s in Experiment 1 and 
0.2-1.2s in Experiment 2 and 3) from noise onset. The onset of the noise was 
hypothesised to reset the phase of ongoing neural oscillations in the theta and alpha 
bands, following which auditory performance to the target tone was predicted to 
fluctuate rhythmically at theta and alpha frequencies. Participants performed two-
alternative forced choice (2AFC) tasks that required them to identify the pitch 
(Experiment 1) or the ear of origin of the target tone (Experiment 2 and 3). Experiment 
1 aimed to establish whether a similar rhythmic attentional sampling mechanism exists 
in audition, as in vision. If so, does it mainly modulate auditory sensitivity or also 
response bias? To answer this question, sensitivity and response bias were examined 
separately using signal detection theory in combination with spectral analyses.   
Experiment 2 and 3 investigated the role of expectation in auditory oscillatory 
behaviour. Specifically, Experiment 2 tested whether potential oscillations in response 
bias, or decision criteria, could be influenced by sensory expectation arising from recent 
stimulus history, while Experiment 3 examined if the same was true for stimulus 
expectation, induced by high-probability targets. To this end, the target was presented 
randomly with equiprobability to both ears in Experiment 2, whereas in Experiment 3 it 
occurred with 80% probability in one ear and 20% in the other. Crucially, the oddball 
paradigm used in Experiment 3 also allowed for an examination of how an unexpected 
stimulus change might affect auditory behaviour over time. To understand the 
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anticipatory or predictive mechanisms that may underlie oscillations in response bias, 
Experiment 2 and 3 combined spectral analyses with methods from serial dependence 
research, for the first time.  
Many aspects of behavioural oscillations investigated in this thesis have never 
been examined before. Therefore, the results of the three experiments were expected to 
include novel observations that might not allow for a clear interpretation right away. 
Nonetheless, I believe that all findings presented in this thesis will provide important 
insights into the influence of brain oscillations on auditory behaviour.   
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2 Literature review 
Research into behavioural oscillations is still an emerging but already very active field. 
Although there are reviews available, their main focus is on oscillations in perceptual 
sensitivity and their link to attention (VanRullen, 2016; VanRullen, Zoefel, & Ilhan, 
2014) or on their interaction with action (Tomassini, Benedetto and Morrone, under 
review). To my knowledge, the different topics that the three studies in this thesis 
address (see chapter 1) have never been discussed in connection before. Therefore, this 
chapter gives a brief overview of the most important findings from the different areas of 
research relevant to the studies of this thesis. These includes rhythmic attentional 
sampling, signal detection theory and serial dependence.  
2.1 Rhythmic fluctuation of perceptual performance 
2.1.1 Discrete and periodic attentional sampling 
Every definition of attention is preceded by a description of two basic problems that the 
perceptual system must overcome: limited capacity and selectivity (Desimone & 
Duncan, 1995). We live in a rich and cluttered sensory environment, yet our capacity to 
process information is limited. Attention is one mechanism which allows the perceptual 
system to mitigate the processing burden and allocate its scarce resources to the most 
relevant information. Since William James (1890) famously declared that everyone 
knows what attention is, researchers have been grappling with many of its aspects, but 
above all its nature: is attention continuous or discrete, serial or parallel? 
Traditionally, attention is likened to a ‘spotlight’ that makes observers aware of 
one object at a time (Figure 2.1.1), yet in daily life we must keep track of multiple 
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stimuli at the same time (for a review, see Cavanagh & Frank, 2014). Pylyshyn and 
Storm (1988) showed that observers could visually track up to five moving targets for 
several seconds. Naturally, one limiting factor of this tracking ability is the target’s 
speed. Additionally, Verstraten, Cavanagh, and Labianca (2000) discovered that 
tracking was constrained by a temporal frequency limit of 4-8 Hz, that is, the rate at 
which a relevant object passes a given location. Probing this temporal limit further, 
Holcombe and Chen (2013) found that the rate decreased as the number of targets to be 
monitored increased: from 7 Hz (one target) to 4 Hz (two targets) to 2.6 Hz (three 
targets). A similar split in tracking capacity was observed by Alvarez and Cavanagh 
(2005) who asked participants to track visual targets in two out of four panels. The 
panels with visual targets could be arranged vertically in one hemifield or horizontally 
in separate hemifields. The temporal limit was 4 Hz when all targets were in the same 
hemifield and otherwise 2 Hz per hemifield.  
Although visual tracking shows that observers can attend to multiple events in 
parallel, contrary to the notion of a ‘spotlight’, the results are most consistent with a 
‘serial’ (as opposed to ‘parallel’) model of attention that supposes a single focus which 
switches rapidly between the targets, taking a ‘sample’ or ‘snapshot’ of the sensory 
input each time (Holcombe & Chen, 2013). The findings by Alvarez and Cavanagh 
(2005) further suggest that this sampling mechanism can split between the two visual 
hemifields and operate separately within each. Finally, VanRullen, Carlson, and 
Cavanagh (2007) showed that attention switches between multiple targets in a periodic 
manner. The authors likened this mechanism to a “blinking spotlight” that cycles 
through all potential target locations in regular short intervals.  
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Figure 2.1.1 Combined illustration of attention as a spotlight tracking multiple targets in a 
visual tracking experiment. (A) Traditional views of attention liken it to a spotlight (yellow ray) 
that scans the sensory input for relevant information. (B) Schematic of a visual tracking 
experiment. In this example, the observer must track two targets (red disks) which move around 
following random paths (indicated by the arrows) along with three distractors (black disks). 
Adapted from (Cavanagh & Frank, 2014). 
Interestingly, such rapid and periodic sampling is not uncommon in other 
animals and sensory systems. Uchida, Kepecs, and Mainen (2006) reviewed 
psychophysical data mostly from rodents (but also rabbits, fishes and insects) indicating 
that olfactory and somatosensory sampling in these animals occurs at a similar rate to 
human visual sampling, ~4-8 Hz (or a sniff/whisk every 125-250 ms). The authors 
proposed that this temporal limit could be due to the intrinsic timescales (< 200 ms) on 
which many neuronal and synaptic mechanisms operate, and attention could have 
evolved from these periodic processes as an economic and even way to distribute 
processing resources (VanRullen et al., 2007). 
With regard to audition, a number of species are known to use echolocation for 
spatial orientation, e.g., whales, dolphins and bats, with the latter being the best studied. 
Briefly, echolocating bats emit calls and use the acoustic timing and spectral 
information contained in the returning echoes to compute the 3D location of objects 
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(Schnitzler, Moss, & Denzinger, 2003; Ulanovsky & Moss, 2008). These calls vary 
starkly across bat species in frequency modulation, duration, intensity and duty cycle 
and thus, there is no common ‘sampling frequency’ underlying bat echoclocation 
similar to the whisking and sniffing behaviour in rodents and saccades in primates 
(Uchida et al., 2006). Although echolocation is not representative of human auditory 
sampling, humans can learn to use it to orient themselves (Kolarik, Cirstea, Pardhan, & 
Moore, 2014). However, we have no clear understanding yet of how exactly this is 
achieved. Nonetheless, the fact that it can be learnt suggests that we have the capacity 
for discrete sampling in audition (discussed further in section 2.2.2).   
2.1.2 Rhythmic modulation of perception 
A surprising finding by VanRullen et al. (2007) was that visual attentional sampling 
operated always periodically, even if the observer had to monitor only one target 
location. If attention sampled sensory information only periodically, Landau and Fries 
(2012) hypothesised that this should have observable consequences on perception. Since 
periodic sampling means that there are regular intervals in which the ‘spotlight’ of 
attention is on and others in which it is off, if observers were presented with a single 
target at random intervals, there should be periods in which detection is highly accurate 
and others in which it is very low.  
To test this hypothesis, Landau and Fries (2012) asked human observers to 
detect a target in either the left or right visual field. The target could occur before or 
after a salient spatial cue which directed attention to one of the two potential target 
locations and the timing of the target was varied finely within a brief period spanning 
the cue’s onset. When the target was presented after the cue, accuracy in both left and 
right target condition oscillated at ~4 Hz, increasing and decreasing depending on the 
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cue-to-target interval. In contrast, when the target was presented before the cue, 
accuracy did not fluctuate rhythmically or display any other relationship with target 
onset. An interesting difference emerged between trials on which the target location was 
congruent with the cue and those on which target and cue appeared in different 
locations: the oscillation in accuracy showed a phase difference of approximately 180º 
between congruent and incongruent post-cue targets, suggesting that attention switched 
rapidly between the two potential target locations every 125 ms (~8 Hz).  
 
Figure 2.1.2 Rhythmic sampling in visual attention. The probability of detecting the target 
depends on the target’s location (left or right hemifield) and time of presentation. The red circle 
marked with asterisks represents the cued location (in this example, right hemifield) and the 
blue circle the uncued location (i.e., left hemifield). Each is sampled by 4-Hz rhythms that 
oscillate in antiphase with respect to each other. The target (here, a grating) occurs at the cued 
location, therefore its detection probability will depend on the phase of the red oscillation which 
samples the cued hemifield. (A) The first target coincides with the peak of the red oscillation 
and therefore its detection probability is very high. Conversely, the detection probability of the 
second target is very low, as it coincides with the trough of the red oscillation. Typically, only 
one target is presented on each trial. (B) In the case where the target occurs at the uncued 
location, its detection probability will depend on the oscillation sampling the other location 
(blue curve). Cued and uncued locations are sampled in antiphase.  
Given Alvarez and Cavanagh’s (2005) findings, this ‘switching’ between the 
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two target locations (in the different visual hemifields) may be achieved by two 
oscillatory sampling mechanisms that are in antiphase. This is illustrated in Figure 2.1.2 
which depicts two 4-Hz oscillations with opposite phase. The red oscillation underlies 
the ‘sampling’ of the cued location (red circle marked by asterisks) and the blue 
oscillation that of the uncued location (unmarked blue circle). Suppose the target (a 
Gabor in this example) occurs at the cued location at a time that coincides with the peak 
of the red oscillation (Figure 2.1.2A), the probability of detecting the target is very high. 
If, on the other hand, the target occurs at the cued location but at a time that coincides 
with the trough of the red oscillation (Figure 2.1.2B), the probability of detecting the 
target is very low. In the case where the target occurs at the uncued location (not 
illustrated), the probability of detection will depend on which phase of the blue 
oscillation the target coincides with. This explains why perceptual performance 
decreases and increases in accuracy depending on the time and location of the target.  
2.1.3 Space- or object-based attentional sampling?  
In Landau and Fries’s (2012) experiment, two drifting gratings were presented in each 
visual field on every trial and the target was a contrast change on either of the gratings. 
Therefore, it may not have been the location per se that was sampled but the two 
objects. To clarify whether rhythmic sampling reflects object-based or spatial attention, 
(Fiebelkorn, Saalmann, & Kastner, 2013) tested if two potential target locations on the 
same object could evoke similar oscillations at ~4 Hz with the same antiphase 
relationship. As in Landau and Fries (2012), a spatial cue (with 75% validity) directed 
attention to a particular location following which the target occurred with varied delay 
in one of three locations: (i) cued location, (ii) uncued location on the same object or 
(iii) uncued location on a different object. When the target occurred on a different 
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object, accuracy showed a similar 4 Hz oscillation with a phase difference of ~180º as 
previously reported (Landau & Fries, 2012). In contrast, when the target occurred on the 
same object, an 8 Hz oscillation emerged with a phase angle of ~90º. The results by 
(Fiebelkorn et al., 2013) suggest that rhythmic sampling is object driven and predict the 
absence of any antiphase relationship when the target is presented without a distractor 
object. This is what Tomassini, Spinelli, Jacono, Sandini, and Morrone (2015) observed 
when they asked participants to detect a target near threshold in either the left or right 
visual field. No other object apart from the target was presented. Although accuracy 
showed an oscillation ~5 Hz, there was no observable antiphase relationship between 
the left and right target.  
2.1.4 Transient cues and action execution as phase reset events 
Landau and Fries (2012) made the important observation that the oscillations in visual 
performance only emerged after the spatial cue. Subsequent studies have investigated 
whether other events can give rise to similar oscillations in visual performance. For 
example, in the study by Tomassini et al. (2015) mentioned above, participants initiated 
trials by making a voluntary “reaching and grasping” movement at any time and a visual 
target was presented randomly before or after the arm movement. An oscillation of ~5 
Hz emerged in accuracy but starting ~500 ms before motor onset. Similar observations 
were made by Benedetto and Morrone (2017) who asked participants to make a 
horizontal voluntary saccade. A target was presented at the centre of the screen 
randomly before or after the saccade. Accuracy oscillated at ~3 Hz starting 1s before 
and lasting up to another 1s after the saccade. Taken together, the findings suggest that 
the oscillation in visual performance emerges with motor preparation (or the intent to 
make a movement) rather than with the motor onset itself.  
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Does visual performance also oscillate following an auditory signal? (Fiebelkorn 
et al., 2013) found that the oscillation in accuracy was very slow, ~1-2 Hz, when an 
auditory stimulus preceded a visual target (compared to ~4-8 Hz Hz when the cue was 
visual), suggesting that auditory cues or multisensory stimulation may lead to different 
oscillations. Benedetto, Spinelli, and Morrone (2016) tested a similar condition (audio-
HL: the target was preceded by a noise burst presented via loudspeakers) in a visual task 
(under high-luminance viewing, HL) and found no oscillation within the ~3-8.5 Hz 
band. Unfortunately, their sampling rate (the time span they probed) was too low to 
examine oscillations below 3 Hz. Importantly, when no cue or action preceded the 
target (random-HL: essentially, without phase reset), accuracy also failed to show any 
oscillation (Benedetto et al., 2016). This suggests that for oscillations in behaviour to 
emerge, a salient event or an action is required, which raises the question of the event’s 
and action’s exact function.  
As discussed in more detail below (section 2.2), it is generally understood that 
the rhythms in performance are linked to oscillations in the brain. Therefore, one 
possible function of the cue or the action execution may be to induce oscillations at the 
neural level which in turn cause oscillation at the behavioural level (as illustrated in 
Figure 2.1.3A). However, this can be dismissed, as extensive research on neural 
oscillations has shown that brain rhythms are intrinsic and ongoing, and although they 
are not necessarily always in phase, they can be phase aligned by an event. Therefore, 
for behavioural rhythms to emerge, the underlying neural oscillations may need to be 
phase aligned by some salient cue or action, as depicted in Figure 2.1.3B. Given that 
current methods for revealing behavioural oscillations involve pooling across many 
trials, there must be a repeatable phase at the start of each trial or average performance 
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would reveal no modulation at all. Therefore, the fact that behavioural oscillations are 
measurable and repeatable suggests that the cueing stimulus or execution of an action is 
an effective resetter of the phase of intrinsic neural oscillations on every trial, as shown 
in  Figure 2.1.3B for the paradigm illustrated in Figure 2.1.2.   
 
Figure 2.1.3 Two possible functions of the cue stimulus in behavioural oscillation experiments. 
(A) The cue induces the oscillations, which presupposes that the oscillations were not present 
prior to the cue. A wealth of electroencephalography (EEG) studies reporting intrinsic 
oscillations suggests this cannot be the case. (B) Alternatively, oscillations are assumed to be 
ongoing and the cue serves to reset the phase. This alternative is much more likely and is 
supported by the very fact that oscillations can be behaviourally observed. Averaging over trials 
would not reveal systematic oscillations unless the cue could reset phase and do so repeatably 
over trials.  
2.2 The influence of brain rhythms on perception 
2.2.1 Prestimulus alpha amplitude and phase predicts visual performance  
The notion that the rhythmic fluctuations in performance arise from ongoing oscillations 
in the brain is supported by a substantial body of EEG findings. For example, the 
amplitude of ongoing alpha oscillations (7-12 Hz) preceding a stimulus (by several 
hundred milliseconds) has been shown to predict visual perceptual performance, with 
decreases in amplitude (or power) leading to better performance and vice versa 
(Ergenoglu et al., 2004; Hanslmayr et al., 2005; van Dijk, Schoffelen, Oostenveld, & 
Jensen, 2008). Reduced oscillatory activity is generally thought to reflect 
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desynchronised activity of large neuronal assemblies. However, event-related 
desynchronisation (ERD) of alpha is associated with enhanced neuronal excitability in 
the thalamo-cortical system (Steriade & Llinás, 1988), while event-related 
synchronisation (ERS) of alpha with reduced neuronal excitability. In visual spatial 
attention experiments where attention is directed to stimuli in one visual hemifield, 
alpha ERS is typically observed ipsilateral and alpha ERD contralateral to the attended 
hemifield (Kelly, Lalor, Reilly, & Foxe, 2006; Sauseng et al., 2005; Thut, Nietzel, 
Brandt, & Pascual-Leone, 2006; Worden, Foxe, Wang, & Simpson, 2000). This has led 
to the view that modulations of alpha reflect a ‘gating’ mechanism that inhibit the 
processing of sensory information (for reviews, see Klimesch, 1999; Klimesch, 2012). 
Results by Romei et al. (2008), however, suggest that alpha’s functional role 
may be more intricate than a simple gating mechanism. Using transcranial magnetic 
stimulation (TMS) in combination with EEG, they showed that neural activation at 
alpha rates could actually lead to visual perceptual experience without retinal input. 
They induced illusory visual percepts (phosphenes) in blindfolded participants by 
applying TMS over the visual cortex, while recording brain activity at the same time. 
Whether observers perceived visual illusions (phosphenes) or not was found to depend 
on prestimulus alpha activity in the same way as visual target detection does (see 
above), corroborating a long-standing view that alpha activity modulates cortical 
excitability (Lopes da Silva, 1991; Pfurtscheller, 2001; Pfurtscheller & Lopes da Silva, 
1999). 
Early evidence suggested that cortical excitability might also be affected by the 
phase of alpha (Lindsley, 1952; Mathewson, Gratton, Fabiani, Beck, & Ro, 2009). This 
notion has received support from a number of recent EEG findings. Mathewson et al. 
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(2009), for instance, reported that detection probability increased when a masked visual 
target occurred ~100 ms after a peak in the alpha wave (~10 Hz) and decreased when 
the target followed a trough. Similarly, Busch, Dubois, and VanRullen (2009a) found 
that when participants were asked to detect a visual target presented near threshold 
(50% accuracy), hit and miss trials displayed a significant phase difference in the alpha 
band (~8 Hz) occurring ~100 ms before the stimulus.  
These findings are particularly intriguing because slow brain rhythms, such as 
alpha (Jensen, Bonnefond, & VanRullen, 2012; Jensen, Gips, Bergmann, & Bonnefond, 
2014) but also theta (~4-7 Hz) (Fries, 2005; Lisman & Jensen, 2013; McLelland & 
VanRullen, 2016) and delta (~3-4 Hz) (Lakatos, Karmos, Mehta, Ulbert, & Schroeder, 
2008), are known to interact with faster oscillations, in particular, gamma (40-90 Hz), a 
frequency band associated with various perceptual processes within and across the 
modalities (Buzsaki & Wang, 2012; Jensen, Kaiser, & Lachaux, 2007; Senkowski, 
Schneider, Foxe, & Engel, 2008; Tallon-Baudry & Bertrand, 1999). Modulations of 
gamma activity by the slower oscillations may be achieved through a process termed 
cross-frequency coupling, whereby gamma is synchronised with theta, whose phase 
modulates the amplitude of the faster oscillation (illustrated in Figure 2.2.1). Such 
cross-frequency coupling may be a mechanism by which attention modulates 
perception. Using magnetoencephalography (MEG), Landau, Schreyer, van Pelt, and 
Fries (2015) showed that visual performance could be predicted by 4-Hz modulation of 
gamma activity, providing some support that attentional sampling involves theta-gamma 
coupling.     
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Figure 2.2.1 (A) Illustration of theta-gamma coupling. The phase of theta oscillations 
modulates the amplitude (here plotted as power) of gamma oscillations. (B) Prestimulus 
modulation of gamma activity by theta can predict target detection performance in visuospatial 
experiments. The probability of a hit increases with enhanced gamma activity in the hemisphere 
contralateral to the visual hemifield to which the target is presented (red oscillations). Because 
theta oscillations underlying the sampling in the left and right hemifields are in antiphase, 
gamma activity in the ipsilateral hemisphere (blue oscillations) decreases as the activity in the 
contralateral hemisphere increases. Adapted from Landau et al. (2015).      
2.2.2 Neural entrainment modulates auditory detection rhythmically 
Do similar oscillatory effects underlie auditory perception? A number of findings 
suggest that auditory detection performance can be modulated by oscillations in the 
delta band. For example, Henry and Obleser (2012) recorded EEG activity while 
participants detected 10-ms gaps in a 10-s stimulus composed of complex tones which 
was frequency modulated at 3 Hz. Such rhythmic sensory stimulation is known to 
entrain neural activity (Calderone, Lakatos, Butler, & Castellanos, 2014; Galambos, 
Makeig, & Talmachoff, 1981; Nozaradan, 2014) which, as Henry and Obleser (2012) 
went on to show, can cause detection performance to fluctuate at the entraining 
frequency, i.e., 3 Hz. Similar behavioural findings were reported by Hickok, Farahbod, 
and Saberi (2015) who first entrained participants for 1 s with amplitude modulated 
white noise at 3 Hz, after which a target tone of 1 kHz and 50 ms masked by 
unmodulated white noise was presented with variable delay. The hit rate in this study 
also showed a rhythmic modulation at 3 Hz, and similar to vision (Mathewson et al., 
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2009), improvements in performance coincided with the trough of the amplitude 
modulated noise.  
Can fluctuations in auditory performance be induced without an external 
rhythm? To address this question, Ng, Schroeder, and Kayser (2012) presented 
participants with a 4-s segment of superposed snippets of natural sounds. EEG was 
recorded while a 200-ms click embedded in the background noise had to be detected. 
Crucially, the sound extracts varied in length and thus did not create any rhythmic 
structure. As in vision, auditory detection displayed a phase relationship with 
prestimulus oscillatory activity at ~4-6 Hz, suggesting that rhythmic entrainment is not 
necessary to cause auditory behaviour to oscillate. However, it is possible that these 
phase effects resulted from neural entrainment induced by the background noise of 
natural sounds. These sounds are characterised by slow envelope modulations <5 Hz 
(Singh & Theunissen, 2003) to which the auditory cortex is particularly sensitive (Ding 
& Simon, 2012; Liegeois-Chauvel, Lorenzi, Trebuchon, Regis, & Chauvel, 2004). 
Evidence from speech research suggests that the brain tracks the speech envelope for 
comprehension by means of theta oscillations (Ahissar et al., 2001; Luo & Poeppel, 
2007; Nourski et al., 2009) . Similar neural entrainment might have been caused by the 
background noise in Ng et al.’s (2012) study.  
To clarify whether periodicities in auditory performance can be observed 
without neural entrainment, Zoefel and Heil (2013) presented participants with brief 
(12.48 ms) sinusoidal tones of 3.125 kHz in silence. As in the previous studies, the 
targets were delivered diotically through headphones around individuals’ thresholds 
with three different interstimulus intervals (ISIs). In the first experiment, the ISI was 
adjusted so that over 50% of the targets coincided with five different phases of a 2-Hz 
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oscillation, covering a full cycle. In the second experiment, the tones occurred at 
constant ISIs of 2 s in half of the blocks, which should have resulted in rhythmic 
entrainment, and in the remaining blocks, the ISIs were randomly drawn from a 
distribution identical to that of the first experiment. Surprisingly, no phase effect could 
be observed in any of the conditions, making an interpretation difficult. Nonetheless, 
Zoefel and Heil’s (2013) null finding seems consistent with unpublished results 
reviewed by VanRullen et al. (2014) which also showed no phase relationship between 
auditory detection and ongoing brain oscillations in the absence neural entrainment (i.e., 
targets presented in silence).  
Thus, it appears that the auditory and visual systems may differ in the way they 
sample sensory input over time. As auditory stimuli are characterised by temporal 
fluctuations, VanRullen et al. (2014) have argued that subsampling an input stream, 
such as continuous speech, would be detrimental to recognition. However, there is 
substantial evidence from studies on interrupted speech (either by noise or gating) that 
brief spectrotemporal glimpses of the affected signal are sufficient for speech 
recognition (e.g., Cooke, 2006), and there is no reason why the auditory system should 
use discrete sampling only when the auditory input is compromised. It could be a 
general strategy, just as in vision.  
The question remains, however, why both auditory studies Zoefel and Heil 
(2013) and VanRullen et al. (2014) failed to find similar prestimulus effects as in vision. 
As the two studies employed very similar experimental paradigms, there could be 
common limitations in their designs. For example, both studies presented stimuli 
diotically (i.e., the same stimulus is presented to each ear simultaneously and is 
perceived as originating centrally within the head), which may necessitate neural 
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entrainment in order to observe oscillatory modulation of auditory behaviour. If the two 
ears are separated by dichotic stimulation (i.e., the target is presented only to one ear 
and is perceived as maximally lateralised to that ear), rhythmic fluctuations in auditory 
performance may be observable without neural entrainment. The experiments presented 
in this thesis are the first to test this hypothesis.   
2.2.3 Perceptual echoes in vision but not audition 
The absence of another oscillatory effect, perceptual echo, in audition adds to the notion 
that auditory attentional sampling does not operate in the same way as visual attentional 
sampling. Perceptual echo is a phenomenon first reported by VanRullen and Macdonald 
(2012) who investigated the EEG response to sequences (~6 s) of random and rapid 
changes (~160 Hz) of stimulus luminance by cross-correlating the brain response with 
the luminance level to reveal a long-lasting oscillation in the alpha band, ~10 Hz 
(Figure 2.2.2). It is referred to as an “echo” because the correlation between the EEG 
response and the stimulus remains significant with lags up to 1 s. What is this 
perceptual echo and what function does it serve? 
 
 
Figure 2.2.2 Cross-correlation between the EEG response (blue curve in left panel) and 
stimulus luminance (black curve in left panel) reveals a long-lasting echo function (green and 
orange curves in right panel). Adapted from VanRullen and Macdonald (2012) and Gulbinaite, 
Ilhan, and VanRullen (2017). 
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In a typical EEG experiment, a transient and isolated event (e.g., a change in 
luminance) is presented, which elicits a brain response, the classical evoked potential 
(that varies in its components depending on the modality of the sensory input). 
Averaged across many trials, this potential can be considered an approximation of the 
system’s impulse response function (IRF) (Lalor, Pearlmutter, Reilly, McDarby, & 
Foxe, 2006), which is an important property of every system, as it predicts the system’s 
response output to any input signal. From this perspective, the echo described by 
VanRullen and Macdonald (2012) can be viewed as superposition of many impulse 
responses evoked by each luminance change.  
Such superposition has been able to explain a wide range of phenomena, 
including the well-known inhibitory effect that occurs when two flashes appear 
successively at an interval of ~50-70 ms, first described by Ikeda (1965); Ikeda (1986). 
Because each flash evokes a biphasic impulse response, they can interfere with one 
another when occurring within a certain time interval. Since then, it is generally agreed 
that the impulse response to luminance is a biphasic function with a positive and 
negative component. However, Bowen (1989) showed that the superposition of two 
biphasic IRFs could not explain the triple-flash illusion. When two brief high-
luminance pulses are presented with 0.1 s interstimulus interval (ISI), observers tend to 
see three flashes. Following a suggestion by Ueno (1977) that the IRF could be 
multiphasic, Bowen (1989) found that a model of two superposed exponentially damped 
sinusoidal functions with a frequency of 10 Hz could indeed predict the perception of 
the third flash with accuracy. This theory has been recently validated by Gulbinaite et 
al. (2017) who showed that the illusion was most robustly elicited when the interflash 
delay matched the period of individuals’ echo function. In sum, these results suggest 
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that the visual impulse response (at least, to luminance) is a long-lasting 10-Hz 
oscillation that decays over time.  
VanRullen and Macdonald (2012) speculated that this reverberatory response 
could help the visual system to maintain sensory representations to be called upon at a 
later time. Chang, Schwartzman, VanRullen, Kanai, and Seth (2017) tested this 
hypothesis by presenting participants with sequences of random and rapid luminance 
changes, which were repeated several times. The echo response to the luminance 
changes was enhanced with repeated presentations, suggesting that it does reflect short-
term memory mechanism that aids in regularity learning. Clearly, the ability to derive 
regularities from seemingly random and rapid sensory changes is highly relevant in an 
environment that is noisy and continuously varying. Therefore, one would expect the 
perceptual system to implement this mechanism in all sensory modalities. A study by 
Luo, Tian, Song, Zhou, and Poeppel (2013) has, in fact, showed that regularity learning 
in audition involves oscillatory activity. Specifically, the authors observed that different 
noise patterns elicited distinguishable phase patterns in the theta band (3-8 Hz), which 
could be indicative of a similar echo mechanism as in vision.  
To test whether perceptual echoes exist in audition, Ilhan and VanRullen (2012) 
presented participants with a pure tone with a frequency of 1,000 Hz and ~6 s in 
duration whose intensity was varied randomly (at which rate is not clear from the report 
but presumably 160 Hz, as in the visual condition). The cross-correlation revealed no 
echo function in the auditory or audiovisual condition, where the auditory intensity 
changes were paired with changes in luminance. This contrasts with results by Lalor and 
Foxe (2010) who used the same technique to estimate an auditory impulse response 
from the envelope of continuous speech successfully. However, this auditory impulse 
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response was relatively short-lived and not comparable to the long-lasting echo 
observed in vision. Nevertheless, this again suggests that high-level sounds such as 
speech, which depend heavily on cortical processes, can give rise to effects that 
approximate those in vision. Considering that visual perception also relies on cortical 
activity, VanRullen et al. (2014) have speculated that rhythmic sampling and perceptual 
echo reflect cortical mechanisms which may be only observable with high-level 
auditory stimuli.  
The three experiments presented in this thesis used only low-level stimuli. All 
three paradigms involved a brief pure tone embedded in streams of white noise. The 
noise streams were generated at the beginning of every trial to ensure that no noise 
pattern is repeated. If it can be shown that the auditory system samples low-level 
information rhythmically and perceptual echoes are involved in maintaining auditory 
sensory representations over time, this will provide strong evidence for a modality-
general oscillation-based sampling mechanism in perception. Because these rhythmic 
processes have been shown to influence behaviour, their effects were hypothesised to be 
manifested in auditory performance.  
2.2.4 Signal detection theory 
Until now, oscillations in perceptual performance have been studied mainly using hit 
rate or proportion of correct responses, p(c), without dissociating sensitivity and 
response bias. To illustrate why it is informative to examine sensitivity and response 
bias separately, take the example in Table 2.1 adapted from Macmillan and Creelman 
(2004). The table summarises the performance of two subjects in a memory experiment, 
in which they are presented a series of faces which they are asked to remember. After 
some time, their memory is tested by presenting them ‘old’ (i.e., encountered) faces 
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intermixed with ‘new’ (i.e., not encountered) faces, to which they respond ‘yes’, if they 
have seen a face before. If only the hit rate was considered, the conclusion would be that 
Subject 1 (80%) shows better memory than Subject 2 (35%), even though Subject 1 has 
a higher false alarm rate than Subject 2 because Subject 1 appears to be more likely to 
say ‘yes’. An index that considers responses to both targets and non-targets is p(c) 
which is the sum of correct responses to each stimulus, i.e., ‘old and ‘new’ faces, 
divided by the total number of responses. In this example, p(c) also suggests that 
Subject 1 performs slightly better, p(correct) = (.8+.6)/2 = .7, than Subject 2, p(correct) 
= (.35+.93)/2 = .64.  
 
 Subject 1 Subject 2 
 “Yes” “No” “Yes” “No” 
Old .8 .2 .35 .65 
New .4 .6 .07 .93 
 
Table 2.1 Example data to illustrate the importance of considering both sensitivity and response 
bias. The table summarises the performance in p(c) of two subjects in a face memory 
experiment adapted from Macmillan and Creelman (2004). Participants judge on each trial 
whether they have encountered a face before (‘old) by responding ‘yes’.  
A very different picture emerges when signal detection theory (SDT), which is a 
statistical model of how observers make perceptual decisions (Green & Swets, 1966), is 
applied. In the above example, the observer is asked to judge the familiarity of a face on 
each trial. As illustrated in Figure 2.2.3, SDT assumes that the internal representation of 
the decision variable x (which is familiarity, in this example) for each stimulus follows a 
normal, i.e., Gaussian distribution. This means that, for instance, a face that has been 
encountered before does not always lead to the same value of x but any value on the 
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familiarity continuum. Because a face that has been encountered before will be more 
familiar to the observer than a new face, x is more likely to take a value at the higher 
end of the continuum, which is why the distribution of ‘old’ face stimuli is shifted more 
to the right (blue distributions) than the distribution of ‘new’ face stimuli (red 
distributions). Therefore, sensitivity in the SDT model is the distance (normalised by 
the standard deviation) between the means of the two probability distributions 
(generally assumed to have equal variance). The further the distributions are apart, the 
greater is the observer’s sensitivity and the better his or her performance.  
How does the observer make a decision? According to SDT, every observer sets 
a decision boundary k which divides the x-axis into two parts: participants will respond 
‘yes’ if x > k and otherwise ‘no’. As illustrated in Figure 2.2.3B, some observers may be 
conservative and set their k very high. Such observers are said to be biased because he 
or she will be more likely to respond ‘no’, which results in few false alarms but many 
misses (similar to the performance of Subject 2 in Table 2.1). In comparison, the 
observer in Figure 2.2.3A is considered unbiased because the decision boundary is set at 
equal distance from the means of the two distributions which results in an equal number 
of hits and correct rejections. Based on this relationship between hits, misses, false 
alarms and correct rejections and the assumption that the decision variable for each 
stimulus is normally distributed and has equal variance, we can estimate sensitivity and 
the decision boundary using the two measures: d-prime, d’, and decision criterion, c, 
(see section 3.3.1 for more details). Reanalysing the memory results in Table 2.1 with 
SDT reveals that both subjects, in fact, show the same sensitivity, d’ = 1.1. However, 
while Subject 1 is slightly biased toward responding ‘yes’, c = -0.3, Subject 1 has a 
strong response bias in the opposite direction, c = 0.9 and tends to respond ‘no’.  
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Figure 2.2.3 Underlying probability distributions of familiarity for ‘old’ and ‘new’ faces for an 
unbiased (A) and biased observer (B). The x-axis represents the familiarity continuum. The 
distribution underlying ‘old’ faces is shifted to the right, because a face that has been 
encountered before will be more familiar to the observer than a new face. Each face evokes a 
noisy signal which leads to a value x on the decision axis; if x is greater the decision boundary k 
(green lines), the observer will respond ‘yes’ and otherwise ‘no’. Depending on the stimulus, 
this results in a hit, miss, false alarm or correct rejection. The decision boundary in (B) is set 
very high and the observer is likely to have more misses but also fewer false alarms than the 
observer in (A). The observer in (B) is said to be biased, while the observer in (A) is considered 
unbiased.   
Although an effect on c is often interpreted as an effect on response bias and 
related decisional processes, Witt, Taylor, Sugovic, and Wixted (2015) showed that 
certain visual and audiovisual illusions, such as the Müller-Lyer illusion and sound-
induced flash illusion, which reportedly induce criterion shifts without sensitivity 
changes reflect perceptual processes rather than response bias. However, as the ensuing 
debate between Knotts and Shams (2016) and Witt, Taylor, Sugovic, and Wixted (2016) 
illustrates, the interpretation of bias modulations is not straightforward and depends, in 
part, on the appropriate experimental design and underlying SDT model assumptions. 
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Bizley, Maddox, and Lee (2016) discuss similar problems related to interpreting 
sensitivity changes in multisensory paradigms. In such paradigms, sensitivity 
modulation without criterion shifts is taken to reflect crossmodal binding. However, as 
Bizley et al. (2016) illustrate by means of a number of audiovisual examples, 
crossmodal interaction does not necessarily result in binding (i.e., a unified multisensory 
percept), even if there is a change in sensitivity without changes to the decision 
criterion. In order to conclude unequivovally that a sensitivity change reflects 
crossmodal binding, the stimulus features on which observers’ sensitivity is to be 
assessed need to be orthogonal to the features that are to be bound. This highlights again 
that SDT measures are only meaningful with the appropriate experimental task and 
designs.  
2.2.5 Attentional changes in sensitivity and criterion 
Using SDT, a number of studies have shown that attention modulates visual perception 
by changing sensitivity and bias independently (Bashinski & Bacharach, 1980; 
Downing, 1988; Hawkins et al., 1990; Müller & Findlay, 1987; Muller & Humphreys, 
1991). Manipulation of attention in these studies typically involve a spatial cue directing 
the observer to a potential target location. Sensitivity at the cued location is usually 
greater than at the uncued, with little change to decision boundary (Bashinski & 
Bacharach, 1980; Downing, 1988; Hawkins et al., 1990; Muller & Humphreys, 1991). 
However, under some conditions, spatial attention can lead to a shift in bias without 
affecting sensitivity (Müller & Findlay, 1987; Shaw, 1978).  
More recently, researchers have begun to investigate the brain structures 
underlying these spatial attentional shifts of sensitivity and bias. Over the past five 
decades, single-unit recordings in the macaque have provided important insights into the 
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modulatory effects of attention on neuronal responses in the visual cortex (Desimone & 
Duncan, 1995; Reynolds & Chelazzi, 2004). Combining this technique with a clever 
design, Luo and Maunsell (2015) showed that attention-related changes in sensitivity 
but not decision criterion are associated with modulations of neuronal activity in V4, a 
region modulated by target selection based on non-spatial features (Chelazzi, Miller, 
Duncan, & Desimone, 2001). Their results complement earlier findings by McPeek and 
Keller (2004) that inactivation of the macaque superior colliculus (SC), a midbrain 
structure implicated in the control of spatial attention and eye movement (Krauzlis, 
Lovejoy, & Zenon, 2013), led to deficits in saccade target selection that corresponded to 
changes in response bias but not sensitivity. Further evidence suggesting that spatial 
attentional shifts of criteria are mediated by SC comes from a recent study by Sridharan, 
Steinmetz, Moore, and Knudsen (2017) who reanalysed data from four published 
studies, in which SC activity was perturbed either pharmacologically or by 
microstimulation (Cavanaugh & Wurtz, 2004; Lovejoy & Krauzlis, 2017; Muller, 
Philiastides, & Newsome, 2005; Zenon & Krauzlis, 2012), and showed that the reported 
behavioural changes could be accounted for by a model incorporating only criteria shifts 
rather than only sensitivity changes.  
If, as Luo and Maunsell (2015) proposed, the cortex and SC contribute to 
distinct components of attention, it would explain why Zenon and Krauzlis (2012) 
found neuronal responses in the middle temporal area (MT) and medial superior 
temporal area (MST) – two areas in the visual cortex known for their roles in motion 
perception (Rudolph & Pasternak, 1999) and their attentional modulations (Treue & 
Maunsell, 1996) – remained intact despite SC inactivation and attentional deficits. 
However, recent results by Lovejoy and Krauzlis (2017) showed that attention-related 
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changes in motion discrimination sensitivity cannot depend solely on cortical activity 
but must interact with signals from SC at some level because collicular inactivation 
affected both sensitivity and bias. Similarly, using microstimulation to induce changes 
in SC activity, Crapse, Lau, and Basso (2018) demonstrated corresponding changes in 
criteria, yet noted that in some cases the SC stimulation failed to influence the monkey’s 
response choice, pointing to possible involvement of other, perhaps cortical, areas in 
setting a decision threshold.  
Consistent with a cortical involvement, Ferrera, Yanike, and Cassanello (2009) 
showed that changes in firing rate of neurons in the frontal eye field (FEF) – an area of 
the prefrontal cortex implicated in target selection for voluntary eye movements and 
spatial attention (Moore & Armstrong, 2003; Schall, Hanes, Thompson, & King, 1995; 
Thompson, Biscoe, & Sato, 2005) – corresponded to shifts in the decision boundary. 
Similarly, Luo and Maunsell (2018) found that changes in both sensitivity and bias 
modulated the firing rate of neurons in the lateral prefrontal cortex (LPFC, Figure 
2.2.4) – another region involved in visual attention and executive functions (Lennert & 
Martinez-Trujillo, 2011; Tremblay, Pieper, Sachs, & Martinez-Trujillo, 2015). While no 
brain structure is exclusively associated with sensitivity or criterion changes, some 
structures, such as V4 which dissociates signal from noise may be more closely related 
to sensitivity shifts, while others such as SC, whose signals reach the premotor regions 
may modify bias, thereby influencing whether a response will be triggered. Moreover, 
given that the prefrontal cortex sends signals to both sensory and premotor regions, its 
activity is likely to change with sensitivity and bias (Martinez-Trujillo & Gulli, 2018). 
In sum, the findings suggest that different brain structures underlie changes in 
sensitivity and bias which in turn may reflect distinct attentional mechanisms. 
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Figure 2.2.4 Brain structures of the macaque linked to attention-related sensitivity (Dd) and 
criterion (Dc) changes. Shifts in criteria are predominantly associated with the superior 
colliculus (SC) but also with the frontal eye field (FEF). Changes in sensitivity may result from 
activity in V4 (green) but also SC. Finally, modulations of sensitivity and criterion both change 
the firing rate of neurons in LPFC. Adapted from Martinez-Trujillo and Gulli (2018).  
2.2.6 Alpha mediates the effects of priors on perceptual decisions  
Just as changes of sensitivity and decision criteria reflect contributions of different brain 
structures, distinct rhythms may mediate shifts in sensitivity and criteria. Using SDT, a 
number of studies have revealed that prestimulus power (Craddock, Poliakoff, El-
Deredy, Klepousniotou, & Lloyd, 2017; Haegens et al., 2014; Iemi & Busch, 2018; 
Iemi, Chaumon, Crouzet, & Busch, 2017; Limbach & Corballis, 2016) and phase 
(Sherman, Kanai, Seth, & VanRullen, 2016) of alpha oscillations actually predicts 
fluctuations in criterion and not sensitivity in simple target detection and discrimination 
tasks. Specifically, decreases in alpha power consistently coincide with more liberal 
criteria in vision (Iemi et al., 2017; Limbach & Corballis, 2016) and touch (Craddock et 
al., 2017; Haegens et al., 2014), which leads to higher hit rates but also increased false 
alarms (for more details, see section 2.2.4). Findings by Iemi and Busch (2018) further 
suggest that these fluctuations in criteria reflect changes at the perceptual rather than 
decisional level. Given that alpha is associated with neuronal excitability (section 
2.2.1), the authors proposed that during states of heightened excitability, for example, 
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the neural representation of both target and non-target stimuli could be amplified and 
thereby increase the hit rate in the target-present trials but also the false-alarm rate in the 
target-absent trials (see Figure 2.1.1).  
 Several lines of research have linked alpha-band activity to anticipatory 
attention and expectation (de Lange, Rahnev, Donner, & Lau, 2013; Foxe, Simpson, & 
Ahlfors, 1998; Kelly, Gomez-Ramirez, & Foxe, 2009; Kelly et al., 2006; Mayer, 
Schwiedrzik, Wibral, Singer, & Melloni, 2016; Premereur, Vanduffel, & Janssen, 2012; 
Rohenkohl & Nobre, 2011; Sauseng et al., 2005; Snyder & Foxe, 2010; Wildegger, van 
Ede, Woolrich, Gillebert, & Nobre, 2017; Worden et al., 2000). Consistent with these 
studies, Sherman et al. (2016) found evidence that alpha oscillations mediate the 
influence of expectation on perceptual decisions. In their study, expectation was 
manipulated using target probability, 75% or 25%. Critically, participants were 
informed about the manipulations beforehand inducing what could be called ‘long-term 
priors’ or predictions about the frequency of target occurrence (i.e., often or rare). As a 
result, participants were more likely to respond that the target was present in the 75 % 
condition, while in the 25 % condition, they tended to respond that the target was 
absent. Interestingly, this bias towards responding “target present” and “target absent” 
in the two conditions was maximal at the same prestimulus alpha phase, which suggests 
that there was an ‘optimal’ phase when observers’ expectation exerted a greater 
influence on their perceptual decision than the incoming sensory input. Since the phase 
of alpha can be also indicative of the level of neural excitability, observers’ perceptual 
bias (e.g., towards “target present” in the 75 % condition) may be amplified, for 
example, during certain phases of alpha when neural excitability is heightened which, in 
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turn, could increase the likelihood of one response over the other (in this case, “target 
present”), despite insufficient sensory evidence.  
The same mechanism may underlie the modulation of criterion by alpha in other 
studies, even though they did not manipulate target probability, because expectation can 
also arise from recent stimulus and response history (discussed in more detail in section 
2.3.3), giving rise to what we may call ‘short-term priors’. Using MEG, de Lange et al. 
(2013) examined the effect of ‘induced’ (by probabilistic cues) and ‘spontaneous’ short-
term priors (arising from response choice in the preceding trial) on perceptual decisions 
and found that predictive cues biased participants’ judgements about the direction of 
motion in moving random-dot displays. Crucially, these biases modulated prestimulus 
activity between 8-30 Hz (alpha and beta frequency range) over the motor cortex 
(which was correlated with activity over visual cortex). In the absence of explicit 
expectation cues, perceptual decisions were biased by subject’s response choice in the 
preceding trial (note that group mean accuracy was above 70%, suggesting a strong 
correspondence between stimulus and response) and this bias was associated with 
similar prestimulus oscillatory effects to those observed in the cued condition. In sum, 
the findings suggest that perceptual priors, whether long- or short-term and spontaneous 
or induced, bias observers’ perceptual decisions in an oscillatory manner that reflects 
the involvement of alpha oscillations.  
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2.3 Effects of stimulus history on perceptual judgements 
2.3.1 Adaptation and change detection 
At the beginning of this chapter, we discussed attention as one mechanism by which the 
perceptual system overcomes the problem of limited capacity. We have arrived at 
another mechanism, expectation, that can also relieve the system of processing burden 
by constraining the interpretation of sensory input, which is inherently ambiguous and 
noisy, on the basis of prior likelihood (Summerfield & Egner, 2009). To give an 
example, when we return home from work, we have a clear idea of what to expect when 
we open our door based on many days of repeating that behaviour. The perceptual 
system does not need to process every piece of sensory information in depth again but 
merely confirm the activated representation of our home, which we have internalised 
through repeated exposure. Repeated exposure to the same stimulus typically results in 
lower neuronal activity, which means a loss in sensitivity to the repeated stimulus 
(Grill-Spector, Henson, & Martin, 2006) but allows for new stimuli to capture our 
attention more readily. In other words, adaptation has the effect of making us sensitive 
to changes. A quick glance through our home often suffices to tell us if something is 
missing or has been moved. 
 In audition, suppression of neuronal activity in response to a repeated stimulus 
(typically, a pure tone, termed the standard) is manifested in amplitude reductions of 
the event-related potentials (ERPs) (Auksztulewicz & Friston, 2016). When a change in 
the tone sequence occurs (usually by presenting a different tone, called a deviant), a 
negative deflection in the ERP, referred to as mismatch negativity (MMN), is elicited 
between ~150-250 ms from stimulus onset (Näätänen, Tervaniemi, Sussman, 
Paavilainen, & Winkler, 2001). It is generally agreed that this adaptation and change 
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detection mechanism is pre-attentive, that is, independent of attention, with compelling 
demonstrations of MMNs in comatose patients (Naatanen, 2003). The ability to detect 
irregularities in an automatic manner has clear behavioural advantages, and a similar 
mechanism exists in vision (Czigler, Weisz, & Winkler, 2007; Stefanics, Kremlacek, & 
Czigler, 2014), suggesting it is a general function of the perceptual system.  
Although there is still some debate about the exact underlying mechanisms, the 
general consensus is that the elicitation of MMN involves predictive processes 
(Bendixen, SanMiguel, & Schroger, 2012; Friston, 2005; Garrido, Kilner, Stephan, & 
Friston, 2009; Stefanics et al., 2014; Winkler, 2007). More specifically, the MMN may 
be an error signal that alerts the perceptual system to a violation of what it expected the 
forthcoming sensory input to be. This implies that the system forms some kind of 
prediction based on the past sensory input (here, the repeated standard stimulus), against 
which the incoming stimulus is compared. When an unexpected stimulus change occurs 
(in this case, the deviant stimulus), the perceptual system is assumed to update its 
prediction. However, there is no clear understanding as yet of how this is achieved.  
 Interestingly, elicitation of MMN has been linked to increased activity and phase 
synchrony in both theta (Fuentemilla, Marco-Pallares, Munte, & Grau, 2008; Hsiao, 
Wu, Ho, & Lin, 2009; Ko et al., 2012) and gamma-related (Haenschel, Baldeweg, Croft, 
Whittington, & Gruzelier, 2000; Nicol et al., 2012). Todorovic, van Ede, Maris, and de 
Lange (2011) have linked gamma modulations to repetition suppression, having 
observed larger reduction in gamma activity and phase synchrony for expected than 
unexpected repeated tones. This modulation may be controlled by slower oscillations in 
the theta and alpha band, which are phase-coupled to gamma (von Stein, Chiang, & 
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Konig, 2000). Essentially, adaptation and change detection may involve similar 
oscillatory mechanisms to attention and selection (Arnal & Giraud, 2012). 
2.3.2 Negative aftereffects 
In addition to sensitising us to irregularities in our sensory environment (section 2.4.1), 
adaptation is also known to modulate our perception in unexpected ways. The waterfall 
illusion (Figure 2.3.1A), popularised by Robert Addams in 1834, is perhaps the most 
cited example of the so-called motion aftereffect (MAE), over which Aristotle is 
reported to have already pondered (Anstis, Verstraten, & Mather, 1998). When we gaze 
at a waterfall for a while and then turn our attention to a stationary scene, we experience 
the illusion of upward motion. Barlow and Hill (1963) discovered that this illusion was 
due to an imbalance in the maintained discharges of cells sensitive to opposite 
directions (e.g., up and down). When motion-sensitive ganglion cells in the rabbit retina 
were stimulated with a rotating random-dot pattern in the cells’ preferred direction for a 
prolonged period of time, their firing rate gradually decreased. As soon as the motion 
stopped, the firing rate fell abruptly to zero, that is, below the maintained level before 
the stimulus. The firing rate eventually returned to its baseline over 30 s, which is about 
the time course of the MAE. Barlow and Hill (1963) reasoned that during the recovery 
period, though cells sensitive to the opposite direction of the stimulation should be 
firing at the same maintained baseline discharge level and thus their firing rate would be 
still greater than the recovering cells, and this imbalance could give rise to the sensation 
of reverse movement (see also Sutherland, 2018).  
Similar neuronal adaptation has been shown in the cat and primate cortex 
(Anstis et al., 1998; Mather, Pavan, Campana, & Casco, 2008), and negative aftereffects 
can be observed in almost every visual dimension, including orientation (Gibson, 1933), 
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colour (Neitz, Carroll, Yamauchi, Neitz, & Williams, 2002), faces (Leopold, O'Toole, 
Vetter, & Blanz, 2001), and numerosity (Burr & Ross, 2008). Adaptation effects also 
exist in audition, covering a similarly wide range of dimensions, from auditory motion 
(Grantham & Wightman, 1979), sound localisation (Kashino & Nishida, 1998) and tone 
intensity (Reinhardt-Rutland & Anstis, 1982) to gender of human voices 
(Schweinberger et al., 2008) and even vocal affect (Bestelmeyer, Rouger, DeBruine, & 
Belin, 2010).  
Far from being a ‘design error’, these effects suggest that the way adaptation is 
implemented at the neuronal level may serve a general and adaptive function. Dodwell 
and Humphrey (1990) proposed that adaptation could shift the observer’s reference 
frame according to recent experience to ensure that the internal sensory representations 
stay in correspondence with the external physical environment (see also Gibson, 1933). 
This is what research on audiovisual simultaneity, indeed, has demonstrated: after 
prolonged exposure to an asynchronous audiovisual stimulus, observers shift their point 
of subjective simultaneity (PSS), clearly, to compensate for the physical and possibly 
also neural time lags (Fujisaki, Shimojo, Kashino, & Nishida, 2004). Importantly, 
findings from our research group have shown that this audiovisual adaptation occurs 
very rapidly (Alais, Ho, Han, & Van der Burg, 2017a; Van der Burg, Alais, & Cass, 
2018; Van der Burg, Orchard-Mills, & Alais, 2015), suggesting that the perceptual 
system is continually recalibrating its sensory input (Anstis et al., 1998).  
Recent studies have confirmed that this rapid and continuous recalibration 
occurs not only across the sensory modalities but also within vision (Aagten-Murphy & 
Burr, 2016; Alais, Leung, & Van der Burg, 2017b) and audition (Alais, Orchard-Mills, 
& Van der Burg, 2015). Of note is the finding by Aagten-Murphy and Burr (2016) that 
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repulsive shifts in numerosity is driven by the number of unique adaptive events, rather 
than the duration of each adapting event or the total duration of adaptation. Adding to 
that, Alais et al. (2017b) reported a surprising observation: at least in motion perception, 
the effect of the preceding stimulus (brief, random-dot patterns moving in several 
different cardinal directions) has both a negative and positive component linked to 
motion and orientation, respectively, which combine linearly to determine the current 
percept.    
2.3.3 Positive serial dependence 
It has been long known that preceding stimuli (and responses) can have assimilative or 
attractive effects on the current percept (Fründ, Wichmann, & Macke, 2014), but only 
recently have studies begun to examine this positive serial dependence more 
systematically. The findings show that a wide range of perceptual judgements, including 
orientation (Fischer & Whitney, 2014), numerosity (Cicchini, Anobile, & Burr, 2014), 
facial identity (Liberman, Fischer, & Whitney, 2014) and gender (Taubert, Alais, & 
Burr, 2016), beauty (Taubert & Alais, 2016) and perceived body size (Alexi et al., 
2018), are consistently and systematically biased towards the previous stimulus and, to a 
certain degree, the previous response (Fründ et al., 2014). As with negative aftereffects, 
the duration of positive serial dependence varies between seconds to minutes (Chopin & 
Mamassian, 2012), and there is evidence of similar positive sequential effects in 
audition (Arzounian, de Kerangal, & de Cheveigne, 2017; Chambers et al., 2017; 
Chambers & Pressnitzer, 2014; Raviv, Ahissar, & Loewenstein, 2012; Raviv, Lieder, 
Loewenstein, & Ahissar, 2014). 
Nonetheless, the fact that Alais et al. (2017b) found a positive serial dependence 
for motion (section 2.3.2) was surprising because they used dynamic stimuli. Positive 
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serial dependencies are thought to arise from a mechanism through which the perceptual 
system aims to maintain a stable and coherent perception of a sensory environment that 
is naturally noisy and disruptive (e.g., changes in viewpoint, distance, illumination, 
occlusion) and is further subject to neural noise. This can be achieved by weighting the 
present and recent past in a relative sum which smooths out momentary fluctuations. 
Positive serial dependence thus promotes continuity over change, while repulsive 
effects, such as the motion aftereffect, result from a mechanism that enhances change 
sensitivity, which would be essential in anticipating dynamic sensory input. Therefore, 
the authors predicted a negative serial dependence for motion because it would be the 
optimal strategy. The fact that they found a positive for motion in addition to a negative 
aftereffect for orientation suggests that the positive component is independent of 
stimulus properties. Furthermore, as Alais et al. (2017b) pointed out, participants were 
clearly aware of the motion of the random-dot patterns because they were highly salient 
and the task was to judge their direction, whereas the orientation was difficult to 
perceive, task-irrelevant and thus possibly unconscious. This suggests that positive 
effects are induced at the decision level from consciously perceived attributes while 
negative effects arise at the perceptual level and may not depend on conscious 
awareness. 
This conclusion aligns with the findings by Fritsche, Mostert, and de Lange 
(2017) that positive serial dependence are probably decisional biases introduced post-
perceptually. Moreover, the authors made the interesting observation that as the interval 
between stimulus and response (i.e., orientation reproduction) increased the positive 
bias also increased, suggesting some shift in working memory representations. 
According to their account, the current working memory representation is biased 
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towards the preceding perceptual decision, and the longer the response is delayed, the 
more time this bias has to increase. Using the same technique as Fritsche et al. (2017) to 
isolate perceptual and decisional sequential effects, Cicchini, Mikellidou, and Burr 
(2017) showed that positive serial dependence operates on both perceptual and post-
perceptual processes. Importantly, they also showed that this dependency is driven by 
the preceding stimulus, not the preceding response. Note that this contrasts with the 
observation by de Lange et al. (2013) that observers’ decisions were biased towards the 
previous response (section 2.3.3). Given these contradictory results, the processing stage 
at which positive serial dependence arises remains unclear, and it is possible that 
stimulus-driven and response-driven sequential effects reflect distinct mechanisms. 
 
 
Figure 2.3.1 Illustrations of repulsive (A) and assimilative (B) effects of stimulus history. (A) 
The waterfall illusion is a classic example of negative motion aftereffect: gazing at a waterfall 
(blue arrow) for a prolonged period of time induces an aftereffect whereby a static scene (red 
arrow) appears to be moving upward, that is, opposite to the downward movement of the water. 
(B) Positive serial dependence is often observed in orientation adjustment tasks. In this 
example, a Gabor patch tilted at 45° is presented on trial n-1, following which a Gabor without 
tilt (i.e., 0° on trial n) will appear titled in the direction of the previous stimulus.     
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2.3.4 Factors determining assimilation and repulsion 
It is apparent from the above discussion, however, that the sign of sequential effects 
depends on many different factors. Alais et al. (2017b) observed an attractive effect for 
motion using a two-alternative forced-choice (2AFC) task, whenever the direction of the 
current motion was close to the cardinal, yet in the study by Fritsche et al. (2017), the 
sign of the aftereffect was task-specific, with adjustment responses giving rise to 
positive and two-alternative forced-choice (2AFC) to negative effects. Similar task-
specific dependencies were reported by Taubert et al. (2016) on the same stimuli, with 
strong positive effects for judgments of the gender of faces, which is a stable attribute, 
and negative aftereffects for judgments of the emotions, which is comparatively labile. 
Generally, it seems that positive serial dependence arises most robustly with brief, less 
salient and low-contrast stimuli (Kanai & Verstraten, 2005; Pantle, Gallogly, & Piehler, 
2000; Yoshimoto, Uchida-Ota, & Takeuchi, 2014), whereas negative sequential effects 
could be more likely with strong, salient, high-contrast and long-lasting stimuli.  
Abrahamyan, Silva, Dakin, Carandini, and Gardner (2016) reported considerable 
individual differences in terms of the direction of the aftereffect: some participants, 
described as “switchers”, tended to respond opposite to their previous choice, while 
others preferred to “remain” with whatever response they gave in the preceding trial. 
Similar individual differences have been reported by Arzounian et al. (2017) for pitch 
judgements. Interestingly, these observed serial dependencies in audition were based on 
observers’ preceding responses. Finally, findings by Chopin and Mamassian (2012) 
suggest that negative and positive serial dependence may follow different time courses, 
such that depending on when a stimulus is presented, it induces a negative or positive 
sequential effect. Specifically, they found that stimuli close in time led to negative 
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aftereffects, while those more remote gave rise to positive assimilation. Taken together, 
these results add to the notion that the mechanisms underlying positive serial 
dependences and negative aftereffects are dissociable.  
2.3.5 What are the neural mechanisms underlying serial dependence?  
We have a crude understanding of the neural mechanisms underlying adaptation and 
negative aftereffects (section 2.3.1 and section 2.3.2). However, the neural mechanisms 
by which positive serial dependence emerge are largely unknown. It is assumed that the 
prior is generated at mid to high levels of processing, and fed back to early sensory 
areas, which in turn modify the prior (Friston, 2005; Lee & Mumford, 2003; 
Summerfield & de Lange, 2014; Summerfield & Koechlin, 2008; Yuille & Kersten, 
2006), but we do not know how this information is propagated. One possibility is that 
recursive propagation and updating of the prior is related to low-frequency neural 
oscillations (de Lange et al., 2013; Sherman et al., 2016; VanRullen, 2017). If so, 
behavioural oscillations could provide an excellent tool for examining the potential 
oscillatory nature of serial dependence and, more generally, the role of expectation in 
perception.  
 This was tested in two auditory experiments (Experiment 2 and 3). Both 
employed a two-alternative forced-choice task that required participants to determine 
the ear of origin of a brief monaural pure tone, masked by dichotic white noise. As 
serial dependencies in audition have been mainly shown for pitch discrimination until 
now, the results of the two studies could clarify whether other aspects of auditory 
processing, such as sound localisation, also exhibit sequential effects. In Experiment 2, 
the target tone occurred randomly with equiprobability in both ears. In this case, recent 
stimulus history should give rise to sensory expectation. In Experiment 3, the tone 
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occurred in 80% of the trials in one ear and in 20% of the trials in the other. Here, the 
high-probability target should induce strong stimulus expectation over time. It was 
hypothesised that in both cases, expectation would bias perceptual decisions in an 
oscillatory fashion.  
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3 Methods 
3.1 Participants 
Twenty healthy adults (7 male, 3 left-handed, mean age 21.8 ±3.9) participated in 
Experiment 1 and eighteen in Experiment 2 and 3. The participants’ hearing was not 
audiologically tested, however all reported normal hearing. Moreover, participants’ 
thresholds (tested using a staircase procedure, see section 3.2) for each ear were 
compared to ensure that there was no binaural asymmetry. After inspecting participants’ 
auditory thresholds and (log-transformed) reaction times in Experiment 2, four (one 
male) were excluded from the data analysis for the following reasons: three exhibited 
large differences in mean auditory threshold between the left and right ear (1 standard 
deviation from the group mean) and one displayed an atypical distribution of very long 
reaction times (2.5 standard deviations from the group mean). The mean age of the 
remaining 14 participants (3 male and 2 left-handed) was 21.14 ± 4.22. Six participants 
from Experiment 2 participated in Experiment 3. One participant, who had been 
excluded from the data analysis of Experiment 2, was also excluded from the data 
analysis of Experiment 3. The subject information of one female participant was lost. 
The mean age of the 16 participants (with subject information) was 24.13 ± 7.07. Four 
of the 17 participants were male and two were left-handed. All participants provided 
written, informed consent. The study was approved by the Human Research Ethics 
Committees of the University of Sydney.  
3.2 Experimental material and procedure 
The experimental design and technical equipment were kept largely the same across the 
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three studies. Participants sat in a dark room and listened to auditory stimuli via in-ear 
tube-phones (ER-2, Etymotic Research, Elk Grove, Illinois). They wore earmuffs on top 
of the tube-phones (3M Peltor 30dBA) to isolate external noise. The broadband white-
noise masks were 2 s long and randomly generated each trial. To ensure that the noise 
masks were both clearly lateralised and uncorrelated, the left- and right-ear maskers 
were each a time-reversed duplicate of the other. As illustrated in Fig. 3.1, the noise 
segments were presented to both ears with simultaneous onset and the target was a brief 
sinusoidal tone of 10 ms delivered with a random stimulus-onset asynchrony (SOA) of 
at least 0.2 s from noise onset. The intensity of the target was kept around individuals’ 
thresholds (75 % accuracy) for each ear using an accelerated stochastic approximation 
staircase procedure (Faes et al., 2007; Garcia-Perez, 2011). Participants responded via 
button press on a response box (ResponsePixx, Vpixx Technologies, Saint-Bruno, 
Quebec) and were instructed to respond as soon as possible while the noise masker was 
still present. Trials where participants responded after the noise masker or before the 
target tone occurred were discarded from the analysis. The next trial started after a silent 
inter-trial interval (ITI) of random duration between 1.2–2.2 s. Seventy fully 
randomised trials were presented in each block lasting ~5 minutes. Participants were 
allowed to rest after every block. Prior to the experiment, they completed 1-3 practice 
blocks of 20 trials with feedback, but no feedback was provided during the experiment. 
Finally, stimuli were presented using the software PsychToolbox (Brainard, 1997) in 
conjunction with DataPixx (Vpixx Technologies, Saint-Bruno, Quebec) in MATLAB 
(Mathworks, Natick, Massachusetts).  
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Figure 3.2.1 Schematic of two example trials. (A) Trial timeline for Experiment 1. On each 
trial, white noise was presented simultaneously to both ears for 2 s. A pure tone of either 2 kHz 
or 2.5 kHz and 10 ms duration was delivered with equiprobability to the left or right ear. The 
target SOA was randomly selected from an interval of 0.2-1.01 s post noise onset. The ITI 
jittered randomly between 1.2-2.2. s. Participants had to determine whether the target was a high 
or low tone. (B) Trial timeline for Experiment 2 and 3. As in Experiment 1, a tone of 1 kHz and 
10 ms duration was embedded in two 2-s segments of white noise delivered simultaneously to 
each ear. In Experiment 2, the target occurred with equiprobability in the left or right ear. In 
Experiment 3, the target occurred with 80% probability in the left ear and 20% in the right ear in 
half of the blocks and vice versa in the remaining blocks. The order of the blocks was 
randomised. The target SOA was randomly selected from an interval of 0.2-1.2 s post noise 
onset. The ITI jittered randomly between 1.2-2.2. s. Participants responded whether the target 
was in the left or right ear.  
3.2.1 Experiment 1: Bilateral pitch identification (2AFC) 
Participants were required to identify the pitch of the target, irrespective of its ear of 
origin, in Experiment 1. To familiarise the participants with the two target tones which 
differed in frequency, 2 kHz and 2.5 kHz, each tone was presented four times before 
every block. The targets occurred randomly and with equal probability (50%). Although 
the target’s ear of origin was irrelevant to the task, we made sure that the targets 
occurred randomly and with equal probability in each ear. Participants responded by 
pressing one of two vertically aligned buttons with the thumb and index finger of their 
dominant hand: the upper button for ‘high’ and the lower button for ‘low’ tone. The 
targets were delivered with random SOAs ranging from 0.2-1 s. Participants completed 
30 blocks of 70 trials (2,100 trials in total per participant). The first six trials of each 
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block were discarded under the assumption that the threshold required some trials to 
stabilize. Trials in which participants’ reachtion time (RT) exceeded the 99 percentile of 
the individual RT distribution were also excluded.  
3.2.2 Experiment 2: Identification of ear of origin (50% target probability) 
In Experiment 2, participants identified the ear of origin of a 2-kHz sine tone, presented 
with equal probability to each ear. Responses were given by pressing one of two 
horizontally aligned buttons with their left and right thumb for ‘left’ ear and ‘right’ ear, 
respectively. The targets were delivered with random SOAs ranging from 0.2-1.2 s. 
Participants completed 40 blocks of 70 trials (2,800 trials in total per participant). 
Instead of excluding the first six trials of every block, as in Experiment 1, trials were 
excluded, if the target intensity exceeded the 95 percentile of the individuals’ intensity 
distribution.  
3.2.3 Experiment 3: Identification of ear of origin (80% vs. 20% target probability) 
Experiment 3 differed from Experiment 2 only in target probability. In half of the 
blocks, the target occurred with 80% probability in the left ear (henceforth, Left 80%) 
and 20% probability in the right ear. In the remaining blocks, the target occurred with 
80% probability in right ear (Right 80%) and 20% probability in the left ear. 
Participants completed 30 blocks of 70 trials for each condition (4,200 trials in total per 
participant). Intensity and RT outliers were excluded as in Experiment 2.   
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3.3 Data analysis 
3.3.1 Curve fitting 
To examine whether the behavioural data show rhythmic fluctuations over time, we can 
sort the trials in terms of target SOA (from noise onset), t, and fit sinusoidal curves of 
different frequencies (e.g., f = 4, 5, 6… 10 Hz) to the data: 
 𝑦 = 𝐴 cos(𝜔𝑡 + 𝜙) +	𝑎/, (1) 
where a0 is a constant, ω is the angular frequency (ω = 2𝜋f) we want to test and A and f 
represent amplitude and phase of the sinusoidal fit. Note that this is equivalent to the 
Fourier series model in (2):  
 𝑦 = 𝑎/ + 𝑎1 sin(𝜔𝑡) + 𝑏1 cos(𝜔𝑡), (2) 
where a0 is a constant and a1 and b1 are the sine and cosine coefficients respectively. 
The amplitude, A, and phase, 𝜙, can be derived from a1 and b1 as follows:  
 𝐴 = 	5𝑎16 + 𝑏16 (3) 
 𝜙 =	 tan91 :;<; (4) 
Our preference of model (2) over model (1) is motivated by convenience: the sine and 
cosine coefficients allow us to simultaneously evaluate the amplitude and phase of each 
fit without additional computations.  
To examine the temporal dynamics of sensitivity and response bias, a sufficient 
number of trials per time point is required to estimate them reliably. For that reason, we 
grouped the trials into equal non-overlapping and rectangular time bins (e.g., 42 bins, 
each of 19.5-ms width for Experiment 1) and computed for each bin the d-prime (d’) 
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and decision criterion (c) according to signal detection theory (SDT) (Green & Swets, 
1966; Macmillan & Creelman, 2004). To obtain c, the sum of the z-transformed hit (H) 
and false alarm rates (FA) is multiplied with -0.5. Non-zero values of c indicate a bias 
towards one of the responses.  
 𝑐 = −0.5	 ×	C𝑧(𝐻) + 	𝑧(𝐹𝐴)G (5) 
Dividing the difference between z-transformed hit and false alarm rates by the square 
root of two yields d’ for a two-alternative forced-choice task (2AFC):  
 𝑑I = J(K)9J(LM)√6  (6) 
Note that we adopt a definition of 2AFC task that is unconcerned with whether the 
stimuli to be discriminated are presented on each trial (simultaneously or successively). 
As long as the stimuli are symmetric to the observer, his or her choice is considered 
unbiased (Pelli & Farell, 2010; Prins & Kingdom, 2016). Figure 3.3.1B below 
illustrates why discrimination sensitivity should be equal to √2 times detection 
sensitivity when the stimuli are symmetric.  
 
Figure 3.3.1 Application of signal detection theory (SDT) (A) Example of how hits (H) and 
false alarms (FA) were defined to compute d-prime (d’) and decision criterion (c). For 
Experiment 1, the hit rate was based on the correct responses to high tones and the false alarms 
were based on the incorrect responses to low tones. In this example, we only consider targets 
presented to the left ear. The same computation was done for targets presented to the right ear. 
For Experiment 2 and 3, the hit rate was based on the correct responses to right targets and the 
false alarm rate on the incorrect responses to left targets. Misses and correct rejections are 
abbreviated as M and CR. (B) Two-dimensional interpretation of 2AFC task. The y- and x-axis 
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represent the decision axes for high and low tone, respectively. The two concentric circles 
represent the probability density distributions of the two stimuli seen from above. The decision 
boundary (green line) is perpendicular to the dotted orange line connecting the two means, i.e., 
d’(high) and d’(low). Pythagoras' theorem can be applied to d’(high vs low) = √2 d’(high) = √2 
d’(low). Adaptation of Fig. 7.1. from Macmillan and Creelman (2004). 
In all experiments, sensitivity showed a negative, slightly quadratic trend which 
was removed before curve fitting with a second-order polynomial fit (using the 
MATLAB function polyfit). Using the function fit from the MATLAB toolbox Curve 
Fitting, we fitted the Fourier series model in Eq. (2) to the resulting temporal sequences 
of sensitivity and criterion (separately) with the non-linear least-squares method (a 
standard implementation in MATLAB), whereby the sum of squares of the residuals, 
SSres, were minimised through successive iterations (400 iterations in total). We fixed 
the frequency for each fit but allowed the phase and amplitude to vary (two degrees of 
freedom). The goodness of each sinusoidal fit can then be compared using the 
coefficient of determination: 
 𝑅6 = 1 −	RRSTURRVWV, (6) 
where SStot is the total sum of squares. The coefficient thus reflects the proportion of 
variance in the dependent variable that can be predicted from the independent variables, 
with 𝑅6 = 1 indicating a perfect fit.  
 For Experiment 1, the curve fitting method was applied to both the individual 
subject and aggregate data (obtained by pooling all single trials across the group). 
Although curve fitting is a relatively robust method and particularly useful in visualising 
how sensitivity and response bias fluctuate over time, it has the drawback that it 
involves data binning. Choosing an appropriate bin width is a delicate matter because it 
is a trade-off between the temporal and frequency resolution. Increasing the bin width 
  50 
increases the reliability of the d’ and c estimates (because the number of trials per bin is 
greater) but reduces the sampling rate (related to the total number of bins), thereby 
reducing the frequency resolution. This balance is particularly difficult to achieve when 
analysing individual subject data. Therefore, a different approach was used for 
Experiment 2 and 3. As described in more detail below (section 3.3.2), this method does 
not require binning but allows for an estimation of participants’ sensitivity and response 
bias based on single trials. 
3.3.2 Linear regression 
Instead of fitting a sinusoidal curve to the response data and evaluate its fit, it is possible 
to model the response yi (i = 1, 2… n, where n is the total number of trials) to a target 
presented at time ti (i.e., the interval from noise onset to target onset in seconds) as the 
linear combination of harmonics at a particular (angular) frequency ω (compare with 
Eq. 2):  
 𝑌YZ = 	𝛽/ + 𝛽1 sin(𝜔𝑡Z) + 𝛽6 cos(𝜔𝑡Z), (7) 
where Ŷn is the predicted responses and 𝛽0, 𝛽1	and	𝛽2 are fixed-effect regression 
parameters that can be estimated using the linear least-squares method implemented in 
MATLAB as the fitlm function from the Statistics and Machine Learning toolbox. To 
retain some consistency between the individual data and aggregate data analysis, 
sensitivity and response bias were analysed separately, that is, yi reflected either 
individual accuracy or response bias. Therefore, the model used in this analysis is a 
special case of the general linear model (GLM), as it is restricted to one dependent 
variable, also called multiple linear regression (for similar approaches, see Benedetto, 
Burr, & Morrone, 2018; Tomassini, Ambrogioni, Medendorp, & Maris, 2017). Figure 
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3.3.2 illustrates schematically how the linear regression analysis was applied to the 
temporal dynamics of response bias for one subject. 
 
Figure 3.3.2 Schematic illustration of the linear regression analysis based on single trials 
applied to the individual subject data of Experiment 2 and 3. In this example, we examine the 
response bias of one subject. We compute the sine and cosine value of the time at which the 
target was presented (t = 1, 2… n) for every tested frequency from 4-12 Hz (in 0.01-Hz steps). 
For example, the target in trial 7 (t7) occurred with 0.61 s delay from noise onset. Here, we want 
to test a 10-Hz oscillation, therefore the phase, 𝜃 = 0.61 s * 2𝜋	* 10 Hz. We repeat this for all 
trials and use the sine and cosine, sin(𝜃) and cos(𝜃), as regressors to estimate the parameters b1 
and b2 (b0 is a constant) for all responses (coded as 0 = ‘left’ and 1 = ‘right’) in y.  
The model in (7) estimates the regression parameters adequately when the 
sampling rate is uniform across the time series. As this condition may not always be 
met, the full model, which includes a third independent regressor containing information 
about the stimulus, is used: 
 𝑌YZ = 	𝛽/ + 𝛽1 sin(𝜔𝑡Z) + 𝛽6 cos(𝜔𝑡Z)	) + 𝛽]S	(𝑡Z), (8) 
where S is the stimulus at time t and takes the value –1 or +1 for left and right target 
respectively. Sensitivity was examined based on participants correct and incorrect 
responses in which case yi = 1 for correct and yi = 0 for incorrect. To analyse response 
bias, yi took the value 1 when participants made a ‘right’ response and 0 when it was a 
‘left’ response. Note that Tomassini et al. (2017) are correct in using a generalised 
linear model with a logit link function to model binary responses. In an ideal scenario in 
  52 
which the observer has no internal noise, simulation results suggest that the generalised 
linear model indeed outperforms the linear model; in more realistic settings, however, 
the two models yield comparable results (Knoblauch & Maloney, 2008), which our own 
simulations corroborate (not reported here). Because the interpretation of the regression 
coefficients is less straightforward when using a link function, especially when there are 
more than one regressors involved, the model in Eq. (8) is preferred.  
To measure the group’s coherence in terms of both phase and amplitude at each 
frequency, the sine and cosine regression parameters were averaged across all 
participants, i.e., Β1 = 	 1Z ∑ 𝛽1Za  and Β6 = 	 1Z ∑ 𝛽6Za , where n = 15 and i = 1, 2… n, and an 
amplitude spectrum was computed by taking the vectorial average of the individual 
estimates given by the square root of their sum squared for every frequency:  
 𝐴	 = 	5Β16 + Β66 (9) 
The mean phase, 𝜃, by taking the arctangent, that is, the inverse of the tangent of the 
averaged sine regression parameter divided by the averaged cosine regression 
parameter: 
 𝜃	 = 	 tan91 b;bc (10) 
3.3.3 Null hypothesis 
Similar to the visual cue in Figure 2.1.3B, the noise onset in Experiment 1-3 was 
hypothesised to reset (or align) ongoing oscillations in the theta and alpha band to the 
same phase on every trial and predicted periodic increases and decreases of auditory 
sensitivity and response bias depending on the target SOA from noise onset (see Fig. 
2.1). To test the null hypothesis that there is no relationship between target SOA and 
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any rhythmic fluctuation of sensitivity or response bias, two randomisation procedures 
were used.  
For Experiment 1, the bootstrap test from Benedetto et al. (2016) was adopted. 
By randomly drawing from the original dataset an equal number of trials with 
replacement, 2,000 surrogate datasets were constructed, which were submitted to the 
same analyses as the original data. As illustrated in Figure 3.3.3 (top panels), this 
yielded a joint distribution of sine and cosine coefficients for every tested frequency 
(blue dots) which was compared against zero by determining the 95% confidence region 
(red shaded disks). In Figure 3.3.3A, the confidence region does not include the origin 
(i.e., the intersection of the x- and y-axis). Therefore, the null hypothesis can be rejected. 
In contrast, the confidence region in Figure 3.3.3B includes the origin and thus, the null 
hypothesis cannot be rejected. To compute an exact p-value, a line (red dotted line) was 
drawn through the origin and perpendicular to the mean phase of the bootstrap 
distribution (black dotted line) and the points that fell beyond the red dotted line 
opposite to the mean phase (red dot) were counted. The sum of those points is b in the 
following equation from Phipson and Smyth (2010): 
 𝑝	 = 	𝑏 + 1 𝑚 + 1⁄  (11) 
and m is the total number of bootstraps. Because a range of frequencies (4-12 Hz in 0.1-
Hz steps) was tested, a false discovery rate (FDR) (Benjamini & Hochberg, 1995) of 
10% (Genovese, Lazar, & Nichols, 2002) was used to correct for multiple comparisons 
across all tested frequencies. This involved determining the critical p-value. Any result 
with a p-value equal to or less than the critical p-value was considered significant.  
For Experiment 2 and 3, a permutation procedure was used whereby the 
responses of each individual trial were shuffled across all SOAs, effectively destroying 
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any relationship between target onset and response (Ernst, 2004). This procedure was 
repeated 2,000 times and the resulting surrogate dataset were submitted to the same 
analysis as the original data. Each iteration (out of 2,000), a vector of sine and cosine 
coefficients was obtained for every tested frequency (from 4-12 Hz in 0.1-Hz steps) and 
the largest vector was selected irrespective of frequency. As shown in Figure 3.3.3 
(bottom panels), this resulted in a joint distribution of maximal vectors (blue dots), 
against which the original observation (red dots) was compared. To compute a p-value, 
the proportion of maximal vectors equal or greater than the original observation was 
determined (Groppe, Urbach, & Kutas, 2011). In practice that meant counting the 
number of points falling outside the red circle (representing the 95% confidence region) 
in Figure 3.3.3 (bottom panels). The null hypothesis was rejected, if p < 0.05 which the 
result in Figure 3.3.3C likely satisfies but not the result in Figure 3.3.3D.  
 
Figure 3.3.3 Randomisation based two-dimensional (2D) significance tests. (A) The blue dots 
represent the vectors of sine and cosine coefficients obtained by bootstrapping the original data 
2,000 times. The red dot represents the mean of the bootstrap distribution and the black dotted 
line indicates the mean phase angle. The pink shaded disk encompasses 95% of the data which, 
in this example, does not include zero; therefore, we may reject the null hypothesis. To compute 
the p-value, we count the points that fall beyond the red dotted line opposite to the mean phase 
  55 
(red dot). (B) The results shown here were obtained by the same bootstrap procedure as in (A). 
In this example, the 95% confidence region includes zero and thus the null hypothesis is likely 
true. (C) The blue dots represent the vectors of sine and cosine coefficients obtained by 
permuting the original data 2,000 times. The red dot indicates the original sine and cosine 
vector. The pink disk encompasses all vectors obtained by permutation that are equal or less 
than the original vector. In this example, the proportion of permuted data exceeding the original 
observation is likely to be less than 5% and we may reject the null hypothesis. (D) The results 
plotted here were obtained by the same permutation procedure as in (C). In this example, the 
proportion of permuted data (blue dots) exceeding the original observation (red dot) is likely 
larger than 5%; therefore, we cannot reject the null hypothesis.     
In addition to evaluating the sine and cosine vectors, the goodness of fit (as 
measured by R2) of the original aggregate data (i.e., single trials pooled across all 
participants) was compared against that of the permuted data for each tested frequency. 
For Experiment 1, this involved determining the 95 percentiles of the R2 distribution 
obtained from the surrogate data and examining which frequency exceeded this 
threshold. In Experiment 2, a stricter criterion was applied. For each randomisation, the 
maximal R2 was determined, irrespective of the frequency (similar to creating the joined 
distribution of maximal vectors). This resulted in a distribution of maximal R2 from 
which the 95% confidence threshold was computed and exact p-values were obtained 
(using Eq. 11).  
3.3.4 Subject variability 
As the results of Experiment 1 were mainly based on aggregate data, a jackknife test 
was applied to ascertain that the results of the curve fitting analysis were not driven by 
one observer. This test involved removing one participant at a time and computing the 
goodness of fit for each frequency again each time. The results, summarised in the 
Appendix (section 7.1), were visually inspected for any bias.  
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3.3.5 Serial dependence 
To test whether stimulus history had an effect on sensitivity and response bias in 
Experiment 2 and 3, the trials were first divided contingent on whether the target in the 
previous 1-5 trials (1- to 5-back) was presented to the left (contingent left) or to the right 
ear (contingent right). The two examples in Figure 3.3.4A illustrate how the trials were 
selected for the contingent right (red square marked with capital ‘R’) 2-back analysis 
and the contingent left (blue square marked with capital ‘L’) 3-back analysis. Using Eq. 
(5) and (6), d’ and c were computed for each subset (contingent left and right) of the 
individual subject data. The hit rate (H) were based on the correct responses to right 
targets and the false alarm rate (FA) on the incorrect responses to left targets. The effect 
of the preceding left and right target on observers’ sensitivity and response bias were 
compared using a paired-sample t-test (two-tailed). All reported p-values were corrected 
for multiple comparisons using FDR = 0.05.  
To test whether oscillations of sensitivity and response bias could be influenced 
by recent stimulus history, the trials were divided into those preceded by the same target 
(congruent) and those preceded by a different target (incongruent) presented one and 
two trials back. For the 2-back analysis, only trials that were incongruent in the 1-back 
were selected (explained in more detail later). Each subset was tested for rhythmic 
fluctuations using the same curve fitting (section 3.31) and linear regression analysis 
(section 3.3.2) as described above. 
 
  57 
Figure 3.3.4 Illustrations of the two types of serial dependence analysis applied to Experiment 2 
and 3. (A) N-back analysis. Top: Trials (blue square marked with ‘l/r’ for ‘left or right’) were 
selected contingent on the target two trials back occurring in the right ear (red square marked 
with capital ‘R’). Bottom: Trials were selected contingent on the target three trials back 
occurring in the left ear (blue square marked with capital ‘L’). (B) Congruency analysis. Top: 
Trials (blue square marked with ‘l’ for ‘left’) were selected contingent on whether the previous 
target was presented to the same ear (blue square marked with capital ‘L’). Bottom: Trials were 
selected contingent on whether the target two trials back occurring in the left ear (blue square 
marked with capital ‘L’).   
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4 Results 
Three behavioural experiments were conducted to investigate behavioural oscillations in 
auditory perception. The aim of Experiment 1 was two-fold: (i) to clarify whether 
rhythmic attentional sampling operates on low-level stimuli in audition as in vision, 
without entrainment by an external rhythm and (ii) if so, whether these behavioural 
oscillations are manifested in sensitivity or response bias. Experiment 2 and 3 aimed to 
understand the role of sensory expectation in auditory behavioural oscillations by 
examining how recent sensory history (Exp. 2) and target probability (Exp. 3) bias 
perceptual decisions over time. Based on previous findings (de Lange et al., 2013; 
Sherman et al., 2016), it was hypothesised that sensory expectations would be 
communicated through oscillations in the alpha band which, in turn, should be reflected 
by rhythmic fluctuations of response bias.  
All experiments employed a similar dichotic paradigm which ensured that the 
auditory stimuli presented were clearly lateralised. To this end, participants were 
presented with 2-s segments of uncorrelated white noise, which were time reversed 
duplicates of each other, to both ears via earphones. Participants performed a two-
alternative forced-choice task which required them to identify a brief (10 ms) sinusoidal 
tone embedded in either the left or right noise and presented with varied SOAs from 
noise onset. They gave their response via button press. Feedback on the subject’s 
overall accuracy was provided only at the end of each block which comprised 70 trials 
and lasted ~5 minutes. For each experiment, we tested 18-20 participants, each 
completing 2,000 – 4,000 trials distributed over 4-8 hours (on different days).  
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4.1 Experiment 1 
In Experiment 1, participants identified the pitch of the target tone embedded in white 
noise, irrespective of the ear in which it occurred. The high and low tone occurred 
randomly with equal probability in each ear. The target SOA varied 0.2-1.01 s from 
noise onset. It was hypothesised that ongoing neural oscillations related to auditory 
processing would be reset by the noise onset, similar to a spatial visual cue and motor 
execution, and observer pitch discrimination performance should fluctuate rhythmically 
depending on the target SOAs. To test for oscillations in the aggregate (i.e., pooled 
across all participants) and individual behavioural data, single trials were sorted in terms 
of target SOAs (from noise onset) and binned into non-overlapping, rectangular bins of 
19.5-ms. Sensitivity and criterion were estimated for each bin, using d’ and c from SDT. 
The resulting temporal sequences of d’ and c were fitted with sinusoids of different 
frequencies covering the theta and alpha range (4-10 Hz in 0.1-Hz steps). The goodness 
of each fit was evaluated using R2, and the null hypothesis was tested using a 
randomisation test.   
4.1.1 Oscillations of auditory sensitivity (d’) at theta frequencies (5-7 Hz)  
Examination of the group’s mean sensitivity across all bins suggested that participants 
could identify the two target tones equally well in both ears. For the left ear, d’ = 1.06 
(±0.08 standard deviation, SD) and for the right ear, d’ = 1.05 (±0.06). A paired-sample 
t-test confirmed that the overall sensitivity in the left and right ear did not differ 
significantly, t(19) = 1.03, p = 0.3.   
Next, the time course of sensitivity was inspected separately for the left and right 
ear. Figure 4.1.1 shows sensitivity as a function of target SOA. As can be seen from the 
top panels, both left- and right-ear sensitivity (blue and red curves, respectively) display 
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a non-linear decreasing trend which was removed before curve fitting. The bottom 
panels plot the same temporal sequences after detrending: sensitivity in both ears clearly 
fluctuate over time. Using curve fitting, it was tested whether there was any sinusoid 
between 4-10 Hz that fitted the two sensitivity sequences, allowing amplitude and phase 
to vary freely. The grey curve in Figure 4.1.1C depicts the best-fitting sinusoidal for the 
left ear, with a frequency of 6.2 (±0.4) Hz. This frequency yielded a goodness of fit of 
R2 = 0.3 (±0.03, calculated by jackknife; Figure 4.1.2). For the right ear (Figure 
4.1.1D), the best-fitting frequency was 5.6 (±0.3) Hz with R2 = 0.2 (±0.03).  
 
Figure 4.1.1 Rhythmic fluctuations of sensitivity (d’) over time for the left (blue) and right (red) 
ear. The temporal sequences of d’ were obtained by pooling all single trials across the 
participants and grouping them into non-overlapping, rectangular bins of 19.5 ms, starting from 
0.2 to 1.01 s. Top: Both temporal sequences of sensitivity show a non-linear decreasing trend 
which was removed using a second-order polynomial fit. Bottom: The detrended sensitivity 
curves (blue and red lines) with the best-fitting sinusoids (gray curves). For the left ear, the best-
fitting frequency was 6.2 Hz and for the right ear, 5.6 Hz. The error bars indicate ±1 SEM 
computed by bootstrapping the single trials of the pooled data. 
All frequencies between 4-10 Hz in 0.1-Hz steps were tested using the same 
curve fitting procedure as above (i.e., the frequency was fixed but the amplitude and 
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phase were left free to vary). Figure 4.1.2A shows the R2 at all tested frequencies for left 
(blue solid line) and right ear (red dotted line) separately. Also plotted in Figure 4.1.2A 
are the 95th percentiles of the R2-distributions obtained by applying the same curve 
fitting procedure to the permuted data (created by pooling across all participants and 
shuffling the individual responses 2,000 times). The 95th percentiles were essentially 
constant near R2 = 0.15 at all frequencies. For both ears, the goodness of fit of the 
original data exceeded the 95% permutation threshold over a specific range of 
frequencies, 5.6–6.6 Hz for the left ear and 5.3–5.9 Hz for the right (Figure 4.1.2A, grey 
shaded rectangles). The two intervals clearly overlapped over the range 5.7–5.9 Hz. 
This may suggest a common generator underlying the sensitivity oscillations in both 
ears which was investigated in a separate analysis (reported in section 4.1.2). Using the 
jackknife test, it was verified that the oscillations in sensitivity observed for the left and 
right ear were not driven by a single participant. The results, shown in Figure 4.1.2B for 
the left ear and Figure 4.1.2C for the right ear, suggest that the oscillations around 5.6 
and 6.2 Hz remained robust (i.e., exceeding the permutation threshold) whichever 
participant was removed.  
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Figure 4.1.2 Goodness of fit (R2) for all the frequencies tested (4-10 Hz in 0.1-Hz steps). (A) 
The blue solid curve and the red curve depict the R2 obtained for the left- and right-ear 
sensitivity, respectively. The 95 percentiles were obtained by applying the same curve fitting 
procedure to the permuted data (n = 2,000). The grey shaded boxes highlight the frequencies 
that exceeded the 95 percentiles. (B) The results of the jackknife test for the left ear obtained by 
removing one participant (S1-S20) at a time and repeating the same curve fitting procedure 
every time for all tested frequencies. (C) The same test was applied to the right ear to ascertain 
that the results obtained from the aggregate data were not driven by a single subject.  
Because the goodness of fit (R2) does not specify the strength of the observed 
oscillations, the amplitude and phase of the sinusoidal fits were examined in an 
additional analysis. The top panels of Figure 4.1.3 show the two amplitude spectra of 
sensitivity for the left and right ear over the same range of sampled frequencies (4–10 
Hz). The grey boxes encompass the frequencies for which the curve fitting yielded a 
goodness of fit that exceeded the 95 percentiles of the R2 obtained by permutation 
(Figure 4.1.2A). The shading surrounding the blue and red lines corresponds to ±1 
standard error of the mean (SEM), calculated by bootstraping the single trials of the 
aggregate data. The bottom panels of Figure 4.1.3 show two bootstrap distributions 
(blue and red dots) for the left and right ear at 5.9 Hz (the centre of the region of 
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common significance). To evaluate the significance of both the phase and amplitude at 
these frequencies, a two-dimensional (2D) analysis on the sine and cosine coefficients 
of the sinusoidal fit was performed. The black dots show the amplitude and phase 
vectors yielded by the aggregate subject at the common frequency, i.e., 5.9 Hz, while the 
surrounding clouds of blue and red dots are the vectors for each bootstrap at the same 
frequency. The amplitude is given by the distance from the origin and phase by the 
angle of the vector. The grey shaded area encircling 95% of the coloured points do not 
extend past the origin in either case, indicating that the amplitude and phase of the 
observed oscillation at 5.9 Hz are significantly different from zero. The proportion of 
points falling beyond the red lines passing through the origin and are orthogonal to the 
original phase (dotted black lines) was computed and the resulting p-values were 
corrected for multiple comparisons across all 61 frequencies (top panels of Figure 4.1.3) 
using FDR. Allowing for an FDR of 10%, the sensitivity oscillations in both left and 
right ear were significant at 5.9 Hz with p = 0.006 and p = 0.01, respectively. 
Correspondingly, the amplitudes suggest the oscillations around 5.9 Hz were 
comparably strong in both ears with A = 0.06 for the left and A = 0.05 for the right ear. 
Interestingly, left- and right-ear sensitivity seem to show an antiphase relationship with 
phase angles equal to ~187° (±22° by bootstrap) and ~319° (±26°) for left and right, 
respectively. 
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Figure 4.1.3 Sensitivity amplitude spectra and aggregate phases at 5.9 Hz. Top: Amplitude 
spectra of the left- (A) and right-ear sensitivity (B) for the 61 tested frequencies (from 4-10 Hz 
in 0.1-Hz step). The blue and red shaded areas around the blue and red lines represent ±1 SEM. 
The grey shaded rectangles encompass the frequencies for which the 2D bootstrap test was 
significant. All p-values were FDR corrected across 61 frequency bins. Bottom: The 2D 
bootstrap tests for the common frequency, 5.9 Hz. The black dots at the centre of the grey 
shaded disks represent the amplitude and phase of the sinusoidal fit of the original data and the 
smaller coloured dots those of the bootstrapped data. The grey shaded disks indicate the 95% 
confidence regions which do not include the origin at 5.9 Hz. To compute the p-values, we 
calculated the proportion of coloured dots falling beyond the red line, opposite to the phase 
angle (black dotted line) of the original data.  
4.1.2 Oscillations of left- and right-ear sensitivity show opposite phases 
To test the antiphase relationship between left- and right-ear sensitivity, the sum and 
difference of the two temporal sequences in Figure 4.1.1C and Figure 4.1.1D were 
computed. Figure 4.1.4A shows the results of the sinusoidal fit for the sum (orange 
dotted line) and the difference (green solid line) of left-ear and right-ear sensitivity over 
the frequency range 4-10 Hz (in 0.1-Hz steps). At no frequency does the fit of the 
summed sensitivity data exceed the 95% permutation threshold, while that of the 
difference does so over the range of 5.2–6.7 Hz with a peak at 5.9 Hz. All this is 
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consistent with the oscillations being near antiphase: if they were in phase, the summed 
response should be higher than the difference, while if in quadrature phase (90°) they 
should be similar. Figure 4.1.4B and Figure 4.1.4D show the fit of a 5.9-Hz sinusoid to 
the difference and summed sensitivity data, respectively. Figure 4.1.4C and Figure 
4.1.4E show the results of the 2D analysis at 5.9 Hz. The amplitude for the difference 
data (Fig. 4.4B) at 5.9 Hz was high (A = 0.09), with the 95% confidence circle well 
separated from the origin (Figure 4.1.4C), and significant at p = 0.001 (FDR corrected). 
On the other hand, the amplitude of the summed responses (Figure 4.1.4D) was very 
low (A = 0.04), with the 95% confidence circle clearly encompassing the origin (Figure 
4.1.4E). The proportion of points falling beyond the origin in the direction orthogonal to 
the phase angle of the real data was 7% (p = 0.07). Finally, as can also be seen from Fig. 
4.4C, the phase angle (indicated by black dotted line) of the left- and right-ear 
difference, 165° ±18°, approximates 180° but not that of the sum (black dotted line in 
Figure 4.1.4E), 244 ±42°.  
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Figure 4.1.4 Curve fitting results of the difference and sum of left- and right-ear sensitivity. (A) 
Goodness of fit (R2) for the difference (green solid lines) and sum (orange dotted lines) of the 
left and right ear at 61 tested frequencies from 4-10 Hz (in 0.1-Hz steps). The sum and 
difference were fitted using the same procedure as in Fig. 4.1 and 4.2. The black dotted vertical 
line indicates the best-fitting frequency at 5.9 Hz for the sensitivity difference. (B) Sensitivity 
difference (green curve) plotted with the best-fitting sinusoid, 5.9 Hz. (C) The results of the 2D 
bootstrap test for the difference in (B) at the best-fitting frequency. The black and green dots 
represent the original and bootstrapped data, respectively. The grey shaded circle includes 95% 
of the bootstrapped data, and the asterisks indicate the proportion of the bootstrapped data 
beyond the blue dashed line which passes through the origin and is orthogonal to the phase 
angle of the aggregate data: *p<0.05, **p<0.01, ***p<0.001. All p-values were FDR corrected 
across 61 frequency bins. (D) For comparison, the sum of the left-ear and right-ear sensitivity 
(orange curve) is fitted with a 5.9-Hz sinusoid. (E) The results of the 2D bootstrap test for the 
summed sensitivity in (C) at 5.9 Hz. 
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4.1.3 Distinct alpha oscillations of decision criteria in left and right ear 
Until recently, no study investigated the temporal dynamics of the decision criterion, 
despite evidence from EEG that the decision boundary shifts in rhythm with oscillations 
in the alpha band. This study was the first to test whether criteria showed similar 
rhythmic fluctuations as sensitivity. To this end, the same curve fitting and 2D bootstrap 
analyses were applied to the aggregate criterion data, again for the left and right ear 
separately. Figure 4.1.5A and Figure 4.1.5C show the left-ear (red line) and right-ear 
criterion (blue line) as a function of target SOA. The best fits (grey curves) for criteria 
were at higher frequencies than for sensitivity: 8.7 (±0.7) Hz for the left ear (R2 = 0.2 
±0.02) and 7.5 (±0.5) Hz for the right (R2 = 0.3 ±0.04). All frequencies from 4-10 Hz in 
0.1-Hz steps were fitted to the criterion data and the resulting R2 are plotted in Figure 
4.1.5B. The grey shaded boxes encompass the range of frequencies that exceeded the 
95% permutation threshold which for criteria were non-overlapping, unlike for 
sensitivity, with 8.4–8.9 Hz for the left ear and 7.1–7.9 Hz for the right. The results of 
the jackknife test summarised in Figure 4.1.5D confirm that the observed oscillations in 
criteria are not driven by a single participant.  
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Figure 4.1.5 Rhythmic fluctuations of decision criteria (c) over time for the left (A) and right 
ear (C). The temporal sequences of c were obtained by the same pooling and binning procedure 
as sensitivity. Unlike sensitivity, no detrending was necessary before curve fitting. The grey 
curves show the best-fitting sinusoids. For the left ear, the best-fitting frequency was 8.7 Hz and 
for the right ear, 7.5 Hz. The error bars indicate ±1 SEM by bootstrap as for sensitivity. (B) 
Goodness of fit (R2) for the left (blue solid lines) and right ear (red dotted lines) at the 61 
sampled frequencies from 4-10 Hz in 0.1-Hz steps. As for sensitivity, the 95 percentiles were 
obtained by permutation (n = 2,000). The grey shaded boxes highlight the frequencies that 
exceeded the 95 percentiles. (D) The results of the jackknife test for the left and right ear 
obtained by removing one participant (S1-S20) at a time before curve fitting to make sure that 
the observed oscillations were not driven by a single participant.  
Figure 4.1.6A and Figure 4.1.6B show the amplitude spectrum of the left- and 
right-ear criterion, respectively. The shading surrounding the blue and red lines 
corresponds to ±1 SEM computed by bootstrap. The amplitude reaches a peak at 8.7 Hz 
for the left ear and at 7.5 Hz for the right ear. The grey boxes encompass the frequencies 
that yielded a goodness of fit greater than the 95 percentiles of the R2-permutation 
distribution (see Figure 4.1.5B). Figure 4.1.6C and Figure 4.1.6D show the distributions 
of sine and cosine vectors at 8.7 and 7.5 Hz, respectively, obtained by bootstrap. The 
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grey shaded disks encircle 95% of the bootstrap distribution and for neither the left nor 
the right ear do they include the origin, indicating that the amplitude and phase of the 
observed oscillations are significantly different from zero. This was confirmed by the p-
values (corrected with FDR = 0.1) at 8.7 Hz, p = 0.003, and 7.5 Hz, p = 0.002, for left 
and right ear, respectively.  
 
Figure 4.1.6 Criterion amplitude spectra and aggregate phases at the best-fitting frequencies. 
Top: Amplitude spectra of the left- (A) and right-ear sensitivity (B) for the 61 tested frequencies 
(from 4-10 Hz in 0.1-Hz step). The blue and red shaded areas around the blue and red lines 
represent ±1 SEM. The grey shaded rectangles encompass the frequencies for which the 2D 
bootstrap test was significant. All p-values were FDR corrected across 61 frequency bins. 
Bottom: The 2D bootstrap tests at 8.7 Hz for the left ear and 7.5 Hz for the right ear. The black 
dots at the centre of the grey shaded disks represent the sinusoidal fit of the original data and the 
smaller coloured dots that of the bootstrapped data. The grey shaded disks indicate the 95% 
confidence regions which do not include the origin at the two peak frequencies. To compute the 
p-values, we calculated the proportion of coloured dots falling beyond the red line, opposite to 
the phase angle (black dotted line) of the original data.  
4.1.4 Summary of results 
In Experiment 1, participants identified the pitch of a brief pure tone embedded in white 
noise. The tone occurred with equal probability in the two ears. Application of signal 
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detection theory revealed oscillations in both sensitivity and response bias at slightly 
different frequencies. Consistent with visual findings (Fiebelkorn et al., 2013; Landau & 
Fries, 2012), sensitivity oscillations occurred in the theta frequency band, ~5-6 Hz, and 
showed an antiphase difference between the two potential target locations, in this case, 
left and right ear. As theta oscillations in visual sensitivity have been linked to rhythmic 
attentional sampling, this mechanism could also underlie theta oscillations in auditory 
sensitivity. The observation that criteria also oscillated is novel but in line with recent 
EEG studies (Craddock et al., 2017; Iemi & Busch, 2018; Iemi et al., 2017; Limbach & 
Corballis, 2016). The frequencies of these oscillations are slightly higher, in the alpha 
range, at ~7-8 Hz, and no particular phase relationship between left and right ear was 
observed. This may imply that oscillations in criteria arise from a different mechanism 
than sensitivity oscillations. EEG results by Sherman et al. (2016) suggest that alpha 
oscillations mediate stimulus expectation which, in turn, biases perceptual decisions, 
causing rhythmic changes in criterion. Similar observations have been reported by de 
Lange et al. (2013), who found activity in the alpha band to underlie both induced (by a 
stimulus cue) and ‘spontaneous’ (arising from observer’s previous response choice) 
stimulus expectation. Given these findings, two further experiments (Experiment 2 and 
3) were conducted to investigate the role of sensory expectation in behavioural 
oscillations.    
4.2 Experiment 2 
Experiment 2 tested specifically whether oscillations in decision criteria could reflect a 
mechanism that allows observers to anticipate a forthcoming stimulus on the basis of 
recent perceptual experience. The experimental design was kept largely the same as in 
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Experiment 1. Only the task was changed: instead of identifying the pitch of a target 
tone embedded in white noise, participants were now required to determine its ear of 
origin. Again, the tone occurred randomly and with equal probability in each ear. The 
target’s SOA varied between 0.2-1.2 s from noise onset. As before, observer perceptual 
performance was expected to fluctuate rhythmically depending on the target SOAs. To 
test for oscillations in the aggregate data, all single trials were pooled across the 
participants and binned into non-overlapping, rectangular bins of 10 ms. For each bin, 
d’ and c were computed. Using curve fitting, sinusoids of different frequencies were 
fitted covering the theta and alpha range (4-12 Hz in 0.1-Hz steps) to the temporal 
sequences of d’ and c, and each fit was evaluated using R2. Individual subject data were 
examined and their coherence as a group was evaluated using a linear regression 
analysis based on single trials (section 3.3.2). To test whether any oscillation in criteria 
was driven by sensory expectations caused by the preceding stimuli, both frequency 
analyses were combined with methods typically applied to study serial dependence in 
perception.  
4.2.1 Stimulus history affects response bias but not sensitivity 
Participants’ auditory sensitivity and response bias, as measured respectively by d’ and 
decision criterion (c), were first examined for serial dependence: does a previous left or 
right target have any effect on sensitivity or response bias in the current trial? As shown 
in Figure 4.2.1A, whether the last target (1-back) and second-last target (2-back) 
occurred in the left or right ear did not influence the detection of the current target: the 
difference in sensitivity contingent on the preceding left (blue bars) and right stimuli 
(red bars) was not statistically significant after multiple comparison correction (with 
FDR = 5%), p = 0.07 and p = 0.56 for 1- and 2-back, respectively. However, Figure 
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4.2.1B shows that criterion was positively affected by stimulus history: response bias 
shifted towards the preceding stimulus (either left or right). Interestingly, there was no 
significant 1-back effect (when FDR adjusted), p = 0.86, but a strong 2-back effect (p = 
0.0002). The effects remained significant for stimuli three trials back, p = 0.008, and 
four trials back, p = 0.009, but was non-significant five trials back, p = 0.85.  
Does the current response also depend on the previous response? The results in 
Figure 4.2.1C reveal a negative or repulsive effect of the immediately preceding 
response that was marginally significant after FDR correction (p = 0.053). This 
response-dependent negative effect could result from response switching. However, two 
trials back, which should not be affected by response switching, showed the same 
positive aftereffect found for the stimulus-based analysis, p = 0.0001 (FDR corrected). 
Trials further in the past (not shown) had no significant effect, all p’s > 0.05. Even 
though not statistically robust, this repulsive effect could account for the stimulus-based 
null effect in the 1-back (Figure 4.2.1B).  
To gain a better understanding of the sequential effects in response bias, the 
stimulus-dependent effects were examined more closely in the individual subjects. 
Figure 4.2.1D plots the individual biases (differences in responses preceded by left from 
those preceded by right) for 1-back trials against 2-back trials. All subjects except one 
(subject 5) showed a positive serial effect for trials that were 2-back, while there was 
much greater subject variability in the 1-back condition, with 5 participants showing a 
positive and the remaining 9 showing a negative effect. This pattern of results is 
consistent with previous reports of individual differences in switching responses from 
one trial to the next (Abrahamyan et al., 2016).  
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That both negative and positive effects are observed only for criteria is 
particularly interesting, as the results in Experiment 1 showed that response biases 
oscillated at low alpha frequencies, ~8 Hz. In a preliminary analysis of the temporal 
dynamics of the 1-back effect, the individual response data were sorted by target SOA 
(from noise onset) and grouped into 12 bins of 83 ms. The difference in left and right 
bias contingent on the preceding trial was computed and averaged across all 
participants. As can be seen from Figure 4.2.1E, the effect of stimulus history on 
response bias oscillates smoothly over time, warranting further investigation.  
 
Figure 4.2.1 Results of the serial dependence analysis. (A) Group mean sensitivity contingent 
on whether the last (1-back) and second last (2-back) target occurred the left (blue bars) or right 
ear (red bars). There was no significant influence of stimulus history on observer sensitivity. (B) 
Group mean response bias contingent on the ear of origin of the preceding 1- to 5-back stimuli. 
The difference between the contingent left and right (blue and red bars, respectively) are 
significant for the 2-, 3- and 4-back stimuli (FDR corrected). (C) Group mean response bias 
contingent on the response 1-2 trials back. The difference between the contingent left and right 
(blue and red bars, respectively) is significant for both 1- and 2-back (FDR corrected). (D) 
Individual stimulus-based bias differences in the 1-back plotted against those in the 2-back. 
These differences were computed by subtracting the contingent left bias (blue bars in (B)) from 
the contingent right bias (red bars). Except for subject 5, all other subjects show a positive bias 
difference in the 2-back. In contrast, there was greater subject variability in the 1-back, with 
only 5 participants showing a positive effect. (E) Temporal dynamics of the 1-back effect. The 
individual response data were grouped into 12 bins of 83 ms. For each bin, we computed the 
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difference in left and right bias contingent on the preceding trial as in (C) and averaged across 
all participants. Not only does the difference in bias change from negative to positive but it also 
increases and decreases in a smooth transition depending on the target SOA (from noise onset), 
suggesting that the 1-back effect fluctuates rhythmically over time. All error bars indicate ±1 
MSE. 
4.2.2 Oscillation of response bias but not sensitivity 
To examine response bias and sensitivity for rhythmic fluctuations applied, two 
different methods were applied. The first is the same curve fitting approach as used in 
Experiment 1. For this analysis, the individual trials were pooled across all participants, 
sorted by target SOA and grouped into hundred 10-ms bins, from 0.2 to 1.2 s post noise 
onset. For each bin, d’ and c were computed, and the resulting temporal sequences were 
fitted with sine curves of different frequencies.  
The data was first considered as a whole (without dividing the trials contingent 
on the preceding stimuli) and tested significant modulations within the range of 4-12 Hz 
in 0.1-Hz steps. Figure 4.2.2A and Figure 4.2.2B show the binned aggregate data as a 
function of target SOA from noise onset, expressed as both sensitivity (Figure 4.2.2A) 
and criterion (Figure 4.2.2B). The shaded yellow and green areas enveloping the lines 
represent ±1 standard error (N = 14) of the group mean (SEM), computed by 
bootstrapping the individual trials 2,000 times and applying the same curve fitting 
analysis to the surrogate data. It is evident that while sensitivity shows no clear 
oscillation, the criterion does oscillate around the frequency of 9.4 Hz, as indicated by 
the grey curve in Figure 4.2.2B. For comparison, a sinusoid is fitted with the same 
frequency, 9.4 Hz (grey curve in Figure 4.2.2A) to the sensitivity data. 
The goodness of each harmonic fit (for 4-12 Hz) was evaluated using R2 
combined with a permutation procedure, which involved shuffling the individual 
responses 2,000 times and applying the same curve fitting analysis to the surrogate data. 
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From the surrogate data, a distribution of maximal R2 (across all tested frequencies) was 
constructed for sensitivity (Figure 4.2.2D) and criterion (Figure 4.2.2E), against which 
the R2 of the original data was compared. The results are summarised in Figure 4.2.2C. 
For sensitivity (orange line), no frequency produced a good fit, none near the corrected 
95% confidence threshold of R2 = 0.12 (dotted black line). However, the criterion data 
(green line) showed significant modulations between 9.2 and 9.6 Hz, with a strong peak 
at 9.4 Hz (R2 = 0.15). The significance test confirmed that this frequency, 9.4 Hz, was 
significant for criterion, p = 0.009 (Figure 4.2.2E), but not sensitivity, p = 0.9 (Figure 
4.2.2D). The phase of the 9.4 Hz oscillation at trial onset relative to the noise burst onset 
was 179° ± 16º SD (by bootstrap).  
 
Figure 4.2.2 Results of the curve fitting analysis. (A) The yellow line shows the time course of 
the detrended sensitivity (d’) based on the aggregate data (by pooling all trials across the 14 
participants and binned with a rectangular smoothing window of 20 ms moved every 10 ms). 
For display, we smoothed the data but conducted all statistical analyses on the non-smoothed 
data. The shaded area around the yellow line represents ±1 SD of the bootstrapped data. The 
black curve depicts a 9.4 Hz oscillation fitted to the sensitivity data. (B) The analysis of the 
criterion (c) data (green line) followed the same binning and curve fitting procedure. The 9.4 Hz 
oscillation (black curve) fits the criterion better than the sensitivity data. (C) The goodness of 
the harmonic fit R2 obtained by the procedure illustrated in A&B. The R2 for the criterion (green 
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line) is highest round 9.4 Hz, while it is low and constant for sensitivity (yellow line). The 
dotted black line represents the 95 percentiles of the permutation distribution depicted in E. (D-
E) To obtain a significance evaluation of the goodness of the fit, we shuffled the aggregate data 
2,000 times. After each shuffle, we fitted the data and extracted the maximal R2 between 4-12 
Hz illustrated in the yellow (sensitivity, D) and green distributions (criterion, E). The red lines 
indicate the R2 yielded by the fit the original data at 9.4 Hz. The p-values reflect the proportion 
of permuted R2 that is equal or greater than the original R2 (red line) across all tested 
frequencies.  
 The results shown in Figure 4.2.2 were based on an aggregate data analysis (i.e., 
by pooling all trials across subjects). In principle, the criterion oscillation in Figure 4.2.2 
B could derive from a few subjects with very strong oscillatory effects. To verify that this 
is not the case, we examined the individual data and evaluated their coherence as a group 
using the linear regression analysis in Eq. 8. As detailed in the Methods, this approach 
does not require data binning. The regression analysis was applied to the individual 
accuracy (correct or incorrect) and response data (‘left’ or ‘right’) separately.  
The results, summarised in Figure 4.2.3, corroborate those of the aggregate data 
analysis. Figure 4.2.3A plots the amplitude spectrum for accuracy (an approximation of 
sensitivity) and Figure 4.2.3B that for response bias (an approximation of criterion), 
which were computed using the individual estimates of the fixed-effect regression 
parameters, β1 and β2, and their vectorial mean (Eq. 9). The shaded yellow and green 
areas enveloping the lines represent ±1 SEM. Response bias (Figure 4.2.3B) shows a 
strong peak around the same frequency, 9.4 Hz, as the R2 results for criterion in Fig. 
2.4.2C. Using a similar permutation procedure as in the aggregate analysis, the 
significance of each frequency between 4-12 Hz was evaluated in 0.1-Hz steps. The 
corrected p-values are plotted in Figure 4.2.3D and Figure 4.2.3E for accuracy and 
response bias, respectively. The results for response bias shows that the oscillation at 9.4 
Hz is significant (p = 0.027) after correction for multiple comparisons with maximal 
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statistics (illustrated in Figure 4.2.3F). The amplitude at 9.4 Hz is A = 0.02 ± 0.01 SEM. 
While there are several peaks in the amplitude spectrum for accuracy (Figure 4.2.3A), 
none was significant after multiple comparison correction (Figure 4.2.3D).  
Figure 4.2.3F illustrates how the p-values were computed and corrected. The 
green dots (2,000 in total) clustering in a ring around the origin (0, 0) represent the joined 
distribution of maximal Β1 and Β2 (group averages of the individual β1 and β2) obtained 
by permutation. To construct this distribution, the maximal vector of each randomisation, 
irrespective of the frequency, was determined. The red dot shows the group mean 
estimated from the original data at the peak frequency, 9.4 Hz. The red circle has a radius 
equal to the distance of the red dot (Β1, Β2) to the origin (0, 0). The p-value reflects the 
proportion of permuted data exceeding the original data (the green points that fall outside 
the circle).  
Finally, Figure 4.2.3C shows the individual phase and amplitude vectors for 
response bias at 9.4 Hz. The length of the vectors reflects the amplitude of the 9.4 Hz 
oscillation and the vector direction indicate individual phases at noise onset. The vectors 
are tightly clustered around a phase angle, 𝜃, of 172º ± 16º SEM (Eq. 10). This is 
consistent with the phase angle obtained from the curve fitting analysis with the aggregate 
data (see above).  
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Figure 4.2.3 Results of the linear regression analysis based on individual data and single trials. 
(A) The yellow line represents the amplitude spectrum for accuracy computed from the 
vectorial average of the individual estimates of β1 and β2 (see Eq. 8). The shaded area around the 
line indicates ±1 SEM. (B) Amplitude spectrum of response bias based on the same analyses as 
for accuracy. (C) Individual 2D vectors (β1, β2) at 9.4 Hz for response bias. The length of the 
line indicates the amplitude and the direction of the line the phase at noise onset (i.e., phase 
reset). (D) The results of the 2D permutation test for accuracy for the frequency range of 
interest, 4-12 Hz. We corrected for multiple comparisons using maximal statistics illustrated in 
F. (E) Corrected p-values for response bias obtained by the same 2D permutation as for 
accuracy. The dotted black line indicates 𝛼 = 0.05. (F) Illustration of the 2D permutation test by 
which the p-values in D&E were computed. They reflect the proportion of maximal permutation 
vectors that exceed the group mean (red dot), i.e., the green points that fall outside the red circle.    
4.2.3 Oscillation in response bias is driven by stimulus history 
How do the oscillations in criterion (Figure 4.2.2 and Figure 4.2.3) relate to the serial 
effects driven by expectations from stimuli of previous trials (Figure 4.2.1)? To address 
this question, the trials were separated based on whether the previous stimulus had been 
presented to the same ear (congruent) or a different ear (incongruent). Both sets of data 
were tested for oscillations using the same curve fitting and linear regression analyses as 
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above. As predicted, the oscillation in criterion was dependent on stimulus history, 
occurring only when the previous stimulus was congruent with the current stimulus.  
Figure 4.2.4 shows the results of the analysis of the aggregate data. As before, 
the temporal sequences of sensitivity (d’) and criterion (c) for congruent (Figure 4.2.4A) 
and incongruent trials (Figure 4.2.4C) were fitted with sinusoids ranging in frequency 
between 4-12 Hz in 0.1 Hz steps. Congruent trials (dark green line), but not incongruent 
trials (light green line), showed a good fit at 9.4 Hz (thick grey line). The goodness of fit 
at all tested frequencies are plotted in Figure 4.2.4B. The largest R2 was obtained around 
9.4 Hz for congruent trials, with R2 = 0.15, while for incongruent trials, the goodness of 
fit did not approach significance at any frequency. As in the previous analysis, a 
distribution of maximal R2 was created from the 2,000 surrogate datasets obtained by 
permutation and determined the 95 percentile for both congruent (Figure 4.2.4D) and 
incongruent (Figure 4.2.4E) trials. Any frequency with R2 exceeding this threshold (R2 = 
0.12, dotted black line in Figure 4.2.4B), was considered significant. Only the peak 
(green line, congruent trials) around 9.4 Hz survived the multiple comparison 
correction, with p = 0.01. The phase of this 9.4-Hz oscillation for congruent trials was, 
at noise onset, 180° ± 17º SD (by bootstrap). For incongruent trials, the phase at 9.4 Hz 
was 179° ± 34º SD.   
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Figure 4.2.4 Results of the one-back analysis for criterion with aggregate data. (A) The dark 
green line shows the binned congruent trials. For display, we smoothed the data but conducted 
all statistical analyses on the non-smoothed data. The error bars indicate ±1 SD obtained by 
bootstrapping the aggregate data 2,000 times. The thick grey line represents the 9.4-Hz 
oscillation which we fitted to the criterion data. The incongruent trials were submitted to the 
same binning, curve fitting and bootstrapping procedure; the results are summarised in panel 
(B). (C) The goodness of fit for congruent (dark green line) and incongruent trials (light green 
line) at all tested frequencies from 4-12 Hz in 0.1-Hz steps. The black dotted line indicates the 
95 percentiles of the distribution of maximal R2 obtained by permuting the individual trials. (D) 
Distribution of maximal R2 for congruent trials. The vertical red line indicates the R2 of the 
original data and the p-value reflects the proportion of maximal R2 greater or equal the R2 of the 
original data. (E) Distribution of maximal R2 for incongruent trials, calculated as in panel (D). 
Again, the individual subject data was examined using the linear regression 
model, separately for congruent and incongruent trials. The amplitude spectra in Figure 
4.2.5A and  Figure 4.2.5D are based on the individual estimates of β1 and β2 averaged 
across the 14 participants (Eq. 8). As for the aggregate data, the congruent trials (dark 
green line) yielded a large peak around 9.4 Hz with A = 0.03 ± 0.009 SEM (Figure 
4.2.5A). At this frequency, the amplitude is reduced for the incongruent amplitude 
spectrum with A = 0.02 ± 0.01 SEM (Figure 4.2.5D). Inspection of the individual 
vectors shows a tight cluster around a mean phase angle (at noise onset) of 164º ± 13º 
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SEM for congruent trials (Figure 4.2.5B), while incongruent trials had a slightly greater 
phase dispersion, with a mean phase angle (at noise onset) of 177º ± 18º SEM (Fig. 
Figure 4.2.5E).  
The results of the 2D permutation test plotted in  Figure 4.2.5G corroborate the 
observations in Figure 4.2.5A and Figure 4.2.5D. The only frequencies to survive the 
strict multiple comparison correction were around 9.4 Hz (dark green line, congruent 
trials) with p = 0.045. In contrast, incongruent trials showed no significant frequencies 
(light green line). The 2D permutation distributions for congruent and incongruent trials 
at 9.4 Hz are plotted in Figure 4.2.5C and Figure 4.2.5F, respectively. The thick red dot 
shows the amplitude and phase of the group mean with respect to the permutation 
distribution. Only in the congruent case does the group mean exceed the distribution of 
maximal vectors significantly (Figure 4.2.5C).  
The sensitivity in congruent and incongruent trials were also tested but failed to 
show significant oscillations in either data set (data not shown). The lack of modulation 
in sensitivity in the present study is consistent with the finding in Experiment 1 that 
sensitivity oscillates in antiphase between the left and right ears: because they are out of 
phase, they should cancel each other under the conditions of this study, where results for 
left and right ears need to be combined for the sensitivity analysis. This hypothesis was 
tested by a post-hoc regression analysis of the accuracy of congruent trials separated by 
ear of origin. First, the phase coherence was examined across subjects at all frequencies 
of interest (4-12 Hz) for each ear and congruence condition separately. Observers 
showed significant phase consistencies for both ears for the congruent trials at only one 
region in the frequency spectrum, from 9.1 to 9.7 Hz (consistent with the grey shaded 
region of significance in Figure 4.2.4B). At no frequency was there strong phase 
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coherence in the incongruent trials. Using the Watson-Williams test, a circular analogue 
to a two-sample t-test (Berens, 2009), it was confirmed that the group phase 
distributions for left- and right-ear accuracy in the congruent trials were significantly 
different (p < 0.05, Bonferroni corrected) between 9.1 and 9.7 Hz, peaking at around 
9.4 Hz. Figure 4.2.5H shows the individual vectors at 9.4 Hz for congruent trials 
containing a left target with a mean direction (thick red line) of ~189° ± 12° SEM. For 
congruent trials containing a right target, the individual vectors show a mean direction 
of ~304º ± 14° SEM at 9.4 Hz (Figure 4.2.5I). Although the relationship between the 
left and right accuracy on congruent trials is not exactly antiphase (~115°), they do 
show a trend in this direction. This suggests that the absence of sensitivity oscillations 
(Figure 4.2.2 and Figure 4.2.3) in the present study is likely due to a cancellation of left 
and right ear oscillations.  
 
  83 
Figure 4.2.5 Results of the one-back analysis for response bias with individual subject data. (A) 
Amplitude spectrum for the congruent trials computed based on the individual estimates of β1 
and β2 averaged across participants. The shaded area around the dark green line indicates ±1 
SEM. By the same method, the amplitude spectrum was computed with incongruent trials; the 
results can be inspected in panel (D). (B) Individual phase and amplitude vectors (at noise onset, 
i.e., phase reset) based on congruent trials at 9.4 Hz. The subjects are coded with the same 
colours as in Fig. 4C. The individual vectors for incongruent trials at 9.4 Hz are shown in (E). 
(C) The joined distribution of maximal vectors for congruent trials. The p-value reflects the 
proportion of vectors that exceed the group mean (red dot); in practice, that is the number of 
green points falling outside the red circle. The joined distribution of maximal vectors for 
incongruent trials is shown in (F). (G) The computations in (C&F) were done for every tested 
frequency between 4-12 Hz in 0.1-Hz steps. The dark and light green lines depict the corrected 
p-values for congruent and incongruent trials, respectively. The black dotted line indicates 𝛼 = 
0.05 (corrected for multiple comparisons). (H) As a post-hoc test, the congruent trials were split 
further into trials that contained a left target and trials that contained a right target and tested 
their phase relationship using circular statistics. At 9.4 Hz observers showed very strong phase 
coherence for both ears. Here, the individual phase and amplitude vectors are plotted for 
congruent trials containing a target in the left ear. The thick red line indicates the direction of 
the mean vector (with unit length) which is close to 180º. (I) The individual phase and 
amplitude vectors at 9.4 Hz for congruent trials containing a right target. The direction of the 
mean vector is ~300º.  
As the serial dependence analysis showed strong 2-back effects (Figure 4.2.1B), 
the 9-Hz oscillation could be long-lasting, spanning at least two trials. To investigate 
whether events two trials back show measurable oscillations near 9.4 Hz, the 1-back 
incongruent data (which showed no significant oscillations in Figure 4.2.4C) was 
separated further on the basis of whether the stimulus two trials back was congruent or 
incongruent. Given that previous analyses yielded no oscillation whatsoever in the 1-
back incongruent data, any memory trace in the 2-back should be relatively weak and 
confined to a very narrow frequency window 0.5 Hz wide, 9.1-9.6 Hz, the frequency 
range where the congruent 1-back data showed a significant oscillation (after correction 
for multiple comparison; grey shaded box in Figure 4.2.4B). The same curve fitting 
analysis was used, but instead of testing every frequency from 4-12 Hz, the curve-fitting 
algorithm was allowed to search for the best frequency within a limited window of 
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interest (9.1-9.6 Hz) for both the original and shuffled data. The results, shown in Figure 
4.2.6 confirm a 9-Hz oscillation in the 2-back congruent data which was best fitted by a 
sinusoidal with frequency of ~9.2 Hz, R2 = 0.08. The permutation test confirmed that 
this fit is significant (Figure 4.2.6B), p = 0.037 when compared with the best fits of 
shuffled data within the frequency of interest, 9.1-9.6 Hz. There was no modulation near 
this frequency in the 2-back incongruent data (Figure 4.2.6E and Figure 4.2.6F): R2 = 
0.02, with p = 0.7 (Figure 4.2.6D). No other frequency within the range of 4-12 Hz 
approached significance, after multiple comparison correction.  
To examine the individual data and group coherence at 9.2 Hz, the same 
regression analysis was applied as before (Eq. 5). Figure 4.2.6C shows the individual 
vectors at 9.2 Hz based on the 2-back congruent trials and Figure 4.2.6G the individual 
vectors based on the incongruent trials. The individual phases in the congruent 
condition cluster around a similar phase, 190° ± 18°, similar to that of the 1-back 
congruent data (Figure 4.2.5B). The mean phase angle in the incongruent condition is 
295° ± 15° and bears no relation to either the mean phase in the 1-back congruent or 
incongruent condition (Figure 4.2.5B and Figure 4.2.5E). Figure 4.2.6D and Figure 
4.2.6H show the results of the 2D permutation test at 9.2 Hz, which are consistent with 
the results of the aggregate data analysis. Very few points (dark cyan dots in Figure 
4.2.6D) from the permutation distribution (p = 0.013) exceed the group mean vector 
(thick red dot) in the congruent condition, while many more points exceed the mean 
vector in the incongruent condition, p = 0.36 (Figure 4.2.6H). Taken together, the 
results suggest that the 9-Hz oscillation lasts at least two trials. Although the 
reverberation is weaker 2-back than 1-back, as to be expected, it may be sufficient to 
induce the long-lasting serial dependence observed on average.  
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Figure 4.2.6 Results of the two-back analysis for criterion with aggregate data. For this 
analysis, we separated the incongruent data from the 1-back analysis (Figure 4.2.4 and Figure 
4.2.5) further into congruent and incongruent 2-back. (A) The dark cyan line shows the binned 
congruent trials. As in Fig. 4, we smoothed the data for display but conducted all statistical 
analyses on the non-smoothed data. The error bars indicate ±1 SD obtained by bootstrap (n = 
2,000). The dark grey thick line represents the best fitting sinusoid which for the congruent 
trials was at 9.2 Hz (the frequency was free to vary between 9.1 and 9.6 Hz). The binned 
incongruent data is shown in (E), fitted with the same frequency, 9.2 Hz. No other frequency in 
the 9.1-9.6 Hz range fitted better. (B) The R2 obtained at 9.2 Hz (thick red line) was compared 
against the goodness-of-fit of the shuffled data (dark cyan histogram), binned and fitted as the 
original data. The test confirmed that the 9.2-Hz oscillation in the congruent data was 
significant. As shown in (F), the same test for the incongruent condition was not significant. (C) 
The individual vectors in the congruent condition at 9.2 Hz. The subjects are colour-coded as in 
Figs. 4&6. Their phases cluster around a similar phase as in the congruent 1-back (Fig. 6B). In 
contrast, (F) shows the incongruent phase cluster at 9.2 Hz and their mean phase bears no 
relation to either the congruent or incongruent mean phase in the 1-back (Figs. 6B&D). (D) The 
result of the 2D permutation test for the congruent condition, which is consistent with the result 
of the aggregate data analysis shown in (B). The 2D permutation result for the incongruent 
condition is shown in (H) and also consistent with the result in (F).  
4.2.4 Summary of results 
The results of Experiment 2 confirmed and extended that of Experiment 1. The main 
findings include a long-lasting positive serial dependence in the averaged criterion (but 
not sensitivity) data and an oscillation in response bias, or criterion, at ~9 Hz, which is 
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close to the frequency of the criteria oscillations observed in Experiment 1, ~8 Hz. 
Although the positive serial effect was not significant one trial back, it was very strong 
two trials back and lasted up to four trials back. The results of the frequency analyses 
suggest that the 9-Hz oscillation in criterion could underlie this long-lasting sequential 
effect. When separating the trials according to whether the preceding target was 
presented to the same or different ear as the current target, the 9-Hz oscillation in 
criterion was only present in the congruent condition, while no oscillation was observed 
when the current and previous target were incongruent. This ear-specificity of the 
criterion oscillation points to a reverberatory mechanism that is highly selective, 
operating only within the circuitry in which it is evoked. The results further suggest that 
oscillation lasts at least two trials, making it a plausible mechanism underlying serial 
dependence in perception. Although no oscillation was observed for sensitivity, separate 
analyses of accuracy in the left and right ear revealed a strong phase opposition around 
9 Hz that was only present in the congruent trials. This trend toward antiphase between 
the two ears is consistent with the findings from Experiment 1 and may explain the 
absence of sensitivity oscillations in Experiment 2. Because the sensitivity oscillations 
in the left and right ear were in antiphase, they cancelled each other out when summed. 
To conclude, Experiment 2 showed that alpha oscillations in response bias are driven by 
recent sensory history and may reflect a mechanism by which the auditory system tries 
to maintain perceptual coherence in a noisy environment over time.  
4.3 Experiment 3 
The final experiment examined behavioural oscillations in audition under conditions of 
unequal target probability between left and right ear. This manipulation is typically used 
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to induce prolonged stimulus expectations, often resulting in adaptation (Sherman et al., 
2016). As in Experiment 2, participants were required to determine the ear of origin of a 
brief sinusoidal tone, masked by streams of white noise presented dichotically to both 
ears. The target was delivered at random intervals ranging from 0.2-1.2 s from noise 
onset. In half of the blocks, the target occurred with 80% probability in the left ear and 
20% in the right ear (Left 80%), and vice versa (Right 80%) in the remaining blocks. 
The order of the blocks was fully randomised. Participants were not informed about the 
probability of the targets at any stage of the experiment. Spectral analyses were again 
combined with techniques from serial dependence studies to investigate whether 
stimulus expectation, induced by target probability, also bias perceptual decisions 
through alpha oscillations. In addition, the oddball paradigm used in this experiment 
allows for an examination of how the perceptual system responds to an unexpected 
perceptual change, in particular, whether change detection or its consequence could be 
also manifested rhythmically in performance. 
4.3.1 Positive and negative serial effects under adaptation 
Participants’ overall sensitivity and response bias were examined first. The group’s 
mean sensitivity in the Left 80% and Right 80% condition were very similar, with d’ = 
1.3 ± 0.05 SEM in both conditions. The group’s mean criteria indicated that the decision 
boundary was shifted (as illustrated in Figure 2.2.3), on average, to the left in the Left 
80%, c = 0.03 ± 0.02, and to the right in the Right 80% condition, c = -0.03 ± 0.01, 
suggesting that the target probability manipulation was successful and equivalent in the 
two conditions.   
 Using the same serial dependence analysis as in Experiment 2, accuracy and 
response bias were examined for sequential effects. Because of the unequal number of 
  88 
targets between the ears, a full SDT analysis was not possible (infrequent targets were 
rarely preceded by another infrequent target). Therefore, the proportion of correct 
responses, p(c), and the proportion of left and right responses were used as approximate 
estimates of sensitivity and response bias, respectively. The top panels of Figure 4.3.1 
show the effects of preceding stimuli on participants’ response bias in the Left 80% 
(Figure 4.3.1A) and Right 80% conditions (Figure 4.3.1B). The ear of origin of the 
preceding stimulus (one, two or three trials back) is colour coded with blue and red 
indicating left and right ear, respectively. Participants’ accuracy contingent on the 
preceding stimuli is shown in the two bottom panels of  Figure 4.3.1.  
 Similar to Experiment 2, sequential effects were only found for response bias 
and not sensitivity (all pairwise comparisons yielding p > 0.05, corrected with FDR = 
0.05). However, the serial effects observed in response bias were not as long-lasting as 
in the previous experiment, observable only for one and two trials back. In both 
conditions (Left and Right 80%), there was a strong 1-back repulsive effect that led to a 
response opposite of the preceding stimulus. This effect was statistically very robust in 
all comparisons (p < 0.0001, FDR corrected). Similar to the previous experiment, there 
was a positive effect two trials back, pulling observers’ responses towards the preceding 
stimuli. Although the increase in left and right responses appears small, the effect is 
again significant in all comparisons (p < 0.001, FDR corrected).   
 It is striking how similar both negative and positive effects are between the Left 
80% and Right 80% conditions, suggesting that the same mechanisms may underlie the 
serial effects in the two probability conditions. Under this assumption, the trials from 
the two conditions were pooled together for the spectral analysis.  
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Figure 4.3.1 Results of the serial dependence analysis. (A) Group mean response bias 
contingent on the ear of origin of the preceding 1- to 3-back stimuli in the Left 80% condition. 
The response bias results in the Right 80% condition are shown in panel (B). The difference 
between the contingent left and right (blue and red lines, respectively) are significant for 1- and 
2-back but not 3-back stimuli (FDR corrected) in both conditions, Left and Right 80%. The 
mean proportions of left and right responses in the two conditions do not seem to average to 
80% (A&B). However, when separating the responses to frequent and infrequent targets, the 
frequent targets do show a mean of 80% (included in the Appendices, section 7.2). (C) Group 
mean accuracy contingent on the preceding stimuli in the Left 80% condition. The accuracy 
results in the Right 80% condition are shown in (D). For accuracy, the difference between the 
contingent left and right are not significant in either Left or Right 80% condition.  
4.3.2 Oscillations in response bias but not accuracy 
As in Experiment 2, the frequency analysis first considered the whole dataset (not 
separated contingent on the previous stimulus yet). The trials were pooled together from 
the Left 80% and Right 80% conditions, and linear regression (section 3.3.2) was 
applied to the individual subject accuracy and response data. The results are 
summarised in Figure 4.3.2. Although the amplitude spectrum (computed based on the 
individual fixed-effect regression parameters, 𝛽1	and	𝛽2) for accuracy (yellow) 
contained several peaks (Figure 4.3.2A), none survived the strict multiple comparisons 
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correction by maximal statistics (section 3.3.3). The corrected p-values for accuracy are 
shown in Figure 4.3.2D.  
 Consistent with the findings in Experiment 1 and 2, there was one strong peak at 
~9.1 Hz in the amplitude spectrum for response bias (Figure 4.3.2B). This frequency, 
9.3 Hz, survived multiple comparisons correction across all tested frequencies from 4-
12 Hz in 0.1-Hz steps, with p = 0.046. All p-values in Figure 4.3.2E, were computed as 
illustrated in Figure 4.3.2F. The green dots represent the maximal vectors (irrespective 
of frequency), obtained by shuffling the original data 2,000 times and submitting each 
surrogate dataset to the same linear regression analysis. The red dot represents the 
original vector at 9.1 Hz. The p-value is the proportion of maximal vectors (green dots) 
equal to or exceeding the mean vector of the original data at 9.1 Hz. Figure 4.3.2C 
shows the individual vectors at 9.1 Hz for response bias, which cluster around a mean 
phase angle of 291° ± 14° SEM. The direction and length of each vector indicate the 
individual phase and amplitude, which are mostly coherent across subjects.  
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Figure 4.3.2 Results of the linear regression analysis based on individual data and single trials. 
(A) The yellow line represents the amplitude spectrum for accuracy computed from the 
vectorial average of the individual estimates of β1 and β2 (Eq. 8). The shaded area around the 
line indicates ±1 SEM. (B) Amplitude spectrum of response bias based on the same analysis as 
for accuracy. (C) Individual 2D vectors (β1, β2) at 9.1 Hz for response bias. The length of the 
line indicates the amplitude and the direction of the line the phase at noise onset (i.e., phase 
reset). (D) The results of the 2D permutation test for accuracy for the frequency range of 
interest, 4-12 Hz. The results were corrected for multiple comparisons using maximal statistics, 
illustrated in (F). (E) Corrected p-values for response bias obtained by the same 2D permutation 
as for accuracy. The dotted black line indicates 𝛼 = 0.05. (F) Illustration of the 2D permutation 
test by which the p-values in D&E were computed. They reflect the proportion of maximal 
permutation vectors that exceed the group mean (red dot), i.e., the green points that fall outside 
the red circle.   
To verify that the 9-Hz oscillation in response bias in Figure 4.3.2 is present in 
both Left 80% and Right 80% conditions, the trials were separated and submitted again 
to the linear regression analysis. Figure 4.3.3 shows the response bias data, separated for 
the Left 80% (blue) and Right 80% (red) condition. The amplitude spectra in both 
conditions peaks maximally at ~9.3 Hz (black dotted line in Figure 4.3.3A and Figure 
4.3.3B). This is close to the significant frequency, 9.1 Hz (red dotted lines), yielded by 
the previous analysis (Figure 4.3.2). The group coherence at 9.1 Hz was evaluated using 
Hotelling’s 1-dimensional T2 test, a multivariate equivalent of the one-sample t-test, 
applied to individual 𝛽1	and	𝛽2	estimates from each condition (Benedetto et al., 2018; 
Tomassini et al., 2017). The results confirmed the presence of a 9.1-Hz oscillation of 
response bias in the Left 80%, T2 = 10.64, F2,15 = 4.99, p = 0.02, and Right 80% 
condition, T2 = 9.86, F2,15 = 4.61, p = 0.03.  
The individual vectors at the peak frequency, 9.3 Hz, common to both 
conditions, are plotted in the two bottom panels of Figure 4.3.3. They cluster around a 
mean phase angle of 271° ± 14° SEM in the Left 80% condition (Figure 4.3.3C) and 
229° ± 15° SEM in the Right 80% (Figure 4.3.3D), resulting in a phase difference of 
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42°. To test whether this difference was statistically significant, the individual β1 and β2 
estimates at 9.3 Hz were submitted to Hotelling’s 2-dimensional T2 test, a multivariate 
equivalent of the paired-sample t-test (Hotelling, 1931). The results were negative, T2 = 
5.64, F2,15 = 2.65, p = 0.1, suggesting that the oscillations in response bias at ~9 Hz 
were similar across the two conditions, possibly reflecting the same underlying 
mechanism that could be related to the serial effects in Figure 4.3.1.  
Separate analyses of the accuracy data from the Left 80% and Right 80% 
condition were also conducted. Unfortunately, the results were not entirely clear. There 
was a trend towards a 9-Hz oscillation in the Left 80% condition, however, this result 
did not survive multiple comparisons correction, which was necessary in this case, since 
no sensitivity oscillation has been found in this frequency range before, not in the 
previous analysis nor in Experiment 2.  
 
Figure 4.3.3 Results of the linear regression analysis for response bias, separated for Left 80% 
and Right 80% conditions. (A) Amplitude spectrum computed based on the vectorial average of 
the individual estimates of β1 and β2 in Left 80%. The shaded area around the line indicates ±1 
SEM. (B) Amplitude spectrum of response bias in Right 80% based on the same analysis as for 
Left 80%. The amplitude peaks at 9.3 Hz in both conditions. (C) The individual vectors at 9.3 
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Hz in the Left 80% condition. The direction of each vector indicates the individual phase and 
the length the individual amplitude. (D) The individual vectors at 9.3 Hz in the Right 80%. The 
participants are colour coded as in Figure 4.3.2.  
4.3.3 Oscillation in response bias to frequent but not infrequent targets 
Repeated presentations of an auditory stimulus typically increase stimulus expectation 
which, as the results in Experiment 2 suggest, is communicated through alpha 
oscillations, causing rhythmic fluctuations in response bias. Therefore, the alpha 
oscillations in response bias observed for both Left 80% and Right 80% conditions 
(Figure 4.3.2 and Figure 4.3.3) were expected to be mainly present in trials on which a 
frequent target was presented. To test this hypothesis, frequent and infrequent targets 
were separated and the individual accuracy and response data were submitted to the 
same linear regression analysis. Again, the trials from the Left 80% and Right 80% 
conditions were pooled together, under the assumption that the same mechanisms 
should apply to both conditions.  
Figure 4.3.4 shows the results of the linear regression analysis of response bias 
for frequent (dark green) and infrequent targets (light green). The amplitude spectrum in 
Figure 4.3.4A is based on the individual β1 and β2 estimates from the frequent target 
condition. The spectrum shows a clear peak at ~9.3 Hz. At this frequency, the individual 
phase and amplitude vectors, in Figure 4.3.4B, cluster around a mean phase angle of 
246º ± 15º SEM. The 2D permutation test (the same as in Figure 4.2.6) confirmed that 
this frequency, 9.3 Hz, is significant, p = 0.02. The test (illustrated in Figure 4.3.4C) 
compares the mean vector from the original data (red dot) against the distribution of 
mean vectors obtained by permutation (green dot cloud, N = 2,000). The p-value 
reflects the proportion of surrogate data with a mean vector equal to or exceeding that of 
the original data. As can be seen from Figure 4.3.4G, several frequencies around 9.3 Hz, 
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ranging from 8.9-9.8 Hz, pass the significance test. Although the p-values are not 
corrected for multiple comparisons, this result is consistent with the analysis in Figure 
4.3.2 and the findings from Experiment 2.  
For infrequent targets, the amplitude spectrum (in Figure 4.3.4D) shows several 
peaks but none of them is significant, as confirmed by the 2D permutation test (Figure 
4.3.4G, light green line). For comparison, Figure 4.3.4E plots the individual phase and 
amplitude vectors at 9.3 Hz, which are distributed more uniformly around the circle 
than the vectors in Figure 4.3.4B. Figure 4.3.4F shows the permutation distribution 
(light green dots) computed from the infrequent-target data at 9.3 Hz. Many more 
vectors from the distribution exceed the original mean vector (red dot). As the number 
of trials in the infrequent-target condition is considerably less than that in the frequent-
target condition, the null result could therefore be due to low power. To test this 
possibility, the number of frequent-target trials was decreased (since the number of 
infrequent-target trials cannot be increased) to test whether the 9-Hz oscillation in 
response bias shown by the frequent targets could be obtained with the same number of 
trials as in the infrequent-target condition (385 ± 27 SD in Left 80% and 387 ± 26 SD in 
Right 80%). A 2D significance bootstrap test (similar to the one used in Experiment 1, 
section 3.2.1) was applied to the frequent-target data, with 500 iterations per participant. 
The results of the bootstrap analysis approached significance at ~9.1 Hz, p = 0.056, 
suggesting that an oscillation should still be traceable with that low number of trials. As 
can be seen in Figure 4.3.4G, the light green line, which represents the results of the 2D 
permutation test for the infrequent-target condition, does not approach the significance 
threshold (dotted black line) anywhere in the alpha frequency band. This suggests that 
the oscillation in response bias was only present in the frequent-target condition.  
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Because the absence of any oscillation in accuracy (Figure 2.1.1) could be due to 
a phase opposition between the Left 80% and Right 80% condition, the individual phase 
and amplitude vectors from the frequent-target trials in the Left 80% (Figure 4.3.4H) 
and Right 80% condition (Figure 4.3.4I) were examined for any possible phase 
difference. Although the vectors did show a trend toward opposite phases at 9.3 Hz, the 
mean phase angle for Left 80% was 281º ± 14º and 12 ± 17º for Right 80%, resulting in 
a phase difference of 91º. However, Hotelling’s 2D T2 test indicated that this difference 
is significant, T2 = 11.09, F2,15 = 5.2, p = 0.01, suggesting that the accuracy in the two 
conditions were out of phase.  
 
Figure 4.3.4 Results of the linear regression analysis for response bias to frequent (dark green) 
and infrequent targets (light green). (A) The amplitude spectrum for frequent targets, based on 
the individual β1 and β2 estimates. The spectrum for the infrequent targets is plotted in (D). (B) 
The individual phase and amplitude vectors at the peak frequency, 9.3 Hz. The participants are 
colour coded as in Figure 4.3.2 and Figure 4.3.3. The direction and length of the vectors indicate 
individuals’ phase and amplitude. For comparison, the individual vectors from the infrequent-
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target condition are plotted in (E). (C) Illustration of the 2D significance test. The cloud of 
green dots represents the mean vectors from the surrogate data at 9.3 Hz, obtained by shuffling 
the original individual dataset 2,000 times and submitting each one to the same linear regression 
analysis as the original dataset. The red dot represents the mean vector of the original dataset at 
9.3 Hz. The p-value reflects the proportion of mean vectors from the surrogate data that are 
equal to or exceeding that of the original data. The same test was applied to the infrequent-target 
data at 9.3 Hz (F) (E) The results of the 2D significance at each tested frequency from 4-12 Hz 
in 0.1-Hz steps. The dark green line shows the p-values for the frequent targets and light green 
line that for the infrequent targets. The values are not corrected for multiple comparisons. (H) 
Although the analysis for accuracy did not yield any significant oscillation, observers still 
showed strong phase coherence at 9.3 Hz in the Left 80% condition and a weaker phase 
coherence in the Right 80% condition. Here, the individual phase and amplitude vectors are 
plotted for trials containing a frequent target in the Left 80%. The thick red line indicates the 
direction of the mean vector (with unit length). (I) The individual phase and amplitude vectors 
at 9.3 Hz for trials containing a frequent target in the Right 80%.  
4.3.4 Ear-specific alpha oscillations linked to stimulus expectation  
Having established that the 9-Hz oscillation in response bias is mainly present in trials 
with frequent targets, the next analysis investigated whether this oscillation shows the 
same ear-specificity as in Experiment 2. Dividing the trials contingent on whether the 
previous target occurred in the same ear or not would add little to the current results, as 
most the trials in this experiment were preceded by a congruent target and the likelihood 
of two infrequent targets occurring immediately after one another was very low (~4%). 
However, the results of Experiment 2 (section 4.2.3) suggest that alpha oscillations in 
response bias should be traceable in trials preceded by the same target two trials back. 
Therefore, similar to the 2-back analysis in Experiment 2, incongruent 1-back trials 
were further divided into those containing a frequent target preceded by an infrequent 
target (Infreqn-1 → Freqn) and those containing an infrequent target (Infreqn) preceded 
by a frequent target (Freqn-1 → Infreqn). Assuming that the stimulus two trials back (n-
2) was a frequent target, only the first dataset (Infreqn-1 → Freqn) should show a weak 
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alpha oscillation observable in response bias, if the oscillation is ear-specific as in 
Experiment 2.  
 Figure 4.3.5A shows the amplitude spectrum for trials with frequent targets 
preceded by an infrequent target (Infreqn-1 → Freqn). There is a clear peak near 9 Hz in 
the spectrum; the amplitude reaches maximum at 8.7 Hz. At this frequency, the 
individual phase and amplitude vectors in Figure 4.3.5B cluster around a mean phase of 
25º ± 16º. The 2D significance test, illustrated in Figure 4.3.5C, confirmed that the 
oscillation at 8.7 Hz is significant, p = 0.02. In fact, several frequencies round 8.7 Hz 
(ranging from 8.5-9 Hz) are significant (Figure 4.3.5E, dark cyan line). The p-values 
were not corrected for multiple comparisons, but the result is consistent with those from 
previous analyses and with the findings in Experiment 2. Figure 4.3.5C shows the 
amplitude spectrum for trials with infrequent targets preceded by a frequent target 
(Freqn-1 → Infreqn). The spectrum contains several peaks, but none was significant by 
permutation test (Figure 4.3.5E, light cyan line). These results confirm that there is a 
weak 9-Hz oscillation of response bias in the incongruent 1-back data but only for trials 
containing a frequent target preceded by a frequent target two trials back. No oscillation 
is observable when an infrequent target followed two frequent targets, possibly because 
the oscillation in response bias is ear-specific. This suggests that stimulus expectation 
(here induced by increased target probability) rhythmically biases perceptual decisions 
only when the target is presented to the same ear, which aligns with the observations in 
Experiment 2. 
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Figure 4.3.5 Results of the linear regression analysis for response bias with trials containing a 
frequent target preceded by an infrequent target (dark cyan) and trials containing an infrequent 
target preceded by a frequent target (light cyan). (A) The amplitude spectrum computed from 
trials in which a frequent target was preceded by an infrequent target. The spectrum for trials 
with infrequent targets preceded by a frequent target is plotted in (C). (B) The individual phase 
and amplitude vectors at the peak frequency, 8.7 Hz. The participants are colour coded as in 
previous figures. The direction and length of the vectors indicate individuals’ phase and 
amplitude. (D) Illustration of the 2D significance test. The cloud of green dots represents the 
mean vectors from the surrogate data at 8.7 Hz, obtained by shuffling the original individual 
dataset 2,000 times and submitting each one to the same linear regression analysis as the 
original dataset. The red dot represents the mean vector of the original dataset at 8.7 Hz. The p-
value reflects the proportion of mean vectors from the surrogate data that are equal to or 
exceeding that of the original data. (E) The results of the 2D significance test at each tested 
frequency from 4-12 Hz in 0.1-Hz steps. The dark cyan line shows the p-values for the Infreqn-1 
→ Freqn and light cyan line that for the Freqn-1 → Infreqn condition. The values are not 
corrected for multiple comparisons.  
4.3.5 Oscillations in sensitivity following unexpected perceptual changes  
Repeated presentations of the same stimulus result in strong expectations about the 
forthcoming sensory input. When these expectations are violated by an unexpected 
change, the perceptual system must be alerted to it in order to update its predictions. 
The oddball paradigm used in this experiment allows for an examination of the auditory 
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system’s response to an unexpected stimulus and how this response may be manifested 
in behaviour. A good deal of evidence has linked unexpected change detection to 
rhythmic activity in the theta band (section 2.3.1). Therefore, the final analysis 
investigated whether these oscillatory effects could be reflected in perceptual 
performance.  
 An initial analysis of accuracy (as an approximation to sensitivity), separated for 
frequent and infrequent targets, pointed to an oscillation at ~7.5 Hz in the frequent-
target condition (Figure 7.2.1 in the Appendices). However, this oscillation was neither 
expected nor survived correction for multiple comparisons. If there was an effect, it was 
expected to be related to infrequent targets. Therefore, the next analysis examined the 
temporal dynamics of accuracy after the occurrence of an infrequent target.  
As in the previous analysis, the incongruent 1-back trials were divided into those 
containing a frequent target preceded by an infrequent target (Freqn-1 → Infreqn) and 
those containing an infrequent target preceded by a frequent target (Infreqn-1 → Freqn). 
Because of the small number of trials, the data from Left 80% and Right 80% conditions 
were pooled together. Both datasets (Infreqn-1 → Freqn and Freqn-1 → Infreqn) were 
submitted to the same linear regression analysis. The results, summarised in Figure 
4.3.6, show that there is an oscillation in accuracy at ~7.6 Hz that arises only after an 
infrequent target. The amplitude, shown in Figure 4.3.6A, is very strong at this 
frequency. In comparison, the amplitude spectrum computed from trials in which a 
frequent target occurred before an infrequent target is relatively flat throughout the 
frequency spectrum (Figure 4.3.6A). The 2D permutation at 7.6 Hz confirms that the 
oscillation is significant, corrected for multiple comparisons with maximal statistics 
(Figure 4.3.6E).  
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The individual phase and amplitude vectors, plotted in Figure 4.3.6B, show 
strong phase consistency around a mean phase angle of 334º ± 19º. Because one 
participant’s amplitude was particularly large, a 2D bootstrap (resampling) test was 
applied to verify that the 7.6-Hz oscillation in accuracy was not driven by that (or any 
other) participant. The test involved randomly selecting 17 participants (with 
replacement) 2,000 times and computing the group mean vectors from the individual β1 
and β2 estimates each iteration. This yielded a 2D distribution of mean vectors at 7.6 Hz, 
whose 95% confidence region did not include the origin (0,0), p = 0.003, confirming 
that the oscillation was not driven by only a few participants.  
Finally, additional analyses were conducted to test whether the 7.6-Hz 
oscillation in accuracy could be a trace of an oscillation induced by a frequent target 
occurring two trials back. To show this, the congruent 1-back data containing only 
frequent targets was submitted to the same regression analysis and permutation test as 
before. The results confirmed that accuracy did not show any oscillation in congruent 
trials with frequent targets. This suggests that the 7.6-Hz oscillation in accuracy only 
arose after an infrequent target had occurred.  
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Figure 4.3.6 Results of the linear regression analysis for accuracy with trials containing a 
frequent target preceded by an infrequent target (yellow) and trials containing an infrequent 
target preceded by a frequent target (orange). (A) The amplitude spectrum computed from trials 
in which a frequent target was preceded by an infrequent target. The spectrum for trials with 
infrequent targets preceded by a frequent target is plotted in (C). (B) The individual phase and 
amplitude vectors at the peak frequency, 7.6 Hz for a frequent target preceded by an infrequent 
target. The participants are colour coded as in previous figures. The direction and length of the 
vectors indicate individuals’ phase and amplitude. (D) Illustration of the 2D significance test. 
The cloud of orange dots represents the mean vectors from the surrogate data at 7.6 Hz, 
obtained by shuffling the original individual dataset 2,000 times and submitting each one to the 
same linear regression analysis as the original dataset. The red dot represents the mean vector of 
the original dataset at 7.6 Hz. The p-value reflects the proportion of mean vectors from the 
surrogate data that are equal to or exceed that of the original data. (E) The results of the 2D 
significance at each tested frequency from 4-12 Hz in 0.1-Hz steps. The yellow line shows the 
p-values for the Infreqn-1 → Freqn and orange line that for the Freqn-1 → Infreqn condition. The 
values are corrected for multiple comparisons using maximal statistics. 
4.3.6 Summary of results 
In line with the findings in Experiment 2, Experiment 3 showed that stimulus 
expectation, induced by high probability targets, biased perceptual decisions 
rhythmically through alpha oscillations. As in the previous study, the serial dependence 
analysis of the averaged response bias data (pooled over all target SOAs) revealed a 
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strong negative 1-back effect and a positive 2-back effect (which was still evident in 3- 
to 4-back trials in Experiment 2). Similar to the previous experiment, no sequential 
effects were observed for accuracy. Correspondingly, the spectral analysis revealed a 
strong 9-Hz oscillation in response bias but not accuracy. In Experiment 2, the 
oscillation in response bias was ear-specific, modulating observers’ perceptual decisions 
only if the target occurred in the same ear as the previous trial’s target. In this 
experiment, most of the trials were congruent, as 80% of the targets were presented to 
one ear and 20% to the other ear in every block. As expected, the oscillation was present 
only in the frequent-target trials. Moreover, the 9-Hz oscillation in response bias was as 
long-lasting as the oscillation in Experiment 2, still traceable in incongruent 1-back 
trials containing an infrequent target preceded by a frequent target (essentially, 2-back 
frequent-target trials).  
 The analysis of the incongruent 1-back data also revealed a novel observation. 
There was a 7-Hz oscillation in accuracy, present only after an infrequent target 
occurred. Unexpected perceptual changes typically capture attention, thereby enhancing 
stimulus processing. The oscillation in accuracy could reflect attention-related 
processes, such as redirecting attention to the infrequent target. However, as the 
oscillation occurred one trial after the infrequent target, this may also point to other 
processes, perhaps those related to prediction error and updating of sensory 
expectations. Whatever the functions underlying this 7-Hz oscillation are, the present 
results suggest that, contrary to the current prevailing view, oscillations in sensitivity or 
accuracy do not only reflect rhythmic attentional sampling.   
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5 Discussion 
5.1 Summary of main findings  
In three behavioural studies, perceptual performance in audition was shown to fluctuate 
rhythmically, as in vision. All three experiments employed similar paradigms that 
involved the identification of the pitch (Experiment 1) or the ear of origin (Experiment 2 
& 3) of a brief monaural pure tone, embedded in dichotic white noise. The target was 
delivered randomly with equal probability to each ear in Experiment 1 and 2, at random 
intervals post noise onset. In Experiment 3, the target occurred with 80% probability in 
the left ear and 20% in the right ear for half of the blocks, and vice versa for the other 
half (the order of the blocks was fully randomised).  
5.1.1 Experiment 1: Independent oscillations of sensitivity and criteria 
Using signal detection theory (SDT) to separate sensitivity and response bias (by means 
of d-prime, d’, and decision criterion, c), Experiment 1 showed oscillations in both 
sensitivity and criterion as a function of target SOA. The sensitivity and criterion 
oscillations occurred at slightly different frequencies: 5–6 Hz for sensitivity and 7–8 Hz 
for bias. Although the frequencies are similar, they correspond to distinct rhythms of the 
human EEG, with sensitivity more in the theta range (~4-7 Hz) and criterion more in the 
alpha range (~7-10 Hz). Furthermore, sensitivity oscillations in the left and right ears 
were in antiphase, while oscillations in criteria showed no specific phase relation 
between the two ears. Oscillations in visual sensitivity have been linked to a rhythmic 
attentional sampling mechanism, in which attention switches between two potential 
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target locations at a rate of ~4Hz. The observation that left- and right-ear sensitivity 
oscillate in antiphase is consistent with this view.  
5.1.2 Experiment 2: Criterion oscillation contingent on stimulus history 
To gain a better understanding of the function underlying the oscillations in criteria, 
Experiment 2 combined SDT with techniques from serial dependence research to 
investigate whether criteria oscillations could reflect processes related to sensory 
expectations, which are thought to be mediated by alpha oscillations. The results 
revealed a positive serial dependence in the averaged data (pooled over all SOAs) that 
pulled participants’ decision criteria, but not sensitivity, towards the preceding stimuli. 
This effect was not observed for 1-back trials (due to a negative, possibly response 
driven effect) but was for 2-back trials and lasted up to four trials back. Consistent with 
the results of Experiment 1, there was an oscillation in criterion, but not sensitivity, at 
~9 Hz, which showed a strong influence of recent stimulus history. More specifically, 
the 9-Hz oscillation was present whenever the target in the preceding and current trial 
was presented to the same ear (irrespective of left or right), while it was completely 
absent when the previous and current target occurred in opposite ears. However, when 
the incongruent 1-back trials (which showed no oscillation) were further divided into 2-
back congruent and incongruent, the 9-Hz oscillation was still traceable in the congruent 
but not incongruent trials. This suggests that 9-Hz oscillation in criterion is a long-
lasting, ear-specific reverberatory response, possibly related to the positive serial 
dependence observed in the averaged data.  
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5.1.3 Experiment 3: Oscillation in accuracy after unexpected stimulus changes 
Using an oddball paradigm, Experiment 3 tested whether stimulus expectation induced 
by a high-probability target could give rise to similar oscillations in response bias, as in 
Experiment 2. At the same time, the paradigm allowed for an examination of the 
temporal dynamics underlying unexpected perceptual changes in behaviour. In line with 
the previous findings, the averaged response data (pooled over all SOAs) showed a 
strong 1-back negative effect and a 2-back positive effect in both Left 80% and Right 
80% conditions. When the trials from the two conditions were pooled together for the 
spectral analysis, a robust 9-Hz oscillation was revealed in response bias but not 
accuracy. Subsequent tests confirmed that the oscillation was observed only for trials 
containing a frequent target and was still traceable in trials preceded by a frequent target 
two trials back. This is consistent with the observations in Experiment 2 and suggests 
that the alpha oscillation in response bias in Experiment 3 is similarly ear-specific and 
long-lasting. In addition, the analysis of the incongruent 1-back data revealed a strong 
and robust 7.5-Hz oscillation in accuracy one trial after an infrequent target occurred. 
This oscillation could be linked to change detection, attention switching or prediction 
error. In sum, the results of Experiment 3 confirm the findings from Experiment 2 and 
additionally show that oscillations in accuracy, or sensitivity, may not only reflect 
rhythmic attentional sampling but could also be caused by processes related to sensory 
expectation.  
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5.2 Rhythmic attentional sampling in audition  
5.2.1 Auditory behavioural oscillations in the absence of neural entrainment  
Visual sensitivity is not constant but oscillates over time at a rate of ~4-10 Hz 
(Benedetto et al., 2016; Fiebelkorn et al., 2013; Landau & Fries, 2012; Tomassini et al., 
2015). These behavioural oscillations are linked to neural activity in the theta and alpha 
bands (Busch et al., 2009a; Busch & VanRullen, 2010; Mathewson et al., 2009) and are 
thought to reflect an attentional mechanism that allows the visual system to sample 
sensory input in a cyclic, efficient manner (VanRullen, 2016; VanRullen et al., 2007). 
Whether a similar mechanism exists in audition is controversial. Positive findings have 
been reported mainly by studies that used an external rhythm to entrain neural activity 
(Henry & Obleser, 2012; Hickok et al., 2015). In the absence of neural entrainment, 
auditory perceptual performance to low-level stimuli does not show modulation by 
ongoing theta or alpha oscillations (VanRullen et al., 2014; Zoefel & Heil, 2013), 
except when higher-level stimuli, such as speech, are involved (Ng et al., 2012). 
However, speech is known to entrain neural activity in the delta and theta band (Luo & 
Poeppel, 2007). Therefore, it has been suggested that rhythmic attentional sampling in 
audition may necessitate neural entrainment.   
The findings presented here challenge this view. In all three experiments, 
behavioural oscillations, within the theta and alpha bands, were observed using a brief 
sine tone embedded in white noise. Since the noise was never repeated, these 
oscillations could not arise from neural entrainment (Luo et al., 2013). More likely, they 
were caused by ongoing theta and alpha rhythms, which were phase-reset by the noise 
onset. This suggests that behavioural oscillations are not vision-specific phenomena but 
may reflect more general perceptual mechanisms (discussed in more detail below).  
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5.2.2 Alternating attentional sampling between left and right ear 
Why have previous studies failed to find effects of theta and alpha oscillations on 
auditory perception without neural entrainment? Until now, research on oscillations in 
audition have mostly used diotic stimulation where identical sounds are presented to 
both ears simultaneously. In contrast, the experiments reported here used dichotic 
stimulation where the streams of white noise presented to each ear were uncorrelated 
and the stimulus was delivered to either the left or right ears, producing maximal 
interaural differences for auditory lateralisation. This made it possible to examine the 
two ears separately, revealing a consistent antiphase relationship between the sensitivity 
oscillations in the left and right ear. In Experiment 1, sensitivity oscillated at ~5.6 Hz in 
the left ear and ~6.2 Hz in the right ear (with overlapping windows of significant 
frequencies), and a phase difference approximating 180° was observed at ~5.9 Hz, the 
frequency common to both ears.  
This result agrees with two behavioural studies on oscillation of visual 
thresholds (Fiebelkorn et al., 2013; Landau & Fries, 2012), both showing theta 
modulation of accuracy during a spatially cued task. Importantly, the theta oscillations 
measured in the two hemifields (Landau & Fries, 2012) or between two object locations 
(Fiebelkorn et al., 2013) were in approximate antiphase, implying alternating 
attentional sampling between them. A similar process may exist in audition, which 
would suggest that oscillations in visual and auditory sensitivity result from a general 
attentional mechanism that samples target locations in a cyclic manner. This could be an 
efficient strategy used by the perceptual system to distribute its limited resources evenly 
(VanRullen, 2016). 
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5.2.3 Oscillations in left and right ear cancelled when summed 
The antiphase difference between the two ears also suggest that in situations where 
stimuli are presented diotically, potential interaural oscillations could be cancelled out. 
Indeed, when the responses from the left and right ears in Experiment 1 were pooled 
together, the oscillations cancelled out almost completely (Figure 4.1.4). This may also 
account for the absence of sensitivity oscillations in Experiment 2 when the response 
data from both ears were combined (to compute sensitivity, see Figure 4.2.2 and Figure 
4.2.3). Once the ears were separated, however, accuracy oscillations in each ear showed 
a trend toward opposite phases ~9 Hz (Figure 4.2.5), suggesting this antiphase 
difference could be an inherent characteristic of the two ears. Although the results of 
Experiment 3 confirmed that the accuracy in Left 80% and Right 80% conditions were 
significantly out of phase, the group mean difference was near 90º rather than 180º.  
These findings still suggest that future studies need to consider that sensitivity 
oscillations in left and right ears are not in phase. Thus, if the two ears are not separated, 
the oscillations could be cancelled or diminished in the absence of neural entrainment. 
When the auditory system is stimulated diotically, using an external rhythm or an 
entraining stimulus, such as speech, sensitivity oscillations in left and right ears may be 
compelled to align to the same phase as the entraining stimulus. This may explain why 
rhythmic fluctuations in auditory behaviour are observable mainly with neural 
entrainment when diotic stimulation is used.  
5.2.4 Do theta and alpha rhythms underlie different aspects of attention?  
The observation that the oscillations in sensitivity for pitch discrimination occurred in 
the theta band (Experiment 1) is consistent with a recent study by Florin, Vuvan, Peretz, 
and Baillet (2017) showing that the amplitude of theta oscillatory activity in the right 
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inferior frontal gyrus predicted pitch discrimination performance. In Experiment 2 and 
3, when accuracy was examined separately for the left and right ears, oscillations were 
observed in the alpha band. EEG findings by Harris, Dux, Jones, and Mattingley (2017) 
point to distinct roles of theta and alpha oscillations in visual perception, with theta 
linked to feature-based attention and alpha to spatial attention (see also van Diepen, 
Miller, Mazaheri, & Geng, 2016). The notion that theta oscillations mediate feature-
based attention is corroborated by a recent behavioural study by Re, Inbar, Richter, and 
Landau (2019) who showed that rhythmic visual sampling is feature-based rather than 
spatial. A similar dissociation between theta and alpha oscillations may exist in 
audition.  
 The fact that alpha oscillations were also manifested in decision criteria (a 
measure of response bias), however, implies that their underlying functions may be 
diverse. The hypothesis pursued in Experiment 2 and 3 derived from two EEG studies 
showing that alpha modulations of criteria were influenced by stimulus expectation (de 
Lange et al., 2013; Sherman et al., 2016). Experiments 2 and 3, therefore, investigated 
whether alpha oscillations in decision criteria could be linked to a mechanism which 
allows an observer to anticipate a forthcoming stimulus on the basis of recent sensory 
experience.     
5.3 Expectations bias perceptual decisions rhythmically   
5.3.1 Oscillations in criteria are contingent on past sensory history 
To maintain a stable and coherent percept in a world that is naturally noisy and 
ambiguous, observers take advantage of past information to anticipate forthcoming 
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sensory input. While there is substantial behavioural evidence that perception is 
systematically biased toward recent sensory events (Cicchini et al., 2014; Fischer & 
Whitney, 2014; Liberman et al., 2014), little is known about the underlying neural 
mechanisms. Findings from two EEG studies have suggested that alpha oscillations may 
mediate the influence of stimulus expectation on observer perceptual decisions (de 
Lange et al., 2013; Sherman et al., 2016). Sherman et al. (2016) manipulated observer 
expectation by changing the target probability, while de Lange et al. (2013) used 
predictive cues to induce stimulus anticipation on a trial-by-trial basis. In the absence of 
predictive cues, de Lange et al. (2013) observed similar oscillatory effects in the alpha 
band that reflected a bias of the previous response choice on the current one, suggesting 
that the same mechanism may underlie induced and ‘spontaneous’ expectation.   
Serial dependence typically reflects the influence of the preceding stimuli on the 
current response. Consistent with this observation, Experiment 2 showed that 
identifying the ear of origin of a brief pure tone was strongly biased by previous stimuli, 
two or even three trials before the current trial. Although the immediately previous trial 
had no average serial effect, there was a strong rhythmic fluctuation in bias (measured 
by criterion) at ~9.4 Hz, which was critically dependent on stimulus history: strong 
oscillations occurred only when the previous target had been presented to the same ear 
as the current one (Figure 4.2.4 and Figure 4.2.5), and weaker oscillations could be 
observed in trials where the target occurred in the same ear two trials previously (Figure 
4.2.6).  
Similar sequential effects (Figure 4.3.1) and oscillations in response bias at ~9.1 
Hz (Figure 4.3.2) were observed in Experiment 3 where frequently presented targets led 
to high stimulus expectations. Correspondingly, alpha oscillations in response bias were 
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mainly present in trials containing a frequent target (Figure 4.3.4), biasing perceptual 
decisions still two trials later (Figure 4.3.5). Although this implies that sensory 
expectations biased perceptual decisions by the same anticipatory mechanism in 
Experiments 2 and 3, there were some differences. The positive serial dependence 
observed in Experiment 3 was not as long-lasting as in Experiment 2, and the oscillation 
in response bias seemed also less robust in Experiment 3 than Experiment 2. This 
difference may suggest that the alpha oscillations in response bias are affected by 
adaptation. Repeated presentation of the same stimulus is known to lead to neural 
suppression which may be reflected by weaker oscillations. Although neural 
suppression is mainly found in the gamma band (Grill-Spector et al., 2006; Todorovic et 
al., 2011), this oscillatory activity could be phase-modulated by alpha rhythms (section 
2.2.1).  
Alternatively, the weaker oscillations in response bias could stem from different 
distributions of attentional resources in Experiment 3 (75% target probability) than in 
Experiment 2 (50% target probability). Using EEG, Jia, Liu, Fang, and Luo (2017) 
recently showed that attentional switching (between two spatial locations or two 
objects) is manifested as an alpha-band pattern of inhibition and rebound that alternates 
every ~200 ms. Importantly, this pattern becomes more persistent and prominent when 
observers must distribute their attention equally between two locations (manipulated by 
50% cue validity), as compared to when they need to monitor one location less often 
than the other (cue validity = 75%) or not at all (cue validity = 100%). Fischer and 
Whitney (2014) demonstrated that the strength of serial dependence was modulated by 
attention. The results of Experiment 2 and 3 agree with these observations.  
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In sum, the results of Experiments 2 and 3 reinforce that of Experiment 1, 
showing oscillations in criterion (for a different task) at similar frequencies (around 7.5 
and 8.7 Hz), and extend these in an important way by showing that the oscillations are 
contingent on past stimulus history. Similar oscillations in decision criterion and 
response bias have been recently reported for visual (Zhang, Morrone, & Alais, 2019) 
and audiovisual perception (Benedetto et al., 2018), suggesting that this reverberatory 
anticipatory mechanism may operate across the sensory modalities. 
5.3.2 A potential role of the ‘perceptual echo’ in positive serial dependence 
Why do oscillations occur only when the previous trial was presented to the same ear as 
the current one? One possible mechanism, illustrated in Figure 5.3.1 is based on the 
impulse response function, or “perceptual echo”, shown by VanRullen and Macdonald 
(2012). This perceptual echo (section 2.2.3) is a long-lasting reverberatory response of 
the visual system to a dynamically changing stimulus. Although still controversial, it is 
possible that auditory stimuli evoke similar echo responses. In Figure 5.3.1 (left panels), 
an auditory signal is presented to one ear and elicits a reverberatory neural response that 
oscillates in the alpha range and affects subsequent perceptual decisions. The results in 
Experiment 2 and 3 suggest that the perceptual echo is confined to the ear in which it is 
evoked. Further, the phase of this oscillation is assumed to be aligned to the onset of the 
noise-burst of the following trial (dotted vertical black lines in Figure 5.3.1), and that 
the alignment phase is opposite for each ear (here, 180° for the left and 0° for the right 
ear). This echo could then bias the response to subsequent signals presented to the same 
ear, possibly by modulating the neural gain of the signal (Rahnev et al., 2011), rather 
than by a shift in the decision boundary.  
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To illustrate, Figure 5.3.1 (right panels) shows putative internal representations 
of noise (blue) and signal (red) in three different scenarios. In the first (Figure 5.3.1A) 
and second scenario (Figure 5.3.1B), the previous target sets up an internal “echo” (n-1) 
at about 9 Hz. The onset of the noise burst resets the phase of the echo, to about 180° in 
the left ear. If the echo modulates neuronal excitability, then the amplitude of the 
response to stimuli presented to the same ear will depend on the time of stimulus 
presentation: more amplified if presented at a peak (Figure 5.3.1A) than a trough 
(Figure 5.3.1B). This modulation will be reflected in response bias (see section 7.3 for 
more details) but not average sensitivity (d’), as the echoes in the two ears are assumed 
to be out of phase (cancelling each other when pooled together for the computation of 
d’). The new stimulus will in turn elicit a new echo (n) in that ear (red trace), which 
reverberates to the next trial. In the final scenario (Figure 5.3.1C), because the previous 
target has set up an echo in the right ear, yet the current signal is presented to the left 
ear, the response to the current target will not be affected by the previous target, as the 
echo is confined to ear in which it is evoked.  
It is important to note that changes in criterion or response bias do not 
necessarily reflect decision processes (such as shifts in decision boundaries), but can 
also reflect perceptual changes (Peters, Ro, & Lau, 2016; Witt et al., 2015). The model 
in Figure 5.3.1 posits that sensory expectation leads to a perceptual bias, however, 
interactions with other processes at the decisional level cannot be ruled out, particularly 
as recent evidence suggests that both perceptual and decisional processes contribute to 
positive serial dependence (Cicchini et al., 2017; Fritsche et al., 2017).  
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Figure 5.3.1 Possible mechanisms by which the presence of criterion oscillations in congruent 
trials and their absence in incongruent trials may be explained. The green oscillation represents 
the ‘echo’ evoked by a target in the left ear in the previous trial (n-1). The reverberation 
resonates at alpha rhythm and continues to the current trial (n) where it is phase-reset by the 
noise onset. Importantly, the phase of the reset oscillation in the left ear (here, 180°) is opposite 
to that in the right ear (0°). (A) In this example, the current and previous target occur in the 
same ear. The echo is ear specific and will modulate the signal’s neural gain (red Gaussian 
distribution on the far right). Here, the presentation of the target coincides with a high excitatory 
period of the echo, increasing the probability of a hit. (B) In this example, the current and 
previous targets are also congruent, but the current target coincides with a low excitatory period 
of the echo, resulting in no gain. (C) In the final example, the current and previous target occur 
in different ears. As the echo is ear-specific, it will not affect the response to the current target. 
In all three scenarios, the target of the current trial will elicit a new echo (red oscillation) that 
reverberates into the next trial.   
As an alternative to the model in Figure 5.3.1, it may be that the preceding target 
does not actually elicit an oscillation but somehow sensitises or primes the circuitry to 
oscillate, so that when the noise burst of the next trial starts another oscillation is 
induced in the same ear as the previous oscillations. However, given that oscillations are 
assumed to be always present, it is also possible that a stimulus to that ear only primes 
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their phase-resetting by the next noise burst: without a phase-reset, the oscillations will 
not be synchronous with noise onset, and therefore will not be measurable by the 
behavioural technique used in this thesis. Although it is not possible to distinguish 
between the three alternatives at this stage, the results clearly implicate alpha 
oscillations in the propagation of information about perceptual history, and the model in 
Figure 5.3.1 is only a first step to understanding how sensory expectation or prediction 
guides perception by means of neural oscillations. To explain more complex serial 
effects, it will need to be elaborated, which will require more experimental data.  
5.3.3 Unexpected changes affect auditory behaviour rhythmically 
The sensory environment may remain stable for a prolonged period of time, 
nevertheless, the perceptual system must be prepared for unexpected changes. The 
Mismatch Negativity (MMN) is an electrophysiological response to a stimulus event 
that deviates physically from preceding ones, such as a pure-tone target presented to the 
left ear after a series of pure-tone targets presented to the right ear (as in Experiment 3). 
The MMN is obtained by subtracting the ERP response to the deviant event from that of 
the repeated event (called the ‘standard’), resulting in a negative difference (hence, the 
term). Following the detection of the deviance, a change in the focus of attention is 
triggered which, in turn, enhances stimulus processing (Escera, Alho, Winkler, & 
Naatanen, 1998; Escera, Yago, Corral, Corbera, & Nunez, 2003). More recently, the 
MMN has been hypothesised to be an error signal that alerts the perceptual system to a 
violation of what the system predicts or anticipates to be the forthcoming stimulus on 
the basis of recent sensory history (Bendixen et al., 2012; Garrido et al., 2009). Once the 
system is made aware of the perceptual change, the predictions may be updated, so the 
next stimulus can be anticipated.  
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Although elicitation of the MMN has been linked to increased activity and phase 
coherence in the theta band, ~4-8 Hz (Fuentemilla et al., 2008; Hsiao et al., 2009; Ko et 
al., 2012), how these neural oscillations affect behaviour is as yet unknown. The results 
of Experiment 3 are the first to shed light on how an unexpected perceptual change 
affects auditory performance over time. Following an infrequent target, accuracy 
fluctuated rhythmically at ~7.6 Hz. This frequency clearly falls within the bandwidth of 
the theta oscillations associated with the MMN, suggesting that the behavioural 
oscillation could be linked to the same process underlying the ERP component. If the 
oscillation in accuracy simply reflected a switch of attention (from frequent to 
infrequent target), it would occur at the time of the stimulus change. The fact that the 
oscillation arises one trial after an unexpected input suggests that it could be related to a 
process by which the sensory representations of the frequent target may be updated. 
This process may be mediated by theta oscillations, causing the observed fluctuations in 
accuracy.  
This hypothesis should be easy to test using EEG. The present results predict 
that in an oddball paradigm, accuracy will oscillate following an infrequent target and 
this oscillation in accuracy should be correlated with the phase (and possibly amplitude) 
of theta oscillations. If this could be verified, it would provide important insights into 
how the perceptual system regulates sensory predictions.  
5.3.4 Response switching and negative aftereffects 
The final discussion concerns the 1-back negative effect in Experiment 2 and 3. 
Normally, in serial dependence studies, the immediately previous trial (1-back) has a 
strong positive effect on the current trial. However, such an effect was not observed in 
Experiment 2 or 3. Forced-choice paradigms can lead to sequential response biases 
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independent of the stimuli. Many observers show a tendency to alternate responses, 
especially after a long run of similar responses (Abrahamyan et al., 2016), possibly 
related to the gambler’s fallacy (Burns & Corpus, 2004; Tversky & Kahneman, 1971). 
However, Abrahamyan et al. (2016) found that not all observers alternate as some 
instead show the opposite tendency, that is, to “stick” with the current response. Figure 
4.2.1C is consistent with this idea: while only one observer showed negative serial 
dependence for 2-back trials, the variability in 1-back trials was much higher, with 5 out 
of 14 observers showing positive 1-back biases. Evidence that this is the case comes 
from a response-based analysis in Experiment 2, which revealed a strong tendency for 
responses to differ from the previous response. This negative sequential effect likely 
affected the dependence on stimulus, cancelling out positive serial dependence.  
In Experiment 3, the strong 1-back negative effect observed on stimulus may 
reflect a negative adaptation aftereffect, which can co-occur with positive serial 
dependence, as previous studies have shown (Abrahamyan et al., 2016; Chopin & 
Mamassian, 2012; Taubert et al., 2016). Negative aftereffects tend to be shorter lived 
than the positive dependencies, and should therefore affect only 1-back, not 2-back 
trials. This seems to be reflected by the results of Experiment 3. In both cases, the 
results of the spectral analysis suggest that oscillations may be a more sensitive 
signature of memory-based perceptual effects than simply looking at average results. 
Many competing effects could reduce or annul average serial dependence effects, 
without affecting rhythmic, time-dependent oscillations.    
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5.4 Open questions and future directions 
Although the present findings have answered the main questions this thesis aimed to 
address, many new and interesting issues have emerged that future studies may want to 
investigate. Some of these questions are discussed in the following with suggestions as 
to how they could be addressed.  
5.4.1 Could the observed oscillations be triggered by eye movements? 
Behavioural oscillations have been shown to synchronise with saccadic eye movements 
(Benedetto & Morrone, 2017), and the sound-localisation system is generally thought to 
be tightly linked to the gaze-orienting system (van Opstal, 2016). Therefore, it is 
reasonable to ask whether the auditory oscillations observed in the three experiments 
presented here could have been triggered by eye movements. Eye movements were not 
controlled for or monitored in Experiments 1-3. Participants were not instructed to keep 
their fixation on a specific point or close their eyes. However, they sat in a dark room 
and the background of the computer monitor was blank and black. Most probably, 
participants’ eye movements were random, but it is possible that the monaural target 
triggered a horizontal eye movement to the stimulated ear. In that case, however, the 
observed perceptual oscillations would not be linked to the noise onset but to the target 
(or the eye movement induced by the target). Yet, as the onset of the target was fully 
random, it would not be possible to observe any consistent rhythm in sensitivity or 
criteria.  
 Nonetheless, it is an interesting question that should be explored in future 
studies, especially given the close relationship between the sound-localisation and gaze-
orienting system. Note, however, that the saccadic eye movements in the study by 
Benedetto and Morrone (2017) were voluntary and the results suggest that the 
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oscillation in visual sensitivity synchronises with saccadic preparation rather than 
execution. In line with these observations, (Re et al., 2019) recently showed that 
oscillations in visual detection accuracy are unrelated to microsaccades triggered by 
moving stimuli. Given these findings, it would be interesting to examine if voluntary 
saccadic eye movements (instead of noise bursts) elicited similar oscillations in auditory 
perception as reported here. This question may be particularly relevant to the 
localisation of natural binaural stimuli discussed next.   
5.4.2 How may the current results extend to natural binaural stimuli? 
Under natural conditions, sound localisation involves binaural cues. Although this thesis 
examined the processing of monaural information presented via earphones, the present 
findings may still be relevant to understanding how oscillations underlie the localisation 
of binaural sounds presented from distant sources. When a sound is presented to only 
one ear, it is perceived as coming from that side of space. Therefore, the antiphase 
relationship between the left- and right-ear sensitivity oscillations (Experiment 1) may 
be related to rhythmic sampling between two spatial locations (as discussed in section 
5.2.2). This, in turn, suggests that the interaction between consecutive stimuli that 
results in positive serial dependence (in Experiment 2 and 3) may not occur at the 
peripheral level, but at a later, possibly cortical, representation of space (Heffner & 
Heffner, 1990; Jenkins & Masterton, 1982; Kavanagh & Kelly, 1987; Stecker, 
Harrington, & Middlebrooks, 2005). Furthermore, visual findings suggest that serial 
dependence may be spatially constrained (Fischer & Whitney, 2014), which is 
consistent with the observation that the criterion oscillation was confined to the same 
sound source (i.e., ear) as the previous target (Experiment 2 and 3). 
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Nevertheless, it cannot be ruled out that the antiphase relationship reflects some 
intrinsic phase difference between the two ears. Thus, further investigations with 
loudspeakers, for example, may be necessary to determine if the oscillatory phase and 
serial dependence effects are ear- or space-related. This could be combined with 
voluntary saccadic eye movements as in Benedetto and Morrone (2017) to examine if 
similar coupling between saccadic preparation and oscillations in auditory sensitivity 
exists as in vision. Alternatively, three-dimensional sounds can also be simulated with 
binaural recordings for head- or ear-phone presentation and combined with virtual 
reality technology. 
5.4.3 Is the phase coherence across participants related to ear dominance? 
Ongoing oscillations are often assumed to reset to no specific phase across observers 
and therefore individual phases are rarely examined. Instead, most studies focus on 
phase differences (e.g., Fiebelkorn et al., 2013; Landau & Fries, 2012) or related 
measures (e.g., Busch, Dubois, & VanRullen, 2009b). The present thesis took a 
different approach and investigated individual subject phases and their group coherence. 
The results showed that participants exhibited strong phase coherence where the group 
mean amplitude was largest, suggesting that ongoing oscillations are reset to similar 
phases in all subjects at the peak frequencies (see also Benedetto et al., 2018; Zhang et 
al., 2019). Because the results in Experiments 2 and 3 further indicate that the criterion 
oscillations start with a bias toward the left ear in most participants, it is possible that 
the phase-specificity is linked to ear dominance. Though still debated (e.g., McGettigan 
& Scott, 2012), left-ear dominance is typically associated with pitch processing, as the 
right hemisphere is thought to be specialised in slow, non-speech acoustic information 
(e.g., Zatorre, Belin, & Penhune, 2002). In contrast, the left hemisphere is known to be 
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specialised in rapid, speech-related acoustic information (e.g., Kimura, 2011) and thus 
one would expect auditory oscillations to be aligned to the opposite phase if the same 
experiments were repeated with speech stimuli.  
 Alternatively, resetting neural oscillations to the same phase in all individuals 
may have some important behavioural function, for example, to synchronise individual 
brains during joint activities. Coordinating one’s action and perception with that of 
others in time is essential to social behaviour (e.g., during a conversation, game or 
music performance), and recent EEG evidence suggests that joint action involves alpha 
activity (Novembre, Sammler, & Keller, 2016). As researchers are only beginning to 
investigate the neural mechanisms underlying joint action, it is unknown whether the 
individual brain activities are synchronised when participants must coordinate their 
action and perception. Although it is now possible to measure the activity of two brains 
concurrently using EEG and MRI, the recordings and data analyses are very complex. 
Therefore, the behavioural technique employed in this thesis could provide an 
alternative to examining the role of oscillations in joint action.  
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6 Conclusions 
Rhythmic fluctuations in behaviour reflect different processes that are mediated by 
neural oscillations in the theta and alpha frequency band. These processes are not only 
related to attention but also expectation, two fundamental mechanisms that help the 
perceptual system to mitigate the processing burden by allocating its limited resources 
efficiently. Attentional and anticipatory, or predictive, processes are not easy to 
dissociate. However, the findings presented in this thesis suggest that attention and 
expectation affect different aspects of behaviour that are separable, with attention 
mainly modulating sensitivity (d’) and expectation response bias, or the decision 
boundary (c). Evidence from single-unit studies with macaques have pointed to distinct 
neural substrates underlying changes in sensitivity and criterion. While sensitivity 
changes may arise from cortical processes, criterion shifts are thought to reflect 
mechanisms at the subcortical level. As these studies mainly focused on attentional 
shifts of sensitivity and criterion, possibly without controlling for expectation-related 
effects, it needs to be seen whether the present results can be linked to these single-unit 
findings.  
 Another aspect in which attentional and anticipatory processes may differ is the 
frequency at which they propagate, with expectation biasing perception mainly through 
alpha oscillations, while different aspects of attention could be manifested in different 
rhythms: object- or feature-based attention in theta and spatial attention in alpha. At this 
point, it needs to be mentioned that the identification of the target’s ear of origin is not 
really a spatial task. In fact, it is rare for a sound to be completely lateralised to one ear 
in normal listening situations. Therefore, future studies should examine whether similar 
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behavioural oscillations can be observed in more naturalistic environment with stimuli 
that can be localised spatially.  
 As the focus of this thesis was on auditory perception, whether the behavioural 
oscillations related to expectation and unexpected perceptual changes can be generalised 
to other sensory modalities needs to be confirmed. However, given that the present 
thesis was motivated by a number of different visual findings, which the present results 
are largely consistent with, it is possible that the anticipatory mechanisms reported here 
generalise, at least, to vision. The current findings not only confirm but extend previous 
observations from visual studies in important ways. We have a better understanding 
now of how perceptual priors may be communicated from trial to trial. This 
communication is oscillatory in nature and highly selective, at least, in audition. The 
auditory priors modulate only sensory representations within the circuitry in which they 
have been evoked. To my knowledge, no other study has shown this before. 
Furthermore, we have an idea how expectation may be updated following a prediction 
error. This mechanism appears to be also oscillatory but modulating sensitivity rather 
than response bias. These two findings, in particular, provide an important basis for 
further investigations into the exact mechanisms by which the perceptual system 
anticipates forthcoming sensory input.  
 Finally, it should be noted that these findings were obtained through the study of 
behavioural oscillations in auditory perception, illustrating the possibilities that this new 
method presents. Certain aspects of this technique, such as the statistical analyses, 
require refinement, however, I hope this thesis has shown that, already now, behavioural 
oscillations provide a powerful tool to study the relationship between brain and 
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behaviour, and they will continue to inform us about the role of oscillations in human 
perception and cognition within and possibly also between individuals.      
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7 Appendices 
7.1 Subject variability in Experiment 1 
In addition to the aggregate data analysis, the behavioural data were examined at the 
individual subject level. To reduce the noise in the individual data, the responses were 
smoothed with a rectangular window of 26 ms width. The window was moved every 
19.5 ms, resulting in 42 overlapping bins, ranging from 0.2 to 1.01 s post noise-onset. 
The average number of trials per bin per ear was 31 trials at the individual subject level. 
(At the aggregate level, the average number of trials per bin per ear was 471 trials.) The 
binned individual data underwent the same curve fitting and 2D bootstrap and 
permutation procedure as the aggregate data. For each randomisation test, 200 iterations 
per subject were run. 
 Figure 7.1.1 shows the sensitivity (top) and criterion results (bottom) for a 
selection of participants. As before, the left and right ears are colour coded with blue 
and red, respectively. The thick black lines depict the best-fitting sinusoids at 
frequencies, 𝜔,	that yielded the largest R2. The heat maps in Figure 7.1.2 show the 
individual R2 computed for the frequency range 4-12 Hz in 0.1-Hz steps for all 
participants. Some subjects show high R2, however, there is a great variability at the 
peak frequencies identified in the aggregate subject analysis (e.g., Figure 4.1.2 and 
Figure 4.1.5).  
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Figure 7.1.1 Temporal sequences of left- (blue) and right-ear (red) sensitivity (detrended d’, A-
B) and criteria (c, C-D) of selected participants. The black curves depict the best-fitting sinusoids 
with frequency w in Hz. The error bars indicate ±1 bootstrapped SEM.  
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Figure 7.1.2 Individual goodness of fit, R2, for all sampled frequencies, 4-10 Hz in 0.1-Hz 
steps. The top panels show the sensitivity (d’) results and the bottom panels those of the 
criterion (c). The colour bars to the right of each panel indicate participants’ colour codes.  
The amplitude and phase were also examined for each participant over the 
frequency range 4-10 Hz. The heat maps in Figure 7.1.3 show the individual amplitudes 
and the polar plots the phase angles at the common frequency, 5.9 Hz (see also Figure 
7.1.4A and Figure 7.1.4B), for sensitivity and at the peak frequencies for criterion (see 
also Figure 7.1.4C and Figure 7.1.4D). There is high subject variability with respect to 
maximal frequency but greater consistency in phase. To test the intersubject phase 
coherence, the group mean vector was computed and the significance of its magnitude, 
|v|, (which reflects the coherence of the individual phases scaled by their amplitudes) 
was determined by permutation test. The reported p-values reflect the proportion of 
permutations greater or equal to the phase coherence of the original data. Participants’ 
phases were highly consistent around 5.9 Hz for sensitivity, with the left ear showing a 
mean phase angle, q, of 175° (±43°) and a mean vector length, |v|, of 0.05; the 
significance test indicated that the phase coherence was greater than that of the 
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permuted data with p = 0.01. The right ear showed approximately the opposite phase, 
with q = 317° (±40°) and |v| = 0.05; the group coherence was also significantly greater 
than that of the shuffled data, p = 0.05. Decision criteria showed similar phase 
coherence at the peak frequencies. For the left ear, participants’ phases clustered around 
a mean phase of 241° (±43°) with a mean vector length |v| of 0.03 at 8.7 Hz (p = 0.05). 
For the right ear, participants’ phases were most consistent at 7.5 Hz (p = 0.01) with q = 
146° (±36°) and |v| = 0.05. 
 
Figure 7.1.3 Individual amplitude spectra and phase angles for left- and right-ear sensitivity (d’, 
A-B) at the common frequency 5.9 Hz, and for criteria (c, C-D) at the peak frequencies, 8.7 Hz 
in the left ear and 7.5 Hz in the right ear. The colour bars to the right of each heat map indicate 
participant colour codes. The arrow length indicates the magnitude at the respective frequencies.  
Finally, the individual phase angle differences between left- and right-ear 
sensitivity were inspected at the common frequency, 5.9 Hz. As in the aggregate data 
analysis, the individual right sensitivity was subtracted from the left one bin by bin. For 
comparison, the individual right and left sensitivities were also summed. To test 
whether all participants show the observed antiphase difference in sensitivity, the same 
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individual subject and intersubject phase coherence analyses were used as above. Again, 
although there is great intersubject variability in maximal amplitude (Figure 7.1.4A and 
Figure 7.1.4B), participants’ phase angles are highly consistent at 5.9 Hz for the 
difference data, with |v| = 0.1 (p = 0.01), but not for the summed data, |v| = 0.03 
(p = 0.5; see also Figure 7.1.4C). Figure 7.1.4D shows the IPC for the sensitivity 
difference at 5.9 Hz (blue line) against the distribution (grey bars) of maximal IPCs of 
the permuted data across all sampled frequencies. The IPC at 5.9 Hz clearly exceeds the 
95% threshold (red dotted line).  
 
Figure 7.1.4 Sum and difference of individual left-ear and right-ear sensitivities (d’) at the 
common frequency 5.9 Hz. (A) The heat maps show the individual amplitude spectra and the 
polar plots the individual phase angles with arrow lengths indicating amplitude for the left-right 
(L-R) ear difference. Participants are colour coded as in previous plots. (B) The individual 
amplitude spectra and phase angles for the summed left- and right-ear sensitivities. (C) The 
results of the intersubject phase coherence (IPC) analysis. This vector analysis takes into 
consideration both the individual phases and their amplitudes. The test is only statistically 
significant if the original IPC exceeds that of the permuted data. The data were permuted at the 
individual level with 200 iterations. (D) The IPC at 5.9 Hz for the L-R ear data (blue line) 
against the distribution (grey bars) of maximal IPC of the permuted data across all sampled 
frequencies (4-10 Hz in 0.1-Hz step). The dotted red line indicates the 95th percentile. 
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7.2 Frequent versus infrequent targets in Experiment 3 
Figure 7.2.1 summarises the results of the linear regression analysis (with individual 
subject data) for accuracy in trials with frequent (yellow) and in trials with infrequent 
targets (orange). The amplitude spectrum for the frequent-target condition (Figure 
7.2.1A) shows several peaks between 4-12 Hz (in 0.1-Hz) with one slightly stronger 
than the others at ~7.4 Hz. The 2D permutation test, illustrated in Figure 7.2.1D, 
showed that this frequency, 7.4 Hz was significant. Correspondingly, the individual 
amplitude and phase vectors in the frequent-target condition, plotted in Figure 7.2.1B, 
showed some phase coherence at 7.4 Hz. The uncorrected p-values obtained at all tested 
frequencies are shown in Figure 7.2.1E, with the yellow line representing the frequent-
target and the orange line the infrequent-target condition. The infrequent-target 
condition showed no significant p-value at any frequency. Only the peak at ~7.4 Hz 
observed in the frequent-target condition reached significance, p = 0.04. However, this 
result did not survive multiple comparison corrections by maximal statistics.  
  131 
 
Figure 7.2.1 Results of the linear regression analysis for accuracy with trials containing either a 
frequent target (yellow) or an infrequent target preceded by a frequent target (orange). (A) The 
amplitude spectrum computed from trials with a frequent target. There are several peaks in the 
spectrum, one slightly stronger than the others at ~7.4 Hz. The spectrum for trials with 
infrequent targets is plotted in (C). (B) The individual phase and amplitude vectors at the peak 
frequency, 7.4 Hz. The participants are colour coded as in previous figures (e.g., Figure 4.3.3). 
The direction and length of the vectors indicate individuals’ phase and amplitude. (D) 
Illustration of the 2D significance test. The cloud of yellow dots represents the mean vectors 
from the surrogate data at 7.4 Hz, obtained by shuffling the original individual dataset 2,000 
times and submitting each one to the same linear regression analysis as the original dataset. The 
red dot represents the mean vector of the original dataset at 7.4 Hz. The p-value reflects the 
proportion of mean vectors from the surrogate data that are equal to or exceeding that of the 
original data. (E) The results of the 2D significance test at each tested frequency from 4-12 Hz 
in 0.1-Hz steps. The yellow line shows the p-values for the frequent and orange line those for 
the infrequent condition. The values are not corrected for multiple comparisons.  
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7.3 Modulation of internal signal distribution shifts criterion 
Figure 7.3.1 illustrates how modulations of the signal distribution can bring about 
changes of sensitivity and criterion. For this basic simulation, 5,000 trials were 
generated, half of which contained a signal and the other half noise. On each trial, a 
stimulus was presented that contained either only noise or a signal embedded in noise 
and the observer determined whether the signal was absent or present. The internal 
response on each trial was (randomly) drawn from one of two Gaussian distributions. 
For the noise stimulus (dark grey), a distribution was constructed (noise distribution) 
that centred around a mean of 0 with a variance of 1. For the signal-embedded-in-noise 
stimulus (red), a distribution was created (signal distribution) that centred around a 
mean of d’ = 1.14 (observer detection sensitivity) with a variance of 1 (Figure 7.3.1A), 
0.75 (Figure 7.3.1B) or 1.25 (Figure 7.3.1B). The x-axis in Figure 7.3.1 indicates the 
strength of the internal response, which varied between -4 and 5, where 0 can be 
thought as a baseline, above which the likelihood that the signal is detected increases 
with response strength. The y-axis indicates the counts of each type of internal response. 
Because it is a 2AFC task, it assumed that there is no response bias (i.e., observers do 
not prefer one response over the other). This means the decision criterion reflects the 
intersection of the two internal response distributions (blue line).  
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Figure 7.3.1 Modulations of the signal distribution. (A) Signal detection theory assumes that 
the internal response distribution to noise and signal are Gaussian with similar variance but 
different means. In this simulation, the noise distribution always centres around a mean of 0 and 
the signal distribution around a mean of d’ = 1.13. Because it is a 2AFC task, we assume no 
response bias, c ≈ 0. (B) In the case where the signal distribution has a variance smaller than 
that of the noise distribution, the hit rate will increase, p(H) = 0.86, without changes to the false 
alarms, p(FA) = 0.20. (C) If the signal distribution has a greater variance than the noise 
distribution, the hit rate will decrease, p(H) = 0.73, but the false alarm rate remains the same, 
p(FA) = 0.21. In both cases (B&C) criterion and sensitivity will change.  
In Figure 7.3.1A, the variance of the signal distribution equals that of the noise 
distribution. This results in a hit rate of 0.79 and a false alarm rate of 0.21 which, in 
turn, yield a d’ value close to the one injected (i.e., d’ = 1.14) and a value of c that 
suggests there was no response bias. In Figure 7.3.1B, the variance of the signal 
distribution was decreased (𝜎signal = 0.75), following which the hit rate increased, p(H) = 
0.86, but the false alarm rate remains more or less unchanged, p(FA) = 0.20. These 
changes are reflected by a shift in criterion (c = -0.12) and an increase in sensitivity. In 
Figure 7.3.1C, the variance of the signal distribution was increased (𝜎signal = 1.25), 
which induced a decrease in hit rate, p(H) = 0.73, but left the false alarm rate practically 
the same, p(FA) = 0.21. This, in turn, shifted the criterion in the opposite direction (c = 
0.091) and decreased sensitivity (d’ = 1.01).  
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Essentially, modulations of the signal distribution lead to changes in both 
criterion and sensitivity. By contrast, a shift of the criterion without changes to the 
signal distribution will alter the number of both hits and false alarms, such that 
sensitivity is minimally affected. However, the results in Figure 4.2.5H and Figure 
4.2.5I suggested that sensitivity might have oscillated but in opposite phase, so that the 
oscillations cancelled each other out when pooled together. Furthermore, a mere 
criterion shift without changes to the signal distribution typically reflects a change in 
observer decision strategy. It does not seem reasonable that observer decision strategy 
fluctuates from trial to trial. More likely, the oscillation observed in criterion reflects 
fluctuations in perceptual bias, which is captured by the modulations of the signal 
distribution in Figure 7.3.1. 
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