A general framework for pricing Asian options under Markov processes. Oper. Res. 63(3): 540-554] made a breakthrough by proposing a general framework for pricing both discretely and continuously monitored Asian options under one-dimensional Markov processes. In this note, under the setting of continuoustime Markov chain (CTMC), we explicitly carry out the inverse Z−transform and the inverse Laplace transform respectively for the discretely and the continuously monitored cases. The resulting explicit single Laplace transforms improve their Theorem 2, p.543, and numerical studies demonstrate the gain in efficiency.
Introduction
Asian options are popular path-dependent options actively traded in the financial markets, yet their valuation is challenging and has attracted a significant amount of interest in the literature ( (Cai and Kou 2012) , (Cai, Li, and Shi 2014) , (Fu, Madan, and Wang 1999) , (Linetsky 2004) ). A breakthrough was achieved in (Cai, Song, and Kou 2015) , where the authors proposed a general framework for pricing both discretely and continuously monitored Asian options under one-dimensional Markov processes through a novel and elegant functional equation approach. They employed results from (Mijatović and Pistorius 2013) , a weak approximation scheme from the continuous-time Markov chain (CTMC) to the Markov process, and explicitly solved the functional equations in the CTMC case. The resulting approximation is shown to yield an efficient valuation of Asian option prices. The analytical solutions provided in their paper are given as a Z−Laplace transform for the discrete case, and a two-dimensional Laplace transform for the continuous case (Theorem 2, p.543 of (Cai, Song, and Kou 2015) ).
In this note, under the setting of CTMC, we explicitly carry out the inverse Z−transform and the inverse Laplace transform, and hence obtain explicit single Laplace transforms for both discretely and continuously monitored Asian options. This improves the double transforms in Theorem 2 of (Cai, Song, and Kou 2015) . As a result, the theoretical complexity and computational efficiency are improved accordingly.
Main Result
Given the filtered probability space (Ω, F , {F t } t 0 , P), and assume that we work under the risk-neutral measure P. Denote r the risk-free interest rate, and assume that the dividend rate is 0.
One can construct a suitable CTMC to approximate a general one-dimensional Markov process (the stock price); see (Mijatović and Pistorius 2013) or p.544 of (Cai, Song, and Kou 2015) . Thus in the following, we shall restrict our discussions to CTMC.
We consider a non-negative CTMC, {X t } t 0 with finite state space {x 1 , . . . , x N }, whose transition probability matrix is
. , x N ) T , and let I denote the identity matrix. We use 1 to denote an N × 1 column vector with all entries equal to 1. Let D = (d ij ) N ×N be a diagonal matrix with d jj = x j , j = 1, . . . , N. We use E x [ · ] to denote the expectation conditional on X 0 = x.
Consider the following payoff functions studied in equation (1), p.541 of (Cai, Song, and Kou 2015) :
where A t := t 0 X u du and B n := n i=0 X t i . Denoting T the maturity and K the strike price, the price of the continuously monitored Asian call option V c (T, K; x) at time 0 is given by (e −rT /T )v c (T, T K; x). Similarly, the price of the discretely monitored Asian call option V d (n, K; x) at time 0 is given by (e −rT /(n + 1))v d (n, (n + 1)K; x). Henceforth, ∆ = T /n. The following is our main result, which improves Theorem 2, p.543 of (Cai, Song, and Kou 2015) . Define v c (n, k; x) := (v c (n, k; x 1 ), . . . , v c (n, k; x N )) T , v d (n, k; x) := (v d (n, k; x 1 ), . . . , v d (n, k; x N )) T . 
From definition, we observe that g d (n, θ; x) can be treated as the coefficient of z n in the power series expansion of L d (z, θ; x) with respect to the transform variable z. This motivates us to expand the right hand side of (3) into a power series of z.
Similar as in the proof of Theorem 2 in (Cai, Song, and Kou 2015) , we can show that e θD − zP(∆) is strictly diagonally dominant, and by the Lévy-Desplanques theorem (Corollary 5.6.17 of (Horn and Johnson 1985) ), we have that e θD − zP(∆) is invertible. From Corollary 5.6.16 of (Horn and Johnson 1985) , if there is a matrix norm || · || (without loss of generality, we can take the maximum norm, i.e., ||A|| = max{|a ij |}) such that ||I − A|| < 1, then we have A −1 = ∞ k=0 (I − A) k . In the following, we assume that the transform variable satisfies |z| < min{1, e −r∆ , 1/||(e θD ) −1 P(∆)||}, so that the power series expansions with respect to z are well-defined. We have (e θD − zP(∆)) −1 1 = (e θD (I − z(e θD ) −1 P(∆))) −1 1
The coefficient of z n in (4) is ((e θD ) −1 P(∆)) n (e θD ) −1 1. Expand the remaining parts in (3) as
and
It is clear that the coefficient of z n in (5) is − 1 θ 2 1, and the coefficient of z n in (6) is x θ 1−e (n+1)r∆ 1−e r∆ . Thus the inverse Z−transform of L d (z, θ; x) is given by
and, together with (e θD ) −1 = e −θD , it completes the proof of part (i).
From Proposition 1(ii) and Theorem 2(ii) of (Cai, Song, and Kou 2015) , we have
where m(µ, θ;
It can be shown that θD + µI − G is strictly diagonally dominant, and thus invertible by the Lévy-Desplanques theorem. We assume |µ| > max{||G − θD||, 0}, so that the following power series expansions with respect to µ are well-defined. We obtain
It is clear from (9) that the inverse Laplace transform of m(µ, θ; x) with respect to µ is given by
It is easy to identify the inverse Laplace transform with respect to µ of the two remaining terms in (8) as
From (10) and (11), we have
This completes the proof.
Remark 2.1. We note that it is very difficult, if not impossible, to further carry out Laplace inversion of the function g d (n, θ; x) or g c (t, θ; x) and hence obtain closed-form expressions for the option prices.
For g d (n, θ; x), we can easily identify the inverse Laplace transform of 1 θ 2 e −θD and e −θD P(∆), respectively, but it is challenging to obtain a tractable Laplace inversion of (e −θD P(∆)) n . For g c (t, θ; x), the major difficulty for carrying out further Laplace inversion lies in the matrix exponential e (G−θD)t , and the fact that G and D are in general not commutable. Based on these observations, we argue that the results in Proposition 2.1 may not be further improved in general.
Remark 2.2. There are two ways of computing the expression given in (1). In the "forward" way, we first compute the nth power of e −θD P(∆) and then multiply it by the vector e −θD 1. The complexity would be O(N 3 n), since the multiplication of two N−dimensional square matrices has cost of O(N 3 ). In the "backward" way, we multiply the matrix e −θD P(∆) by the vector e −θD 1 first and the result is again a vector. The complexity of this operation is only O(N 2 ), because: (1) e −θD is a diagonal matrix and therefore computing (e θD ) −1 P(∆) costs only O(N), and (2) Multiplication of an N−dimensional square matrix by a vector costs O(N 2 ). Repeating this procedure n times, we obtain ((e θD ) −1 P(∆)) n (e θD ) −1 1 with a total cost of O(N 2 n), which reduces the complexity by O(N) times compared with the "forward" way. Although in the numerical tests conducted in the following section, we did not observe significant differences between the realized running time of these two ways of implementation via Matlab, we believe that the "backward" way will have some potential benefits in more computationally intensive settings.
Numerical Results
We follow the two-step procedure proposed in §5 (p. 544) of (Cai, Song, and Kou 2015) to compute the Asian option prices, except that in the second step we only need to invert the single Laplace transforms given in (1) and (2). Note that inverting a single Laplace transform is well studied, and we use the equations (4.6) and (6.26) in (Abate and Whitt 1992) . Numerical results are collected under different models, including the CIR model, the CEV model, the double-exponential jump diffusion (DEJD) model, the Merton's jump diffusion (MJD) model, and the Carr-Geman-Madan-Yor (CGMY) model. Parameter settings for each model involved are exactly the same as those in §5 of (Cai, Song, and Kou 2015) . All numerical experiments in this note are conducted using Matlab R2014b on a laptop equipped with an Intel Core 2 i7-4510U CPU @ 2.00 GHz 2.60 GHZ and 8 GB of RAM.
The following tables report the Asian option prices computed via our single Laplace transform formulas, and compare them with certain benchmarks and results based on the double transform methods, both of which are directly taken from (Cai, Song, and Kou 2015) . Relative errors of our method compared to the benchmarks are also presented. We also record CPU running times of our method.
We observe similar patterns across the tables: (1) The option prices yielded by our single Laplace transform inversions are very close to those from the double transform inversions in (Cai, Song, and Kou 2015) , while it takes less realized running time in all cases.
(2) For discretely monitored Asian options, the running time of our method increases with the number of monitoring points, i.e., n, but at a slower rate than that reported in (Cai, Song, and Kou 2015) .
Conclusion
In this note, under the setting of CTMC, we obtain explicit single Laplace transforms for prices of discretely and continuously monitored Asian options. This improves Theorem 2, p.543 of (Cai, Song, and Kou 2015) , and numerical studies demonstrate the gain in efficiency. Note. Pricing Asian options under the CIR model via our single transform CTMC approximation with N = 50. The parameter settings are the same as those in (Fusai, Marena, and Roncoroni 2008) and also in §5.1 of (Cai, Song, and Kou 2015). The columns "Benchmark" are taken from (Fusai, Marena, and Roncoroni 2008) , whose values are computed from their analytical solutions. The columns "Cai et al." are taken from the Table 3 of (Cai, Song, and Kou 2015) . Results based on our single Laplace transforms are presented in the columns "CTMC." The columns "Rel. err.(%)" document the relative errors of our method compared with the benchmark values. The realized computing times to output the option price based on our method are about 0.009, 0.011, 0.013, 0.016, and 0.023 seconds for n = 12, 25, 50, 100, and 250, respectively, and about 0.031 seconds for n = +∞ (i.e., the continuously monitored Asian options). (Cai, Song, and Kou 2015) . Part (I) compares our results (i.e., the column "CTMC") with the asymptotic expansion numerical prices in (Cai, Li, and Shi 2014) (i.e., the column "Benchmark") and results via the double transform method in (Cai, Song, and Kou 2015) (i.e., the column "Cai et al."). These two reference columns are taken from Part (I) of Table 4 in (Cai, Song, and Kou 2015) . It takes about 0.024 seconds on average to output one price by our method. Part (II) collects results for continuously monitored Asian options. The benchmark values, taken from Part (II) of Table 4 in (Cai, Song, and Kou 2015) , are based on Monte Carlo simulations with numbers in the brackets indicating standard deviations. The column "Cai et al.", taken from the same reference, are obtained based on the double transform method in (Cai, Song, and Kou 2015) . It takes about 0.049 seconds on average to output a price via our method. Note. Pricing Asian options under the DEJD model via our single transform CTMC approximation with N = 50. All parameter settings are the same as those in §5.3 of (Cai, Song, and Kou 2015) . Part (I) compares our results (i.e., the column "CTMC") with numerical prices obtained by the recursive algorithm in (Fusai and Meucci 2008) (i.e., the column "Benchmark") and results via the double transform method in (Cai, Song, and Kou 2015) (i.e., the column "Cai et al."). These two reference columns are taken from the Part (I) of Table 5 in (Cai, Song, and Kou 2015) . The CPU times to output the option prices based on our method are about 0.015, 0.018, and 0.036 seconds for n = 12, 50, and 250, respectively. Part (II) collects results for continuously monitored Asian options, where the benchmark values are from (Cai and Kou 2012) . The column "Cai et al.", taken from Part (II) of Table 5 in (Cai, Song, and Kou 2015) , is based on the double transform method. It takes about 0.21 seconds to compute one price via our method for the continuously monitored Asian options. (Cai, Song, and Kou 2015) . Part (I) compares our results (i.e., the column "CTMC") with numerical prices obtained by the recursive algorithm in (Fusai and Meucci 2008) (i.e., the column "Benchmark") and results via the double transform method in (Cai, Song, and Kou 2015) (i.e., the column "Cai et al."). These two reference columns are taken from the Part (I) of Table 6 in (Cai, Song, and Kou 2015) . The CPU times to output the option price based on our method are about 0.008, 0.011, and 0.025 seconds for n = 12, 50, and 250, respectively. Part (II) collects results for continuously monitored Asian options. The benchmark values, taken from Part (II) of Table 6 in (Cai, Song, and Kou 2015) , are based on Monte Carlo simulations with numbers in the brackets indicating standard deviations. The column "Cai et al.", taken from the same reference, is based on the double transform method. It takes about 0.047 seconds to compute one price via our method for the continuously monitored Asian options. Note. Pricing Asian options under the CGMY model via our single transform CTMC approximation with N = 50. All parameter settings are the same as those in §5.6 of (Cai, Song, and Kou 2015) . Part (I) compares our results (i.e., the column "CTMC") with numerical prices obtained by the recursive algorithm in (Fusai and Meucci 2008) (i.e., the column "Benchmark") and results via the double transform method in (Cai, Song, and Kou 2015) (i.e., the column "Cai et al."). These two reference columns are taken from the Part (I) of Table 9 in (Cai, Song, and Kou 2015) . The CPU times to output the option price based on our method are about 0.015, 0.018, and 0.025 seconds for n = 12, 50, and 250, respectively. Part (II) collects results for continuously monitored Asian options. The benchmark values, taken from Part (II) of Table 9 in (Cai, Song, and Kou 2015) , are based on Monte Carlo simulations with numbers in the brackets indicating standard deviations. The column "Cai et al.", taken from the same reference, is based on the double transform method. It takes about 0.092 seconds to compute one price via our method for the continuously monitored Asian options.
