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Photoinduced charge transfer in transition-metal coordination complexes plays a prominent role in
photosynthesis and is fundamental for light-harvesting processes in catalytic materials. However, revealing
the relaxation pathways of charge separation remains a very challenging task because of the complexity of
relaxation channels and ultrashort time scales. Here, we employ ultrafast XUV photoemission spectroscopy
to monitor fine mechanistic details of the electron dynamics following optical ligand-to-metal charge-
transfer excitation of ferricyanide in aqueous solution. XUV probe light with a time resolution of 100 fs,
in combination with density functional theory employing the Dyson orbital formalism, enabled us to decipher
the primary and subsequently populated electronic states involved in the relaxation, as well as their energetics
on sub-picosecond timescales. We find strong evidence for the spin crossover followed by geometrical
distortions due to vibronic interactions (Jahn–Teller effect) in the excited electronic states, rather than
localization/delocalization dynamics, as suggested previously.
Introduction
Charge transfer reactions in transition-metal coordination com-
plexes induced by light have received much attention during the
last few decades.1–4 They play an important role throughout
different fields of science in solids and soft matter.5 For instance,
these reactions constitute the basis of light-harvesting mecha-
nisms occurring in materials of natural6–8 and synthetic9–12
character. Therefore, their deep understanding is of utmost
importance for the development of tomorrow’s energy sources
based on photovoltaics and photocatalysis.13–17
However, charge transfer usually competes with other photo-
induced non-radiative loss channels, such as intersystem cross-
ing, internal conversion, and parallel photochemical reactions.
Moreover, in solid and soft-matter systems the influence of the
environment may also be decisive for the mechanism of electron
transfer, e.g., it may be facilitated by solvent reorganization, as
recently discussed in ref. 18 and 19.
In order to derive a general picture of the photophysics of
transition metal complexes, it is of importance to understand
how the variations of the structure influence the photoinduced
dynamics. Ferrocyanide ([Fe(CN)6]
4) and ferricyanide ([Fe(CN)6]
3)
ions are perfect simple model systems for this purpose since
they resemble the properties of more complex light-harvesting
systems such as metal-doped porphyrins.10,13,20–22 Although
both complexes are very similar in their chemical structure,
their photophysics is quite different with respect to the ability to
undergo ligand exchange triggered by UV light (B400 nm).23,24
For [Fe(CN)6]
3 in aqueous solution, the quantum yield for
exchange of a CN ligand by H2O is 0.016, which is about an
order of magnitude smaller than that for [Fe(CN)6]
4.23 This
indicates a rapid deactivation process for [Fe(CN)6]
3 which is
not accessible for [Fe(CN)6]
4. While subtle differences in the
electronic structure of the two complexes have been discovered
in recent years,25–27 the origin of the rapid deactivation of
photoexcited [Fe(CN)6]
3 has remained unclear. Unraveling this
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rapid deactivation mechanism calls for an ultrafast experiment,
which is sensitive to the electronic structure.
The dynamics following the charge-transfer excitation involv-
ing the CN ligands at a wavelength of 400 nm was studied by
Zhang et al. using UV pump – mid-IR probe spectroscopy.19
Assuming that the initial ligand-to-metal charge-transfer (LMCT)
transition creates a ‘hole’ in one ligand, the subsequent dynamics
was interpreted in terms of an interplay of charge localization/
delocalization mechanisms within an incoherent interligand
hopping model. While the electronic coupling is supposed to
determine the rate of electron hopping between equivalent
ligands, leading to charge/hole delocalization, geometric relaxa-
tion and solvation oppositely lead to charge localization. Based
on the observation of single CN-stretch frequencies and aniso-
tropy measurements, Zhang et al. concluded that a fully sym-
metric excited state was formed as a result of the electron
delocalization within the time resolution of 200 fs of their
experiment. At later times, signatures of a reduction of molecular
symmetry were observed and attributed to charge localization
caused by a solvent-assisted structural reorganization of the
molecular complex. On even longer timescales in the picosecond
range, the excited state was observed to relax back to the electronic
ground state.
In the present work, we address the question of relaxation
dynamics in ferricyanide by applying transient XUV photo-
electron spectroscopy28–30 (PES) assisted by density functional
theory calculations combined with Dyson orbital formalism.
This enabled us to obtain the so far unknown energetics of the
excited states involved in LMCT excitation. Furthermore, by
probing the electronic structure, the recorded dynamics are
directly correlated to the electronic transitions and electronically
excited states. The joint analysis of experimental and theoretical
data suggests a new interpretation which is consistent with both
the IR experimental data obtained by Zhang et al.19 and the PES
data discussed in this work.
Two fundamental aspects of our work should be emphasized
here. First, instead of the qualitative time-domain description
introduced in ref. 19, we interpret the observed ultrafast electron
dynamics in terms of a well-established picture in the frequency
(energy) domain, based on Jahn–Teller theory.31 We naturally
assume the electronic wave functions to conform to the sym-
metry of the nuclear frame, thus, implying that the molecular
orbitals (MOs) are delocalized on all ligands. The second issue is
related to the point group symmetry of [Fe(CN)6]
3, which was
assumed to be fully octahedral (Oh) in the work by Zhang et al.
19
and in other previous studies.32–34 This assumption is based on
the fact that only one band is observed in the IR spectrum,19,34
which is assigned to the triply degenerate t1u C–N stretching
vibration mode. However, [Fe(CN)6]
3 is a d5 low-spin system
with uneven populations of the t2g orbitals and, hence, should
experience a weak Jahn–Teller distortion. According to the
analysis presented in ref. 35, which is in agreement with
the low-temperature magnetic anisotropy measurements,36 the
vibronic interaction of the T2g# (eg + t2g) type for the doublet
ground 2T2g state with degenerate vibrations leads to a lowering
of the symmetry. Two configurations are thus possible having
D4h or D3d symmetry, where the latter geometry yields a larger
stabilization energy for [Fe(CN)6]
3. As we discuss below, only
the D3d geometry is consistent with the single IR C–N stretching
band. Therefore, this geometry is adopted in our analysis.
The article is organized as follows. After presenting the
experimental and theoretical methods, we discuss the experi-
mental data and the fitting procedure employing diﬀerent kinetic
models as well as the results of the calculations. Based on this
information, a joint interpretation is given in the Discussion
section and summarized in the Conclusions section.
Experimental method
The experiment was performed with a 500 mM solution of
potassium ferricyanide in water. The sample was introduced
into the interaction chamber with the use of a liquid micro-jet
technique.37 The aqueous solution was pushed with the use of
a syringe pump through a quartz capillary of 20 mm orifice,
forming a steady liquid jet with a laminar flow of B20 mm
length. A small amount (10 mM) of sodium chloride was admixed
with the solution to prevent the streaming potential created due
to the friction of liquid flow in the quartz capillary.38 Downstream
the flow, the volatile sample was caught with a cryogenic
trap. This technique enabled to maintaining a low pressure of
1.2  105 mbar in the experimental chamber, thus, facilitating
the detection of photoelectrons28,29 and the transmission of
XUV light.
The UV-pump and XUV-probe beams were generated by using
the 800 nm (1.55 eV photon energy) output of a Ti:sapphire laser
system delivering pulses of 2.5 mJ energy, 25 fs duration, and
5 kHz repetition rate. The laser output was split into two beams,
whereas 60% of the output power was used to generate the XUV
probe pulses via frequency up-conversion of the 800 nm funda-
mental beam in a high-order harmonic generation (HHG)
process, induced in a cell pressurized withB30 mbar of argon.
Our HHG setup has been described in detail elsewhere.39 For
the present experiment, the twenty-first harmonic of 32.55 eV
photon energy was selected as the probe using a zone-plate
monochromator, yielding a typical XUV pulse duration of 50 fs
after monochromatization. The selected beam was focused into
the experimental chamber and onto the sample with the use of
a toroidal mirror. The focal spot size of 60 mm was measured
using a razor blade and the photon flux was attenuated to
B106 photons per pulse to avoid detector saturation. The remaining
40% of the laser power was used for generating the pump
pulses. For the present experiment, the second harmonic gene-
ration with a central wavelength of 400 nm was utilized. The
pump pulses were loosely focused onto a spot size ofB100 mm,
and the peak fluence was set to approximately 18 mJ cm2 to
minimize multiphoton excitation (see ESI,† Fig. S1). The time
delay between the pump and probe pulses was controlled with a
precision of 1 fs by means of an optical delay stage installed in
the pump beam path.
The pump and probe beams were spatially and temporally
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of a commercial time-of-flight (TOF) electron spectrometer
(SPECS, model THEMIS 100040). The small skimmer size of
0.4 mm enabled maintaining a low gas pressure of 106 mbar
inside the spectrometer during the operation. The photoelectrons
ejected from the jet travel 0.5 mm through the experimental
chamber until they enter the skimmer. Under these conditions,
electron scattering oﬀ the residual gas molecules is negligible for
the detected electrons. The spectrometer was operated in two
modes. In the drift mode, corresponding to a conventional field-
free design, the acceptance angle of the spectrometer is 11, the
energy resolution is 25 meV at electron kinetic energy of 20 eV,
and the detectable kinetic energy range is not limited. This mode
was used to acquire photoelectron spectra in a wide kinetic
energy range, where ionization contributions of both solvent
and solute are present. In the wide-angle collection mode, the
acceptance angle is increased to 151 by using an intrinsic
electrostatic lens. This leads to a significant increase of signal,
whereas the energy resolution is reduced to 0.1 eV. In this
configuration, the kinetic energy scale is limited to a certain
range around the chosen pass energy. The wide-angle mode
was used to acquire spectra with a high signal-to-noise ratio in
the energy range that contains the transient signal. The spectro-
meter is equipped with a low-energy filter, consisting of a metal
grid mounted in front of the detector. By applying a negative
potential to the grid, the large amount of slow electrons is
not admitted to the detector, thus, preventing from detector
saturation.
The electron flight time is converted to electron kinetic
energy and subsequently to electron binding energy. For photo-
ionization from liquid-phase media, the binding energy Eb is
calculated by subtracting the kinetic energy Ekin from the XUV
photon energy Eph, analogously to photoionization from gas-
phase media. Fig. 1 shows the steady-state XUV spectrum of
ferricyanide aqueous solution, recorded in the drift operational
mode of the spectrometer while applying only the probe beam.
The electron distribution is presented on the scale of binding
energies. Emission contributions from diﬀerent orbitals of
water and from [Fe(CN)6]
3 and the counterion K+ are indicated
in the figure. One can see that the yield from the Fe 3d orbital of
ferricyanide is pronounced as a well-resolved energy peak in the
spectrum. Its central position at 7.4 eV binding energy is in
agreement with the previously reported value.41
The time response of the experimental setup was inferred
from a cross-correlation experiment on the liquid sample.
When the pump and the probe pulses overlap in time, multi-
photon ionization occurs that involves absorption of an XUV
probe photon and simultaneous absorption or emission of
one or more pump photons. This process has a non-resonant
character and is analogous to laser-assisted photoemission
from surfaces previously described in the literature.42,43 The
ionization yield integrated over a sideband of the laser-assisted
ionization process represents a cross-correlation signal of the
pump and probe pulses. By recording the photoelectron yield in
the range of higher kinetic energies as a function of time delay,
we obtained a cross-correlation trace with a width of 103 fs
(FWHM) in the first sideband, representing a convolution of
the UV-pump and XUV-probe pulse durations (see the ESI† for




All calculations were performed at the density functional theory
(DFT) level employing the range-separated LC-BLYP functional,44
where the range separation parameter was optimized according
to the DSCF procedure described in detail in ref. 45 and 46. For
[Fe(CN)6]
3, the optimal value of this parameter was found to be
0.27 Bohr1. The use of optimally-tuned range-separation func-
tional allows achieving a higher reliability for the absorption and
especially photoelectron spectra due to the mitigation of the
electron self-interaction error.47 All DFT calculations have been
performed using the GAUSSIAN 0948 package employing the
aug-cc-pVTZ basis set.49–51 This relatively large basis set with an
additional set of diffuse functions was applied to reproduce the
diffuse wave function of this highly negatively charged ion. The
solvent environment was accounted for by using the polarizable
continuum model52 which was also essential for stabilizing the
molecular complex which autoionizes without solvation. The
geometry for the doublet (S = 1/2) ground D0 state (low-spin d
5
system) has been optimized resulting in D3d point group sym-
metry, whereas the quartet state (S = 3/2) equilibrium geometry
has D4h symmetry. A number of doublet and quartet excited
states have been calculated at the level of time-dependent DFT
(TDDFT).
Photoelectron spectra
To interpret the experimental data, photoelectron probe spectra
have been computed for the ground and lowest LMCT and
ligand-field (LF) doublet as well as LF quartet states as these
levels are possibly populated after the absorption of the pump
pulse prior to photoionization. For most of the calculations,
the initial states populated in the Franck–Condon region
Fig. 1 XUV photoemission spectrum of ferricyanide aqueous solution.
Spectral peaks are attributed to ionization from the iron-center-localized
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(D0 equilibrium geometry) were considered. For the lowest
quartet Q1 state, the photoelectron spectrum has also been
computed for the respective equilibrium geometry of D4h sym-
metry. The singlet (S = 0), triplet (S = 1), and quintet (S = 2)
electronic states (101 states in each manifold) of the residual
[Fe(CN)6]
2 ion, created in the process of XUV ionization have
been considered as final states. The respective electronic struc-
ture calculations have been performed using the Tamm–Dancoff
approximation to TDDFT employing the aug-cc-pVTZ basis set
and PCM as described above. The photoionization cross sections
were calculated employing the Dyson orbital (DO) approach as
described in ref. 53. The numerical evaluation of the bound-
continuum transition matrix elements has been performed using
the ezDyson v3.0 program.54 The final state of the photoelectron
is therein represented by a plane wave expanded in terms of
spherical waves up to angularmomentum truncated at lmax = 7. The
numerical integration was carried out on a three-dimensional
uniform grid in a box with a side length of 12 Å and 360 grid
points per dimension. Since the ionization intensities are propor-
tional to the respective squared DO norms, they were calculated
only if the respective values were larger than 104.
Results
Time-resolved studies
The transient signal (TS) was derived by subtracting the XUV
negative-delay spectra, averaged over the range of applied
negative time delays (probe pulse arrives first to the interaction
region), as a background from the pump–probe spectra. The
two-dimensional plot in Fig. 2 shows the dependency of TS on
the binding energy and the time delay. The negative value of
the TS in the energy range between 7 and 8 eV is due to the
depletion of the Fe 3d orbital induced by the pump beam. At
short time delays within 50 fs, a strong contribution from the
cross-correlation signal is present in the data set. This contribution
is due to the first- and second-order cross-correlation sidebands
which arise at energies above and below 6.5 eV, respectively, as
described in the ESI.† The feature of primary interest in Fig. 2 is
the TS that appears immediately after time zero in the energy
range between 6 and 6.8 eV and disappears on a picosecond time
scale. This signal is due to the population and the subsequent
relaxation of the LMCT state. It is interesting to note that the
central energy of the excited LMCT band is rather close to
the ionization energy of 6.11 eV of ferrocyanide, [Fe(CN)6]
4,
defined by emission from the iron-donated Fe(t2g) orbital.
41
One can expect this, since the iron atom has the same oxidation
state in the LMCT excited state of ferricyanide and in the ground
state of ferrocyanide molecules.
The time evolution of the TS was found to be independent of
energy in the range that encompasses the LMCT band. This was
derived by comparing the integrated ionization yield for a number
of energy intervals of 0.2 eV width lying between 6 and 6.8 eV
binding energies. Therefore, in the analysis presented below, we
consider the yield integrated over the entire LMCT band. Its time
dependence is presented in Fig. 3. One can immediately see that
the signal at time zero has an asymmetric shape, indicating the
presence of a short-lived excited state. However, the consideration
of the population and decay of a single excited state is inadequate
to reproduce the data presented in Fig. 3. This is inferred from the
F-test of diﬀerent kinetic models and supported by the theoretical
predictions.
In the simple model, we consider the electron population
dynamics of a single excited state X1:
GS !PðtÞ X1 !k1 R; (1)
where GS denotes the initial ground state, P(t) is the excitation
rate proportional to the intensity of the pump pulse, and k1 is
Fig. 2 Transient photoemission signal as a function of the electron energy
and the time delay.
Fig. 3 Transient signal integrated over the energy range between 6 and
6.8 eV encompassing the LMCT band. The black solid line represents a fit of
the extended model (eqn (2)) to the experimental data (shown by circles).
Using the fit, the overall signal is decomposed to the individual ionization
yields of states X1 and X2 and the cross-correlation signal, shown by the
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the decay rate to a relaxed state R. The latter is not specified
and it is considered that the XUV ionization yield of R does not
contribute to the TS at energies of interest between 6 and 6.8 eV.
In the extended model, an additional excited state X2 is involved
in the sequential relaxation pathway:
GS
!PðtÞ X1 !k1 X2 !k2 R: (2)
The systems of diﬀerential equations and their analytical solu-
tions, describing the transient population of the excited state(s)
in reactions (1) and (2), respectively, are presented in the ESI.†
To describe the time dependency of the XUV ionization yield of
the excited state(s), the transient population was convoluted
with the temporal profile of the probe pulse, and the convolu-
tion result was fitted to the experimental data shown in Fig. 3.
The cross-correlation signal was taken into account in the fit
procedure as well.
By comparing the fit results obtained for the simple and the
extended kinetic models, we find that the F statistic significantly
exceeds a critical value defined by the F-distribution function (see
ESI†). This implies that the simple model can be rejected with high
confidence and the scheme (2) needs to be considered instead.
Based on the fit results, the decomposition of the integrated TS to
the individual ionization yields of states X1 and X2 and the cross-
correlation signal is shown in Fig. 3. The decay time constants
of X1 and X2, representing the values of k1
1 and k2
1, are 170 fs
and 730 fs, respectively.
DFT-calculations
The equilibrium structure of the molecule in the doublet
ground electronic state is slightly distorted from the octahedral
geometry and has D3d point group symmetry. Six of the NC–Fe–CN
valence angles are 88.31 and the other six are 91.71. The ground






0. There are two more closely lying
electronic states of Eg symmetry, where either of the degenerate
eg orbitals (dx2y2 or dxy) are singly occupied. These two states are
0.22 eV above the ground state and, thus, at room temperature
only the ground state is appreciably populated. The calculated
ground state IR spectrum is presented in the ESI.† It involves a
number of slightly different C–N stretching frequencies which,
however, form a single absorption band due to the spectral line
broadening. Thus, the D3d symmetry is consistent with the
observations reported in ref. 19 and 34.
Symmetry selection rules imply that dipole transitions from
the ground A1g state should be to states with ungerade sym-
metry. This means that local ligand-field d- d transitions are
forbidden and only LMCT or MLCT states should be ‘‘bright’’
and seen in the absorption spectrum. The form of the spectrum
below 5 eV is determined by few LMCT transitions of the
spCN- dz2 type, see Fig. 4.
According to the F-test analysis, there is a need to include
one more state, X2, in the interpretation of the results of
transient experiments. As is apparent from Fig. 4 showing both
the experimental and computed electronic absorption spectra
of [Fe(CN)6]
3, the excitation can populate three bright states
forming a band at 2.6–3.5 eV with asymmetric lineshape. Note
that the probability to populate the 2A2u state is 0.67 and the
fraction of both 2Eu states according to the calculated oscillator
strengths is 0.33. In addition, the population from 2Eu should
quickly decay to 2A2u, since both states are notably non-adiabatically
coupled via the pseudo-Jahn–Teller mechanism involving Fe–CN
stretching (374 cm1) and NC–Fe–CN deformation (447 cm1)
vibrational modes of eg symmetry (see ESI†). Although the
2Eu-
2A2u relaxation could interfere with the processes discussed
below, it is expected to occur within the cross-correlation time
what makes this channel rather difficult to disentangle experi-
mentally. Accordingly, in our interpretation, we assume that the
excited state dynamics start from the 2A2u state.
The analysis of the vibrational modes on the basis of the
shifted harmonic oscillator model5 shows a number of tuning
modes with non-zero Huang–Rhys factors (see Table S1 in the
ESI†). The most interesting mode is the a1g Fe–CN stretching
one with a ground state frequency of 384 cm1, because it is
active for transitions between states of the doublet manifold as
well as between doublet and quartet states. The respective 1D
cut through the potential energy surfaces is shown in Fig. 5(a).
Other tuning modes yield qualitatively similar cuts and are dis-
regarded in the following interpretation for simplicity.
Remarkably, very close to the Franck–Condon region, there is
an almost barrierless intersection between the potential energy
surfaces of the 2A2u and the lowest-lying quartet
4B1g state,
cf. Fig. 5(a). The potential energy surfaces of LMCT states also
cross those of LF doublet states, with the crossing point, how-
ever, lying higher than the excitation energy denoted in Fig. 5(a)
with a dashed horizontal line. In Fig. 5(b), the calculated photo-
electron spectra are presented for different electronic states of
[Fe(CN)6]
3. Note that no explicit water molecules were included
in the theoretical calculations and thus the background is not
present in this case. The ground state spectrum essentially repre-
sents a peak from the occupied iron 3d-orbitals at approximately
Fig. 4 Comparison of the experimental and calculated absorption spectra
of [Fe(CN)6]
3 in water. The experimental spectrum is taken from ref. 26.
The photon energy of the pump pulse is denoted with a red arrow. Transi-
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7.4 eV and a broad band consisting of transitions from a
combination of iron and ligand orbitals above 8.5 eV. For the
interpretation of the experimental data, the most interesting
energy region is below 6.4 eV, where the transient signals from
the excited states are observed, as discussed in the following
section.
Discussion
We employ transient XUV photoelectron spectroscopy for the
first time here with 100 fs time resolution to monitor the
mechanistic details of the electron dynamics following the optical
LMCT excitation of ferricyanide in a liquid water micro-jet.
Ferricyanide is a well-suited model system for more complex
coordination systems in which similar relaxation channels are
present. In the experiment, two very fast and hitherto unresolved
sub-picosecond timescales were extracted, suggesting the presence
of one ‘‘dark’’ state on the way from the initially prepared LMCT
state back to the ground state. Notably, the transient signals
correspond to a single binding energy. This is an important
experimental observable, only accessible using the present tech-
nique and very valuable for deciphering the relaxation pathway.
The joint analysis of the experimental and theoretical data
strongly suggests the following interpretation of the ultrafast
photophysical processes in [Fe(CN)6]
3, initiated by 3.1 eV photo-
excitation. The initially excited 2A2u state gives rise to the transient
signal in the 6–7 eV energy range (Fig. 5(b)). (Here, an unresolved
rapid 2Eu-
2A2u process is assumed.) The Franck–Condon region
is close to a crossing point between the potential curves of the
2A2u and
4B1g states. The
2A2u potential in the Franck–Condon
region has a relatively small gradient and the initially excited
wave packet moves only slowly away from this point. This yields
favorable conditions for an ultrafast spin crossover between
these two states, which takes place within approximately 170 fs.
An alternative explanation would involve the motion of the wave
packet on the 2A2u surface with population transfer occurring
every time it returns to the Franck–Condon region. At the
harmonic frequency of 384 cm1, the period would be B90 fs
which is approximately a factor of two smaller than the fitted
time constant of 170 fs. However, on the basis of the signal-to-
noise ratio of the measured data we cannot provide evidence for
such a cumulative population transfer.
The gradient in the newly populated 4B1g state is large,
causing a rapid elongation of the Fe–CN bonds and, thus, the
wave packet quickly leaves the crossing point. The PES of the 4B1g
state at the Franck–Condon point is essentially different from that
of the 2A2u state. A spectral band should appear at notably lower
binding energies of 4–5 eV. However, upon further geometrical
reorganization the emission spectrum significantly changes, with
the band position shifting back to the 6–7 eV range. Thus, because
of the minute population time of the Franck–Condon quartet
configuration, this signal was not detected in the noisy back-
ground. Instead, the signal from the geometrically distorted
quartet state is detected, which approximately coincides with
the original short-living signal from 2A2u in energy (see solid
red and cyan lines in Fig. 5(b)). Due to the relatively small size
of the molecule, the vibrational cooling occurs on longer time
Fig. 5 (a) Calculated 1D cuts through the potential energy surfaces of the lowest doublet and quartet electronic states of [Fe(CN)6]
3 along the a1g Fe–CN
stretching mode with a ground state frequency of 384 cm1. Black lines correspond to the doublet ligand-field states (2LF), red lines represent doublet
charge-transfer states (2LMCT) populated by the pump pulse (orange arrow) with energy marked by the horizontal dashed line, and cyan lines represent
quartet ligand-field states (4LF). The three main states involved in eqn (2) are denoted with thicker lines. (b) Calculated PES originating from different
electronic states. Color code coincides with panel (a). FC denotes the Franck–Condon point corresponding to the orange arrow in panel (a) and opt denotes
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scales than those considered here55–57 and the excess of vibra-
tional energy (see the dashed horizontal line in Fig. 5(a)) in the
4B1g state should be sufficient to reach the crossing region with
the 2Eg states which further relax to the
2A1g ground state. The
respective transition represents the deactivation channel assigned
to the second measured time constant of 730 fs. The calculated
PES for the doublet ligand field 2Eu state (dashed black curve in
Fig. 5(b)) excludes its involvement in the dynamics since it has
notably different spectral features. As mentioned above, the time
evolution of the TS is independent of energy in the range of signal
appearance. Therefore, we believe that the 730 fs timescale should
not be assigned to the solvent-mediated localization of the hole at
one CN ligand as suggested in ref. 19. Such localization should be
possible only upon removal of the substantial excess of vibrational
energy, which should in turn lead to the binding energy shifts in
the PES spectrum. However, further investigations are needed to
verify this point.
Our findings are in agreement with those of Zhang et al.,19
suggesting the reduction of symmetry and occurrence of new
bands. However, an alternative interpretation arises here. The
appearance of the new transient IR absorption bands after
200 fs in their experiments may simply be explained by the
Jahn–Teller distortion we found in the quartet 4B1g state
exhibiting a minimum with D4h point group symmetry. In this
case, axial and equatorial Fe–CN bonds have different lengths,
resulting in two distinct C–N stretching IR absorption bands.
Further changes are caused by the transition to the 2Eg low-lying
ligand-field states and to the electronic ground state with D4h
symmetry, which is ametastable state of higher energy than that of
D3d symmetry. The observed symmetry breaking can be explained
solely by the vibronic interactions in the excited electronic
states without involving a spatial localization/delocalization
model proposed in ref. 19.
Conclusions
In the present contribution, we have highlighted the power
of femtosecond extreme UV photoelectron spectroscopy to
measure the early electron dynamics following the optical
excitation of ferricyanide in a liquid microjet, i.e., in aqueous
solution. From the analysis of our data involving time-resolved
traces and elaborated quantum-chemical calculations, we con-
clude that both nonadiabatic and spin crossover transitions
occur on a sub-picosecond timescale. Due to a direct probe of
the absolute electron energies (relative to the vacuum level) and
high time-resolution, as well as diﬀerent selection rules (in com-
parison to photon detection methods), the current approach
provides unique and very important complementary information
in comparison to other techniques, such as transient absorption
and emission studies.
Interestingly, our findings and conclusions are in agreement
with the data of Zhang et al.,19 however, we strongly suggest an
alternative interpretation. Our theoretical approach and overall
analysis revealed that the geometrical distortions due to vibronic
interactions (Jahn–Teller effect) in the excited electronic states
are responsible for the observed transients in the previous studies,
rather than localization/delocalization dynamics originally sug-
gested by Zhang et al.19
In summary, the joint analysis of experimental and theore-
tical data represent a powerful tool for ultrafast electron transfer
reactions in the condensed phase that are otherwise diﬃcult to
measure, and this analysis suggests a novel interpretation of the
seemingly well-known ultrafast photophysics of the ferricyanide
transition-metal complex in aqueous solution. Most importantly,
we show here that the initial doublet–quartet intersystem crossing
takes place at 170 fs and is followed by slower (730 fs) intersystem
crossing to the lower excited and ground states.
In conclusion, the new tool highlighted here gives access to
new observables significantly diﬀerent and complementary to
optical spectroscopy, also see ref. 30, and allows us to literally
shed new light on light-harvesting systems more complex than
ferricyanide, no matter whether they are natural or synthetic.
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