This article describes several linear pretreatments based on orthogonal projections. The main differences of these pretreatments lie in the way the information to be removed is identified, using calibration dataset, pure spectra, experimental designs or mathematical models. Removing all the undesired spectral information yields spectra proportional to the net analyte signal, so it is important to collect the most complete information possible, using the complementarities of different approaches. The correction should then be processed with a single Euclidian orthogonal projection that gathers all the information, rather than with successive operations. By embedding Euclidian orthogonal projections into the calibration, it is not necessary to reapply them to new datasets.
Introduction
Their purpose is to identify and to remove spectral information that interferes Table 1 , and a glossary is also available in Table 2 . 
If a good estimation of h i is available, the first possibility would be to perform 32 a subtraction, and so x i is estimated as:
Unfortunately, because h i is not well estimated for each spectrum i, this 34 configuration is very uncommon in spectrometry. Nevertheless, it is possible to 35 obtain a good estimation of the subspace E D spanned by the different vectors
36
{ h i } . Thus it becomes possible to build a projector orthogonal to this subspace.
37
Let P be a matrix of dimensions P × A whose column-vectors { p 1 , p 2 , ...p A } 38 form a basis of E D . Let I P be the identity matrix of dimensions P × P . The
39
Euclidian orthogonal projector to P is:
40 P ⊥ P = I P − P(P P) −1 P
A spectrum x i,corr corrected from the information due to any h i is obtained 41 after a projection of x i,obs orthogonally to P:
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x i,corr = P ⊥ P x i,obs = P
Note that the vector x i,corr that is obtained after an orthogonal projection 43 is very different from x i obtained when a subtraction is possible. However in 44 both cases, the influence of h i has been reduced to nought. The orthogonal 45 projector P ⊥ P is symmetrical: P ⊥ P = P ⊥ P , so for N spectra forming the matrix
46
X of dimensions N × P :
47
X corr = XP ⊥ P = X(I P − P(P P)
The performances of the different pretreatments are directly explained by for correcting spectra in which just one compound of interest is to be quantified.
54
However, some pretreatments can also be written for the correction of several the one of the compound of interest. These undesired signatures form matrix K.
63
They can be determined after a clustering process (3; 4), in which homogeneous 64 groups of spectra are obtained, followed by selection of a spectrum representative 65 of each group. However in Harsanyi et al (5) they were chosen within the image.
66
The OSP correction is a projection that is orthogonal to K, in accordance with 67 equation 3:
In Harsanyi et al (5), the OSP method was applied to an hyperspectral im-
69
age from an airborne VIS-IR spectrometer using the radiance spectra directly. X corr = X(I P − P(P P) measurement points x 2 , x 3 , etc., and spectral differences are gathered into X G .
138
The method was applied to the prediction of ethanol in wine fermentations, and Let λ be the vector of dimensions
The i°column of the matrix Λ R of dimensions (P × R + 1) is obtained by raising if it exists as vector a such that:
If an observed spectrum x obs is the sum of the expected spectrum x plus the 171 contribution of an unexpected influence (e.g. scattering), which is represented 172 by a polynomial vector z, then:
An estimation of x, corrected from the polynomial, is obtained after x is 174 projected orthogonally to Λ R :
The following pretreatments: detrend, constrained principal spectra analysis
176
(CPSA) and iterative polynomial fitting, are based on polynomial corrections. orthogonal projection was also possible, at least for the spectra.
6
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Pretreatments using data compression methods

198
The main goal of data compression methods is to obtain fewer numbers of 199 new variables A such that A << P , where P is the dimension of a spectrum.
200
These variables form the best basis (BB) (16), in that they span the subspace 201 of R P containing the most relevant information. However a consequence of this 202 pretreatment is that information is dropped while projecting onto the BB.
203
Let W be a P ×P matrix in which column-vectors constitute an orthonormal 204 basis of R P . Thus W W = I P . The projection of any vector x i of dimension
205
P onto W is invariant and gives x i :
The scores of x i in the basis represented by the column-vectors of W are
207
represented by a unique vector t i , which by definition verifies:
Thus, from equations 5 and 6: 262
The methods differ in the way T is obtained. 
At each loop, the projection of t o onto T P LSR means that t o,new lies in w i = X 1:i−1 t o then w i is normed t 1 = X 1:i−1 w i t = t 1 then repeat until convergence of t 1 T P LSR = first scores of a PLSR calculated with (X 1:i−1 , t 1 ) 
283
• Trygg's OPLS 284 X 1:0 = X; for step i : w P LS , p P LS = first weight and loading vectors of a PLSR calculated with (X 1:i−1 , y) w i = p P LS − (w P LS p P LS )(w P LS w P LS ) −1 w P LS then w i is normed
Each vector t i lies in the column space of X 
Discussion
311
Orthogonal projections are common to the main linear pretreatment meth-312 ods. We discuss several of their properties, including the relationship to the 313 net analyte signal, the complementarity and the association of different pre-314 treatments, and the correction of additive and multiplicative effects. We also 315 propose for practical rules using orthogonal projections. is added either to juice or blood, the glucose NAS is immediately modified.
354
Thus, the NAS is conceptual rather than actual and is difficult or impossible 355 to measure. However, the NAS can be estimated. From equation 9, the best 356 calibration models are expected to be the best NAS estimates.
357
Equations 8 and 9 also clarify the relationships among orthogonal pretreat- apply the pretreatment to a new spectrum x i,val before using it for prediction.
372
If Euclidian orthogonal projection is applied, e.g. to correct the spectra from Fearn's OSC is not embedded because it is an oblique rather than an Euclidan 
382
A second consequence is an identification of the useful and detrimental spaces 383 within the variables space R P (Fig.2) . The useful space E U contains informa- 
388
The information from E U which is not shared by E D is the NAS, i.e. the NAS 389 is orthogonal to E D . All the information from R P which does not belong to 390 E U or E D is unuseful information because it is already orthogonal to E U . Pre- 
Pretreatment complementarity
407
A spectrum can be viewed as the sum of signals of different frequencies: low, 408 medium, and high (38) .
409
Baseline shifts correspond to low frequencies. removed. An example is given in Fig. 1 
439
Let P and Q be two matrices whose column-vectors span the subspaces E P 440 and E Q . Let P P and P Q be the orthogonal projectors for E P and E Q , respectively.
441
The combined orthogonal projector for the E P and E Q subspaces is called P P +Q .
442
According to Piziak et al (39) :
The orthogonal projector to E P and E Q is P ⊥ P +Q defined as:
14
If E P and E Q are orthogonal, equation 10 is simplified:
However, in the other cases where E P and E Q are not orthogonal, P of the spectra to be processed and the correction of multiplicative effects. projection cannot be applied. α i , such that Eq. 1 can be written:
An orthogonal projector P ⊥ R can be obtained such that:
Orthogonal projections are able to remove the term α i h i , but are not able to 472 correct the value α i associated with x i ; they cannot handle multiplicative effects. 
Acknowledgements
514
The authors would like to thank the reviewers whose relevant remarks were 515 very helpful for the improvement of this paper.
516
X matrix N × P , N samples and P spectral variables y vector N × 1, the reference values X 1:i projection of X orthogonaly to { t 1 , t 2 , ...t i } T matrix N × A, scores for X P matrix P × A, loadings for X W matrix P × A, weights for X Σ Moore-Penrose pseudo-inverse of (X X); Σ = (X X) + I N , I P identity matrices for R N and R P spaces P P Euclidian orthogonal projector P × P onto P; P P = P(P P) −1 P P ⊥ P Euclidian projector P × P orthogonaly to P; P 
