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Abstrakt: 
 Tato práce je zaměřena na algoritmy učení založeného na instancích. Hlavním cílem 
je vytvoření výukové aplikace. V práci jsou teoreticky popsány algoritmy učení založeného 
na instancích (IBL), metoda nejbližšího souseda a kd-stromy.   
Praktická část je věnovaná tvorbě aplikace pro výuku. Aplikace umožňuje 
generování množin dat, jejich klasifikaci metodou nejbližšího souseda a testování algoritmů 
IB1, IB2 a IB3.  
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Abstract: 
This thesis is specialized in instance based learning algorithms. Main goal is to 
create an application for educational purposes. There are instance based learning algorithms 
(IBL), nearest neighbor algorithms and kd-trees described theoretically in this thesis. 
 Practical part is about making of tutorial application. Application can generate data, 
classified them with nearest neighbor algorithm and is able of IB1, IB2 and IB3 algorithm 
testing. 
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1 ÚVOD 
 
 Hlavní cíle této práce jsou vytvoření výukové aplikace a rešerše učení založeného 
na instancích, ang. Instance Based Learning (IBL). V aplikaci má být možné sledovat 
vliv nastavení jednotlivých parametrů algoritmů IBL na konečnou klasifikaci  
 
V první teoretické části jsou popsány principy algoritmů IBL. Algoritmy IBL 
bývají označovány jako lazy (líne) metody a na rozdíl od dychtivých (eager) metod 
nevytvářejí žádný model (pouze vyberou určitou část trénovacích dat) a výpočet 
predikce výstupu provádějí až tehdy, kdy je předložen nový prvek. Algoritmy IBL 
bývají často označovány podle nejpoužívanější metody jako k-NN nebo pro případ k=1 
prostě jako NN metody. Největším problémem při aplikaci IBL algoritmů je velká 
časová náročnost predikce v případě velkého množství trénovacích prvků, další problém 
je citlivost na irelevantní atributy. Kvůli těmto problémům bylo vytvořeno několik 
modifikací IBL a to IB1, IB2, IB3 a IB4. Společně s principy metod, jsou zde objasněny 
další pojmy vztahující se ke k-NN algoritmu: metrika, normalizace, Voroného diagram 
a další.  
 
Druhá teoretická část práce je věnována KD Stromům, které poskytují do jisté 
míry řešení pro vyhledávání nejbližšího souseda v rozsáhlých datových souborech. 
 
Poslední a nejobsáhlejší část je věnovaná tvorbě výukové aplikace a popisu všech 
funkcí, které obashuje. IBL algoritmy a metoda kNN jsou zde popsány z aplikačního 
hlediska. Vyuková aplikace je koncipována jako GUI (graphical user interface) pro 
MATLAB.  
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2  ALGORITMY IBL 
2.1 PRINCIP IBL 
Algoritmy IBL (Instance-Based Learning = učení založené na instancích) jsou 
vhodné především pro řešení úloh, ve kterých je zdrojem instancí (příkladů) vnější 
prostředí. Algoritmus pasivně přijímá instance vnějšího procesu. Každá instance je 
reprezentována množinou hodnot atributů. Instance, která je popsána n atributy, je 
uložena v n-dimenzionálním instančním prostoru.  
Atributy jsou definovány nad množinou numerických (kvantitativních) nebo 
symbolických (kvalitativních) hodnot. IBL může tolerovat chybějící hodnoty atributů. 
Jeden z atributů použitých pro popis instancí, je použit jako tzv. cílový atribut, 
ostatní jsou tzv. prediktory. Algoritmy mají schopnost naučit se předpovídat hodnotu 
cílového atributu u instance, jejíž cílová hodnota chybí.  
Třída (kategorie) je množina všech instancí v instančním procesu, které mají 
stejnou hodnotu cílového atributu. Koncept je cílový popis kategorie (funkce 
rozdělující instance do tříd). Sekvence tréninkových instancí a koncepty jsou 
předkládány IBL k naučení pro každou hodnotu cílového atributu. Přesné určení 
cílových atributů je hlavním cílem algoritmů.  
Algoritmy IBL bývají označovány jako lazy (líne) metody a na rozdíl od 
dychtivých (eager) metod nevytvářejí žádný model a výpočet predikce výstupu 
provádějí až tehdy, kdy je předložen nový atribut. Metody IBL bývají často označovány 
podle nejpoužívanější metody jako k-NN nebo pro případ k=1 prostě jako NN metody. 
Největším problémem při aplikaci IBL algoritmů je velká časová náročnost 
predikce v případě velkého množství trénovacích prvků, další problém je citlivost na 
irelevantní atributy. Kvůli těmto problémům bylo vytvořeno několik modifikací IBL a 
to IB1, IB2, IB3 a IB4. 
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2.2 DĚLENÍ IBL PODLE METODY UKLÁDÁNÍ DAT A ODOLNOSTI PROTI 
ŠUMU 
2.2.1 IB1 
Nejjednodušší, ukládá všechny tréninkové instance a proto je velmi náročný na 
paměť. S rostoucím počtem uložených instancí roste výpočetní náročnost predikce. 
 
2.2.2 IB2 
Modifikovaný IB1, který ukládá pouze chybně určené tréninkové instance (na 
začátku ovšem nejsou určené žádné). Liší se tedy v učící fázi. Pokud je nově předložený 
příklad klasifikován správně, je okamžitě zapomenut. Tím se znatelně snižují 
požadavky na paměť, za cenu velice malého snížení přesnosti klasifikace. Tento 
algoritmus je ovšem velice citlivý na šum, protože nesprávně klasifikované instance 
jsou především data s šumem. 
 
2.2.3 IB3 
IB3 je rozšířený o významový test, který indikuje a rozlišuje zašuměné instance. 
IB3 udržuje klasifikační záznamy všech uložených instancí, tj. počet správných a 
nesprávných pokusů o klasifikaci. Akceptovány pro budoucí klasifikace jsou jen 
instance s dobrým klasifikačním záznamem. 
 Uložená data se dělí do tří skupin: akceptované, pozorované a zamítnuté. 
Používají se dva prahy důvěry: práh pro akceptování a práh pro odmítnutí. Významový 
test rozhoduje o tom, zda je instance akceptovatelná nebo zašuměná. Přijatelná je, 
pokud její přesnost klasifikace je statisticky významně větší než její pozorovaná 
frekvence ve třídě. Pokud tomu tak není, je instance vypuštěna.  
  Metoda je tedy odolná vůči šumu, ale jako šum se jeví i výjimky, které se 
nedostanou mezi akceptované záznamy. 
 
2.2.4 IB4 
Rozšířený IB3, nepředpokládá stejnou závažnost všech atributů pro predikci. 
Pokud je instance popsána mnoha atributy, je IB4 velmi úspěšný. 
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2.3 METRIKA, NORMALIZACE 
Nejpravděpodobnější výstup nového prvku určí IBL metody na základě 
vstupních hodnot nalezených nejbližších prvků. Podle čeho ale určíme, které prvky jsou 
nejbližší? Pro určení nejpodobnějších (nejbližších) prvků je nutné definovat metriku. 
Metrika vyjadřuje vzájemnou vzdálenost dvou prvků.  
 
Metrika na množině bodů v  je libovolná funkce d(x,y):     , 
splňující: 
 
(1) d(x,y) 0≥
     …axiom nezápornosti, 
(2) d(x,y)  = 0 právě tehdy, když x=y ...axiom totožnosti, 
(3) d(x,y) = d(y,x)    …axiom symetrie, 
(4) d(x,z) ≥  d(x,y)+ d(y,z)   …trojúhelníkovou nerovnost. 
 
 
2.3.1 Používané metriky [1] 
Nejčastěji používanou metrikou je euklidovská vzdálenost, což ale neznamená, 
že ve všech případech je použití této metriky nejlepší možné řešení. Ve všech 
následujících vztazích odpovídá V počtu atributů (vstupních veličin). 
 
Euklidovská vzdálenost: 
 
   
(1.1) 
 
Manhattanská (Hammingova) vzdálenost: 
 
 
(1.2) 
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( , ) max ( ) ( )j jj Vd x y a x a y∀ ∈= −
1
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j j
j
j j j j
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= ∂
∂ = ∀ =
∂ = ∀ ≠
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Chebyshevova vzdálenost: 
 
(1.3) 
 
Překrytí (overlap): 
 
(1.4) 
 
 
 
 
 
 
 
Obr. 1: manhattanská vzdálenost 
 
 Červená, modrá a žlutá křivka na obr. 1 odpovídají stejným manhattanským 
vzdálenostem dvou bodů. Zelená úsečka vyjadřuje jejich euklidovskou vzdálenost. 
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max min
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a x
a x
−
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−
( )( ) iNORM i
a x
a x
δ
σ
−
=
2.3.2 Normalizace 
 
Při použití několika vstupních atributů (popisujících různé veličiny) je obvyklé 
normalizovat hodnoty veličin tak, aby ležely v intervalu 〉〈 1,0 . Hodnoty metrik musejí 
být vzájemně srovnatelné. Pro normalizaci kvantitativních (numerických) veličin se 
nečastěji používá normalizace rozsahem, může být použita také normalizace rozptylem.  
 
Normalizace rozsahem  
 
(1.5) 
 
Výsledná veličina leží v intervalu 〉〈 1,0 .Největší hodnota, kterou může veličina mít je 
označena jako max a nejmenší možná hodnota jako min. 
 
Normalizace rozptylem 
 
(1.6) 
 
99% prvků leží v intervalu 〉〈− 3,3 . Rozptyl veličiny je označen jako σ  a střední 
hodnota jako δ . 
 
Pro normalizaci kvalitativních (symbolických) atributů jednoduše definujeme 
vzdálenost tak, že jsou-li dva prvky shodné (patří do stejné třídy), je jejich vzdálenost 
rovna nule, jinak je rovna maximálně jedné. 
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2.4 K-NEAREST NEIGHBOUR (K-NN) 
Algoritmus k-nearest neighbour (k-NN) je založen na principu podobnosti 
s nejbližšími sousedy. Pro speciální případ, kdy k=1 je jednoduše označován jako 
nearest-neighbour (NN). Pro použití tohoto algoritmu musíme použít nějakou metriku 
k definici vzdálenosti mezi dvěma instancemi (používá se euklidovská vzdálenost), je 
rovněž vhodné standardizovat data pomocí normalizace. Algoritmus pracuje tak, že 
najde k nejbližších sousedů prvku předloženého ke klasifikaci, a do třídy, která je mezi 
nimi nejpočetněji zastoupena klasifikuje nový prvek.[1]  
 
2.4.1 Princip 
 
Princip metody k-NN je sám o sobě velmi jednoduchý. Máme nový prvek, jehož 
hodnotu chceme predikovat a také máme množinu uložených bodů, ze kterých budeme 
predikovat. Jde o to spočítat vzdálenost ke všem prvkům, ze kterých predikuji. Pokud 
vzniklou matici všech vzdáleností seřadíme vzestupně a vybereme prvních k-řádků, 
získali jsme k-nejbližších sousedů našeho nového prvku.  
Nyní pouze určíme, do které třídy nový prvek patří podle toho, která třída je nejvíce 
zastoupena mezi k-nejbližšími sousedy nového prvku. Na tomto místě je třeba zmínit se 
o možnosti vzniků kolizí (situací, ve kterých je více tříd stejně početně zastoupeno mezi 
k-nejbližšími sousedy nového prvku). Pro zjednodušení budeme uvažovat případ, že 
data jsou klasifikována do dvou tříd. Je jasné, že pokud bude k liché číslo, tak při 
klasifikaci do 2 tříd ke kolizi dojít nemůže. Pokud však bude k sudé číslo, tak při 
klasifikaci do dvou tříd může dojít ke kolize a velmi pravděpodobně k ní také dojde 
(pravděpodobnost kolize roste se zmenšujícím se sudým k). Tyto kolize se dají řešit 
například pomocí rozhodnutí podle nejbližšího prvku, nebo přidáním dalšího prvku. 
V podstatě se tak převede problém na liché k.  
Lze si ovšem představit i množinu, pomocí které nelze nový bod z principu 
klasifikovat pro žádnou hodnotu k. Například, pokud umístíme nový bod do středu 
kružnice, na jejímž obvodu budou ležet body, ze kterých máme klasifikovat – tyto body 
budou všechny stejně daleko od nového bodu, takže nebude možné vybrat k-nejbližších 
sousedů, pokud bude bodů na obvodu kružnice víc než k. 
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Velmi efektivní a často používaná metoda je váhování vzdáleností (viz. 3.2.5 
Nastavování váhových funkcí). Při použití této metody je pravděpodobnost kolize 
minimální a ošetření možné kolize velice jednoduché. Stačí přidat 1 prvek, nebo 
rozhodnout podle prvního, nebo si můžeme dovolit v případě jakékoliv kolize 
klasifikovat do jedné třídy (to proto, že u vážené metody je pravděpodobnost kolize tak 
mizivá, že v praxi nebude mít vliv, že jednu třídu zvýhodníme).  
 
 
 
2.4.2 Voroného diagram 
 
Poprvé použil Voroného diagramy v roce 1850 německý matematik Dirichlet ve 
své studii kvadratických forem. Matematik Georgy Fedoseevich Voronoi  [5] studoval 
obecné n-dimenzionální případy a po něm dostaly tyto diagramy jméno. Voroného 
diagram rozděluje prostor na polygony (pro dvourozměrný příklad, pro trojrozměrný by 
to byly mnohostěny atd.), které vymezují oblasti určující prvky jednotlivých tříd na 
základě hodnoty nejbližšího souseda.[1] 
 
 
Obr. 2: Voroného diagram 
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}{( ) ( , ) ( , ),di i jV p q d p q d p q i j= ∈  ≤ ≠ℝ
}{( ) ( )  i iV S V p p S=  ∈
 
Obr. 3: Dvoudimenzionální příklad: (a) Voroného diagram, (b) bisektor, (c) Voroného 
(Dirichletova) buňka je průnik poloprostorů definovaných bisektory  [9] 
 
Pokud }{ 1 2, ,..., nS p p p= je konečná množina bodů v  a d je libovolná metrika v  , 
tak Voroného buňka V( ip ) příslušná bodu ip S∈  je definována jako: 
(1.7) 
 
Voroného diagram V(S) je definován jako: 
(1.8) 
 
a poskytuje rozdělení do buněk takových, že bod uvnitř buňky V( ip ) je blíž bodu ip  
než k libovolnému bodu množiny S. Bisektor dvou bodů ip  a jp  je množina bodů 
stejně vzdálených od ip  a jp , tedy: }{( , )   ( , ) ( , )i j i jB p p p d p p d p p=  = . Pomocí 
bisektoru můžeme definovat Voroného buňku jako: }{( ) ( , )  i i jV p H p p j i= ∩  ≠ , kde 
( , )i jH p p  je d-dimenzionální poloprostor obsahující ip  a s hranicí tvořenou 
bisektorem ( , )i jB p p (obrázek 3).   
 
V třídimenzionálním prostoru jsou Voroného buňky konvexní mnohostěny. Pro 
krajní body vstupní množiny mohou být tyto mnohostěny neohraničené. Voroného 
diagramy můžeme definovat pro různé metriky, ve většině případů budeme však 
používat euklidovskou vzdálenost. 
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Ve dvourozměrném prostoru je Voroného buňka konvexní polygon, 
v třírozměrném prostoru konvexní mnohostěn. Pro krajní body vstupní množiny bodů 
mohou být tyto mnohostěny neohraničené. Ve všech rozměrech má Voroného diagram 
geometricky duální strukturu zvanou Delaunayho triangulace. Voroného diagram i 
Delaunayho triangulace vyjadřují jednu a tu samou věc a je mezi nimi možno přecházet.   
 
 
 
Obr. 4: 2D VD(plně) a DT(čárkovaně) 
 
 
 
Obr. 5: Voroného buňka ve 3D 
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2.4.3 Příklad použítí k-NN pro k=1 (NN) [4] 
Následující příklad ukazuje, jak funguje NN klasifikační algoritmus. Máme 50 
pacientů (instancí) z nichž u každého známe údaj o jeho váze a hladině cukru v krvi 
(každý pacient je popsán dvěma atributy). Pacienti jsou klasifikování do tříd: jasný 
diabetik (1), chemický diabetik (2) a normální (3). Na obrázku 6 můžete vidět, že na ose 
x je vynesena relativní váha pacienta a na ose y hladina cukru v krvi pacienta. Je vidět, 
že v tomto případě hladina cukru v krvi je užitečnější při klasifikaci nového pacienta do 
třídy než jeho hmotnost. Nový pacient, jehož zdravotní stav není známý, je klasifikován 
do stejné třídy jako jeho nejbližší sousedé. Vzdálenost je měřena vzhledem ke každému 
z padesáti pacientů. Pacient byl algoritmem NN klasifikován do třídy 2 v souladu s jeho 
skutečným zdravotním stavem. 
 
 
Obr. 6: příklad NN pro jednoho klasifikovaného pacienta, na spodním grafu znázorněny 
Voroného (Dirichletovy) buňky [4] 
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2.4.4 Jak ovlivňuje volba K míru generalizace při klasifikaci 
 
V podstatě platí jednoduché pravidlo: se zvyšováním hodnoty k (od 1 až do počtu 
všech prvků) se při klasifikaci stále citelněji zvyšuje míra generalizace. Na obr. 7 jsou 
zobrazeny 4 klasifikace stejné množiny dat při různých hodnotách k: 1,10,20 a 40. 
  
  
  
Obr. 7: S rostoucím k roste i míra generalizace výsledné predikce 
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3 KD STROM [10] 
3.1 ÚVOD 
Existuje mnoho aplikací v reálném životě, které vyžadují rychlé analýzy a 
vyhledávání v mnohorozměrných datech. Nejpopulárnější metoda používaná pro tento 
problém se nazývá KD-strom. Algoritmus KD-strom slouží k ukládání trénovacích dat 
do stromové struktury, ve které je jednodušší hledání nejbližších sousedů nové instance. 
Tuto k-dimenzionální datovou strukturu formuloval J. Bentley v již v r. 1975 [5].  
 Má tu výhodu, že je poměrně snadná k vytvoření a má jednoduchý algoritmus 
pro hledání nejbližšího bodu. Instance, které budeme používat ke klasifikaci nových 
prvků, je možné (a výhodné) ukládat do stromové struktury, která umožňuje rychlé 
vyhledávání nejbližších sousedů. Nalezení k-nejbližších sousedů nového prvku často 
představuje největší část výpočetního času potřebného k predikci. Proto je důležité 
efektivní a rychlé hledání prvků ve struktuře, kde jsou uloženy.  
  
Dále je rozebrán KD-strom z hlediska výkonu pro metodu nejbližšího souseda. 
Analýza ukazuje, že KD-strom je velice vhodný, pokud je rozměr prohledávaného 
prostoru malý. Nicméně s přibývajícími dimenzemi prohledávaného prostoru se počet 
prohledávaných uzlů exponenciálně zvětšuje a pro větší než deseti-rozměrný prostor se 
KD-strom stává příliš pomalým. Další problém je, že KD-strom neumožňuje 
balancování, je sice možno jednou za čas vytvořit celý strom znovu, ale to není vhodné 
pro často se měnící data a velké datové soubory. Existují určité nástavby KD-stromu, 
které umožňují run-time balancování, ale problém s neefektivností v případě velkých 
dimenzí stále zůstává. 
 
Šablona použitá k vytvoření KD-stromu a projekt k jeho testování jsou přiloženy 
k práci a volně dostupné z http://www.codeproject.com/KB/architecture/KDTree.aspx 
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3.2 PRINCIP 
 
K nalezení efektivnější metody prohledávání N-dimenzionálních dat je třeba 
vytvořit zobecněný binární strom, který se označuje jako KD-strom. Každý uzel má 
levého a pravého souseda a rodičovskou vazbu. Nicméně místo jedné hodnoty každý 
uzel obsahuje mnohorozměrný bod s N souřadnicemi a také osu, která definuje rozměr 
dělící plochy. Dělící dimenze rotují od první po N-tou, což znamená, že uzly z první 
úrovně se dělí doleva a doprava s ohledem na první dimenzi, z druhé úrovně s ohledem 
na druhou dimenzi a tak dále. Až je dosažen N-tá úroveň, index dělící plochy je opět 
nastaven na nulu. Následující schéma ukazuje princip KD-stromu:   
 
Obr. 8: Princip dvou-dimenzionálního KD stromu 
 
Větve první úrovně jsou rozděleny doprava a doleva podle osy X, pro dvou-
rozměrný prostor to znamená, že pokud x_uzlu < x_rodiče, uzel je umístěn doleva, jinak 
doprava. Pro druhou úroveň je jediný rozdíl v tom, že dělící rovina je y. Tímto 
způsobem úroveň stromu narůstá lineárně s dimenzemi prostoru.  To způsobuje, že se 
strom nedá jednoduše balancovat, protože pro posunutí uzelu ve stromu nahoru je třeba 
přemístit uzly s rozdílnými dělícími plochami, což naruší pořadí dimenzí ve stromu.  
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Obr. 9: Průběh tvorby 2-dimenzionálního KD-stromu 
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Obr. 10: 3-dimenzionální KD-strom [7] 
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Obr. 11: Problém zvyšování dimenze datového prostoru 
 
V případě málo rozměrného prostotu může být KD-strom mnohem rychlejší, než 
sekvenční prohledávání, nicméně s přibývajícími rozměry (nad 10) se efektivnost kd-
stromu snižuje. Pokud je strom vybalancovaný, je možné tento problém mírně 
zredukovat, ale tendence exponenciálního nárůstu zkontrolovaných uzlů činí KD-strom 
nepraktický, pokud máme více než 15 dimenzí. Druhá křivka ukazuje, jak se mění  
KD/Brute poměr s přibývajícími dimenzemi, Brute označuje sekvenční prohledávání, 
které kontroluje všechny uzly. Pro dimenze větší než 10 a pro 10 000 bodů se KD-strom 
stává stejně rychlý jako sekvenční prohledávání. Tato analýza tedy poukazuje na to, že 
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pro více než deseti rozměrné prostory není standardní KD-strom vhodný. Nabízí se 
použití upraveného quad stromu pro N-dimenzionální data takzvaného QD-tree, který je 
rychlejší než KD a umožňuje run-time balancování. Nicméně s přibývajícími 
dimenzemi se i tento strom stává pomalým. Tento problém je velice dobře známý ve 
výpočetní geometrii a bude tomu tak vždy u jakékoliv datové struktury založené na 
stromu. Problém je velice komplikovaný a vyžaduje nové druhy datových struktur. 
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3.4 TESTOVACÍ PROJEKT 
K otestování stromu stačí pouze zkompilovat konzolovou aplikaci například v prostředí 
DEV-C++. Program generuje náhodné body a zaznamená čas potřebný k vytvoření a 
čas potřebný ke hledání pomocí KD-stromu a pomocí sekvenčního prohledávání a také 
vyhledávací chyby, pokud se nějaké vyskytnou: 
 
Obr. 12: Testovací projekt 
 
 
K modifikaci rozměru prostoru a počtu testovacích bodů použijte následující konstanty 
definované v souboru KDtree.h: 
• SD - rozměr prostoru 
• POINT_NUM - počet náhodných bodů vložených do stromu  
• TEST_NUM - počet náhodných testovacích bodů 
• KD_MAX_POINTS - změňte pokud chcete testovat strom pro více než 2 000 000 
bodů  
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4 APLIKACE PRO VÝUKU VE CVIČENÍCH 
K tvorbě výukové aplikace byl použit MATLAB, který disponuje prostrědím 
GUIDE pro tvorbu vlastních uživatelských rozhraní GUI (graphical user interface). 
Aplikace má podle zadání umožňovat sledování vlivu jednotlivých parametrů algoritmů 
na konečnou klasifikaci. Výhoda tvorby v MATLABU spočívá především 
v bezproblémovém použití při výuce. 
 
4.1 TVORBA APLIKACE V GUIDE A JEJÍ STRUKTURA 
Prostředí GUIDE se spouští pomocí příkazu guide přímo z příkazové řádky. Poté 
se zobrazí okno, které nabízí tvorbu nového GUI, nebo otevření již vytvořeného. Každé 
GUI po prvním uložení musí obsahovat minimálně 2 soubory a to *.fig a *.m. První 
soubor (*.fig) obsahuje grafické prvky GUI a druhý (*.m) obsahuje funkce ke všem 
prvkům. 
 
 
Obr. 13: Příkaz pro spuštění GUIDE 
 
 
Obr. 14: Úvodní okno 
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Mezi grafické prvky, ze kterých je možno tvořit GUI patří: Push Button, Slider, 
Radio Button, Check box, Edit Text, Static Text, Pop-up Menu, Listbox, Toggle Button, 
Table, Axes,Frame,  Panel, Button Group, ActiveX Control. Ve vytvořené aplikaci byly 
použity tyto prvky: Push Button, Edit Text, Static Text, Axes, Frame a Pop-up Menu. 
Edit text slouží k zadávání hodnot, Push button ke spouštění funkcí, Static Text 
k popisu prvků, Axes slouží pro zobrazování grafického výstupu (grafy, obrázek pozadí, 
výpis výsleků testování), Pop-up Menu k výběru hodnot a Frame je rámeček.    
 
 
Obr. 15: Vzhled aplikace v prostředí GUIDE (soubor *.fig) 
 
 
 
 
Obr. 16: Důležité funkce pro tvorbu GUIDE 
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Obr. 17: Zarovnání objektů a seznam objektů 
 
Pro grafické zpracování je velmi užitečná funkce Align Objects (zarovnání 
objektů), která umožňuje nastavovat jak vertikální tak horizontální mezery mezi 
jednotlivými prvky. Pro rychlou orientaci mezi všemi objekty je vhodné použít Object 
Browser, v něm jsou přehledně zobrazeny názvy a typy všech objektů obsažených ve 
*.fig souboru.  
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Obr. 18: Zobrazení a editování souboru *.m 
 
 Tvorba souboru *.m je poměrně jednoduchá, matlab automaticky generuje kód 
k prvkům použitým v *.fig souboru. V podstatě se ke grafickému prvku jako například 
políčko pro zadávání hodnot, nebo tlačítko generují 2 funkce: *_CreateFcn a 
*_Callback. Důležité jsou především všechny funkce označené jako callback, do těch 
patří kód programu, který se má vykonat po určité akci (jako například vepsání hodnoty, 
nebo zmáčknutí tlačítka). 
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Obr. 19: Nastavování vlastností objektů 
 
 Každému objektu se dají nastavovat parametry, k nastavení se dá dostat 
dvojklikem na objekt, nebo přes tlačítko Property Inspector. Nejdůležitější je nastavit 
Tag, tedy jméno objektu, dále jeho typ a například defaultní hodnotu, rozměry, barvu 
atd.  
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Obr. 20: Spuštění GUI 
 
Při spouštění GUI se propojí *.fig a *.m soubor v jedinou funkční aplikaci. 
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Součástí aplikace je i Progressbar, volně dostupný ze stránek 
http://blinkdagger.com , jehož autorem je Steve Hoelzer a byl upraven Quan Quachem. 
Progresbar zobrazuje dobu potřebnou k vykonání cyklu, při spuštění vytváří nový objekt 
axes, proto je potřeba každému příkazu plot přesně určit, do jakého grafu má 
vykreslovat. V případě této výukové aplikace se jedná o axes3 (hlavní graf) a kód 
vypadá například takto: 
 
plot(handles.axes3,...                             
matice2(i,1),matice2(i,2),'ro','Markersize',5). 
 
 
Pro správnou funkci Progressbaru je nutné, aby byl nakopírován v adresáři, ze 
kterého spouštím aplikaci. Do každého cyklu, který má být měřen, musí být vložen 
tento kód, kde i představuje krok cyklu a m jeho konečnou hodnotu: 
 
     stopBar= progressbar(i/m,0); 
if (stopBar) break; end, 
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4.2 POPIS APLIKACE 
 
4.2.1 Spuštění a struktura aplikace 
 
Aplikace se spouští pomocí souboru generovaniDAT.m. Soubor musí být 
v jedné složce spolu se souborem generovaniDAT.fig. Ve stéjné složce jsou i soubory 
nápovědy, pozadí aplikace, progressbar a soubory které aplikace uložila. 
Aplikace je členěna na několik částí, největší představuje graf, do kterého se 
vykreslují výsledky experimentů. Další části jsou generování dat, metoda k-NN, IBL 
algoritmy a testování IBL algoritmů. 
 
 
Obr. 21: Vzhled aplikace po spuštění 
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4.2.2 Generování množin ke klasifikaci 
 
Aplikace umožňuje vygenerování dvou množin zastupujících 2 třídy, množina A 
je tvořena prvky třídy 0, které jsou vykreslovány do grafu červenou barvou, množinu B 
tvoří prvky s hodnotou 1 a ty jsou vykreslovány modrou barvou. U každé množiny se dá 
nastavit počet jejich prvků, centrum množiny pomocí střední hodnoty v osách x a y, 
která pro nekonečný počet prvků reprezenuje střed množiny. Tvar množin ovlivňují 
hodnoty rozptylu v osách x a y. Pokud jsou rozptyly u dané množiny stejné, má kruhový 
tvar, pokud se liší, tak má elipsovitý tvar (pro velký počet prvků). Osy kružnic i elips 
jsou rovnoběžné s osami souřadného systému, jinými slovy elipsy nejsou nijak 
natočeny. 
 
Obr. 22: Nastavení množin A a B  
 
        
Obr. 23: Vykreslení množin se stejným nastavením, liší se pouze počtem prvků 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 
 
32 
 
4.2.3 Predikce 1 bodu 
 
Program umožňuje predikci 1 bodu zadaného souřadnicemi x a y, při zadané 
hodnotě k (počet nejbližších sousedů, ze kterých bude provedena predikce). Je použita 
váhová metoda k-NN. Po vypočtení výsledné klasifikace se zobrazí zelená kružnice o 
poloměru k-nejbližších sousedů, aby bylo jasně viditelné, ze kterých bodů byla 
provedena predikce. Nejbližší body se vybírají z generovaných dat (viz. 4.2.2 
Generování množin ke klasifikaci) pomocí tlačítka predikuj. Pokud je prvek predikován 
jako 0, je vykreslen červeně, pokud jako 1, tak je vykreslen modrou barvou. Pokud se 
rozhodneme pro predikci dalšího bodu, výsledky se vykreslují stále do stejného grafu. 
V případě že je graf již nepřehledný, tak tlačítko: Zobraz původní data, vykreslí 
poslední vygenerovanou množinu (vykreslí hodnoty aktuálně uložené v globální 
proměnné matice).   
 
 
Obr. 24: Predikce 1 bodu 
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4.2.4 Predikce bodů pokrývajících oblast prostoru 
Pro klasifikaci bodů pokrývajících určitou oblast prostoru algoritmem k-NN 
musíme zadat řadu parametrů. Pro definování oblasti určíme intervaly na osách x a y, 
pro hustotu zobrazení krok v jednotlivých osách. Dále je nutné zadat parametr k a 
váhovou funkci (viz. 4.2.5 Nastavování váhových funkcí). Výpočet se spouští tlačítkem 
predikuj. Pokud chceme predikovat například oblast 0-10 na ose x a 0-10 na ose y 
s krokem v obou osách 0.1, program musí klasifikovat 100x100 bodů, tedy 10 000 bodů 
metodou k-NN, pro klasifikaci se používají generovaná data (viz. 4.2.2 Generování 
množin ke klasifikaci). Program je doplněn o progressbar, který zobrazuje aktuální stav 
výpočtu v procentech a dobu potřebnou k dokončení výpočtu.  
 
 
Obr. 25: Průběh klasifikace bodů 
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Obr. 26: Výsledná klasifikace 
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4.2.5 Nastavování váhových funkcí 
 
Váhová metoda k-NN předpokládá, že čím je soused vzdálenější od nové 
instance, tím je menší jeho vliv na výstupní hodnotu instance po klasifikaci. Princip 
váhování vzdáleností tedy spočívá v tom, že čím je daný prvek blíže, tím víc ovlivňuje 
klasifikaci nového prvku. Jinými slovy bližší prvky mají větší rozhodovací sílu než 
prvky vzdálenější.  
 
 
Obr. 27: Příklady různých váhových funkcí 
 
 
Váha může být definována například jako převrácená hodnota čtverce vzdálenosti: 
 
(1.11) 
 
Výstupní hodnotu při kvalitativní predikci vypočteme jako: 
 
 
(1.12) 
 
Výstupní hodnotu při kvantitativní predikci vypočteme jako: 
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(1.13)  
 
 
 
 
 
Obr. 28: Vliv různých vah na výslednou predikci k-NN (k=10) 
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4.2.6 Uložení a načtení nastavení 
 
Pro uložení a načtení nastavení GUI (tedy hodnot zadaných do GUI) slouží 
tlačítka Ulož nastavení a Načti nastavení. Ukládá i načítá se soubor *.fig, který obsahuje 
daná nastavení. Při načtení se spustí jako nová aplikace paralelně běžící s již spuštěnou. 
 
4.2.7 Ukládání grafů 
 
Tlačítko Ulož graf umožňuje uložení hlavního grafu ve formě *.emf, *.fig a 
*.bmp.  
 
4.2.8 Načtení souborů 
 
Pro načtení externích dat pro experimenty slouží tlačítko Načti trén. množinu. 
Program načte jakýkoliv soubor *.xls. Jeho vhodná struktura je 3 sloupce (souřadnice x, 
souřadnice y a klasifikace do tříd 0 a 1). 
 
 
Obr. 29: Ukládání a načítání dat 
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4.2.9  IBL algoritmy 
 
Hlavním výstupem IBL algoritmů je model (concept description) vytvořený 
uložením vybraných prvků z trénovací množiny. Vstupem je trénovací množina a 
v případě IB3 algoritmu také hodnoty alfa a beta (práh pro zamítnutí a akceptování 
prvku) 
 
IB1 
 
Nejjednodušší ze všech IBL algoritmů. Ukládá všechny tréninkové instance. 
Vstupem je tréninková množina. V čem se tedy liší od prosté metody k-nn? V případě 
že existuje několik vstupních atributů popisujících různé veličiny, tak používá 
normalizaci a dále obsahuje funkci, která umí tolerovat chybějící hodnoty některých 
atributů. V našem případě jsou data generována, vstupní atributy popisují stejnou 
veličinu (polohu). Funkce normalizace a tolerovaní chybějících atributů proto nejsou 
v aplikaci pro výuku potřeba. 
 
Aplikace umožňuje vytvoření modelu z trénovacích dat stiskem tlačítka IB1. 
Model je tedy tvořen celou trénovací množinou. Všechny prvky, algoritmem uložené 
jsou zobrazeny červenou nebo modrou hvězdičkou podle hodnoty jejich cílového 
atributu. Tlačítko Zobraz původní data zobrazí trénovací data, ze kterých byl model 
vytvořen. Tlačítko Zobraz M1 zobrazí model – na tomto místě se může zdát zbytečné 
zobrazovat trénovací data a model, protože se jedná o stéjné množiny bodů. Toto 
tlačítko má význam například, pokud si necháme zobrazit M2 nebo M3 jak bude 
uvedeno u popisu IB2 a IB3. Vytvořený model je možné uložit tlačítkem Ulož M1, které 
uloží M1 jako soubor IB1_M1.xls do adresáře, ze kterého je aplikace spouštěna. 
Tlačítkem ?IB1  se otevře soubor IB1_help.pdf, který slouží jako nápověda. Soubor je 
uložen ve stejném adresáři jako aplikace. 
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Obr. 30: IB1 ukládá všechny prvky trénovací množiny 
IB2 
 
Ukládá pouze ty tréninkové instance, které jsou již uloženými špatně 
klasifikovány. Liší se tedy v učící fázi. Pokud je nově předložený příklad klasifikován 
správně, je okamžitě zapomenut.  Vstupem je tréninková množina. Výstupem je 
podmnožina tréninkové množiny. 
 
Většina uložených (opravených) instancí IB2 se vyskytuje na rozhraních tříd a 
jejich blízkém okolí, nebo kolem poruch. Tím se znatelně snižují požadavky na paměť, 
za cenu velice malého snížení přesnosti klasifikace. Tento algoritmus je ovšem velice 
citlivý na šum, protože nesprávně klasifikované instance jsou především data s šumem. 
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Obr. 31: IB2, bod [5,8] je záměrně vložená porucha, černé body byly uloženy IB2 
 
 
Obr. 32: IB2 ukládá pouze ty data, které jsou již uloženými špatně klasifikována 
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Aplikace umožňuje vytvoření modelu z trénovacích dat stiskem tlačítka IB2. 
Všechny prvky, které model uloží, jsou zobrazeny červenou nebo modrou hvězdičkou 
podle hodnoty jejich cílového atributu. Tlačítko Zobraz původní data zobrazí trénovací 
data, ze kterých byl model vytvořen. Tlačítko Zobraz M2 zobrazí model. Vytvořený 
model si je možné uložit tlačítkem Ulož M2, které uloží M2 jako soubor IB2_M2.xls do 
adresáře, ze kterého je aplikace spouštěna. Tlačítkem ?IB2  se otevře soubor 
IB2_help.pdf, který slouží jako nápověda. Soubor je uložen ve stejném adresáři jako 
aplikace. 
 
IB3 
 
Rozšíření algoritmu IB2 o statistický test, který jej činí odolný vůči šumu. 
Vstupem je tréninková množina a parametry a a b. Výstupem je podmnožina tréninkové 
množiny.  
IB3 akceptuje instanci, pokud její klasifikační přesnost je statisticky významně 
vyšší, než její pozorovaná frekvence ve třídě a naopak zamítne instance, jejichž 
klasifikační přesnost je statisticky významě nižžší. Kolem hodnot klasifikační přesnost 
(správné klasifikační pokusy instance) a relativní frekvence (množství zpracovaných dat 
příslušejícíh do dané třídy) jsou vytvořeny intervaly spolehlivosti, které jsou pak 
použity ve statistickém testu. Intervaly jsou konstruovány pomocí funkce binofit.Pokud 
je spodní hranice intervalu přesnosti větší, než horní hranice intervalu frekvence, tak je 
instance akceptována. Pokud je horní hranice intervalu přesnosti nižší, než spodní 
hranice intervalu frekvence, tak je instance zamítnuta. A pokud se oba intervaly 
překrývají instance je dále sledovaná a rozhodnutí se odkládá.  
Jediné 2 parametry, které algoritmus IB3 potřebuje jsou alfa a beta, tedy práh 
pro akceptování a práh pro zamítnutí instance. Při spuštění aplikace jsou tyto hodnoty 
nastaveny na  alfa = 0.05 a beta = 0.125. Pokud je v generovaných datech velké 
množství šumu (reprezentované mírou překrytí generovaných množin), tak se 
doporučuje zvětšit hodnotu alfa.  
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Obr. 33: IB3 dělí data na akceptované, pozorované a zamítnuté 
 
Aplikace umožňuje vytvoření modelu z trénovacích dat stiskem tlačítka IB3. Je 
nutné zadat parametry alfa a beta. Hodnoty těchto parametrů mohou ležet v rozmezí 0 
až 1. Alfa je práh pro akceptování a beta práh pro zamítnutí. Všechny prvky, které 
model uloží (akceptované) jsou zobrazeny červenou nebo modrou hvězdičkou podle 
hodnoty jejich cílového atributu, zelenou barvou jsou zobrazeny zamítnuté prvky (ty co 
predikují statsticky významě špatně při dané hladině beta).  
Tlačítko Zobraz původní data zobrazí trénovací data, ze kterých byl model 
vytvořen. Tlačítko Zobraz M3 zobrazí model. Vytvořený model si je možné uložit 
tlačítkem Ulož M3, které uloží M3 jako soubor IB3_M3.xls do adresáře, ze kterého je 
aplikace spouštěna. Tlačítkem ?IB3  se otevře soubor IB3_help.pdf, který slouží jako 
nápověda. Soubor je uložen ve stejném adresáři jako aplikace. 
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Obr. 34: Srovnání modelů M1, M2 a M3 na stejných trénovacích datech 
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4.2.10 Testování modelů vytvořených jednotlivými algoritmy 
 
Pro testování vytvořených modelů M1, M2 a M3 (algoritmů IB1, IB2 a IB3) 
jsou generována data se stejným rozložením jako trénovací data, ze kterých byly model 
y vytvořeny. Velikost testovacích dat lze nastavit. Při spuštění aplikace je přednastavena 
hodnota 100, to znamená, že testovací data jsou 100x větší než trénovací (při zachování 
stejného rozložení jako trénovací). Čím větší velikost trénovacích dat zadáme, tím 
přesnější dostáváme výsledky. Výsledky testování se vypisují takto:  
 
Algoritmus uložil x % trénovacích dat 
Velikost trénovacích dat = 
Velikost testovacích dat = 
Chyba na testovacích datech = 
Chyba = y % 
k =  
 
Pro vypisování udajů je použit objekt axes a příkaz text, jedná se tedy o klasické 
vypisování řetězců do grafu na dané souřadnice, graf je však skryt příkazem axis off. 
 
 
 
Obr. 35: Výpis výsledků testování  
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4.3 POROVNÁNÍ JEDNOTLIVÝCH ALGORITMŮ 
 
4.3.1 Jak určit míru zašumění dat 
 
Každá třída (v našem případě 2) v trénovacích datech je generována tak, aby 
splňovala námi zadané statistické rozložení (střed množiny, rozptyl v ose x, rozptyl 
v ose y a počet prvků). Pokud budou rozptyly v obou osách stejné (množiny budou mít 
tvar kružnic a ne elips), můžeme uvažovat zjednodušený případ pro statisticky ideální 
klasifikaci. Prostě spojíme geometrické středy množin úsečkou a určíme bod S, který 
bude dělit tuto úsečku v poměru rozptylů jednotlivých množin.  
 
Tímto bodem můžeme vést přímku kolmou k dané úsečce a ta nám bude dělit 
prostor na dvě poloroviny. Data v každé polorovině by v ideálním případě (pokud 
známe rozptyly jednotlivých množin) byla klasifikována vždy do 1 třídy. 
 
Na tomto místě je vhodné uvést jednoduchý příklad k pochopení: Mějme bod A[4,4] a 
bod B[5,5], které reprezentují ideální středy množin A (zastupuje třídu 0) a B (zastupuje 
třídu 1), které obě mají stejný počet prvků a rozptyly v obou osách jsou pro obě 
množiny stéjné.  
 
1. Vypočteme obecnou rovnici přímky p procházející body A a B 
A[4,4], B[5,5] 
 	 
   	 1,1  směrový vektor získáme prostým odečtením dvou bodů 
 	 1,1  normálový vektor získáme ze směrového záměnou prvků a 
změnou znaménka u jednoho z nich 
:      	 0  obecná rovnice přímky 
     	 0  dosadíme normálový vektor do obecné rovnice 
  : 5  5   	 0  dosadíme bod A 
 	 0  vypočtené c 
:    	 0  obecný tvar rovnice pro přímku p 
 	   směrnicový tvar téže rovnice 
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2. Určíme bod S, který bude ležet na přímce p 
 
Protože jsou v našem případě všechny rozptyly stejné, bod S bude uprostřed úsečky 
AB, tedy souřadnice bodu budou S[4,5;4,5] 
 
3. Vypočteme obecnou rovnici přímky q, která bude kolmá k přímce p a bude 
procházet bodem S 
 
:    	 0…  	 1,1   rovnice a normálový vektor přímky p 
:      	 0… 	 1,1  normálový vektor přímky q bude z 
podmínky kolmosti roven směrovému vektoru 
přímky p 
     	 0   dosadíme normálový vektor 
  : 4,5  4,5   	 0    dosadíme bod S 
 	 9   vypočtené c 
:     9 	 0  obecný tvar rovnice přímky q kolmé k p 
procházející S 
  	   9    směrnicový tvar téže rovnice 
 
4. Tato přímka q nám rozdělí prostor na dvě poloroviny, z nichž každá reprezentuje 
jednu třídu při teoreticky ideální klasifikaci. Jak ovšem poznáme, v které polorovině 
se daný bod prostoru nachází? 
 
Zvolme si dva body, které neleží na přímce q a každý leží v jiné polorovině, 
například C[9;4,5] a D[4,5;0].  Pokud tyto body dosadíme do rovnice přímky q, 
dostaneme jako výsledek 2 nerovnosti. 
 
:     9 	 0   obecná rovnice přímky q 
": 9  4,5  9 	 0   dosadíme bod C, který neleží na q 
4,5 # 0  vyjde kladná nerovnost 
$: 4,5  0  9 	 0  dosadíme bod D, který neleží na q 
4,5 % 0  výjde záporná nerovnost 
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Výsledek je tedy jasný: aby bod ležel ve stejné polorovině jako bod C, musí vyjít 
x>0, naopak aby bod ležel ve stejné polorovině jako bod D, musí vyjít x<0. 
 
Algoritmus pro výpočet šumu může vypadat následovně. Pokud je modrý bod v 
červené polorovině tak inkrementuj Err, pokud je červený bod v modré polorovině tak 
inkrementuj Err, pokud je bod ve správné polorovině nebo na dělící přímce tak 
neinkrementuj Err. Vyjádři chybu v procentech z celkového počtu dat. 
 
 
 
 
 
Obr. 36: Teoreticky odvozená ideální klasifikace pro speciální případ rozložení dat 
 
K otestování všech algoritmů jsem volil data se středy v bodech [4,4] a [5,5] s 
různým množstvím šumu. Výsledky jsou přehledně zobrazeny v tabulce 1.  
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ROZPTYLY Šum [%]   
IB1 uložil 
dat   [%] 
IB1 Err 
[%] 
IB2 uložil 
dat   [%] 
IB2 Err 
[%] 
IB3 uložil 
dat   [%] 
IB3 Err 
[%] alfa 
0,1 0   100 0 2 0 10 0 0,05 
0,2 0,0213   100             
0,3 0,9217   100             
0,4 3,8741   100 6,41 14 12,58 10 4,03   
0,5 7,882   100             
0,6 11,966   100 20,17 31 19,67 4 13,64   
0,7 15,571   100             
0,8 18,843   100 28,26 35 39,97 6 21,4 0,15 
0,9 21,581   100             
1 23,976   100 33,77 40 43,71 9 25,91   
1,1 25,985   100             
1,2 27,775   100             
1,3 29,354   100             
1,4 30,672   100             
1,5 31,849   100 39,73 37 46,24 2 33,43   
2 36,139   100             
3 40,709   100 45,04 48 45,5 2 44,12 0,3 
 
Tabulka 1: Srovnání jednotlivých algoritmů na různě zašuměných datech 
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5 ZÁVĚR 
V rámci této diplomové práce byla naprogramována aplikace pro použití ve výuce.  
Aplikace je koncipována jako GUI (graphical user interface) pro MATLAB. Použití 
GUI činí aplikaci přehlednou a ovládání je intuitivní.  
 
Program se skládá z několika částí. První umožňuje generování 2 množin dat 
podle zadaného normálního rozložení. Druhá část je zaměřena na k-NN metodu, 
umožňuje klasifikaci nového bodu, nebo zadané množiny bodů podle vygenerovaných 
dat. Je možno nastavovat prvky (oblasti) ke klasifikaci, hodnotu k a váhovací funkci.  
Hlavní část programu používá algoritmy IB1, IB2 a IB3 k vytvoření modelů 
z trénovacích dat (jejich výběrem). Poslední část umožňuje tyto modely testovat na 
datech se stejným statistickým rozložením jako trénovací data.  
 
 Použitím programu byly potvrzeny základní vlastnosti IBL algoritmů, jejich 
výhody a nevýhody, kterými jsou: IB1 je nejjednodušší z algoritmů, ukládá všechny 
tréninkové prvky. Mezi jeho nedostatky patří především vysoká náročnost na paměť, 
výpočetní náročnost predikce. IB2 ukládá podstatně méně tréninkových instancí a to je 
také jeho největší výhoda. Algoritmus však není odolný vůči šumu. IB3 používá 
statistický významový test k rozlišení tréninkových instancí na akceptované, 
pozorované a zamítnuté. IB3 je robustní vůči šumu. Ukládá malé množství dat při 
zachování dobré přesnosti. Nevýhodou je, že každá výjimka se jeví jako šum a je řazena 
mezi zamítnuté. 
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8 SEZNAM PŘÍLOH: 
Veškeré přílohy k této práci jsou uloženy v elektronické podobě na přiloženém 
DVD. Jednotlivé adresáře DVD obsahují:  
 
Aplikace  - generovaniDAT.m – spouští aplikaci 
  - generovaniDAT.fig  
  - progressbar.m 
  - IB1_help.pdf 
  - IB2_help.pdf 
  - IB3_help.pdf 
  - vahy_help.pdf 
  - IB1_M1.xls 
  - IB2_M2.xls 
- IB3_M3.xls 
  - Množiny – složka pro data k načtení do aplikace 
- NastaveníGUI – složka pro nastavení GUI 
  - sum – složka s algoritmem pro výpočet šumu 
 
KD_Tree - obsahuje testovací projekt k části KD-Strom (doporučuji 
spustit v DEVCPP) 
 
Na DVD je uložen, také soubor Učení_založené_na_instancích.pdf, tedy 
elektronická verze této práce. 
