Euclidean vectors do not satisfy the vector space axioms when applied to relative abundances.
23
For example, let a = (1/3, 1/3, 1/3) T be a relative abundance vector (throughout, we work with 24 column vectors, so T denotes transpose). Then neither a + a nor 2a is a relative abundance 25 vector, so the axiom of closure is not satisfied.
26
There are in fact operations corresponding to addition and scalar multiplication that make 
between adjacent pairs of communities must be constant. From the definition of compositional 57 difference (Equation S1), ρ j+1 ρ j = a, where a = (a 1 , a 2 , . . . , a s ) is a constant perturbation.
58
Then we can write ρ j+1 = a ⊕ ρ j , and ρ j+2 = a ⊕ ρ j+1 , and we require that d(ρ j , ρ j+1 ) = d(a ⊕ 59 ρ j , a ⊕ ρ j+1 ). In general, any meaningful dissimilarity measure d for compositions must satisfy 60 the perturbation invariance property d(ρ 1 , ρ 2 ) = d(a ⊕ ρ 1 , a ⊕ ρ 2 ) for all compositions ρ 1 , ρ 2 , a.
61
Most of the popular measures of community dissimilarity are not perturbation invariant, and are 62 therefore misleading. For example, let ρ 1 = ( (6, 6), (7, 7), (8, 1), (8, 6) and (8, 8) of the Cholesky factor of the covariance matrix, where the 95 nominal 95% credible intervals contained the true parameters less often than required.
96 Table S1 : Coefficients β 0 (intercept), β 1 (depth), β 2 (squared depth) from the regression model described in the main text. Values are posterior means and 95% highest posterior density credible intervals in the 8 isometric logratio coordinates corresponding to 9 taxa, with the default basis from the R package compositions. Note that these coordinates have no simple interpretation in terms of the 9 taxa. Table S2 : Cholesky factor of covariance matrix Σ from the regression model described in the main text. Values are posterior means and 95% highest posterior density credible intervals in the 8 isometric logratio coordinates corresponding to 9 taxa, with the default basis from the R package compositions. Note that these coordinates have no simple interpretation in terms of the 9 taxa. Table S4 : Percentage of simulated data sets for which nominal 95% credible intervals contained true parameter values for Cholesky factor of error covariance matrix Σ. Rows and columns are the 8 ilr components corresponding to 9 taxa, with the default basis from the R package compositions. Note that these coordinates have no simple interpretation in terms of the 9 taxa .  1  2  3  4  5  6  7  8  1 98  0  0  0  0  0  0  0  2 95  94 0  0  0  0  0  0  3 96  93 99 0  0  0  0  0  4 97  96 99 93 0  0  0  0  5 100 100 100 100 99 0  0  0  6 97  91 99 99 100 86 0  0  7 92  100 100 92 100 100 84 0  8 80  100 99 100 100 89 100 78 Posterior distributions of parameters from simulated data were generally centred not too 97 far from the true values, although there was more variation in location for intercept and depth 98 coefficients ( Figure S2 ) than for elements of the Cholesky factor of the error covariance matrix
99
( Figure S3 ). However, the posterior distributions of parameters for ilr components 7 and 8 had in only 7 and 15 out of 125 stills respectively, it is not surprising that estimation of parameters 108 describing their distributions is more difficult than for other taxa.
109

S5 Comparison with linear and cubic depth effects
110
We compared the performance of the model with quadratic depth effect described in the main 111 text against that of models with linear and cubic depth effects. We fitted the linear and cubic 
115
We evaluated the ability of each model to predict new stills, rather than new points from existing stills. Since each still has its own intercept, it corresponds to a cluster in the language of hierarchical models. We therefore used a leave-one-out cross-validation procedure (e.g. Garthwaite et al., 2002 , section 9.4) in which each still was omitted in turn, with loss function the Bayesian leave-one-cluster-out estimate of out-of-sample prediction error (expected log predictive density) elpd loco :
where m is the number of stills and f (y i |y −i ) is the posterior density of the ith still y i , given 116 the data set y −i in which the ith still is excluded (Vehtari et al., 2017) . The required posterior 117 density is given by
where θ = {β 0 , β 1 , β 2 , β 3 , Σ} is set of regression coefficients and the covariance matrix Σ,
119
f (y i |θ) is the density of the ith still given parameters θ, and f (θ|y −i ) is the posterior density of 120 θ given the dataset y −i . Because we want to predict a new still, we need to integrate over the 121 distribution of still-specific intercepts ε i . Thus
where 
130
We experimented with the Pareto-smoothed importance sampling method described in Vehtari 131 et al. (2017), which often allows the expected log predictive density to be computed from a 132 single fitted model, without separate fitting of the model to each leave-one-cluster-out data set.
133
However, diagnostics suggested that the Pareto smoothing was not performing well enough to 134 be reliable.
135
We computed standard errors of differences in elpd loco among models using the compare() 136 function in the R package loo. These standard errors are approximate (Vehtari et al., 2017) ,
137
suggesting that a fairly conservative interpretation of differences among models is sensible. Figure S4 : Estimated relationships between relative abundance and depth for bare wall and eight taxa, fitted using a quadratic model as described in the main text (black lines with grey 95% credible bands), a linear model (green lines) and a cubic model (orange lines). Circles are sample estimates of relative abundance from point counts. (Table S5 ). The columns are orthogonal by construction, 165 because each contrast after the first is among taxa on only one side of the preceding contrasts. Table S5 : Biologically meaningful ilr basis, constructed as described in Section S6. Rows are taxa, and columns are basis vectors.
S6 Construction of a meaningful ilr basis
1 2 3 4 5 6 7 8 Bare wall 2 √ 2 3 0 0 0 0 0 0 0 Bugula − 1 3 √ 8 − 1 2 √ 14 − 2 √ 70 0 − 1 2 √ 5 − √ 3 6 √ 2 √ 3 0 Solitary ascidians − 1 3 √ 8 − 1 2 √ 14 − 2 √ 70 0 − 1 2 √ 5 − √ 3 6 − 1 √ 6 1 √ 2 Algae − 1 3 √ 8 √ 7 2 √ 2 0 0 0 0 0 0 Sponges − 1 3 √ 8 − 1 2 √ 14 − 2 √ 70 0 − 1 2 √ 5 √ 3 2 0 0 Diadumene cincta − 1 3 √ 8 − 1 2 √ 14 √ 5 √ 14 − 1 √ 2 0 0 0 0 Mytilus edulis − 1 3 √ 8 − 1 2 √ 14 − 2 √ 70 0 2 √ 5 0 0 0 Aurelia aurita − 1 3 √ 8 − 1 2 √ 14 √ 5 √ 14 1 √ 2 0 0 0 0 Colonial ascidians − 1 3 √ 8 − 1 2 √ 14− 2 √ 70 0 − 1 2 √ 5 − √ 3 6 − 1 √ 6 − 1 √ 2
S7 Comparison with other approaches
167
We compared the results from our approach with those obtained by fitting overdispersed Poisson
168
regressions with depth and depth squared as explanatory variables, using the HMSC package
169
(Ovaskainen et al., 2017). We used the overdispersed Poisson response distribution, the default 170 priors from the HMSC package, and a burnin period of 1000 iterations followed by 10000 sampling 171 iterations, thinned to every 10th iteration. We then used the predict() method from HMSC to 172 generate predicted counts, and transformed these into compositions using the acomp() method 173 from the compositions package.
174
We also explored the use of multivariate linear models fitted to ilr-transformed count data 175 with pseudocounts, with depth and depth squared as explanatory variables. Pseudocounts are 176 necessary because the ilr transformation cannot be applied to data containing zero counts.
177
We tested three different pseudocount values (Martín-Fernandez et al., 2011, Table 4 .2): 1
178
(Laplace), 1/2 (Jeffreys) and 1/9 (Perks, with 9 components). These are well-known and widely-used approaches, although other methods specifically designed for compositional data may be superior (Martín-Fernandez et al., 2011).
181
We also fitted a multivariate regression model by penalized likelihood, using the R package 182 glmnet (Friedman et al., 2010) . We chose the value of the regularization parameter λ by cross-183 validation, and used the type.multinomial = "grouped" option in order to ensure that all 184 elements of a coefficient vector were either included or excluded together.
185
All approaches had similar behaviour for taxa with high relative abundance ( Figure S5a-e) .
186
For taxa with low relative abundance ( Figure S5f-i to unseen taxa, and will become more problematic when the number of taxa is large (Manning 193 and Schütze, 1999, p. 202). For these data, smaller pseudocounts appear better. The naive Figure S5 : Estimated relationships between relative abundance and depth for bare wall and eight taxa, fitted using Stan as described in this paper (black lines with grey 95% credible bands), overdispersed Poisson regression in HMSC (Ovaskainen et al., 2017) transformed into compositions (cyan), multivariate linear models fitted to ilr-transformed count data with Laplace (orange), Jeffreys (purple) and Perks (pink) pseudocounts, and a multinomial regularized generalized linear model fitted using glmnet (green). Circles are sample estimates of relative abundance from point counts. Note that y-axis scales differ between panels in order to show detail for taxa with low relative abundances. Table S5 ) and depth. Grey bands are 95% HPD credible bands, and black lines are posterior means. Note the difference in y-axis scales among panels. 
S9 Application to mite data
216
We fitted essentially the same model as that used in the main text to the mite data set in the 217 R package vegan, described in Borcard et al. (1992 We would expect this to be a challenging data set to model, because it is high-dimensional 228 and contains many rare taxa. For serious applications, it might be appropriate to use a more 229 constrained covariance structure, and to use a hierarchical model for the regression coefficients.
230
Nevertheless, the fitted model appeared plausible. For those taxa that were not rare, relationships 231 with substrate density generally appeared fairly weak ( Figure S9 ), compared to those for water 232 content ( Figure S10 ). In these figures, predictions were made with the explanatory variable that
233
is not on the x-axis set to its mean value. In order to give a better impression of the fit of the Figure S11: Posterior mean against observed relative abundances for 35 mite taxa in 70 Sphagnum moss cores. Data from the mite data set in R package vegan, originally described in Borcard et al. (1992) . Each dot represents one core. Lines have slope 1, y-intercept 0.
As above (Section S8), we plotted Bray-Curtis dissimilarities between adjacent predicted respect to each explanatory variable, as measured using a perturbation-invariant distance, is a 247 constant. However, the Bray-Curtis dissimilarity, which is not perturbation-invariant, changed 248 in complicated ways with both water content ( Figure S12a ) and substrate density ( Figure S12b ).
249
In particular, the apparent local maximum in rate of change at a water content of about 500 g l −1 , Figure S12: Bray-Curtis dissimilarities between adjacent predicted relative abundances on a grid of 100 equally-spaced values of (a) substrate water content (g l −1 ) and (b) substrate density (g l −1 ). In each case, the explanatory variable not on the x-axis was set to its mean value. White lines: posterior means. Grey envelopes: 95% HPD credible bands. 
