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Abstract
Necessary and su1cient conditions are given for two sequences n and n to be the eigenvalues and
norming constants of a Sturm–Liouville boundary value problem −y′′ + qy = y; y(0) cos  = y′(0) sin 
and y′(1)=f()y(1) where f is a rational function of Herglotz–Nevanlinna type. It is also proved that q; 
and f are uniquely determined by the sequences n and n.
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1. Introduction
In this paper, we continue our treatment of the regular Sturm–Liouville equation
ly := −y′′ + qy = y on [0; 1] (1.1)
with q∈L1[0; 1], subject to the boundary conditions
y(0) cos = y′(0) sin ; ∈ [0; ) (1.2)
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and
y′
y
(1) = f(); (1.3)
where f() is a rational function of the form
f() = a+ b−
N∑
k=1
bk
− ck : (1.4)
Here, all the coe1cients are real and a¿ 0; bk ¿ 0 and c1 ¡c2 ¡ · · ·¡cN , where N is Fnite and
possibly zero (in which case there are no ck’s and f() is a1ne in ). If f() =∞ then (1.3) is
interpreted as a Dirichlet condition y(1) = 0.
Some references and motivation for (1.1)–(1.3) can be found in [1,10] and our previous paper
[6]. In particular [10] contains many references to problems in physics and engineering. Our main
objective here is to discuss the inverse problem of recovering q;  and f from given spectral
data. Numerical procedures for reconstruction have been developed, e.g., in [24], for the case of
constant f, and our methods can be used to produce explicit extensions of such procedures to
(1.4). The data to be used here consist of eigenvalues and norming constants, which frequently
are physically observable quantities. The eigenvalues have been studied in [6] and they form a
real sequence 0 ¡1 ¡ · · · accumulating at +∞. The norming constants concern the corresponding
eigenfunctions, whose oscillation properties were examined in [6].
The “norming” of these eigenfunctions involves a Hilbert space structure which we set up in
Section 2. This allows (1.1)–(1.3) to be viewed as a standard eigenvalue problem for a self-adjoint
operator with compact resolvent. Completeness and expansion results are natural corollaries. Analo-
gous settings exist for several variations of (1.1)–(1.3), e.g., [19] for singular problems and [7,15]
for partial diLerential equations. For problems with a1ne or bilinear f, we refer to [13,12–14,17]
and their references, and for more general rational f see [16,25–27]. We discuss the norming con-
stants n per se in Section 3, and the leading term in their asymptotic development turns out to
be
n = 12 + o(1=n) if ¿ 0; (1.5)
n =
1
2n22
+ o(1=n3) if = 0 (1.6)
as n →∞.
Our overall method of attack is to construct a chain of problems connecting (1.1)–(1.3) with a
“standard” Sturm–Liouville problem, i.e., with boundary conditions independent of . Transformation
between successive links in the chain is discussed in Section 4, which builds on ideas originating
with the work of Darboux [21] and Crum [11] (for constant boundary conditions, leading to singular
problems) and explored in [6] in the context of -dependent boundary conditions, with a special
procedure to ensure regularity. See also Churchill [9] who uses a transformation related to that of
[11,21] in the case of a1ne boundary conditions.
We also need to invert the above transformations, and the details are given in Section 5. These
preparations are combined with known Gelfand–Levitan–Marchenko theory for the “standard” prob-
lem to complete the solution of our inverse problem in Section 6. We give necessary and su1cient
conditions for given sequences n; n to be generated by a problem of form (1.1)–(1.3), and we
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show that such a problem must be unique. Our results include those of [1,8,22]. For related inverse
results with diLerent  dependence we refer to [2,20,18,23,28].
2. Hilbert space formulation
Suppose a¿ 0, in (1.4). Recalling that each bk ¿ 0, we see that
〈Y; Z〉=
∫ 1
0
y Oz +
N∑
k=1
yk Ozk
bk
+
yN+1 OzN+1
a
(2.1)
deFnes a Hilbert space inner product on H = L2 ⊕ CN+1.
Then we can pose the boundary value problem (1.1)–(1.3) in the Hilbert space H by considering
the operator
LY =


ly
c1y1 − b1y(1)
...
cNyN − bNy(1)
y′(1)− by(1)−
N∑
k=1
yk


with Y =


y
y1
...
yN+1

 (2.2)
with domain
D(L) = {Y ∈H : y; y′ ∈AC; ly∈L2; y(0) cos = y′(0) sin ; yN+1 = ay(1)};
where we recall that ly =−y′′ + qy.
When a = 0 we pose the problem in H = L2 ⊕ CN by omitting the Fnal component yN+1 in the
above constructions replacing the condition yN+1 = ay(1) by y′(1) − by(1) −
∑N
k=1 yk = 0 in the
deFnition of the domain of L.
Theorem 2.1. (i) L is self-adjoint on H .
(ii) The eigenvalues of (1.1)–(1.3) coincide with those of L, are real and (algebraically) simple.
Proof. We shall give the details for case a¿ 0; which is the more complicated of the two.
(i) First, suppose Z ∈L2 ⊕ CN+1 is orthogonal to all Y ∈D(L) with respect to the inner prod-
uct (2.1). Since C∞0 ⊕ 0 ⊂ D(L) (where 0∈CN+1), (2.1) shows that z is orthogonal to C∞0
in L2 and hence vanishes. Now (2.1) shows that (z1=b1; : : : ; zN =bN ; zN+1=a) is orthogonal to all
(y1; : : : ; yN+1)∈CN+1 since yN+1 = ay(1) can be chosen arbitrarily. Thus z1 = · · ·= zN+1 =0 and we
conclude that D(L) is dense in H .
Now
〈LY; Y 〉=
∫ 1
0
(ly) Oy +
∑ cjyj − bjy(1)
bj
Oy j +
(
y′(1)− by(1)−
∑
yj
)
Oy(1)
=
∫ 1
0
(|y′|2 + q|y|2)− [y′ Oy]10 + y′(1) Oy(1)− b|y(1)|2
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+
∑[cj|yj|2
bj
− y(1) Oy j − yj Oy(1)
]
=
∫ 1
0
(|y′|2 + q|y|2) + cot |y(0)|2 − b|y(1)|2
+
∑[cj|yj|2
bj
− 2R( Oyjy(1))
]
: (2.3)
Since (2.3) is real, L is symmetric.
Thus it su1ces to prove that if 〈LY;W 〉=〈Y; Z〉 for all Y ∈D(L) then W ∈D(L), i.e., (a) w; w′ ∈AC
and lw∈L2; (b) w′=w(0) = cot ; (c) wN+1 = aw(1) and LW = Z , i.e., (d) z = lw; (e) zj = cjwj −
bjw(1); j = 1; : : : ; N ; (f) zN+1 = w′(1)− bw(1)−
∑
wj.
For all Y ∈C∞0 ⊕ 0 ⊂ D(L) (where 0∈CN+1), we have∫ 1
0
(ly) Ow dt =
∫ 1
0
y Oz dt
so by standard Sturm–Liouville theory, (a) and (d) hold. Now choose Y ∈D(L) so that y(1) =
y′(1) = 0 =y(0) and each yj = 0. Then y′(0) Ow(0) = y(0) Ow′(0), giving (b). With y(1) = 0 =y′(1)
(resp. y′(1) = 0 =y(1)) instead, we obtain (c) (resp. (f)). Finally (e) follows if we set y = 0 and
yk =  jk .
(ii) If LY = Y then (1.1) and (1.2) hold and
(cj − )yj = bjy(1) (2.4)
for j=1; 2; : : : ; N from which it follows readily that (1.3) holds also. Conversely, if (1.1)–(1.3) hold
then we can use (2.4) to deFne Y satisfying LY =Y . (In case cj=, we deFne yj via y′(1)=
∑
yk
instead). Reality and semisimplicity of the eigenvalues follow from (ii), and geometric simplicity
follows from standard Sturm–Liouville theory.
Theorem 2.2. (i) L is bounded below and has compact resolvent on H .
(ii) The eigenfunctions of (1.1)–(1.3), augmented to eigenvectors of L, form an orthonormal
basis of H .
Proof. (i) We claim that; if  is not an eigenvalue; then it must be in the resolvent set; of L. Thus
by Theorem 2.1 and [6; Theorem 3.1]; the spectrum of L will consist of eigenvalues accumulating
only at ∞; and this will complete the proof. Note by Theorem 2.1 that it su1ces to consider real
; and again for simplicity we shall restrict ourselves to the case a¿ 0. We shall use the notation
ry = ly − y.
The L2 component of (L− )Y = G ∈H involves the equations
ry = g;
y′
y
(0) = cot : (2.5)
If we choose a solution v of rv= 0 satisfying
v(0) = sin ; v′(0) = cos 
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then (2.5) has general solution
y = tv+ w; (2.6)
where t ∈C and rw = g; w′=w(0) = cot . Note that
c := v′(1)− v(1)f() =0 (2.7)
by Theorem 2.1 and the fact that  is not an eigenvalue of (1.1)–(1.3).
The next N components of (L− )Y = G lead to
(cj − )yj = gj + bjy(1) (2.8)
and the Fnal component takes the form
y′(1)− by(1)−
∑
yj − ay(1) = gN+1: (2.9)
Substituting (2.6) and (2.8) into (2.9) we obtain an equation of the form ct = d where c comes
from (2.7) so t, and hence yj, are soluble uniquely, at least if  = cj. If in fact  = cj then (2.8)
determines t (and hence yk for k = j) and (2.9) determines yj.
Note that in all cases, yN+1 = ay(1) so (L− I)−1 is deFned on all of H . By Theorem 2.1 and
the spectral mapping theorem, (L − I)−1 is self-adjoint and is thus bounded by the closed graph
theorem, and our claim is established.
(ii) Is an immediate consequence of (i).
3. Transformations
We consider the following class of rational functions f()
RN =

a+ b−
N∑
k=1
bk
− ck
∣∣∣∣∣∣∣
b∈R; a¿ 0;
bk ¿ 0; 16 k6N;
c1 ¡c2 · · ·¡cN

 :
Further, R+N (resp. R
0
N ) will denote the subclass of RN for which a¿ 0; (resp. a=0). The following
properties are easily established.
Lemma 3.1. Let f∈RN : Then
(i) f′()¿ 0 at each  for which f() is :nite;
(ii) lim→ck± f() =∓∞;
(iii) if f∈R+N ; then lim→±∞ f() =±∞; while if f∈R0N ; then lim→±∞ f() = b∓.
The graph of a typical member of RN is shown in Fig. 1.
Given a function f∈RN , and given constants ' and ( with '6 (¡c1; we deFne
F() =
'− 
f()− f(() − f(() (3.1)
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Fig. 1. f().
extending this deFnition by continuity where possible, so F(ck) = −f((); 16 k6N , and, if ' =
(; F(()=−f′(()−1−f((): The next result of this section shows, in particular, that if f∈RN then
F ∈RM , i.e.,
F() = A+ B−
M∑
k=1
Bk
− Ck ; (3.2)
where M ∈{N − 1; N; N + 1} depending on the values of a; ( and '.
Theorem 3.2. In the notation above
(i) if '¡( and f∈R+N then F ∈R0N+1 and ( = C1 ¡c1 ¡C2 ¡ · · ·¡cN ¡CN+1;
(ii) if '¡( and f∈R0N then F ∈R+N and ( = C1 ¡c1 ¡C2 ¡ · · ·¡CN ¡cN ;
(iii) if '= ( and f∈R+N then F ∈R0N and (¡c1 ¡C1 ¡c2 ¡ · · ·¡cN ¡CN ;
(iv) if '= ( and f∈R0N then F ∈R+N−1 and (¡c1 ¡C1 ¡c2 ¡ · · ·¡CN−1 ¡cN :
Proof. Parts (iii) and (iv) have been proved in [6]; so we proceed to the proof of (i) and (ii).
Suppose '¡(. We calculate
F() =
(
'− 
− (
) ∏N
k=1(− ck)
r()
− f(() (3.3)
=
p()
(− ()r() ; (3.4)
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where p() is a polynomial of degree at most N + 1,
r() = a
N∏
k=1
(− ck) +
N∑
k=1
ek
N∏
j=1; j =k
(− cj) (3.5)
is a polynomial of degree N or N − 1 according as a¿ 0 or a= 0 and ek = bk=(( − ck)¡ 0:
This may be compared with [6, Eq. (2.4)] where F = p=r. The proof now follows that of the
cited reference but allowing for the extra pole = ( = C1 of F .
Remark 1. By composing these transformations we can map RN into R00 which will enable us to
convert eigenvalue problems with boundary conditions in RN into standard problems with boundary
conditions independent of . To make full use of this strategy we shall also need to reverse the
process and this requires careful choice of ( and ' at each alternate stage as will be seen.
Remark 2. Routine algebraic calculations can be used to give A; B; etc. in terms of a; b; etc. For
example
f∈R+N ⇒ A= 0; B=−
1
a
− f((); (3.6)
f∈R0N ⇒ A=−
(
N∑
k=1
ek
)−1
: (3.7)
Remark 3. In broad terms; the mappings of (i) and (ii) are inverses of those of (iii) and (iv). More
precise statements will be given in Section 5.
We now build on Theorem 3.2 by discussing transformations, with certain eigenvalue preserving
properties, between problems of form (1.1)–(1.3) for diLering values of N . From [6, Theorem 4.1]
we have the following theorem which gives a mapping of such a problem to one in which f is
replaced by a “simpler” function F with fewer poles or terms.
Theorem 3.3. Suppose that (1.1)–(1.3) has eigenvalues 0 ¡1 ¡ · · · and corresponding eigenfunc-
tions y0; y1; : : : : Let
( = '= 0 if ¿ 0;
( = '¡0 if = 0
and let w be the solution of (1.1) with = (; w(1) = 1 and w′(1) = f((). De:ne
z =
w′
w
(3.a)
and qˆ= q− 2z′. Let F() be as in (3.1) and de:ne .∈ [0; ) by
cot .=−z(0) if = 0
.= 0 if ¿ 0:
(3.b)
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Then the eigenvalues of the problem
− y′′ + qˆy = y; (3.8)
y′
y
(0) = cot .; (y(0) = 0; if .= 0); (3.9)
y′
y
(1) = F() (3.10)
are j; with corresponding eigenfunctions uj =y′j− zyj; where j¿ 1 for ¿ 0 and j¿ 0 for =0.
We now give a partial converse to the above theorem, taking simpler problems to more complex
ones. Later in the paper, it will be shown that a suitable choice of the parameters ' and ( in the
following theorem will generate mappings inverse to those of Theorem 3.3.
Theorem 3.4. Let j; yj be as in Theorem 3.3 and '¡0.
For ¿ 0 let w be the solution of (1.1) with = '; w(0)=1 and w′(0)=cot . De:ne (∈ ('; c1)
by
w′
w
(1) = f(():
For  = 0 let g be the solution of (1.1) for  = ' with initial conditions g(0) = 0 and g′(0) = 1.
Let (∈ ('; c1) be such that
f(()¡
g′
g
(1)
and let w be the solution of (1.1) for = ' with terminal conditions w(1) = 1 and w′(1) = f(().
Then the problem (3.8)–(3.10), by (3.a) and (3.b) with w as de:ned above, has eigenvalues
0 ¡1 ¡ · · · for ¿ 0 and '¡0 ¡1 ¡ · · · for  = 0 with eigenfunctions uj = y′j − zyj corre-
sponding to j and 1=w for ' (in the case of = 0).
Proof. It is readily veriFed from PrQufer theory that w has no zeros (cf. [6]) and that ( exists obeying
the given constraints. For the case =0; straightforward computation shows that ' is an eigenvalue
of (3.8)–(3.10) with corresponding eigenfunction 1=w.
When the index j is used it will be assumed that we mean j¿ 0. As in [4], direct calculation
shows that the functions uj satisfy (3.8) and (3.9) and further that
u′j
uj
=
'− j
y′j=yj − z
− z on [0; 1]; (3.11)
so uj also satisFes (3.10) giving that j are eigenvalues of (3.8)–(3.10) with corresponding eigen-
functions uj.
It remains to show that '; 0; 1; : : : for =0 and 0; 1; : : : for ¿ 0 constitute all the eigenvalues
of (3.8)–(3.10).
Let 1(; x) be the PrQufer angle generated by (3.8) with 1(; 0)=. as in (3.9). In a similar manner
let 3(; x) be generated by (1.1) with 3(; 0) =  as in (1.2), and  (x) be generated by (1.1) with
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= ' and
 (0) =
{
; ¿ 0;
− .; = 0:
Note that u′j=uj(x) = cot1(j; x); y′j=yj(x) = cot 3(j; x) and z(x) = cot  (x): Thus from (3.11)
cot1(j; x) =
'− j
cot 3(j; x)− cot  (x) − cot  (x): (3.12)
As '¡0 ¡D0 and the number of zeros of y in (0; 1) is nondecreasing in both  and (y
′=y)(1),
so  (x)∈ (0; ) for all x∈ [0; 1]. Since j ¿' we have 3(j; x)¿ (x) on (0; 1] if ¿ 0, while
0 = 3(j; 0)¡ (0) for = 0.
The proof now follows the corresponding arguments for [6, Theorem 4.1], but with M increased
by one.
4. Norming constants
We turn now to a generalization of the so-called “norming constants” which will be required
for our analysis of inverse problems in Sections 5 and 6. Let Y be an eigenvector of L for the
eigenvalue . If ¿ 0 in (1.2) then we normalize Y by y(0) = 1, while if =0 then we normalize
Y by y′(0) = 1. Using notation (2.1), we then call 〈Y; Y 〉 the norming constant of (1.1)–(1.3) for
the eigenvalue .
Lemma 4.1. In the notation of Theorem 3.2; F ′(ck) = (ck − ')=bk and f′(Ck) = (Ck − ')=Bk .
Proof. We note F(ck) =−f(() and so
bk = lim
→ck
(ck − )f() (4.1)
= lim
→ck
(ck − )
[
'− 
F() + f(()
+ f(()
]
(4.2)
= (ck − ')=F ′(ck);
which gives the Frst result. The second is proved similarly.
Theorem 4.2. Let n denote the norming constant for the eigenvalue n of (1.1)–(1.3) and let
ˆn denote the norming constant for n, with respect to the transformed problem (3.8)–(3.10). If
¿ 0 in (1.2), then
n = ˆn(n − ')
while if = 0 then
n(n − ') = ˆn:
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Proof. Let =n and let Y denote the corresponding eigenvector of (2.2), normalized as above. Then
u= y′ − zy is an eigenfunction of the transformed problem, and we write U for the corresponding
eigenvector of L as per Theorem 2.1(ii).
We claim
(− ')〈Y; Y 〉= 〈(L− ')Y; Y 〉= 〈U;U 〉: (4.3)
From this the theorem follows easily, since if ¿ 0 in (1.2) y is normalized by y(1)=1 so u(0)=0
and u′(0)= '− . Thus, the appropriately normalized version of the eigenvector U is Uˆ =U=('− )
and by (4.3)
ˆ= 〈Uˆ ; Uˆ 〉= 〈U;U 〉
(− ')2 =

(− ') :
For the case = 0; y is normalized by y′(0) = 1 which gives u(0) = 1 and so from (4.3)
(− ')= ˆ:
We shall establish (4.3) Frst under the assumption that  = cj; Cj for any j. From (2.2) and (2.1),
we have
〈(L− ')Y; Y 〉=
∫ 1
0
[− y′′ + qy − 'y]y dt +
∑[cj − '
bj
y2j − yjy(1)
]
+y(1)
[
y′(1)− a'y(1)− by(1)−
∑
yj
]
; (4.4)
where for the case of a= 0 we have used y′(1)− a'y(1)− by(1)−∑yj = 0.
As Y is an eigenvector of L we have
yj =
bj
cj −  y(1):
Integrating by parts in (4.4) and using the above expressions for yj we obtain
〈(L− ')Y; Y 〉=
∫ 1
0
[(y′)2 + (q− ')y2] dt + y′y(0)
+y(1)2(− ')
[
a+
∑ bj
(cj − )2
]
− y(1)2f()
=
∫ 1
0
[(y′)2 + (q− ')y2] dt
+(y′y)(0) + y(1)2(− ')f′()− y(1)2f(): (4.5)
Using the fact that z′ + z2 = q− ' and z(1) = f(() we get∫ 1
0
u2 dt =
∫ 1
0
[(y′)2 − 2zyy′ + (zy)2] dt (4.6)
=−f(()y(1)2 + zy(0)2 +
∫ 1
0
[(y′)2 + (q− ')y2] dt: (4.7)
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Combining the above with (4.5) we have
〈(L− ')Y; Y 〉=
∫ 1
0
u2 dt + y(1)2[f(()− f() + (− ')f′()]
+y(0)[y′(0)− z(0)y(0)]: (4.8)
If  = 0 in (1.2) then y(0) = 0, while if ¿ 0 then z(0) = y′(0)=y(0) so the Fnal term in (4.8)
vanishes.
As U is an eigenvector of the transformed problem corresponding to the eigenvalue , we have
uj = Bju(1)=(Cj − ) and so
〈U;U 〉=
∫ 1
0
u2 dt + u(1)2F ′() (4.9)
=
∫ 1
0
u2 dt + y(1)2[f()− z(1)]2F ′(): (4.10)
Combining (4.8), (4.10) and z(1) = f(() we get
〈(L− ')Y; Y 〉= 〈U;U 〉+ y(1)2{f(()− f() + (− ')f′()
− [f()− f(()]2F ′()}: (4.11)
DiLerentiating (3.1) with respect to , we obtain
[f()− f(()]F ′() =−1− f′()[F() + f(()]: (4.12)
Thus from (4.11) and (4.12) we have (4.3) as required.
We now brieRy discuss the remaining cases. If = ck then
y(1) = 0; yj = 0; j = k; yk = y′(1)
and so
〈(L− ')Y; Y 〉=
∫ 1
0
(y′)2 + (q− ')y2 dt + y′y(0) + (− ')y′(1)2=bk
=
∫ 1
0
u2 dt + (− ')y′(1)2=bk ;
cf. (4.8) and (4.7). Moreover
〈U;U 〉=
∫ 1
0
u2 dt + y′(1)2F ′(ck) (4.13)
by (4.9) and the fact that u(1) = y′(1), and so (4.3) follows from Lemma 4.1.
In the Fnal case when = Ck , we have
〈(L− ')Y; Y 〉=
∫ 1
0
u2 dt + y(1)2[(Ck − ')f′(Ck)]
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from (4.8) since f(Ck) = f((). Now
u(1) = 0; uj = 0; j = k; uk = u′(1) = ('− Ck)y(1)
so the conclusion now follows from Lemma 4.1.
Corollary 4.3. The norming constants associated with (1.1)–(1.3) have asymptotic form
n =
{ 1
2 + o(
1
n);  =0;
1
2n
+ o( 1n3 ); = 0
as n →∞.
Proof. Let f∈R6N . For N =0= 6 the result follows from [5; appendix; 24]. By induction; suppose
the result to be true for f∈R0N . Let f∈R+N .
For the case  = 0; SD transforms (1.1)–(1.3) to a problem with  replaced by . =0; f by
F ∈R0N and q by qˆ. From Theorem 4.2 this resulting boundary value problem has norming constant
ˆn = n(n − ') corresponding to the eigenvalue n. Thus, from the eigenvalue asymptotics of [6]
and the induction hypothesis, n(n − ') = ˆn = 12 + o(1=n), from which the result follows.
Now consider the case  =0. Then SN transforms (1.1)–(1.3) to a problem with  replaced by
0; f by F ∈R0N and q by qˆ. From Theorem 4.2 this resulting boundary value problem has norming
constant ˆn = n=(n− ') corresponding to the eigenvalue n. Thus from the eigenvalue asymptotics
of [6] and the induction hypothesis, n=(n − ') = ˆn = 1=2n + o(1=n3), giving the result.
This concludes the proof for f∈R0N . For f∈R+N we proceed as above, but in place of the
induction hypothesis we use the part of the proof already completed.
5. Inverse transformations
Using the theorems of Sections 3 and 4 we produce “almost isospectral” maps between classes
of Sturm–Liouville problems. We give their domains and show that certain of these maps are in-
verses of each other. The Sturm–Liouville problem (1.1)–(1.3) will be referred to as (q; ; f) and
0(q; ; f); 0(q; ; f) will denote its least eigenvalue and the corresponding norming constant, re-
spectively.
We begin by giving the domains. Let
DSD =
{
(q; f; ') | q∈L1; f∈
∞⋃
i=1
(R0i ∪R+i−1); '∈ (−∞; 0(q; 0; f))
}
;
DSN =
{
(q; ; f) | q∈L1; f∈
∞⋃
i=1
(R0i ∪R+i−1)
}
;
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DTD =
{
(q; f; '; ) | q∈L1; f∈
∞⋃
i=1
Ri ; '∈ (−∞; 0(q; 0; f)); ∈ (0;∞)
}
;
DTN =
{
(q; ; f; ') | q∈L1; ∈ (0; ); f∈
∞⋃
i=0
Ri ; '∈ (−∞; 0(q; ; f))
}
:
DeFne SD :DSD → DTN by
SD(q; f; ') = (qˆ; .; F; ');
where .; qˆ and F are as given in Theorem 3.3 for the case of =0. Then Theorems 3.3 and 4.2 show
that SD maps the problem (q; 0; f) with spectrum 0 ¡1 ¡ · · · and norming constants 0; 1; : : : to
the problem (qˆ; .; F) with spectrum 0 ¡1 ¡ · · · and norming constants 0(0− '); 1(1− '); : : : :
In addition, by Theorem 3.2, if f∈R+n then F ∈R0n and if f∈R0n then F ∈R+n−1.
DeFne TN :DTN → DSD by
TN (q; ; f; ') = (qˆ; F; ');
where qˆ and F are as given in Theorem 3.4 for the case of ¿ 0. Then Theorems 3.4 and 4.2 show
that TN maps the problem (q; ; f) with spectrum 0 ¡1 ¡ · · · and norming constants 0; 1; : : : to
the problem (qˆ; 0; F) with spectrum 0 ¡1 ¡ · · · and norming constants 0=(0−'); 1=(1−'); : : : :
In addition, by Theorem 3.2, if f∈R+n then F ∈R0n+1 and if f∈R0n then F ∈R+n .
Theorem 5.1. SD and TN are inverses of each other.
Proof. We shall only prove TN ◦ SD = IDSD ; the proof that SD ◦TN = IDTN is similar. Let (q; f; ')∈DSD
and denote SD(q; f; ') by (qˆ; ˆ; fˆ; '). Let w and z be as deFned in Theorem 3.3 (= 0).
Denote TN (qˆ; ˆ; fˆ; ') by ( ˆˆq;
ˆˆf; ') and let wˆ and zˆ denote the w and z of Theorem 3.4 (¿ 0) with
q; (;  and f replaced by qˆ; (ˆ; ˆ and fˆ.
If 9= 1=w, then
9′
9
=−w
′
w
=−z
and consequently 9′=9(0) = cot ˆ and 9′=9(1) =−f((). Direct computation gives that
−9′′ + qˆ9= '9
and thus wˆ(x) = 9(x)=9(0) and f(() =−fˆ((ˆ). Hence
zˆ =
wˆ′
wˆ
=
9′
9
=−z:
But qˆ= q− 2z′ and ˆˆq= qˆ− 2zˆ′ which gives
ˆˆq− q=−2(z′ + zˆ′)
and so ˆˆq= q.
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Now (q; 0; f) and (q; 0; ˆˆf) are isospectral, giving f(j) =
ˆˆf(j) for all j = 0; 1; 2; : : : ; where
0 ¡1 ¡ · · · are the eigenvalues of (q; 0; f). As f and ˆˆf are both rational functions of the same
type (i.e. f∈R6N if and only if ˆˆf∈R6N ) it follows easily, as they coincide on a sequence of points
with accumulation at ∞, that they are identical.
Now deFne SN :DSN → DTD by
SN (q; ; f) = (qˆ; F; 0(q; ; f); 0(q; ; f));
where qˆ and F are as given in Theorem 3.3 for the case of ¿ 0. Then Theorems 3.3 and 4.2 show
that SN maps the problem (q; ; f) with spectrum 0 ¡1 ¡ · · · and norming constants 0; 1; : : : to
the problem (qˆ; 0; F) with spectrum 1 ¡2 ¡ · · · and norming constants 1=(1−'); : : : : In addition
from Theorem 3.2, if f∈R+n then F ∈R0n and if f∈R0n then F ∈R+n−1.
We also deFne TD :DTD → DSN by
TD(q; f; '; ) = (qˆ; .; F);
where .; qˆ and F are given in Theorem 3.4 (=0) and ( is given in the lemma below. (Note that
the value of ( is not speciFed uniquely in Theorem 3.4 when = 0).
Lemma 5.2. In the notation of Theorem 3.4 for the case of = 0; let '∗¡c1 denote the solution
of f('∗) = g′=g(1) and let W denote the eigenvector associated with the eigenfunction 1=w with
eigenvalue '. Then there exists a unique (∈ ('; '∗) such that ‖W‖2 = .
Remark. Note that '¡'∗ since '¡0(q; 0; f).
Proof. We begin by noting that w and g are solutions of the same diLerential equation; and thus
have a constant Wronskian; in particular; by evaluating the Wronskian at 0 one obtains g′w−w′g=1.
Hence
1
w
= g′ − zg (5.1)
and 1=w is correctly normalized; with 1=w(0) = 1. Thus integration by parts gives
‖W‖2 =
∫ 1
0
(g′ − zg)2 dt + (g′ − zg)2(1)
(
A+
M∑
k=1
Bj
(Cj − ')2
)
=
∫ 1
0
g(−g′′ + qg− 'g) dt + [g(g′ − zg)]10 + (g′ − zg)2(1)F ′(')
= g2(1)[f('∗)− f(()][1 + (f('∗)− f(())F ′(')]:
By (3.1); (4.12) and F(') + f(() = 0 we thus obtain
‖W‖2 = g2(1)[f('∗)− f(')]f('
∗)− f(()
f(()− f(') : (5.2)
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Thus by Lemma 3.1(i) and (5.2); the mapping ( → ‖W‖2 from ('; '∗) to (0;∞) is continuous;
one-to-one; strictly decreasing and onto. This completes the proof.
As a consequence of the above lemma, the map TD is well deFned on its domain DTD and TD maps
the problem (q; 0; f) with spectrum 0 ¡1 ¡ · · · and norming constants 0; 1; : : : to the problem
(qˆ; .; F) with spectrum '¡0 ¡1 ¡ · · · and norming constants ; 0(0 − '); 1(1 − '); : : : : From
Theorem 3.2, if f∈R+n then F ∈R0n+1 and if f∈R0n then F ∈R+n .
Theorem 5.3. SN and TD are inverses of each other.
Proof. We prove only that TD ◦ SN = IDSN as the proof of SN ◦ TD = IDTD is similar.
Let (q; ; f)∈DSN and denote SN (q; ; f) by (qˆ; fˆ; '; ). Let w and z be as deFned in Theorem
3.3 (¿ 0).
Denote TD(qˆ; fˆ; '; ) by ( ˆˆq; ˆˆ;
ˆˆf) and let wˆ; (ˆ; gˆ and zˆ denote the w; (; g and z of Theorem 3.4
(= 0) with q and f replaced by qˆ and fˆ. We shall specify (ˆ precisely below.
Let 0 ¡1 ¡ · · · denote the eigenvalues of (q; ; f) and 0; 1; : : : the corresponding norming
constants (giving ' = 0 and  = 0). As w¿ 0 on [0; 1] we see that 9 = 1=w¿ 0 is deFned
everywhere on [0; 1],
9′
9
=−w
′
w
=−z
−9′′ + qˆ9= 09
and
−f(0) = 9
′
9
(1)¡
gˆ′
gˆ
(1):
Finally, as −fˆ(0)=f(0)+1=f′(0)¿f(0) we see that we can choose (ˆ such that −f(0)=fˆ((ˆ)
and still have cˆ1 ¿(ˆ¿0 = '. Taking this as our choice for (ˆ we Fnd that wˆ(x)= 9(x)=9(0). Hence
zˆ =
wˆ′
wˆ
=
9′
9
=−z:
But qˆ= q− 2z′ and ˆˆq= qˆ− 2zˆ′ which gives
ˆˆq− q=−2(z′ + zˆ′)
and so ˆˆq= q. Also
cot ˆˆ=−zˆ(0) = z(0) = cot 
giving ˆˆ= .
Now (q; ; f) and (q; ; ˆˆf) are isospectral, so f(j) =
ˆˆf(j) for all j = 0; 1; 2; : : : ; where ' =
0 ¡1 ¡ · · · are the eigenvalues of (q; ; f). As f and ˆˆf are both rational functions of the same
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type and they coincide on a sequence of points with accumulation at ∞ it follows that they are
identical.
It now follows directly that 0 = = ˆˆ0 and 0 = '=
ˆˆ0, justifying our choice of (ˆ.
6. Inverse problems
Theorem 6.1. The eigenvalues and norming constants of a Sturm–Liouville boundary value problem
of form (1.1)–(1.3) uniquely determine the coe>cient q and the boundary data  and f.
Proof. Assume that two problems of form (1.1)–(1.3) with q= qi;  = i and f = fi for i = 1; 2;
respectively; have the same eigenvalues and norming constants.
The asymptotics for the norming constants in Corollary 4.3 give
j =
{ 1
2 + o
(
1
j
)
 =0;
1
2j
+ o
(
1
j3
)
= 0
from which we obtain that either 1 = 0 = 2 or 1 =0 = 2. From the spectral asymptotics in [6,
Theorem 5.3], it follows that if f∈R6n then
j22 − j =


2jn2 + O(1);  =0; 6 = 0;
(2n− 1)j2 + O(1); = 0; 6 = 0;
(2n+ 1)j2 + O(1);  =0; 6 =+;
2jn2 + O(1); = 0; 6 =+:
Thus if fj ∈R6jnj ; j= 1; 2; then either 61 = 0= 62 or 61 =+= 62. It follows that n1 = n2 and so we
may write f1; f2 ∈R6n unambiguously.
We now proceed by induction on n to prove that q1 = q2, a.e. on [0; 1]; 1 = 2 and f1 = f2.
For n∈N0 and 6∈{0;+} let
DS;6D;n = {(q; f; ')∈DSD | f∈R6n};
DS;6N;n = {(q; ; f)∈DSD | f∈R6n};
DT;6D;n = {(q; f; '; )∈DTD | f∈R6n};
DT;6N;n = {(q; ; f; ')∈DTD | f∈R6n}:
Then from Theorems 5.1 and 5.3 we have that SD :D
S;+
D;n → DT;0N;n; SD :DS;0D;n+1 → DT;+N;n SN :DS;+N;n →
DT;0D;n and SN :D
S;0
N;n+1 → DT;+D;n are one-to-one maps onto the given image spaces and in the each
instance the inverse of SD is TN and the inverse of SN is TD, for n∈N0.
For f∈Rn with n=0, if f∈R00 then q1=q2, a.e. on [0; 1]; 1=2 and f1=f2 from the classical
paper of Marchenko [22], while if f∈R+0 then the corresponding result follows from [5].
Assume by induction that the theorem is true for f∈Rn.
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Case I: f∈R0n+1. We begin with the case 1 = 0 = 2 and f1; f2 ∈R0n+1. If (q1; f1) =(q2; f2),
choose '¡0. Then as SD :D
S;0
D;n+1 → DT;+N;n is one-to-one we have (qˆ1; .1; F1; ') = SD(q1; f1; ') =
SD(q2; f2; ') = (qˆ2; .2; F2; '), and consequently
(qˆ1; .1; F1) =(qˆ2; .2; F2): (6.1)
From the spectral mapping properties of SD, the boundary value problems represented by the triples
in (6.1) have the same eigenvalues and norming constants. Using F1; F2 ∈R+n , and the induction
hypothesis we see that qˆ1 = qˆ2, a.e. on [0; 1]; .1 = .2 and F1 = F2, contradicting (6.1).
We now proceed to the case 1; 2 ¿ 0 and f1; f2 ∈R0n+1. If (q1; 1; f1) =(q2; 1; f2) then since
SN :D
S;0
N;n+1 → DT;+D;n is one-to-one we have (qˆ1; F1; 0; 0) = SD(q1; 1; f1) = SD(q2; 2; f2) =
(qˆ2; F2; 0; 0) and thus
(qˆ1; 0; F1) =(qˆ2; 0; F2): (6.2)
From the spectral mapping properties of SN , the boundary value problems represented by the triples
in (6.2) have the same eigenvalues and norming constants. Using F1; F2 ∈R+n , and the induction
hypothesis we see that qˆ1 = qˆ2, a.e. on [0; 1] and F1 = F2, contradicting (6.2).
Case II: f∈R+n+1. Here one proceeds as in Case I, but the uniqueness of the transformed boundary
value problems now follows from Case I instead of directly from the induction hypothesis.
We turn to necessary and su1cient conditions for the existence of solutions to the inverse problem.
The notation DR6m will refer to (1.2)–(1.3) with =0 and f∈R6m, and NR6m refers to non-Dirichlet
case  =0. In addition we write
Sj(x; t) = sin x
(
j + 12
)
sin t
(
j + 12
)
:
Theorem 6.2. The sequences 0; 1; : : : and n ¿ 0; n= 0; 1; 2; : : : ; are the eigenvalues and norming
constants of a Sturm–Liouville boundary value problem (1.1)–(1.3) with boundary conditions of
the form:
(i) DR0m if and only if√
n = 
(
n− m+ 1
2
+
k
n
)
+ o
(
1
n
)
for some constant k; (6.3)
nn =
1
2
+ o
(
1
n
)
(6.4)
and for all (¡0; G(x; t) has L1 :rst derivatives where
G(x; t) =
∞∑
n=M
[
n − m−1
n − (
sin
√
nx sin
√
nt
nn
− 2Sn−m(x; t)
]
;
−1 = (; M being su>ciently large that the above summation does not involve division by zero,
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(ii) NR+m if and only if√
n = 
(
n− m− 1
2
+
k
n
)
+ o
(
1
n
)
for some constant k; (6.5)
n =
1
2
+ o
(
1
n
)
(6.6)
and G(x; t) has L1 :rst derivatives where
G(x; t) =
∞∑
n=M
[
(n − m)sin
√
nx sin
√
nt
nn
− 2Sn−m−1(x; t)
]
;
M being su>ciently large that the above summation does not involve division by zero.
Proof (Only if):
For DR00 the result follows from [5, appendix]. We next apply the induction hypothesis for NR
+
m−1
to prove the result for DR0m. Following this we establish the NR
+
m case by using what we have just
proved for DR0m. We note that asymptotics (6.3)–(6.6) are necessary by virtue of Corollary 4.3
[5, appendix, 7].
Let (n; n)n=0;1; ::: be the eigenvalues and norming constants for a Sturm–Liouville problem of
the form DR0m and denote this problem by (q; 0; f) and SD(q; f; () by (qˆ; .; F; () where (¡0.
Then (qˆ; .; F) is of the form NR+m−1. Denote the eigenvalues and norming constants of (qˆ; .; F) by
(ˆn; ˆn)n=0;1; :::. The induction hypothesis shows that G(x; t) has L
1 Frst derivatives where
G(x; t) =
∞∑
n=M

(ˆn − ˆm−1)sin
√
ˆnx sin
√
ˆnt
ˆnˆn
− 2Sn−m(x; t)


and M is su1ciently large that the above summation does not involve division by zero. From the
spectral mapping properties of SD we have
ˆn = n;
ˆn = n(n − ():
Thus for large M; G(x; t) is of the form
G(x; t) =
∞∑
n=M
[
(n − m−1)sin
√
nx sin
√
nt
n(n − ()n − 2Sn−m(x; t)
]
and has L1 Frst derivatives. This proves the necessity part for DR0m.
Let (n; n)n=0;1; ::: be the eigenvalues and norming constants for a Sturm–Liouville problem of the
form NR+m and denote this problem by (q; ; f) and SN (q; ; f) by (qˆ; F; 0; 0). Then (qˆ; 0; F) is
of the form DR0m. Denote the eigenvalues and norming constants of (qˆ; 0; F) by (ˆn; ˆn)n=0;1; :::. The
DR0m case considered above shows for (¡ ˆ0 that G(x; t) has L
1 Frst derivatives where
G(x; t) =
∞∑
n=M

 ˆn − ˆm−1
ˆn − (
sin
√
ˆnx sin
√
ˆnt
ˆnˆn
− 2Sn−m(x; t)

 ;
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M is su1ciently large that the above summation does not involve division by zero, and ˆ−1 = (.
From the spectral mapping properties of SN we have
ˆn = n+1;
ˆn = n+1=(n+1 − 0):
Thus for (¡1 we see that G(x; t) is of the form
G(x; t) =
∞∑
n=M+1
[
n − m
n − (
(n − 0) sin
√
nx sin
√
nt
nn
− 2Sn−m−1(x; t)
]
;
where ( = 0.
If: For DR00 the result follows from [5, appendix], and our inductive procedure will be as for the
necessity proof.
Let (n; n)n=0;1; ::: be as required in (i) and let (¡0. Set
ˆn = n;
ˆn = n(n − ():
Then √
ˆn = 
(
n− m+ 1
2
+
k
n
)
+ o
(
1
n
)
;
ˆn =
1
2
+ o
(
1
n
)
and G(x; t) has L1 Frst derivatives where
G(x; t) =
∞∑
n=M

(ˆn − ˆm−1)sin
√
ˆnx sin
√
ˆnt
ˆnˆn
− 2Sn−m(x; t)

 ;
M being su1ciently large that the above summation does not involve division by zero.
Thus, from the induction hypothesis there is a Sturm–Liouville problem of type NR+m−1 with
(ˆn; ˆn)n=0;1;2; ::: as eigenvalues and norming constants. Denote this boundary value problem by
(qˆ; ; fˆ) and TN (qˆ; ; fˆ; () by (q; f; (). Then (q; 0; f) is a Sturm–Liouville problem of the form
DR0m with the required spectrum and norming constants.
Now let (n; n)n=0;1; ::: be as required in (ii) and set
ˆn = n+1;
ˆn = n+1=(n+1 − 0):
Then √
ˆn = 
(
n− m+ 1
2
+
k
n
)
+ o
(
1
n
)
;
ˆnˆn =
1
2
+ o
(
1
n
)
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and G(x; t) has L1 Frst derivatives where
G(x; t) =
∞∑
n=M

 ˆn − ˆm−1
ˆn − 0
sin
√
ˆnx sin
√
ˆnt
ˆnˆn
− 2Sn−m(x; t)

 ;
M being su1ciently large that the above summation does not involve division by zero. Consequently,
we may apply what we have proved above for DR0m to give existence of a Sturm–Liouville problem
(qˆ; 0; fˆ) of type DR0m with (ˆn; ˆn)n=0;1;2; ::: as spectrum and norming constants. Thus if (q; .; f) =
TD(qˆ; fˆ; 0; 0), then (q; .; f) is of type NR+m and has the required spectrum and norming constants.
We have therefore shown that if suitable asymptotic conditions are obeyed by n and n and
G(x; t) has L1 Frst derivatives (for some (¡0, in (i)) then there exists a Sturm–Liouville problem
of the required type. Now applying the necessity part of the result to the resulting problem we have
that G(x; t) has L1 Frst derivatives (for all (¡0, in (i)).
Proceeding in a similar manner we obtain the following theorem where
Cj(x; t) = cosxj costj:
Theorem 6.3. The sequences 0; 1; : : : and n ¿ 0; n = 0; 1; 2; : : : are the eigenvalues and norming
constants of a Sturm–Liouville boundary value problem (1.1)–(1.3) with boundary conditions of
the form:
(i) NR0m if and only if√
n = 
(
n− m+ k
n
)
+ o
(
1
n
)
for some constant k;
n =
1
2
+ o
(
1
n
)
and G(x; t) has L1 :rst derivatives where
G(x; t) =
∞∑
n=M
[
cos
√
nx cos
√
nt
n
− 2Cn−m(x; t)
]
;
M being so large that the summation does not involve division by zero;
(ii) DR+m if and only if√
n = 
(
n− m+ k
n
)
+ o
(
1
n
)
for some constant k;
nn =
1
2
+ o
(
1
n
)
and for all (¡0; G(x; t) has L1 :rst derivatives where
G(x; t) =
∞∑
n=M
[
cos
√
nx cos
√
nt
(n − ()n − 2Cn−m(x; t)
]
;
M being so large that the summation does not involve division by zero.
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Remark. In Theorems 6.2(i) and 6.3(ii); it can easily be shown that “for all (¡0” can be replaced
by “for some (¡0”.
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