Abstract-A divide and conquer deformable contour method is presented with an initial inside closed contour being divided into arbitrary segments, and these segments are allowed to deform separately preserving the segments' connectivity. A maximum area threshold, max , is used to stop these outward contour segments' marching. Clear and blur contour points are then identified to partition the whole contour into clear and blur segments. A bi-directional searching method is then recursively applied to each blur segment including a search for contour-within-contour segment to reach a final close contour. Further improvements are provided by a model based searching algorithm. It is a two-step process with step 1 being a linked contour model matching operation where landmarks are extracted, and step 2 being a posteriori probability model matching and correction operation where large error segments are fine tuned to obtain the final results. The experiments include ultrasound images of pig heart, MRI brain images, MRI knee images having complex shapes with or without gaps, and inhomogeneous interior and contour region brightness distributions. These experiments have shown that the method has the capability of moving a contour into the neighboring region of the desired boundary by overcoming inhomogeneous interior, and by adapting each contour segment searching operation to different local difficulties, through a contour partition and repartition scheme in searching for a final solution.
I. INTRODUCTION

I
MAGE segmentation is an important step in image understanding. Existing image segmentation methods can be categorized into two basic approaches of edge-based and regionbased [35] . Region-based approaches like region growing and merging [36] , [37] generally rely on the homogeneity of spatially localized features such as gray level intensity, texture, and other local statistics. These approaches are generally less susceptible to the noise disturbance than edge-based approaches that employ the derivative information, however they often result in an oversegmented image. Edge-based approaches mostly apply the gradient information to detect the edges/contours in images, which are followed by linking operations to extract objects. One of the most advanced and popular image segmentation methods is deformable contour methods (DCM). The deformable contour methods include both edge-based and regionbased approaches and can be sub-categorized according to the contour deformation mechanism as: snakes, level set methods, parametric deformable models, and nondeterministic DCMs. In here, we briefly review each of these approaches.
In the original snake [23] , the contour deformation for a contour energy minimization is regarded as a mechanical process in which the contour is treated like an elastic band placed in a force field. Since first originated by Kass et al. [23] , snakes have emerged as a powerful tool for contour extraction, and numerous successful applications [44] - [46] have been reported. However, applications and performances of snakes are greatly limited by the fact that the initial contour has to be close to the target contour. Additionally, the original snake doesn't allow topological change during the contour deformation process. Modifications are proposed to alleviate these limitations by enhancing the image edge features [24] , [42] , [43] or allowing topological changes [40] in the contour deformation process. However, they still have difficulties in handling objects with complex shape and inhomogeneous interior.
The original level set approach [25] , [26] provides a numerical solution to the evolving contour. The contour velocity generally has two components with one related to the contour image gradient and the other related to the geometric property of the contour. This fundamental formulation has difficulty handling gaps and blurred contours since no performance index is used to stop the deformation process at gaps or blur contours. To deal with these problems, efforts [38] , [39] , [47] - [50] have been provided to incorporate contour energy or shape information into the velocity function. Compared with snakes, most level set methods have more relaxed initial condition requirements and are more applicable for complex shapes. However, most still have difficulties with gaps.
The basic idea of the parametric deformable models is to incorporate the a priori shape information into the searching process. These methods [29] - [31] formulate the boundary searching problem as a maximization of the a posteriori probability of a model given an input image. Using Bayes rule, the a posteriori probability can be transformed into a combination of the model's prior probability and a likelihood function. The Gaussian distribution around a sample or hand-drawn shape is used as the model. The likelihood function (image information) is based on the image features. The methods of [29] , [30] require that the initial contour has to be close to the desired boundary due to translation, rotation, and size problems. The method in [31] overcomes the above problem by performing a global search for the object within the whole image with a higher computational complexity.
In nondeterministic methods [27] , [28] , [41] , iterative deformation processes are stochastically generated. These random processes can be stochastic sampling [27] , [28] and Brownian motion [41] . Most of these processes are controlled by a simulated annealing scheme of finding the contour with a global energy minimum. However, most nondeterministic methods often require intensive computation in finding the global energy minimum.
The above methods have difficulties either in handling contours with complex shape and inhomogeneous interior, large gaps, very blur contour segments, and inhomogeneous contour region distribution just to name a few. When any one or more of the above difficulties arise, a combination of human interventions, additional image dependent pre-and post-processing, or a major algorithmic reformulation with additional constraints are introduced to overcome the difficulties. In an effort toward overcoming the above mentioned difficulties, a divide and conquer DCM (DCDCM) with a model based searching algorithm is proposed as shown in Fig. 1 . It is expected that the output contour of the DCDCM will have both clear and blur contour segments where the blur segments have been separately and iteratively searched into more appropriate contour segments. This output contour is to be further fine tuned using a model based searching algorithm, which is a two-step process. In step 1, the output contour of the DCDCM is initially matched against the object model for both model detection and corresponding contour landmark identification. Segments obtained from these landmarks are matched for errors. Segments with larger errors are then past on to a regionalized a posteriori probability model, step 2, for further fine tuning to obtain a final result. In step 1, the linked contour matching can handle translation, orientation, and size problems by reducing the matching and searching problem from a more difficult two-dimensional (2-D) domain to a much simpler one-dimensional (1-D) domain.
Section II provides the algorithm of the DCDCM, and experimental results on MR images are presented in Section III. The details and validation of the two-step model based searching algorithm are given in Section IV, and the implementation of the approach and results tested on MR brain and knee images are given in Section V. Conclusions are provided in Section VI.
II. DIVIDE AND CONQUER DEFORMABLE CONTOUR METHOD
This approach recognizes that any target region in an image may be enclosed by a contour consisting of several contour segments of different types: clear, blur, and gap segments. The clear edge is a contour segment with sharp contrast, low noise contamination, and is easily discernible by human eyes. A blur segment is a contour segment with lower contrast, higher noise contamination but still discernible by human eyes without any prior knowledge. Finally, the gap is a contour segment with a much higher noise contamination or a substantial signal drop off in the data acquisition such that the edge points are no longer distinguishable by the human eye without any prior knowledge.
This approach differs from most DCMs by providing an area constraint such that a bidirectional searching operation can easily be incorporated. By introducing a divide and conquer strategy, the following expanded features and capabilities can be contained in the contour searching operation: 1) improved velocity design; 2) different contour segment type characterization; 3) structure suitable for modeling of complex contour containing different contour segment types; 4) open contour searching adaptation from a far away initial condition. The divide and conquer strategy is a hierarchical multistep approach. It starts with an initial but arbitrary small closed contour that is divided into linked segments of equal length, and then marches each segment outwardly until the enclosed interior area reaches , as illustrated in Fig. 2 . The contour points are then classified using their velocity values into either clear points or blur points. These points are grouped to form clear and blur segments (gaps are considered as blur segments at this point). The clear segments are naturally made as parts of the final solution with no further processing. For the blur segments, a further probing with a bi-directional searching procedure to detect and identify the regular blur and gap segments. Another level of probing is required for gaps where there may exist a contour-within-contour situation. A testing and searching procedure is available to find the inner contour solution. The resulting clear, regular blur and gap segments constitute the solution contour.
As seen in Fig. 3 , there are four major procedures. Procedure 1-Initialization of probing contour and identification of clear and blur points. Procedure 2-Searching for blur segments. Procedure 3-Identification of regular blur segments and gaps. Procedure 4-Testing for contour-within-contours and searching for the inner contour. In Procedure 1, an initial inside closed contour is partitioned into several connected contour segments. In a sequential manner, each segment marches outward with respect to the center of the probing contour, see Fig. 2(a) .
The contour deformation process is derived from an energy minimization of (1) where is the average of , subjected to the interior homogeneity constraint with the detailed derivation provided in [39] . Let represent the deformed contour in an image at time with and being coordinates, and is the normalized arc length along the contour. is the magnitude of the gradient of the Gaussian (variance ) filtered image . The velocity function is defined as (2) In (2), , , , where , and is a constant . is a preset threshold for similarity measure, is the average of a 3 by 3 neighborhood around the contour point , is a Gaussian perturbation with variance 1 and is the average contour interior brightness. The procedure uses a modified fast marching method with the interior area being updated and a contour being selected from the lower from several nearby randomly generated contours at each iteration. The process stops when the input number of iterations is reached and the output is the contour with the smallest energy during the whole deformation process.
The marching algorithm is to move the maximum velocity contour segment point. Although each segment may be allowed a number of moves in a single iteration, points with velocity less than a threshold value is removed for movement consideration. When the velocity of each point on a segment is less than , the whole segment stops from further movement. The points of the probing contour proceed to march until is reached. The very blur and gap segment points start to move further outward until the has been reached that forces the procedure to stop as shown in Fig. 2(b) . It works well with and " " being the area inside the contour. At this time, label the contour points as either "C" for the clear contour point or "B" for a blur contour point using the following rule:
For a contour point " " with velocity , shown in (3) at the bottom of the next page), where and are positive velocity threshold values, and . These two threshold values can be adjusted to redefine clear and blur contour points.
Procedure 1: Initialization of Probing Contour and Identification of Clear and Blur Points:
1) Divide an initial 5 5 contour into four 5-points contour segments. 2) Apply (2) as the marching velocity to each contour segment in a sequential manner until the whole process is either stopped or is reached. 3) Classify each point as either "C" clear contour point or "B" blur contour point using (3). In Procedure 2, blur segments are searched sequentially to locate energy minimum segments. The search space extends further outwardly using the criterion. In each localized segment searching of gaps or blur segments, the global energy of (1) is used to evaluate moves with all other segments remain unchanged. The use of the global energy function is to provide a localized edge searching mechanism using all other segments as a stabilizing factor. 
5) Take
, and move the segment further out until is reached; record minimum and its corresponding contour segment . (The same segment deformable contour method with the new fast marching algorithm of Procedure 1 is used here.) 6) Move the contour back to , then take and repeat step 5. Do steps 5 and 6 repeatedly until is completed. 7) Among the set of energy, , select the minimum among the , replace by and remove its corresponding contour segment from further search. 8) Repeat steps 4 to 7, until all blur segments have been processed. This procedure is similar to that of Procedure 2 in a reversal direction and with a modification. The modification is made in order to find the gap contour segments among the blur segments. For a gap contour segment, the differences in brightness distributions across a gap contour segment are smaller when compared to other nongap contour segments. Therefore, to detect the existence of a gap for each blur contour segment, we compute for every contour point the average brightness difference across the contour within a small 5 5 window as in (4)
If , then assign the segment as a gap, otherwise, it is not a gap; is the same constant, is the average brightness of the outside region of the contour, and is the average brightness of the inside region with both calculations excluding contour point brightness values over the 5 5 window.
For a gap, we would like to search for a shortest contour segment consisting of low velocity contour points to close the gap. Therefore the velocity (5) is used with being the contour curvature and is a constant. The curvature will help the process of searching for the shortest contour segment. Energy function is the same global energy function and the application of the fast marching algorithm [26] is used to control the smoothness of the contour. A simplifier analysis is given in Appendix.
The gap marching procedure is 1) Use (5) to compute the segment marching velocity; 2) Apply the global energy evaluation of (1) for each new contour after a small number of segments' movements.
Procedure 3: Identification of Regular Blur Segments and Gaps:
1) For the blur segments , re-classify each contour point to either "B" or "C" using (3) with higher velocity thresholds of and , such as 2) Repeat Steps 1, 2, and 3 of Procedure 2.
3) Detect gaps among blur segments using (4). 4) Use the gap marching procedure on each detected gap. 5) For all nongap segments repeat Steps 5, 6, and 7 of Procedure 2 in an inward direction with until all blur segments have been processed. # If there is no gap, then there is no contour-within-contour, and the resulting contour outputs after Procedure 3 constitutes the solution contour. On the other hand if there are gaps, then we need to check further, using Procedure 4, to see if contour-within-contour exists. The brightness distribution for a contour-within-contour situation in a gap area can be illustrated by Fig. 4(a) as differentiated from an ordinary gap shown in Fig. 4(b) . Due to the outward marching in reaching in Procedure 2, the outer contour segment is reached at this time. The desired contour segment to be chosen is the inner contour segment. Using the detected contour points, a removal of the outer contour segment is then executed so that an inward searching procedure can be performed.
To determine a gap point, we compute If then gap point Otherwise (6) is a preset constant.
assign point`i" as clear point, and label it assign point`i" as blurred countour point, and label it`B" 
with . The Fig. 5(a)-(c) illustrate the neighboring brightness distribution of contour points around a gap point for both an ordinary gap contour (shown in Fig. 4(b) ) and a contour-within-contour situation (shown in Fig. 4(a) ). By observing Fig. 5 , we can see that although the value of for gaps has the same shape as that for contour-within-contour. However, and , in the situation of contour-within-contour, is larger and closer to , while in the case of a gap it is smaller and closer to . It can be further explained as follows: 1) For gaps, the gap point preserves brightness homogeneity along the inside region near the contour segment 2) For the contour-within-contour, the brightness distribution along the inside contour segment near the gap point region is inhomogeneous. In our formulation, this brightness homogeneity near the gap points is measured by the and . When the mean brightness of the gap points is closer to , we take the gap point as outside the actual object thereby it as a corner point. When the mean brightness of the gap point is closer to , we consider these points belong to a gap. It should also be noted that since the contour segment inner searching is based on a deforming mechanism similar to the original level set fast marching method, the inner searching is rather robust. With the selection of the points nearby the actual corner points, the resulting contours are essentially closed.
Procedure 4: Testing for Contour-Within-Contours and Searching for Inner Contour:
1) Detect gap points on the resulting contour of Procedure 3, using (6). setting a low gradient value and a high inward velocity to each removed contour point. ii) Conduct the segment inward searching using Procedure 3. #
III. EXPERIMENTAL RESULTS OF DIVIDE AND CONQUER DEFORMABLE CONTOUR METHOD (DCDCM)
Before running the algorithm, parameter settings need to be determined. These parameters are threshold values that are needed to stop a contour point from moving further , to stop a contour from further outward search , clear point and blur point determinations , gap point determination , gap segment determination , and a bandwidth allocation of a contour ( points). These parameters are needed in the search operation to segment out a more complex and difficult biomedical contour.
setting is the most important among all these parameters. It limits the range of the searching space.
Selected biomedical test images are used for the experiment and consist of two ultrasound images of pig heart of Figs. 6(a) and 7(a), two MRI lateral brain images of Figs. 8(a) and 9(a) , and three MRI knee images of Figs. 10(a), 11(a) and 12(a) . For the ultrasound images, there are large gaps at both the left and right sides of the pig heart, cloudy and inhomogeneous interior and a rather inhomogeneous contour brightness distribution with different degrees of blurrness. The resulting searched contours are shown in Figs. 6(b) and 7(b). For the segmentation problem of the corpus callosum from the MRI brain images of Figs. 8(a) and 9(a), the contour has gap and inhomogeneous contour brightness distribution of different degrees of blurrness. Fig. 8(a) is a very similar MRI brain image reported in [35] . In [35] , the resulting contour has been obtained with an a priori shape information, the inside homogeneous brightness distribution, and total contour length as constraints. Without these above constraints, our resulting contours are shown in Figs. 8(b) and 9(b). The result in Fig. 8(b) is rather encouraging and the result contour in Fig. 9(b) overflows at the upper right segment. For the MRI knee images of Figs. 10(a), 11(a) and 12(a), aside from having inhomogeneous contour brightness distribution, the situation of having contour-within-contour with a very blur inner contour is among the toughest segmentation problem. Procedure 4 is designed to handle the contour-within-contour problem. Results are shown in Figs. 10(b) , 11(b), and 12(b). It can be seen that the result in Fig. 10(b) is good, while the other two results fail to extract the correct upper segment due to the contour-with-contour problem. Evidently, results of Figs. 9(b), 11(b), and 12(b) need further fine tuning. These contours are provided as inputs to the model based contour searching algorithm as shown in Fig. 1 and will be discussed in later sections.
IV. MODEL BASED CONTOUR SEARCHING ALGORITHM
Our two-step model based contour extraction requires an understanding and adaptation of shape representation and shape matching. They are briefly reviewed before the presentation of the proposed algorithm.
A. Shape Representation
The selection of an appropriate shape representation method is a crucial problem in object recognition and shape matching applications. The desired representation properties include invariance to translation, scale, rotation, uniqueness, and stability. We have considered the following representation methods: chain codes, B-splines, Fourier descriptors, wavelet descriptors and skeletons. Chain code [4] , [5] accomplishes high data compression rate by coding the relative position with unit vectors on a digit grid. It's invariant under object translation, and some modified chain codes can be shown to be invariant under shape rotation and scaling. But they are not inherently robust. Fourier descriptors (FD) [12] - [14] are one of the most popular shape representation methods and a variety of them have been proposed. They are indirectly insensitive to translation, scaling and rotation. B-splines [6] , [15] , [16] use piecewise polynomial interpolation to obtain smooth curves given a set of contour points. The smooth interpolation of splines is highly applicable in computer-aided design. However, they have the drawback of either information loss or low efficiency in fitting the biomedical image shapes, which are not naturally smooth. Another potential drawback is that B-spline curve is not uniquely described by a single set of parameters (control points), which make the matching (recognition) process difficult. The wavelet transform [1] , [7] , [8] has localization abilities in both space (time) and frequency domains, which makes wavelets well suited for approximating data with discontinuities. Other advantages of wavelet descriptor (WD) include multiscale analysis and its stability [9] . However, translation invariance property does not hold for the wavelet transform which means that the starting point in the contour matters. Different from the above boundary-based shape representation methods, skeleton (SK) is a region-based method, which emphasizes the structural properties that go beyond simple boundaries, e.g., location of convex-parts, width, and length of each part. A variety of methods [18] - [21] were proposed to derive the skeleton of an object. Additionally, multi-scale skeleton can also be constructed to represent object in order to overcome the noise sensitivity [22] . The drawback of skeleton representation is its high computational complexity and noise sensitivity. The representation methods are compared above in Table I . We decide to employ a curvature based wavelet descriptor scheme. Curvature function [10] , [11] is a commonly used technique in that it is invariant under rotation and translation transformations. It is heavily used in shape matching and representation. We choose the curvature function also because its scale-dependent feature enables a multi-resolution analysis under the wavelet transform. Wavelet descriptor is preferred here for two reasons. First, the space localization property is important to find the corresponding contour segments in matching. Secondly, the multi-scale property can provide efficient and accurate basis for matching if contour information is extracted at appropriate scale.
B. Shape Matching
Practically, object recognition is always implemented by comparing object shape, texture or color with those of the model. Here we discuss only the shape matching which is the most basic and important recognition method.
Duncan [2] proposed a matching model that minimizes a total energy function consisting of two components: a local bending energy for curvature matching and a variation of the displacement vector for smooth mapping of the contour. Following [2] , some other matching methods [3] , [52] based on energy minimization were also proposed to enhance the accuracy and efficiency of the optimization algorithm. These methods are called dense matching methods and they all follow the two conditions in the matching: 1) At a neighborhood where the curvature value is large, the curvature term is dominant, and as a result matching occurs for equal curvature values. They are called "landmarks" in this paper. 2) At a low curvature neighborhood, the smoothness is the main factor to be considered in matching, and the mapping relationship is linear between the two landmarks. Since the energy functions in the above methods are all global functions, the minimization process forces the matching between two contours with a total error measure. It does not have the local information regarding the degree of matching of any particular contour segment. For example, these methods will force the point to be matched with either or in Fig. 13 . Matching and mismatching. Fig. 13 , which is not correct. In order to overcome the problem, other researchers proposed shape matching methods [32] - [34] , [51] based on feature points (landmarks) extracted from the contours, and these methods are called landmark matching methods. Additionally, they are more robust to noise. Our proposed landmark matching method is far simpler and more efficient than most existing methods.
C. Proposed Approach
This is a two-step model based approach.
Step 1 is a linked contour matching operation and step 2 is a contour segment searching using an a posteriori probability model [29] .
Step 1: Linked Contour Matching: The task of the linked contour matching step is to match the input and the model contours based on their prominent geometric feature points, the landmarks, which are extracted from the contour curvature descriptors at the proper wavelet filtering scale. The descriptors are circularly cross-correlated to find the best model for recognition.
The wavelet transform can decomposes the curvature function at different scale spaces. In our experiment, the cubicle spline function is used as the mother wavelet. Only the lower band of the decomposition is kept as a wavelet descriptor. In our applications, decomposition is achieved by keeping the useful information, and suppressing the noise and unwanted details. The number of the wavelet descriptors is only 1/4 (2-level decomposition) or 1/8 (3-level decomposition) of the total number of contour points.
Assume that we have one input contour and model contours. Let the input contour's wavelet descriptors be and the models be , . Circular cross-correlation function is computed as A maximum circular cross-correlation function can be used for model detection. The maximum also indicates the best starting point to align the input and model descriptors so that the rotation invariance in achieved.
Once the correct model is detected, corresponding landmarks need to be detected for a more accurate matching between the selected model and the input contour. To achieve the landmark matching, we use position, peak/valley mode, curvature value and the size of the neighborhood of the landmarks. Once a potential match is found, they are cross-checked in both input contour and model contour to make sure that this matching is one to one.
The detailed procedures (i-iv) of Step 1: 2) Adjust , the number of contour points, into a number of power of 2, e.g., . 3) Compute the curvature value of each point and obtain the discrete curvature sequence using the K-slope method [17] .
ii) Wavelet transform A wavelet transform is performed on the curvature value sequence of the closed contour obtained in ). The second experiment of illustrating the model detection using maximum circular cross-correlation on wavelet descriptors is shown in Fig. 16 . The six dolphins have subtle differences in shape with visual observance. Fig. 16 illustrates five circular cross-correlation curves i.e., , , 2, 3, 4, 5 and , between all other dolphins with dolphin 2 of Fig. 15(b) . According to the maximum value the dolphin 1 of Fig. 15(a) is chosen as the best fitting and the dolphin 3 of Fig. 15(c) is the second.
Step 2: Contour Segment Searching: Inputs from Step 1 are a sequence of landmarks and their associated corresponding con-tour control points. Corresponding segments are easily identified between input contour and model contour, with each segment identified by its two end points (landmarks or contour control points). The task of this step is to modify the large error segments with the help of their corresponding model segments. To do this, first the model segments need to be normalized to their corresponding input contour segments. Then the error computation for each input contour segment can then be calculated. The final local contour segment searching procedure is identical with that in [29] , which requires that the initial contour and the desired boundary being closed. More specifically, for the input segment corresponding to a regionalized segment model with being a parameter vector, we have where is the maximum a posteriori solution, is the prior probability of , and is the conditional probability, or likelihood, of the contour segment given the model. Our linked contour model and the a posteriori probability model are derived from a hand-drawn contour, which is in turn derived from a set of model images. The maximization of above a posteriori probability function can be simplified to the maximization of the following function with respect to the parameter vector where and are the mean and the variance of ; is the noise variance of the input image part including the segment; is the number of points on that segment; is an edge map of the input image and is a constant.
Specific procedure descriptions (i-iii) of Step 2 are i) Contour segment extraction and length equalization 1) Identify corresponding contour segments between the input contour and model contour; 2) Equalize each model contour segment length to that of its corresponding input contour segment. ii) Segment alignment and error calculation 1) Translate the model contour segment coordinate system into the input contour segment coordinate system by where is the end point of input segment, and is the end point of the equalized model segment, , 2; . 2) Compute the error function as where is the point of input segment, and is the point of the equalized model segment,
, and is the total number of points in the segment. In our application, no rotation is needed and therefore,
. The values of a, d, e and f are then determined from the two corresponding end points. If rotation parameters and are needed, two additional corresponding contour points are used. All segment points are then translated to the image coordinate system for error computations. For segment error larger than a preset threshold, Step 2-iii) is undertaken. Otherwise, proceed to another segment. iii) Segment model-based searching
The gradient decent method is used to maximize with respect to p as discussed in [29] .
V. EXPERIMENTAL RESULTS OF MODEL BASED CONTOUR SEARCHING ALGORITHM
Inputs considered are Figs. 9(b), 11(b) and 12(b), the outputs of the DCDCM as presented in Section III where further fine tuning is required. Fig. 17 shows the hand-drawn corpus callosum model and Fig. 18 shows the wavelet transforms of both the input contour (solid line) and the linked contour model (dashed line). As shown in Fig. 18 , corresponding matched Fig. 22 . Using the results of Figs. 11(a) and 12(a) as the input contours, we first match them with the model shape. Then for matched contour segments, we compute the contour segments error by comparing them with the corresponding model segments. For contour segments with large error, the fine tuning process proceeds to cor- Fig. 11(a) . results, we can see after the correcting of each segment, the error of each segment and the total error of segments decrease.
VI. CONCLUSION
The main purpose of using the ultrasound pig heart images of Figs. 6(a) and 7(a) is to illustrate gap handling capability of the DCDCM algorithm. The resulting contours in Figs. 6(b) and 7(b) show the successful handling of both upper left and right gaps of both figures. The resulting contours on Fig. 8(b) of corpus callosum illustrates the algorithm's ability in overcoming both gap (lower middle section) and blur segments (lower left and upper right sections) of Fig. 8(a) . To overcome the contour-within-contour of Fig. 10(a) , we have the result in 
APPENDIX BLUR AND GAP SEGMENT ANALYSIS
After the type of segments has been identified and located, without loss of generality, Fig. 25 shows the situation of a gap searching. Segment ADB is the gap to be searched within the region contained by AEB and AFB. AEB is the segment having the area contained in , and AFB is the segment having the area contained in . Contour point energy can be considered as inverse of the point gradient function.
When we search for minimum average energy, we have Average Energy
Note that For Therefore under this simplified assumption, the minimum is then equivalent to have a minimum , and a minimum value means that ADB is the shortest length segment with gap point energy close to . For the case of a blur segment, we have the situation shown in Fig. 26 .
Segment ACB, with length , ADB with length , AEB, and AFB are the same as designated in Fig. 25 . It is further assumed that and It can be shown that Within different blur segments, we have the same result as in the gap analysis, and we then have a minimum as our solution. In words, under simplified assumptions, the minimum average total energy yields a minimum length blur contour segment.
