We consider a cluster variety associated to a triangulated surface without punctures. The algebra of regular functions on this cluster variety possesses a canonical vector space basis parametrized by certain measured laminations on the surface. To each lamination, we associate a graded vector space, and we prove that the graded dimension of this vector space gives the expansion in cluster coordinates of the corresponding basis element. We discuss the relation to framed BPS states in N = 2 field theories of class S.
1 Introduction
Canonical bases and categorification
Distinguished bases for the coordinate rings of various algebraic spaces have been the subject of intense research in representation theory since the pioneering work of Lusztig [40] . These canonical bases do not depend on any arbitrary choices, they can be naturally q-deformed, and they have remarkable positivity properties.
In this paper, we study a particular kind of canonical basis discovered by Fock and Goncharov [28] . The starting point for this construction is a compact oriented surface S with a finite set M of marked points such that every boundary component of S contains a marked point. Such a pair (S, M) is called a marked bordered surface. In general, one can consider marked points in the interior of the surface, also known as punctures, but in this paper we will assume that all marked points lie on the boundary.
Let Σ = (S, M) be a marked bordered surface without punctures. In [28] , Fock and Goncharov defined a moduli space X Σ,P GL 2 parametrizing P GL 2 -local systems on the surface with additional data associated to the marked points. This moduli space has an atlas of coordinate charts corresponding to triangulations of the surface. More precisely, an ideal triangulation of Σ is defined as a triangulation of the surface all of whose edges begin and end at marked points. For any choice of ideal triangulation of Σ, Fock and Goncharov defined a collection of rational coordinates
indexed by the internal edges i of T . These coordinates are called cluster coordinates. The cluster Poisson variety X is the open subset of X Σ,P GL 2 consisting of points at which these coordinates are regular for some ideal triangulation. Fock and Goncharov also considered a certain kind of measured lamination on the surface S. Such a lamination is given by a collection of finitely many nonintersecting curves on S with integer weights. These curves may be closed, or they may connect points on the boundary of S away from the marked points, and they are subject to certain axioms and equivalence relations. Figure 1 shows an example in the case where Σ is a one-holed torus with four marked points on its boundary. For each lamination ℓ, Fock and Goncharov defined a rational function I(ℓ) ∈ Q(X Σ,P GL 2 ) on X Σ,P GL 2 . For example, if ℓ is a lamination consisting of a single loop of weight k > 0, then I(ℓ) is defined by taking the trace of the kth power of the monodromy around the loop. Since the moduli space X Σ,P GL 2 and cluster variety X are birational, I(ℓ) can also be viewed as a rational function on X which in fact turns out to be regular. In Section 3, we prove the following statement, extending the result of Fock and Goncharov for punctured surfaces without boundary. Such canonical bases are known to exist for more general cluster varieties and surfaces, thanks to work of Gross, Hacking, Keel and Kontsevich [35] and Goncharov and Shen [33] , but in this paper we focus on examples where the bases are defined concretely in terms of trace functions on moduli spaces of local systems.
Like the canonical bases arising in representation theory, the canonical basis described above has remarkable positivity and integrality properties. Indeed, suppose T is an ideal triangulation of Σ and we number the internal edges of T so that the set of such edges is identified with {1, . . . , n}. Then each function I(ℓ) can be written as a Laurent polynomial
where the coefficients c d are nonnegative integers and we write d = (d 1 , . . . , d n ). Furthermore, the product of two canonical basis elements can be expanded as a linear combination of basis elements with positive integral coefficients.
The positivity and integrality properties of Fock and Goncharov's canonical functions strongly suggest that this canonical basis possesses a natural categorification. More precisely, we expect that the expansion of I(ℓ) arises as the graded dimension of some naturally defined graded vector space. The goal of this paper is to show that such a vector space indeed exists and is closely related to the mathematical description of line defects in certain supersymmetric quantum field theories.
The main construction
Let us describe the main idea of our construction in more detail. Fix an ideal triangulation T of the marked bordered surface Σ = (S, M). From this triangulation, one can construct an associated quiver Q(T ). Roughly speaking, this quiver is obtained by drawing a vertex dual to each internal edge of the triangulation and connecting these vertices by arrows within each of the triangles. Figure 2 shows an example in the case where T is an ideal triangulation of a disk with eight marked points on its boundary. The quiver Q(T ) comes with a canonical
The quiver associated to an ideal triangulation.
potential W (T ) defined by Labardini-Fragoso [38] . The Jacobian algebra J(Q, W ) of a quiver with potential (Q, W ) is defined as a quotient of the completed path algebra of the quiver by certain relations coming from the potential [22] . For the quivers with potential that we consider, the Jacobian algebra is known to be finite-dimensional [38] , and therefore we can apply a construction of Amiot [5] to get a 2-Calabi-Yau triangulated category known as the cluster category C(Q, W ). It follows from results of Keller and Yang [37] that if T and T ′ are two ideal triangulations of Σ, then the categories C(Q(T ), W (T )) and C(Q(T ′ ), W (T ′ )) are equivalent, and therefore there is a cluster category C canonically associated to the marked bordered surface Σ.
A result of Brüstle and Zhang [11] gives an explicit parametrization of the indecomposable objects of this cluster category C. According to this result, an indecomposable object is either a string object corresponding to an arc on S connecting two marked points, or it is a band object corresponding to a loop on the surface with additional decorations. For any ideal triangulation T , there is a functor C → mod J(Q(T ), W (T )) from the cluster category to the category of finite-dimensional modules over the Jacobian algebra of (Q(T ), W (T )). Applying this functor to a string object or band object gives an indecomposable module over the Jacobian algebra known as a string module or band module, respectively. Modules associated to arcs on a surface have been studied by many authors because of their relations to cluster variables; see for example [13, 6, 39] . Modules associated to loops are less well studied, but they have appeared in [25] .
In Section 4, we associate to each lamination ℓ and each ideal triangulation T a module M ℓ over the corresponding Jacobian algebra J(Q(T ), W (T )). It is defined as a direct sum of string and band modules associated to the constituent curves of the lamination. For any integral vector d ∈ Z n ≥0 , the quiver Grassmannian Gr d (M ℓ ) is a complex projective variety parametrizing submodules of M ℓ which, when regarded as representations of the quiver Q(T ), have dimension vector d. The first main result of this paper is the following. Theorem 1.2. Let ℓ be a lamination as above, and let T be an ideal triangulation of Σ. Then there exists an integral vector h ∈ Z n such that
is the singular cohomology of the quiver Grassmannian of M ℓ in the analytic topology and X 1 , . . . , X n are the cluster coordinates associated with the ideal triangulation T . Theorem 1.2 says that the graded vector space
categorifies the canonical basis element I(ℓ) in the sense that its graded dimension gives the expansion of I(ℓ) in cluster coordinates. To prove this theorem, we combine well known results on cluster characters and categorification of cluster variables [12, 23] with a result of Haupt [36] on the Euler characteristics of the quiver Grassmannians of band modules.
Formulation in terms of framed quivers
To make contact with the theory of framed BPS states, we now describe a reformulation of Theorem 1.2. In this reformulation, the Grassmannian Gr d (M ℓ ) is reinterpreted as a moduli space of stable representations of a framed quiver. In this introduction, we will discuss this reformulation in terms of stability conditions on a triangulated category, which is the most natural context for this result. For more details on stability conditions, we refer to [10] . As before, we consider the quiver with potential (Q(T ), W (T )) constructed from an ideal triangulation T . Associated to this quiver with potential is a 3-Calabi-Yau triangulated category D(Q(T ), W (T )). Explicitly, it is defined as the subcategory of the derived category of the complete Ginzburg algebra of (Q(T ), W (T )) consisting of modules with finitedimensional cohomology. It follows from [37] that the categories associated to two different ideal triangulations by this construction are equivalent, and therefore we have a category D canonically associated to the marked bordered surface.
We consider a complex manifold B(Σ) parametrizing Bridgeland stability conditions on the category D. In fact, the space we consider is a quotient
where Stab * (D) is a connected component of the usual manifold of stability conditions [8] and Sph(D) is a subgroup of the group of exact autoequivalences of D generated by functors called spherical twists [49] . This space B(Σ) contains a collection of codimension 1 subspaces called walls of the second kind, and the complement of these walls in B(Σ) is a union of components called chambers. Moreover, these chambers are in natural one-to-one correspondence with ideal triangulations of Σ. Indeed, a stability condition on the category D can be understood as a pair (Z, A) where A is a full abelian subcategory of D and Z : K(A) → C is a homomorphism called the central charge mapping the Grothendieck group of A into the complex numbers so that if 0 = E ∈ A, then Z([E]) lies in the semi-closed upper half plane h = {r exp(iπφ) : r > 0 and 0 < φ ≤ 1} ⊂ C.
If (Z, A) lies in a chamber, then there is a corresponding ideal triangulation T such that the category A is equivalent to a category of finite dimensional modules
over the Jacobian algebra J(Q(T ), W (T )). Let Q 0 be the set of vertices of the quiver Q = Q(T ). Then there is a natural bijection between isomorphism classes of simple objects in A and elements of Q 0 . Therefore, we can regard the central charge map as a homomorphism
where ZQ 0 is the free abelian group generated by vertices of Q.
Suppose we are given a stability condition σ = (Z, A) which does not lie on a wall of the second kind. Let T be the corresponding ideal triangulation. The signed adjacency matrix of the quiver Q(T ) defines a skew-form ·, · on the lattice Z n . Suppose ℓ is a lamination such that h, e j ≤ 0 for j = 1, . . . , n where h is the vector from Theorem 1.2. Then we can modify the quiver Q = Q(T ) by drawing an additional vertex ∞ and drawing | h, e j | arrows from the jth vertex of Q to ∞. The resulting quiver Q is called a framed quiver. The potential W = W (T ) determines a corresponding potential W for Q in an obvious way, and we can extend the central charge to a map
for every proper nontrivial submodule N ⊂ M. We write M st d ( Q) for the moduli space of stable modules which, when viewed as representations of the quiver Q, have dimension d i at each vertex i ∈ Q 0 and have dimension 1 at ∞. Theorem 1.3. Let σ be a stability condition with associated ideal triangulation T . Let ℓ be a lamination such that h, e j ≤ 0 for j = 1, . . . , n where h is the vector determined by ℓ and T as in Theorem 1.
Then there is an isomorphism of varieties Gr
d (M ℓ ) ∼ = M st d ( Q) for any dimension vector d. In particular, I(ℓ) = d∈Z n ,i∈Z (−1) i dim C H σ,ℓ d,i X d 1 1 . . . X dn n where H σ,ℓ d,i = H i (M st d−h ( Q), C).
Line defects and framed BPS states
Our proposal for the categorification of Fock and Goncharov's canonical basis is closely related to the physical ideas of Gaiotto, Moore, and Neitzke [32] . Their work concerns fourdimensional quantum field theories with N = 2 supersymmetry. Specifically, they consider such a field theory in the presence of a line defect. This is a modification of the definition of the theory corresponding to a choice of one-dimensional submanifold of spacetime. Part of the data of an N = 2 field theory is a complex manifold B called the Coulomb branch which serves as a parameter space for the theory. A choice of u ∈ B corresponds in physics to a choice of vacuum. At a generic point u of the Coulomb branch, one has a lattice Γ u called the charge lattice. In the presence of a line defect L, the Hilbert space of the theory in the vacuum u contains a distinguished Γ u -graded subspace called the space of framed BPS states. Information about the graded component corresponding to γ ∈ Γ u is encoded in an expression Ω(L, γ, u, y) called the framed protected spin character. It is a function of a parameter y, and we write Ω(L, γ, u) for its specialization at y = 1.
An important class of N = 2 theories studied by Gaiotto, Moore, and Neitzke are the theories of class S. Physically, these theories are obtained by compactifying the sixdimensional (2,0) theory on a punctured Riemann surface with extra data associated to the punctures. Mathematically, such a theory is encoded in the quiver with potential associated to a triangulation of a marked bordered surface Σ. A generic point u in the Coulomb branch determines a stability condition σ and an ideal triangulation T of Σ. The charge lattice Γ u can then be identified with Z J where J is the set of arcs of the ideal triangulation T . Theories of class S support line defects labeled by a choice of lamination ℓ on the marked bordered surface and a complex number ζ ∈ C * . It was argued in [32] that for a line defect L = L(ℓ, ζ) with arg ζ = 0, the number Ω(L, γ, u) coincides with the coefficient c d in the expansion (1) where d denotes the vector in Z J corresponding to γ. In [21] , Córdova and Neitzke described another method for calculating Ω(L, γ, u). In the case of a theory of class S with a line defect L = L(ℓ, ζ) satisfying the condition h, e j ≤ 0 for all j, their method involves the moduli space M st d−h ( Q) considered above. In this context, the vector h is called the core charge of the line defect and plays an important role in the physical considerations of [21] . If this moduli space is smooth, then it is a Kähler manifold of complex dimension N, and it was proposed in [21] that the framed protected spin character is given in terms of its Hodge numbers by the expression
In particular, setting y = 1 in this expression, we see that Ω(L, γ, u) is the Euler characteristic of
. Thus the proposal of Córdova and Neitzke predicts that the coefficients of the canonical functions I(ℓ) arise as Euler characteristics of framed quiver moduli spaces. Theorem 1.3 confirms this prediction and shows that it is a special case of the more general categorification of canonical bases provided by Theorem 1.2.
Our results build on many earlier results on the mathematics of line defects. In [18] , the relationship between framed quivers and framed BPS states was studied in theories of class S. In [17, 51, 19, 20] , framed quiver moduli spaces were used to compute framed BPS indices. In particular, the reference [51] discusses the relationship with cluster characters and quiver Grassmannians for another class of field theories defined by a quiver with potential. The idea that framed BPS indices can be computed by taking cluster characters of string and band objects was also suggested in [14] .
Further directions
The results of this paper suggest several interesting questions for future research. Below we describe some of these problems and review the relevant literature.
Generalization to arbitrary surfaces
One obvious problem is to generalize the construction of the present paper to the case where Σ is an arbitrary marked bordered surface, possibly with punctures. In the case of punctured surfaces, the quivers with potential that one gets are more complicated than the ones described in the present paper due to the possibility of ideal triangulations with selffolded triangles [38] . The cluster category associated to such a surface is understood in this case, provided the surface has at least one boundary component [45] . Modules associated to arcs were constructed in [39] in the case where the ideal triangulation has no self-folded triangles, and more generally in [24] . On the other hand, there does not appear to be any discussion in the existing literature of modules associated to closed loops.
Categorification of theta functions
In [35] , Gross, Hacking, Keel, and Kontsevich used ideas from mirror symmetry to construct canonical bases in a more general setting than the one considered here. In [33] , Goncharov and Shen showed that their results can be applied to cluster varieties arising from marked bordered surfaces. The elements of these canonical bases are called theta functions and are believed to coincide with the functions I(ℓ) of Fock and Goncharov although this is not known at present. In [9] , Bridgeland showed showed how to categorify some of the theta functions using moduli spaces of famed quiver representations. The result of [9] closely resembles Theorem 1.3, and it would be interesting to see if the ideas of the present paper could be used to categorify the full basis of theta functions.
Categorification of quantized canonical bases
As its name suggests, the cluster Poisson variety X has a natural Poisson structure and can be canonically quantized. In other words, there exists a family of noncommutative algebras O q (X ), depending on a parameter q ∈ C * , such that O q (X ) coincides with the algebra of regular functions on X in the classical q = 1 limit. In [4] , the canonical basis construction of Fock and Goncharov was generalized to this quantum setting in the case where Σ is a punctured surface without boundary. In other words, it was shown that there exist elements I q (ℓ) ∈ O q (X ) which coincide with the regular functions I(ℓ) defined by Fock and Goncharov in the classical limit. This result was later extended to the case where Σ is an unpunctured disk with marked points on its boundary [1] , and the positivity properties of the quantized basis elements were further discussed in [16] . In addition to these results describing the quantization of the canonical basis, many of the results used in the present paper to categorify the canonical basis also have quantum analogs. For example, the result that we use to categorify cluster variables has a quantum analog discussed from different points of view in [48, 44, 26] . It would be interesting to use these results to construct a categorification of the quantized basis elements I q (ℓ). Such a construction would provide a mathematical approach to the framed protected spin characters in theories of class S.
Monoidal categorification
Theorem 1.2 shows that the vector space H ℓ provides a categorification of the canonical function I(ℓ) in the sense that its graded dimension gives the expansion of this function in cluster coordinates. It would be interesting to promote this to a monoidal categorification of the algebra O(X ). For any two laminations ℓ and ℓ ′ , it should be possible to find vector spaces
where the sum is over all laminations ℓ ′′ . By taking graded dimensions, we should recover the expansion of the product I(ℓ) · I(ℓ ′ ) as a linear combination of canonical basis elements, and the vector spaces N ℓ,ℓ ′ ℓ ′′ should categorify the structure constants in this expansion. This decomposition should be closely related to the categorified OPE algebra discussed in Section 2.4 of [21] and to Question 1.5 in [50] . Recently, Cautis and Williams constructed a similar monoidal categorification for a different choice of quiver with potential and discussed the relation to line defects [15] .
Structure of the paper
In Section 2, we review the basic material on marked bordered surfaces and ideal triangulations from [30] and the definition of the associated quivers from [38] . We discuss moduli spaces of local systems and cluster coordinates following [28] . We then define cluster varieties and review some results we need from the theory of cluster algebras.
In Section 3, we recall the notion of an integral lamination from [28, 29] . We explain a method for calculating the monodromy of a framed local system around a closed loop, and we use this method to assign a canonical function to any lamination consisting of a single closed loop. We also associate a function to any lamination consisting of curves that end on the boundary of a surface, and we relate this function to F -polynomials in the theory of cluster algebras. Finally, we give the general definition of the canonical function associated to a lamination, and we prove Theorem 1.1.
In Section 4, we review the basic representation theory of quivers with potential. We define the notions of strings and bands following [11] and the quiver Grassmannian of a representation. We then define band modules and relate them to the canonical functions associated to loops. We define string modules and explain the relationship with F -polynomials. We conclude with the proof of Theorem 1.2.
In Section 5, we discuss stability conditions on the abelian category of modules over the Jacobian algebra of a quiver with potential. We describe moduli spaces parametrizing cocyclic modules over the Jacobian algebra. We then establish the relationship to quiver Grassmannians and prove Theorem 1.3.
Cluster varieties from surfaces

Combinatorics of triangulations
We begin by reviewing the basic material on triangulated surfaces. The treatment in this section is based on [30] . Definition 2.1. A marked bordered surface (without punctures) is a pair (S, M) where S is a compact, connected, oriented, smooth surface with boundary and M is a nonempty finite set of marked points on the boundary of S such that each boundary component contains at least one marked point.
In this paper, we will denote by Σ = (S, M) a marked bordered surface. Definition 2.2. An arc on Σ is a smooth path γ in S connecting points of M whose interior lies in the interior of S and which has no self-intersections in its interior. We also require that γ is not homotopic, relative to its endpoints, to a single point or to a path in ∂S whose interior contains no marked points. A path that connects two marked points and lies entirely on the boundary of S without passing through a third marked point is called a boundary segment. Definition 2.3. Two arcs are considered to be equivalent if they are related by a homotopy through arcs. Two arcs are compatible if there exist arcs in their respective equivalence classes which do not intersect in the interior of S. An ideal triangulation of Σ is a maximal collection of pairwise compatible arcs on Σ.
When talking about an ideal triangulation of Σ, we will always fix a collection of representatives for its arcs so that no two arcs intersect in the interior of S. Definition 2.4. A triangle of an ideal triangulation T is defined to be the closure in S of a connected component of the complement of all arcs of T . By an edge of an ideal triangulation, we mean an arc of the triangulation or a boundary segment.
There is an integer matrix encoding the combinatorics of an ideal triangulation T of a marked bordered surface. To define this matrix, we consider for each triangle t of T , a number ε 1. ε t ij = +1 if i and j are sides of t with j following i in the counterclockwise order defined by the orientation. We then have the following definition.
Definition 2.5. The signed adjacency matrix associated to T is the matrix with rows and columns indexed by the edges of T whose (i, j) entry ε ij = ε T ij is defined as
where the sum runs over all triangles of T .
The following is an elementary move for passing between different ideal triangulations. Definition 2.6. A flip of an ideal triangulation T at an arc γ of T is the transformation that removes γ and replaces it by the unique different arc that, together with the remaining arcs, forms a new ideal triangulation (see Figure 3 ).
The following fact is well known. Proposition 2.7. Any two ideal triangulations of a marked bordered surface are related by a sequence of flips.
In this paper, we will be interested in a certain quiver associated to an ideal triangulation of a marked bordered surface. Figure 3 : A flip of a triangulation. Definition 2.8. A quiver is a directed graph. It consists of a finite set Q 0 (the set of vertices), a finite set Q 1 (the set of arrows), and maps s : Q 1 → Q 0 and t : Q 1 → Q 0 taking an edge to its source and target, respectively. We typically display an arrow diagrammatically as
A loop in a quiver Q is an arrow a whose source and target coincide. A 2-cycle is a pair of distinct arrows a and b such that the target of a is the source of b and vice versa. A quiver is said to be 2-acyclic if it has no loops or 2-cycles.
Given an ideal triangulation T of the marked bordered surface Σ, we get a quiver Q(T ) in a natural way. This quiver has as its vertex set the set of all arcs of T , and there are ε ij arrows from i to j whenever ε ij > 0. Note that this quiver is 2-acyclic since the signed adjacency matrix ε ij is skew-symmetric. Figure 2 in the introduction shows an example of Q(T ) in the case where T is an ideal triangulation of a disk with eight marked points on its boundary.
The following is a natural operation on quivers.
Definition 2.9. Let k be a vertex of a 2-acyclic quiver Q. Then we define a new quiver µ k (Q), called the quiver obtained by mutation in the direction k, as follows.
For each pair of arrows
2. Reverse all arrows incident to k.
3. Remove the arrows from a maximal set of pairwise disjoint 2-cycles.
The last item in this definition means, for example, that we replace the diagram i
Thus if Q is a 2-acyclic quiver, then µ k (Q) will again be 2-acyclic. The operation of mutation is an involution on such quivers in the sense that
The following is easy to check using the definition of mutation.
Proposition 2.10. If T and T ′ are ideal triangulations of Σ such that T ′ is obtained from T by a flip at some arc k, then µ k (Q(T )) = Q(T ′ ).
Moduli spaces of local systems
We now define the moduli space of framed P GL 2 -local systems. Let Σ = (S, M) be a marked bordered surface without punctures, and let L be a P GL 2 -local system on S, that is, a principal P GL 2 -bundle equipped with a flat connection. Since the group P GL 2 has a natural left action on P 1 , we can form the associated bundle
For the next definition, let us fix a point x i in the interior of every boundary segment i and denote by ∂ • S = ∂S \ {x i } the boundary of S punctured at these points.
Definition 2.11 ([28])
. A framing for a P GL 2 -local system L on S is defined as a flat section of the restriction of L P 1 to the punctured boundary ∂ • S. A framed P GL 2 -local system on Σ is a P GL 2 -local system on S together with a framing.
of the underlying local systems such that the induced map on P 1 -bundles sends the flat section s 1 to s 2 .
Definition 2.12. For any marked bordered surface Σ, we write X Σ,P GL 2 for the moduli stack parametrizing equivalence classes of framed P GL 2 -local systems on Σ.
We will also consider a moduli space parametrizing twisted SL 2 -local systems equipped with a decoration. Let T ′ S be the punctured tangent bundle of S, that is, the tangent bundle with the zero section removed. For any point y ∈ S, we have
Let σ S denote a generator of this fundamental group. It is well defined up to a sign. By abuse of notation, we will also write σ S for the image of this generator under the inclusion
where the group Z is identified with the central subgroup of π 1 (T ′ S, x) generated by σ S . Definition 2.13. A twisted SL 2 -local system L on S is an SL 2 -local system on the punctured tangent bundle T ′ S with monodromy −1 around σ S .
Let L be a twisted SL 2 -local system on S. The space A 2 \ {0} is identified with the affine flag variety for the group SL 2 (see [28] for a more general discussion). Since the group SL 2 has a natural left action on A 2 \ {0}, we have the associated bundle
The punctured tangent bundle T ′ S has a section over the punctured boundary ∂ • S defined by outward pointing tangent vectors at points of ∂
• S. In the following definition, we will denote this section by ∂ • S. Definition 2.14. A decoration of a twisted SL 2 -local system L is a flat section of the restriction of L A 2 \{0} to the lifted punctured boundary ∂ • S. A decorated twisted SL 2 -local system on Σ is a twisted SL 2 -local system on T ′ S together with a decoration.
As in the case of framed local systems, an isomorphism of decorated twisted SL 2 -local systems is an isomorphism of the underlying local systems that preserves the decorations. Definition 2.15. For any marked bordered surface Σ, we write A Σ,SL 2 for the moduli stack parametrizing equivalence classes of decorated twisted SL 2 -local systems on Σ.
There is a natural map
To define the local system L, we simply take the pushforward of L which gives a P GL 2 -local system on S. By definition, there is a map A 2 \ {0} → P 1 sending a nonzero vector to the line containing it. It follows that there is a map L A 2 \{0} → L P 1 of sheaves of sections, and we define s to be the image of s under this map.
We now discuss certain functions on the moduli space A Σ,SL 2 . To define them, let i be an arc or boundary segment on Σ, with endpoints p 1 , p 2 ∈ M. The section ∂ • S described above determines an outward pointing tangent vector u k at the point p k for k = 1, 2, and there is a canonical homotopy class of paths in T ′ S connecting u 2 to u 1 . Indeed, let D be the disk defined as a small neighborhood of the edge i having the points p 1 and p 2 on its boundary, and let γ be the path in T ′ S defined by dragging the vector u 2 along the boundary of D in the counterclockwise direction, always pointing out, until it coincides with u 1 .
Let ( L, s) be a general k-point of the moduli space A Σ,SL 2 . Then the decoration s determines a vector in the fiber over u k for k = 1, 2. Using the flat connection, we can parallel transport along γ to get a pair of vectors v 1 , v 2 in the fiber over some chosen point. Definition 2.16. The cluster coordinate associated to i is given by
where ω is the volume form preserved by the SL 2 action on the fiber of L.
Since we consider twisted local systems, it is possible to show that this definition is independent of the labeling of the points p 1 and p 2 .
In particular, if T is an ideal triangulation of Σ, then the above construction defines a collection of rational functions A i : A Σ,SL 2 G m indexed by the edges of T . In fact, we have the following statement.
Proposition 2.17 ([28]
). Let Σ be a marked bordered surface. Then for any ideal triangulation T of Σ, the functions A i provide a birational map
where I is the set of edges of T .
To describe the transition maps relating these coordinate charts for different ideal triangulations, it suffices to consider two ideal triangulations T and T ′ related by a flip at an arc k. In this case, the set I of edges of T is naturally in bijection with the set I ′ of edges of T ′ , and thus we can use the construction described above to associate a coordinate
Proposition 2.18. The coordinates A ′ i are given in terms of the coordinates A i (i ∈ I) by the formula
We can now easily define coordinates on the moduli space X Σ,P GL 2 of framed local systems. As before, we let T be an ideal triangulation of Σ and we choose a general k-point (L, s) of the moduli space X Σ,P GL 2 . If j is any arc of T , then we consider the quadrilateral q formed by the two triangles that share the edge j. This quadrilateral q is naturally a marked bordered surface, and we get a framed local system on q by restriction of (L, s). Choose a decorated twisted local system on q that is mapped to this framed local system by p, and let A i be its coordinates.
Definition 2.19. The cluster coordinate associated to the arc j is given by
One can check that this definition is independent of the choice of decorated twisted local system.
In this way, we define a collection of rational functions X j : X Σ,P GL 2 G m indexed by the arcs of an ideal triangulation. In fact, we have the following statement.
Proposition 2.20 ([28]
). Let Σ be a marked bordered surface. Then for any ideal triangulation T of Σ, the functions X j provide a birational map
where J is the set of arcs of T .
Consider two ideal triangulations T and T ′ related by a flip at an arc k. Then the set J of arcs of T is naturally in bijection with the set J ′ of arcs of T ′ , and we can associate a coordinate X ′ j to each j ∈ J ′ = J.
Proposition 2.21. The coordinates X ′ j are given in terms of the coordinates X j (j ∈ J) by the formula
Construction of cluster varieties
We now define cluster varieties associated to a marked bordered surface. In addition to the cluster Poisson variety X described in the introduction, it will useful to consider another cluster variety denoted A in the works of Fock and Goncharov. The latter is closely related to Fomin and Zelevinsky's notion of cluster algebra [31] .
Definition 2.22. An ice quiver is a 2-acyclic quiver together with a distinguished collection of vertices called frozen vertices. A vertex which is not frozen is called mutable.
For any ideal triangulation T of the marked bordered surface Σ, we get an ice quiver whose vertices are the edges of T with ε ij arrows from i to j whenever ε ij > 0. The frozen vertices of this quiver are the boundary segments of Σ. Figure 4 shows an example where Σ is a disk with six marked points on its boundary. Suppose Q is an ice quiver. Let I denote the set of all vertices of Q and J ⊆ I the subset of mutable vertices. Let T n denote an n-regular tree where n = |J|. We can label the edges of T n by elements of J in such a way that the n edges emanating from any vertex have distinct labels. Choose a vertex t 0 of T n and associate the quiver Q = Q(t 0 ) to this vertex. We associate a quiver Q(t) to every other vertex t of T n in such a way that if two vertices are connected by an edge labeled k, then the quivers associated to these vertices are related by a mutation in the direction k. Now for any vertex t of the tree T n , we have the algebraic tori
We also have a matrix ε ij = ε (t) ij defined by
If t and t ′ are vertices of T n connected by an edge labeled k, then there are birational maps
Abusing notation, we denote them both by µ k . If A i and X j are the natural coordinates on A t and X t , respectively, and we write A ′ i and X ′ j for the similar coordinates on A t ′ and X t ′ , then these maps are defined by
More generally, if t and t ′ are any vertices of T n , there is a unique simple path from t to t ′ . By composing the maps µ k in order along the path connecting t and t ′ , we obtain birational maps A t A t ′ and X t X t ′ .
Lemma 2.23 ([34], Proposition 2.4)
. Let {Z i } be a collection of integral separated schemes of finite type over Q and suppose we have birational maps f ij : Z i Z j for all i, j such that f ii is the identity and
Then there is a scheme obtained by gluing the Z i along the open sets U ij using the maps f ij .
Using this lemma, we can glue the tori defined above to get a scheme. Definition 2.24. Let Q be an ice quiver. Then the cluster K 2 -variety associated to Q is the scheme obtained by gluing the tori A t for all vertices t of T n using the above birational maps. The cluster Poisson variety is the scheme obtained by gluing the tori X t for all vertices t of T n using the above maps.
As the names suggest, the cluster K 2 -variety is equipped with a canonical class in K 2 of its function field, while the cluster Poisson variety has a canonical Poisson structure.
By Propositions 2.10 and 2.7, we see that there is a cluster K 2 -variety A and a cluster Poisson variety X canonically associated to a marked bordered surface Σ. Note that the birational maps used to glue the tori in the definition of these cluster varieties are the transition maps for coordinates on the moduli space A Σ,SL 2 and X Σ,P GL 2 , respectively. Combining this observation with Propositions 2.17 and 2.20, we obtain the following statement. Proposition 2.25. There exist canonical birational maps
Cluster algebras and F -polynomials
In this subsection, we briefly recall some results from the theory of cluster algebras. This material will be used later to study the canonical basis. Throughout this subsection, we fix a positive integer m and write F for a field isomorphic to the field of rational functions in m independent variables with coefficients in Q.
Definition 2.26. By a seed we mean an an ice quiver Q with m vertices together with an m-tuple (A i ) i∈Q 0 of elements of F , such that the A i are algebraically independent over Q and F = Q(A i : i ∈ Q 0 ). The A i are called cluster variables and the tuple (A i ) i∈Q 0 is called a cluster.
Typically, we number the vertices of Q from 1 to m so that a cluster can be written as an m-tuple (A 1 , . . . , A m ). We choose this numbering in such a way that the mutable vertices of Q correspond to 1, . . . , n.
Definition 2.27. Let (Q, (A 1 , . . . , A m ) ) be a seed, and let k be a mutable vertex of Q. Then we define a new seed (Q ′ , (A As in the definition of the cluster varieties, we write T n for the n-regular tree with edges labeled by the numbers 1, . . . , n in such a way that the n edges emanating from any vertex have distinct labels. Let us assign a seed s t to every vertex t ∈ T n so that if t and t ′ are vertices connected by an edge labeled k, then s t ′ is obtained from s t by a mutation in the direction k. We use the notation
for the data of these seeds.
Definition 2.28. Consider the set
The cluster algebra is defined as the Z-subalgebra of F generated by this set S. For each cluster (A 1;t , . . . , A m;t ), we have the subring
of Laurent polynomials in the variables A 1;t , . . . , A m;t , and we define the upper cluster algebra to be the intersection of these subrings for all t ∈ T m .
In particular, we can take the quiver Q in an initial seed to be the ice quiver associated to an ideal triangulation of a marked bordered surface Σ = (S, M). Then we get an associated cluster algebra A and upper cluster algebra U . By construction, U is isomorphic to the algebra of regular functions on the cluster K 2 -variety A. The following fact will be used in our proof of Theorem 1.1. A fundamental problem in the theory of cluster algebras is to express an arbitrary cluster variable A l;t in terms of the variables from some chosen initial seed. In the examples that we consider, this problem is solved by the following theorem, which is obtained from Corollary 6.3 of [31] by taking the semifield to be trivial. (A 1 , . . . , A m )) be the initial seed and assume Q has no frozen vertices. Then there exists a polynomial F l = F ε;t 0 l;t ∈ Z[u 1 , . . . , u m ] and an integral vector g l = g ε;t 0 l;t ∈ Z m such that the cluster variable A l;t can be written
where g l = (g 1 , . . . , g m ).
The polynomial F l = F ε;t 0 l;t appearing in Theorem 2.30 is called the F -polynomial associated to the cluster variable A l;t , and the integral vector g l = g ε;t 0 l;t is called the g-vector associated to A l;t . They are important and well studied objects in the theory of cluster algebras.
3 The canonical basis construction
Measured laminations
We will be interested in a canonical basis for the algebra of regular functions on the cluster Poisson variety associated to a marked bordered surface. Geometrically, the elements of this canonical basis correspond to certain measured laminations on the surface S. We therefore begin by describing these objects.
In the following definition, when we talk about a curve on S, we mean an embedding C → S of a compact, connected, one-dimensional real manifold C with (possibly empty) boundary into S. We require that any endpoints of C map to points on the boundary of S away from the marked points. When we talk about homotopies, we mean homotopies within the class of such curves. A curve is called special if it cuts out a disk with a single marked point on its boundary. A curve is contractible if it can be retracted to a point within this class of curves.
Definition 3.1 ( [28, 29] ). A integral lamination on Σ = (S, M) is a collection of finitely many nonintersecting, noncontractible curves on S, either closed or ending on the boundary away from the marked points, with integral weights and subject to the following conditions:
1. The weight of a curve is nonnegative unless the curve is special.
2. If e is a boundary segment, then the total weight of the curves ending on e vanishes.
Moreover, we impose the following equivalence relations:
1. A lamination is equivalent to any lamination obtained by modifying its curves by homotopy.
2. A lamination containing a curve of weight zero is equivalent to the lamination with this curve removed.
3. A lamination containing homotopic curves of weights a and b is equivalent to the lamination with one curve removed and the weight a + b on the other.
Suppose we are given an integral lamination ℓ on Σ. If T is an ideal triangulation of Σ, then we can deform the curves of ℓ to get an equivalent lamination where each curve intersects the arcs of the triangulation transversely in the minimal number of points. Then for each arc i of T , we can define
where µ i (ℓ) is the total weight of the curves of the lamination that intersect i.
Definition 3.2. Given the marked bordered surface Σ, we will write A(Z t ) for the set of equivalence classes of laminations ℓ on Σ such that the a i (ℓ) are integers for any choice of triangulation.
The peculiar notation used here is a reflection of the fact that A(Z t ) can be understood as the set of points of the cluster K 2 -variety A valued in the semifield Z t of integers with the usual operations of addition and multiplication replaced by their "tropical" analogs. Further details can be found in [28, 29] .
Proposition 3.3 ([29]
). For any choice of triangulation T , the functions a i provide a bijection
where n is the number of arcs in T .
Loop functions
Suppose (L, s) is a general framed P GL 2 (C)-local system on Σ. Given an ideal triangulation T of Σ, let us label the arcs of T by the numbers 1, . . . , n and write X j ∈ C * for the coordinate of (L, s) corresponding to the jth arc of T . Let us choose a square root X 1/2 j of X j for each j.
Suppose that ℓ is an integral lamination on Σ consisting of a single closed curve c. By deforming the curve c if necessary, we may assume that c intersects each arc of the triangulation T transversely in the minimal number of points. Let j 1 , . . . , j s be the arcs of T that c intersects, ordered according to some choice of orientation for the loop (so an arc may appear more than once on this list). After crossing the arc j k , the curve c enters a triangle t of T before leaving by crossing the next arc. If the curve c turns to the left before leaving t, then we define
On the other hand, if the curve c turns to the right before leaving t, then we define
It is well known that the product j . In fact, since the monodromy ρ(c) is a product of the matrices M k which factor as
we see that the monodromy factors as
for some matrix M with polynomial entries. Therefore, if we write F ℓ (X 1 , . . . , X n ) for the trace of M k , we obtain the following result.
Lemma 3.5. Let ℓ be an integral lamination on Σ consisting of a single closed curve c of weight k. Then
where F ℓ (X 1 , . . . , X n ) is a polynomial in the coordinates and h ℓ,j is −k/2 times the geometric intersection number of c and the arc j.
Arc functions
Now suppose that ℓ is an integral lamination on Σ consisting of curves c 0 , c 1 , . . . , c N connecting points on the boundary of S. We assume that c 0 is a curve of weight +1 connecting the boundary segment b 0 to the boundary segment b 1 , that c 1 is a curve of weight −1 connecting b 1 to the boundary segment b 2 , and that this pattern continues with the wights of the curves alternating between +1 and −1 until we come to c N , which is a curve of weight −1 connecting b N to b N +1 = b 0 . We will write γ k for the arc or boundary segment obtained from c k by dragging each of its endpoints along the boundary in the counterclockwise direction until it hits a marked point. If we are given a framed P GL 2 (C)-local system (L, s) on Σ, then we can find a decorated twisted SL 2 (C)-local system ( L, s) which is sent to (L, s) by the map (2) . Then by the construction of Definition 2.16, we assocate a number A γ k to each γ k . Let T be an ideal triangulation of Σ. By adapting the argument from Section 6.2.1 of [3], we will now show that the function I(ℓ) can be written as a Laurent polynomial in the square roots X 1/2 j associated to arcs of T . In particular, it will follow that I(ℓ) is independent of the decorated twisted local system that we chose in order to define it.
In order to apply the results from the theory of cluster algebras that we reviewed above, we will in fact consider the enlarged marked bordered surface Σ obtained from Σ by gluing a triangle to each boundary segment of Σ along one of its edges. This Σ is a marked bordered surface with twice as many boundary segments and marked points as Σ. The ideal triangulation T determines an ideal triangulation T of Σ in an obvious way, and the associated quiver Q(T ) can be regarded as an ice quiver with no frozen vertices and used to define a cluster algebra associated to the surface. In particular, there is an F -polynomial and a g-vector associated to each γ k , which is necessarily an arc in the enlarged surface Σ.
Lemma 3.7. For every γ k , we have
where F γ k is the F -polynomial associated to γ k and g γ k = (g γ k ,i ) is the g-vector associated to γ k .
Proof. Let us label the edges of T by the numbers 1, . . . , m. Then we can view the coordinate functions A 1 , . . . , A m as cluster variables in an initial seed for the cluster algebra associated to Σ. The function A γ k is also a cluster variable in this algebra, and so by Theorem 2.30, we have
If γ k is a boundary segment of Σ, then we have F γ k = 1 and we are done. Otherwise, it follows from the matrix formula of [42] that F γ k is a polynomial only in the variables associated to edges that γ k crosses, which are necessarily arcs of T . For any arc j of T , the product i A ε ji i equals the X-coordinate associated to this arc.
Let c ′ k be the curve on Σ obtained by modifying γ k in a neighborhood of each of its endpoints, dragging the endpoint away from the marked point in the counterclockwise direction onto the adjacent boundary segment. Proof. Let c be a curve on a marked bordered surface and let T be an ideal triangulation of this surface. We assume that c intersects the arcs of T transversely and the number of intersections with a given edge is equal to the geometric intersection number. If j is any arc of T , then there is a quadrilateral q formed by the two triangles that share this edge j. The shear parameter at j is defined as a sum of contributions from all intersections of c with the arc j. Specifically, such an intersection contributes +1 (respectively, −1) if the curve connects opposite sides of q in the manner illustrated on the left (respectively, right) hand side of Figure 5 . In particular, we can talk about the shear parameter associated to the 
where
and h ℓ,j is defined as in Lemma 3.8.
Proof. By Lemma 3.7 and the definition of I(ℓ), we have
By assumption, we have either w k = +1 or w k = −1. If w k = −1 then γ k is a boundary segment on Σ, and the associated polynomial is F γ k = 1. Therefore
The result now follows from Lemma 3.8.
The general case
We can now give the general definition of the canonical basis for the algebra of regular functions on the cluster Poisson variety. In the following discussion, two integral lamination ℓ 1 and ℓ 2 will be called compatible if no curve from ℓ 1 intersects or is homotopic to a curve from ℓ 2 . If ℓ 1 and ℓ 2 are compatible laminations, we write ℓ 1 + ℓ 2 for the lamination defined by taking the union of the curves from ℓ 1 and ℓ 2 .
Definition 3.10. If ℓ 1 and ℓ 2 are compatible laminations, then we define
If ℓ is any integral lamination on Σ, then ℓ can be written as a sum
where the ℓ i are pairwise compatible laminations of the types considered in Subsections 3.2 and 3.3. Thus I(ℓ) is defined for any lamination ℓ. The next result follows immediately from the definition and Lemmas 3.5 and 3.9.
Proposition 3.11. If ℓ is any integral lamination on Σ written in the form (5), then
Note in particular that if ℓ ∈ A(Z t ), then the total weight of the curves of ℓ that intersect a given edge is always even and therefore, for such laminations ℓ, I(ℓ) is a Laurent polynomial in the coordinates X i and is independent of the choice of square roots X 1/2 i . Thus the above construction gives a canonical map
We claim that the image of this map is a canonical Q-vector space basis for the right hand side. We will now prove this in several steps.
To prove that the functions I(ℓ) are linearly independent, we use the following well known fact. Proof. Suppose α 1 , . . . , α s are rational numbers and ℓ 1 , . . . , ℓ n are distinct laminations such that
We can impose a lexicographic total ordering on the set of all Laurent monomials in the variables X j . Then one of the canonical functions, say I(ℓ 1 ), will have the maximal leading term with respect to this total ordering. If there is another lamination ℓ k such that I(ℓ k ) has the same leading term, then by Lemma 3.12, the lamination ℓ k has the same coordinates as ℓ 1 . By Proposition 3.3, we must have ℓ 1 = ℓ k , contradicting the assumption that these laminations are distinct. It follows that the leading term of I(ℓ 1 ) cannot cancel with any other term in the above sum, and we must have α 1 = 0. Thus
and we can apply the same argument to this new sum. Continuing in this way, we see that α k = 0 for k = 1, . . . , s.
To prove that the functions I(ℓ) span the algebra of all regular functions, we consider a modification of the notion of an integral lamination in which the constituent curves are allowed to have intersections. Definition 3.14. A quasi-lamination on Σ = (S, M) is a collection of finitely many arcs, boundary segments, and closed loops on S with weights ±1 such that all intersections are transverse and only boundary segments can have weight −1.
If ℓ is a quasi-lamination consisting of a single closed loop, then we can lift ℓ to a loop in the punctured tangent bundle T ′ S. The monodromy of a decorated twisted SL 2 -local system around this loop can be written as a Laurent polynomial in the coordinates A i associated to a choice of ideal triangulation T , and this Laurent polynomial has all positive or all negative coefficients (see [28] , Theorem 12.2). Thus, after multiplying by ±1, we get a Laurent polynomial with all positive coefficients which we call I ′ (ℓ). On the other hand, if ℓ is a quasi-lamination consisting of a single arc or boundary segment γ of weight w, then we define I ′ (ℓ) to be the function A w γ , written in terms of the coordinates associated with the triangulation T . Finally, if ℓ is a quasi-lamination which is obtained as a union of two quasi-laminations ℓ 1 and ℓ 2 , then we define
In this way, we associate to every quasi-lamination ℓ a Laurent polynomial I ′ (ℓ) in the coordinates A i . The following fact was used in [28] in the proof of Theorem 12.2 (see also [42] , Section 6).
Lemma 3.15. Let ℓ be a quasi-lamination on Σ, and let p be a point of S where two curves of ℓ intersect so that locally around p the lamination looks like the left hand side of Figure 6 . Let ℓ 1 and ℓ 2 be the quasi-laminations obtained by modifying ℓ in a neighborhood of p as illustrated in the middle and right hand side of Figure 6 . Then we have
for some choice of signs depending on the quasi-laminations.
Figure 6: Resolution of a crossing.
This lemma gives a skein relation that we can use to express the Laurent polynomial associated with a quasi-lamination ℓ in terms of the Laurent polynomials associated with simpler quasi-laminations. Another important ingredient in our proof is the following fact.
Lemma 3.16. Let ℓ be a lamination consisting of a single closed loop of weight 1, and let kℓ be the lamination defined by the same curve with weight k. Then for K > 0 we can write
for c k ∈ Z ≥0 such that c k = 0 if k has parity different from K.
Proof. Recall that the expression I(kℓ) is defined as Tr(ρ(ℓ) k ) where ρ(ℓ) is a matrix in SL 2 (C) representing the monodromy around ℓ. It is well known (see [4] , Proposition 3.6) that this trace is equal to P k (Tr(ρ(ℓ))) where P k is the Chebyshev polynomial defined recursively by
On the other hand, it was shown in [43] , Proposition 2.35 (see also [4] , Lemma 3.19) that there is an identity
where c k ∈ Z ≥0 , and c k = 0 if k has parity different from K. The lemma follows.
We now have of the ingredients we need to prove that the functions I(ℓ) span O(X ). (6) is an element of the upper cluster algebra U . Since we assume |M| > 1, Theorem 2.29 says that this upper cluster algebra U equals the cluster algebra A , and hence we can write
Here α runs over all arcs on Σ (not necessarily belonging to the ideal triangulation T ) and we have e α ∈ Z >0 , while β runs over all boundary segments and we have e β ∈ Z. The coefficient ζ e is a rational number. Let us consider the sum w e = e α α + e β β which defines a class [w e ] ∈ H 1 (S, Z/2Z). The expression (7) is obtained from (6) by applying relations in the algebra U . These relations have the form
where γ 0 , γ ′ 0 , γ 1 , . . . , γ 4 form a quadrilateral as illustrated in Figure 7 . It is easy to see that Consider the term of (7) corresponding to the vector e. We associate a quasi-lamination ℓ e to this term as follows. This quasi-lamination consists of e α copies of the arc α and |e β | copies of the boundary segment β. All arcs have weight +1 while a boundary segment β has weight ±1 according to the sign of e β . By what we have said so far, this quasi-lamination defines a singular 1-cycle representing the zero class in H 1 (S, Z/2Z). The arcs of ℓ e may intersect, but we can apply Lemma 3.15 to write
where the ℓ i are quasi-laminations without intersections and κ i ∈ Z. Note that the three quasi-laminations appearing in Lemma 3.15 are homologous, and therefore each ℓ i represents the zero class in homology. Let ℓ i,1 , . . . , ℓ i,r be the closed loops appearing in the quasi-lamination ℓ i with multiplicities K i,1 , . . . , K i,r , respectively, and let ℓ i,0 be the quasilamination formed by all remaining arcs and boundary segments in ℓ i . Then we can write
(Here, by abuse of notation, we use the same symbol for a lamination and for the quasilamination obtained by dragging the endpoints of all arcs and boundary segments along ∂S in the counterclockwise direction until they hit the marked points.) By Lemma 3.16, we can expand each power I(ℓ i,s ) K i,s as a linear combination of functions I(k i,s ℓ i,s ) where k i,s has the same parity as K i,s . Thus we expand I ′ (ℓ i ) as a linear combination of terms of the form
The lamination appearing on the right hand side of this expression determines the same class in homology as ℓ i , namely the zero class. It is known (see [2] , Theorem 5.2.1) that an integral lamination lies in A(Z t ) if and only if its class in H 1 (S, Z/2Z) is zero. Thus we have shown that each term in (7) is a linear combination of the functions I(ℓ) for ℓ ∈ A(Z t ). This completes the proof.
Combining Propositions 3.13 and 3.17, we obtain the following. 
Representations of quivers 4.1 The Jacobian algebra
Here we collect some elementary facts about quivers with potential and their Jacobian algebras with an emphasis on the quivers with potential associated to triangulated surfaces. Further details on this material can be found in [22] and [38] .
Recall that a quiver can be viewed as a quadruple Q = (Q 0 , Q 1 , s, t) where Q 0 is the set of vertices, Q 1 is the set of arrows, and the maps s : Q 1 → Q 0 and t : Q 1 → Q 0 take an arrow to its source and target, respectively. Definition 4.1. A path in Q is a sequence of arrows a 0 , . . . , a k such that s(a i ) = t(a i−1 ) for i = 1, . . . , k. We will denote this path by p = a k . . . a 0 . The source of p is defined by s(p) = s(a 0 ), and the target is defined by t(p) = t(a k ). Two paths p and q are said to be compatible if s(p) = t(q), and in this case the composition pq is defined by juxtaposition. The path algebra CQ is the algebra over C generated by paths in Q, equipped with a multiplication where the product of paths p and q is the composition pq if these paths are compatible and zero otherwise.
Given a quiver Q, the set of arrows defines an ideal in the path algebra CQ and we write CQ for the completion of CQ with respect to this ideal. We regard CQ as a space of possibly infinite linear combinations of paths in Q with multiplication defined by concatenation. In [38] , Labardini-Fragoso associated a quiver with potential to any ideal triangulation T of a marked bordered surface Σ. We recall the definition of this quiver with potential in the case where Σ is a marked bordered surface without punctures. Note that in this case if t is a triangle of T whose edges are all arcs, then there is an oriented 3-cycle C(t) of Q(T ) whose vertices are the edges of t. Thus we can define a natural potential W (T ) for Q(T ) by
where the sum is over all triangles of T whose edges are arcs. Labardini-Fragoso showed in [38] that if two ideal triangulations are related by a flip, then the associated quivers with potential are related by a mutation in the sense of [22] . Definition 4.3. If a ∈ Q 1 is any arrow and p = a 1 . . . a d is a cyclic path in Q, then the cyclic derivative of p with respect to a is given by the expression
This operation extends by linearity to give a map ∂ a from the vector space of potentials to CQ such that any two cyclically equivalent potentials have the same image.
Definition 4.4. Let (Q, W ) be a quiver with potential. The Jacobian ideal is defined as the closure of the two-sided ideal in CQ generated by the set {∂ a W : a ∈ Q 1 }. The Jacobian algebra J(Q, W ) is defined as the quotient of CQ by the Jacobian ideal. Definition 4.5. An ideal a ⊆ CQ is said to be admissible if we have b k ⊆ a ⊆ b 2 for some k ≥ 2 where b is the ideal generated by all arrows in CQ.
In the case of marked bordered surfaces without punctures, the results of LabardiniFragoso give the following. Theorem 4.6 ([38], Theorem 36). Let (Q(T ), W (T )) be the quiver with potential associated to an ideal triangulation T of a marked bordered surface without punctures. Then the Jacobian algebra J(Q(T ), W (T )) is finite dimensional. Moreover, the ideal a generated by the set {∂ a W (T ) : a ∈ (Q(T )) 1 } in the (uncompleted) path algebra CQ(T ) is admissible, and
As a consequence of this result, we see that J(Q(T ), W (T )) belongs to a class of algebras whose representation theory is particularly well studied. Definition 4.7. A finite dimensional algebra A is called a string algebra if there exists a quiver Q and an admissible ideal a such that A ∼ = CQ/a and the following conditions hold:
1. If i is a vertex of Q, then there are at most two arrows that start at i and at most two arrows that end at i.
2.
For each arrow a, there is at most one arrow b and at most one arrow c such that ab ∈ a and ca ∈ a.
The following concepts play a distinguished role in the representation theory of a string algebra. for all indices i, and no subword or its inverse belongs to the ideal a. A string w is cyclic if s(a 1 ) = t(a N ). A band is defined to be a cyclic string w such that each power w k is a string but w itself is not a proper power of any string.
Below we will be interested in representations of the Jacobian algebra associated to strings and bands.
Representations of a quiver Q can be viewed as modules over the path algebra CQ. Indeed, given a representation M of the quiver Q, we get a module over CQ whose underlying vector space is M = i∈Q 0 M(i). One can show that this correspondence between representations of Q and modules over CQ in fact provides an equivalence of categories.
If A ∼ = CQ/a is a string algebra and w is a string for A, then there is an associated module M(w) over A. Informally, we think of w as a walk on the quiver
where the i k are vertices of Q and the arrows a i may point in either direction. Then we define M(w) to be the representation of Q given by a copy of the field C at each x i and the zero space at all other vertices. Each of the arrows a i is represented by the identity C → C, and all other arrows are represented by zero. The representation defined in this way is annihilated by the ideal a and hence determines a representation of the string algebra A. Similarly, if w is a band, then there is a family of modules M(w, n, φ) parametrized by a choice of n ∈ Z >0 and φ ∈ Aut(C n ). As a representation of Q, the module M(w, n, φ) consists of the vector space C n at each vertex x i and the zero space at all other vertices. The arrow a i is represented by the identity C n → C n for i = 1, . . . , N − 1 and by φ for i = N. It is known [11] that every finite-dimensional indecomposable module over a string algebra is either a string module or a band module.
Finally, we recall the Grassmannian of subrepresentations.
Definition 4.10. Let M be a representation of a quiver Q. By a subrepresentation, we mean a submodule N of M, regarded as a module over the path algebra. Equivalently, N consists of a subspace
for every arrow a : i → j in Q 1 . For any tuple e = (e i ) i∈Q 0 of nonnegative integers, we define the quiver Grassmannian Gr e (M) to be the set of subrepresentations of M dimension vector e.
The quiver Grassmannian is a closed subset of the product n i=1 Gr e i (M(i)) of ordinary Grassmannians. Hence Gr e (M) is a complex projective variety. We will be particularly interested in the Euler characteristic χ(Gr e (M)) in singular cohomology of the quiver Grassmannian.
Band modules
Let Σ be a marked bordered surface without punctures and T an ideal triangulation. Suppose ℓ is an integral lamination on Σ consisting of a single closed curve c of weight k. By deforming c if necessary, we can assume that it intersects the edges of T transversely in the minimal number of points. Let c k be the loop obtained by concatenating k copies of c. For any arc j of the triangulation T , we write I(c k , j) for the set of intersections between c k and j with multiplicity. We can then associate to each vertex j of Q(T ) the vector space
If a : i → j is an arrow of the quiver Q(T ), then i and j are sides of a triangle t in T . Given r ∈ I(c k , i) and s ∈ I(c k , j), we set m sr = 1 if the points r and s are consecutive points of intersection of c k with the arcs of the triangulation, and set m sr = 0 otherwise. Then the matrix m ℓ (a) = (m sr ) s,r defines a linear map
and one can show that the resulting representation satisfies the relations coming from the potential W (T ).
Definition 4.11. The representation M ℓ constructed in this way is called the band module associated to ℓ.
Our goal is to understand the Euler characteristic of the quiver Grassmannian Gr e (M ℓ ). To do this, we will first consider the case where k = 1 and the curve c passes through each triangle of T at most once.
Lemma 4.12. Let ℓ be an integral lamination consisting of a single closed curve c of weight 1 and assume c passes through each triangle of T at most once. Let e be a dimension vector such that e i ≤ dim C M ℓ (i) for every vertex i of Q(T ). Then we have χ(Gr e (M ℓ )) = 0 if there exists an arrow a : i → j in Q(T ) such that
2. e i = 1 and e j = 0.
Otherwise, we have χ(Gr e (M ℓ )) = 1.
Proof. It follows from our assumptions that for each vertex i of Q(T ), we can have either M ℓ (i) = C or M ℓ (i) = 0. If a : i → j is an arrow in Q(T ) connecting vertices i and j, then we have either M ℓ (a) = id C or M ℓ (a) : 0 → C or M ℓ (a) : C → 0 or M ℓ (a) : 0 → 0. In the latter three cases, M ℓ (a) restricts uniquely to 0 → 0, whereas the in first case there is a restriction to 0 → C but not to C → 0. It follows that Gr e (M ℓ ) is a single point, except when there is an arrow satisfying properties 1 and 2, in which case we have Gr e (M ℓ ) = ∅.
We will now relate the quiver Grassmannians Gr e (M ℓ ) to the canonical function I(ℓ). Let T be an ideal triangulation of a marked bordered surface Σ without punctures, and let ℓ be a lamination consisting of a single closed curve c of weight 1. By deforming c if necessary, we can assume that c intersects each arc of T transversely in the minimal number of points. In Lemma 3.5, we saw that I(ℓ) can be expressed as
for a certain polynomial F (X 1 , . . . , X n ). To define this polynomial, we choose an orientation for the curve c and consider the arcs i 1 , . . . , i s that the curve c passes through, ordered according to the chosen orientation. If c turns to the left after crossing i k , we define
and if c turns to the right, we define
Then the polynomial F (X 1 , . . . , X n ) is defined as the trace of the product S 1 . . . S s . Note that the above matrices factor as
and
Let us denote the first matrix factor on the right hand side of either of these factorizations by P k and denote the second factor by Q k . Thus, for either form of the matrix S k = P k Q k , we can write
with q (k) ij = 0 or 1 for all indices i, j, and k. To establish the relationship between the Gr e (M ℓ ) and I(ℓ), we employ a version of the state-sum description of I(ℓ) given in [7] . Definition 4.13. A state for c is an assignment of numbers σ 1 , . . . , σ s ∈ {0, 1} to the points of intersection between c and the arcs i 1 , . . . , i s in order.
Lemma 4.14. We have
where the sum is over all states σ.
Proof. In the above notation, we have
.
Write (S k ) ij for the (i, j) entry of this matrix where we consider the indices modulo 2. Then
as desired.
From this state-sum formula, we obtain the following.
Lemma 4.15. Let ℓ be an integral lamination consisting of a single closed curve c of weight 1 and assume c passes through each triangle of T at most once. Then
Proof. Consider a dimension vector e satisfying e i ≤ dim C M ℓ (i) for every vertex i of Q(T ). If the Euler characteristic χ(Gr e M ℓ ) vanishes, then by Lemma 4.12, there exists an arrow
The first property implies that the curve c connects the arcs i and j within some triangle t of the triangulation T . If the curve c is oriented from i = i k to j = i k+1 , then it turns to the right as it passes over the triangle t, so we have
and hence q σ k σ k+1 = 0 for some k. This means either c turns to the right after crossing i k and we have σ k = 1 and σ k+1 = 0, or c turns to the left and we have σ k = 0 and σ k+1 = 1. It follows that there is an arrow satisfying properties 1 and 2, and χ(Gr e M ℓ ) = 0. Finally, if χ(Gr e M ℓ ) is nonzero, then we must have χ(Gr e M ℓ ) = 1, and similarly any nonzero term in the state-sum expression for F (X 1 , . . . , X n ) has coefficient 1. This completes the proof.
Finally, we generalize this result to the case of a band module M ℓ associated to an arbitrary ℓ. In other words, we consider an integral lamination ℓ consisting of a single closed curve c of weight k. We fix an ideal triangulation T as before, and we assume that c intersects the edges of T transversely in the minimal number of points.
Let t 0 be any triangle that c k intersects, and lett 0 be a homeomorphic copy of t 0 . If we choose an orientation for c k , then we can travel along this curve in the direction specified by the orientation, starting from some point in t 0 , and we eventually enter a neighboring triangle t 1 . Lett 1 be a homeomorphic copy of t 1 , and let us gluet 0 andt 1 along a boundary edge so that the homeomorphismst 0 → t 0 andt 1 → t 1 agree on the glued edge. If we continue traveling along c k , we enter another triangle t 2 , and we can glue a homeomorphic copyt 2 of this triangle to the uniont 0 ∪t 1 . Continue this process until we return to the initial triangle for the last time. At this point, we have constructed a surfacẽ t 0 ∪t 1 ∪ · · · ∪t N , and we now glue the trianglest N andt 0 in this expression along an edge so that the homeomorphismst N → t N andt 0 → t 0 agree on the glued edge. In this way, we obtain a surface homeomorphic to an annulus.
The annulus defined in this way is naturally a marked bordered surface equipped with an ideal triangulation T whose triangles aret 0 , . . . ,t N . In particular, we get an associated quiver Q( T ) of affine type A. The curve c k can be lifted to a closed curve on this surface which we regard as an integral laminationl by assigning it the weight 1. We also get a representation Ml of Q( T ) by the construction described previously. Note that there is a map of quivers F : Q( T ) → Q(T ). It sends each arc of T to the corresponding arc of T .
The following result is an immediate consequence of our definitions and the work of Haupt [36] .
Lemma 4.16 ([36], Theorem 1.2(a)). Let e be a dimension vector for Q(T ). Then
where the sum is over all dimension vectors d for Q( T ) such that e i = ĩ ∈F −1 (i) d˜i.
We can now prove the desired generalization of Lemma 4.15. Proof. We have seen how to construct an auxiliary marked bordered surface, which is topologically an annulus, equipped with an idea triangulation T . The lamination ℓ can be lifted to a laminationl on this annulus consisting of a single closed curvec of weight 1, and we can assume thatc passes through each triangle of T exactly once. Let us assign a variable X˜i to each arcĩ of T . Then, by taking a trace as described above, we can associate a polynomial Fl in these variables tol. By Lemma 4.15, this polynomial is given by
where the sum runs over all dimension vectors for the quiver Q( T ). To recover the polynomial F ℓ (X 1 , . . . , X n ), we simply replace each variable X˜i in the above expression for Fl by X i where F (ĩ) = i. Thus the result follows from Lemma 4.16.
String modules
In [39] , Labardini-Fragoso constructed, for any arc γ on a marked bordered surface Σ and any ideal triangulation T of Σ without self-folded triangles, a representation of the associated quiver with potential (Q(T ), W (T )). Here we will recall this construction in the special case where Σ has no punctures.
Let Σ be such a surface and T an ideal triangulation. Suppose γ is an arc on Σ such that the interior of γ intersects the edges of T transversely and the number of intersections of γ with a given edge equals the geometric intersection number. For any arc j of T , let us write I(γ, j) for the set of intersections between γ and the interior of j. To construct the desired representation, we associate to each vertex j of Q(T ) the vector space
If a : i → j is an arrow of the quiver Q(T ), then i and j are sides of a triangle t in T . Given r ∈ I(γ, i) and s ∈ I(γ, j), we set m sr = 1 if the points r and s are connected by the curve γ within the triangle t, and set m sr = 0 otherwise. Then the matrix (m sr ) s,r defines a linear map
and one can show that the resulting representation satisfies the relations coming from the potential W (T ). 
Categorification of canonical bases
We now come to the main construction of this paper. In this subsection, we will use the above results to construct graded vector spaces which categorify the canonical basis.
Consider a lamination ℓ ∈ A(Z t ) on the marked bordered surface Σ. Such a lamination can be represented by a collection of curves on S such that there is at most one closed curve in any homotopy class and any open curve has weight ±1. If a curve ends on a boundary segment, let us modify this curve by dragging its endpoints along the boundary in the counterclockwise direction until they hit the marked points. In this way we obtain a collection of arcs, boundary segments, and closed loops, and we can assume that these intersect the arcs of the triangulation transversely in the minimal number of points.
Let {γ i } be the set of arcs obtained in this way, and let {ℓ j } be the set of laminations that we get from the individual closed curves of ℓ. Let
be the direct sum of the string and band modules defined above. We will attach to the lamination ℓ the Z n × Z-graded vector space
and h = (h ℓ,1 , . . . , h ℓ,n ) is the vector from Proposition 3.11.
To calculate the graded dimension, we employ the following result on Euler characteristics. 
Proof. This follows inductively from the formula
which is Proposition 3.6 of [12] . Theorem 4.21. For any integral lamination ℓ ∈ A(Z t ), we have
Proof. By definition of the space H ℓ d,i , we have
By construction, there is a direct sum decomposition M ℓ = M 1 ⊕ · · · ⊕ M N where each summand is a string or band module, and thus Lemma 4.20 gives
By Proposition 4.17 and Theorem 4.19, this last expression is exactly equal to the product i F ℓ i (X 1 , . . . , X n ) from Proposition 3.11. Substituting this back into the previous expression, we obtain
which equals I(ℓ) by Proposition 3.11.
5 Framed quiver moduli
Construction of framed quivers
Given a quiver with potential (Q, W ), let us write A = mod J(Q, W ) for the abelian category of finite-dimensional modules over the Jacobian algebra J(Q, W ). To make contact with the theory of framed BPS states in N = 2 field theories, we will consider certain moduli spaces of stable objects in the category A.
Definition 5.1. A stability condition on the category A is a group homomorphism Z : K(A) → C such that for any nonzero object E, the image Z([E]) of the class of E in the Grothendieck group lies in the semi-closed upper half plane h = {r exp(iπφ) : r > 0 and 0 < φ ≤ 1} ⊂ C.
An object M of A is said to be stable if, for all proper subobjects N of M, we have
There is a natural bijection between the isomorphism classes of simple objects in the category A and vertices of the quiver Q. We can therefore view the Grothendieck group K(A) as the free abelian group ZQ 0 on vertices of Q. Then a stability condition is equivalent to an assignment of a point Z i ∈ h to each vertex i ∈ Q 0 . When talking about framed BPS states in theories of class S, the relevant moduli spaces parametrize representations of a framed version of the quiver associated to an ideal triangulation. To define this quiver, we consider a marked bordered surface Σ and an ideal triangulation T of Σ. Given an integral lamination ℓ ∈ A(Z t ) on Σ, we define
where h = (h ℓ,k ) is the vector defined by Proposition 3.11 and ·, · is the skew form on Z n defined on basis elements by e i , e j := ε ij .
We can modify the quiver Q = Q(T ) using the n j to get a new quiver Q as follows. The vertex set of this new quiver is defined as a union Q 0 = Q 0 ∪ {∞} of the vertices of Q and a single additional vertex denoted ∞. The arrows of the new quiver consist of the arrows of the original quiver Q, together with n j arrows from ∞ to j whenever n j ≥ 0, and −n j arrows from j to ∞ whenever n j ≤ 0.
Definition 5.2. The quiver Q defined in this way is called the framed quiver associated to ℓ and T , and the additional vertex ∞ is called the framing vertex.
We have seen that the quiver Q = Q(T ) is equipped with a canonical potential W = W (T ). This can be extended to a potential W for the framed quiver Q. It is a formal sum which includes all of the terms of W regarded as cycles in the quiver Q. Note that the framed quiver Q may contain new oriented cycles in addition to the ones already present in Q. In this case, the potential W should include additional terms involving cycles that go through the framing vertex, and these terms should be chosen generically. Unfortunately, it is not known how to associate a canonical potential W to the framed quiver, and as shown in [21] , the quiver with potential ( Q, W ) may not describe the correct spectrum of framed BPS states if this potential is chosen incorrectly. For the remainder of this section, we will therefore impose the following assumption. Assumption 5.3. The lamination ℓ satisfies n j ≤ 0 for every arc j of the chosen ideal triangulation.
Under this assumption, there are no additional oriented cycles in the framed quiver Q, and hence there is no ambiguity in the choice of potential W .
Finally, given a stability condition Z : ZQ 0 → C, we get a stability condition
The value of Z on an ordinary vertex i of Q is simply defined to be Z(i) = Z(i) while the value at the framing vertex is Z(∞) = ζm where m ≫ 0 and ζ ∈ U(1) is a phase chosen so that arg Z(∞) < arg Z(i) for all i ∈ Q 0 . We will write M st d ( Q) for the moduli space of stable modules over J( Q, W ) with respect to this stability condition having dimension d i at i ∈ Q 0 and having dimension 1 at ∞.
For this particular choice of stability condition, we can give a simple algebraic description of the stable modules.
Definition 5.4. Let M be a representation of Q and V the representation defined by a one-dimensional vector space supported at the framing vertex. We say that M is cyclic if there is no proper subrepresentation of M containing V . We say that M is cocyclic if all nonzero subrepresentations of M contain V .
The characterization of stable modules for J( Q, W ) is the following. Proposition 5.5. A module M ∈ mod J( Q, W ) is stable with respect to the above stability condition if and only if it is cocyclic.
Moduli spaces of cocyclic modules
In this subsection, we will discuss in detail the moduli space of cocyclic representations of a framed quiver. In this discussion, we will fix a dimension vector d = (d j ) j∈Q 0 for the quiver Q = Q(T ) as well as an integral vector n = (n j ) j∈Q 0 with components n j ≤ 0. For each j ∈ Q 0 , we write M j (respectively, V j ) for a fixed C-vector space of dimension d j (respectively, |n j |). We will consider the Q 0 -graded vector spaces The orbits of this group action are identified with isomorphism classes of representations with dimension vector d.
As we have seen, the integers n j can be used to construct a framed quiver Q with vertex set Q 0 ∪{∞} and |n j | arrows j → ∞. 
Relation to quiver Grassmannians
Finally, we relate the previous constructions involving framed quivers to the quiver Grassmannians Gr d (M ℓ ) used to categorify the canonical basis. We begin by recalling some basic ideas from the representation theory of quivers. Definition 5.6. For each vertex j of a quiver Q, let E j denote the simple representation at j defined by dim E j = e j . Then the projective cover of E j is the representation P j of Q such that P j (i) is the C-vector space with basis given by the set of paths from j to i. The injective hull of E j is the representation I j of Q such that I j (i) is the dual of the C-vector space with basis given by the set of paths from i to j.
Similarly, we define a module I j over the Jacobian algebra J = CQ/a by letting I j (i) be the dual of the C-vector space with basis given by the images in J of paths from i to j. Denoting by I ⊗ V the module I ⊗ V = j∈Q 0 I j ⊗ C V j , we have isomorphisms
where i j indicates the element of the Jacobian algebra represented by a path from i to j. The next result follows from a theorem of Fedotov [27] , which generalizes earlier work of Reineke [47] . Proof. We can represent the lamination ℓ by a collection of curves of weight ±1 that intersect the edges of T transversely in the minimal number of points. If ℓ contains a closed loop, then one can show, using the description of h ℓ,j given in Lemma 3.5 that we must have n j > 0 for some j. Thus, if ℓ satisfies Assumption 5.3, then ℓ cannot contain a closed loop.
Let c 0 , . . . , c N be the curves of the lamination. By what we have said, each one must connect points on the boundary of S. For each c k , we let γ k be the arc obtained from c k by dragging its endpoints in the counterclockwise direction until they hit the marked points. As in the paragraph preceding Lemma 3.8, we can further modify this arc γ k by dragging its endpoints along the boundary of the enlarged surface Σ in the counterclockwise direction onto the next boundary segment. We denote the resulting curve on Σ by c ′ k . Suppose j is an arc of T such that n j < 0. Let q be the quadrilateral formed by the two triangles that share the edge j. Let c quadrilateral, then it follows from the description of h ℓ,j given in Lemma 3.8 that we must have n j > 0 for some j. Thus c ′ kr cannot connect opposite sides of any quadrilateral other than q (see Figure 8) .
Consider the arcs i in the ideal triangulation T such that there exists a path from i to j in the quiver Q = Q(T ). These include all arcs that γ kr intersects. If i is any vertex such that γ kr does not intersect i but there exists a path p from i to j, then the path must contain two edges of one of the small counterclockwise oriented cycles in Q. Call these edges b and c, and let a be the remaining edge in the 3-cycle so that, up to cyclic equivalence, the potential can be written W = abc + . . . .
and so the image of p in the quotient of CQ by the ideal generated by {∂ a W : a ∈ Q 1 } is the zero class. Thus we see that M γ kr (i) ∼ = i j C. Taking a direct sum over r and j, we find Proof. By Proposition 5.5, we know that a stable representation of the framed quiver Q is the same as a cocyclic representation, and therefore we have an isomorphism
Applying the isomorphisms of Theorem 5.7 and Lemma 5.8, we have
The theorem follows.
