Abstract. We provide new local and semilocal convergence results for Newton's method. We introduce Lipschitz-type hypotheses on the mth Fréchet derivative. This way we manage to enlarge the radius of convergence of Newton's method. Numerical examples are also provided to show that our results guarantee convergence where others do not.
The most popular method for approximating such a point x * is Newton's method: (2) x n+1 = G(x n ) (n ≥ 0, x 0 ∈ D), where
Here F (x) ∈ L(E 1 , E 2 ) (x ∈ D), the space of bounded linear operators from E 1 into E 2 . Sufficient convergence conditions for the convergence of Newton's method under Lipschitz hypotheses on the first Fréchet derivative have been given by many authors [1] [2] [3] [4] [5] [6] [7] [8] . In particular, we refer the interested reader to [3] for a survey of such results. In the elegant paper [8] by Ypma, affine invariant results have been given concerning the radius of convergence of Newton's method. Ypma used Lipschitz conditions on the first Fréchet derivative as the basis for his analysis. In this study we use Lipschitz-like conditions on the mth Fréchet derivative F (m) (x) ∈ L(E m 1 , E 2 ) (x ∈ D, m ≥ 2 a positive integer). This way we manage to enlarge the radius of convergence for Newton's method (2) . Finally we provide numerical examples to show that our results guarantee convergence, where earlier ones do not [8] . This is important in numerical computations [3] , [4] , [6] , [8] .
Convergence analysis.
We give an affine invariant form of the Banach lemma on invertible operators.
exists, and some convex neighborhood
, m, and
, with δ the positive zero of the equation f (t) = 0, where
exists and for x − z < t ≤ δ,
Using the triangle inequality, (4), (5) and (6) in (9) after composing by
we obtain (7). We also get
Since f (t) < 0 on [0, δ], using (4)- (6) in (10) we obtain, for x − z < t,
It follows from the Banach lemma on invertible operators [3] , [7] , [8] and from (11) that F (x) −1 exists and
which shows (8).
We need the following affine invariant form of the mean value theorem for m-Fréchet-differentiable operators.
. , m, and
Then for all x ∈ N (z),
Proof. We can write in turn:
Composing both sides by F (z)
, using the triangle inequality, (5) and (6) we obtain (12).
Based on the above lemmas we derive affine invariant convergence results for the class T ≡ T ({α
is the only solution of the equation
exists. Define
, and by Lemma 1,
We also have the estimates
The following lemma on fixed points is important.
Proof. Using (3) we can write
As in Lemma 1 by taking norms in (23) and using (14), (15) we obtain (21). Moreover, using Lemma 2 and (12) we get (22).
and a function g on [0, δ) by
By (24) and (25), estimate (22) becomes
It is simple algebra to show that g(t) < t iff t < δ 0 , with δ 0 the positive zero of the equation
Note that for m = 2, using (28) we obtain (29) δ 0 = 12
Hence, we proved the following local convergence result for Newton's method (2)-(3). 
We also have the following consequence of Theorem 1:
exists at the initial guess x 0 , and exists and x 0 − x * < δ 0 , we get
Moreover, we have
Denote 
The result now follows from (34) and Theorem 1.
Remark 2. Let us assume equality in (26) and consider the iteration c n+1 = g(c n ) (n ≥ 0). Denote the numerator of g by g 1 and the denominator by g 2 . By Ostrowski's theorem for convex functions [1] , [3] 
where
and α i in the definition of g respectively. Note that h is a polynomial of degree 2m and can be written in the form
+ (other lower order terms) + 1.
For example, in case m = 2,
Since h 0 is continuous and h 0 (0) = 1 > 0, we deduce that there exists t 0 > 0 such that h 0 (t) > 0 for all t ∈ [0, t 0 ). 
Condition (39) is weaker than (31).
Although Theorem 1 gives an optimal domain of convergence for Newton's method, the rate of convergence may be slow for x 0 near the boundaries of that domain. However, it is known that if the conditions of the Newton-Kantorovich theorem [3] , [7] are satisfied at x 0 then convergence is rapid. The proof of this theorem can essentially be found in [3] .
exists, and suppose the positive numbers
and
Denote by s the positive zero of the scalar equation 
where r 1 is the smallest nonnegative zero of the equation Remark 3. Using this theorem we obtain two further sufficiency conditions for the convergence of Newton's method. It is convenient for us to set α m+1 (F, x 0 ) = µ(F, x 0 ), and
by the definition of s. Define functions h 1 , h 2 by
where t 1 and t 2 are defined in (51) and (52) respectively.
By (3) and (21), we get (for α m+1 (G, x 0 ) = µ(F, x 0 ), and
Using (53) to replace d(F, x 0 ) in (44) and setting x 0 − x * ≤ t, we deduce that (45) holds if h 1 (t) ≤ 0, which is true by the choice of t 1 and (a). Moreover, by replacing µ(G, x 0 ) and q i , 2 ≤ i ≤ m, using (19) and (20) respectively, condition (45) holds if h 2 (t) ≤ 0, which is true by the choice of t 2 and (b).
Applications.
The results obtained here have theoretical and practical value. As an example we consider the operator F in (1); it satisfies the autonomous differential equation of the form [3] , [7] (54)
where Q :
That is, without knowing x * we can use Theorem 1 (for example) to solve the equation F (x) = 0, using Newton's method (2)- (3).
Here is such a case: 
Letting σ = α = 1, by (59) we get = e, and condition (58) becomes
Comparing (56), (57) and (60) we observe that (56) or (57) allow a wider choice of initial guesses x 0 than (60). We complete this study with another interesting example where we compute favorably (29) to (58). We consider the max-norm in R 
