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In the rich and growing literature on diffusion and cascade effects in social networks, it is assumed
that a node’s actions are influenced only by its immediate neighbors in the social network. However, there
are other contexts in which this highly-local view of influence is not applicable. The diffusion of technologies
in communication networks is one important example; here, a node’s actions should also be influenced by
remote nodes that it can communicate with using the new technology.
We propose a new model of technology diffusion inspired by the networking literature on this topic.
Given the communication network G(V, E), we assume that node u activates (i.e., deploys the new technol-
ogy) when it is adjacent to a connected component of active nodes in G of size exceeding node u’s threshold
θ(u). We focus on an algorithmic problem that is well understood in the context of social networks, but thus
far has only heuristic solutions in the context of communication networks: determining the smallest seed-
set of early adopter nodes, that once activated, cause a cascade that eventually causes all other nodes in
the network to activate as well. Our main result is a near-optimal approximation algorithm that returns a
seedset that is an O(r` log |V |)-factor larger than then the optimal seedset, where r is the graph diameter
and each node’s threshold can take on one of at most ` possible values. Our results highlight the substantial
algorithmic difference between our problem and the work in diffusion on social networks.
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Additional Key Words and Phrases: Technology diffusion, non-local influence, communication networks,
connected components, optimization.
ACM Reference Format:
Goldberg, S., and Z. Liu. February 2012. Technology Diffusion in Communications Networks. ACM 42, 42,
Article 42 (February 2012), 41 pages.
DOI = 10.1145/0000000.0000000 http://doi.acm.org/10.1145/0000000.0000000
This work is supported by the National Science Foundation, under grant S-1017907 and CCF-0915922.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted
without fee provided that copies are not made or distributed for profit or commercial advantage and that
copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights
for components of this work owned by others than ACM must be honored. Abstracting with credit is per-
mitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component
of this work in other works requires prior specific permission and/or a fee. Permissions may be requested
from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212)
869-0481, or permissions@acm.org.
c© 2012 ACM 0000-0000/2012/02-ART42 $10.00
DOI 10.1145/0000000.0000000 http://doi.acm.org/10.1145/0000000.0000000
ACM Journal Name, Vol. 42, No. 42, Article 42, Publication date: February 2012.
42:2 S. Goldberg and Z. Liu.
1. INTRODUCTION
Cascade effects provide a simple and effective way to drive global diffusion of a
new technology in a network: after a few well chosen seed nodes are convinced to adopt
the technology, more and more nodesmake local decisions to adopt the technology until
eventually everyone in the network has adopted it. Given the complexity and expense
involved in persuading a large, dispersed network of nodes to adopt a new technology,
a particularly important algorithmic problem is to determine the smallest possible
seedset of early adopter nodes, and thus also the “cheapest” way to drive a cascade
that leads to global adoption [Domingos and Richardson 2001; Kempe et al. 2003].
Diffusion models are predicated on a model of node utility; namely, the benefit an
individual node obtains when it decides to adopt the technology. In the rich literature
on cascade effects in social networks (see e.g., [Granovetter 1978; Schelling 1978; Mor-
ris 2000; Domingos and Richardson 2001; Kempe et al. 2003] and subsequent works),
the model of node utility is highly local — it depends on only a node’s “friends” or im-
mediate neighbors in the social network. However, there are many interesting contexts
where this highly-local model of utility is not applicable.
Communication networks. We are particularly inspired by the example of diffusion
of communications technologies in networks like the Internet; here, a node’s utility
should depend not only its immediate neighbors, but also with on the number of (pos-
sibly distant) nodes that it can communicate with using the new technology. There
has been significant interest in the networking community in the impact of cascade
effects on technology diffusion (see Section 1.4). Motivated by this research, in this pa-
per we propose a new model of technology diffusion. Central to our model is the idea
of non-local utility, which is present in much of the literature on communication tech-
nologies e.g., [Chang et al. 2006; Avramopoulos et al. 2007; Gill et al. 2011; Ozment
and Schechter 2006; Jin et al. 2008; Gue´rin and Hosanagar 2010; Joseph et al. 2007].
Utility as connected components. We say a node is inactive if it uses a older version of
the technology, and activates once it deploys its new, improved version. In our model,
node utility depends on the size of connected components of active nodes adjacent to
node u in G, i.e., on the size of the connected component containing u in the subgraph
of G(V,E) induced by {u} ∪ {v : v ∈ V,Node v is active}. This model captures the
following two natural ideas:
(1) A pair of nodes u, v may communicate using the new technology only if there is
path from u to v in G consisting only of active nodes. This property characterizes
many important networking technologies (see Section 1.4).
(2) A node’s utility should depend on the number of other nodes it can communicate
with using the new technology. This idea is known in the popular literature as
Metcalfe’s Law, which states that utility that a single user gets from being part of
a network of n users scales as n [Metcalfe 1995], and in also line with traditional
ideas in economics, e.g., [Katz and Shapiro 1986]: “[t]he benefits that a consumer
derives ... depend on how many other consumers ultimately purchase compatible
units, ... in other words, ... [it] depends only on the final network sizes.”
Given this model of node utility, we consider the algorithmic problem of choosing the
smallest seedset of early adopter nodes, that once activated, can cause a cascade that
leads to global adoption of the new technology. This problem is particularly impor-
tant in the context communication networks, where nodes typically represent profit-
maximizing Internet service providers that must be convinced by governments or stan-
dards bodies to adopt a new technology (see e.g., [Chang et al. 2006; Avramopoulos
et al. 2007; Gill et al. 2011; Ozment and Schechter 2006]).
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1.1. Our setting.
We assume that the underlying network structure G(V,E) is fixed, and consider
a progressive technology diffusion process: a node starts out as inactive (using a older
version of the technology) and activates (adopts its new, improved version) once it ob-
tains sufficient utility from the new technology. Once a node is active, it can never
become inactive. To model the cost of technology deployment, we associate a thresh-
old θ(u) with each node u that determines how large its utility should be before it
is willing to activate. We assume that a node u activates when its utility exceeds
θ(u), i.e., if the connected component containing node u in the subgraph induced by
{v : v ∈ V,Node v is active} ∪ {u} has size at least θ(u).1
Optimization problem. Given graphG = {V,E} and a deterministic threshold function
θ : V → {0, ..., |V |}, our goal is to find a seedset S that is feasible, i.e., when the nodes
in S are activated every other node in the graph eventually activates as well.
1.2. Our results.
Our main result, stated precisely as Theorem 3.3, is an approximation algorithm:
THEOREM 1.1 (MAIN RESULT). Consider a technology diffusion problem
{G(V,E), θ} where the optimal seed set has size opt, the graph has diameter r
(i.e., r is the length of “longest shortest path” in G), and there are at most ` possible
threshold values, i.e., θ : V → {θ1, ..., θ`}. Then there exists a polynomial running time
algorithm that returns a feasible seedset S of size O(r` log |V |opt).
Exposition. Our algorithm, which uses linear programming, is based on two key ideas
discussed in detail in Section 3.1:
(1) Linearization. The non-local nature of our utility function makes it challenging
to encode our problem as an integer program. Nevertheless, we observe that this
function can be encoded using only local constraints if we restrict our search space
to seedsets that give rise to connected activation sequences, i.e., seedsets that en-
sure that set of active node induce a connected subgraph of G at every point in
the diffusion process. We then show that this restriction means that our IP must
return a 2-approximation to the optimal seedset.
(2) Randomized rounding using network flows. Given the relaxation of the IP, we cir-
cumvent a potentially large integrality gap (Appendix A) by designing a novel ran-
domized rounding algorithm that simultaneously interprets the fractional values
returned by the linear program (LP) as network flows and probabilities. For this
to work, we need to further restrict our search space; now we require the seedset
itself to be connected, i.e., the nodes in the seedset induce a connected subgraph of
G, and thus can obtain an O(r` log |V |) approximation to the optimal seedset.
On the optimality of our results. For the wide range of problem instances where r, ` =
O(log |V |), our algorithm presents a O˜(1)-approximation. The following lower bound
(Section 4) indicates that our results are also near optimal for these instances:
LEMMA 1.2. The technology diffusion optimization problem does not admit any
o(ln |V |)-approximation algorithm, even when the graph has a constant diameter r, and
the number of threshold values is a constant `. Furthermore, the result holds even if we
require the seedset to be connected.
1Note that we can accommodate models of network value other than Metcalfe’s Law [Metcalfe 1995] by
scaling the thresholds, e.g., for the Odlyzko-Tilly Law [Briscoe et al. 2006] replace θ with eθ .
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Indeed, r and ` are O(log |V |) in many interesting settings:
Graph diameter r. Empirical graphs of communication networks like the Internet
exhibit very small diameter: the autonomous system graph used in [Gill et al. 2011]
has 37K nodes and diameter 11, while a router-level (skitter) graph from 2005 has
1.7M nodes and diameter 25 [Leskovec et al. 2005]. In fact, [Leskovec et al. 2005]
has provided empirical evidence that these graph diameters actually shrink as the
graph grows. Moreover, there is a large class of random graphs that have diameter
r = O(log |V |), e.g., Erdos-Renyi random graph family, the preferential attachment
graph family [Albert and Baraba´si 2002], etc.
We can also show that our algorithm’s dependence on r follows because it is re-
stricted to returning connected seedsets. The following unconditional lower bound sug-
gests that circumventing polynomial dependencies on r requires an algorithm that can
return disconnected seedsets, and likely also a different set of techniques:
LEMMA 1.3. For any fixed integer r, there exists an instance of technology diffusion
problem {G, θ} such that (a) the diameter of G is Θ(r), and (b) the optimal connected
seedset is at least Ω(r) larger than the optimal seedset.
Threshold granularity `. Parameter ` is a natural restriction on the granularity of
the threshold function θ. [Gill et al. 2011] have argued that is it natural to restrict the
granularity of θ, given the difficulty of obtaining empirical data on technology deploy-
ment costs relative to utility, for every single node in the graph. Indeed, the literature
often deals with this difficultly by simply assuming that all nodes have the same θ
values [Morris 2000; Ozment and Schechter 2006; Gill et al. 2011; Chang et al. 2006],
or by drawing θ randomly from some distribution [Kempe et al. 2003].
Beyond heuristics. Given the prevalence of heuristics in the literature (see Sec-
tion 1.4), one might wonder if the seedsets returned by our algorithms are actually
any better than heuristic solutions. To give evidence that our approach finds solutions
that are not found by heuristics, in Section 5 we run our IP on a few small problem
instances and find that it does indeed return solution that are different (and often
substantially better) than several natural heuristics.
1.3. Relationship to the linear threshold model in social networks.
One inspiration for our model was is linear threshold model for social networks,
articulated in [Kempe et al. 2003] and appearing in many other works. Indeed, we
diverge from the linear threshold model only in our choice of utility function; our’s is
non-local, while theirs assumes a node’s utility is given by the (weighted) sum of its
active neighbors in G. Despite the superficial similarities, there is a substantial al-
gorithmic difference between these models. [Chen 2008] considers finding an optimal
feasible seedset (i.e., the smallest seedset that activates all nodes in graph) in the lin-
ear threshold model in social networks where thresholds are fixed, and deterministic,
and shows that it is NP-hard to find a seedset of size O(2log
1− |V |) ·opt for any  > 0; his
result holds even if r, ` = O(1). In contrast, if r, ` = O˜(1), then our main result shows
that our model admits a O˜(1)-approximation algorithm.
Moreover, [Kempe et al. 2003] worked around these discouraging approximation-
hardness result by assuming that thresholds were chosen uniformly and indepen-
dently at random after the seedset was selected. This way, they could show the sub-
modularity of the “influence function”, i.e., the expected number of nodes activated by a
seedset S, and therefore use greedy algorithms to find a seedset of size (1−1/e−) ·opt.
In contrast, we show in Appendix F that this submodularity property fails to hold in
our setting, highlighting another difference between our model and theirs. In fact, we
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show our influence function is neither submodular nor supermodular, even if we (a)
randomize the thresholds as in [Kempe et al. 2003], or limit ourselves to (b) graphs of
constant radius, or (c) a constant number of threshold values. Moreover, we see nei-
ther diminishing, nor increasing marginal returns even if we restrict ourselves to (d)
connected seedsets.
1.4. Related networking research
In addition to the long line of work on diffusion in social networks (e.g., [Granovet-
ter 1978; Schelling 1978; Morris 2000; Domingos and Richardson 2001; Kempe et al.
2003] and many others) , the networking community has been grappling with the prob-
lem of technology upgrades in the Internet for many years, see e.g., [Clark et al. 2005;
Chang et al. 2006; Avramopoulos et al. 2007; Gill et al. 2011; Ozment and Schechter
2006; Jin et al. 2008; Elmore et al. 2008; Edelman 2009; Gue´rin and Hosanagar 2010;
Joseph et al. 2007]. A large number networking technologies are characterized by the
propertywe described above: that an a pair of active nodes can only communicate using
the new technology if they have a path between them consisting only of active nodes.
The most obvious example is secure Internet routing [Kent et al. 2000; Lepinski 2011].
Here, cryptographically-signed routing messages may only be propagated on paths
where each and every node is secure [Lepinski 2011; Gill et al. 2011]. This property
is also shared by protocols like interdomain Quality of Service (QoS) [Howarth et al.
2005], fault localization [Barak et al. 2008], denial of service (DoS) prevention [Yaar
et al. 2004], and, to a lesser extent, IPv6 [Deering and Hinden 1998] 2.
A number of works have used simulation studies to understand the relation-
ship between seedset selection and cascading technology adoption e.g., [Ozment and
Schechter 2006; Chang et al. 2006; Gill et al. 2011; Joseph et al. 2007]. Most of these
works, with the exception of [Gill et al. 2011], have sidestepped the question of choosing
an optimal seedset and have gone directly to using heuristics (often, “choose the high-
degree nodes”). [Gill et al. 2011] study secure routing protocol deployment in realistic
routing model, and after showing that it is NP-hard to find a constant approximation
of an optimal seedset, move on to heuristics as well. While our work presents a more
stylized model of the diffusion process, to our knowledge, it is also is the first approxi-
mation algorithm to provide worst-case guarantees when utilities are non-local.
2. FORMAL STATEMENT OF OUR MODEL
Definition 2.1 (Technology diffusion process). Let G = {V,E} be a connected undi-
rected graph. Let S be the seedset, an arbitrary subset of V . Let θ be the threshold
function of G, which maps V to {θ1, .., θ`} with θi are all in {2, ..., n}. The technol-
ogy diffusion process on {G, θ} with respect to the seedset S is a family of functions
{ft : V → {0, 1} | t ∈ N} such that
—When t = 1, f1(v) =
{
1 if v ∈ S
0 otherwise.
—When t > 1, ft(u) = 1 if and only if
(1) ft−1(u) = 1 or
(2) in the subgraph induced by {v : ft−1(v) = 1} ∪ {u}, the size of the connected
component that contains u is at least θ(u).
2There are technologies that allows IPv6 messages to be tunnelled from one disconnected IPv6-enabled
component of the network to another. However, tunnelling often incurs unacceptable performance penal-
ties [Huston 2011; Gue´rin and Hosanagar 2010], so we may think of utility as the number of IPv6-enabled
destinations a node can be reach without tunnelling. (The other technologies we mention do not support
tunnelling.)
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Thus, ft(u) is u’s status as the t-th timestep; when ft(u) = 1, we say v is turned on or is
activated at the t-th timestep; when ft(u) = 0, we say v is off or is inactive at the t-th
timestep.
Definition 2.2 (Technology diffusion optimization problem.). We say
T = min{t : ft = ft+1} is the completion time of the diffusion process. We say S is
a feasible seedset with respect to {G, θ} if {v : fT (v) = 1} = V , i.e., . all nodes are
turned on by the process’ completion time. Then, the technology diffusion optimization
problem is to find the smallest feasible seedset S when G and θ are given as input.
3. APPROXIMATION ALGORITHM
We start with a detailed overview of key technical ideas in Section 3.1. We then
describe our IP formulation in Section 3.2, and prove its correctness in Section 3.3; see
also Appendix A for a discussion of the integrality gap that could arise in an alternate
(simpler) version of the IP. Our rounding algorithm is presented in Section 3.4, and its
correctness is proved in Section 3.5. Finally, to assist with the exposition, we present
series of examples in Appendix B to illustrate constructions used by our algorithm.
3.1. Highlights of our algorithm
3.1.1. Linearization & formulating the IP.
Amajor complication of our setting is that a node’s activation decisions can depend
on remote nodes in the graph. Consider a step in the diffusion process where there are
multiple disconnected active components, and at time t, a single node u activates and
joins these components into single ‘giant’ active component. This event would dramati-
cally change the utility of nodes that are distant from node u but adjacent to new giant
active component. These dramatic, non-local changes make it difficult to encode the
problem as an IP; for instance, consider a natural IP formulation that uses indicator
variables yi,t that are set iff node ui is activated at timestep t. The IP would need to
decide if the size of the active components including ui at timestep t exceeds θ(ui), a
task that would likely require the use of threshold gates. This complicates matters
since IPs are generally unable to express threshold gates.
It turns out that we can avoid threshold gates if the IP is only required to give an
2-approximation to the optimal seedset. To do this, we introduce the following notion:
Activation sequences. Given a seedset S, we can define an activation sequence T as
a permutation from V to [n] that indicates the order in which nodes activate. While
Definition 2.1 imposes a one-to-one relationship between nodes and the timestep in
which they activate, this notion of activation sequence is looser. Here, a seed may
activate at any timestep, and a non-seed node u may activate at a timestep T (u) as
long as u is part of a connected component of size at least θ(u) in the subgraph induced
by {u} ∪ {v : T (v) < T (u)}.
min
∑
i≤n
∑
t<θi
xi,t
subject to: ∀t, i : xi,t ∈ {0, 1}
∀i :
∑
t≤n xi,t = 1 (permutation constraints)
∀t :
∑
i≤n xi,t = 1 (permutation constraints)
∀t > 1, i :
∑
{vi,vi′∈E}
∑
t′<t xi′,t′ ≥ xi,t (connectivity constraints)
Fig. 1: Simple IP for the technology diffusion optimization problem.
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Notice that we uniquely recover a feasible seedset S from an activation sequence T by
deciding that node u is a seed iff θ(u) > T (u). Thus, we our IP will encode an activation
function T , as a proxy for the seedset S.
We can use activation sequences to convert node’s activation decision from global
(i.e., influenced by remote nodes) to local (i.e., influenced only by neighbors). To do this,
we restrict the search space of our IP to connected activation sequences, i.e., activation
sequences T such that at every timestep t, the set of active nodes induces a connected
subgraph of G. This way, we know that there are exactly t active and connected nodes
at every timestep t, so any inactive node u can decide to activate if (a) at least one of
its neighbors are active, and (b) the current timestep t is t ≥ θ(u). Armed with these
observations, encoding the IP becomes straightforward. See Figure 1:
Simple IP encoding. Let xi,t be the indicator variable such that xi,t = 1 if and only
if T (vi) = t. The permutation constraints guarantee that the variables xi,t represent a
permutation. The connectivity constraints ensure that if xi,t = 1 (i.e., node ui activates
at step t), there is some other node ui′ such that ui′ (a) is a neighbor of node ui and and
(b) activates at earlier time t′ < t. Finally, the objective function minimizes the size of
the seedset by counting the number of xi,t = 1 such that t < θ(ui).
Bounding the size of the seedset. To see why restricting our search space to connected
activation sequences results in a 2-approximation, consider a timestep when two or
more disconnected active components merge into a single component, and notice that
whenever this happens, there is exactly one connector node that activates and joins
these two components. It turns out the if we add every connector node to the optimal
seedset, we can rearrange the activation sequence to enforce connectivity. Since ev-
ery connector node causes a decreases the number of disconnected components, and
number of disconnected component is bounded size of the optimal seedset, we have the
following lemma (proved in Appendix C):
LEMMA 3.1. The smallest seedset that can induce a connected activation sequence
is at most twice the size of optimal seedset.
3.1.2. Network flows & randomized rounding.
Unfortunately, we can’t use the simple IP of Figure 1 to design our approximation
algorithm, as it may exhibit a large integrality gap (see Appendix A). To deal with
this, we need a new idea for our rounding approach: we shall simultaneously interpret
fractional values returned by the LP both as network flows, and as probabilities.
The diffusion process as network flows. When a node u activates at time T (u), we imag-
ine a unit flow that originates at a seed node, and flows to node u along the network
induced by the nodes activated prior to timestep T (u). Our IP encodes this via flow
constraints, that serve two purposes. First, they eliminate the the pathological exam-
ple of Appendix A. Second, they force our LP to return fractional flows f ∈ [0, 1] that
have the following pleasant interpretation: if there is a flow f ∈ [0, 1] from a seed node
to a node u at time t, then node u has probability f of activating at time t.
Fractional flows as probability mass. Suppose that at time t, there are two disjoint
flows f1 and f2 originating from different seeds, and arriving simultaneously at node
u. The total flow at node u at time t is then f1 + f2. What does this merge of two
disjoint flows mean in our probabilistic interpretation? It turns out that the natural
interpretation is already pretty sensible: with probability f1, the technology is diffused
via the first flow, and with probability f2 the technology is diffused via the second flow.
Now, the probability that the technology is diffused to u via either of these two flows is
1− (1 − f1)(1 − f2). If f1, f2 are both small, this probability becomes ≈ f1 + f2, so that
the total flow can be used to determine node u’s activation probability. On the other
hand, if f1 or f2 is large, we are fairly confident that u should activate prior to time t,
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and so we can simply decide that T (u) ≤ t without incurring a large increase in the
size of the seedset.
Connecting the seedset. Since network flows must originate at seed nodes, our round-
ing algorithm will require all seed nodes to activate before the non-seed nodes. Cou-
pling this with the requirement that our activation sequence is connected, it follows
that our rounding algorithm will return a connected seedset S (i.e., the nodes in S
induce a connected subgraph of G). To guarantee a connected seedset, our rounding
algorithm samples candidate seed nodes and glues them together as follows:
GLUE-SEEDS(S)
1 while S is not connected
2 do Let C be the largest connected component in the subgraph induced by S.
3 Pick u /∈ C. Let P be the shortest path connecting u and C in G.
4 Add nodes in P to S.
5 return S.
If r is the diameter of the graph (i.e., the length of the longest shortest path in G),
then gluing incurs a factor of O(r) increase in the size of the seedset, which we show
is optimal in Lemma 4.2.
3.2. Integer program
In Figure 2, we present the IP we used to design our approximation algorithm. We
replace the simple connectivity constraints of the IP in Figure 1 with a more robust set
of constraints that use network flows to enforce connectivity, i.e., that all active nodes
are connected, and that node u activates after there are at least θ(u) − 1 active nodes
such that one of the active nodes is u’s neighbor.
Network flows. We require that when xi,t = 1, we can push a flow of unit capacity from
an arbitrary seedset node to ui using only the subgraph induced by nodes activated
before time t. To do this, we first extract the subgraph containing all the activate nodes
at time t, and then ensure this subgraph admits a unit capacity of flow from a seed
min
∑
i≤n
∑
t<θi
xi,t
subject to:
∀i, t : xi,t ∈ {0, 1}
∀i
∑
t≤n xi,t = 1 (permut’n constraints)
∀t
∑
i≤n xi,t = 1 (permut’n constraints)
∀{i′, i} /∈ E(G), t′, t ∈ [n] : ei′,i,t′,t = 0
∀{i′, i} ∈ E(G), t′ ≥ t : ei′,i,t′,t = 0
∀{i′, i} ∈ E(G), t′ < t : ei′,i,t′,t ∈ {0, 1}
∀i, t :
∑
t′<t
∑
{i′,i}∈E ei′,i,t′,t = xi,t (tree constraints)
∀i′, t′, t :
∑
{i′,i}∈E ei′,i,t′,t ≤ xi′,t′ (activity constraints)
x1,1 = 1 (make X1,1 the source)
∀i, t ≥ θ(ui) ∀ partitions of V (Ht(i))
S, S, s.t.X+1,1 ∈ S, sk ∈ S
∑
e∈δ(S,S) c(e) ≥
∑
θ(ui)≤t′≤t
xi,t′ (flow constraints).
Fig. 2: Integer program for solving the technology diffusion problem.
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node to node ui. We can do this by tracing the “trajectory” of the diffusion process,
since when the seedset is connected, the technology diffusion process can be viewed as
a growing tree. (See the example in Figure 6 of Appendix B.) We therefore impose our
flow constraints over the following tree:
Timestamped diffusion tree. Node T−1(1) is the root. For each t > 1, the tree consists of
all the nodes that are activated on or before time t. Moving from t−1-th to t-th step, the
node u = T−1(t) is appended to the tree as a new leaf by adding a single directed edge
from u to an arbitrary tree node v such that v ∈ {T−1(1), ..., T−1(t− 1)} and edge (u, v)
is in the graph G. Finally, tree edge (T−1(t′), T−1(t)) is labeled with timestamps (t′, t).
To encode the timestamped diffusion tree in our IP, we use edge variables ei′,i,t′,t such
that ei′,i,t′,t = 1 iff edge {i′, i} is in the timestamped diffusion tree with label (t′, t). The
tree constraints ensure that each node in the timestamped diffusion tree has exactly
one incoming edge, while the activity constraints ensure that only active nodes may
have children in the tree.
To impose the flow constraints, we use the following hypergraphH (see the exam-
ple in Figure 7 of Appendix B):
The hypergraph H. H has vertex set {Xi,t : i, t ∈ [n]}, where vertex Xi,t has “mass”
xi,t. For every non-zero ei′,i,t′,t, H has a directed edge from Xi′,t′ to Xi,t with capacity
ei′,i,t′,t. We also call vertices {Xi,t : t = θ(ui)} the threshold vertices of H, and let the
threshold line be a line that joins all threshold vertices. All the vertices Xi,t such that
t < θ(ui) are referred to as vertices to the left of the threshold line; all the rest are
vertices to the right of the threshold line.
We think of the vertices to the left of the threshold line in H as corresponding to seed
nodes, while those to the right correspond to non-seed nodes. We want to ensure that
all Xi,t to the right of the threshold line (corresponding to non-seeds) have mass xi′,t′
that exceeds neither (a) the capacity of the edge variables ei′,i,t′,t, nor (b) the mass at
the nodes that induced node i′ to activate, e.g., xi,t. To do this, we define a family of
multi-flow problems as follows:
The (i, t)-flow problem. Fix an arbitrary i and t such that t ≥ θ(ui). Let j be the
node corresponding to root of the timestamped diffusion tree, i.e., j activates at the
first timestep so that xj,1 = 1. Let Ht be the subgraph of H induced by the vertices
{Xi′,t′ : i ∈ [n], t′ ≤ t}, where the mass on each Ht’s vertices is interpreted as its
capacity, and the directed edge from Xi′,t′ to Xi,t has capacity ei′,i,t′,t. The (i, t)-flow
problem is a multiple-sink flow problem over Ht where that the source is Xj,1 and
the sinks are vertices to the right of the threshold line Xi,θ(ui), Xi,θ(ui)+1, ..., Xi,t. The
demand for sink Xi,t is xi,t. The flow constraints ensure that there is a solution to the
(i, t)-flow problem for each i and t ∈ [n] such that t > θ(ui).
Implementing the flow constraints. The (i, t)-flow constraints are enforced via max-
flow-min-cut, i.e., by using the fact that the minimum cut between the source and
sinks is the same as the maximum flow. For each (i, t)-flow problem, a simple min-cut
formulation requires:
(1) knowledge of the source, so assume X1,1 is known to be the source, (A simple,
polynomial-time way to achieve this is by guessing; run the IP n times, relabeling
a different node in the graph as u1 for each run, and use the run that returns the
smallest seedset. The subsequent discussion corresponds to this “correct” run.)
(2) a single sink, so we introduce node sk to connects sinks Xi,θ(ui), ..., Xi,t,
(3) capacities on edges only, so we consider a new hypergraph Ht(i) that identical to
Ht except that each node Xj,τ is replaced with two nodes X
+
j,τ , X
−
j,τ connected by a
directed edge of capacity xj,τ .
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In each hypergraphHt(i), we need to supply skwith demand
∑
θ(ui)≤t′≤t
xi,t′ . Let S and
S be a partition of the vertices of Ht(i), where X
+
1,1 ∈ S and sk ∈ S. Let δ(S, S) be the
set of cross edges from S to S. Let c(e) be the capacity of each edge e in Ht(i). The flow
constraints require that the capacity of all cuts are at least as large as the demand at
the sink node.
3.3. Correctness of the IP
We combine Lemma 3.1 with the following lemma to conclude that the IP in Fig-
ure 2 returns a seedset of size 2opt. (Strictly speaking, this holds only if when u1 is a
seed in an optimal connected activation sequence due the constraint “(make X11 the
source)”; when this doesn’t hold, the seedset has size at most 2opt + r, but as we dis-
cussed above we can ignore these runs of the IP.)
LEMMA 3.2. The IP in Figure 2 returns a connected activation sequence.
PROOF. We show that (a) all activation sequences satisfying the constraints of the
IP must be connected, and (b) all connected activation sequences must satisfy the con-
straints.
We start with the first item.We use induction over t to show that the constraints in
Figure 2 excluding the flow constraints force the IP to consider only connected activa-
tion sequences: The base case where t = 1 is trivial because there is only one activated
node, namely u1. For the induction step, suppose the set of active nodes is connected
up to time t, and xi,t+1 = 1 for some i. The tree constraint ensures that there exists an
i′ and a t′ < t + 1 such that ei′,i,t′,t+1 = 1. The activation constraint also ensures that
xi′,t′ ≥ ei′,i,t′,t+1 = 1. Therefore, there exists a node i′ that is activated before time t+1
and is connected to i, so that the set of active nodes are also connected at time t+ 1.
To show the second item, we show that the flow constraints do not rule out any
connected activation sequences. To do this, fix arbitrary i and t and consider two cases:
Case 1. If for all t′ ≤ t, xi,t′ = 0, then there is no demand for any of the sinks in the
(i, t) flow problem, so the flow constraints trivially cannot rule out any solutions.
Case 2. Suppose there exists exactly one t′ ≤ t where xi,t′ = 1. From the definition
of the (i, t) flow problem, we must have t′ ≥ θ(ui). Since the IP only searches through
connected activation sequences T , it follows that T can be associated with timestamped
diffusion tree that has a path from u1 (the first node to activate) to ui. It follows that
there must also be a unit flow from X1,1 to Xi,t′ in H, and so this flow is a solution for
the (i, t)-flow problem.
3.4. Relaxing and rounding algorithm
Our next task is to relax the IP in Figure 2 in the usual way3 (replacing the indica-
tor variables with real variables over the [0, 1] interval), and rounding the solution. Let
σ be an optimal solution for the LP. Given σ, our rounding procedure will first recon-
struct both the seedset S and an activation function T , and then iteratively reconcile
inconsistencies between S and T .
3.4.1. Properties of the rounding procedure..
When we work with the relaxed LP, we also relax our notion of activation se-
quences. Now, we no longer assume that T is a permutation, and instead allow more
3Note that the relaxed LP contains an exponential number of constraints (namely, the flow constraints).
Nevertheless, we can use the ellipsoid method to find an optimal solution in polynomial time using a sep-
aration oracle [Williamson and Shmoys 2010] that validates if each of the (i, t)-flow problems over H have
solutions, and if not, returns a min-cut constraint that is violated. This oracle can be constructed using
algorithms in, e.g., [Hao and Orlin 1992].
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than one node (or even no nodes at all) to activate in a single timestep. However, the
following three properties ensure that this relaxed notion does not create problems:
X1. (Consistency): After rounding is complete, T and S will be consistent; that is,
T encodes an order of activation for a diffusion process induced by {G, θ, S} where
any seed node u ∈ S is allowed to activate at any time, and any non-seed node
u /∈ S is allowed to activate at any time it is connected to an active component of
size at least θ(u)− 1.
X2. (Connectivity): The activation sequence T is such that the set of active nodes
is connected at all times (i.e.,
⋃
t′≤t T
−1(t′) is connected in G for 1 ≤ t ≤ n.).
X3. (Feasibility): The activation sequence T is such that every node eventually
activates (i.e., T (u) ≤ n for each u ∈ V ).
Thus, if the seedset S is consistent with the activation sequence T , then the seedset S
is also feasible.
3.4.2. Overview of the the rounding procedure.
Our rounding procedure works as follows. (To assist with the exposition, we also
present an example of this rounding procedure in Appendix B.)
Reconstructing the seedset S. We use a randomized procedure to place a graph node
ui in the seedset with probability proportional to it’s cumulativemass to the left of the
threshold line i.e.,
∑
t<θ(ui)
xi,t. This allows us to reconstruct a “small” seedset, but is
not sufficient to guarantee that reconstructed seedset is feasible.
Reconstructing the activation function T . One the other hand, our reconstruction of
the activation function T will guarantee that T is connected and feasible, but not that
T encodes a “small” seedset. We do this by relying heavily on the finer information
provided by the individual “mass” xi,t, and interpreting these values as both network
flows and probabilities. On one hand, we use the flow interpretation to construct the
activation sequence as a function of (a) the mass of the hypergraph nodes H to the left
of the threshold line (i.e., which will act as the source of the network flows) and (b)
the structure of hypergraph H (which will act as the network carrying these flows).
On the other hand, we use the probability interpretation to ensure that distribution
of T (ui) is, in expectation, approximately characterized by the vector (xi,1, xi,2, ..., xi,n).
Our reconstruction procedure will guarantee that T is connected and feasible, but not
that T encodes a “small” seedset.
Reconciliation. We need to worry about situations where the activation function has
fewer than t nodes active at timestep t (inclusive). If we ignore this, T and S could
be inconsistent: T might suggest that a non-seed node u /∈ S activates “too early”,
i.e., at time T (u) where there are fewer than θ(u) active nodes.To deal with this, we
reconcile the reconstructed seedset S and reconstructed activation function T , so that
they become consistent, and we have a seedset that is both feasible and small. We use
an iterative, `-step procedure, where ` is the number of possible threshold values we
have in the problem instance, i.e., θ : V → {θ1, ..., θ`}. In each step, we again use the
probability/network flow interpretation of our problem to “repair” situations when the
activation sequence T has fewer than θj nodes activated at timestep θj by adding extra
nodes to the seedset S.
Organization. To execute the above, we first construct a “preliminary” seedset S0 and
activation function T0 (Section 3.4.3). In the reconciliation stage (Section 3.4.4), we
iteratively construct a sequence of pairs {S1, T1}, ..., {S`, T`} , so that at the end S` is a
feasible solution and T` is consistent with S` (as proved in Section 3.5).
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3.4.3. Reconstructing the preliminary seedset S0 and activation function T0.
The following describes the process for obtaining the preliminary seedset S0 and
activation function T0 from the fractional solution to the LP relaxation σ. We use a ran-
domized process to obtain the preliminary seedset S0. Let  > 0 be an arbitrarily small
number, which controls the tradeoff between running time and the size of seedset:
PRELIM-SEEDSET(H)
1 Initialize S0 ← ∅.
2 For each node ui ∈ V , add ui to S0 with probability min
{
1 , 24(1 + ) ln(2n) ·
∑
t<θ(ui)
xi,t
}
.
3 Let S0 ← GLUE-SEEDS(S0).
4 return S0.
(See Section 3.1 for the GLUE-SEEDS procedure.) We then deterministically obtain the
activation sequence T0.
GET-SEQ(H, S0)
1 Initialize by flagging each Xi,t ∈ H as “inactive” by setting bi,t ← 0.
2 ∀ ui ∈ S0, bi,t ← 1 for t < θ(ui). // “Activate” each Xi,t to the left of the threshold line
3 for t← 1 to n
4 do ∀ i :
5 if (∃i′, t′ : ((Xi′,t′ , Xi,t) ∈ E(H)) ∧ (bi′,t′ = 1))
6 bi,t ← 1 for t ≥ θ(ui) // “Activate” each Xi,t to the right of the threshold line
7 Obtain T0 by taking T0(ui)← min {t : bi,t = 1}.
8 return T0.
Notice that it is possible that T0 is infeasible, i.e., that T0 is such that some node u
never activates (denoted by T0(u) = ∞). (See for example the first failure mode in
Appendix B.) Thus, we repeat PRELIM-SEEDSET(H) with fresh randomness until we
obtain S0 that satisfies the two properties below. In Theorem 3.3 we show that a small
number repetitions suffice to find S0 that satisfies:
(P.1) Let T0 ← GET-SEQ(H, S0). For all i, t with
∑
t′≤t xi,t ≥
1
12(1+) , then T0(ui) ≤ t.
(P.2) The size of S0 is at most
|S0| = 24(1 + )
2 ln(2n)r · (2opt) (1)
Note that (P.1) immediately implies that the activation sequence T0 is feasible; set
t = n in (P.1), so that ∀i,
∑
t′≤n xi,t′ = 1 ≥
1
12(1+) , so T0(ui) ≤ n.
3.4.4. Reconciliation procedure.
The reconciliation procedure takes in the inconsistent preliminary seedset S0 and
activation function T0, a uses an `-stage process to reconcile them. (Recall that ` defines
the number of possible thresholds in our problem, i.e., θ : V → {θ1, ..., θ`}.)
We do this iteratively. At the kth stage of the reconciliation procedure (for all k ∈
{1, .., `}), we assume that seedset Sk−1 and activation function Tk−1 from the previous
stage are “good” up to timestep θk−1, and use these to produce Sk and Tk that are “good”
up to timestep θk. Our notion of “goodnesss up to time θk” for seedset Sk and activation
function Tk is defined as follows:
(C.1). Sk and Tk are partially consistent up to to time θk (inclusive). That is, for
any node u such that Tk(u) ≤ θk − 1 (a) either u ∈ Sk (i.e., u is a seed), or (b) in
the subgraph induced by u and the set of nodes that are active up to time θk − 1
according to Tk, the connected component containing u has size at least θ(u).
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(C.2). Tk is such that the number of active nodes at time θj−1 (inclusive) is at least
θj − 1 for every j ≤ k.
(C.3). Sk grows by an additive factor of at most
|Sk\Sk−1| = rmax{log(2n/) , 24(1 + ) · (2opt)} (2)
Thus, the kth stage of the reconciliation procedure takes seedset Sk1 and produce a
new seedset Sk ⊇ Sk−1, as follows:
UPDATE-SEEDSET(H, S)
1 For each non-seed node ui ∈ V \S, add ui to S with probability min
{
1 , 4(1 + ) ·
∑
t<θ(ui)
xi,t
}
.
2 Let S ← GLUE-SEEDS(S).
3 return S.
Using Sk ← UPDATE-SEEDSET(H, Sk−1), we can obtain a new activation sequence as
Tk ← GET-SEQ(H, Sk). As before, we repeat UPDATE-SEEDSET(H, Sk−1) with fresh
randomness until we obtain Sk and Tk that satisfy (C.1) - (C.3). Theorem 3.3 we show
that a small number of repetitions suffice.
3.5. Correctness of the approximation algorithm
Finally, we prove the correctness of our approximation algorithm.
THEOREM 3.3. Our algorithm outputs a feasible seedset of size at most
24(1 + )2 ln(2n)r · (2opt) + ` · rmax{ln(2.89n/), 24(1+ )(2opt)} (3)
by repeating PRELIM-SEEDSET at most O˜(1) times and UPDATE-SEEDSET at most
O˜(n`/) times.
PROOF. Our proof proceeds by showing the preliminary seedset S0 is ‘small’, and
preliminary activation sequence T0 is feasible and connected. We then inductively
prove the reconciliation procedure resolves inconsistencies between the seedset and
activation sequence, by adding a small number of new seeds to the seedset; because
the seedset is consistent with a feasible activation sequence, the seedset is also feasi-
ble, and the theorem follows.
Preliminary seedset S0 and activation sequence T0. We start by showing that a small
number of repetitions of PRELIM-SEEDSET suffice to obtain a “small” preliminary
seedset S0 of size 24(1 + )
2 ln(2n)r(2opt) (i.e., the first term in equation (3)), and a
preliminary activation sequence T0 that is both feasible and connected. Let H be the
hypergraph obtained from the optimal solution to the relaxation of the IP in Figure 2.
The following suffices to show we obtain a “small” preliminary seedset after few repe-
titions of PRELIM-SEEDSET:
LEMMA 3.4. A single trial of PRELIM-SEEDSET(H) satisfies property (P.2) with
probability 1− o(1).
We prove this as Lemma H.1 (Appendix H.1). The proof uses a Chernoff bound to show
that PRELIM-SEEDSET selects at most 24(1 + )2 ln(2n)|σ| seeds with high probability.
The proof proceeds to argue that since the optimal solution to the LP σ has size at most
(2opt) (from Theorem 3.2), and the GLUE-SEEDS procedure used in PRELIM-SEEDSET
expands the seedset by a factor of at most r, (P.2) holds with high probability, so that
the size of S0 is bounded by the first term in equation (3).
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We move on the preliminary activation sequence T0 ← GET-SEQ(H, S0). To show
that T0 is connected, we use the fact that S0 is connected and following connectivity
lemma (which follows by construction of GET-SEQ, as proved in Appendix H.3)
LEMMA 3.5 (CONNECTIVITY). If S is a connected seedset and T is such that T ←
GET-SEQ(H, S), then T is connected.
Finally, note that the feasibility of T0 (i.e., T0(ui) ≤ n for all ui ∈ V ) follows from
immediately from property (P.1): set t = n in (P.1) so that
∑
t′≤n xi,t′ = 1 ≥
1
12(1+) .
Furthermore:
LEMMA 3.6. A single trial of PRELIM-SEEDSET(H) satisfies property (P.1) with
probability Ω(1).
We provide a sketch of this more substantial argument here, while the full proof is in
Appendix H.2 as Lemma H.2. The proof relies heavily on the idea that the xi,t can be
thought of both a network flows and probabilities. Fix an arbitrary ui and let t(i) be
the smallest integer such that
∑
t≤t(i) xi,t ≥
1
12(1+) . To simplify the exposition (this
simplification is not used in our full proof), suppose that either (a) xi,t = 0 for all
t ≥ θ(ui), or (b) xi,t = 0 for all t < θ(ui). These represent the two extreme cases for
our lemma; the intermediate cases can be dealt with algebraic manipulations that
“interpolate” between these extreme cases.
For case (a) all the mass is to the left of the threshold line, and we use a Chernoff
bound to show that that u is a seed with high probability. The interesting part of the
proof comes for case (b) when all mass is to the right of the threshold line. To address
this, we look at the hypergraph H, and find a set of hypergraph nodes R to the left of
the threshold lines such that (i)∑
Xj,t∈R
∑
t<θ(j)
xj,t ≥ 1/(12(1 + )). (4)
and (ii) for each Xj,t ∈ R, if GET-SEQ was to flag Xj,t as “active” (i.e., bj,t = 1) then
ui will be activated before time t(i). We first algorithmically extract the set of hyper-
graph nodes R, via network flow ideas; namely, we extract them from a feasible flow
of the (i, t(i))-flow problem. Next, when (4) holds, we use probabilistic analysis to show
that whp at least one uj corresponding to Xj,t ∈ R will be selected as a seed, i.e.,
PRELIM-SEEDSET will return S0 such that uj ∈ S0. It follows that Xj,t will be flagged
as active in GET-SEQ, and ui will activate before time t(i).
Reconciliation procedure. We show that each of the ` stages of the reconciliation pro-
cedure grows the seedset by the additive factor in equation (2), resulting in the second
term in equation (3). Moreover, we show the procedure results in a consistent seedset
and activation function.
We do this inductively. For k ∈ {1, ..., `}, we show that given Sk−1 and Tk−1 that
satisfy conditions (C.1)-(C.2), it suffices to repeat UPDATE-SEEDSET O˜(n/) times in
order to obtain Sk and Tk that satisfy conditions (C.1)-(C.3). (For the base case, note
that (C.1) and (C.2) hold for preliminary seedset S0 and activation function T0 if we
define θ0 = 0). We start by showing that (C.3) holds, so that seedset growth is small.
LEMMA 3.7 (SEEDSET GROWTH). For the randomized UPDATE-SEEDSET proce-
dure for obtaining Sk from Sk−1 we have
Pr[|Sk\Sk−1| ≥ rmax{log(2n/), 24(1 + )(2opt)}] ≤

2n
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While this proof uses similar Chrenoff bounds as in the proof of Lemma 3.4, we in-
clude it here in full in order to explain the somewhat ‘unnatural’-looking terms in
equation (3).
PROOF. Let ∆Sk be the set of seed nodes selected during step 1 of
UPDATE-SEEDSET (before gluing) and recall that we add ui to ∆Sk with probability
max{1, 4(1 + )
∑
t<θ(ui)
xi,t}. It suffices to bound |∆Sk|, since |Sk\Sk−1| ≤ r|∆Sk| after
gluing in step 2 of UPDATE-SEEDSET. Observe that
E[|∆Sk|] =
∑
i≤n
min{1, 4(1 + )
∑
t<θ(ui)
xi,t} ≤ 4(1 + )
∑
i≤n
∑
t<θ(ui)
xi,t ≤ 4(1 + )(2opt).
(where the last equality follows because the objective function of the LP has size at
most (2opt)). Let δ = max{log(2n/), 24(1+)(2opt)}. We bound the event that |∆Sk| ≥ δ
in two cases:
Case 1. 24(1+ )(2opt) ≥ log(2n/). Notice first that E|∆Sk| ≤ 6× 4(1+ )(2opt) and we
can apply the Chernoff bound (Part 2 of Theorem G.1):
Pr [|∆Sk| ≥ δ] ≤ Pr [|∆Sk| ≥ 24(1 + )(2opt)] ≤ 2
−24(1+)(2opt) ≤ 2− log(2n/) ≤ /2n.
Case 2. 24(1+ )(2opt) ≤ log(2n/). We now have E|∆Sk| ≤ 6×4(1+ )(2opt) ≤ ln(2n/).
Using the same Chernoff bound:
Pr [|∆Sk| ≥ δ] ≤ Pr [|∆Sk| ≥ log(2n/)] ≤ 2
− log(2n/) = /2n.
Next, we have a simple lemma (Lemma H.6) that shows that partial consistency condi-
tion (C.1), is immediate given that Sk and Tk that satisfy condition (C.2), and Sk−1 and
Tk−1 satisfy condition (C.1) and (C.2). We leave that lemma to Appendix H.4, and move
on to our main task: showing that a single trial of UPDATE-SEEDSET produces Sk and
Tk the satisfy (C.2) with probability O˜(/n). We do this in two steps, (with proofs in
Appendix H.5 - H.6):
1. Ideally, we would like activation function Tk−1 to have θk − 1 nodes active by time
θk−1 (inclusive) so that (C.2) will be met after Tk−1 is updated to Tk. However, this may
not be the case for Tk−1. Thus, we compute the gap between θk − 1 and the number of
active nodes at time θk−1 according to activation function Tk−1 and show such gap can
be “filled” whp after we execute UPDATE-SEEDSET once. The following lemma, proved
in Appendix H.5 follows almost immediately from algebra:
LEMMA 3.8 (GAP SIZE.). At beginning of the k-th stage, define the “gap” as
ρ = θk − 1− |{ui : Tk−1(ui) ≤ θk − 1}| (5)
Note that γ is the total mass in H to the left of the threshold line corresponding the
non-seed nodes ui ∈ V \Sk−1. It follows that
ρ ≤ γ =
∑
ui:Tk−1(ui)≥θk
∑
t<θk
xi,t
It follows that ρ ≤ γ ,
∑
ui:Tk−1(ui)≥θk
∑
t<θk
xi,t.
2. Next, we show that the number of nodes moved to a timestep earlier than θk in Tk,
is larger than the gap ρ with probability at least /n. Thus, it follows that condition
(C.2) holds with probability at least /n.
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LEMMA 3.9. Let
ρˆ = |{ui : (Tk−1(ui) ≥ θk) ∧ (Tk(ui) < θk)}|
be the number of nodes that are moved to a timestep earlier than θk in activation se-
quence Tk (relative to Tk−1). Then Pr [ρˆ ≥ γ] ≥ γ/n.
This lemma carries that majority of the substance of this part of the proof. We again
need to combine a network flow interpretation with probabilistic analysis in a manner
that is similar, but more sophisticated, than the analysis for Lemma 3.6. The main
complication is that in Lemma 3.6 the right-hand side of the inequality (4) is constant,
while here we must bound the sum of the masses through the hypergraph nodes in R
with a non-constant value that is related to the gap γ. The complete proof is presented
in Appendix H.6.
Thus, after the reconciliation procedure,S` has size as in equation (3), and is consistent
with activation sequence T`. Since T` is feasible, S` is also feasible and the theorem
follows.
4. LOWER BOUNDS
We present two lower bounds. First, we show an Ω(log n) inapproximation
lower bound for for polynomial time algorithms, assuming no efficient (1 − o(1))-
approximation algorithm for set cover problem exists. This lower bound holds even
when r (the diameter of the graph) and ` (threshold granularity) are constants, and
implies that our algorithm is close to optimal for a wide range of interesting diffusion
problems described in Section 1, where r and ` are O˜(1):
LEMMA 4.1. There is no c lnn-approximation algorithm (for some constant c) for the
technology diffusion optimization problem for a general graph, even if the seedset is
required to be connected, and graph diameter r and threshold granularity ` are O(1).
The proof, in Appendix D, is a reduction that takes an α-approximation algorithm
for the technology diffusion problem and returns an O(α)-approximation algorithm
for set cover problem. The lemma follows because the set cover problem cannot be
approximated within a factor of Θ(lnn) (see [Alon et al. 2006] and references therein).
Second, we show an unconditional Ω(r)-inapproximation lower bound for the fam-
ily of algorithms that only search for connected seedsets (i.e., seedsets that induce a
connected subgraph of G), that explains our approximation algorithm’s dependence on
graph diameter r:
LEMMA 4.2. For any fixed integer r, there exists an instance of technology diffusion
problem {G, θ} such that (a) the diameter of G is Θ(r), and (b) the optimal connected
seedset is at least Ω(r) larger than the optimal seedset.
The proof is in Appendix E. It follows that circumventing polynomial dependencies in
graph diameter r requires algorithms that can return disconnected seedsets. As dis-
cussed in Section 3.1, we believe that doing this will require substantially different
techniques, and is thus an interesting direction for future work.
5. GOING BEYOND HEURISTICS.
Given the prevalence of heuristics like “choose the high degree nodes” in the lit-
erature on technology diffusion in communication networks (e.g., [Chang et al. 2006;
Avramopoulos et al. 2007; Gill et al. 2011]), we sanity-check our approach against sev-
eral heuristics. We emphasize that our goal in the following is to give evidence that we
can find solutions that are substantially different from natural heuristics.
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threshold step length: c = 1 c = 5 c = 10 c = 20
Size Jaccard Size Jaccard Size Jaccard Size Jaccard
degree 11.8 0.42 20.9 0.36 24.45 0.38 41.75 0.46
degree-threshold 8.95 0.41 15.40 0.42 19.00 0.44 33.25 0.55
betweenness 10.50 0.45 19.65 0.39 24.2 0.38 40.85 0.47
degree discounted 11.2 0.39 21.55 0.34 25.35 0.36 41.60 0.45
degree connected 12.9 0.35 22.65 0.29 25.90 0.33 43.25 0.44
ip solver 6.45 1 11.15 1 13.75 1 23.45 1
degree overlap 0.44 0.39 0.37 0.39
betweenness overlap 0.47 0.39 0.37 0.40
Table I: Comparison the IP of Figure 1 to several heuristics.
We considered problem instances where (a) G(V,E) is 200-node preferential at-
tachment graph with node outdegree randomly chosen from {1, 2, 3, 4} [Albert and
Baraba´si 2002], and (b) thresholds θ randomly chosen from {max{2, c}, 2c, 3c, ..., d 200c e ·
c}. We ran four groups of experiments with threshold step-length parameter c fixed to
1, 5, 10, and 20 respectively. With each group, we used a fresh random preferential at-
tachment graph, and repeated the experiment five times with a fresh random instance
of the threshold functions. We solve each of these 20 problem instance using the IP for-
mulation presented in Figure 1 (with the extra restriction that the highest degree node
must be part of the seedset) and the Gurobi IP solver. We compare the result against
five heuristics that iteratively pick a node u with property X from the set of inactive
nodes, add u to the seedset S′, activate u, let u activate as many nodes as possible, and
repeats until all nodes are active. We instantiate property X as:
(a) degree: highest degree,
(b) degree-threshold: highest (degree)×(threshold),
(c) betweenness: highest betweenness centrality,
(d) degree discounted: highest degree in the subgraph induced by the inactive nodes
[Chen et al. 2009],
(e) degree connected: highest degree and connected to the active nodes.
For each group, Table I presents the average seedset size and the average Jaccard
index |S∩S
′|
|S∪S′| between IP seedset S the heuristic seedset S
′. We also compute the fraction
of nodes in S that are also part of the top-|S| nodes in terms of (a) degree (the row
denoted “degree overlap”), and (b) betweenness centrality (“betweenness overlap”). The
results of Table I do indeed give evidence that our IP can return seedsets that are
substantially different (and often better), than the seedsets found via heuristics.
ACKNOWLEDGMENTS
We thank Nadia Heninger, Nicole Immorlica, Prasad Raghavendra, Jennifer Rexford and Santosh
Vempala for discussions about earlier incarnations of this model, Ishai Menache, Michael Mitzenmacher
andMichael Schapira for comments on this draft, and Boaz Barak and David Karger for helpful suggestions.
REFERENCES
ALBERT, R. AND BARABA´SI, A.-L. 2002. Statistical mechanics of complex networks. Rev. Mod. Phys. 74.
ALON, N., MOSHKOVITZ, D., AND SAFRA, S. 2006. Algorithmic construction of sets for k-restrictions. ACM
Trans. Algorithms 2, 153–177.
AVRAMOPOULOS, I., SUCHARA, M., AND REXFORD, J. 2007. How small groups can secure interdomain
routing. Tech. rep., Princeton University Comp. Sci.
ACM Journal Name, Vol. 42, No. 42, Article 42, Publication date: February 2012.
42:18 S. Goldberg and Z. Liu.
BARAK, B., GOLDBERG, S., AND XIAO, D. 2008. Protocols and lower bounds for failure localization in the
Internet. In IACR EUROCRYPT.
BRISCOE, B., ODLYZKO, A., AND TILLY, B. 2006. Metcalfe’s law is wrong. IEEE Spectrum.
CHANG, H., DASH, D., PERRIG, A., AND ZHANG, H. 2006. Modeling adoptability of secure BGP protocol. In
Sigcomm.
CHEN, N. 2008. On the approximability of influence social networks. In ACM-SIAM Symposium on Discrete
Algorithms.
CHEN, W., WANG, Y., AND YANG, S. 2009. Efficient influence maximization in social networks. In Proc. 15th
Conference on Knowledge discovery and data mining. KDD ’09. ACM, 199–208.
CLARK, D. D., WROCLAWSKI, J., SOLLINS, K. R., AND BRADEN, R. 2005. Tussle in cyberspace: defining
tomorrow’s Internet. Trans. on Networking.
DEERING, S. AND HINDEN, R. 1998. RFC 2460: Internet Protocol, Version 6 (IPv6) Specification.
http://www.ietf.org/rfc/rfc2460.txt.
DOMINGOS, P. AND RICHARDSON, M. 2001. Mining the network value of customers. In Proc. 7th Conf on
Knowledge discovery and data mining. KDD ’01. ACM, New York, NY, USA, 57–66.
EDELMAN, B. 2009. Running out of numbers: Scarcity of ip addresses and what to do about it. Tech. rep.,
Harvard Business School.
ELMORE, H. A., CAMP, L. J., AND STEPHENS, B. P. 2008. Diffusion and adoption of ipv6 in the arin region.
InWorkshop on the Economics of Internet Security.
GILL, P., SCHAPIRA, M., AND GOLDBERG, S. 2011. Let the market drive deployment: A strategy for tran-
sistioning to BGP security. SIGCOMM’11.
GRANOVETTER, M. 1978. Threshold models of collective behavior. American Journal of Sociology 83, 6,
1420–1443.
GUE´RIN, R. AND HOSANAGAR, K. 2010. Fostering ipv6 migration through network quality differentials.
SIGCOMM Comput. Commun. Rev. 40, 17–25.
HAO, J. AND ORLIN, J. B. 1992. A faster algorithm for finding the minimum cut in a graph. In SODA.
HOWARTH, M., FLEGKAS, P., PAVLOU, G., WANG, N., TRIMINTZIOS, P., GRIFFIN, D., GRIEM, J., BOU-
CADAIR, M., MORAND, P., ASGARI, H., AND GEORGATSOS, P. 2005. Provisioning for inter-domain qual-
ity of service: the MESCAL approach. IEEE Communications Magazine.
HUSTON, G. 2011. Stacking it up: Experimental observations on the operation of dual stack services. In
NANOG’52.
JIN, Y., SEN, S., GUERIN, R., HOSANAGER, K., AND ZHANG, Z.-L. 2008. Dynamics of competition between
incumbent and emrging network technologies. NetEcon.
JOSEPH, D., SHETTY, N., CHUANG, J., AND STOICA, I. 2007. Modeling the adoption of new network archi-
tectures. In CoNEXT’07: Conference on emerging Networking EXperiments and Technologies.
KATZ, M. L. AND SHAPIRO, C. 1986. Technology adoption in the presence of network externalities. Journal
of Political Economy 94, 4, 822–41.
KEMPE, D., KLEINBERG, J., AND TARDOS, E. 2003. Maximizing the spread of influence through a social
network. In ACM SIGKDD.
KENT, S., LYNN, C., AND SEO, K. 2000. Secure border gateway protocol (S-BGP). JSAC.
LEPINSKI, M., Ed. 2011. BGPSEC Protocol Specification. IETF Network Working Group, Internet-Draft.
Available from http://tools.ietf.org/html/draft-lepinski-bgpsec-protocol-00.
LESKOVEC, J., KLEINBERG, J., AND FALOUTSOS, C. 2005. Graphs over time: Densification laws, shrinking
diameters and possible explanations. In ACM SIGKDD International Conference on Knowledge Discov-
ery and Data Mining (KDD).
METCALFE, B. 1995. Metcalfe’s law: A network becomes more valuable as it reaches more users. InfoWorld.
MORRIS, S. Jan., 2000. Contagion. The Review of Economic Studies.
OZMENT, A. AND SCHECHTER, S. E. 2006. Bootstrapping the adoption of internet security protocols. In The
Fifth Workshop on the Economics of Information Security (WEIS 2006).
SCHELLING, T. C. 1978.Micromotives andMacrobehavior. Norton.
WILLIAMSON, D. P. AND SHMOYS, D. B. 2010. The design of approximation algorithms. Cambridge Univer-
sity Press.
YAAR, A., PERRIG, A., AND SONG, D. 2004. SIFF: a stateless internet flow filter to mitigate ddos flooding
attacks. IEEE Symposium on Security and Privacy.
ACM Journal Name, Vol. 42, No. 42, Article 42, Publication date: February 2012.
Technology Diffusion in Communication Networks 42:19
A. THE SIMPLE INTEGER PROGRAM
Our IP in Figure 2 is quite complex; in this section we show why we were not
able to base our approximation algorithm on the simpler integer program of Figure 1.
For the sake of exposition, we suppose that xi,t is a mass that gives a measure of the
probability that node ui activates at time t, and refer to the example in Figure 3:
C
B
A
   
t = 1 xA,1 = 0.1
t = 2 xB,2 = 0.1 (because xB,2 ≤ xA,1)
t = 3 xC,3 = 0.1 (because xC,3 ≤ xB,1
t = 4 xB,4 = 0.2 (because xB,4 ≤ xA,1 + xC,3)
t = 5 xC,5 = 0.2 (because xC,5 ≤ xB,2 + xB,4)
t = 6 xB,6 = 0.4 (because xB,6 ≤ xA,1 + xC,3 + xC,5)
t = 7 xC,7 = 0.7 (because xC,7 ≤ xB,2 + xB,4 + xB,6)
t = 8 xB,8 = 0.3 (because xB,8 ≤ xA,1 + xC,3 + xC,5 + xC,7)
t = 9 xA,9 = 0.9 (because xA,9 ≤
∑
t′≤8 xB,t′)
Fig. 3: Here, the solution returned by the relaxed LP is unlikely to be helpful in round-
ing.
Figure 3: Suppose LP returns a solution such that at t = 1, node A has mass 0.1,
while all other nodes have mass 0. The constraints repeatedly allow mass from node
A to circulate through nodes B and C and then back to A. (See the right hand side of
Figure 3 for the variable assignments over the time). Finally, at t = 9, enough mass
has circulated back to A so that A will have mass 0.9, so that A has “probability” 0.9
of activating. Note that this is highly artificial, as all of this mass originated at A to
begin with! In fact, no matter how we interpret these xi,t, the example suggests that
   
(A, 1) (A, 2) (A, 3) (A, 4)
(B, 1) (B, 2) (B, 3) (B, 4)
(C, 1) (C, 2) (C, 3) (C, 4)
0.1
0.1 0.1
Threshold Line
Fig. 4: The hypergraph H corresponding to the activation sequence of Figure 3.
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A
B
C
D
F
E
The threshold function
θ(A) = 5
θ(B) = 2
θ(C) = 3
θ(D) = 5
θ(E) = 4
θ(F ) = 6
Fig. 5: An instance of technology diffusion problem.
A
B
(1, 2)
C
(1, 3)
F
(3, 4)
D
(3, 5)
E
(3, 6)
The optimal solution for the IP
xA,1 = 1, (∀t 6= 1, xA,t = 0)
xB,2 = 1, (∀t 6= 2, xB,t = 0)
xC,3 = 1, (∀t 6= 3, xB,t = 0)
xD,5 = 1, (∀t 6= 5, xB,t = 0)
xE,6 = 1, (∀t 6= 6, xB,t = 0)
xF,4 = 1, (∀t 6= 4, xB,t = 0)
Fig. 6: A solution for the technology diffusion problem in Figure 5 (on the right hand
side) and the corresponding timestamped diffusion tree (on the left hand side).
this “recirculation of mass” is not going to give us any useful information about when
node A should actually activate.
We took care of this recirculation of mass by introducing the timestamped diffu-
sion tree and the flow constraints, to prevent mass from circulating from a node back
to itself at some future time (e.g., From node A at time t = 1 back to itself at time t = 9).
To illustrate how the flow constraints eliminate the pathological example of Figure 3,
in Figure 4 we presents the hypergraph H corresponding to the first 4 timesteps of
activation sequence showed in Figure 3. Notice that H violates the constraints of the
IP in Figure 2 because the (B, 4)-flow problem has in total demand 0.2 (i.e., xB,2 = 0.1
and xB,4 = 0.1) but there is no way to supply this demand from XA,1.
B. SOME EXAMPLES
We now present a few examples of the constructions we used in our main IP in
Figure 2, and its relaxation, as described in Section 3.4.
We start with a technology diffusion problem in Figure 5, and present an optimal
timestamped diffusion tree and activation function T for this problem in Figure 6. The
hypergraph H that would result from an integer solution to the IP, is presented in
Figure 7. Notice that the edges in H form a tree corresponding to the timestamped
diffusion tree in Figure 6. Meanwhile, the hypergraph H in Figure 8, is constructed
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(A, 1) (A, 2) (A, 3) (A, 4) (A, 5) (A, 6)
(B, 1) (B, 2) (B, 3) (B, 4) (B, 5) (B, 6)
(C, 1) (C, 2) (C, 3) (C, 4) (C, 5) (C, 6)
(D,1) (D, 2) (D, 3) (D, 4) (D, 5) (D, 6)
(E, 1) (E, 2) (E, 3) (E, 4) (E, 5) (E, 6)
(F, 1) (F,2) (F, 3) (F,4) (F, 5) (F, 6)
Threshold Line
Fig. 7: The H graph corresponding to the diffusion tree in Figure 6.
from a fractional solution of the LP for the problem in Figure 5. Notice that the edges
in H do not correspond to a tree (so that in the LP relaxation, we no longer have the
assurance that H encodes a timestamped diffusion tree); however, H does not contain
any violations of the flow constraints.
We now use H in Figure 8 to illustrate our rounding procedure. In particular,
we illustrate two “failure modes” where at intermediate stages of our algorithm, the
seedset S and activation sequence T violate one of the three conditions in Section 3.4.2,
as well as a “success mode” where S and T adhere to all three of these conditions.
Failure 1: Infeasible activation function. Let S0 ← PRELIM-SEEDSET(H) and T0 ←
GET-SEQ(H, S0) fr the hypergraph H in Figure 8. Suppose S0 = {A}. Figure 9 shows
the update of the flag variables bi,t inside GET-SEQ using seedset S0 = {A}. This
example gives us
— S0 = {A}.
— T0(A) = 1, T0(B) = 5, T0(C) = 3, T0(D) = 5, T0(E) = 6, T0(F ) = ⊥.
That is, T0 = (A,⊥, C,⊥, {D,B}, E)
First, note the flag variables are activated along the solid trajectories, and that even
though hypergraph node (C, 3) is flagged as active, there is no solid trajectory from
(C, 3) and (F, 4); this is because F /∈ S0 and GET-SEQ only activates nodes to the right
of the threshold line. Moreover, observe that GET-SEQ can sometimes leave certain
timesteps in the activation function T0 empty, as with timesteps 2 and 4 in the example
above. Finally, note that in this example, our activation function T0 is infeasible; that is,
node F never turns on! Thus, this example represents a failed run of PRELIM-SEEDSET
that violates condition (P.1); so we must rollback PRELIM-SEEDSET and re-execute it
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(A, 1) (A, 2) (A, 3) (A, 4) (A, 5) (A, 6)
(B, 1) (B, 2) (B, 3) (B, 4) (B, 5) (B, 6)
(C, 1) (C, 2) (C, 3) (C, 4) (C, 5) (C, 6)
(D,1) (D, 2) (D, 3) (D, 4) (D, 5) (D, 6)
(E, 1) (E, 2) (E, 3) (E, 4) (E, 5) (E, 6)
(F, 1) (F,2) (F, 3) (F,4) (F, 5) (F, 6)
Threshold Line
Fig. 8: The H graph obtained from the solution of the relaxed program Figure 6.
(A, 1) (A, 2) (A, 3) (A, 4) (A, 5) (A, 6)
(B, 1) (B, 2) (B, 3) (B, 4) (B, 5) (B, 6)
(C, 1) (C, 2) (C, 3) (C, 4) (C, 5) (C, 6)
(D,1) (D, 2) (D, 3) (D, 4) (D, 5) (D, 6)
(E, 1) (E, 2) (E, 3) (E, 4) (E, 5) (E, 6)
(F, 1) (F,2) (F, 3) (F,4) (F, 5) (F, 6)
Threshold Line
Fig. 9: Setting the seed set S = {A} and using the flow graph fromH, the flag variables
are activated along the solid trajectories. We have T (A) = 1, T (B) = 5, T (C) = 3,
T (D) = 5, T (E) = 6, T (F ) = ⊥.
ACM Journal Name, Vol. 42, No. 42, Article 42, Publication date: February 2012.
Technology Diffusion in Communication Networks 42:23
until it it returns a feasible activation sequence (i.e., where all nodes eventually turn
on).
Failure 2: Inconsistent preliminary seedset and activation function. Suppose now that
we re-ran PRELIM-SEEDSET until it returned preliminary seedset S0 = {A,F}. Re-
turning to Figure 9, GET-SEQ would now flag (F, 1), (F, 2), (F, 3), (F, 4), (F, 5) as active
(because F is a seed), and we would have additional solid trajectories from hypergraph
node (F, 4) to hypergraph nodes (C, 5), (E, 5) and (E, 6). Since we consider nodes to
be active at the timestep corresponding to their earliest active hypergraph node, our
activation function would become:
T0 = ({A,F},⊥, C,⊥, {B,D,E},⊥)
First, note that our activation sequence is now feasible – every node eventually turns
on in T0 – so that S0 and T0 would be accepted as a preliminary seedset and activation
sequence. However, observe that S0 and T0 inconsistent (as defined in Section 3.4.2). To
see why, note that T0 has node D activating at timestep 4. Referring to the threshold
line, we note that D has threshold 4, and according to S0, we have that D is not a seed.
However, T0 indicates that just before timestep 4 there are only three nodes that are
active (nodes A,F,C). This is precisely why S0 and T0 are inconsistent; because they
suggest that a non-seed node prematurely activates, i.e., when the number of active
nodes is less than as required by his threshold!
This is where our reconciliation procedure comes in; as we discuss in Section 3.4.4,
our reconciliation procedure iteratively adds additional nodes to the seedset until the
resulting activation function and seedset become consistent. We note that in this ex-
ample, it suffices for the reconciliation procedure to add either node B,D or F to the
preliminary seedset.
Success: Feasible and consistent seedset and activation function. Finally, suppose the
seedset becomes {A,B, F}. Then, the activation function becomes
T = ({A,B, F},⊥, C,⊥, {D,E},⊥)
which is the sort of activation function that we would like to have at the termination
of the reconciliation procedure, since it is both feasible (every node eventually turns
on) and consistent (non-seed nodes never activate prematurely).
C. OPTIMAL CONNECTED ACTIVATION SEQUENCES PROVIDE A 2-APPROXIMATION
Recall that a connected activation sequence T is such that the set of active nodes
at any timestep t induces a connected subgraph of G, while a connected seedset is
such that all nodes in S induce a connected subgraph of G. Notice that requiring the
activation sequence T to be connected is weaker than requiring a connected seedset S:
since T allows a seed to activate after a non-seed, the connectivity of T can be preserved
by non-seeds whose activation time occurs between the activation times of the seed
nodes.
We now show that the smallest seedset that gives rise to a feasible connected
activation sequence is at most twice the size of the optimal seedset opt.
PROOF OF LEMMA 3.1. Given an optimal activation sequence Topt and seedset opt,
we shall transform it into a connected activation sequence T . Along the way, we add
nodes to the seedset in manner that increases its size by a factor of at most 2.
Notation. Let Gi(T ) be the subgraph induced by the first i active nodes in T . We say a
node u is a connector in some activation sequence T if the activation of u in T connects
two or more disconnected components in GT (u)−1(T ) into a single component.
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Creating a connected activation sequence. Notice that an activation sequence T (·) is
connected if and only if there exists no connector in the sequence. Thus, it suffices to
iteratively “remove” connectors from T until no more connectors remain.
To do this, we initialize our iterative procedure by setting T ← Topt. Each step of
our procedure then finds the earliest connector u to activate in T , adds u to the seedset,
and applies the following two transformations:
Transformation 1: First, we transform T so that every component in GT (u)(T ) is
directly connected to u. Let D(u) be the subsequence of T such that every node in D(u)
both activates before u, and is part of a component in GT (u)(T ) that is not connected to
u. Transform T so the subsequence D(u) appears immediately after node u activates.
(This does not harm the feasibility of T , because the nodes in D(u) are disconnected
from the other nodes in GT (u)(T ) that activate before u.)
Transformation 2: Next, we transform the activation sequence so that it is connected
up to time T (u). To see how this works, assume that there are only two connected
components C1 and C2 in GT (u)−1(T ), where |C1| ≥ |C2|. Our transformation is as
follows:
(1) First, activate the nodes in C1 as in T (·).
(2) Then, activate u. (This does not harm feasibility because we added u to the seedset.
Connectivity is ensured because u is directly connected to C1.)
(3) Finally, have all the nodes in C2 activate immediately after u; the ordering of the
activations of the nodes in C2 may be arbitrary as long as it preserves connectivity.
(This does not harm feasibility because (a) seed nodes may activate at any time,
and (b) any non-seed v ∈ C2 must have threshold θ(v) ≤ |C2| ≤ |C1| and our
transformation ensures that at least |C1| + 1 nodes are active before any node in
C2 activates.)
We can easily generalize this transformation to the case where k components are con-
nected by u by letting |C1| ≥ |C2| ≥ ... ≥ |Ck| and repeating step (3) k − 1 times. At
this point the transformed activation sequence is feasible and connected up to time
t = 1+ |C1|+ |C2|+ ...+ |Ck|.
Seedset growth. It remains to bound the growth of the seedset due to our iterative
procedure. We do this in three steps. First, we observe that number of extra nodes we
added to the seedset is bounded by the number of steps in our iterative procedure.
Next, we iteratively apply the following claim (proved later) to argue that the number
of steps in our iterative procedure is upper bounded by number of connectors in the
optimal activation sequence, Topt:
CLAIM C.1. Let Tj be the activation sequence at the start of j
th step. The number of
connectors in Tj+1 is less than the number of connectors in Tj.
Thus, it suffices to bound the number of connectors in Topt. Our third and final step
is to show that the number of connectors in Topt is bounded by |opt|. To do this, we
introduce a potential functionΦ(t) that counts the number of disconnected components
in GTopt(t)(T ), and argue the following:
—For every connector u that activates at time t in Topt and joins two or more discon-
nected components, there is a corresponding decrement in Φ, i.e., Φ(t) ≤ Φ(t− 1)− 1.
—Next, we have that Φ(1) = Φ(|V |), since at the first timestep, there is only one active
node, and at the last timestep all the nodes in the graph are active and form a
single giant component. Thus, for every unit decrement in Φ at some time t, there is
a corresponding unit increment in Φ at some other time t′.
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—Finally, for any unit increment in Φ, i.e., Φ(t′) = Φ(t′ − 1) + 1, it follows that a
new disconnected component appears in GTopt(t′)(T ). This implies that a new seed
activates at time t′. Thus, it follows that the number of unit decrements of Φ is
upperbounded by the size of the seedset |opt|.
Thus, we may conclude the the number of connectors added to seedset in our iterative
procedure is upperbounded by the number of connectors in Topt which is upperbounded
by the size of the optimal seedset opt, and the lemma follows.
The correctness of Claim C.1 is fairly intuitive, given that our transformations
always preserve the ordering of the nodes that are not in the components joined by
node u. We include the proof for completeness.
PROOF OF CLAIM C.1. We make use of the following observation:
Observation 1: If two activation sequences T and T ′ have a common suffix, i.e., T = T ′
for timesteps τ, τ+1, ..., |V |, then T and T ′ contain the same number of connectors after
time τ − 1.
Let t = Tj(u). By construction, no connectors exist in Tj prior to time t. Further-
more, we can use Observation 1 to argue that Tj and Tj+1 contain the same number
of connectors after time t. Thus, it suffices to show that Transformations 1 and 2 in
the jth step of our iterative procedure do not introduce new connectors that activate in
prior to time t.
Let T ∗ be the activation sequence after Transformation 1 in the jth step of our
iterative procedure, and let t′ = T ∗(u). We can see that (1) no new connectors activate
before time t′ in T ∗ (since, before t′ our construction ensures that T ∗ consists only
of disconnected active components that are joined by u) and (2) no new connectors
activate between time t′ + 1 and t inclusive (since (a) u was chosen as the earliest
connector in Tj, and (b) Transformation 1 preserves the order of the nodes that activate
between time t′ + 1 and t inclusive in T ∗).
Finally, we conclude by arguing that Transformation 2 cannot introduce new con-
nectors by (1) applying Observation 1 to the nodes after t′ and (2) observing that after
Transformation 2, the nodes that activate before t′ create a single connected compo-
nent, and thus by definition cannot contain any connectors.
D. REDUCTION TO SET COVER
Let us recall the definition (of the optimization version) of the set cover problem:
given a finite universe U and a family S of subsets of U , we are interested in finding
the smallest subset T of S such that T is a cover of U , i.e.
⋃
T∈T T = U . Because this
problem cannot be approximated within a factor of Θ(lnn) (see [Alon et al. 2006] and
references therein), the following result proves Lemma 4.1:
LEMMA D.1. Given an α-approximation algorithm for the technology diffusion
problem with constant number of threshold values θ ≥ 2, and constant graph diameter
r ≥ 3, we can obtain an O(α)-approximation algorithm for set cover problem. Moreover,
the reduction holds even if the seedset in the technology diffusion problem is required
to be connected.
We remark that the main difficulty in constructing the reduction is that our util-
ity function is non-local (i.e., a node may decide to activate because a remote node
activated), while in typical NP complete problems, constraints are usually expressed
in local form (i.e., they only depend on a small number of variables). To encode con-
straints of an NP complete problem into gadgets for a technology diffusion problem,
we need to carefully insulate “influences” across different vertices so that node acti-
vations do not trigger an unplanned cascade. We do this using a padding argument.
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Set-type
vertices
ve1
ve2
Vem+1
Element-type
vertices
ve'1
Ve’2
Vem+1
m+1
n
…
……
… vTmvT1 vT1
Fig. 10: Reduction.
Roughly speaking, to protect against inadvertent activations of a vertex v, we replicate
the vertices u that are supposed to activate v so that they block influences from other
possibly-activated vertices connected to v.
PROOF OF LEMMA D.1. Let us consider an arbitrary a set cover instance (U ,T),
wherem = |T | is the maximum number of sets in T.
The reduction. We construct a technology diffusion problem as described below, and
illustrated in Figure 10:
—The vertex set consists of the following types of vertices:
(1) The set type: for each T ∈ T, we shall construct a vertex uT in the technology
network.
(2) The element type: for each e ∈ U , we shall construct m + 1 vertices ue,1, ue,2, ...,
ue,m+1.
—The edge set consists of the following edges:
(1) For each T ∈ T and e ∈ T , we add the edges {uT , ue,1}, {uT , ue,2}, ..., {uT , ue,m+1}.
(2) The set type vertices are connected as a clique. (For each T 6= T ′ ∈ T, we add
the edge {uT , uT ′}).
—The thresholds θ(·) are set as follows,
(1) For any e ∈ U and i ≤ m+ 1, we set θ(ue,i) = 2.
(2) For every T ∈ T, we set θ(uT ) = (m+ 1)n+ 1.
Properties of the reduction. Notice that our technology diffusion problem has only two
types of threshold values. Furthermore, the diameter of the graph we form is exactly
3 hops (in terms of edges); the maximum distance in this graph is from one ue,i node
to another. Finally, we show below that the seedset must consists of set-type vertices.
Since these vertices form a clique, it follows that the seedset must be connected.
Correctness. To conclude that the size of the optimal seed set is the same as the size of
the optimal cover (which also means that our reduction is approximation-preserving),
we establish the following:
Item 1.. For any feasible cover S in the set cover problem, the corresponding seed
set {uS : S ∈ S} is a feasible solution for the technology diffusion problem.
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Fig. 11: An instance of the technology diffusion problem for the proof of Lemma 4.2.
Item 2.. Any feasible seedset in the technology diffusion problem that only consists
of set-type vertices corresponds with a feasible cover in the set cover problem.
Item 3.. Given a feasible seedset that consists of element type vertices, there is an
feasible seedset of equal or smaller size that consists only of set type vertices. Since
the set type vertices form a clique, we have that the optimal solution for the tech-
nology diffusion problem is also a connected one.
Item 1. To show the first item, we simply walk through the activation process: When
S is a cover, let the seedset be uTi for all Ti ∈ S. Notice that this seedset is connected.
Upon activating the seedset, the vertices ue,i for all e ∈ U and i ≤ m+1 are activated on
because they are connected to at least one active seed. Now, there are (m + 1)n active
nodes, so the rest of the set type vertices are activated.
Item 2. To show the second item, we consider an arbitrary seedset that only consists
of the set type vertices: U = {uT1 , uT2 , ..., uTk}, where T1, ..., Tk ∈ T. We shall show that
if T1, ..., Tk is not a cover, then the seed set cannot be feasible (i.e., some nodes will
remain inactive in the technology diffusion problem).
Let e ∈ U/ (∪j≤kTj) be an element that is not covered by the sets in {T1, ..., Tk}.
Let us consider the vertices ue,1, ue,2, ..., ue,m+1, and vertex uT for each T /∈ {T1, ..., Tk}
in the technology diffusion problem. We claim that none of these vertices will be acti-
vated with seedset U . Suppose, for the sake of contradiction, that one or more of these
vertices are activated, and consider the first activated vertex among them. There are
three cases:
Case 1.. uT (T /∈ T) is activated first. This is impossible: when ue,i (i ≤ m + 1) are
not activated, the number of activated nodes is at most (n−1)(m+1)+m < (m+1)n.
Case 2.. ue,i (i ≤ m+1) is activated first. This is impossible because ue,i is only con-
nected with uT , where T /∈ {T1, ..., Tk} and none these set type vertices are activated.
Item 3. Finally, we move onto the third item. Let us consider a feasible seedset F
that does not consist of only set type vertices. We show that we can easily remove the
element type vertices in F : let ue,i be an arbitrary vertex in F . Then we can remove ue,i
from F and add an uT to F such that e ∈ T . This does not increase the cardinality of
F . Furthermore, ue,i would still be activated, which implies that the updated F is still
be a feasible seed set.
E. CONNECTIVITY IMPLIES DEPENDENCE ON GRAPH DIAMETER R
We now prove Lemma 4.2, which shows that any algorithm that considers only
connected seedsets, suffers a factor of r loss in the approximation rate:
PROOF OF LEMMA 4.2. Let r > 0 be an arbitrary integer. Let us define a line graph
Gr as follows (Figure 11):
—The vertex set is {v1, ..., v2r+1}.
—The edge set is {{vi, vi+1} : 1 ≤ i < 2r + 1}.
The threshold function shall be defined as follows,
— θ(v1) = θ(v2r+1) = 2 and θ(vr+1) = 2r + 1.
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—For 1 < i ≤ r, θ(vi) = i.
— For r + 2 ≤ i < 2r + 1, θ(vi) = 2r + 2− i.
It is straightforward to see that the diameter of the graph is 2r = Θ(r). It remains
to verify that the optimal connected solution is Θ(r) times larger than the optimal
solution.
It’s easy to see that {v1, v2r+1} is a feasible seedset and therefore, the size of the
optimal seed set is O(1). We next show that any feasible connected set has size Ω(r).
Since the seedset must be connected, wlog we can assume that the seedset is
{vi, vi+1, ..., vj} and by symmetry i ≤ r + 1. When j < r + 1, node vr+1 will never
activate (because vr+1 has threshold 2r + 1, it only activates when all other nodes are
active, but in the case all r nodes to the right of vr+1 are inactive). It follows that a
feasible seedset requires j ≥ r + 1.
When i = 1, the size of the seedset is Θ(r) and the lemma follows. So, need only
consider the case where i > 1: symmetry allows us to assume wlog that r + 1 − i ≥
j− (r+1) i.e., θ(vj+1) ≥ θ(vi−1). Therefore, since we have j− i+1 nodes in the seedset,
a necessary condition for this seedset to be feasible is thus j − i+ 1 ≥ i− 2. Using the
fact that j ≥ r + 1, we get i ≤ r/2 + 2 and j − i = Ω(r), which completes our proof.
One drawback of this construction is that ` = Θ(n). We may modify θ(·) so that
` = O˜(1) (thus ensuring that our lower bound depends on graph diameter r, rather
than the number of thresholds `):
—When i ≤ n, set θ(ui) = max{2blog2 ic, 2},
—when i = n+ 1, set θ(ui) = 2n+ 1, and
—When i > n, set θ(ui) = max{2blog2(2n+2−i)c, 2}.
One can use similar arguments to show that the size of the optimal seedset is O(1)
while the size of the optimal connected seedset is Θ(r).
F. OUR PROBLEM IS NEITHER SUBMODULAR NOR SUPERMODULAR
We wondered about the relationship between the algorithmic properties of our
model and the linear threshold model on social networks articulated in [Kempe et al.
2003]. [Chen 2008] showed that the problem of selecting an optimal seedset in the
linear threshold mode in social networks cannot be approximated within a factor
of O(2log
1− |V |) when the thresholds are deterministic and known to the algorithm.
[Kempe et al. 2003] got around this lower bound by assuming that nodes’ thresholds
are chosen uniformly at random after the seedset is selected, and designing an algo-
rithm that chooses the optimal seedset in expectation. Their (1−1/e−)-approximation
algorithm relies on the submodularity of the influence function, i.e., the function f(S)
which gives the expected number of nodes that activate given that nodes in S are ac-
tive.
In this section, we shall show that algorithmic results for submodular and/or su-
permodular optimization do not directly apply to our problem, even if we restrict our-
selves to (a) graphs of constant diameter, (b) diffusion problems with a small number
of fixed thresholds, or if (c) we choose the thresholds are uniformly at random as in
[Kempe et al. 2003]. Moreover, we see neither diminishing, nor increasing marginal
returns even if we restrict ourselves to (d) connected seedsets.
F.1. Fixed threshold case
In this section, we construct two families of technology diffusion instances per
the model in Definition H.8. Each family will be on a graph of diameter at most 4, and
require at most 2 different threshold values, and each will consider connected seedsets.
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Fig. 12: An instance of the technology diffusion problem.
The first family will fail to exhibit the submodularity property while the second will
fail to exhibit supermodularity.
Let {G, θ} be an arbitrary technology diffusion problem. We shall write fG,θ(S) be
the total number of nodes that are eventually activate after seedset S activates. When
G and θ are clear from the context, we simply refer to fG,θ(S) as f(S).
F.1.1. The influence function is not submodular.. Let n be a sufficiently large integer such
that the number of vertices in the graph is 2n+ 1. This family of technology diffusion
problems (which again is implicitly parameterized by n) is shown in Figure 12 and
defined as follows:
—The vertex set is {v1, v2, ..., v2n+1}.
—The edge set is constructed as follows,
—The subsets {v1, ..., vn} and {vn+1, ..., v2n} form two cliques.
—Vertex v2n+1 is connected to all other vertices in the graph, i.e., edges
{v1, v2n+1}, ..., {v2n, v2n+1}.
—The threshold function is
— for i ≤ 2n, θ(vi) = n+ 2.
— θ(v2n+1) = 2n+ 1.
To show this problem is non-submodular, we shall find two disjoint sets S1 and S2 such
that
f(S1) + f(S2) ≤ f(S1 ∪ S2) (6)
We chose S1 = {v1, ..., vn} and S2 = {v2n+1}. Note that S1 and S2 are connected, and
that f(S1) = n, f(S2) = 1, while f(S1 ∪ S2) = 2n+ 1 so that (6) holds.
F.1.2. The influence function is not supermodular.. Let n be a sufficiently large integer that
represents the number of vertices in the graph. Our family of technology diffusion
problems G, θ (implicitly parameterized by n) shown in Figure 13 and defined as fol-
lows:
—The vertex set is {v1, ..., vn}.
—The edge set is defined as follows:
—For any i < j ≤ n − 4, {vi, vj} is in the edge set, i.e., the subgraph induced by
{v1, ..., vn−4} is a complete graph.
—The remaining edges are {v1, vn−3}, {v1, vn−2}, {vn−3, vn−1}, {vn−2, vn}, and
{vn−3, vn−2}.
—The threshold function is
—For i ≤ n− 4, θ(vi) = 2.
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—For i > n− 4, θ(vi) = n.
To show this problem is not supermodular, we choose two disjoint sets S1 and S2 such
that
f(S1) + f(S2) ≥ f(S1 ∪ S2) (7)
We choose S1 = {vn−3} and S2 = {vn−2}. Note that S1 and S2 are connected, and
f(S1) = f(S2) = n− 3, while f(S1 ∪ S2) = n− 2 so that (7) indeed holds.
F.2. Randomized threshold case
We now consider a modified version of our problem, where, as in [Kempe et al.
2003], we assume nodes thresholds are chosen uniformly at random:
Definition F.1 (Randomized technology diffusion optimization problem.). The ran-
domized technology diffusion model is identical to the model defined in Definition 2.1,
with the exception that nodes choose their thresholds uniformly and independently at
random from the set {2, 3, ..., n}. Thus, the randomized technology diffusion optimiza-
tion problem is to find the smallest feasible seedset S in expectation over node’s choice
of thresholds, when G is given as input.
We follow [Kempe et al. 2003] and let the influence function fG(S) be the expected num-
ber of vertices that are eventually activated, i.e., fG(S) = Eθ[fG,θ(S)], where fG,θ(S) is
the number of activated vertices, and expectation is taken over the choice of thresh-
olds. We present two families of problem instances: each family will be on a graph of
diameter at most 4, and will consider connected seedsets. The first family will fail to
exhibit submodularity of fG(S), while the second will fail to exhibit supermodularity.
F.2.1. The influence function is not submodular.. Let n be a sufficiently large integer such
that the number of vertices in the network is 2n + 1. Our family of G (parameterized
by n) is defined as
—The vertex set is {v1, v2, ..., v2n+1}.
— The edge set is constructed as follows,
—The subsets {v1, ..., vn} and {vn+1, ..., v2n} form two cliques.
—Vertex v2n+1 is connected to all other nodes in the graph.
Notice that this family of graphs is identical to the non-submodular example presented
in the previous section, and shown in Figure 12. We shall find two disjoint set S1 and
S2 such that
fG(S1) + fG(S2) ≤ fG(S1 ∪ S2). (8)
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Our choice of S1 and S2 is S1 = {v1, ..., vn} and S2 = {v2n+1}. We start with computing
fG(S1):
fG(S1) = E[fG,θ(S1) | θ(v2n+1) ≤ n+1] Pr[θ(v2n+1) ≤ n+1]+E[fG,θ(S1) | θ(v2n+1) > n+1] Pr[θ(v2n+1) > n+1]
(9)
Notice that
E[fG,θ(S1) | θ(v2n+1) ≤ n+ 1] = E[fG,θ(S1 ∪ S2)] = fG(S1 ∪ S2) (10)
E[fG,θ(S1) | θ(v2n+1) > n+ 1] = n
Therefore, we may rewrite (9) as
fG(S1) = fG(S1∪S2) Pr[θ(v2n+1) ≤ n+1]+nPr[θ(v2n+1) > n+1] =
fG(S1 ∪ S2)
2
+
n
2
. (11)
We next move to compute fG(S2). Notice that when θ(v1) > 2 and θ(v2n) > 2, the total
number of activated nodes is 1. Therefore, from (11) and (10) we have
fG(S1) + fG(S2) ≤ 3 +
1
2 (fG(S1 ∪ S2) + n),
Finally, by using an obvious bound fG(S1 ∪ S2) ≥ n+ 1+ n/2 (because |S1 ∪ S2| = n+ 1
and the thresholds of half of nonseed vertices {vn+1, ..., v2n} are ≤ n+1 in expectation),
we indeed have that S1 and S2 are connected and fG(S1) + fG(S2) ≤ fG(S1 ∪ S2) when
n is sufficiently large.
F.2.2. The influence function is not supermodular.. Let n be a sufficiently large integer such
that the number of vertices in the network is 2n + 1. Our family of G (parameterized
by n) is defined as follows,
—The vertex set is {v1, v2, ..., v2n+1}.
—The edge set is constructed as follows,
—The subsets {v1, ..., vn} and {vn+1, ..., v2n} form two cliques.
—Vertex v2n+1 is connected to all other nodes in the graph.
—There is an additional edge {v1, v2n}.
Notice that this family of graphs is almost identical to the two previous examples
and shown in Figure 12, except for the addition of a single edge {v1, v2n}. We shall find
two disjoint set S1 and S2 such that
fG(S1) + fG(S2) ≥ fG(S1 ∪ S2). (12)
Our choice of S1 and S2 is S1 = {v1, ..., vn} and S2 = {vn+1, ..., v2n}. Notice that these
sets are connected by the edge {v1, v2n}. By symmetry we have that f(S1) = f(S2), so
we start by computing fG(S1). Let T be the number of active nodes in S2, and let A be
the event that vertex v2n+1 is active.
E[fG,θ(S1)] ≥ n+ (1 + E[T |A,S1 active]) Pr[A|S1 active]
≥ n+ (1 + n · n+12n )
n
2n
= n+ 12 (1 +
n+1
4 ) (13)
where the second inequality follows because we used the trivial bound
E[T |A,S1 active] ≥ n
n+1
2n where we ignore all cascading effects; we simply assume
that each of the n nodes in S2 is connected to an active component of size n+1. On the
other hand,
E[fG,θ(S1 ∪ S2)] = 2n+ Pr[A|S1 ∪ S2 active] = 2n+ 1
Thus we indeed have fG(S1) + f(S2) ≥ 2n+1+
n+1
4 > 2n+1 = fG(S1 ∪S2) for all n.
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G. PROBABILITY REVIEW
THEOREM G.1 (CHENROFF BOUNDS). Let X1, ..., Xn be independent Poisson trials
such that Pr[Xi = 1] = pi. Let X =
∑n
i=1Xi and µ = E[X ]. Then
(1) For 0 < δ < 1,
Pr[|X − µ| ≥ δµ] ≤ 2 exp(−µδ2/3).
(2) for R ≥ 6µ,
Pr[X ≥ R] ≤ 2−R.
H. LEMMAS TO PROVE THEOREM 3.3
In the following, let H be the hypergraph corresponding to an optimal solution
σ to our relaxed LP in Figure 2, and let S0 ← PRELIM-SEEDSET(H) and T0 ←
GET-SEQ(H, S0). Also, for each k ∈ {1, ..., `}, let Sk ← UPDATE-SEEDSET(H, Sk−1) and
Tk ← GET-SEQ(H, Sk) for Sk−1 that satisfies conditions (C.1)-(C.2).
H.1. Size of preliminary seedset S0.
We argue that, with high probability, PRELIM-SEEDSET gives us a preliminary
seedset S0 that is at most O(r lnn) times the one given by the optimal solution opt.
LEMMA H.1. Let S0 ← PRELIM-SEEDSET(H). We have
Pr[|S0| ≥ 24(1 + )
2r(ln 2n)(2opt)] = o(1).
PROOF. We shall show that PRELIM-SEEDSET selects at most 24(1 + )2 ln(2n)|σ|
seeds with high probability, where by |σ| we mean the value of the objective function
of the linear program (which recall from Lemma 3.2 is of size at most (2opt)), so that
|σ| =
∑
i≤n
∑
t≤θ(ui)
xi,t. The lemma follows from the fact that GLUE-SEEDS used in-
side PRELIM-SEEDSET expands the seed set at most a r factor, and |σ| ≤ (2opt).
Now let Zi be the indicator random variable that sets to 1 if ui is selected as
seed during the second step of PRELIM-SEEDSET (i.e., before gluing). Then we have
Pr[Zi = 1] = min{1, 24 ln(2n)
∑
t≤θ(ui)
xi,t}. It follows that
E[
∑
i≤n
Zi] ≤ 24(1 + ) ln(2n)
∑
i≤n
∑
t≤θ(ui)
xi,t = 24(1 + ) ln(2n)|σ|.
Since Zi are chosen independently, we may apply a Chernoff bound (Theorem G.1) and
get
Pr[
∑
i∈n
Zi ≥ 24(1 + )
2 ln(2n)|σ|] ≤ exp

−E[∑
i≤n
Zi]
2/2

 = o(1).
and so our lemma follows.
H.2. Feasibility of preliminary activation sequence T0.
Our lemma below addresses condition (P.1), and therefore the feasibility of T0. We
show that, during the GET-SEQ procedure, there should be at least one flag such that
bi,t = 1 ∀i with good probability.
LEMMA H.2. Let T0 be obtained as described above. Consider an arbitrary i ∈ [n].
Let
t(i) = min{t :
∑
t′≤t
xit′ ≥
1
12(1 + )
}
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It follows GET-SEQ assigns the flags bi,t such that
Pr

∃i : ∧
t′≤t(i)
(bi,t′ = 0)

 ≤ 1
2
.
The proof of Lemma H.2 relies on some new notation and technical lemmas. First,
for each i, t ∈ [n], let an arbitrary solution Fi,t for the (i, t)-flow problem be the repre-
sentative flow for the (i, t)-flow problem. We also need the notion of border nodes:
Definition H.3 (Border nodes for the (i, t)-flow). Consider the (i, t)-flow problem on
the hypergraph H and the corresponding Fi,t. Let us decompose Fi,t into paths (in
an arbitrary but consistent manner) P1,P2, ...,Pq. Consider an arbitrary one of these
pathes Pj . Let Xij ,tj be the last vertex on Pj such that Xij ,tj is to the left of the thresh-
old line. We denote Xij ,tj as border(Pj). The border nodes of the (i, t)-flow problem is
the set of vertices β(i, t) = {border(P1), ..., border(Pq)}.
We refer to Figure 8 to illustrate an example. Consider the representative flow
FE,6 for the (E, 6)-flow problem. Suppose the flow decomposes into three pathes, P1 =
XA,1 → XC,3 → XF,4 → XC,5 → XE,6, P2 = XA,1 → XC,3 → XF,4 → XE,6, and
P3 = XA,1 → XB,5 → XE,6. We have border(P1) = XF,4 becauseXF,4 is the last time the
path stays to the left of the threshold. Also, border(P2) = XF,4, and border(P3) = XB,5.
Therefore, for this example, β(E, 6) = {XB,5, XF,4}.
LEMMA H.4. Consider an arbitrary (i, t)-flow problem for the graph H and its cor-
responding set of border nodes β(i, t). We have that the sum of the capacity of all the
border nodes in β(i, t) is at least as large as the sum of demands of the sinks Xi,t′ for
θ(ui) ≤ t′ ≤ t, i.e., ∑
Xj,t′∈β(i,t)
xj,t′ ≥
∑
θ(ui)≤t′≤t
xi,t′ .
PROOF OF LEMMA H.4. Consider the representative flow Fi,t for the (i, t) problem.
Let |Fi,t| be the corresponding volume of the flow and let Fi,t(X) be the volume of the
flow on the node X . We have∑
X∈β(i,t)
Fi,t(X) = |Fi,t| =
∑
θ(ui)≤t′≤t
xi,t′ .
On the other hand, we also require the capacity of any node X is no less than the
actual flow |Fi,t(X)|. Therefore,∑
Xj,t′∈β(i,t)
xj,t′ ≥
∑
X∈β(i,t)
Fi,t(X).
The lemma therefore follows.
We are now ready to prove Lemma H.2.
PROOF OF LEMMA H.2. Let β(i, t(i)) be the border nodes of the flow Fi,t(i), let
ωi =
∑
t<θ(ui)
xi,t (14)
be the mass of node ui to the left of the threshold line, and let
pi = min{(24(1 + ) ln(2n))ωi, 1} (15)
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be the probability with which PRELIM-SEEDSET fixes node ui as a seed.
A node ui turns on before timestep t(i) in activation function T0, i.e.,
∨
t′≤t(i)(bi,t′ =
1), if either:
(1) ui is selected as a seed; this happens with probability pi.
(2) One of the border nodesXj,t′ ∈ β(i, t(i)) corresponds to a seed node uj; this happens
with probability pj.
Notice that the above two events are not necessarily independent, because Xi,t′ could
be a border node in some (i, t(i))-flow problem.4 Next, we have
Pr

 ∧
t′≤t(i)
(bi,t′ = 1)

 ≤ min{1− pi, ∏
j:∃t′
Xj,t′∈β(i,t)
(1 − pj)}
= min


1−min{(24(1 + ) ln(2n))ωi, 1},
∏
j:∃t′
Xj,t′∈β(i,t)
(1−min{(24(1 + ) ln(2n))ωj , 1})


(16)
We use Lemma H.4 and some algebra to bound the quantity on the right hand size of
(16). Roughly, we use the idea discussed in Section 3.1: if the total flow at node u at
time t is f1 + f2, then the probability that the technology is diffused to u via either of
these two flows is 1 − (1 − f1)(1 − f2) ≈ f1 + f2, so that the total flow can be used to
determine node u’s activation probability. We start by noticing that∑
j:∃t′
Xj,t′∈β(i,t)
ωj =
∑
j:∃t′
Xj,t′∈β(i,t)
∑
t<θ(uj)
xj,t ≥
∑
j,t′:
Xj,t′∈β(i,t)
xj,t′ ≥
∑
θ(ui)≤t′≤t(i)
xi,t′ (17)
(where the first equality holds by equation (14), and the last inequality holds because
of Lemma H.4.) Therefore, we have
2max


ωi,
∑
j:∃t′
Xj,t′∈β(i,t)
ωj


≥ ωi+
∑
j:∃t′
Xj,t′∈β(i,t)
ωj ≥
∑
t′≤θ(ui)
xi,t′+
∑
θ(ui)≤t′≤t(i)
xi,t′ ≥
∑
t′≤t(i)
xi,t′ ≥
1
12(1 + )
(18)
(where the first inequality follows from algebra, the second from equations (14) and
(17), the third from algebra, and the final by definition of timestep t(i) in the statement
of this lemma.) Our next step involves an arithmetic lemma, as follows:
LEMMA H.5. Let  be a suitably small constant. Let x1, ..., xn be numbers between
[0, 1] such that
∑
i≤n xi = s, where s ≥
1
24(1+) . Let λ = 24(1 + ) ln(2n). It follows that∏
i≤n
(1−min{λxi, 1}) ≤
1
2n
.
4While at first glance this seems to suggest the type of problematic recirculation of flow leading to the
integrality gap we discussed in Appendix A, its is not actually a problem for us, since the flow through such
an Xi,t′ cannot be amplified due to the flow constraints.
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Equation (18) allows us to apply the arithmetic lemma to the right side of (16) as
follows:
min


1−min{(24(1 + ) ln(2n))ωi, 1},
∏
j:∃t′
Xj,t′∈β(i,t)
(1 −min{(24(1 + ) ln(2n))ωj , 1})


≤
1
2n
and the lemma follows from a union bound across all nodes.
PROOF OF ARITHMETIC LEMMA H.5. Let us consider two cases over the values of
xi. In the first case, there exists some xi such that λxi ≥ 1. For this case, we have∏
i≤n
(1 −min{λxi, 1}) = 0 ≤
1
2n
.
In the second case, where all xi are less than 1/λ, the quantity
∏
i≤n(1 −
min{λxi, 1}) =
∏
i≤n(1 − λxi) is maximized when x1 = x2 = ... = xn =
s
n . In other
words, ∏
i≤n
(1− λxi) ≤
(
1−
λs
n
)n
=
(
1−
λs
n
) n
λs
λs
≤ exp(−λs)
≤ exp(−
λ
24(1 + )
) = exp(− ln(2n)) =
1
2n
.
H.3. Connectivity Lemma for the activation sequence.
Next we prove the Connectivity Lemma, that shows that if GET-SEQ takes in a
connected seedset, it returns a connected activation sequence:
PROOF OF CONNECTIVITY LEMMA 3.5. We inductively prove that
⋃
t′≤t T
−1(t′) is
connected for 1 ≤ t ≤ n. For the base case, observe that GET-SEQ is such that T−1(1) =
S is the set of seeds, so T−1(1) is connected. For any non-seed node ui such that T (ui) >
1, GET-SEQ is such that the corresponding hypergraph node Xi,T (ui) to the right of
the threshold line is “activated”. Further, there is a path in H from Xi,T (ui) to some
“activated” hypergraph node Xj,t to the left of the threshold line, where uj ∈ S is a
seed and t < θ(uj). Each edge in H corresponds to an edge in G, and all hypergraphs
nodes along the path must be “activated” before T (ui). Thus, ui is connected to the
seedset S in the subgraph of G induced by {ui}∪
(⋃
t<T (ui)
T−1(ui)
)
. Connectivity of T
follows.
H.4. Partial consistency.
The following lemma shows that partial consistency, i.e., condition (C.1), is almost
immediate:
LEMMA H.6. Sk and Tk are partially consistent up to θk − 1 if
(1) Sk−1 and Tk−1 are partially consistent up to time θk−1 − 1, and
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(2) Tk satisfies (C.2); i.e., Tk has at least θj − 1 nodes active by timestep θj − 1 for any
j < k.
PROOF. First, the Connectivity Lemma 3.5 implies that that Tk is connected. There-
fore, to decide whether a node ui is a seed with respect to Tk, we need count the number
of active nodes (per Tk) prior to time Tk(ui) and compare it with ui’s threshold θ(ui).
Thus, we need only prove that for any node ui such that θk−1 ≤ Tk(ui) ≤ θk − 1, either
(a) the number of active nodes prior to time Tk(ui) is at least θ(ui)−1 or (b) ui is a seed,
i.e., ui ∈ Sk . We have two cases:
Case 1. Tk(ui) < θ(ui). By construction of GET-SEQ, it follows that ui ∈ Sk is a seed.
Case 2. Tk(ui) ≥ θ(ui). Since we are only concerned with nodes such that Tk(ui) < θk,
we have θ(ui) ∈ {θ1, ..., θk−1}. Since Tk satisfies (C.2) by assumption, there are at least
θj − 1 active nodes at time θj − 1 in Tk. Consequently, the number of activated nodes
by the time step Tk(ui)− 1 is at least θ(ui)− 1, (i.e., Tk encodes ui as a non-seed).
H.5. Proof of Gap Size Lemma 3.8
PROOF OF GAP SIZE LEMMA 3.8. This proof follows almost completely from alge-
bra. First, recall that our LP requires that
∑
i≤n xi,t = 1 for all t. Therefore, simple
algebra gives that θk − 1 =
∑
t≤θk−1
∑
i≤n xi,t. The same simple algebra allows us to
write
|{ui : Tk−1(ui) ≤ θk − 1}| =
∑
ui:Tk−1(ui)<θk
1 =
∑
ui:Tk−1(ui)<θk
∑
t≤n
xi,t.
Substituting in these expressions into (5), we have
ρ = θk − 1− |{ui : Tk−1(ui) ≤ θk − 1}| =

∑
i≤n
∑
t≤θk−1
xi,t

−

 ∑
ui:Tk−1(ui)<θk
∑
t≤n
xi,t


Next, since θk − 1 < n, we modify the second summation in the second summand to
obtain
≤

∑
i≤n
∑
t≤θk−1
xi,t

−

 ∑
ui:Tk−1(ui)<θk
∑
t≤θk−1
xi,t


=
∑
t≤θk−1



∑
i≤n
xi,t

−

 ∑
ui:Tk−1(ui)<θk
xi,t



 (moving t index ahead).
Finally, consider the term inside the first sum. Its first summand is over all vertices ui
i = 1...n, while its second summand over all vertices ui such that Tk−1(ui) < θk. Thus
the difference between these summands is over all vertices ui such that Tk−1(ui) ≥ θk
so finally we have
=
∑
t≤θk−1

 ∑
ui:Tk−1(ui)≥θk
xi,t

 = γ
H.6. Proof of Lemma 3.9
Lemma 3.9 is straightforward given the following Lemma H.7, as we shall we
show in Section H.6.2. In this section we focus our main task of proving Lemma H.7.
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Recall that the “gap” is given by
γ =
∑
ui:Tk−1(ui)≥θk
∑
t<θk
xi,t
The following lemma handles with each “row” of the gap (i.e., ui : Tk−1(ui) ≥ θk) sepa-
rately:
LEMMA H.7. Let ui be an arbitrary node such that Tk−1(ui) ≥ θk, so that ui is a
candidate for moving forward in activation sequence Tk (relative to activation sequence
Tk−1). It follows that
Pr[Tk(ui) < θk] ≥ (1 + )
∑
t<θk
xi,t.
Before we begin the proof, we need a few definitions, related to the definitions we
introduced in Appendix H.2:
Definition H.8 (Border flow). Consider the (i, t)-flow problem and the correspond-
ing representative flow Fi,t. Let P1, ...,Pq be the decomposition of Fi,t so that β(i, t) =
{border(P1), ..., border(Pq)}. Fix an arbitrary X ∈ β(i, t), define the flow across the bor-
der with respect to Fi,t as
fi,t(X) =
∑
j:border(Pj)=X
|Pj|.
We shall refer fi,t(·) as the border flow function with respect to the (i, t)-flow problem.
Notice that it is possible that border flow fi,t(X) does not equal the representative
flow Fi,t that passes through X (i.e. fi,t(X) < Fi,t(X)) because, e.g., there could be two
paths from P1, ...,Pq that passes through X where X is the border of one path and is
not the border of the other one.
We refer back to Figure 8 for an example. Consider the (B, 6)-flow problem and let
FB,6 consist of two paths: P1 = XA,1 → XB,5 and P2 = XA,1 → XC,3 → XF,4 → XE,5 →
XB,6. Notice that β(B, 6) = {XA,1, XF,4}. We have FB,6(XA,1) = |FB,6| while fB,6(XA,1)
only consists of the volume for flow along the path P1. i.e., FB,6(XA,1) 6= fB,6(XA,1).
Our analysis for Lemma H.7 utilizes the following fact.
FACT H.1. Consider the (i, t)-flow problem on the graph H and the corresponding
border flow function fi,t(·). We have∑
X∈β(i,t)
fi,t(X) =
∑
θ(ui)≤t′≤t
xi,t′ . (19)
This fact is intuitively straightforward, because all the “border flow” shall eventually
move to the sinks, though the actual formalization is fairly tedious, so we present it
after the proof of Lemma H.7:
PROOF OF LEMMA H.7. We concern ourselves with ui that activates after timestep
θk in activation function Tk−1. . Let’s consider the (i, θk − 1)-flow problem, and the
corresponding border nodes β(i, θk − 1) as defined in Definition H.3. Since u turns on
after θk in Tk−1, it must follow that none of the border nodes are activated in Tk−1;
otherwise, GET-SEQ would have activated ui by timestep θk − 1 in Tk−1.
Now let’s consider Tk. A sufficient condition for ui to be activated in Tk by timestep
θk − 1 is either (a) ui is a seed, or (b) at least one node uj corresponding to a border
nodes in β(i, θk − 1) is selected as a seed. (Since by definition, border nodesXj,t always
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have t < θ(uj), GET-SEQ is such that the only way a border node Xj,t can be activated
is if it corresponds to a seed uj .)
Now node ui will be activated before time θk in Tk if either (a) the border nodes
Xj,t ∈ β(i, θk − 1) that were not “active” in Tk−1 become active in Tk (this occurs with
probability 4(1 + )ωj , where ωj is as in equation (14)) since Tk ← GET-SEQ(H, Sk−1
and Sk ← UPDATE-SEEDSET(H, Sk−1)), or (b) ui is itself is a seed in Sk (this occurs
with probability 4(1 + )ωi). Notice that events (a) and (b) could be correlated, so we
have that
Pr[Tk(ui) ≥ θk] ≤ min

(1− 4(1 + )ωi),
∏
uj∈β(i,θk−1)
(1− 4(1 + )ωj)

 (20)
Given equation (20), our lemma will follow from the following claim:
CLAIM H.1.
min

(1− 4(1 + )ωi),
∏
uj∈β(i,θk−1)
(1 − 4(1 + )ωj)

 ≤ 1− (1 + )
∑
t<θk
xi,t. (21)
Roughly speaking, the idea in Claim H.1 is to use the first order approxima-
tion to give a bound on the product term
∏
uj∈β(i,θk−1)
(1 − 4(1 + )ωj). By only
considering linear terms in this quantity, we get
∏
uj∈β(i,θk−1)
(1 − 4(1 + )ωj) ≈
1 − O(
∑
uj∈β(i,θk−1)
ωj). Together with the inequality established in Fact H.1, we
can rewrite O(
∑
uj∈β(i,θk−1)
ωj) = O(
∑
θ(ui)≤t′≤t
xi,t′), which allows us to conclude
Claim H.1. We now formalize this idea step by step:
PROOF OF CLAIM H.1. We start with analyzing the right term in product in in-
equality (21). Recall that Fi,θk−1 is the representative flow for the (i, θk − 1)-flow prob-
lem. Fi,θk−1(Xj,t′) is the corresponding flow that passes through the node Xj,t′ . For
each flow
Fi,θk−1(Xj,t′) ≤ xj,t′
since xj′,t represents the capacity of the node Xj,t′ per the flow constraints. Now we
consider the terms inside the product on the left in equation (21):
1− 4(1 + )ωj = 1− 4(1 + )(
∑
t<θ(uj)
xj,t) (Definition of ωj in equation (14)) (22)
≤ 1− 4(1 + )

 ∑
t<θ(uj)
Fi,θk−1(Xj,t)

 (Flow is bounded by capacity)
≤ 1− 4(1 + )

 ∑
t<θ(uj)∧
Xj,t∈β(i,θk−1)
Fi,θk−1(Xj,t)

 (algebra)
≤ 1− 4(1 + )

 ∑
t<θ(uj)∧
Xj,t∈β(i,θk−1)
fi,θk−1(Xj,t)

 (Construction of fi,t(·) in Definition H.8)
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and notice that Xj,t could be in β(i, θk−1) only if Xj,t is to the left of the threshold line,
i.e. t < θ(uj). Therefore,Xj,t ∈ β(i, θk − 1) implies t < θ(uj) so we can write
= 1− 4(1 + )
∑
t:Xj,t∈β(i,θk−1)
fi,θk−1(Xj,t) (23)
Next, let us analyze the term (1− 2(1 + )ωi) in (21). We have
1− 4(1 + )ωi = 1− 4(1 + )

 ∑
t<θ(ui)
xi,t

 (Definition of ωi in (14))
≤ 1− 4(1 + )

 ∑
t<min{θk−1,θ(ui)}
xi,t

 (Algebra) (24)
We can substitute (24) and (23) back into our original equation (21), to yield a giant
product. We won’t write down this messy product yet. Instead, we show how to clean it
up using approximation of its lower order terms. Specifically, we shall use linear terms
to approximate the giant product as follows:
LEMMA H.9 (ANOTHER ARITHMETIC LEMMA). Let x1, x2, ..., xn be real values such
that
∑
i≤n xi ≤
1
2 . We have
∏
i≤n
(1− xi) ≤ 1−

∑
i≤n
xi


(
1−
∑
i≤n xi
1−
∑
i≤n xi
)
.
Specifically, when
∑
i≤n xi ≤
1
3 , we have
∏
i≤n
(1− xi) ≤ 1−
1
2

∑
i≤n
xi

 .
We present a proof of this arithmetic lemma after we complete the current proof. To
use the arithmetic lemma to clean up our product, we need to show that condition
specified in the lemma holds for our setting:
CLAIM H.2.
4(1 + )
∑
t<min{θk−1,θ(ui)}
xi,t + 4(1 + )
∑
t:
Xj,t∈β(i,θk−1)
fi,θk−1(Xj,t) ≤
1
3
. (25)
PROOF. Starting with the left side of (25), we can write∑
t<min{θk−1,θ(ui)}
xi,t +
∑
t:
Xj,t∈β(i,θk−1)
fi,θk−1(Xj,t) =
∑
t<min{θk−1,θ(ui)}
xi,t +
∑
θ(ui)≤t≤θk−1
xi,t (Using Fact H.1)
=
∑
t<θ(ui)
xi,t (Algebra) (26)
<
1
12(1 + )
(27)
We obtained the last inequality as follows. Property (P.1) required by the
PRELIM-SEEDSET tells us that if a node ui is on at timestep later than θk − 1 in ac-
tivation sequence T0, then it follows that
∑
t<θk−1
xi,t <
1
12(1+) . In this lemma we are
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concerned only with node ui that are on at timestep later than θk − 1 in activation
sequence Tk−1. However, recall the relationship between T0 and Tk; any node that is
on after θk − 1 in Tk−1 must be on after θk − 1 in T0 as well. Thus, we can conclude that
all of the ui’s we consider in this lemma have
∑
t<θk−1
xi,t <
1
12(1+) .
Finally, we apply the arithmetic Lemma H.9 to the giant product obtained when we
substitute (24) and (23) back into our original equation (21) and obtain:
min

(1− 4(1 + )ωi),
∏
uj∈β(i,θk−1)
(1− 4(1 + )ωj)


≤ (1− 4(1 + )ωi)
1/2
∏
uj∈β(i,θk−1)
(1− 4(1 + )ωj)
1/2
≤

1− 4(1 + ) ∑
t<min{θk−1,θ(ui)}
xi,t


1/2

 ∏
uj∈β(i,θk−1)

1− 4(1 + ) ∑
t:
Xj,t∈β(i,θk−1)
fi,θk−1(Xj,t)




1/2
.
≤
√√√√√1− 2(1 + )

 ∑
t<min{θk−1,θ(ui)}
xi,t +
∑
j∈[n]
∑
t:Xj,t∈β(i,θk−1)
fi,θk−1(Xj,t)

 (By Lemma H.9)
=
√
1− 2(1 + )
∑
t<θ(ui)
xi,t (By (26)).
≤ 1− (1 + )
∑
t<θ(ui)
xi,t
The claim follows.
H.6.1. Omitted proofs from Proof of Lemma H.7
PROOF OF FACT H.1. Recall that we let I(Y ) be an indicator function that is 1 if
and only if Y is true. The border flow function fi,t(·) can be re-written as
fi,t(X) =
∑
j:border(Pj)=X
|Pj | =
∑
j≤q
I(X = border(Pj))|Pj |. (28)
Notice also that we have
|Pj| =
∑
X∈V (H)
I(X = border(Pj))|Pj |. (29)
Therefore,
∑
j≤q
|Pj | =
∑
j≤q

 ∑
X∈V (H)
I(X = border(Pj))|Pj |

 (By Equation 29)
=
∑
X∈V
∑
j≤q
I(X = border(Pj))|Pj |
=
∑
X∈V
fi,t(X) (By Equation 28)
=
∑
X∈β(i,t)
fi,t(X) (Only border nodes have none-zero value on fi,t(·)).
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Finally, our claim follows from the fact that∑
θ(ui)≤t′≤t
xi,t′ = |Fi,t| =
∑
j≤q
|Pj |,
PROOF OF ANOTHER ARITHMETIC LEMMA H.9. We have∏
i≤n
(1− xi)
= 1−
∑
i≤n
xi +
∑
i1 6=i2∈[n]
xi1xi2 −
∑
i1 6=i2 6=i3∈[n]
xi1xi2xi3 + .....+ (−1)
k
∑
i1 6=i2 6=... 6=ik
xi1 ...xik + ...
≤ 1−
∑
i≤n
xi +
∑
i1 6=i2∈[n]
xi1xi2 +
∑
i1 6=i2 6=i3∈[n]
xi1xi2xi3 + .....+
∑
i1 6=i2 6=... 6=ik
xi1 ...xik + ...
≤ 1−
∑
i≤n
xi +
∑
i1,i2∈[n]
xi1xi2 +
∑
i1,i2,i3∈[n]
xi1xi2xi3 + .....+
∑
i1,i2,...,ik
xi1 ...xik + ...
= 1−
∑
i≤n
xi + (
∑
i≤n
xi)
2 + (
∑
i≤n
xi)
3 + ...
= 1−
∑
i≤n
xi +
(
∑
i≤n xi)
2
1−
∑
i≤n xi
= 1−
∑
i≤n
xi
(
1−
∑
i≤n xi
1−
∑
i≤n xi
)
.
H.6.2. Obtaining Lemma 3.9 from Lemma H.7
PROOF OF LEMMA 3.9. Let us write I(X) be an indicator variable that sets to 1 if
X is true. We have
ρˆ =
∑
ui:Tk−1(ui)≥θk
I(Tk(ui) < θk).
We start by computing E[ρˆ]:
E[ρˆ] =
∑
ui:Tk−1(ui)≥θk
E[I(Tk(ui) < θk)]
≥ (1 + )
∑
ui:Tk−1(ui)≥θk
∑
t<θk
xi,t (Using Lemma H.7)
= (1 + )γ (Definition of γ).
To prove the inequality we take:
(1 + )γ ≤ E [ρˆ]
≤ Pr [ρˆ ≥ γ] · n+ γ.
and algebra shows that Pr[ρˆ ≥ γ] ≥  · γ/n.
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