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Abstract
The purpose of this note is to give a unified and streamlined presentation of Gaussian rough path theory
(Coutin–Qian, Friz–Victoir) and its interactions with Malliavin calculus and Hörmander theory. The main
result of [T. Cass, P. Friz, Densities for RDEs under Hörmander’s condition, Ann. of Math. (2) 171 (3)
(2010) 2115–2141] is explained and we conclude with an outlook on open problems.
© 2011 Elsevier Masson SAS. All rights reserved.
1. Introduction
Consider some abstract Wiener space (W,H,μ) and a Wiener functional of the form F :
W → Re. In applications from stochastic or rough differential equations, the Banach space W is
typically a pathspace of the form C([0, T ],Rd) and many functionals of interests (e.g. solutions
to stochastic differential equations) are not continuous, leave alone Fréchet regular. However, for
μ-almost every ω, the map H  h → F(ω + h), i.e. F(ω + ·) restricted to the Cameron–Martin
(Hilbert) space (H, 〈·,·〉) can be shown to be Fréchet (this implies D1,ploc -regularity, based on the
commonly used Shigekawa–Sobolev space D1,p ; our notation here follows [23] or [24, Sec. 1.2,
1.3.4]). By writing F = (F 1, . . . ,F e) it follows that the Malliavin covariance matrix
σ(ω) := (〈DFi(ω),DFj (ω)〉)1i,je
is well defined; a well-known criterion of Bouleau and Hirsch [24, Sec. 1.2, 1.3.4] then guaran-
tees that the law of F has a density provided F is (weakly) non-degenerate in the sense that σ
* Corresponding author.
E-mail address: friz@math.tu-berlin.de (P. Friz).0007-4497/$ – see front matter © 2011 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.bulsci.2011.07.003
T. Cass, P. Friz / Bull. Sci. math. 135 (2011) 542–556 543is μ-almost surely invertible. As beautifully explained in his own book [23], Malliavin realized
that the strong solution to the stochastic differential equation
dYt =
d∑
i=1
Vi(Yt ) ◦ dBit (1.1)
started at Y0 = y0 ∈ Re and driven along C∞-bounded vector fields V = (V1, . . . , Vd) on Re,
gives rise to a non-degenerate Wiener functional F = YT provided the vector fields satisfy Hör-
mander’s famous condition (at the starting point y0);
(H): Lie[V1, . . . , Vd ]|y0 = Ty0Re ∼= Re. (1.2)
There are many variations on this theme, one can include a drift vector field (which gives rise to
a modified Hörmander condition) and under the same assumptions one can show that YT admits
a smooth density. The same result can be obtained using Hörmander’s theory of hypoelliptic
PDEs [26], after all the density solves Kolmogorov’s forward equation, but Malliavin’s route
is purely stochastic and allows one to go beyond the Markovian/PDE setting. In [1] Baudoin
and Hairer establish a similar density result when the Brownian motion B in (1.1) is replaced
by a (nice) fractional Brownian motion BH with Hurst parameter H > 1/2; “nice” means that
the differential equation driven by BH can be understood in (pathwise) Young sense. Our aim
is similar in that we wish to replace B by a somewhat generic continuous, centered Gaussian
process with independent components X = (X1, . . . ,Xd); examples will then include BH with
H > 1/4. In view of the (not-so-nice) sample path regularity of X, we construct a rough path
lift X and understand (1.1), with B replaced by X, in rough path sense [19,20]. The culmination
of our discussion will be a proof that Malliavin’s result remains true in this general Gaussian
setting.
2. Rough paths and rough differential equations [19,20,15]
We present some of the technical language of rough path theory which will allow us to frame
our subsequent discussion. Let GN(Rd) ⊂ R ⊕ Rd ⊕ · · · ⊕ (Rd)N be the step-N free nilpotent
group over Rd , embedded in its enveloping algebra, with unit element
1 = (1,0, . . . ,0).
A weakly geometric p-rough path x over Rd is a continuous path on [0, T ] with values
in G[p](Rd) and of finite p-variation relative to the [13] Carnot–Caratheodory metric d on
G[p](Rd), i.e.
sup
D=(ti )∈D[0,T ]
∑
i
d(xti ,xti+1)
p < ∞
where D ∈ D[0, T ] denotes a finite dissection of the form {t0 = 0 < t1 < · · · < tn = T }. Of
course, it is possible to describe other metrics which give rise to the same topology but d has a
number of virtues in particular it is homogeneous with respect to scaling, i.e.
d(δλx,1) = λd(x,1)
where, for λ > 0, δλ : GN(Rd) → GN(Rd) is the dilation operator which generalizes scalar
multiplication on GN(Rd):
δλ(x) =
(
1, λx1, λ2x2, . . . , λNxN
)
.
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GN
(
Rd
)⊂ T N (Rd) := ⊕
k=0,...,N
(
Rd
)⊗k;
where T N(Rd) is the truncated tensor algebra together with truncated tensor multiplication;
equivalently, T N(Rd) can be obtained through the quotient of the full tensor algebra T (Rd) =⊕
k=0,...,∞(Rd)⊗k by the kernel of the canonical projection π0,1,...,N : T (Rd) → T N(Rd) and
equipping T N(Rd) with the multiplication thus obtained. The exponential map can be defined
on T N(Rd) by
exp(a) =
∞∑
n=0
a⊗n
n! .
T N(Rd) is an associative algebra and it therefore accommodates a Lie bracket [a,b] = a ⊗
b − b ⊗ a, which we may use to define the Lie algebra consisting of degree N Lie polynomials:
LN
(
Rd
)= Rd ⊕ [Rd ,Rd]⊕ · · · ⊕ [Rd, [. . . [Rd ,Rd] . . .]],
where for k  1[
Rd,
[
. . .
[
Rd,Rd
]
. . .
]]︸ ︷︷ ︸
k brackets
= span{[x1, [. . . [xk, xk+1] . . .]]: x1, x2, . . . , xk+1 ∈ Rd}.
LN(Rd) is then the Lie algebra of GN(Rd) and they are related by GN(Rd) = exp(LN(Rd)). An
important connected notion is that of a group-like element: those elements of the tensor algebra
whose canonical projections to T N(Rd) are in GN(Rd).
Definition 1. An element a of T (Rd) is said to be group-like if for every N in N the projection
π1,...N (a) is an element of GN(Rd).
There is another way of realizing GN(Rd) in terms of paths. In fact, any smooth (by which
we mean C∞) path x : [0, T ] → Rd canonically lifts to an element of GN(Rd) by defining the
truncated signature through its iterated integrals:
SN(x)0,T = 1 +
N∑
k=1
∫
0<u1<···<uk<T
dxu1 ⊗ · · · ⊗ dxuk .
Furthermore, it can be shown that a is in GN(Rd) if and only if a = S(x)0,T for some smooth x :
[0, T ] → Rd (signatures are invariant under time reparamterization so the precise time interval
here is irrelevant).
Using the Carnot–Caratheodory metric we may define a p-variation metric dp-var;[0,T ] for
continuous paths GN(Rd)-valued paths on [0, T ]. The space of geometric p-rough paths is then
defined as the closure of the lift of smooth paths under dp-var;[0,T ], i.e.{
S[p](x)0,·: x ∈ C∞
([0, T ],Rd)}dp-var;[0,T ] .
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respect to homogeneous p-variation distances) to a path in the free step-N nilpotent group,1 for
N  [p], this “Lyons-lift” will be denoted by
SN(x) ∈ Cp-var0
([0, T ],GN (Rd)).
On the other hand, the path x := π1(x) ∈ Rd does not have enough regularity, in general, to
determine πi(x) for i = 2, . . . ,N by iterated integration. One has to accept the fact that the entire
geometric p-rough path x is require to model a differential equation to give (deterministic and
robust) meaning to the so-called rough differential equation (RDE)
dy = V (y)dx. (2.1)
(Thanks to robustness, RDE solutions can be obtained as limit points of corresponding ODEs in
which the smooth driving signals plus their iterated integrals up to order [p] converge to x in
suitable p-variation distance.) The motivating example, e.g. [19,20], is that almost every con-
tinuous joint realization of Brownian motion and Lévy’s area process (equivalently: iterated
Stratonovich integrals) gives rise to a geometric p-rough path for p > 2, known as Brownian
rough path or Enhanced Brownian motion which provides in particular a robust path-by-path
view of Stratonovich SDEs.
Returning to the deterministic RDE (2.1) and assuming smoothness of the vector fields
V = (V1, . . . , Vd), the solution induces a flow y0 → Uxt←t0(y0). Following [21,22], we call
the derivative of the flow in the starting point the Jacobian and denote it J xt←t0 . More exactly,
J xt←t0(y0) is the e × e matrix corresponding to the linear map
a →
{
d
dε
U
f
t←t0(y0 + εa)
}
ε=0
.
We also consider the directional derivative
DhU
x
t←0 =
{
d
dε
U
Tεhx
t←0
}
ε=0
for a smooth path h. If x arises from a smooth path x together with its iterated integrals the
translated rough path Thx (cf. [21,20]) is nothing but x +h together with its iterated integrals. In
the general case, we assume h ∈ Cq-var with 1/p+ 1/q > 1, the translation Thx can be written in
terms of x and cross-integrals between πk(x·) =: xk· and the perturbation h. For example at the
second level we would have
π2(Thx) = x2 +
∫
h⊗ dx1 +
∫
x1 ⊗ dh+
∫
h⊗ dh, (2.2)
these integrals being well-defined Young integrals from the assumptions on p and q .
Suppose for a moment that the rough path x is simply a smooth Rd -valued path f . Then, it is
classical to prove that J xt←t0(y0) solves the ODE
dJ
f
t←t0(y0) =
d∑
i=1
DVi(y)J
f
t←t0(y0) df
i
t
1 The 0 in Cp-var indicates that X0 is started at the unit element in the group.0
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DhU
f
t←0(y0) =
t∫
0
d∑
i=1
J
f
t←s
(
Vi
(
U
f
s←0
))
dhis (2.3)
and given a smooth vector field W a straight-forward computation gives
dJ
f
0←t
(
W
(
U
f
t←0
))= d∑
i=1
J
f
0←t
([Vi,W ](Uft←0))df it . (2.4)
We have the following generalization to the rough setting.
Proposition 1. Let x be a geometric p-rough path over Rd and h ∈ Cq-var([0, T ],Rd) such that
1/p + 1/q > 1. Then
DhU
x
t←0(y0) =
t∫
0
∑
i
J xt←s
(
Vi
(
Uxs←0
))
dhis
where the right hand side is well defined as Young integral.
3. RDEs driven by Gaussian processes [13]
We will be interested in driving a differential equation by a continuous, centered Gaussian pro-
cess with independent and identically distributed components X = (X1, . . . ,Xd) started at zero
(the ‘identically distributed’ assumption is not necessary but makes the notation less cumber-
some). The law of this process if fully described by the covariance function R(s, t) = E[X1s X1t ];
it will be important to work with rectangular increments of R, e.g.
R
(
s, t
u, v
)
:= E[X1s,tX1u,v].
As we remarked in the Introduction, this gives rise to an abstract Wiener space (W,H,μ) where
W = H¯ ⊂ C0([0, T ],Rd). Note that H =⊕di=1 H(i) and recall that elements of H are of form
ht = E(Xtξ(h)) where ξ(h) is a Gaussian random variable. The (“reproducing kernel”) Hilbert-
structure on H is given by 〈h,h′〉H := E(ξ(h)ξ(h′)).
We need to find conditions on X which ensure the existence of a geometric p-rough path
above X; this is tantamount to the existence of certain Lévy area integrals. In the case of Brow-
nian motion a subtle cancellation due to orthogonality of increments of Brownian motion is
responsible for convergence and this suggests that processes with sufficiently fast decorrelation
of their increments will also give rise to a stochastic Lévy area. The resulting technical condi-
tions appear in [20] and cover fractional Brownian motion. For Gaussian processes, a cleaner
(and slightly weaker) condition can be given in terms of the 2D variation properties of the co-
variance function R : [0, T ]2 → R. The key assumption is that the existence of ρ < 2 such that
R has finite ρ-variation in the sense
Vρ
(
R; [0, T ]2) := ( sup
D=(ti )∈D([0,T ])
D′=(t ′ )∈D([0,T ])
∑
i,j
∣∣∣∣R
(
ti , ti+1
t ′j , t ′j+1
)∣∣∣∣ρ
) 1
ρ
< ∞. (3.1)
j
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[0, T ]2. Let us also introduce P([0, T ]2) as the family of all rectangular partitions Π = (Ai)
of [0, T ]2; by this we mean that each Ai is of the form [si , ti] × [ui, vi]; their union is [0, T ]2
and they are disjoint in the sense that A◦i ∩ A◦j = ∅ for i = j . In fact, the key assumption above
is equivalent to the existence of ρ < 2 such that R has finite controlled ρ-variation by which we
mean
|R|ρ-var;[0,T ]2 :=
(
sup
Π=Ai∈P([0,T ]2)
∑
i
∣∣R(Ai)∣∣ρ) 1ρ < ∞; (3.2)
this follows from [16]
∀ε > 0, ρ  1: ∃c: |R|(ρ+ε)-var;[0,T ]2  c(ρ, ε)Vρ
(
R; [0, T ]2), (3.3)
the other inequality Vρ(R; [0, T ]2) |R|ρ-var;[0,T ]2 being trivial. While essentially (or: ε-) equiv-
alent, both types of two-dimensional ρ-variation are useful. Typically, it is easier to estimate the
first one in concrete examples. For instance, a direct computation shows that RH , the covariance
of fBM, has finite ρ-variation with ρ = 1/(2H) 1 (we restrict our discussion to the interesting
regime of Hurst parameter H  1/2); that is
V1/(2H)
(
RH ; [0, T ]2)< ∞.
On the other hand, if one replaces [0, T ]2 in the definition of controlled ρ-variation |R|ρ-var;[0,T ]2
by a generic rectangle A = [s, t] × [u,v] ⊂ [0, T ]2, the map A → |R|p
ρ-var;A has pleasant
super-additivity properties and yields what is a called a 2D control, thus explaining the termi-
nology controlled ρ-variation. (Unfortunately, the distinction between genuine and controlled
ρ-variation was blurred in [13]; thanks to estimate (3.3) this has indeed no consequences.)
The above key assumption is known [13,15] to be sufficient for the existence of a natural lift
of X to a geometric p-rough path X for any p > 2ρ. If (3.2) holds then it is not difficult to show
that there exists a time change τ : [0, T ] → [0, T ] such that R˜, the covariance function of X ◦ τ ,
satisfies
|R˜|ρ-var;[s,t]2  (const.)× (t − s)1/ρ. (3.4)
Because the properties we are interested in are unaffected by time-change we can (and will)
henceforth assume that the covariance function of X satisfies this property; that is, it has Hölder-
controlled ρ-variation in the sense of (3.4). It follows (see [15] for details) that the enhanced
process X has 1/p-Hölder sample paths and we have Fernique-type estimates: for some η > 0
sup
0s<tT
E
[
exp
(
η
(
d(Xs ,Xt )
|t − s|1/ρ
)2)]
< ∞. (3.5)
Remark 1. The reason for making the assumption (3.4) will be appreciated by the reader once
he has read the proof of Theorem 2. For the moment we remark that a bound of the form (3.5) is
(more than) enough to apply the Azencott-type estimates in [14]. These results quantify (prob-
abilistically) the bounds on the error estimates obtained by approximating the solution of a
(random) RDE by an Euler approximation of some order; this is exactly what we end up re-
quiring in Theorem 2.
The assumption of Vρ(R; [0, T ]2) < ∞ has other benefits, notably the following embedding
theorem [13]. Since it is crucial for our purposes we repeat the short proof. As we apply it
componentwise we can assume d = 1.
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finite ρ-variation, then H ↪→ Cρ-var. More, precisely, for all h ∈ H,
|h|ρ-var;[s,t] 
√〈h,h〉H√Vρ(R; [s, t]2).
Proof. Suppose by normalization that |h|H = 1. If (tj ) is a dissection of [s, t], |x|lr = (
∑
i x
r
i )
1/r
for r  1 and if ρ′ denotes the Hölder conjugate of ρ, then using the fact that h(t) = 〈R(t, ·), h〉H
we have
∑
j
βjhtj ,tj+1 =
〈∑
j
βj
[
R(tj+1, ·)−R(tj , ·)
]
, h
〉
H

(∑
j,k
βjβk
〈
R(tj+1, ·)−R(tj , ·),R(tk+1, ·)−R(tk, ·)
〉
H
)1/2

(∑
j,k
|βj |ρ′ |βk|ρ′
) 1
2ρ′
(∑
j,k
∣∣E(Xtj ,tj+1Xtk,tk+1)∣∣ρ
) 1
2ρ
.
Taking the supremum over all |β|
lρ
′  1 and optimizing over all dissections (tj ) of [s, t], we
obtain our result. 
Remark 2. This result can be improved somewhat for fractional Brownian motion by using the
particular structure of the covariance function. More precisely, writing HH for the Cameron–
Martin space of fBM, the variation embedding in [12] gives
HH ↪→ Cq-var for any q > (H + 1/2)−1.
4. H-regularity of RDE solution [3]
We start with the following definition of a regularity property (taking directional derivatives
in H) for Wiener functionals.
Definition 2. (See [18], [24, Section 4.1.3], [27, Section 3.3].) Given an abstract Wiener
space (W,H,μ), a random variable (i.e. measurable map) F : W → R is continuously
H-differentiable, in symbols F ∈ C1H, if for μ-almost every ω, the map
h ∈ H → F(ω + h)
is continuously Fréchet differentiable. A vector-valued r.v. F = (F 1, . . . ,F e) : W → Re is con-
tinuously H-differentiable iff each F i is continuously H-differentiable. In particular, μ-almost
surely, DF(ω) = (DF 1(ω), . . . ,DFe(ω)) is a linear bounded map from H → Re.
The significance of this property comes from the fact that it implies that the functional is in
D1,2loc , i.e. we have:
Lemma 1. (See [24].) C1 ⊂ D1,2.H loc
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RDE, ω → UX(ω)t←0 (y0), is in C1H. The two key ideas underlying this are first to show that the
event {
ω: X(ω + h) ≡ ThX(ω) for all h ∈ H
} (4.1)
has probability one and then use properties of the translated rough path in conjunction with
Fréchet smoothness of the Itô map. From Proposition 2, the following condition is satisfied for
a generic Gaussian rough path, with ρ ∈ [1,3/2), and actually for fBM with H > 1/4; cf. Re-
mark 2.
Condition 1. (See [3].) X admits a lift to a geometric p-rough path X. Moreover, H has com-
plementary Young regularity to X, by which we mean that
H ↪→ Cq-var([0, T ],Rd)
for some q  1 with 1/p + 1/q > 1.
The fundamental importance of Condition 1 lies in ensuring that ThX(ω) can be described in
terms of Young integrals.
Lemma 2. Let X = (X1, . . . ,Xd) be a Gaussian process with natural lift X which satisfies Con-
dition 1, then the event (4.1) has probability one.
Proof. By definition X(ω) is the limit (in probability) of S[p](Xn(ω)) for some (smooth) ap-
proximations Xn to X. It follows that
S[p]
(
Xn(ω + h))= S[p](ωn + hn)= Thn(ωn).
Because 1/p+1/q > 1, the continuity properties of the Young integral imply Th(ωn) → ThX(ω)
with probability one. 
Proposition 3. Assume condition (1). Then, for fixed t  0, the Re-valued random variable
ω → UX(ω)t←0 (y0)
is continuously H-differentiable.
5. Further conditions on the Gaussian driving process
We now present the remaining conditions on X, followed by some commentary on each of
the conditions, explaining their significance in the context of the problem and verifying them for
some explicit examples of Gaussian processes.
Condition 2. (See [3].) Fix T > 0. We assume non-degeneracy on [0, T ] in the sense that for any
f = (f1, . . . , fd) : [0, T ] → Rd of finite p-variation2( T∫
0
f dh ≡
d∑
j=1
T∫
0
fj dh
j = 0 ∀h ∈ H
)
⇒ f ≡ 0 a.e. (5.1)
2 This guarantees, together with Condition 1, that the integral in (5.1) is well defined in Young sense.
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t>0 σ(Xs : s ∈ [0, t]) contains only events of probability zero or one.
Condition 4. (See [2].) Denote the natural lift of X by X and assume for all N  [p], the step-N
Lyons lift of X has, for some H ∈ (0,1), H -scaled full support in the small-time limit, by which
we mean that for all g ∈ GN(Rd) and ε > 0
lim inf
t→0 P
(
d
(
δt−H SN(X), g
)
< ε
)
> 0.
Let us now consider all four conditions in order:
(1) The first condition holds in the case of Brownian motion with p = 2 + ε and q = 1 because
the Cameron–Martin space can be identified explicitly with the Sobolev space W 1,20 . It is also
straight-forward to check for the Brownian bridge and the Ornstein–Uhlenbeck examples.
The general criterion of finite ρ-variation on covariance implies (1) provided ρ < 3/2 (this
is the content of Proposition 2). For the case of fBM we can cover any Hurst parameter
H > 1/4 by making use of Remark 2:
HH ↪→ Cq-var for any q > (H + 1/2)−1.
At the same time [6,20,9,25] fBM lifts to a geometric p-rough path for p > 1/H . By
choosing p,q small enough 1/p + 1/q can be made arbitrarily close to H + (H + 1/2) =
2H + 1/2 > 1 and so (1) indeed holds for fBM with Hurst parameter H > 1/4. To fully ap-
preciate why we need this condition the reader should recall the definition of the translated
rough path ThX (see (2.2)) and also look ahead to Lemma 2.
(2) The second condition of non-degeneracy holds in the case of fractional Brownian motion
simply because C10([0, T ],Rd) ⊂ HH , cf. [11], which implies that any such f is orthogonal
to a dense subset of L2[0, T ] and hence 0 almost everywhere on [0, T ]. A similar reasoning
shows that an Ornstein–Uhlenbeck process, or a Brownian bridge which returns to zero after
time T , satisfies Condition 2; while a Brownian bridge which returns to zero at time T is
ruled out. It is possible to recast this condition as a statement in terms of the covariance
function in fact it can be shown that [3]:
Lemma 3.
(i) The requirement that ∫ f dh = 0 ∀h ∈ H can be relaxed to the quantifier “for all h in some
orthonormal basis of H”.
(ii) The non-degeneracy Condition 2 is equivalent to saying that for all smooth f = 0, the
zero-mean Gaussian random variable
∫ T
0 f dX (which exists as Young integral or via
integration-by-parts) has positive definite variance.
(iii) The non-degeneracy Condition 2 is equivalent to saying that for all times 0 < t1 < · · · <
tn < T the covariance matrix of (Xt1, . . . ,Xtn), that is,(
R(ti, tj )
)
i,j=1,...,d
is (strictly) positive definite.
(3) Turning to the “0–1 law”, the third of the above conditions. When X is Brownian motion,
this is just the well-known Blumenthal zero–one law. More generally, it holds whenever X is
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X has a Volterra presentation [7]
Xt =
t∫
0
K(t, s) dBs.
(Nothing is assumed on K other than having the above Wiener–Itô integral well defined.) The
0–1 law also holds when X is the strong solution of an SDE driven by Brownian motion;
this includes the Ornstein–Uhlenbeck – and Brownian bridge examples. An example where
the 0–1 law fails is given by the random-ray X : t → tBT (ω) in which case the germ-event
{ω: dXt(ω)/dt |t=0+  0} has probability 1/2. (In fact, sample path differentiability at 0+
implies non-triviality of the germ σ -algebra see [8] and references therein.) We observe that
the random-ray example is (a) already ruled out by Condition 2 and (b) should be ruled
out anyway since it does not trigger to the bracket phenomenon needed for a Hörmander
statement.
(4) The next condition expresses some sort of scaled support statement at t = 0+ and is precisely
what is needed in the last part (Step 4) in the proof of Theorem 2 below. We give examples
and easier-to-check conditions below.
Proposition 4. Let B denote d-dimensional fractional Brownian motion with fixed Hurst param-
eter H ∈ (1/4,1) and consider the lift to a (random) geometric p-rough path, denoted by X = B,
with p < 4. Then it satisfies Condition 4.
Remark 3. Brownian motion is covered with H = 1/2.
Proof. From [19,13] we know that the support of the law of B w.r.t. homogeneous p-variation
distance is C0,p-var0 ([0, T ],G[p](Rd)), that is, the closure of lifted smooth path started at 0 with
respect to homogeneous p-variation distance [19,13]. By continuity of SN [19, Thm. 2.2.1] fol-
lowed by evaluation of the path at time 1 it follows that the support of the law of SN(B)1 is full,
that is, equal to GN(Rd). On the other hand, fractional scaling (t−HBst : s  0) D= (Bs : s  0)
implies δt−H SN(B)t
D= SN(B)1 and so, thanks to full support of SN(B)1,
lim inf
n→∞ P
(
d
(
δt−H SN(B)t , g
)
< ε
)= P(d(SN(B)1, g)< ε)> 0. 
Although scaling was important in the previous proof, it is only used at times near 0+. One
thus suspects that every other Gaussian signal X which scales similarly (on the level of N th
iterated integrals!) also satisfies Condition 4. To make this precise we need
Theorem 1. (See [13].) Let (X,Y ) = (X1, Y 1, . . . ,Xd,Y d) be a centered continuous Gaussian
process on [0, T ] such that (Xi, Y i) are independent for i = 1, . . . , d . Let ρ ∈ [1,2) and assume
the covariance of (X,Y ), as function on [0, T ]2, is of finite ρ-variation in 2D sense. Then, for
every p > 2ρ, X and Y can be lifted to geometric p-rough paths denoted X and Y. Moreover,
there exist positive constants θ and C, which depend on p,ρ,T and the ρ-variation of R(X,Y ),
so that for all q ∈ [1,∞),∣∣dp-var(X,Y)∣∣Lq(P)  C√q|RX−Y |θ∞;[0,T ]2 .
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(d-dimensional) fractional Brownian motion with fixed Hurst parameter H ∈ (1/4,1). Assume
in addition that
n2H |RX−B |∞;[0,1/n]2 → 0. (5.2)
Then X satisfies Condition 4.
Thanks to the previous corollary, applied with H = 1/2, it is an easy matter to see that the
Ornstein–Uhlenbeck process or a Brownian bridge (returning to zero at some later time T + ε,
say), started at the origin, satisfies condition (4), and indeed all conditions, required in Theo-
rem 2; “fractional” variations of these examples (i.e. based on H = 1/2) are treated in a similar
way.
6. Proof of Hörmander’s Theorem for Gaussian RDEs
Before proving the main result we make some comments about Hörmander’s condition. We
will introduce an (ostensibly stronger) condition, which we name the Hörmander-type condition
(HT); it turns out that (H) and (HT) are equivalent. This observation makes the proof of the main
result easier to present (largely because (HT) is expressed as the span of vector fields which one
obtains naturally from a Taylor expansion of (2.3)). With this end in mind, let V = (V1, . . . , Vd)
denote a collection of smooth vector fields defined in a neighborhood of y0 ∈ Re . Given a multi-
index I = (i1, . . . , ik) ∈ {1, . . . , d}k , with length |I | = k, the vector field VI is defined by iterated
Lie brackets
VI := [Vi1 ,Vi2, . . . , Vik ] ≡ [Vi1 ,
[
Vi2, . . . , [Vik−1 ,Vik ] . . .
]
.
If W is another smooth vector field defined in a neighborhood of y0 ∈ Re we write
a︸︷︷︸
∈(Rd )⊗(k−1)
· [V, . . . , V ,W ]︸ ︷︷ ︸
length k
:=
∑
i1,...,ik−1∈{1,...,d}
ai1,...,ik−1 [Vi1,Vi2, . . . , Vik−1,W ].
Definition 3. Given r ∈ N we say that condition (H)r holds at y0 ∈ Re if
span
{
VI |y0 : |I | r
}= Ty0Re ∼= Re. (6.1)
Similarly, we say that (HT)r holds at y0 if the span of{
πk−1(g) · [V, . . . ,V ,Vi]︸ ︷︷ ︸
length k
|y0 : k = 1, . . . , r; i = 1, . . . , d, g ∈ Gr−1
(
Rd
)} (6.2)
equals Ty0Re ∼= Re. Hörmander’s condition (H) is satisfied at y0 iff (H)r holds for some r ∈ N.
Similarly, we say that the Hörmander-type condition (HT) is satisfied at y0 iff (HT)r holds for
some r ∈ N. (When no confusion arises we omit reference to y0.)
Proposition 5. For any fixed r ∈ N, the span of (6.1) equals the span of (6.2). Consequently,
Hörmander’s condition (H) at y0 is equivalent to the Hörmander-type condition (HT) at y0.
With this slight detour out of the way we are ready to present a proof of
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i.i.d. components X1, . . . ,Xd . Assume that X satisfies Conditions 1, 2, 3 and 4. Let V =
(V1, . . . , Vd) be a collection of C∞-bounded vector fields on Re which satisfies Hörmander’s
condition (H) at some point y0 ∈ Re. Then the law of the RDE solution
dYt = V (Yt ) dXt , Y (0) = y0
admits a density with respect to Lebesgue measure on Re for all t ∈ (0, T ].
Proof. We fix t ∈ (0, T ]. As usual it suffices to show that the reduced Malliavin covariance
matrix is invertible a.s. We can expand this in terms of an ONB of H as
Ct :=
∑
n
t∫
0
JX0←s
(
Vk(Ys)
)
dhkn,s ⊗
t∫
0
JX0←s
(
Vl(Ys)
)
dhln,s .
We assume that
P(detCt = 0) > 0
and then show a contradiction with Hörmander’s condition.
Step 1: Let Ks be the random subspace of Ty0Re ∼= Re spanned by{
JX0←r
(
Vk(Yr)
); r ∈ [0, s], k = 1, . . . , d}.
The subspace K0+ =
⋂
s>0 Ks is measurable with respect to the germ σ -algebra and by our “0–1
law” assumption, deterministic with probability one. A random time is defined by
Θ = inf{s ∈ (0, t]: dimKs > dimK0+}∧ t,
and we note that Θ > 0 a.s. For any vector v ∈ Re we have
vT Ctv =
∑
n
∣∣∣∣∣
t∫
0
vT JX0←s
(
Vk(Ys)
)
dhkn,s
∣∣∣∣∣
2
.
Assuming vT Ctv = 0 implies
∀n:
t∫
0
vT JX0←s
(
Vk(Ys)
)
dhkn,s = 0
and hence, by our non-degeneracy condition on the Gaussian process
vT JX0←s
(
Vk(Ys)
)= 0
for any s ∈ [0, t] and any k = 1, . . . , d which implies that v is orthogonal to Kt . Therefore,
K0+ = Re, otherwise Ks = Re for every s > 0 so that v must be zero, which implies Ct is
invertible a.s. in contradiction with our hypothesis.
Step 2: We saw that K0+ is a deterministic and linear subspace of Re with strict inclusion
K0+  Re . In particular, there exists a deterministic vector z ∈ Re\{0} which is orthogonal
to K0+ . We will show that z is orthogonal to all vector fields and (suitable) brackets evalu-
ated at y0, thereby contradicting the fact that our vector fields satisfy Hörmander’s condition. By
definition of Θ , K0+ ≡ Kt for 0 t < Θ and so for every k = 1, . . . d ,
zT JX0←t
(
Vk(Yt )
)= 0 for t Θ. (6.3)
Observe that, by evaluation at t = 0, this implies z⊥ span{V1, . . . , Vd}|y .0
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∀g group-like, j m− 1: zT πj (g)[V, . . . ,V ;Vk]|y0 = 0.
We can realize the CC-norm ‖π1,...,m(g)‖Gm(Rd ) as the 1-variation of the shortest path γ n :
[0,1/n] → Rd with the property that Sm(γ n) equals π1,...,m(g), i.e.∣∣γ n∣∣1-var;[0,1/n] = ∥∥π1,...,m(g)∥∥Gm(Rd ) < ∞.
The scaled path
hn(t) = n−Hγ n(t), H ∈ (0,1)
thus has length (over the interval [0,1/n]) proportional to n−H . In Step 4 we will show that
∀ε > 0: lim inf
n→∞ P
(∣∣zT J hn0←1/n(Vk(yhn1/n))∣∣< ε/nmH )> 0 (6.4)
which, since the event involved is deterministic, really says that∣∣nmHzT J hn0←1/n(Vk(yhn1/n))∣∣< ε
holds true for all n  n0(ε) large enough. Then, sending n → ∞, a Taylor expansion and
I (m− 1) shows that the l.h.s. converges to∣∣zT nmHπm(Sm(hn))︸ ︷︷ ︸
=πm(g)
· [V, . . . , V ;Vk]|y0
∣∣< ε
and since ε > 0 is arbitrary we showed I (m) which completes the induction step. This will finish
the proof because, as we remarked above, the conditions (H) and (HT) are equivalent.
Step 4: The only thing left to show is (6.4). To do this recall the definition of the random
time Θ and observe that
P
(∣∣zT J hn0←1/n(Vk(yhn1/n))∣∣< ε/nmH )+ P(Θ  1/n)
 P
(∣∣zT JX0←·(Vk(y·))− zT J hn0←·(Vk(yhn· ))∣∣·=1/n < ε/nmH ).
Since Θ > 0 a.s. it is enough to show that
lim inf
n→∞ P
(∣∣zT JX0←·(Vk(y·))− zT J hn0←·(Vk(yhn· ))∣∣·=1/n < ε/nmH )> 0.
Approximating zT JX0←·(Vk(y·)) by its mth order Euler approximation and using a classical Tay-
lor expansion to estimate zT J hn0←·(Vk(yh
n
· )) we have
• I (m− 1) implies that the first m terms in each expansion vanish;
• the Azencott-type estimates of [14] allow one to handle the remainder terms; in fact it may
be deduced that
nmH × (remainder) → 0 in probability as n → ∞.
(See [2] or [15] for details – the only complication is the need to localize the Azen-
cott estimates to deal with the linear growth in the vector fields governing the behavior of
zT JX0←·(Vk(y·)).) This leaves us only to deal with the mth order term in Euler approximation,
hence the problem is reduced to showing that
lim inf
n→∞P
(∣∣zT [V, . . . , V ;Vk]|y0(nmH Xm0,1/n − πm(g))∣∣< ε2
)
> 0.
But this is implied by Condition 4 and the proof is finished. 
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Let us draw the reader’s attention to a number of possible ways to extend the results presented
here:
(1) Hörmander’s Theorem, as formulated classically, applies to a diffusion with drift:
dYt = V0(Yt ) dt + V (Yt ) dWt
and Hörmander’s condition in this setting therefore naturally involves the drift vector field:
span
{
V1,V2, . . . ., Vd, [Vi,Vj ],
[
Vi, [Vj ,Vk]
]
, . . . : i, j, k = 0,1, . . . , d}∣∣
y0
= Re
(recall the distinguished role played by V0). A natural question therefore is to ask whether
we can adapt the proof of Theorem 2 to accommodate Gaussian(-driven) RDEs with drift
(or more, generally, non-homogeneous driving signals). Intuitively the answer ought to be
that we can since there is no difficultly making sense of these equations (cf. [15]) and, in
the diffusion setting at least, the drift causes no problems and can actually help ensure that
there is a density. The problem arises from the fact that if the driving signals are not of
homogeneous regularity, then the Hörmander-type condition which arises in Theorem 2 from
Taylor expansions becomes much more complicated. It seems challenging in this case to
show that the span of the resulting set of vector fields coincides with a subspace described
through a more classical Hörmander condition.
(2) We have only shown the existence of the density and not so far any smoothness properties;
in the diffusion case it can be shown that the density is smooth although the proofs again rely
heavily on the (semi-)martingale structure. To abstract these ideas to a Gaussian setting will
require additional estimates. In particular, a necessary ingredient is to show Lp-integrability
of the inverse of the Malliavin covariance matrix, which in turn requires similar estimates
on the Jacobian JXt←0. But in the Gaussian context ‖X‖p-var;[0,T ] will have a Gaussian tail
(under reasonable assumptions, cf. [10]) and this renders the deterministic estimate∣∣JXt←0∣∣ C exp(C∣∣|X|∣∣pp-var;[0,T ])
useless for p > 2. Progress has been achieved in establishing bounds on |JXt←0| using rough
path (i.e. not Itô calculus) techniques when X = B, the Brownian rough path (cf. [4] and
[17]) but the general Gaussian case remains open and seems hard. We also note that it would
be very convenient to have some sort of Norris’ lemma [24] which is the topic of some
forthcoming work by M. Hairer and coworkers.
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