It is well known that grid discontinuities have significant impact on the performance of finite difference schemes (FDSs). The geometric conservation law (GCL) is very important for FDSs on reducing numerical oscillations and ensuring free-stream preservation in curvilinear coordinate system. It is not quite clear how GCL works in finite difference method and how GCL errors affect spatial discretization errors especially in nonsmooth grids. In this paper, a method is developed to analyze the impact of grid discontinuities on the GCL errors and spatial discretization errors. A violation of GCL cause GCL errors which depend on grid smoothness, grid metrics method and finite difference operators. As a result there are more source terms in spatial discretization errors. The analysis shows that the spatial discretization accuracy on nonsufficiently smooth grids is determined by the discontinuity order of grids and can approach one higher order by following GCL. For sufficiently smooth grids, the spatial discretization accuracy is determined by the order of FDSs and FDSs satisfying the GCL can obtain smaller spatial discretization errors. Numerical tests have been done by the second-order and fourth-order FDSs to verify the theoretical results.
Introduction
High-order finite difference schemes (FDSs), which can be constructed easily and have high computational efficiency, are widely used in large eddy simulations (LES) and direct numerical simulations (DNS) of turbulences and aeroacoustics [1] [2] [3] [4] . However, in order to obtain their designed accuracy, FDSs always require sufficiently smooth grids which are very difficult or even impossible to be generated for complex geometries. Complex grids for calculations on practical geometries usually contain nonsmooth features such as slope discontinuities, skewness and stretching, and the impact of these factors on scheme performance is usually significant [5] . Therefore, it is extremely important to study the influence of grid nonsmoothness on spatial accuracy for applications of high-order FDSs to practical engineering problems involving complex geometries.
It has been announced that high-order FDSs can achieve their designed accuracy on sufficiently smooth grids but will degrade their accuracy on non-sufficiently smooth grids. Casper et al. [6] pointed out that a nonsmooth grid will adversely affect the results of finite difference ENO schemes and a sufficiently smooth grid is required to achieve the designed accuracy. Castillo et al. [7] found that the accuracy of fourth-order method degrades gradually as the smoothness of the grid degenerates. Shu [8] also pointed out that the smoothness of meshes must be comparable with the order of accuracy of finite difference WENO schemes in order to obtain a truly high-order result, and the smooth meshes for the fifth-order method mean that at least the fifth derivative of coordinate transformation is continuous. However, the impact of grid smoothness on accuracy of finite difference schemes is usually analyzed numerically but not theoretically.
It was proved that the geometric conservation law (GCL) shall be also satisfied when high-order FDSs are used in the curvilinear coordinates, otherwise some negative effects may appear [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , such as violation of free-stream conservation, numerical oscillation. It is true that the GCL is satisfied analytically, but the discrete GCL may be dissatisfied by unsuitable discrete algorithm even on some sufficiently smooth grids, let alone nonsufficiently smooth grids. In recent years, some numerical results showed that satisfying GCL can reduce the requirement on grid smoothness for high-order FDSs, which make it possible to use them to solve problems with complex geometries. In addition, increasing numerical evidences show that satisfying the discrete GCL can improve the timeaccuracy of numerical computations and can improve stabilities of these schemes as well (see, e.g., [21] [22] [23] [24] ). Nonomura et al. [25] showed that the free-stream and vortex preservation properties of WCNS [26] [27] [28] is superior to those of the WENO scheme [29] , and Deng et al. [30] found the essential reason is that conservative metric method (CMM) can be introduced to ensure WCNS satisfying the GCL. Recently, Nonomura et al. [31] also introduced a technique to make WENO satisfy the GCL and found that with this technique the resolution of vortex is much improved on wavy and random grids. In order to ensure the GCL for high-order finite difference schemes, CMM has been proposed in [30] and a special case of the CMM can be found in Visbal and Gaitonde's numerical technique [5] . Thereafter, symmetrical conservative metric method (SCMM) is derived by analyzing the geometric meaning of metrics and Jacobian [32] . However, the impact of the GCL on spatial accuracy of FDSs has not been analyzed theoretically. For instance, as shown in Refs. [5, 25, 30] correct solutions can be obtained on random grids by FDSs provided that the GCL is satisfied strictly, otherwise, wrong solutions may be yielded if the GCL is not satisfied.
Most of previous work focus on ensuring the GCL for high-order FDSs to obtain better solutions in nonsmooth grids while the reason GCL-FD(FDSs satisfying the GCL) can improve solutions is ignored and not clear up to now. To understand this reason, theoretical and numerical analysis on the accuracy of GCL-FD and NGCL-FD(FDSs which does not satisfy the GCL) are made on nonsmooth grids in the current work. In addition, we denote FDSs with a rth-order accuracy as FDr. Then the rth-order accurate GCL-FD and NGCL-FD are denoted as GCL-FDr and NGCL-FDr, respectively. The main contributions of the work go as follows:
1. Systematic methodology for analyzing numerical errors of finite difference schemes on nonsmooth grids is developed. Our main technique is to use Taylor series expansion based on single-side partial derivatives on discontinuous points.
2. GCL errors and spatial discretization errors are analyzed theoretically. GCL errors are proved to be zero for GCL-FD but be related to grid smoothness and difference operators for NGCL-FD. GCL errors can affect spatial discretization errors. GCL-FD has one order higher spatial accuracy than NGCL-FD for non-sufficiently smooth grids.
3. Numerical tests on GCL errors and spatial discretization errors are made based on grids with different orders of smoothness.
This paper is organized as follows. In Section 2, definitions of grid smoothness and some propositions are presented. In Section 3, GCL errors are analyzed theoretically. In Section 4, spatial discretization errors are analyzed theoretically. In Section 5, numerical tests are made for GCL errors and spatial discretization errors based on grids with different orders of smoothness. Finally, concluding remarks are made in Section 6.
Definition of grid smoothness and some propositions
Grid discontinuity will cause some difficulties in analyzing the discrete errors of FDSs theoretically. There are mainly two difficulties: The first is how to describe grid discontinuities mathematically, and the second is how to analyze the influence of grid discontinuities on spatial discretization errors of finite difference operators. In addition, the analysis becomes more complicated when the spatial dimension increases. Take three dimensions for an example, discontinuities may exist in any of the three directions and the Taylor expanding will have many cross-partial derivatives. As a start we consider two dimensional grids and discuss the case that grid coordinates can be written as a smooth function plus another nonsmooth function which can be written as a finite sum of products of one-dimensional functions. Some grids of this kind can be found later in Fig. 1 . As for more general grids and three dimensional grids, we like to leave for considering in the future. Moreover, we analyze only the stationary grids in this paper. The grids considered in this paper can be transformed from Cartesian x−y coordinates to curvilinear ξ −η coordinates,
where f and g are sufficiently smooth functions while ϕ m,l and ψ n,l (l =1,2, m=1,2,··· , M, n = 1,2,··· , N) are piecewise-smooth functions. Suppose computational grid has N ξ +1 and N η +1 grid points along grid lines ξ = ξ i and η = η j , respectively. Coordinates of grid points are
In the following, we give some definitions of grid smoothness and some propositions which are used in Sections 3 and 4 to derive and analyze GCL errors and spatial discretization errors.
are the qth partial derivatives on the left side and the right side of the ith-point along the grid line η = η j , if
then φ is (k−1)th-order ξ-continuous at the point (i,j), which is the kth-order ξ-discontinuous point. Here k is called the order of ξ-discontinuity of φ.
Definition 2.2. (global ξ-continuity)
Suppose φ is n i,j th-order continuous about ξ at (i,j), and n = min n 1,1 ,n 1,2 ,··· ,n N ξ +1,N η +1 . We say that φ is nth-order globally ξ-continuous.
is n 1 th-order globally ξ-continuous and n 2 th-order globally η-continuous, and y(ξ,η) is n 3 th-order globally ξ-continuous and n 4 th-order globally η-continuous, we call such a grid is nth-order global continuous grid or C n grid, where n = min{n 1 ,n 2 ,n 3 ,n 4 }.
For sufficiently smooth function φ, some propositions are presented in the following. 
This proposition can be easily proved by using the following Taylor series expansion
and Binomial Theorem. Suppose φ is discontinuous at the point (i,j), the following Taylor series expansion based on single-side partial derivatives can be obtained,
which is between i and i+l, then we have
where (·) R−L is defined as the difference between the right side and the left side values at the same point, i.e., (·)
Proof. For i D > 0, we notice that
In addition, from Proposition 2.1 we have
Therefore, (2.4) can be obtained by combining (2.5) and (2.6). The result for i D < 0 can be obtained by a similar deductive procedure.
For the difference operator of the first partial derivative
if the operator has rth-order accuracy, the relation of {b m } can be easily obtained by taking Taylor series expansion of φ i+m,j at φ i,j
Since the operator has rth-order accuracy, i.e.
Then, we consider the discretization errors of the difference operator δ ξ φ of the first derivative φ ξ .
Proposition 2.3.
Suppose φ is kth-order ξ-partial discontinuous at point (i A , j) along the grid line η = η j , and is continuous on the both sides of this point.
and for i D = 0, For convenient and without loss of generality, hereinafter we assume that the computational point (i,j) locates at the left side of the discontinuous point (i A , j) and satisfies
For rth-order difference operator,
Inserting (2.11) into (2.10), we can get
Proposition 2.4. If u is an infinitely differentiable function about x and y, and i A is the kth-order ξ-discontinuous point of x,y. Then, the following relation holds 
Therefore, (2.13) is obtained immediately.
If u is an infinitely differentiable function about y, and i A is the kth-order ξ-discontinuous point of y, then the relation (2.13) reduces to 
GCL discretization errors
If a FDS does not satisfy the GCL, the GCL errors may cause many unpleasant problems like numerical oscillations and free-stream violation. The GCL errors of GCL-FD and NGCL-FD are analyzed in this section.
Two-dimensional transformation from Cartesian coordinates x−y to curvilinear coordinates ξ −η shall satisfy the following differential GCL
where
Here the grid metrics are
According to (3.2) , the discrete form of the GCL (3.1) can be written as
where δ 1 and δ 2 are called the first and second difference operator of (3.1). Here (·) represents the discrete form of (·). It is worth noting that δ 2 is used to compute the grid metrics while δ 1 is used to compute flux derivatives. In curvilinear coordinate, since flux derivatives contain grid metrics, δ 1 also operates the metrics. A general form of δ 1 and δ 2 can be written as,
The discrete GCL errors of GCL-FD and NGCL-FD are given in the following theorem. (ii) For NGCL-FD, which does not satisfy the above CMM condition, the GCL errors are
Proof. Using the results (2.10) in Proposition 2.3, we obtain
Then, by using Taylor series expansion in η direction and Proposition 2.3 once again, we can obtain
, both of I sm and I nsm are equal to zero. Therefore, we have I x = 0 for GCL-FD no matter the grid is smooth or not.
(ii) For NGCL-FD, based on the coefficient relations (2.8) and note that the order of discontinuity of 
Thus, the GCL error is
By similar deductive procedure, the GCL error of I y can be obtained by replacing y in (3.9) with x. Thus, we have I y =0 for GCL-FD and I y =O (∆ξ) min{r,k−1} ,(∆η) r for NGCL-FD.
Then it is evident that the convergence order of the GCL errors for NGCL-FDr is min{k−1,r}. From (3.6), we note that if the grid is sufficiently smooth (k ≥ r+1), the convergence order of the GCL errors is equal to the spatial accuracy order of the finite difference operator. This proposition can be proved by using Taylor series expansion and considering both the ξ-partial discontinuity and the η-partial discontinuity simultaneously. Details of the proof process are omitted in this paper to save space.
In addition, the relation between L m norm errors and L ∞ norm errors is also derived. For sufficiently smooth grids, the convergence rates of L m errors are the same as L ∞ errors, while for nonsmooth grids which have a finite number of discontinuities, the relation becomes Order(L m ) = Order(L ∞ )+ 1 /m. The derivation process of the relation is not detailed here.
Spatial discretization errors
In this section, we analyze spatial discretization errors of GCL-FD and NGCL-FD based on nonsmooth grids.
Consider the following conservation law
By using curvilinear coordinates transformation (2.1), (4.1) becomes
where A is the flux part
We split the flux part A into two parts, i.e.,
with the E-flux part
and the F-flux part
In the following, we will analyze the discretization errors of A and J, respectively.
Discretization errors of the flux part
Now we analyze the discretization errors of A. Firstly, the errors of A E and A F will be analyzed separately. Then, the discretization errors of A will be obtained by adding the errors of A E and A F .
Discretization errors of the E-flux part
By using the operators in (3.5), the discretization form of the E-flux part (4.6) reads
At the end, the discretization errors of A E can be evaluated as (see Appendix for details)
If a GCL-FD is applied to the flux part (4.4), which means that the difference operators satisfy the conditions of δ
Then, according to Theorem 3.1(i), the GCL error is equal to zero, thus
Thus e E nsm1 = 0. Moreover, from (4.10), e E nsm2 can be simplified as
Therefore, e A E becomes
From (4.9) we can see that, for sufficiently smooth grid (k ≥ r+1), the E flux part of GCL-FD does not have the error term e E GCL , which is of O ((∆ξ) r ,(∆η) r ) according to Theorem 3.1(ii). Therefore, satisfying GCL may help to reduce numerical errors even for sufficiently smooth grid.
Discretization errors of the F-flux part
In a similar deductive procedure, the discretization errors of the F-flux part can be obtained,
If GCL-FD is applied to the flux part (4.4), namely δ
For sufficiently smooth grid (k ≥ r+1), the F-flux part of GCL-FD does not have the error term e F GCL , which is of O ((∆ξ) r ,(∆η) r ).
Discretization errors of the flux part
The discretization errors of A can be obtained by adding the errors of A E and A F , i.e.,
where (e A E ) i,j and (e A F ) i,j are given in (4.9) and (4.12), respectively.
For sufficiently smooth grid (k ≥ r+1), the flux part of GCL-FD does not have the error term e E GCL +e F GCL , which is of O ((∆ξ) r ,(∆η) r ).
We compare the error of NGCL-FD (4.13) with the error of GCL-FD (4.14). For unsteady problem 
Discretization errors of Jacobian
The Jacobian J defined in (3.3) has two basic equivalent conservation forms,
In fact, we have the following general form of the Jacobian, 16) where 0 ≤ a ≤ 1. The discretization form of J 0 is
Replacing E in (4.9) with x and noticing that 
And the discretization form of J 1 is
Similarly, e J 1 can be obtained by replacing F in (4.12) with y, 20) where g i,j is given in (4.11). In fact, the main discretization errors of different Jacobians J a (0 ≤ a ≤ 1) are all the same for the case δ 
Spatial discretization errors
The errors of the flux part and Jacobian can be written as
Hence, the spatial discretization errors reads For steady problem, i.e., A = 0, we have e = e A /(J +e J ) from (4.21). In this case, the spatial discretization errors are determined by the discretization errors of the flux part e A and thus the result (4.23) also holds according to (4.15) . Therefore, the result (4.23) holds for both steady and unsteady problems.
The above theoretical result can be concluded as the following theorem. (ii) For sufficiently smooth grid (k > r), the spatial discretization error term ((
, vanishes by GCL-FDr and maybe not by NGCLFDr. Thus, GCL-FDr tends to obtain smaller spatial discretization errors than NGCL-FDr.
For example, for a grid with k = 2 (C 1 grid), GCL-FD2 can obtain second-order accuracy while NGCL-FD2 has only first-order accuracy. 
Numerical investigation
In this section, GCL errors and spatial discretization errors are tested for GCL-FD and NGCL-FD. For numerical test, we consider second-order and fourth-order finite difference operators. In Section 5.1, we make tests on grids with discontinuities in one direction to verify the results in Theorem 3.1 and Theorem 4.1. Then we choose one kind of grids with discontinuities in two directions for test in Section 5.2 to verify the results in Proposition 3.1 and Proposition 4.1.
Consider second-order and fourth-order FD operators. The general form of secondorder FD operator reads
which is second-order for α = 4 3 and is fourth-order for α = 4 3 . And the general form of fourth-order FD operator is
which is fourth-order for α = 3 2 and is sixth-order for α= 3 2 . We take the operators δ 1 and δ 2 in (3.5) as the form (5.1) for second-order procedure (FD2) and the form (5.2) for fourthorder procedure (FD4). In addition, the parameter α in the operators are denoted as α 1 and α 2 for δ 1 and δ 2 , respectively. For FD2 with the form (5.1), GCL-FD2 is obtained by taking the same parameter α 1 =α 2 = 
Tests on grids with discontinuities in one direction
The generation of five kinds of grids with different smoothness in one direction is given in Subsection 5.1.1, and GCL errors and spatial discretization errors are given in Subsections 5.1.2 and 5.1.3, respectively. In Subsection 5.1.4, the vortex evolution problem is solved to demonstrate the errors and orders of accuracy at a fixed final time. Periodic boundary conditions are used.
Design of grids with different orders of smoothness
In order to test the impact of grid smoothness on GCL errors and numerical errors, grids with different orders of smoothness are generated. The grids are generated via the following coordinates transformation
where A is amplitude of grid irregularity, ξ i = (i−1)∆ξ −0.5 and η j = (j−1)∆η −0.5. In the following, we choose A = 0.1. The grids with different discontinuity properties at x = ±0.3 can be produced by taking different k for y i,j in (5.3). These grids have the following properties: (i) Satisfying periodic boundary conditions. The grid derivatives x ξ , x η , y ξ , y η and the Jacobian J are periodic in both ξ and η directions.
(ii) The parameter k determines the order of discontinuity, or more exactly, y and
have kth ξ-partial discontinuities in finite points, which means that ∂ p+k y ∂ξ k ∂η p is discontinuous for p≥0 at ξ =±0.3. In addition, x is infinite differentiable in both ξ and η directions, The theoretical analysis has shown that GCL-FDr cannot obtain their designed accuracy order unless the grid is at least (r−1)th-order smooth, and NGCL-FDr requires that the grid is at least rth-order smooth. In the next two subsections, the above findings will be verified by numerical tests based on FD2 and FD4. In order to cover the grids from nonsmooth grids to sufficiently smooth grids for the two kinds of schemes, five kinds of grids with k = 1,2,3,4,5 are generated. Table 1 shows the grid discontinuity properties and the scheme requirements of GCL-FDr and NGCL-FDr. 
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Numerical test for GCL errors
In this subsection, we test the GCL errors of NGCL-FD for five kinds of grids with different smoothness of k = 1,2,3,4,5 given in Subsection 5.1.1. The L 1 , L 2 and L ∞ GCL errors on these grids are given in Tables 2 and 3 . The results are further summarized in Table 4 Ì Ð ¾ Ä ÖÖÓÖ× I x ÓÖ AE Ä¹ ¾ ÓÒ Ú Ò × Ó Ö ×º to show the relation between the convergence rate of GCL errors, the grid discontinuity order k, and the accuracy order r of difference operators.
Firstly, we have a close look at the relation between grid smoothness and the convergent order of GCL errors. For the grids with k = 1, we can see from Tables 2 and 3 that the order of L 1 , L 2 and L ∞ GCL errors are 1, 0.5 and 0, respectively, for both NGCL-FD2 and NGCL-FD4. Similarly, for the other four kinds of grids, the L 1 , L 2 and L ∞ GCL errors of NGCL-FDr (r = 2 or r = 4) converge in the rates of min(k,r), min(k−0.5,r) and min(k−1,r), respectively. The L ∞ errors agree with the theoretical results (3.9).
Secondly, It is worth noting that the GCL errors of the fourth-order scheme are generally lower than that of the second-order scheme, although the GCL errors of the two schemes show similar convergence rate on non-sufficiently smooth grids. Taking the grids with k=2 for an example, although the convergence rates of NGCL-FD2 and NGCL-FD4 are the same, the latter one produces smaller GCL errors than the former.
Thirdly, grids with k = r+1 (C r grid) are sufficiently smooth for NGCL-FDr from the 
Numerical test for spatial discretization errors
In this subsection, spatial discretization errors of GCL-FD and NGCL-FD are tested on the five kinds of grids given in Subsection 5.1.1. Since y is discontinuous in η direction, we check the spatial discretization errors of Tables 5 and  6 . Firstly, when the grids are first-order discontinuous (k = 1), the orders of L 1 ,L 2 and L ∞ errors are 2, 1.5 and 1 for GCL-FD4, but 1, 0.5 and 0 for NGCL-FD4. The L ∞ errors of NGCL-FD4 can not converge to zero as refining the grids because the discrete version of the spatial terms in Eq. (4.2) is inconsistent with Eq. (4.1) due to the strong non-smoothness of the grids. Secondly, it can be concluded that the orders of L 1 , L 2 and L ∞ errors are min(k+1,r), min(k+0.5,r) and min(k,r) for GCL-FDr, but min(k,r), min(k−0.5,r) and min(k−1,r) for NGCL-FDr. In order to facilitate the analysis, numerical spatial errors by NGCL-FD4 and GCL-FD4 are also plotted together as shown in Fig. 2 . This result indicates that for nonsmooth grids (k ≤ r), the GCL-FDr has one order higher spatial accuracy than NGCL-FDr. Thirdly, to obtain the designed accuracy orders, the grids with k = r (C r−1 grid) are smooth enough for GCL-FDr schemes while the grids with k = r+1 (C r grid) are smooth enough for NGCL-FDr schemes. Fourthly, we can see from the results of the case k=5 that satisfying the GCL can still reduce the discretization errors for sufficiently smooth grids, which agrees with Theorem 4.1.
FD2 is also tested and the results are not listed here. It can be found that FD2 also have the above four properties. Table 7 gives the relation between numerical errors, the grid smoothness, and the accuracy orders of difference operator for FD2 and FD4. In addition, although GCL-FD2 and GCL-FD4 have the same accuracy on the grids with k= 1, the former has larger numerical errors than the latter. This is similar to the comparison between NGCL-FD2 and NGCL-FD4. The results indicate that high-order schemes might 5.02E-08 4.00 1.03E-07 4.00 5.72E-07 4.00 1200×1200 9.91E-09 4.00 2.04E-08 4.00 1.13E-07 4.00 2000×2000 1.28E-09 4.00 2.65E-09 4.00 1.47E-08 4.00 be superior to low-order schemes in reducing numerical errors even for grids with firstorder discontinuity.
Vortex evolution problem
In this subsection, GCL-FD and NGCL-FD are applied to solve isentropic moving vortex problem on five kinds of grids given in Subsection 5.1.1 with initial conditions Tables 8  and 9 gives numerical accuracy of density for GCL-FD4 and NGCL-FD4, respectively. It can be seen that GCL-FD4 performs at nearly second order accuracy on grids with k = 1 while NGCL-FD4 at nearly first order accuracy. Thus GCL-FD4 has one order higher accuracy than NGCL-FD4. In addition GCL-FD4 has second order higher order accuracy than NGCL-FD4 on grids with k = 2. Moreover, GCL-FD4 has a bit smaller error than NGCL-FD4 for k = 3 and has nearly the same errors for k = 4,5.
Secondly, we solve the problem till T = 2.0 to see the time variation of orders for GCL-FD4 and NGCL-FD4 on grids with k = 1. And numerical errors on two grids with 500×500 and 800×800 grid points are used to calculate numerical orders. From Fig. 3 we can see that GCL-FD4 has one order higher accuracy than NGCL-FD4 with respect to L 1 order and L 2 order. As for L ∞ order, both schemes has large vibration. The former one always has higher order accuracy than the latter one and the exceeding order vibrates with time. Moreover, we can see from Fig. 4 that both the errors and the area influenced by nonsmooth grid for GCL-FD4 are much smaller than that for NGCL-FD4.
Therefore, GCL-FD has superiority over NGCL-FD4 in spatial accuracy at a fixed final time. In addition, the exceeding order of GCL-FD4 over NGCL-FD4 may be different for different grids. The reason may be that the influence of local truncation errors near discontinuous points on global errors may rely on two aspects which are properties of the grid (discontinuity order and discontinuity distribution) and properties of the solution (solution distribution and solution evolution).
Tests on grids with discontinuities in two directions
In this subsection, we test GCL errors and numerical errors on grids with discontinuities in two directions. The grids are generated via the following coordinates transformation
where Here k ξ and k η denote the order of discontinuity of y in ξ and η direction, respectively. We test the case k ξ = 2 and k η = 4. The GCL errors of NGCL-FD are summarized in Table 10 . We can see that the order of L 1 , L 2 and L ∞ GCL errors are 2, 1.5 and 1, respectively, for both NGCL-FD2 and NGCL-FD4. This result indicates that the GCL errors of NGCL-FD are determined by the lower order of discontinuity order k = min(k ξ ,k η ) and is consistent with Proposition 3.1. Tables 11 and 12 give the spatial discretization errors of GCL-FD and NGCL-FD. It can be concluded that the orders of L 1 , L 2 and L ∞ errors are min(k+1,r), min(k+0.5,r) and min(k,r) for GCL-FDr, but min(k,r), min(k−0.5,r) and min(k−1,r) for NGCL-FDr. This result agrees with Proposition 4.1. 
Concluding remarks
In the present work, the impact of grid discontinuities on the GCL errors and spatial discretization errors is analyzed theoretically and numerically to explore how GCL works in finite difference method. The GCL errors are proved to be zero for GCL-FD. However, for NGCL-FD, the GCL errors are related to grid smoothness. For C k−1 grids and rthorder finite difference operators, the GCL errors of NGCL-FD are approaching to zero with refining grids at min{r,k−1}th-order convergence rate. The convergence rate of spatial discretization errors is min{r,k}th order for GCL-FD but min{r,k−1}th order for NGCL-FD. Then for non-sufficiently smooth grids with k < r+1, GCL-FD has one order higher spatial accuracy than NGCL-FD. If the grid is sufficiently smooth, namely k ≥ r+1, both GCL-FD and NGCL-FD can obtain rth-order spatial accuracy, but the former is proved to produce smaller numerical errors than the latter. It can be concluded that satisfying the GCL helps FDSs to obtain one more order of accuracy for non-sufficiently smooth grids and reduce discretization errors for sufficiently smooth grid. The following two issues are worth to be emphasized: (i) Satisfying the GCL can reduce the grid requirement of FDSs. GCL-FDr only needs a C r−1 grid while NGCLFDr needs a C r grid to obtain their rth-order accuracy. Thus, from the viewpoint of grid generation, satisfying the GCL can reduce the difficulties on grid generation for highorder FDSs when complex configurations are involved. (ii) Satisfying the GCL can make finite difference equation be consistent with the corresponding differential equation. For C 0 grids, GCL-FD still has first-order accuracy and thus satisfies consistent condition. However, NGCL-FD only have zeroth-order accuracy, and the L ∞ error dose not decrease to zero because the local truncation errors of the difference equation cannot converge to zero as the grid is refined. This means that the finite difference equation of the NGCL-FD is no longer consistent with the corresponding differential equation on C 0 grids. FDSs satisfying the GCL can obtain better solutions because the spatial discretization errors are reduced. Some researches show the numerical stability of finite difference method can also be improved by following GCL. Therefore, More attention will be paid to the influence of the GCL on the numerical stability in our future works. 
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Appendix: Discretization errors of the E flux part
By using the operators in (3.5), the discretization form of the E-flux part (4.6) reads 
By using the relations (2.8) and getting the main terms of the errors, we obtain 
