Abstract-The combinatorial concept of separating systems has numerous applications, such as automata theory, digital fingerprinting, group testing, and hashing. In this correspondence, we derive upper bounds on the size of codes with various separating properties.
to denote the only element in the cell. If A(i; j) = A(i; k) = x, then P (x; j ) = P (x; k) = i, but then row x is not a permutation. If A(i; j ) = A(k; j ) = y, then P (y; j ) = i and P (y; j ) = k so the permutation in the PA maps one element to two symbols.
Since C is r-separable, we can obtain r latin squares in this way. Next, we establish that these r squares are orthogonal. Suppose A a (i 1 ; j 1 ) = A a (i 2 ; j 2 ) = x and A b (i 1 ; j 1 ) = A b (i 2 ; j 2 ) = y. Then P A(x; j1) = i1 , P A(x; j2) = i2 , P A(y; j1) = i1 , and P A(y; j 2 ) = i 2 . Then, if j 1 6 = j 2 , rows x and y agree in two positions. If j 1 = j 2 , then it must happen that i 1 = i 2 ; otherwise, the PA is not well defined. But this is impossible. Now Theorem 4 in [7] can be interpreted as follows.
Lemma 2.4:
If there exists a doubly resolvable packing with block size at most r on n classes on jCj points, and s MOLS of order m, then there exists a doubly resolvable packing with block size at most r with nm classes on mjC j points.
The proof of this is a standard inflation (see [4] ), since s MOLS of order m can be viewed as a doubly resolvable TD(s;m). There are many known constructions for MOLS and the bounds are widely known; see [1] , [3] , [4] , and references therein.
We state the main application of MOLS to permutation arrays.
Theorem 2.5:
If there exist s MOLS of order n, then there exists an s-separable (n; n 0 1) permutation array of size sn.
Proof: Let the symbols in the tth latin square be (t 0 1)n to (t 0 1)n + n 0 1. We construct an n 2 n square with the (i;j) cell containing the k symbols from the (i;j) cell in each of the k latin squares. We establish that the constructed square is a T(n; 1; kn). Each latin square uses n symbols, so the total number of symbols is kn. Each row and each column contains each symbol exactly once since the k squares are latin. Each pair of elements occurs at most once in a cell because the k squares are mutually orthogonal. Hence, there exists a T(n; 1; kn). By Theorem 2.2, there exists a B(n; 1; kn). The s latin squares employed yield the s-separability.
For many values of n, Theorem 2.5 improves upon the result of [7] (equivalently, that obtained from Lemma 2.4). For n = 10, we obtain size 2 1 10 rather than 1 1 10; for n = 12, we find 5 1 12 rather than 2 1 12, and for n = 14 we find 3 1 14 rather than 1 1 14. De la Torre, Colbourn, and Ling [5] use this correspondence to find a (40;39) permutation array of size 7 1 40 rather than 4 1 40. The exact number of MOLS is not known for any n 10 which is not a prime or a power of a prime; nevertheless, Theorem 2.5 tells us the best result that can be obtained for separable permutation arrays. Nevertheless, it happens that the largest (n; n 0 1) permutation array can be much larger than the largest separable one; indeed, for n = 6 the largest separable (6;5) permutation array contains only six permutations, but Kløve [11] has shown that the largest (6;5) permutation array has size 18. Thus, in the construction of permutation arrays, Theorem 2.5 provides a useful construction but may not provide the largest permutation array.
The separating weight (T; U) of a (t; u)-configuration is the number of positions i which separate it. The (t; u)-separating weight t;u of a code C is the minimum of (T; U) for all (t; u)-configurations (T; U). Note that 1;1 = d. In this correspondence, we present improvements on the upper bounds on (t; u)-separating codes.
I. MOTIVATION
The theory of separating systems has been applied in different areas of science and technology such as automata synthesis, technical diagnosis, constructions of hash functions, and authenticating ownership claims. Separating codes is a combinatorial concept and has been studied as such in a set-theoretic framework, e.g., [16] .
The recent interest in separating codes comes mainly from digital fingerprinting [6] . A vendor distributes digital copies of a copyrighted work, and she wants to prevent the users from making illegal copies. A digital watermark is a perceptually invisible pattern embedded in a digital file. Watermarking can be used to give every sold copy a unique identification (ID), a digital fingerprint, identifying the buyer. If an illegal copy subsequently appears, the user guilty of copying may be identified and prosecuted.
An interesting combinatorial problem arises in the venture to protect against coalitions of pirates. If several users collude, they may compare their copies, and every differing symbol must be part of the fingerprint. Thus, having identified part of the fingerprint, the pirates may also change it and produce illegal copies with invalid fingerprint. The fingerprints the pirates are able to forge form the so-called feasible set, defined as F (T ) := f(v 1 ; . . . ; v n ) 2 Q n j 8 i; 1 i n; 9(a1; . . . ; an) 2 T; ai = vig where T is the set of fingerprints held by the pirates, Q is the alphabet, and n is the length of a fingerprint.
If the set (code) of valid fingerprints still makes it possible to trace at least one guilty pirate out of a coalition of size t or less, we say that the code has the t-identifiable parent property (t-IPP). If the pirates are able to forge the fingerprint of an innocent user, we say that this user is framed. Codes which prevent framing are called frameproof codes, and this concept coincides with (t; 1)-separation. Other kinds of separating codes have also been used to construct IPP codes [4] , [5] . It can also be seen that if the code is (t; t)-separating, then no two disjoint pirate coallitions of size at most t can produce the same false fingerprint; and, therefore, (t; t)-SS are known as t-secure frameproof codes in the fingerprinting literature [24] .
In [23] , it was proved that the best known asymptotical (2; 2)-separating codes are also 2-IPP with -error. In [22] , a new scheme against three pirates is constructed based on separating codes. 0 cannot pass through any common state. Sagalovich's contribution on this topic is substantial and has been surveyed in [21] .
II. MINIMUM ALPHABET SIZE FOR LINEAR SS
If a linear code is to be (t; u)-separating, then the alphabet must have a certain minimum size. Here we give lower bounds on q. The result for binary codes is probably well known, but the nonbinary result appears to be unknown in the literature. III. ON (t; 1)-SEPARATING CODES It was proved by Blackburn [5] that any (t; 1)-separating code has M t 1 q dn=te . We generalize this result for codes with a guaranteed (t; 1)-separating weight t;1 = n. Such codes have been studied in [13] , [17] motivated by broadcast encryption. Partition f1;2; . . . ng into t almost equal parts P 1 ; . . . ; P t of size bn=tc or dn=te. Say a codeword c is isolated on Pi if no other codeword projects onto an n=t-tuple on P i located at distance less than (n=t) from c. by the Singleton bound ( [19] ). This proves the following statement.
Theorem 2:
If C has (t; 1)-separating weight n or greater, then #C tq d(10)n=te . For constant t, this asymptotically gives R (1 0 )=t when n increases, where R := (log q #C)=n is the code rate. If we let tend to zero, we get an upper bound on (t; 1)-SS, which was found independently in [10] and [5] . The proofs are essentially the same as the one presented here. Asymptotically, when n increases, the best possible rate of a (t; 1)-SS is at most 1=t.
IV. UPPER BOUNDS BY PROJECTION
In this section, we give a general presentation of the well-known recursive projection arguments for upper bounds. The technique have been used for decades, but the results have continuously been refined in various ways, see, e.g., [21] . Here we make another step forward in tightening the bounds, both for separating codes and for the related superimposed and completely separating codes.
A. The Binary Case
Separating codes are related to two stronger concepts. Completely separating codes ((t; t 0 )-CSS) are used in automata theory and faulttolerant systems alongside the separating codes. Superimposed codes ((t; t 0 )-SI) were introduced in [14] , and have been studied in several papers, e.g., [11] , [12] .
We will discuss the binary case only. Consider any t + t 0 codewords and view them as rows of a matrix. If the code is separating, there must be at least one separating column, which is either x x x 0 = (0 . The following proposition is proved in the same way. Proof: Let C be a (t; u)-CSS with rate R = R CSS (t; u), and let Now, obviously R R(), which is decreasing in t , and this gives the result. The bound on R SS is similar, except that the minimum distance of C is d = 1;1 instead of 21;1.
This theorem provides a recursive bound on separating codes. The general idea is not new, at least the derived bound on (2; 2)-SS has been known for ages, see [21] . Even so, the results we obtain here for (t; t)-CSS are stronger than those recently presented in [12] (except for t = 2). We use the linear programming bound for R(), as given in the following theorem in its q-ary version. See [2] for the nonbinary form and [20] for the original (binary) version. Also note improvements in [1] , [18] . where Hq(x) = 0(1 0 x) log q (1 0 x) 0 x log q x + x log q (q 0 1):
In Table I , we summarize the rate we get for small t and t 0 , and q = 2. Most of the rates are obtained by using the theorems of this section recursively. The first bounds in the iterations are copied from other works. Observe that we improve the bounds also on (t; t)-SIC for We can use any upper bound R() on R1, and get
Using the Theorem 4, we get R1 0:0663.
B. The Ternary Case
In the nonbinary case, complete separation is not clearly defined.
When q > 3, we are not able to prove a recursive bound stronger than In the ternary case, though, we get a strong analog of the binary results by defining ternary pseudo-completely separating weights. Let (T; U ) be a (t; u)-configuration. A separating column i is of Type 0 if The pseudo-completely separating weight of a ternary code C is the largest number t;u such that any (t; u)-configuration has at least t;u separating columns of Type 0 and at least t;u separating columns of Type 1.
The following two lemmas can be proved using the proof of Proposition 2. Analogously to Theorem 3, we get Theorem 5. Note that this bound depends only on the sum t + u. We have computed numerical values for q = 3 in Table III . Applying the corollary for q = 2 gives the same bounds as the ones obtained from intersecting codes in [9] .
V. CONCLUSION
We have refined the upper bounds on (t; u)-separating codes. This has also led to improvements on the upper bounds for (t; t)-superimposed codes (completely separating codes).
