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ABSTRACT 
Catalytic processes simulated at nano-scale: Growth of graphitic structures and 
functionalized graphene explained 
by 
Morgana de Avila Ribas 
Key dynamic processes at nano-scale, such as graphene hydrogenation and flu-
orination, and carbon nanotube ( CNT) growth, cannot be observed in situ in real 
time. Nevertheless, such processes can be studied through complementary computa-
tional methods. This work simulates three important catalytic processes represent-
ing the growth of graphitic structures and functionalized graphene. The spillover 
phenomenon, which has been considered promising for efficient hydrogen storage, in-
cludes transfer of H from a metal catalyst to a graphitic receptor, to finally form 
a graphane island. Although, the spillover is energetically unfavorable to occur on 
pristine graphene, catalyst saturation provides a way for hydrogen adsorption on the 
receptor. Ab initio calculations show that the H chemical potential can be increased 
to a spillover favorable range. Unlike in graphane, upon graphene fluorination dif-
ferent stoichiometric phases form without a nucleation barrier, with the complete 
CF phase being thermodynamically most stable. After fluorination, graphene elec-
tronic properties are transformed from metallic to semiconducting. First-principles 
and tight-binding methods are used to investigate the patterning of nanoroads and 
quantum dots on these phases, combining metallic and semiconducting properties 
on the same sheet. In catalyzed CNT growth the metallic catalyst plays a funda-
iii 
mental role in cap nucleation. Such a mechanism cannot be seen in experiment, nor 
can it be simulated by first-principles due to its time-scale, yet it can be simulated 
through molecular dynamics. Thning the metal-C interaction controls the condition 
for growth or encapsulation: Surface carbon-diffusion limits the growth below 600 
K, and at higher temperatures they depend on cap lift-off. Such tuning can be done 
through catalyst alloying, as shown through ab initio simulations for Ni-Fe and Cu-Fe 
bimetallic catalysts. Catalyst shape also plays an important role in CNT growth. The 
minimization of the Ni surface energy defines the equilibrium crystal shape. Cata-
lyst reshaping is analyzed through C adsorption by first-principles and reactive force 
fields. The Wulff-construction suggests a significant reduction of the surface energy 
anisotropy upon C adsorption, based on which a continuum phenomenological model 
that considers catalyst reshaping in CNT nucleation is formulated. This thesis ex-
plains the growth of graphitic structures and functionalized graphene at nano-scale 
through computational simulations. 
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Chapter 1 
Introduction 
1.1 Thesis outline and motivation 
Key dynamic processes at nano-scale, such as graphene hydrogenation and fluorina-
tion, and carbon nanotube (CNT) growth, cannot be observed in situ in real time. 
Nevertheless, such processes can be studied through complementary computational 
methods. This work simulates three important catalytic processes representing the 
growth of graphitic structures and functionalized graphene. 
This first chapter offers an overview on graphitic materials and hydrogen stor-
age via spillover, graphene fluorination, and catalytic CNT growth at nano-scale. 
Whereas some processes are suitable to be studied at a reduced scale, as is the case 
of hydrogen spillover, others, as patterning of fluorinated graphene, require the use 
of multi-scale methods. The complexity of the phenomenon to be investigated may 
require combining different computational methods, as in CNT growth. Chapter 2 
conveys the necessary theoretical background on the different computational methods 
and models used here. 
The spillover phenomenon has been considered promising for efficient hydrogen 
storage. It essentially involves transfer of H from a metal catalyst to a graphitic 
receptor, to finally form a graphane island. An open question about spillover mecha-
nism is how an H atom binds to graphene instead of forming the thermodynamically 
preferred H2 . Using ab initio calculations, it is shown in chapter 3 that the catalyst 
2 
saturation provides a way for adsorption of hydrogen on the receptor by increasing the 
hydrogen chemical potential to a spillover favorable range [1]. Although the spillover 
is energetically unfavorable to occur on a pristine graphene surface, the presence of 
a phase of hydrogenated graphene facilitates the spillover by significantly improving 
the C-H binding. Hence, thermodynamically spillover can occur, both from the free 
standing and from the receptor supported clusters. Further, the computed energy 
barrier of the motion of an H from the catalyst to the hydrogenated graphene is small 
(0.68 eV) and can be overcome at operational temperatures. 
Like graphane phase, which is formed after hydrogen chemisorption, the sp3 fluori-
nated graphene phase is semiconducting. Through patterning of the chemically func-
tionalized graphene, both semiconducting and metallic elements can be combined 
on the same graphene sheet for use in electronic applications. Ab initio methods 
are used to investigate the fluorination of graphene, chapter 4. Unlike in graphane, 
upon graphene fluorination, different stoichiometric phases form without a nucleation 
barrier, with the complete "2D-Teflon" CF phase being thermodynamically most sta-
ble [2]. As the fluorinated graphene is an insulator, it turns out to be a perfect 
matrix-host for patterning nanoroads and quantum dots of pristine graphene. The 
electronic and magnetic properties of the nanoroads can be tuned by varying the edge 
orientation and width of the CF [3]. Tight-binding methods are used to explore large 
edge-specific quantum dots. The energy gaps between the highest occupied and lowest 
unoccupied molecular orbitals (HOMO-LUMO) of quantum dots are size-dependent 
and show a confinement typical of Dirac fermions. Furthermore, the effect of differ-
ent basic coverage ofF on graphene (with stoichiometries CF and C4F) on the band 
gaps is studied, revealing the suitability of these materials to host quantum dots of 
graphene with unique electronic properties [2]. 
3 
In catalyzed CNT growth the metallic catalyst plays a fundamental role in the 
cap nucleation, additional to acting in the feedstock decomposition and providing 
adequate support for the tube. However, the factors and forces, which decide if the 
gathering sp2-network of atoms will adhere to the catalyst particle and fully cover 
it, or the graphitic cap will liberate itself to extend into a hollow filament, remain a 
challenge for theory. Indeed, such a mechanism cannot be seen in experiment, nor 
can it be simulated by first-principles due to its time-scale, yet it can be simulated 
through comprehensive molecular dynamics. In chapter 5, the adhesion strength 
(Wad) of the graphitic cap to the catalyst and temperature T (and C diffusion rate) 
are systematically varied. A statistically representative map of CNT nucleation is 
build through observations, making possible to define the conditions for growth or 
metal encapsulation in a fullerene-shell (catalyst poisoning) [4]. It shows clearly that 
weak Wad, sufficient thermal kinetic energy (high T), or fast C diffusion favors the 
CNT nucleation. In particular, below 600 K carbon-diffusion on the catalyst surface 
limits the growth, but at higher T it fully depends on cap lift-off. An informed choice 
of parameters allows the obtention of the longest simulated nanotube structures. In 
this way, a means of designing the catalyst for better CNT synthesis, potentially at 
desirably low temperatures, is revealed. 
The catalyst type and shape have an important role during CNT growth, chap-
ter 6: (i) Controllable catalytic CNT growth can be achieved by precisely tuning 
metal catalyst properties through alloying and (ii) CNT cap nucleation mechanism 
originates from catalyst reshaping. Bimetallic nanocatalysts are obtained by alloy-
ing different metals at nano-scale, resulting into synergistic effects and new desirable 
properties [5]. MxFey nanocatalysts, where M = Ni and Cu, x = 0.23 and 0.77, and 
y = 1 - x, are analyzed here through ab initio calculations to investigate the use of 
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catalyst-tube work of adhesion for chirality selective CNT growth. Among the pris-
tine metals analyzed, Fe has the strongest binding energy to either armchair (AC) or 
zigzag (ZZ) CNT, followed by Ni and Cu. The binding energy of NixFey to the CNT 
is chirality selective (AC or ZZ), whereas the catalyst-CNT binding can be fine tuned 
through the inverse relation between Eb and Cu atomic fraction for CuxFey. Molecular 
dynamics simulations provide a good qualitative picture of the CNT growth, including 
catalyst reshaping and incipient double-wall formation. However, after the C atoms 
start depositing on the catalyst, the different facets are indistinguishable. One way to 
overcome this limitation is to model the deposition of C on each of its individual sur-
faces. The surface relaxation and energy of low-index {111}, {100}, and {110}, and 
high-index {211 }, {210}, {311 }, and {320} Ni surfaces are studied by first-principles 
for various slab thicknesses [6). Although the low-index surface properties converge 
for slabs > 6 A, the high-index surfaces require slabs > 12 A. The Ni(111) has the 
lowest surface energy, being also the dominant facet on the resulting Ni equilibrium 
crystal shape. Other visible facets are (100), (110), (210), and (311). The effect of C 
adsorption on these same facets is studied by first-principles and a reactive force field. 
The resulting equilibrium crystal shape suggests a significant reduction of the surface 
energy anisotropy. Based on such evidence, a continuum phenomenological model 
describing the effect of the catalyst reshaping upon C adsorption is formulated [7). It 
is suggested that the CNT growth follows an oscillatory mechanism: (1) After lift-off 
the metal catalyst retracts from within the cap, which is followed by elongation of 
the tube (2). The cycle starts over as a new cap nucleates inside the previous tube 
(3). Thus, (1)-+ (2) -+ (3) -+ (2)· · · (3) progress until the catalyst becomes inactive. 
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1.2 Introduction 
Due to the large pool of methods to choose from, the selection of an adequate theo-
retical method to solve a specific problem in materials science may seem a daunting 
task at first. However, instead of competing with each other, these methods can 
actually be seen as complementary. The scale of the problem to be modeled, the 
computational effort involved, and the necessary precision of the results have all to 
be taken into account in order to provide the most efficient solution. At nano-scale, 
the problem being modeled invariably involves atomic and molecular properties. Such 
properties are related to the motion and interactions of electrons and nuclei, which, 
in turn, can be simplified to a higher or lesser degree. 
Semi-empirical methods are based on experimental parameters to represent the 
properties of the materials and, in general, are computationally less demanding. How-
ever, given the difficulties to measure the properties of nanomaterials, most of the 
parameters refer to the properties of bulk materials. Thus, ab inito methods are 
fundamental to study the basic properties of nanomaterials. The relevant theoretical 
background behind the computational methods used in this work is discussed next. 
1.3 Graphitic materials at nano-scale 
Until the discovery of the C60 (or Buckminsterfullerene) by a team of researchers of 
Rice University in collaboration with Kroto in 1985 [8], there were only three known 
allotropic forms of carbon: graphite, diamond, and amorphous carbon. The discovery 
of the C60 and the subsequent ever increasing interest on graphitic materials at nano-
scale brought up the start of a new era of scientific and technological discoveries and 
possibilities. The family of synthetic carbon allotropes (Fig. 1.1) has quickly grown to 
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include carbon nanotubes ( CNT) and graphene, and current research indicates that 
more may follow [9]. 
C6o. 1985 
Figure 1.1 : Timeline and schematic structure of synthetic carbon allotropes. 
1.3.1 Buckminsterfullerene 
The suggested structure of the C60 molecule consisted of a truncated icosahedral 
with 60 equivalent vertices and 32 faces, where a C atom is positioned at each vertex, 
forming 12 pentagons and 20 hexagonal faces, satisfying the sp2 valences [8]. This 
also satisfies Euler's theorem for polyhedra, f + v = e + 2, where f, v, and e are the 
number of faces, vertices, and edges, respectively. In fact, the Buckminsterfullerene 
structure of the synthesized C60 was later confirmed by infrared spectra and X-ray 
diffraction [10]. Other Cn cage molecules, each composed of 12 pentagons and h 
hexagons, can also be easily derived, their degree of stability being directly related 
with the presence of strain-related instabilities due to fused pentagons [11]. The next 
highly stable cage molecule after the C60 is the C70 , which also follow the isolated 
pentagon rule. 
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1.3.2 Carbon nanotubes 
The one-dimensional tubular structure of the carbon nanotubes ( CNT) were identified 
for the first time by Iijima, in 1991 [12]. In fact, one could argue that CNTs were 
part of the fullerene family as a the smallest CNT cap has at least six pentagons 
and ten hexagonal faces, i.e., half a C60 , being elongated by additional hexagons in 
an helical arrangement. The unfolding of a CNT into a two-dimensional graphene 
sheet shows a set of characteristic parameters that are directly related with their 
fundamental properties. The rolling of this sheet into a tube, Fig. 1.2(a), shows 
that a chiral vector Ch specifies the tube diameter. The Ch is specified by the basis 
vectors a 1 and a 2 of the graphene sheet, along a 1 and a 2 , and a set of (n, m) integers, 
so Ch = na1 + ma2 = (n, m). The set of (n, m) integers results in a specific tube 
diameter d and chiral angle 0, where 0 ::::; lml ::::; In!. For armchair and zigzag tubes, 
n = m (where () = 30), and m = 0 (where () = 0°), respectively, whereas for all 
arbitrary (n, m) chiral tubes 0::::; ()::::; 30°. In the example shown in Fig. 1.2(a), the 
tube chirality is determined by counting n along a 1 and m along a 2, following the 
dashed lines, resulting in a ( 4,2) tube. 
The electronic properties of CNTs vary according to their diameter and helic-
ity [13]. Tubes for which 2n + m = 3q, where q is an integer, are metallic, i.e., all 
armchair tubes are metallic. Among all zigzag and chiral tubes, about a third is 
metallic and the rest is semiconducting. In general, the chiral tubes can be divided 
in three groups regarding their predicted electronic properties. 1) n- m =I 3q, it 
comprises the largest group, about 2/3, in which the tubes are semiconducting. 2) 
n - m = 3q and n - m = 3rd, where r is an integer and d is the largest common 
divisor or n and m, e.g., (7,4). The tubes in this group are metallic and include the 
armchair (n, n) tubes. 3) n- m = 3q and n- m #3rd. In this group fall the zigzag 
8 
(a) 
(b) 
(c) 
Figure 1.2 : (a) The carbon nanotube unfold as a 2-D graphene sheet. The chiral 
vector corresponding to a set of ( n, m) defines the tube diameter. (b) Example of 
armchair (5,5) and (c) zigzag (9,0) tubes. 
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(0,3q) tubes, and all are metallic [14]. 
1.3.3 Graphene 
Graphite has been know for its high in-plane electrical and thermal conductivities and 
is largely used in iron and steel making, e.g., in electrodes for electric arc furnaces. 
Its structure of highly oriented stacks of individual graphitic layers has been used 
for decades to model other graphitic structures as fullerenes and CNTs (Fig. 1.3, 
reprinted from [15]). There were early reports on the attempts to obtain a monolayer 
of graphite [16, 17], i.e., graphene, but none was successful until the breakthrough 
work of Novoselov et al. in 2004 [18]. 
Several factors contribute to the increasing interest on graphene, among others, the 
exceptional properties of this material, its newly available production methods, and 
the search for alternative bottom-up assembly to support the electronics industry fast 
growth. Graphene has a zero band gap, its electrons behaving as zero rest-mass Dirac 
Fermions, and it has a nearly ballistic mechanism for charge and energy transport [19]. 
One of the main limitations of the use of graphene in electronics devices is related 
with the difficulties of its obtention. The scotch-tape method [18] introduced an easily 
accessible method to produce monolayer graphene samples to be tested experimentally 
and was quickly adopted by research groups all around the world. Although efficient 
and low-cost, the scotch-tape method can be used only for basic research and proof-
of-concept devices. Other mass production methods are necessary in order to produce 
real graphene applications. Epitaxial growth of graphene [20, 21] is a technique that is 
very similar to those used for chip-making and, in the same fashion, can be scaled up 
for mass production. In epitaxial grow, the monolayer of graphene can be transferred 
to other substrates, which multiplies further the number of possible applications (e.g., 
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flexible opto-electronics devices [20)). 
~ 
(~\ )~· · · · · ~.., 
Figure 1.3 : Graphene 2-D sheets building blocks for 0-D buckyballs, 1-D nanotubes 
and 3-D graphite. Reprinted by permission from Macmillan Publishers Ltd: Nature 
Materials [15), copyright 2007. 
1.4 Processes at nano-scale 
1.4.1 Catalyzed growth of carbon nanotubes 
One of the main factors hindering the widespread use of CNT for various applications 
is related with the difficulties in producing tubes with selective chirality. Roughly, 
CNTs can be produced by either laser ablation, arc-discharge, or chemical vapor de-
position ( CVD), all using some type of metal, specially transition metals, to catalyze 
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the process. 
Initially, the arc-discharge was the standard method to produce CNTs, but it was 
only in 1992 that significative amounts of CNTs (on the order of grams) could be 
produced [22]. In it, two graphite rods are used as electrodes that are placed in inert 
gas under controlled pressure (typically ""' 500 torr). As a potential is applied and 
the rods are brought close to each other, a discharge occurs and the carbon atoms 
are vaporized into a plasma, at very high temperatures (l,3000 ac). The result is a 
mixture of nanotubes bundles (mostly multi-wall tubes), nanoparticles, fullerenes, 
and amorphous carbon. Larger amounts of single-wall nanotubes (SWNT) could 
be synthesized when a mixture of graphite and metal catalyst (e.g., Ni and Co) is 
introduced inside the anode [23]. Not only the yield of SWNT is driven by the 
kinetics, but it strongly depends on the temperature (and the temperature gradient) 
and mixture of metal catalyst. 
The laser ablation (or vaporization) technique was introduced in 1995 [24] with the 
intention to obtain larger amounts of SWNTs. In this method, a laser beam is used 
against a carbon-metal target, forming a condensing vapor which will flow through the 
heated tube furnace (""' 1200 ac). Without the presence of metal particles, the same 
technique would produce small fullerenes. Thus, the SWNTs production is extremely 
dependent on the presence of a metallic catalyst, as it will be further discussed in 
chapter 5. Although this method yields CNT in a narrower diameter (1-2 nm) range, 
its high cost makes difficult scaling up its production. 
The CVD process was already used to produce vapor grown carbon fibers when 
Endo et al. introduced it as a cheaper alternative to produce SWNT [25]. Basically, 
it consists of a preliminary step of catalyst deposition on a substrate, to form metallic 
nanoclusters, followed by the CNT synthesis, in which the carbon precursor gas flows 
12 
on the catalyst. The decomposition and activation of solid carbon can be done by 
plasma or thermal CVD. In plasma-enhanced CVD, the catalyst is generally placed 
on a substrate by means of a solution or by sputtering process, followed by chemi-
cal etching or thermal annealing. The reactive gas then flows towards the catalyst 
nanoparticles on the substrate, where the CNT will grow at temperatures between 
800 and 1500 °C. A flow reactor in a heated furnace, typically at rv 1000 oc, is gen-
erally used in thermal CVD. The catalyst can be supported or unsupported, or just 
inserted inside the reactor with the feeding gas [26]. The CVD methods are clearly 
the most suitable for scaling up the process, yielding CNTs with less impurities and 
in larger amounts. 
The separation of CNT from other materials like amorphous carbon and residual 
nanoparticles can be done through purification methods. However, it is no easy task 
to actually separate the tubes according with their structural and electronic prop-
erties. Initially, the synthesis methods focused on obtaining more uniform diameter 
distributions of CNT [27-30]. More recent works have showed promising results to 
sort CNTs, for example using tailored nonlinear density-gradient ultracentrifugation, 
for post-growth processing to obtain enriched fractions of (n, m) CNT [31], or mod-
ifying the growth conditions, to produce a high yield of metallic tubes [32]. Though 
obtaining controlled growth of a ( n, m) CNT is still wishful thinking, further steps 
towards this goal can be greatly advanced by the theoretical modeling of fundamental 
catalyzed CNT growth, which is discussed here in chapters 5 and 6. 
1.4.2 Catalyzed hydrogen spillover 
Given the environmental pressure, limited availability, and consequent increasing 
prices, of fossil fuels, the United States government launched the Hydrogen Fuel 
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Initiative in 2003. It aimed at "research, develop and validate hydrogen production, 
delivery, storage and fuel cell technologies so that hydrogen from diverse domestic 
resources can be used in a clean, safe, reliable and affordable manner in hydrogen fuel 
cell vehicles and stationary power applications" [33]. 
Most of the research being done focus on production of hydrogen, from natural gas 
by steam methane reforming, coal along with electricity generation, heat generated 
from nuclear power plants, and natural resources (e.g., electrolysis and thermochemi-
cal conversion of biomass). After being produced, the hydrogen has to be transported 
to points of use, which involves intensive logistics and safety issues due to it volatility 
and relatively low volumetric energy density. Hence the need to design new materials 
to store hydrogen in a safe and cost-effective way. The research on hydrogen stor-
age has been intense in recent years, spanning metal hydrides [34, 35], metal organic 
frameworks [36, 37], and graphitic sorption nanomaterials [38, 39]. 
The spillover process involves the transport of an active species (e.g., H) formed 
on a catalyst (mostly transition metals) onto a receptor that does not sorb the species 
under identical conditions [40]. Besides being fundamental to the spillover process, 
metallic catalysts have an important role in hydrogen production. Thus, part of the 
research efforts are focusing on the search for metal catalysts, and their alloys, with 
improved activity and selectivity for hydrogen production or efficient storage [34,41-
44]. For the first time, through ab initio calculations, the mechanism of the hydrogen 
spillover is presented here, in chapter 3. 
1.5 Fluorination of graphene 
One of the main issues impeding the use of graphene as a transistor is its lack of a 
semiconducting counterpart. Conventional semiconductors with band gaps> 0.5 eV 
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can be used to build microelectronic devices (e.g., Si CMOS) with current on/off 
ratios appropriate for digital switches [19]. Since graphene is a gapless material the 
question is: how to open the band gap of graphene? 
An alternative is to cut narrow ribbons of graphene, which confine the electronic 
state of these 1-D structures like in a quantum box. There has been extensive research 
on graphene nanoribbons (GNRs) fabrication, but the problem on how to cut and 
assemble these into operational devices persists. Lithographic techniques are used 
to manipulate atoms at nano-scale. However the dexterity required to produce very 
narrow GRNs (2-3 nm), which are needed to obtain band gaps > 0.5 eV, cannot be 
currently obtained by lithographic techniques (see section 4.1 for more details). 
The use of lithography to alter the potential of one of the C atoms in the unit cell 
is also not possible because they are just 0.14 nm apart [19]. However, a recently pro-
posed alternative to overcome these difficulties proposes to use hydrogenated graphene 
(i.e., graphane [45]) as a matrix-host for geometrical patterning of nanoroads [46] or 
quantum dots [42]. 
A comparative analysis of the electronic spectra of graphene, graphane, and fluo-
rinated graphene shows that the carbon hydrogenation or fluorination transforms the 
system into a semiconductor similar to sp3 diamond. Their calculated band struc-
tures (Fig. 1.4) show that hydrogenation and fluorination open a direct band gap at 
f-point of 3.48 eV and 3.12 eV, respectively [3]. This transition from metal to a wide 
band gap semiconductor offers a new perspective on how to incorporate graphene into 
devices. Although, the structure of fluorinated graphene was suggested several years 
ago [47], there has been no information if fluorinated graphene could be formed. This 
is done here, through a theoretical investigation about the feasibility of fluorinating 
graphene and using it as a matrix-host for geometrical patterning of nanoroads and 
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quantum dots (see chapter 4 for more details). 
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Figure 1.4: The calculated band structures of (a) graphene, (b) graphane (CH), and 
(c) fluorinated graphene ( CF). 
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Chapter 2 
Theoretical background 
2.1 Potential energy surface 
The properties of materials can be calculated using different theoretical models based 
on the relation between their geometrical structure and energy. As illustrated by the 
simplified potential energy surface (PES) diagram shown in Fig. 2.1(a), the equilib-
rium structures of reactants and products are obtained at the minima of the curve, 
whereas the transition state is at its maximum. The difference between the ener-
gies of reactants (Er) and products (Ep) describes their thermodynamical stability. 
If Er < Ep the reaction is endothermic, whereas if Er > Ep it is exothermic. The 
"kinetics" of the reaction, i.e., the rate at which it will occur, is given by the acti-
vation energy or energy barrier between reactants and the transition state. A less 
idealized chemical reaction may occur in several steps and have more than one tran-
sition state, as exemplified by the PES and resulting conformers in the inversion of 
the cyclohexane (Fig. 2.1(b), adapted from [48]). 
2.2 The Schrodinger equation and the Born-Oppenheimer 
approximation 
In 1926, E. Schrodinger presented a new form of quantum theory [49], based on de 
Broglie's earlier findings on particles with wavelike properties, in a series of six papers 
originally published in German. At the center of his theory was what later became 
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Figure 2.1 : (a) Schematic diagram of the energetic states involved in a chemical 
reaction. (b) Potential energy surface of the conformational changes during the in-
version of cyclohexane. The (b) is adapted with permission from [48]. Copyright 2010 
American Chemical Society. 
known as the Schrodinger equation (Eq. 2.1). 
H'I!=E'I!, (2.1) 
where His the Hamiltonian, which is a differential operator representing the total en-
ergy, E is the energy of the state in which nuclei and electrons are infinitely separated 
and at rest, and 'I! is the wavefunction. 
By solving Eq. 2.1 for the hydrogen atom, Schrodinger obt ained exact values for 
the energy and the electron density and reproduced the results of the Bohr theory. 
However, Schrodinger's equation is yet to be solved exactly for a many-electron system 
due to the complexity of the mathematical problem involved. 
One way to solve Schrodinger's equation for a many-electron system is to use the 
Born-Oppenheimer approximation, in which the wavefunction is approximated as a 
18 
product of its nuclear and electronic parts (Eq. 2.2). 
w(X, x) = Wn(X) · We(x), (2.2) 
where X represents the nuclear coordinates and x the electronic coordinates. 
Since the mass of a nucleus is much larger than the one of an electron, it can be 
assumed that the nucleus is going to move much slower than the electron. Based on 
this assumption, the insertion of Eq. 2.2 into Eq. 2.1, leads to Schrodinger's equation 
for a many-electron system (Eq. 2.3). 
(Hk,e + Hp,e-e + Hp,n-e) We(X, x)= Ee(X)We(X, x), (2.3) 
where Hk,e, Hp,e-e, and Hp,n-e are the kinetic energy operator for the electrons, the po-
tential energy operator for the electron-electron interaction, and the potential energy 
operator of the nucleus-electron interaction, respectively [50]. So We is aN electron 
wavefunction which depends on 3 N space coordinates and N spin variables. 
The solution of Schrodinger's equation can determine the energy and other prop-
erties of the stationary state of a molecule using the values of just a few physical 
constants. This non-empirical approach is said to be from first-principles, i.e., ab 
initio. 
2.3 Density functional theory 
2.3.1 Thomas-Fermi theory 
Shortly after Schrodinger's theory was presented, Thomas and Fermi suggested that 
for very large systems, i.e., very large N, the system could be treated statistically. 
According with their proposal, an equation to determine the electron density p( r) is 
used, instead of solving Schrodinger's equation for We. Thus the total energy accord-
ing with Thomas-Fermi theory (Er-F) is given by the sum of the kinetic energy, an 
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external potential generated by the nuclei (Vext), and the electron-electron interac-
tions, as shown in Eq. 2.4 [50]. 
3 2 2 j s j 1 jj p(ri) p(r2) ET-F[p(r)] = 10 (31f )a p3 (r) dr + Vext(r)p(r) dr + 2 lr1 _ r 2l dr1dr2. 
(2.4) 
The Er-F may be minimized with respect to the electronic density, 8(E- J.LN) = 0, 
considering that the total number of electrons N is given by 
j p(r)dr = N, (2.5) 
and using the chemical potential J.L as a Lagrange multiplier for the constrain, results 
in Eq. 2.6 ,which can be solved self-consistently. 
(2.6) 
However, the results given by Eq. 2.6 are just a rough estimate and are quite in-
accurate. Additionally, the Thomas-Fermi theory does not justify why to use the 
electron density as the fundamental variable. So, as W. Kohn commented in his 
Nobel lecture [51], the T-F theory "received only modest attention". 
2.3.2 Hohenberg-Kohn theorems 
Several decades passed and many important contributions to theoretical chemistry 
were made by trying to find approximate mathematical methods to solve Schrodinger's 
equation. The breakthrough for what is known today as density functional theory 
(DFT) came only in 1964 with the Hohenberg-Kohn (H-K) theorems [52]. As in 
the T-F theory, it considers that N electrons are subject to an external electrical 
field (Vext ( r)) and electrostatic interactions. As the non-degenerated ground state W 
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electronic density is a functional of V ( r), so 
p(r)- (wl~*(r)~(r)lw). (2.7) 
The first H-K theorem proves that V(r) is a unique functional of p(r) by reductio ad 
absurdum, i.e., showing that the opposite would be impossible. Assuming that another 
external potential V'(r) on ground state w' has the same p(r), since w' cannot be 
equal to W, then V'(r) - V(r) = const. Thus, 
E' = (w'IH'Iw') < (wiH'Iw) = (wiH + V'- Vlw) (2.8) 
and, consequently, 
E' < E + j [v'(r)- V(r)Jp(r)dr. (2.9) 
Since it is assumed that both states have the same p( r), then 
E < E' + J [ V(r)- V'(r) J p(r)dr. (2.10) 
The absurd of this assumption is seen by adding 2.9 and 2.10, which leads to the 
contradiction 
E + E' < E + E'. (2.11) 
Thus, for the first time, it was showed that the energy ground state could be 
represented exactly by the electronic density p( r), which was one of the weaknesses 
of the T-F theory. The kinetic and interaction energies are clearly functionals of p(r), 
and for a given potential V, 
Ev[P] = Tk,e[P] + Up,e-e[P] + Up,n-e[P] = J p(r) V(r) dr + FH-K[p(r)], (2.12) 
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where the subscripts correspond to those shown in Eq. 2.3 and FH-K[P] is "a universal 
functional, valid for any number of particles and any external potential" [52] defined 
as 
(2.13) 
In their second theorem, Hohemberg and Kohn applied the energy variational 
principle to Eq. 2.12, such that ,O[r] ~ 0 and N[p] = J p(r) dr = N, for a trial 
density ,0. Thus, 
Eo~ Ev[,O]. (2.14) 
Analogous to the variational principal for wavefunctions, Ev [,0] is the energy func-
tional of Eq. 2.12 [53]. 
As proved by their first theorem, each p will determine a unique Wand H. Thus 
the energy functional of w' is 
~v[w'] - (w'IHI"W') = j V(r) p'(r)dr + FH-K[P'] 
> ~v['ll] = j V(r) p(r)dr + FH-K[P] 
(2.15) 
(2.16) 
According with Eq. 2.14, the ground state density should satisfy the stationary 
principle. Thus, 
8{ Ev[P]- Jl [/ p(r) dr- N]} = 0, (2.17) 
which results in the Euler-Lagrange equation 
_ 8Ev[P] _ V( ) 8 FH-K[P] 
ll- 8p(r) - r + 8p(r) · (2.18) 
By removing the classical long range interaction Coulomb energy from F[p] in 
2.12, another universal functional G[p] is defined, 
G[p] = FH-K[P] - ~ !! p~~~~? drdr'. (2.19) 
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So, the total energy Ev [p] becomes 
Ev[P] = j V(r) p(r) dr + ~ jj PI~~~~? drdr' + G[p]. (2.20) 
In summary, the H-K theorems showed that the ground state energy can be de-
termined if FH-K[P] is known. However, further information on how to determine 
this functional was achieved later, in 1965, through the derivation of the Kohn-Sham 
equations. 
2.3.3 Kohn-Sham equations 
The Kohn-Sham (K-S) method [54] consists of a set of self-consistent equations to 
solve the one-particle Schrodinger equation, where only the true chemical potential 
~-t(P) of a homogeneous interacting electron gas needs to be known. It introduced a 
set of normalized orthogonal orbitals 7/Ji which permitted the kinetic energy and the 
total electron density to be written in a much simpler way. 
For a wavefunction describing N non-interacting electrons, the kinetic energy can 
be written as 
N 1 
Ts[P] = L (7/Jil - 2 \72 17/Ji)· 
i 
(2.21) 
The total energy, as given in Eq. 2.20, is minimized at the correct density function 
p(r) and G[p] can be approximated as the sum of the exact kinetic energy Tk,e[P] of 
a system of non-interacting electrons and a small residual correction, 
G[p] = n,e[P] + Exc[p], (2.22) 
where Exc [p] is the exchange and correlation energy of an interacting system. 
From the stationary principle, shown in Eq. 2.20, 
J {Ts[p] } op(r) p(r) + Vetr dr = 0, (2.23) 
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where 
J p(r') , ( ) Veff(r) = V(r) + lr _ r'l dr + Yxc P · (2.24) 
The Veff(r) is an effective potential, in which Yxc is the exchange and correlation 
contribution to the chemical potential of a uniform gas of density p. Considering that 
the gradient of Vxc results in forces on the electronic fluid, it can be considered as an 
additional effective potential, which is called the exchange-correlation potential [53]. 
Thus, at a given Veff(r), p(r), can be obtained by solving the one-particle Schrodinger 
equation 
(2.25) 
and setting the total electronic density as 
N 
p(r) = L L 1'1/Ji(r, s)l 2 . (2.26) 
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The set of K-8 equations (Eq. 2.24 to Eq. 2.26) can be solve self-consistently, and 
the electron density can be calculated quite accurately. Thereafter, DFT has became 
one of the most useful theories in theoretical chemistry and materials science, and 
it is now largely applied to solve ab initio many-body problems of molecular motion 
and interaction. 
It is important to note that DFT applicability depends greatly on how much 
precise and easily calculated the exchange-correlation energy functional Exc (p) is, 
which is discussed next. 
2.3.4 Functionals for the exchange and correlation 
Much of the "modern" development of the DFT involves the search for more di-
rect ways to determine the exchange and correlation part of the potential. Among 
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them, the two most relevant functionals are the local density approximation (LDA) 
and the generalized-gradient approximation (GGA), which are also used in the DFT 
calculations shown in this work. 
The LDA approximation was proposed by Kohn and Sham [54] and it shows the 
simplest way to calculate Exc[p]. It proposes that since the non-interacting kinetic 
energy and the long range Hartree terms are separated, for a sufficient slow variation 
of p(r), Exc[P] can be reasonably approximated as a local or near local functional of 
the density, so the K-S method assumes that 
(2.27) 
where E~cDA is the LDA for exchange and correlation energy and Exc(P) is the exchange 
and correlation energy per electron of a uniform electron gas density p. 
Thus, the corresponding exchange and correlation potential of Eq. 2.24 is 
8ELDA &hom(p) 
xc = E~~m(p(r)) + p(r) x~P , 8p(r) (2.28) 
so the K-S equation is 
(2.29) 
which can be solved self-consistently. Note that the local spin density approximation 
(LSDA) is given by substituting p(r) = p t (r) + p .J.. (r). Thus, 
(2.30) 
For the GGA, 
(2.31) 
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where J, like Exc, must be a parametrized analytic function. Among the different 
forms of GGA, the one by Perdew, Burke and Ernzerhof [55) has shown very good 
accuracy and transferability and is the one discussed here. 
The GGA-PBE functional is such that "all parameters (other than those in t~0m(p t , p ..!-
) ) are fundamental constants" [55]. For the correlation, 
(2.32) 
where rs is the local Seitz radius,((= (p t -p ..1-)/p) is the relative polarization, and 
t is a dimensionless density gradient [56]. 
The gradient contribution H is given by 
e2 3 { f3 2 [ 1 + At2 J } H = (- )t¢ x ln 1 + -t A 2 A 2 4 , 
ao "( 1 + t + t (2.33) 
where 
(2.34) 
The exchange and correlation is given by 
(2.35) 
where the enhancement factor Fx is 
(2.36) 
A complete description of the GGA-PBE, including all derivation and parametriza-
tion, is available in Ref. [55, 56]. 
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2.4 Other theorems and schemes 
2.4.1 Bloch theorem 
Due to the translational symmetry of crystals, in periodic boundary conditions the 
eigenfunctions of the one-electron K-8 equations can be written as the product of a 
periodic function Unk, viz., the Bloch function, and a plane wave function [50, 57]. 
Thus, 
(2.37) 
The electronic band structure is given by the n energy bands associated with the 
solution of the 8chrodinger equation for the wave vector k, which is constrained to 
the first Brillouin zone of the reciprocal lattice. 
3 
Operating the translational vector r on the wavefunction, so R = L miab gives 
the periodic Bloch function, 
Unk(r) = Unk (r + R) 
where ai are the primitive lattice vectors, and mi are integers. 
In reciprocal space, the respective energy eigenvalues are given by 
€n(k) = €n(k + K), 
3 
where K = L: mi b~, and bi are the reciprocal lattice vectors. 
i=l 
2.4.2 Plane waves 
i=l 
(2.38) 
(2.39) 
Delocalized plane waves can be used as basis functions to construct the one-electron 
wavefunctions and the K-8 equations in periodic boundary conditions. The periodic 
27 
Bloch function can be expanded in a finite set of Fourier components, i.e., plane waves 
basis functions, so the eigenfunction can be written as 
(2.40) 
where CKnk are the expansion coefficients of the wavefunction in an orthonormal 
basis. Other periodic cell quantities, as the K-S equations can also be expanded in 
plane waves basis functions, 
1 (k+KI- 2V + VI'I/Jnk) = Enk(k+KI'I/lnk). (2.41) 
The kinetic energy contribution can also be calculated in reciprocal space, 
(2.42) 
In the same way, the local potential can also be calculated as a sum of Fourier 
components. However, it is more conveniently calculated in real space, 
(2.43) 
3 
for V(r) = L niadNi. The Coulomb part of the local potential, Vc,K can be cal-
i=l 
culated by solving the Poisson equation in reciprocal space, whereas the exchange 
and correlation part can be obtained by calculating the charge density in real space. 
Through a fast Fourier transform (FFT), Vxc,r is calculated in reciprocal space. The 
external part of the potential is substituted by a pseudopotential, as it will be showed 
in section 2.4.3. Through another FFT, the local potential is transformed from re-
ciprocal space to real space, yielding 
,.,_ 
11k Kl20 1 L:v.c -iK·r 0 
-- + Knk + ~ r rnke = Enk Knk· 2 .lVFFT 
r 
(2.44) 
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2.4.3 Pseudopotentials 
The use of plane waves as basis functions, as described above, can be computationally 
prohibitive as the number of necessary plane waves increases with the size of the 
system. However, the frozen core and pseudo potential approximations can be used 
to reduce the computational effort. In the first, since most physical properties of the 
atoms are determined mainly by their valence electrons, the electronic wavefunctions 
of the core electrons can be pre-calculated and kept invariable during the subsequent 
steps of the calculation. In the second approximation, the ionic potential due to 
the nuclear charges is substituted by an effective pseudopotential, which can then be 
represented by a plane waves basis set (as shown in section 2.4.2). 
The concept behind the pseudopotential is that since the core electrons screen 
the charge of the nuclei, the valence electrons can be consider to be moving in a 
pseudopotential of the true potential screened by the core electrons. The idea to 
calculate the wavefunctions and energies by using orthogonalized plane waves to the 
core eigenfunctions was first proposed by Herring in 1940 [58]. However, only in 
1959, Phillips and Kleinman [59] showed that a combination of screening by the core 
electrons and the repulsive force due to the Pauli principle diminished the Couloumb 
potential resulting in a weak pseudopotential. This effect can be seen in the schematic 
diagram of Fig. 2.2, which shows that above the radius rc the true and pseudo-
potential match perfectly. 
Thus, the external potential in reciprocal space "Vext,K is given by 
Vext,K = L So.,K Va.,K, (2.45) 
0. 
where Va.,K is the local ionic pseudopotential in reciprocal space and Sa.,K - L eiK-Ri 
I 
is the structure factor of the species a over all lattice sites Rr. 
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Figure 2.2 : Schematic diagram oJ the true ionic V and pseudo-potential V and their 
respective wavefunctions 'ljJ and '1/J. 
There are several ways to obtain the ionic pseudopotential. For example, it can be 
empirically fitted to experimental results of the electronic band structure or derived by 
ab initio calculations. Additionally, t he pseudopotential should be highly transferable 
among different chemical environments. The discussion here will be restricted only 
to the two types of ab initio approximations which are used for calculations in this 
work, ultrasoft potentials and projected augmented waves. 
2.4.4 Ultrasoft potentials 
The Vanderbilt method (60] describes how to directly obtain a non-local smooth 
pseudopotential with desirable properties, e.g., becomes local and vanishes outside the 
core, becomes involved in the self-consistent screening, and more than one energy per 
quantum state is allowed. The construction of the pseudopotential follows tree stages. 
In the first, a nonlocal Kleinman-Bylander pseudopotential is obtained with avoidance 
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of the construction of the semi-local potential. For an all-electron wavefunction 1/Ji, 
at an arbitrary energy Ei, which leads to a screened potential VAE, 
(2.46) 
A norm-conserving pseudo-wavefunction ¢i, smoothly equal to 1/Ji at the cut-off 
radius, can be constructed. The resulting wavefunction is local, 
(2.47) 
so a nonlocal pseudopotential operator is defined, 
(2.48) 
In the second stage, the pseudopotential is generalized for two or more energies, 
satisfying the norm conservation condition that Qii = 0, 
So the local wave functions are defined for the matrix Bii = (¢i1Xi), 
I,Bi) = L(B-1)ji,Xj), 
j 
and the local pseudopotential operator VNL is chosen as 
VNL = L Biji,Bi)(,Bjl· 
i,j 
(2.49) 
(2.50) 
(2.51) 
In the final stage, a nonlocal overlap operator S is defined and the constraint 
Qii = 0 is relaxed. Thus, the only constraint now is that ¢(r) and 1/J(r) should match 
at the cut-off radius. 
s = 1 +I: Qij,,ei) (,Bjl (2.52) 
i,j 
.. 
So the nonlocal pseudopotential operator is given by 
where Dii = Bij + EjQij· 
VNL = L Diji,Bi)(,Bjl, 
i,j 
Thus, the secular equation becomes 
for 
and 
2.4.5 Projector-augmented wave method 
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(2.53) 
(2.54) 
(2.55) 
(2.56) 
The projector-augmented wave method [61] performs a linear transformation of the 
true all-electron wavefunctions '1/Jnk (one-electron K-8 wavefunction) into pseudo wave-
functions -J;nk, which can be represented as a plane wave expansion. Thus, 
(2.57) 
where¢ and¢ are the respective partial and pseudo partial waves, which are centered 
at the atomic sites. 
There is one projector function (Pil for each~' such that the one-center expansion 
of the pseudo wavefunction is identical to ~, so 
(2.58) 
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The most general form of the projected functions, which are localized in the augmen-
tation region, is given by a linear combination of intermediary functions, 
(2.59) 
where 1/i) form an arbitrary, linear independent set of functions, 
(2.60) 
for a V spherical effective atomic pseudopotential. 
The K-8 eigenvalue equation can be obtained exactly for¢, 
(- ~\1 + v + L: I.Pi) DijWil) l¢k) = €k ( 1 + L: I.Pi) Qij(Pil) l¢k), 
0 0 
(2.61) 
for specific compensation charges Q ij, for 
(2.62) 
and one-center strength parameters Dii, 
(2.63) 
2.5 Tight-binding density functional theory 
The tight-binding density functional theory (DFTB) is an approximation for the 
Kohn-Sham method. One of the main advantages of this approximation is the ability 
to simulate larger systems, which would not be possible through ab initio methods, 
without any empirical parametrization as done in molecular dynamics. For simplifi-
cation, single-electron orbitals cPk can be expanded as a set of basis functions Xi, 
Nb 
cPk(x) = L Xi(x)cik, (2.64) 
i=l 
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which can in turn be modeled by atomic orbitals as 
x(r) = Rnz(r)Yzm(O, ¢), (2.65) 
i.e., as a linear combination of atomic orbitals (LCAO). So the basis function of an 
atom has an angular part, the spherical harmonic function Ylm, and a radial part Rnz. 
For Slater-type orbitals [62], 
(2.66) 
where ( is a constant related with the nuclear charge and N is a normalizing constant 
given by 
(2()n+~ 
N= (2n!)~ . (2.67) 
A simplified LCAO method was proposed by Slater and Koster (S-K) [63], in which 
the Hamiltonian eigenstates are described by an atomic-like basis set and replaced by 
a parameterized Hamiltonian matrix. As a significant simplification, only two-centers 
integrals are taken into account and the elements of this matrix depend only on the 
internuclear distances (u). By considering only s, p, and d angular momenta of the 
atomic orbitals, the resulting two-center integrals can be written in terms of the S-K 
parameters, which in many cases simplifies the calculations further. 
Based on Lowdin functions <Pn symmetry properties being similar to the atomic 
orbital '1/Jn from which they are derived, a set of wavefunctions for the set of atoms i 
(or j), located at b, can be said to be orthogonal. So 
(2.68) 
where R is the lattice vector. 
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In a periodic system, the crystalline translational symmetries can be utilized by 
transforming the set of wavefunctions based on atomic orbitals into a Bloch sum, 
wkia(r) = N-l/2 L eik·Rn'I/Jia(r- Rn- hi), (2.69) 
n 
where k is the Bloch wavevector and N is the number of unit cells in the sum. 
All the matrix elements of the Hamiltonian between two Bloch sums with different 
k are diagonalized. The non-diagonal terms within a block of k can vanish at special 
symmetry points of the Brillouin zone, and the matrix elements can be written as 
Hia~jf3(k) = L eik·Rn J '1/J;0 (r- Rn- bi)H'I/lj{3(r- hj)dr. 
n 
(2. 70) 
The potential part of the Hamiltonian V(r) is given by a sum of spherical poten-
tials located at each atom Vic, which vanish at some distance away from the atom. 
V(r) = L Vk(r- Rn- bk). (2.71) 
nk 
Substituting Eq. 2.69 and 2.71 into Eq. 2.70, S-K simplified the resulting integral 
further by considering that the location of the potential is the same as one of the two 
wavefunctions, i.e., a two-center integral. 
(2.72) 
where H2c represents the kinetic energy operator and a spherically symmetric po-
tential centered on atoms i or j and is dependent on the orientation of u and its 
magnitude (separation between the atoms), and on the angular momenta contained 
in a and {3. 
A final simplification is to consider only the orbitals with s, p, and d angular 
momenta, so Eq. 2.72 can be written in terms of ten S-K parameters. These were 
originally obtained by ab initio band structures calculations at high-symmetry points 
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and used as interpolation parameters to describe the band structure at the Brillouin 
zone. 
More detailed information about the Slater-Koster method and tight binding ap-
proximation can be found elsewhere, including Ref. [64, 65]. 
2.6 Molecular dynamics 
2.6.1 Introduction 
Statistical mechanics theory can be used to model the macroscopic properties of larger 
systems, which cannot be modeled by ab initio methods, based on their microscopic 
properties. Molecular dynamics (MD) simulations can be used to compute the dis-
tribution and motion of atoms and molecules in a classical many-body system [66]. 
The observables are averaged over an ensemble, i.e., the systems have distinct 
atomic positions and momenta, but identical thermodynamical states. Among the 
most common ensembles, the microcanonical (NV E) consists of systems of N molecules 
in a V volume that are completely isolated, i.e., have fixed E energy. The canonical 
ensemble ( NVT) is the most commonly used in statistical mechanics and it is placed 
in a heat bath at temperature T; though each of the systems is impermeable to the 
passage of molecules, it has heat conducting walls. Another important ensemble is 
the grand canonical (J-£ VT) in which the systems walls are permeable to the matter; 
the ensemble is placed in a large reservoir of molecules reaching a constant J-t chemical 
potential in the equilibrium. Similarly, other ensembles can be constructed by varying 
the constraints, for example an isobaric-isothermal (N PT) ensemble has N, P, and 
T fixed. 
In practice, the resulting observable averages obtained by MD are averaged over 
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a time interval. The ergodic hypothesis reconciles both ideas by stating that after 
a sufficiently long time, the ensemble average of the observable (pi(r)) is going to 
be the same as its time average Pi(r), so Pi(r) = (Pi(r)), independent of the initial 
conditions. Though, this is not true for all the systems (exceptions include glasses 
and meta-stable phases [66]), it is fundamental to solve statistical mechanics problems 
through MD simulations. 
The Helmholtz free energy is related to the partition function Q in classical sta-
tistical mechanics, which is given by 
(2.73) 
where rN are the coordinates and pN the momenta of all N particles, 1l(pN, rN) is 
the Hamiltonian, and c is a constant of proportionality. 
For a system A, the ensemble average is 
A = I A(pN,rN)exp[-,Btl(pN,rN)]dpNdrN ( ) I exp[-,Btl(pN,rN)]dpNdrN ' (2.74) 
where ,B = 1/kaT. The corresponding time average of A is 
(2.75) 
for a simulation time t and number of simulation steps M. Thus, observables like 
potential and energy energies can be calculated using Eq. 2. 75. 
2.6.2 Forces 
The trajectories and velocities of the atoms are calculated by solving an equation 
derived from Newton's second law F = ma, so 
(2.76) 
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where the atom i, of mass m and position r, interacts with atom j, in a system 
of N atoms. Fext includes any forces due to external fields, whereas Fij represent 
the two-body interaction forces. The forces are derived from the gradients of the 
potential energies with respect to the atomic displacements, Fi = - 'VV(r1, ... , rN), 
whereas the potential energy is given by the sum of the interaction potentials u, so 
V(r1, ... , rN) = L L u(lri- rjl). An important and perennial issue is that the 
i j>i 
quality of MD simulations depends on the accuracy of the interaction potentials. 
2.6.3 Integrating the equations of motion 
The Verlet (67] is one of the most common algorithms to integrate the equations of 
motion. It considers a Taylor expansion around the timet, obtaining expressions for 
r(t + ~t) and r(t- ~t), where ~tis the time increment. From the sum of these two 
expressions, 
or 
which is the Verlet algorithm. 
An expression for the velocities can be derived as 
From the kinetic energy, 
N mv~ 
Ekin = LT 
i=l 
3NkBT 
2 
(2.77) 
(2.78) 
(2.79) 
(2.80) 
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the instantaneous temperature T(t) can be obtained by scaling all velocities with a 
factor ..jT /T(t). 
A MD simulation code generally includes [66): (i) Read the initial conditions 
(temperature, number of particles, integration times steps and other pre-defined pa-
rameters), (ii) Initialization of coordinates and velocities of the atoms in the system, 
(iii) Compute the forces on all particles, (iv) Integrate the equations of motion, and 
(v) Compute the averages of the desirable quantities and stop. Step (iii) is the most 
time-consuming and together with step (iv) constitute the core of MD simulation, 
being executed as a loop for a time long enough to produced the desired quantities. 
2.6.4 Interatomic potentials 
The quality of the PES model depends on how well the system is described by the 
interatomic potentials. The main atomic and molecular interactions behind the PES 
are discussed in this section. The effective force fields developed by the Texas A&M 
University and used in the MD calculations performed in this work are discussed in 
more details in section 2.6.5. 
There are basically two types of atomic interactions in force fields: bonded, 
which models the interaction forces between the nuclei in the molecule, and non-
bonded, which models the interaction between all nuclei. The bonded interactions 
are usually bond-streching (2-body), bond-bending (three-body), and dihedral an-
gle (4-body) [68). The first two bonded interactions can be modeled by a harmonic 
oscillator potential such that ub = kx2 /2, where x is either the bond-length equilib-
rium distance or the bond angle equilibrium value. However, a diatomic molecule 
bonded by a harmonic potential would not dissociate, which exposes one of the weak-
nesses of this potential. Another option to model a bonded interaction is the Morse 
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potential [69], V(x) = De(l - e-ox) 2 . It is a combination of short-range repul-
sion and a long-range attractive force, reproducing well the anharmonicity of real 
molecules. However, its dissociation energy is a bit larger than the real dissociation 
energy. The dihedral angle contribution can be modeled by a periodic function, so 
n 
Utorsion ( ¢) = I: ci( cos¢ )i, where ¢ is the torsion angle and co, ... , Cn are constants. 
i=l 
The nonbonded interactions include electrostatic, Vander Waals, and polarization 
forces. The first one is described by Coulomb interactions. So 
(2.81) 
where Eo is the dielectric constant of vacuum and charged particles i and j ( Qi and 
qi) are apart by distance Tij· 
The polarization forces can be considered implicitly in the Van der Waals inter-
actions, which is then usually modeled by a Lennard-Jones potential [70], 
(2.82) 
The first term inside the square brackets describes a short-range Pauli repulsion, 
whereas the second term describes the attractive long-range Vander Waals potential. 
TheE represents the depth of the potential at the minimum (rmin = 2116u) and r = O" 
is at u(r) = 0. In computations, the Lennard-Jones is generally truncated at a certain 
cut-off radius (uij = 0 at Tij > rcut), most commonly Tcut = 2.50". 
2.6.5 SIMCAT 
The semi-empirical SIMCAT potential, which was developed by the Texas A & M Uni-
versity [71] is used here to perform classical MD calculations. Its force field considers 
separate contributions of carbon-carbon, metal-metal, and metal-carbon interactions. 
It uses a many-body Morse type potential [72] to describe the interactions between 
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atomic elements i and j separated by rij, where the binding energy Eij is given by 
a combination of attractive, va(rij), and repulsive potentials, vr(rij), as shown in 
Eq. 2.83. The Ni-Ni interactions are fitted with parameters described by the Sutton-
Chen potential [73]. The C-C potential functions are taken from the REBO [7 4] and 
the Ni-C are adapted from Yamaguchi and Maruyama [72]. The main feature of this 
potential is the introduction of weighting factors in the Ni-C and C-C interactions 
according with the atoms coordination numbers. This differential permits the evalu-
ation of different contributions of the potential energy according with the C and Ni 
positions. Prior to the present work, this potential was successfully used to simulate 
carbon nanotube growth on Ni catalytic clusters on a substrate [75, 76]. 
g. - vr(r") - va(r· ·) ~J - ~J ~J • (2.83) 
As it is shown in chapter 5, the growth on a floating catalyst is possible at ap-
propriate relations of work of adhesion and temperature. Additionally, as shown in 
section 5.5, ab initio simulations of C on Ni surfaces (and other transition metals) can 
result on very different results, according with the calculation methodology. In fact, 
previous to the present work, the SIMCAT potential was unsuccessful to simulate the 
cap lift-off on a floating catalyst, which was due to the excessively strong Ni-C binding 
energies previously used by the team at the A & M. The potential functions which 
describe the Ni-C interactions as implemented on the SIMCAT are described below. 
Note that a complete description of the interaction functions and parametrization of 
the SIMCAT is available in reference [71]. 
A function G is used to modify Eij in order to take into account the different 
types of metal-C bonds, so 
(2.84) 
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where 
(2.85) 
The parameter o:f'J0 is a function of the total atoms coordination number ( Nij), which 
ensures that C-Ni interaction energy decreases as the number of neighboring atoms 
increases. 
1 N~rbon < Nf, i.e., C(O) 
0:1 + (1- o:1) [1 + cos(7r N~bon- Nf )] Nf < N~rbon < Nc 2 Nc Nc 2 2 - 1 
O:ij = 0:1 Nc 2 < N~rbon < N!j, i.e., C (II) 
0:2 + (0:1- 0:2) [1 + ( N~rbon- N!} )] Nc < Nc~rbon < Nc 2 cos 7r Nc - Nc 3 4 
4 3 
0:2 N~rbon > NF, i.e., C(III) 
where 
(2.86) 
in which>. weights the contribution of the metal (Nr) and carbon (NF) coordination 
numbers. 
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Chapter 3 
H-Spillover through the catalyst saturation 
3.1 Introduction 
Hydrogen is a carrier of clean energy (77, 78] and can be easily generated from re-
newable sources. A cost effective, safe and efficient storage medium is the key to 
utilize its full potential. Among the various possibilities, the carbon-based adsor-
bents (38, 39, 79-82] are recognized as strong candidates, where large surface area and 
lighter weight make the substantial volumetric and gravimetric content possible. Fur-
thermore, the storage capacity of graphitic materials, e.g., nanotubes and fullerenes, 
can be significantly enhanced by decorating them with metal atoms (83-88], which 
absorb multiple H2 molecules via Kubas interaction (89]. 
Although promising, the experimental efforts in synthesizing the metal-decorated 
nanotubes and fullerenes have not been successful so far. Additionally, the tendency 
of metal atoms to cluster (90, 91], leads to considerable reduction in potential storage 
capacity. In contrast, the metal cluster supported on graphitic materials, acts as a 
catalyst and enhances the hydrogen uptake of substrates via spillover (92-95]. 
3.2 The spillover process 
The spillover process involves the transport of an active species (e.g., H) formed on a 
catalyst onto a receptor that does not sorb the species [40] under the same conditions. 
Current growing interest in efficient storage of hydrogen brought this long-known phe-
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nomenon into the spotlight. The most widely used catalysts for spillover of H-atoms 
on graphitic materials are Ni, Pd, Pt, and 3d-transition metal atoms. Recently, 
several experiments have shown the enhancement of H2 adsorption via spillover on 
activated carbons and metal-organic framework [93, 96, 97]. Up to 4 wt.% of ad-
sorption has been reported for IRMOF-8 at 298 K and 10 MPa [98]. Furthermore, 
it is empirically established that the spillover can be enhanced by adding so-called 
bridges [97] between the catalyst and receptor. Although exact distribution and the 
binding sites of the H remain experimentally unspecified, it is reasonable to suggest 
that the best coverage of the H on graphitic substrates can be achieved when they 
are hydrogenated on both sides [45, 99, 100], and spillover is considered as a possible 
path to achieving it. 
A fully hydrogenated graphene would have stoichiometry CH, with 7. 7 wt.% of 
hydrogen [45,99-101], meeting the DOE goals. Even though the spillover of the H on 
graphitic surfaces was observed decades ago [40], it is still not well understood how 
an H binds to graphene, when it seems energetically more favorable to stay on the 
catalyst or even to remain in a molecular H2 form in gas phase. To better understand 
the spillover mechanism, with the goal to optimize its kinetics, it is important to 
compare the relative energy states of the hydrogen in its (i) dihydrogen gas form, (ii) 
at the metal-catalyst, and (iii) on the receptor-substrate, Fig. 3.1 (left). The energy 
states available for H will depend on the degree of saturation, or substrate coverage. 
Indeed, Cheng et al. [102, 103] have studied the dissociative chemisorption of 
molecular hydrogen and desorption of atomic hydrogen on Pt clusters, and concluded 
that the number of adsorbed H2 increases with the increasing size of the cluster. Fur-
thermore, they show that the binding strengths decrease with the increasing coverage 
that is, energy-states available for H raise, approximately representing the increase of 
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the chemical potential /1H since the entropy contribution is less significant. They find 
that in low coverage the adsorption strengths are very large and at the saturation 
level are closer to the energies on a fully H-covered Pt (111) surface [102, 103]. In 
contrast, the strength of an H binding to sp2-carbon receptor is shown to increase 
with the greater coverage, due to its clustering and CH-phase formation [100]. This 
analysis reconciles the weak binding of the H to the bare substrate in the spillover 
by stressing the role of nucleation of condensed CH phase, which must be forming 
in the process of spillover on a graphene-receptor, as it is more favorable than the 
H2 molecule [100]. Previously, the catalyst per se was not considered, and the focus 
was on the variation of the hydrogen binding to the receptor and its thermodynamic 
comparison with gaseous H2 . 
3.3 Hydrogen spillover model 
The details of hydrogen binding to the catalyst particle are reported here, serving as 
a gateway to the entire process in which the catalyst saturation is also an important 
aspect of spillover. Combining- molecular dihydrogen gas phase, H dissolved on the 
catalyst, and H in the storage phase on the receptor - all the pieces, a conceptual 
qualitative schematic of spillover is drawn in Fig. 3.1. On the left, the blue line marks 
the energy of H in its molecular form; the additional broad (also blue) range is the 
chemical potential of H including the entropic contribution at different gas conditions. 
On the right side, a family of thin dark-blue lines corresponds to the energies of H 
bound to graphene, which vary with the size and the configuration of the cluster-
island [100] and converge to the CH-phase energy. The mid-section pink block shows 
the range of energies of Hat the catalyst as computed and analyzed below. The first 
H2 molecule dissociates and binds to the catalyst rather strongly, and therefore /1H lies 
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deep in this picture. However, the energies of the subsequent H2 binding gradually 
decrease, raising the /lH. For the spillover of an H to occur from the metal, the /lH 
must exceed the CH state energy level shown by the gray line, before the metal cluster 
saturates (i.e., becomes unable to further accept new H2 molecules). 
The catalyst plays an important role in bringing the /lH into this range. Possible 
metal-hydride phase formation imposes an additional constraint on the /lH· The for-
mer must lie above the fJH of the receptor, to avoid formation of metal-hydride before 
the spillover (assuming that the hydride-phase would inhibit the catalytic activity). 
In this work this model is validated by exploring, through ab initio computations, the 
gradual energy change of H on the catalyst, to reveal how it fits between the energy 
on the receptor and as free gas. Comparing these /lH values identifies the range of 
chemical potential favorable for the spillover. The role of catalyst saturation and 
binding strength of H with the receptor in bringing the fJH in this desirable range, is 
explored. Furthermore, to understand the first kinetic step, the barrier involved in 
the motion of an H atom from catalyst to receptor is computed and compared with 
the experimental observation. 
3.4 Computational methods 
The calculations are based on the density-functional method with all-electron pro-
jected augmented wave potentials [61, 104] and the generalized gradient approxima-
tion of the Perdew-Burke-Ernzerhof (PBE) [55] for exchange and correlation, as im-
plemented in VASP [105-107]. Gamma point is used for Brillouin zone sampling. 
Conjugate gradient scheme is employed to relax the geometry until the forces on 
every atom are less than 0.005 eVjA. Large vacuum spaces (rv15 A) are used in su-
percells to minimize any cell-cell spurious interactions. The migration barrier for an 
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Figure 3.1 : Left: Schematics of spillover process in real space. The inequality shows 
the range of chemical potential favorable for spillover. Right: model of spillover in 
energy space displays the relative energy (chemical potential) of H in different states. 
The gray, dark-red, and blue lines show the /-1H in fully a hydrogenated graphene 
(CH), in metal hydride, and in the H2 molecule, respectively. The pink and dark-red 
blocks show the range of energies of H at the catalyst and at the Pd (111) surface 
with the H coverage varying form 0.25 to 1 ML. The family of thin dark-blue lines 
corresponds to the energies of H bound to graphene. 
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H-atom is calculated using the nudged elastic band method [108]. 
3.5 Unsupported catalyst hydrogen saturation 
In order to get the /lH on the metal catalyst, hydrogen uptake process of a free 
unsupported cluster was performed. More specifically, a relatively small four-atom 
Ni and Pd clusters were considered as catalysts and a graphene with the H-terminated 
edge as receptor. The binding energy, as well as the chemical potential of H2 on the 
metal cluster, will depend upon the number of H2 attached and the relative positions 
of the H atoms. For example, the binding energy of the first H2 on the cluster will 
differ from the next H2 and so on. Addition of a H2 molecule leads to gain in the 
incremental energy, which approximately represents the chemical potential{lH, which 
is defined as 
(3.1) 
where Mn is a metal-catalyst. A comparison of the /lH(m) in the metal cluster and 
in the receptor provides the number of H2 molecules required to saturate the metal 
cluster sufficiently to permit the spillover onto the receptor. 
The geometries of Pd4 clusters are optimized and among the various structures, 
a tetrahedron is found to be the lowest in energy [109]. The magnetic moment (2 
flB) and the Pd-Pd bond lengths (2.65 A) in Pd4 cluster, are in good agreement 
with the previous calculations [109] performed by using the hybrid B3LYP exchange 
correlation functional, which gives a better description of the transition metals. The 
comparison provides an independent test of the method accuracy. For the subsequent 
hydrogenation of the catalyst, several symmetrically non-equivalent adsorption sites 
for a H2 molecule on the cluster are considered and their respective energies are 
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compared. The first H2 dissociatively adsorbs on the Pd4 cluster (essentially forming 
a hydride molecule). Among the various structures of the Pd4 H2 there are two lowest 
energy configurations, as it was also observed in a previous calculation (109]. In one 
of the structures the dissociated H atoms cap the adjacent triangular faces of the Pd4 
cluster (Fig. 3.2a), while in the other they bridge the Pd-Pd edges, which do not have 
the common Pd atom. 
The hydrogenation process continues by subsequently adding H2 molecules, to the 
ground state structure (cluster+H2), obtained from the previous optimization. From 
the second H2 onwards, H2 molecules do not fully dissociate, but rather bind to Pd4 
via Kubas (89] type of interaction, where the H-H bonds are elongated from 0. 73 A 
(as in molecular H2) to 0.84 f"o.. 0.87 A. The hydrogenation was continued until the 
cluster stopped to adsorb any further H2, i.e., no bound stable configuration could be 
found. The Pd4 cluster saturates after adsorbing nine H2 molecules. The optimized 
geometries of these clusters are shown in Fig. 3.2(a). The lOth H2 is repelled from 
the cluster and remains in the molecular form. This unattached H2 lies more than 
3.3 A away from the atoms of the saturated cluster. The H-H bond length remains 
the same as in the molecular H2, accompanied by almost no gain in binding energy, 
signaling the saturation of the cluster. 
The incremental energies t::..E, which are plotted in the Fig. 3.2(b), never exceed 
the energy of an H on a pristine graphene (not shown in Fig. 3.2, and corresponding 
to the topmost thin line on the right side of Fig. 3.1). Hence, thermodynamically 
spillover cannot be easily initiated on a pristine graphene. The possibility cannot 
be completely excluded, because at higher temperature, due to fluctuations, some of 
the H atoms can move to the graphene. On the other hand, the incremental binding 
energies do exceed the chemical potential of H in hydrogenated phase, after the ad-
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Figure 3.2 : (a) The optimized structures of Pd4 Hn(n = 2 to 18) clusters. (b) Plot 
of .6. E with the increasing number of H atoms. The gray dashes are the energies 
of other isomers. The horizontal gray line shows the f.-LH in a fully hydrogenated 
graphene. Inset: the optimized geometry of a fully saturated Pd4 H18 cluster. The 
removal energies are given with respect to the energy (0) of the most stable H. 
sorption of 6th H2 molecule as shown in Fig. 3.2(b) (the gray line corresponds to the 
thin gray line in Fig. 3.1, as well). Therefore, the spillover to the fully hydrogenated 
phase is indeed thermodynamically favorable after the catalyst has adsorbed six H2 
molecules. 
In order to study the effect of different metal element catalysts on the spillover, we 
also carried out simulated hydrogenation of a Ni4 cluster. The ground state geometry 
of the Ni4 is also found to be a tetrahedron, with the Ni-Ni bond length of 2.60 A 
and magnetic moment of 4 f.-LB· The larger magnetic moment arises due to localized 
nature of the Ni 3d orbital. The Ni4 adsorbs the first two H2 molecules dissociatively. 
The cluster saturates after adsorbing the lOth H2 molecule. The incremental binding 
energy exceeds the chemical potential of H in hydrogenated phase, after the adsorption 
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of the 7th H2 (Fig. 3.3). Therefore, the effect of changing the metal from Pd to Ni 
essentially shifts the threshold of the spillover from the 6th to 7th H2 , because of the 
more diffused nature of Pd 4d orbital compared with the Ni 3d orbital. The overall 
trend in the hydrogenation of the Ni4 cluster remains similar to the Pd4 (Fig. 3.3) . 
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Figure 3.3 : (a) The optimized structures of Ni4Hn (n =4 to 20) clusters. (b) Plot 
of of ~ E with the increasing number of H atoms. The gray dashes are the energies 
of other isomers. The horizontal gray line shows the f.-lH in a fully hydrogenated 
graphene. 
Although a small cluster is used to model the catalyst due to computational 
limit ations, the qualitative conclusions on spillover are quite general. Although it is 
believed that the overall chemisorption behavior of the catalyst does not change much 
with increasing size [102], some additional complications may appear. Among them 
could be possible bulk metal-hydride phase formation. In order to assess this, the 
chemical potential of H in the Pd-hydride crystal (PdH0.75 ) was separately calculated 
using standard periodic boundary conditions instead of the cluster approach. 
The result is shown by the red line in Fig. 3.1, which lies "-~60 me V above the 
gray CH-line. Hence, in the case of Pd the spillover will occur before formation 
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of hydride. The position of this line may vary for different metal catalysts, which 
is helpful in determining the best metal catalyst for spillover, and could be further 
tuned/ optimized by alloying. We also calculate the adsorption energy of the H on 
Pd(lll) surface, from 0.25 ML to 1 ML, shown by the red block in Fig. 3.1. The 
adsorption energy of 0.25 ML hydrogen is 0.57 eV, only slightly higher ("'0.1 eV) 
than that in the Pd4 • Thus, with increasing cluster size the threshold of the spillover 
may decrease but not very significantly. 
The justification of considering incremental energies as chemical potential ( es-
sentially an average quantity), depends on how large the variance is in the removal 
energies of the different H atoms from a saturated cluster/catalyst. The energy cost 
to remove an H from the cluster may in principle differ with the type/position of the 
removed atom. In order to evaluate this, we have calculated the removal energies of 
the 5-symmetrically non-equivalent H-atoms including Kubas and dissociated from 
a fully saturated Pd4H18 , as shown in Fig. 3.2(b) (inset). The difference in removal 
energies of the five non-equivalent atoms lies within 70 meV, which is relatively small. 
This energy difference is within 15 % of the total range of chemical potential of H on 
a catalyst, and is reasonable enough to justify its use as a chemical potential. This 
difference is expected to decrease with the increasing size of the catalyst. Moreover, 
the bonding strengths of the Kubas type H atoms are similar to the dissociatively 
adsorbed H atoms, indicating that any atom could potentially participate in the 
spillover process, as long as J-tH of the system has reached high enough level at overall 
saturation. 
The above analysis shows that it is energetically possible for spillover to occur 
from an unsupported metal cluster to a receptor. In experiments these clusters are 
supported on the substrate and hydrogen diffuses (or rather hops) from the catalyst to 
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the support/receptor. Note that the focus here is only the very first step- a diffusion 
hop from the catalyst to the receptor. This of course must be followed by H diffusion 
on carbon sites away from metal, which has been demonstrated to be reasonably 
fast [110]. In order to make this model closer to the experimental situation, the 
hydrogenation of a supported cluster on a receptor is studied next. 
3.6 Supported catalyst hydrogen saturation 
The pristine graphene was chosen as support as the C atoms in the vicinity of the cata-
lyst might exhibit improved binding with the hydrogen. First, several non-equivalent 
sites for Pd4 cluster on graphene have been optimized. After relaxation, however, 
most of the configurations converge to a structure where three corners of the tetrahe-
dron lie above the centers of C-C bond, Fig. 3.4. There are two types of Pd-Pd bond 
with the bond lengths of 2.60 and 2.69 A, whereas average Pd-C bond lengths are 
2.30 A. The binding energy and the total magnetic moment of the whole Pd4 clus-
ter on the graphene are 0.42 eV and 1 J-lB (reduced from the unsupported cluster), 
respectively. 
The bonding of receptor and catalyst is analyzed by plotting the total, accumu-
lation, and depletion of charges, shown in Fig. 3.4(b), (c), and (d), respectively. The 
accumulation/ depletion of charges is obtained by subtracting the total charges of free 
Pd4 cluster and graphene calculated independently, with the same atomic position, 
from the total charge of the Pd4@graphene. The positive (negative) value of the 
isosurface represents the accumulated (depleted) charge regions. The total charge 
density shows some directionality of the C-Pd bond, nevertheless, the charges around 
Pd are diffused, a signature of a mixed covalent and metallic bonding, Fig. 3.4(b). 
Further evidence comes from the isosurfaces of accumulation and depletion, as the 
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Figure 3.4 : (a) The plot of incremental energy !J. E vs. the number of H atoms 
on a supported cluster. Gray dashes are the energy of other isomers. Inset: the 
optimized geometry of Pd4@graphene. The gray line shows the /-1H in a fully hydro-
genated graphene. (b), (c), and (d) are the isosurfaces of the total, accumulation, 
and depletion of charges. 
charge has been accumulated between the C-Pd bonds and depleted from the 1r-cloud 
of hexagonal ring in graphene, Fig. 3.4(c) and (d). 
Next, the hydrogenation of this supported cluster was performed, following the 
same procedure as described above for the free cluster. Like the free cluster, the first 
H2 is adsorbed dissociatively and subsequent ones bind via Kubas interaction [89]. 
The cluster saturates with five H2 molecules, much sooner than the free cluster. As 
expected, the incremental adsorption energy never exceeds the energy of an H on 
pristine graphene. However, it does cross the level-line of C-H energy of a fully 
hydrogenated graphene after the adsorption of the 5th H2 molecule, hence, showing 
the thermodynamic possibility of the spillover. The onset of spillover occurs earlier 
than in the free cluster because the charge available for binding with the H2 is now 
shared with the support material. This reduces the overall intake of H on the catalyst, 
with no harm to spillover. 
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3. 7 Kinetics of the spillover 
Having shown the possibility of the spillover from both free and supported cluster, 
the kinetics aspects can be explored, which essentially involves the motion of the H 
atom from the metal to the receptor. The likelihood of an H atom to hop from the 
catalyst to the pristine graphene substrate was tested in a computational experiment, 
by removing the H atom from the saturated catalyst and bringing it to the receptor. 
Upon relaxation, H goes back to the catalyst spontaneously. When the removed hy-
drogen is placed farther away from the catalyst, it remains attached but the whole 
process is endothermic by 2.5 eV, highlighting again the difficulty of spillover on pris-
tine graphene. Similarly, it was tested the hopping of an H atom to the receptor 
in the vicinity of a fully hydrogenated graphene phase, which was represented by a 
hydrogenated ring-hexagon near the catalyst. In this case, the H-atom removed from 
the catalyst is more stable on the hydrogenated phase: unlike in pristine graphene 
case, the H does not come back to the catalyst, and the overall process becomes ener-
getically favorable by 0.15 eV, making spillover possible on hydrogenated graphene. 
Although it is more favorable for H to be in the hydrogenated phase than on 
the saturated catalyst, there are still barriers involved for the motion of the H. The 
migration barrier for H to move from the metal to CH-phase is calculated using the 
nudged elastic band method [108], Fig. 3.5. The barrier is Es = 0.68 eV, which 
can be overcome even below the room temperature. Indeed, at kBT = 0.025 eV the 
characteristic time T of this step can be estimated from standard rate theory [111] 
as T - 1 = (k8 T /h).exp( -E8 /k8 T). With the pre-factor k8 T /h = 1013 s-1 , one 
obtains T ~ 30 ms, which is a reasonably fast stage. Therefore, spillover is both 
thermodynamically favorable and kinetically feasible under the ambient conditions. 
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Reaction coordinate 
Figure 3.5 : (a) Fully relaxed cluster saturated with H, next to hydrogenated phase 
(gray area). (b) Plot of energies of intermediate images for the barrier calculation vs. 
the reaction coordinate. 
3.8 Conclusions 
In summary, the thermodynamic and kinetic plausibility of the spillover process was 
shown here. Energetically, it is possible for spillover of H to occur from a metal 
cluster to the hydrogenated graphene, both from the freestanding and receptor sup-
ported clusters. Importantly, the process does not require full saturation of the clus-
ter, because thermodynamically the spillover becomes favorable even before a cluster 
saturates. Furthermore, it is energetically unfavorable for the spillover to occur on a 
pristine graphene surface, yet a phase of hydrogenated graphene facilitates the process 
by significantly improving the C-H binding. The migration barrier for hydrogen from 
the metal cluster to the hydrogenated phase is small, suggesting that the spillover can 
easily occur below room temperature. Moreover, this work provides possibly the first 
explanation of the nano-thermodynamics of spillover and also hints towards finding 
materials where it can be achieved more effectively. Along with the catalyst satura-
tion, the optimum C-H bonding has emerged as an important factor for the spillover. 
Therefore, any modification of the receptor that leads to an increase in this energy 
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will also enhance the spillover (of course, within the reversibility limits). 
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Chapter 4 
Fluorinated graphene: Patterning nanoroads and 
quantum dots 
4.1 Opening the gap of graphene 
After the first experimental evidence of graphene [18], research on its properties and 
applications has continued to grow with unprecedented pace. However, a great deal 
remains to be done to fully incorporate graphene's unique properties into electronic 
devices. The rapid advances in fabrication methods [20, 21, 112, 113] have now made it 
possible to produce graphene on a large scale. The major obstacle to its application 
in electronic devices is the lack of a consistent method to open the zero band gap of 
graphene in a controlled fashion. 
The use of graphene nanoribbons has been proposed as a way to tune graphenes 
electronic properties [114-116]. Depending upon their width and edge orientation, 
graphene nanoribbons can be either metallic or semiconducting [117-121]. Though 
there has been intensive research on nanoribbon fabrication, it is still difficult to 
obtain ribbons with well-defined edges (e.g., by chemical methods [116, 122, 123]) or 
to scale up its production (e.g., by carbon nanotube unzipping [124, 125]). Even 
a bottom-up approach [126] does not solve the challenge of assembling graphene 
nanoribbons into functional devices. 
A recently explored alternative way to tune the band gap is to use a fully hy-
drogenated graphene [127] (also known as graphane [45]) as a matrix-host in which 
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graphene nanoroads (46] or quantum dots (42] are patterned. As is the case for 
graphene nanoribbons, the electronic properties of such roads and dots are width-
and orientation-dependent. However, their biggest advantage over nanoribbons is 
that both semiconducting and metallic elements can be patterned and interconnected 
on the same graphene sheet, without compromising its mechanical integrity. This 
new approach has already been attempted experimentally (128] and has potential to 
quickly rival graphene ribbons. 
The nanoroads and quantum dots can be patterned on any insulating functional-
ized graphene, e.g., graphane. The formation energy of graphane lies within a favor-
able and reversible range (100]. This reversibility is very important for applications 
such as hydrogen storage materials, and has been experimentally observed (129, 130]. 
However, a nucleation barrier exists in the initial steps of hydrogenation of graphene 
and it is desirable to find a similar or even more favorable element which can transform 
graphene into a semiconducting material. 
4.2 Fluorination of graphene 
The functionalization of graphene by fluorine, explored here, results in compositions 
similar to Teflon - (CF2)n-, which in a 2-dimensional incarnation corresponds to-
(CF)n· The biggest advantage of fluorination of graphene comes from the shear avail-
ability of experimental and theoretical research that has been done on fluorinated 
graphite (131-142] and fluorinated carbon nanotubes (143-148]. This knowledge base 
can help devise ways of controllable fluorination of graphene. Depending on the ex-
perimental conditions and reactant gases, different stoichiometries (e.g., (CF)n [149], 
(C2F)n (132], and (C4F)n [150]) can be obtained. 
Therefore, unlike hydrogenation, fluorination can offer several promising function-
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alized phases to serve as host materials for graphene nanoroads and quantum dots. 
Hence, the wide range of possible chemical reactions involving fluorinated graphitic 
materials, in combination with possibility of tunable electronic properties of patterned 
graphene structures, opens the door to a range of exciting applications. 
A comparative study of the formation of CF, C2F, and C4 F by chemisorption of 
F atoms on graphene is carried out using ab initio density functional theory (DFT) 
methods, Fig. 4.1. Based on the formation energies, CF is the most favorable, and its 
formation does not have a nucleation barrier, in contrast to the barrier observed for the 
formation of graphane. Going further, nanoroads and quantum dots of graphene are 
patterned on these substrates and show tunable electronic and magnetic properties, 
offering a possibility to a variety of applications. 
4.3 Calculation methods 
Ab initio methods are used to calculate the smallest system, as in the case of flu-
orinated graphene nucleation, nanoroads, and the smallest quantum dots. Besides 
the higher accuracy of the results, this allows a direct comparison with previous 
first principles calculations of graphane nucleation [100] and patterning of hydro-
genated graphene [42, 46]. The calculations were carried out using ab initio den-
sity functional theory, as implemented in the Vienna ab initio package simulation 
(VASP) [105, 107]. Spin polarized calculations were performed using the projected 
augmented wave (PAW) method [61, 104] and Perdew-Burke-Ernzerhof (PBE) [55] 
approximation for the exchange and correlation, with plane wave kinetic energy cut-
off of 400 eV. Periodic boundary conditions were used, and the system was considered 
optimized when the residual forces were less than 0.005 e V /A. The unit cells lengths 
of CxF y and nanoroads were fully optimized. The Brillouin zone integrations were 
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carried out using a 15 x 15 x 1 Monkhorst-Pack k-grid for the CxF Y' 1 x 1 x 5 for 
the nanoroads, and at the f-point for the clusters. 
For the quantum dots, the total energies for n = 1 - 384 were calculated using 
a density functional based tight-binding method (DF-TB) with the corresponding 
Slater-Koster parameters [151], as implemented in the DFTB+ code [152]. Initially 
several non-equivalent geometries were tested for the smallest dots ( n < 7) and the 
lowest energy structures were generally derived from n- 1 structures. The DF-TB 
results were tested by comparing the formation energies of the smaller dots ( n = 
1- 24) on a finite fully fluorinated graphene cluster (C54F72) by DFT calculations (as 
described above). To mimic an infinite sp3 CF, the edge C atoms of the cluster were 
passivated with two F atoms and kept constrained during the simulation of the dots. 
In all calculations sufficient vacuum space was kept between the periodic images to 
avoid spurious interactions. 
4.4 Structure and electronic properties 
The structure of the fluorinated graphite, based on X-ray diffraction results, has 
long been believed to consist of trans-linked cyclohexane chairs of fluoridated sp3 
carbon [131, 132, 139, 140]. Such a structure was later confirmed by DFT calcula-
tions [47], and it is the one used here to represent CF, Fig. 4.1(a). There are two 
possible stacking sequences for (C2F)n: AB/ A'B' and AA' / AA' [132, 136], where the 
prime and slash indicate a mirror symmetry and the presence of covalently bonded 
fluorine atoms, respectively. Both AB, Fig. 4.1(b), and AA' (not shown) are ana-
lyzed here. Furthermore, the structures of single-sided, Fig. 4.1 (c), and double-sided 
fluorinated C4F [141, 150] are also examined. 
Considering the fluorination to occur through the simple reaction x C+y/2 F2 -+ 
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Figure 4.1 : The atomic structures (darker atoms are closer; red dashed lines mark 
the unit cells) of (a) CF, (b) C2F for AB stacking, and (c) C4 F for double-sided 
fluorination , and ( d)- (f) the corresponding electronic band structures. CF and C2F 
AB have a direct band gap at the f-point , 3.12 eV and 3.99 eV, respectively, whereas 
C4 F has an indirect band gap of 2.94 eV. 
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Table 4.1: Formation energy (EJ ), band gap (E9 ), equilibrium lattice param-
eter (do), and bond lengths of the fluorinated graphene at different coverage. 
E,, eVIatom E9 , eV C-F, A C-C, A do, A 
CF -1.615 3.12 1.38 1.58 2.61 
C2F AB -1.508 3.99 1.38 1.56 2.55 
C2F AA' -1.468 3.97 1.38 1.56 2.55 
C4F single-sided -1.100 2.93 1.45 1.51 a I 1.40b 2.48 
C4F double-sided -1.095 2.68 1.48 1.50a I 1.40b 2.49 
a] Bond length between sp3 and sp2 C atoms, and b] between two sp2 C atoms. 
CxFy, the formation energies (E1) of these four structures were calculated, Table 4.1, 
(4.1) 
where Ec.,F11 is the energy of CxFy, Ec and EF2 are the energies of a C atom on 
graphene and F2, respectively, and x and y are the number of C and F atoms, re-
spectively. The formation of CF is more favorable than C2F and C4F. The formation 
energy decreases with increasing F coverage. For C2F, AB stacking is energetically 
more favorable than AA'. The formation energies for C4F with single- and double-
sided fluorination are very similar, within the error of the calculation. 
The length of the C-F bond in molecular species is 1.47 A, and the C-F bond 
strength is partially attributed to its highly polarized nature. As a result, fluoro-
carbons have been widely explored in organic chemistry for a variety of applica-
tions [135, 153-155]. The calculated C-F bond lengths in CF and C2F are 1.38 A in 
each case and agree well with both experimental (1.41 A) [136, 140] and theoretical 
(1.37 A) [47] values. C4F shows a much longer C-F bond length (1.45 A for single-
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sided fluorination), closer to the C-F bond in molecular species. The computed C-C 
bond lengths in CF are also in good agreement with both experimental (1.53 A) [136] 
and theoretical (1.55 A) [47,156] values. The resulting lattice mismatch with graphene 
(do = 2.47 A) increases with increasing fluorine content. CF has the largest lattice 
mismatch, 5.7 %, followed by C2F, 3.2 %, and C4F, between 0.4% (for single-sided 
coverage) and 0.8 % (for double-sided coverage). 
Graphene's gapless electronic structure changes completely after fluorination. A 
finite gap appears in the electronic band structure of CF, C2F, and C4F (Figs. 4.1(d)-
1(f), respectively), transforming them into wide band gap semiconductors. The elec-
tronic band structure of CF shows a 3.12 eV direct band gap at the f-point, agreeing 
well with previously reported values [3,47, 150]. The band gaps of C2F for both stack-
ing sequences are very similar, which is as expected due to the similarities in their 
structures. Recent experiments on graphene fluorination yielded an optically trans-
parent C4F with a 2.93 eV calculated band gap [150]. Here, the calculated band gap 
for the single-sided fluorinated C4F is 2.93 eV, a little larger than for the double-sided 
fluorinated C4F, 2.68 eV. 
4.5 Formation of fluorinated graphene 
The initial steps of graphene fluorination can be studied by incrementally adding n F 
atoms to different positions of a C54H18 cluster and calculating the formation energy, 
(4.2) 
where Ec54H 18 is the energy of the C54H1s cluster with hydrogenated edges and 
Ec54H 1sFn the energy when n F atoms are adsorbed on the cluster. In an aromatic 
system the 1r-electrons form pairs between C atoms from different subgroups, starred 
64 
and un-starred [157]. The adsorption of an odd number ofF atoms leaves one un-
paired 1r-electron in the aromatic system. This is exemplified by E1 of a single F 
atom, which is 0.45 eV /F lower than 1/2 EF2 (the reference zero on the graphic in 
Fig. 4.2(a). Notably, F attachment is immediately exothermic, in contrast to hydro-
genation where H binding is initially an endothermic process (""1.5 eV, relative to 
molecular H2), causing significant nucleation barrier to the formation of the graphane 
phases. 
Thus, graphene clusters with an odd number of 1r-electrons are energetically unfa-
vorable and have higher Ef, as shown in Fig. 4.2(a) for n = 1, 3, and 5. For a pair of 
fluorine atoms there are six different positions (single- and double-sided fluorination, 
on ortho, meta, and para sites) where they can be added on a ring, Fig. 4.2(b). The 
meta configuration yields the highest E 1 because the F atoms bind to C atoms from 
the same subgroup, therefore creating two unfavorable radicals. Placing the second F 
atom on the opposite side in the ortho-configuration results in a lower E1; the value 
is 1.17 eV /atom lower than 1/2 EF2 , which is as expected since the radical on the 
adjacent C atom is completely passivated. 
Adsorption of an F atom transforms the hybridization of the host C atom from sp2 
to sp3 . As a result of this, the bond between the sp3 and sp2 carbon atoms becomes 
elongated, which leads to strain in the structure and an out of plain buckling of the 
fluorinated C atom. By adding a second F atom on the opposite side, the induced 
strains compensate one another further lowering the total energy, Fig. 4.2(c). The E1 
decreases with increasing F content and approaches asymptotically to E1(oo), which 
is equal to the formation energy of a fully fluorinated infinite graphene sheet. 
According to the definition of the formation energy, fluorination of the graphene is 
favorable when E1(n) < 1/2 EFa· In the case of the analogous structure of graphane, 
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{a) 
1 
Hydrogen ation 
Fluorination 
16 24 
n 
{b) ortho para meta 
{d) 
Figure 4.2 : Chemisorption behavior of F atoms on graphene. (a) The formation 
energy E1 is negative and further decreases with the number ofF atoms n, without 
a nucleation barrier , in contrast to what is observed for hydrogenation. From the 
initial six positions for the F atom to adsorb (b), an ortho opposite-sided fluorination 
is lowest in energy, which ultimately results in a preference for aromatic magic cluster 
structures, as illustrated in (c). (d) Example of the lattice strain due to change in 
hybridization. 
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the formation energy is lower than 1/2 EH2 only after the formation of a stable nucleus 
formed by adsorption of 24 hydrogen atoms [100]. Since the C-F bond is stronger 
than the C-H bond and the F-F bond in F2 is much weaker than the H-H bond in H2, 
fluorination of the graphene is more favorable than its hydrogenation. In fact, E1(n) 
is always lower than 1/2 EF2 • Therefore, unlike graphane, fluorinated graphene does 
not have a nucleation barrier to its formation and should be more stable and easily 
obtained than graphane. 
4.6 Graphene nanoroads on CF 
The patterning of nanoroads (NR') and quantum dots on fluorinated graphene (FG) is 
investigated here in order to explore the possibility of combining metallic and semicon-
ducting properties on the same sheet. Graphene nanoroads were formed by removing 
F atoms from a fully fluorinated graphene either along armchair (AC) dimers (Nac) 
or zigzag (ZZ) chains (Nzz) to form pristine graphene roads, Figs. 4.3(a) and 4.3(b). 
After geometrical optimization, the AC nanoroad (AC-FGNR') remains fiat whereas 
the ZZ nanoroad (ZZ-FGNR') is tilted. This tilting is a geometrical consequence of 
the position of the F atoms along the road being alternated in and out of the plane. 
The AC-FGNR' are semiconducting with large band gaps due to quantum con-
finement, Fig. 4.3(c). The band gap behavior can be divided into three hierarchical 
families for Nac = 3p, 3p + 1, and 3p + 2, where p is a positive integer. For the 
AC orientation, the band gaps do not follow a monotonic trend with the width, and 
instead ~Nac=3p+2 < ~Nac=3p+l < ~Nac=3p (except for Nac = 3 and 4). This trend 
is different from that observed for armchair nanoribbons (118], but is similar to that 
for graphane nanoroads [46]. The band gap energies are not affected by increasing 
the distance between the roads by adding additional chains of fluorinated graphene. 
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Figure 4.3 : Schematic illustrations of (a) armchair (AC), where Nac is the number 
of sp2 C dimer lines and (b) zigzag (ZZ), Nzz is the number of sp2 C chains, roads. 
(c) For AC-FGNR', the band gap E9 energy varies with the road width Nac· 
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Thus the AC-FGNR' are also well isolated from their lateral periodic images. 
The electronic properties for the ZZ-FGNR' depend strongly on the magnetic 
states of the system. It can be observed that the antiferromagnetic ZZ-FGNR' are 
semiconducting, whereas the ferromagnetic ZZ-FGNR' are semi-metallic. Very narrow 
nanoroads on graphane were found to be nonmagnetic, with a very small gap, and 
two bands near the Fermi level that do not cross. In contrast, narrow ZZ-FGNR' have 
larger band gaps, for example E9 is 0.71 eV for Nzz = 1 and 0.56 eV for Nzz = 2. 
This difference may be due to the larger lattice mismatch between the fluorinated 
and pristine graphene. The states with antiferromagnetic spin distribution are lower 
in energy than the ferromagnetic, which can be used for spintronic applications. 
For ZZ-FGNR', the band gap energy increases with decreasing width, Fig. 4.4(a), 
due to quantum confinement. The band gap is inversely proportional to the width Nzz' 
which is similar to the dependence observed for nanoribbons [118, 158] or graphene 
with periodically adsorbed hydrogen chains [159], showing the best fit for E9 (Nzz) = 
4.47 /(5.69 + Nzz) eV. There are only two bands which cross near the Fermi level of 
the ZZ-FGNR'. The plot of their corresponding band-decomposed charge densities 
in Figs. 4.4(b) and 4.4(c) and shows that the 1r-bands formed by the overlap of Pz 
orbitals are mostly localized on the C atoms at the sp2-sp3 interface. 
4. 7 Graphene quantum dots on CF and C4F 
Experimentally, graphene quantum dots are obtained by cutting tiny pieces of graphene 
into different shapes; however, the problem of how to tune graphenes band gap still 
persists. The approach here is to consider quantum dots as small islands of graphene 
created by the removal of the F atoms from CF and C4F. Their thermodynamic 
feasibility is studied by analyzing several possible configurations and exploring how 
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(b) 
(c) 
Figure 4.4 : (a) Plot showing the decrease in band gap with increasing width of the 
road for ZZ-FGNR'. The band-decomposed charge densities (3 x 10-3 A - 3 ) for the 
5-ZZ-FG NR' , corresponding to the top of the valence band (b) and the bottom of the 
conduction band (c). 
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quantum confinement affects their electronic properties. The removal of the F atoms 
yields graphitic islands of connected n sp2 C atoms on a fully fluorinated graphene 
finite cluster or infinite sheet. For (CxF)n ---+ (CxF)N-nCn + n/2 F2 , the formation 
energy is calculated as 
1 
Et(n) = -[Esys(n) - n /-LF - N /-LcF], 
n 
(4.3) 
where Esys is the total energy of quantum dots on the fluorinated graphene, and 
J.LF( = 1/2 Ep2 ) and /-LCF are the chemical potentials of fluorine and CF, respectively. 
The removal of one F atom introduces an additional 1r radical on the C atoms; this 
is the inverse ofF adsorption on graphene shown in section 4.5. 
Formation of dots with lower E1(n) is more favorable and, overall, the formation 
energy of quantum dots decreases with increasing size of the dots. This trend can 
be observed by both DFT and DF-TB for dots carved on CF, Fig. 4.5(a). Larger 
dots can be studied using DF-TB, and upon their inclusion a clear trend, where 
E(n)- E(oo) "'constjy'n, can be observed, Fig. 4.5(b). The quantum dots with the 
lowest formation energies are those in which the structure restores the aromaticity of 
the graphene, for example n = 6, 10, 16, and 24, Fig. 4.5(c). 
The realization of quantum confinement promises many exciting applications like 
quantum computing [160, 161], single-electron transistors [162], and optoelectronics. 
The band gap is important for optical applications, but DFT and DF-TB calcula-
tions generally underestimate its value. The DF-TB band gaps at the f-point for 
n = 6 (3.28 eV) and 24 (2.44 eV) agree well with the HOMO-LUMO gaps calculated 
by DFT (3.37 and 2.47 eV for n = 6 and 24, respectively), therefore lending addi-
tional credibility to the DF-TB method employed. Although it is computationally 
prohibitive to calculate the precise band gaps of large systems (n > 24), these will 
most probably be within the optical range of "'1-3 eV. 
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Figure 4.5 : (a) Formation energy E1(n) for different sizes of quantum dots calculated 
by DFT and DF-TB. (b) Overall, E(n) - E(oo) rv const/fo, using DF-TB. (c) 
Examples of aromatic quantum dots. 
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There is a reduction in quantum confinement with increasing size of the dots, 
hence reducing the band gap energy as their electronic properties approach those of 
graphene. Larger dots can be divided into AC and ZZ edges (examples shown in the 
inset in Fig. 4.6). Interestingly, plots of their band gaps show that dots with AC 
edges have larger band gaps than those with ZZ edges (Fig. 4.6). A least squares fit 
also shows the different trends for AC and ZZ edges; Eg(n) = 14.1 n-112+0·01 eV for 
AC edges and Eg(n) = 19.4n-112- 0·14 eV for ZZ edges. Different from conventional 
quantum dots, which follow a ~ 1/ R 2 dependence, the observed trend is closer in 
behavior to the 1/ R confinement of Dirac fermions [163, 164], where R ~ y'Ti. 
200 
n 
0 
300 
0 
400 
Figure 4.6 : Plots showing how the energy of the band gap for dots with AC and 
ZZ edges decreases with their size. Inset: Configurations of the largest optimized 
quantum dots. 
Recently synthesized fluorinated graphene films were found to be optically trans-
parent at the C4F saturation level [150]. Next, two examples of 2-D quantum dot 
arrays are studied, as this is the way they are usually assembled for optical applica-
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tions. A graphene patch designed as coronene is carved on a 7 x 7 hexagonal supercell 
of CF (n = 24) and on a 4 x 4 hexagonal supercell of C4F (n = 6). All dots were 
separated by at least 10 A. 
The band-decomposed electron densities of the dots show atom-like states for CF 
and C4F. The band gaps of the arrays are very similar to the ones obtained for the 
isolated dots, 2.50 eV for CF and 0.88 eV for C4F. The nearly dispersionless bands 
for the dot on CF at the top of the valence band and at the bottom of the conduction 
band, Fig. 7(a), show a very good quantum confinement, with just a very small 
charge density leakage into the fluorinated graphene. In fact, the electronic state of 
the quantum dots on CF seems to be somehow more confined than on similar dots on 
graphane [42] due to the insulator character, which comes from the charge transfer 
from C to F in CF. The array of C4F also shows localized charge density states, 
Fig. 7(b), with a non-hexagonal shape. The difference between the shape of the dots 
results from the more open structure of C4F. Thus both CF and C4F can be used for 
patterning quantum dots and, most importantly, the differences in fluorine coverage 
on graphene can be also used to tune the band gap. 
4.8 Conclusions 
In summary, gapless graphene can be altered by its patterned fluorination. Such 
fluorination results in wide band gap semiconductors (CF, C2F, and C4F), where 
higher F coverage is favored. Fluorination of graphene was found to be different 
from its hydrogenation, as it occurs without a nucleation barrier owing to the higher 
affinity of F towards C. Furthermore, the suitability of CF as a host material for 
graphene nanoroads and quantum dots has been demonstrated. 
Nanoroads and quantum dots were found to exhibit orientation-, width-, and 
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(a) (b) 
Figure 4. 7: Isosurfaces of band-decomposed charge densities (1.5 x 10- 4 A -3 ) at the 
top of the valence band (upper figures in blue) and at the bottom of the conduction 
band (lower figures in red) for 2-D quantum dot arrays on (a) CF for n = 24, and 
C4F for (b) n = 6. 
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F coverage-dependent electronic properties. Fluorinated graphene nanoroads with 
AC orientation are semiconducting with large band gaps, following a non-monotonic 
variation. The nanoroads with ZZ edge are semiconducting or semi-metallic according 
to their spin orientation; antiferromagnetic or ferromagnetic, respectively. The band 
gaps in ZZ roads vary as rv 1/ Nzz· The formation energy of the quantum dots depends 
on their size as E(n) - E(oo) rv const/fo. The band gaps of the larger quantum 
dots follow a 1/ R trend similar to the confinement of Dirac fermions, where R rv ,fii. 
The band-decomposed electron densities of 2-D quantum dot arrays in CF and C4F 
show atom-like states with very good electron confinement. 
4. 9 Afterwords 
It is important to mention that as in the case of any chemical attack [165], fluorination 
can cause some defects and the degree of such damage will depend on the specific 
conditions (source ofF, temperature, etc.). Another uncertainty is due to the possible 
coexistence of different configurations (chair, boat, etc.), which is not within the 
scope of this study. The emphasis here is simple: Most of these fluorinated graphene 
phases have a sizable gap, and therefore can serve as a host matrix for confined 
nearly-metallic domains of pristine carbon. 
It will be important to further explore the interface and to learn how to avoid 
possible frustration [166] which may destroy the interfaces and the clear picture of 
confinement, calling for further careful studies. One can speculate that possible ex-
perimental approaches fall into two classes: Either one can mask certain areas prior 
to exposing them to fluorination, or start from fully fluorinated graphene and then 
attempt a local removal ofF (say, with focused ion beam of not too high an energy). 
Furthermore, after the completion of this work, an experimental evidence of stoi-
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chiometric fluorinated graphene was reported [167]. The authors report that the CF 
phase is indeed more stable that graphane, further corroborating the work presented 
here. 
Chapter 5 
Nanotube nucleation versus carbon-catalyst 
adhesion 
5.1 Introduction 
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Despite key experimental advances to produce longer carbon nanotubes ( CNTs) [168, 
169], with more uniform diameter distribution [27-30] and at lower temperatures [170-
173], the mechanism of single-wall carbon nanotubes (SWNT) growth at the atomic 
level is far from being completely understood. It is still not known how to fully control 
SWNT growth or even if such control can be achieved. Meanwhile, complete utiliza-
tion of SWNT remarkable electronic properties awaits this scientific and technological 
achievement. 
Experimentally, transmission electron microscopy in situ observations allow one 
to see the nucleation and growth of SWNT in some detail [17 4-176]. However, pro-
cesses such as feedstock decomposition on catalyst surface, C diffusion on or through 
the catalyst and C incorporation into the nanotube wall cannot be seen directly. For-
tunately, these details, which are key parts of the SWNT growth mechanism, can be 
explored using molecular dynamics (MD) simulations [75, 177, 178]. Recently devel-
oped dislocation theory of nanotube growth [179] transforms the principles of crystal 
step-flow to the lower-dimension of a tube edge; it enables quantitative predictions of 
growth rate of individual SWNT, yet does not address at all the complementary and 
important stages of nucleation. 
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The cap lift-off versus catalyst encapsulation is the to be or not question in the 
SWNT formation and has been studied extensively by theoretical methods, including 
ab initio [180-182], tight-binding MD (TBMD) [183, 184) or tight-binding Monte 
Carlo [185, 186) simulations, and classical MD simulations [75, 177,178, 187). Ab initio 
based MD is the most time consuming method and is only able to simulate small 
carbon-metal systems for a few picoseconds [180-182). TBMD is an intermediary 
expensive method; it is hundreds of times faster than ab initio DFT based MD and can 
be used to simulate CNT growth in a reasonable time period (e.g., 100 ps) [183, 184). 
Classical MD simulations are two and three orders of magnitude faster than TBMD 
and therefore can be applied to large systems (up to 1000 atoms) and perform very 
long trajectories of up to 100 ns [173, 178). 
In the often referred to phenomenological vapor-liquid-solid model (Fig. 5.1), a 
complete CNT growth process is divided into three successive stages: Cap nucle-
ation, cap lift-off as a short tube, and SWNT lengthening [175, 188-190). Detrimental 
to growth, catalyst encapsulation prevents feedstock from accessing the catalyst, a 
phenomenon known as catalyst poisoning, hindering cap lift-off and growth. Thus 
avoiding catalyst encapsulation during both nucleation and growth stages is critical 
for SWNT growth. 
An exhaustive theoretical study is presented here aiming to elucidate the role 
of work of adhesion (Wad) between graphitic cap and catalyst, temperature, and C 
diffusion in catalyst encapsulation (or poisoning) at the nucleation stage. Statistics 
over more than 500 MD simulations clearly show that the work of adhesion controls 
the high temperature region, in which the C mobility is sufficiently high, while slow 
C diffusion may result in an encapsulated catalyst at low temperature. Also it is 
suggested that room temperature growth of CNT is possible if the work of adhesion 
could be significantly reduced through careful selection of the catalyst. 
Vapor 
C feedstock---. 
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Figure 5.1 : Schematic diagram of the phenomenological vapor-liquid-solid model. 
5.2 Driving force behind cap lift-off 
Until now, three different aspects of the cap lift-off versus catalyst encapsulation have 
been distinguished and discussed: Adhesion versus curvature energy balance [191], 
decohesion by thermal kinetic energy model [192, 193], and requirement of fast C dif-
fusion [177, 187). A diagram showing the temperature dependence of catalyst encap-
sulation as a function of work of adhesion, Wad, was constructed in order to compare 
and evaluate these three models, Fig. 5.2. 
5.2.1 Curvature energy model 
This model considers the energy difference between a growing tube and an encap-
sulated catalyst [191]. For small catalysts (diameter smaller than 3 nm), a growing 
SWNT is energetically favorable if the work of adhesion between the fullerene and 
(a) Encapsulation 
CNT 
o~----------------~ 
(b) 
CNT 
0------------------~ 
Tth 
Temperature 
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Figure 5.2 : Temperature dependence of SWNT growth/catalyst encapsulation as a 
function of work of adhesion has distinct characteristics for (a) curvature-energy, (b) 
thermal decohesion, and (c) fast C diffusion models. 
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catalyst particle is less than the curvature energy difference between the SWNT and 
the fullerene. 
Wad,cF < EcF- Ecr, (5.1) 
where Wad is the work of adhesion, and EcF and Ecr are the curvature energy of the 
fullerene and SWNT, respectively. Inequality 5.1 shows that catalyst encapsulation 
happens only if the surrounding fullerene, which has larger curvature energy than that 
a SWNT of same diameter, is strongly attracted by the catalyst particle. According 
to this inequality, for catalysts with diameter larger than 3 nm, a graphitic encap-
sulation is energetically more favorable. This model correctly explains the narrow 
diameter distribution of SWNT grown in floating catalyst experiments (e.g., arc dis-
charge, laser ablation, and HiPco). However, it does not apply to cases of a catalyst 
sitting on a substrate, in which a strong subtract-catalyst interaction could prevent 
the formation of catalyst encapsulation. In general, the curvature energy model pre-
dicts that catalyst encapsulation is a function of only catalyst diameter and work of 
adhesion, Fig. 5.2(a). 
5. 2. 2 Thermal decohesion model 
A strong argument against the above mechanistic energy model was that the thermal 
fluctuations [192, 193] must play a role (and even thermodynamic theory is not fully 
applicable because the kinetics must be considered in the nonequilibrium process of 
CNT growth [179, 194]). To augment the lack of thermal fluctuations in the curvature 
energy model, it has been suggested that for a SWNT to grow, it needs thermal 
kinetic energy sufficient to overcome the work of adhesion between graphene and 
catalyst [178, 187]. To permit the cap lift-off on a catalyst surface during SWNT 
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nucleation stage, a proposed criterion is 
(5.2) 
where Ekin rv kBT is the kinetic energy of a carbon atom on the graphitic cap (k8 is 
Boltzmanns constant). Such a model was used to estimate the diameter distribution 
of the SWNT growth in laser ablation or arc discharge experiments [193]. In sharp 
contrast to the curvature energy model, this model shows that the cap lifting-off is 
independent of the catalyst diameter, but strongly dependent on the SWNT growth 
temperature, Fig. 5.2(b). 
5.2.3 Requirement of fast C diffusion 
Recent MD simulations [177, 187] clearly show that sufficiently rapid C diffusion is 
required to avoid the catalyst encapsulation. During SWNT growth, all deposited 
carbon atoms, which may arrive at the catalyst surface randomly due to feedstock 
decomposition, must incorporate into the tube wall through the SWNT -catalyst con-
tact circle. Thus, if the C mobility is not sufficient, the slowly moving C atoms may 
nucleate into graphitic islands or caps around the catalyst surface and eventually en-
capsulate it wholly. This encapsulation due to lack of C mobility means that there 
is a threshold temperature 7th, which depends on the C deposition rate, and below 
which the catalyst encapsulation is inevitable. MD simulations [187] also show that 
temperatures above Tth are required for the growth energy to overcome the work of 
adhesion, Fig. 5.2(c). 
T > Tth· (5.3) 
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5.2.4 Discussion 
All three diagrams in Fig. 5.2 are distinct and even seem to disagree, which is not 
surprising because the corresponding models emphasize different factors. The curva-
ture energy model is temperature independent, whereas the thermal decohesion model 
shows a Wad on the encapsulation-CNT boundary as proportional toT. Experimen-
tally, although SWNT growth dependence on temperature has been well studied, it 
is not possible to identify precisely the role of kinetic energy or the work of adhesion 
on it. 
This has served as a motivation for this study, in which the catalyst encapsulation 
is studied as a function of Wad, temperature, and consequently the C diffusion rate, 
by classical MD simulations. Compared with the ab initio method or tight-binding 
approximation based MD, the potential energy surface (PES) of classical MD simu-
lation is considered less accurate, although it permits to run trajectories many orders 
of magnitude longer. Availability of long enough simulation time is critical to rea-
sonably simulate SWNT growth process. Another advantage of the classical PES is 
that all the parameters are adjustable, which allows one to gain insight into the role 
of a specific parameter. For example, recently Ding et al. [195] studied how a cata-
lyst would maintain an open end of a growing SWNT by varying the bond strength 
between the open end and the catalyst. 
5.3 Potential energy surface 
In order to run a sufficient number of long time MD trajectories, which provide sta-
tistical results, a classical PES is used here. This PES is based on the SIMCAT 
potential, which was described in section 2.6.5. For this study, an important charac-
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teristic of this potential is the possibility to vary the interaction forces between sp2 
hybrid C and the metal cluster. This particular characteristic is used to gradually 
tune the work of adhesion between the graphene and the metal cluster, which allows 
the study of the role of Wad in the nucleation of SWNT by classical MD simulation. 
The tuning of the interaction forces between sp2 hybrid C and the metal cluster 
is achieved by modifying the parameter aMC· In this work Wad between graphene 
and metal cluster is varied (0.0 to"' 0.3 eV) by changing aMc (0.0 to 0.15), Fig. 5.3. 
Wad is calculated for both stacking arrangements, AC and BC, using classical MD and 
varying aMc· Wad linearly increases with aMc, Fig. 5.4, but aBC arrangement shows 
lower energy than an AC. Apparently, the potential used is not able to differentiate 
such small variations in energy as Bertoni et al. [196] have observed. Hence, here only 
Wad results obtained using a BC stacking arrangement are used, which is considered 
by this PES a more stable structure. Note that a fiat Ni surface is used to calculate 
Wad, since a spherical Ni cluster does not provide an even surface to match the fiat 
graphene overlayer. Although the values of Wad on a fiat Ni surface might be different 
than those on aNi cluster, it is expected that due to the isotropic nature of the metal 
surface this difference is not going to be significant. 
5.4 Computational details 
5.4.1 Molecular dynamics 
For each simulation, a M32 cluster (Fig. 5.5, A1) is positioned in a periodic box 
(size 6 x 6 x 6 nm3 ) that is filled with the precursor gas (density kept constant 
at 0.04 molecule.nm3 ). In resemblance with the early stages of CNT growth, where 
carbon atoms dissolve into a catalyst and then precipitate on its surface before nu-
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Figure 5.3 : A monolayer graphene is positioned above a Ni(lll) slab and used to 
calculate Wad by changing aMc· 
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Figure 5.4 : Wad increases almost linearly with aMc· 
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cleation [178, 197, 198], the PES considers a equilibrium metal-carbon distance (cal-
culated by DFT during its development [71]). Once an uncatalyzed C atom is close 
enough to a catalyst atom (metal-carbon equilibrium distance less than 0.18 nm), 
it is catalyzed into a normal C atom (i.e., its stronger interaction with metal is 
switched on), mimicking carbon feedstock decomposition in CVD carbon nanotube 
growth. Atomic interactions (C-C, C-Ni, and Ni-Ni) are calculated as described in 
section 2.6.5. The choice of relatively small metal particles permits to completely sim-
ulate a trajectory in a reasonable computational time using only one CPU; a few days 
for most of the simulations (the longest tube showed later in Fig. 5.8 was complete in 
about a month). This allowed to carry out the several hundreds of trajectories which 
are part of this study. Although encapsulation may occur at different conditions, as a 
combination of temperature and work of adhesion between the graphitic structure and 
the catalyst, a similar dependence for catalyst particles of different sizes is expected. 
To study the competition of tubular structure vs. encapsulated catalyst as a 
function of temperature and Wad, MD simulations were performed for a temperature 
range between 200 K and 1400 K, at 200 K increments. For each temperature Wad 
was varied from 0 to 0.3 eV /C. In order to obtain more representative and convincing 
results, five runs are performed for each T and level of Wad· In total, more than 
500 MD simulations were carried out for this study. The Verlet algorithm [67] is used 
to integrate the equations of motion at a small time step of 0.5 fs. 
5.4.2 Ab initio simulations 
Ab initio density functional theory (DFT) is used to calculate the metal-graphene 
equilibrium distance (daM) and binding energy per C atom (EaM ). Spin polarized 
calculations are performed using the projected augmented wave (PAW) method [61, 
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Figure 5.5 : At 1000 K and lower Wad (rv0.04 eV /C) C nucleates (A2- A3) on the 
catalyst surface forming a graphitic cap (A4) that lifts-off (A5) and grows further 
into a SWNT (A6- A7). A cap forms in the same way at 1000 K, but higher Wad 
(rv0.2 eV /C) (B1- B4), however it does not lift-off, and grows until it encapsulates 
the entire catalyst surface (B5- B7), hence deactivating it. At 200 K and lower Wad 
( rv0.04 eV /C) the metal catalyst encapsulates due to extremely slow C diffusion (C1-
C7), when initially sparse C-network gradually thickens, to become impermeable for 
further car bon feedstock. 
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104] and local-density approximation (LDA) and Perdew-Burke-Ernzerhof (PBE) [55] 
approximation for the exchange and correlation, with plane waves kinetic energy cut-
off of 400 eV. For comparison, calculations using LDA and ultrasoft pseudopotentials 
(US) [60] were also performed, with an energy cut-off of 286.6 eV. The system is 
considered optimized when the residual forces are less than 0.005 eV /A. The semi-
core p-states of Ni are considered as valence electrons in the PAW pseudo potentials. 
Due to the metallic character of the system, the method of Methfessel-Paxton [199] is 
used, with N = 1, and the smearing is adjusted in order to get a difference between 
the total energy and the extrapolated energy of less 0.5 meV /atom. The Brillouin 
zone integrations are carried out using a 4 x 4 x 1 Monkhorst-Pack grid, and sufficient 
vacuum space is kept in the z direction in order to avoid spurious interactions between 
the slabs. 
The three layered Ni (111) surface is built, using the optimized 3.53 A lattice 
constant, and fully relaxed, using DFT as described above. A graphene overlayer is 
positioned on top of this surface according with AC and BC stacking (see Fig. 5.3 
(left). Binding energy was calculated as EaM = Etotal- Em(lll) - Ec@graphene, and 
the corresponding daM values are comparable to literature data [174, 196, 200-202]. 
5.5 SWNT nucleation and growth or encapsulation 
Fig. 5.5 (A1-A7) depicts a SWNT growth starting from a pure M32 cluster at 1000 
K and with Wad= 0.04 eV /C. The SWNT growth process is generally close to that 
shown in previous publications of Ding et al. [178, 197, 198]: at early stages carbon 
atoms dissolve into a catalyst (A1~A2) and then precipitate to the catalyst surface 
(A2) to nucleate into carbon chains and polygons (A3). Eventually a carbon island 
or carbon cap is formed (A4). A key step towards a SWNT formation is the lifting off 
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of the graphitic cap from the catalyst surface (A4, A5). The SWNT grows longer and 
longer (A5--+A6--+A7) in a repeatable manner. The resulting SWNT has roughly the 
same diameter as the catalyst particle ("-'1 nm), as often observed experimentally [30, 
203, 204]. Unfortunately, as in previously simulated nanotubes, there is a number of 
defects (pentagons and heptagons) which frequently appear on the tube wall in such 
a way that we are not able to assign it a pair of (n, m) chiral indexes [177, 178,180, 
183, 184]. Note that this may be a consequence of the limited simulation time when 
compared with real experiments. 
The initial nucleation stage of the simulation with a large Wad ("-'0.2 eV/C), 
Fig. 5.5 (B1-B4), is almost exactly the same as shown above, Fig. 5.5 (A1-A4), but 
here the cap lift-off does not occur. Instead, the graphitic cap grows larger and larger 
until it covers the whole surface of the catalyst (Fig. 5.5 B4--+B5--+B6--+B7). It is 
important to note that the catalyst surface that is not covered with a graphitic cap 
is almost totally free of C atoms, a result that is explained as a consequence of the 
reduction of dissolved carbon concentration and fast carbon diffusion [187, 198]. 
Fig. 5.5 C shows another simulation at temperature of 200 K and with lower 
Wad"-'0.04 eV /C. Although the early nucleation stage (C atoms dissolved in the cat-
alyst) resembles the simulations performed at high temperature, they differ signifi-
cantly, as is shown below. Because of the low temperature, C diffusion is extremely 
slow and most of the catalyzed C atoms just stay on the initial position and a cat-
alyzed C atom can interact only with those around it. As a consequence, C chains and 
small islands may form everywhere around the catalyst surface (C3, C4). Additional 
catalyzed carbon atoms connect these islands to form a low quality C network around 
the catalyst surface (C5, C6). This network becomes a full encapsulated graphene 
layer around the catalyst after its holes are repaired ( C6--+C7). The difference in 
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encapsulation processes at low and high temperature clearly shows an important role 
of C diffusion for SWNT growth. 
5.6 Cap lift-off dependence on work of adhesion 
A strong correlation between catalyst encapsulation and Wad is clearly depicted. 
Fig. 5.6 shows the simulation results at 1000 K and Appendix A includes simulations 
at other temperatures. At lesser values of work of adhesion (Wad < 130 meV /C), 
SWNT formation appears in all MD simulations. However, catalyst encapsulation 
starts to happen at intermediate levels of work of adhesion (130 < Wad < 170 
meV /C), to finally become inevitable at higher work of adhesion values (Wad > 
170 meV /C). Roughly, the transition from SWNT to catalyst encapsulation occurs 
at Wad rv150 meV /Cor"" 1.7 k8 T, which is qualitatively in agreement with the ther-
mal decohesion model (equation 5.2). Comparing the same simulation results to the 
curvature energy model, the curvature energy for the SWNT is Ecsw NT( D) = C / D 2 , 
C=0.08 (eV nm2/atom), whereas it doubles for the fullerene-like encapsulated cata-
lyst, EcF(D) = 2.0 EcswNr(D). Since the diameter of the catalyst is rv1 nm, the cur-
vature energy difference between an fullerene-like encapsulated catalyst and a SWNT 
is about !:1Ec =80 meV /C, which seems to be only half of the critical work of adhesion 
according to the curvature energy model. However, considering the high simulation 
temperature and the low structural quality of the SWNTs, this disagreement is still 
in the range of error. 
Additionally, all MD simulations that have been performed, at different temper-
atures and levels of Wad values (shown in Fig. 5.6 and in the Appendix A), exhibit 
similar dependence on the work of adhesion (Fig. 5.7a) and strongly support the idea 
that the work of adhesion controls the catalyst encapsulation. Statistical plots of these 
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Figure 5.6 : SWNT growth and catalyst encapsulation are strongly dependent on 
work of adhesion. Here an example at T = 1000 K including all five simulations, 
repeated for each value of Wad· (Thin line separates the incidents of encapsulation 
from those with lift-off.) 
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numerical experiments are presented as a diagram of SWNT formation vs. catalyst 
encapsulation, Fig. 5.7(b), which clearly shows two distinct regions. At higher tem-
peratures, Wad linearly depends on temperature. This dependence on temperature 
means that to lift-off the graphitic cap from the catalyst surface, higher temperatures 
are required at larger values of work of adhesion. This trend is in agreement with 
most experimental observations [28, 191, 205): SWNTs require high temperatures for 
growth, whereas catalysts are encapsulated at lower temperatures. The slope of the 
threshold temperature is lower than that predicted by the thermal decohesion model, 
which means that sufficient kinetic energy is not the only cause for graphitic cap lift-
off. The change in curvature energy, formation energy of the required pentagons, and 
edge tension around the cap should also be carefully considered. These considerations 
were partially included in the model proposed by Kuznetsov et al. [206) but a more 
detailed discussion is beyond the scope of this study. 
Catalyst encapsulation dependence is very different at T < 600 K; it strongly 
depends on temperature. At very low temperature, for example at 200 K as shown 
in Fig. 5.5 C1-C7, the catalyst is in a solid shape, which limits the diffusion of C 
atoms both on its surface and across its body. This lack of diffusion hinders the 
transport of catalyzed carbon atoms to the growing cap or SWNT and results in 
catalyst encapsulation by a nucleated graphitic structure around its surface (Fig. 5.5 
C). As a consequence, no tubular structures were observed to form at this very low 
temperature level, even at a minimum work of adhesion. Thereby, at low temperature 
range (T < 600 K) there is a strong temperature dependence, because its reduction 
will significantly reduce the carbon diffusion coefficient, D "' exp(-En/ kBT), where 
En is the diffusion barrier. 
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Figure 5. 7 : (a) Statistical plots of the number of tubes (counts 0 to 5) at different 
levels of Wad , from 400 to 1400 K, show two distinct regions. (b) At temperatures 
higher than 600 K SWNT growth is nearly temperature independent , whereas at 
lower temperatures ( < 600 K) it is strongly temperature dependent , as limited C 
diffusion hinders cap lift-off and growth. 
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5. 7 Low temperature CNT growth 
Here one can ask: what is the lowest temperature at which a SWNT can grow? 
Early on, motivated by SWNT production from arc discharge and laser ablation 
experiments, it was believed that a very high temperature is required to grow SWNTs, 
mainly because of the high melting point of carbon materials [190,207,208]. Gradually, 
the lowest SWNT growth temperature was reduced below 1000 oc [171-173], until 
being recently reported as 350 oc [170]. Experimentally, it was shown that low SWNT 
growth temperature is limited by the feedstock decomposition, thus being sensitively 
dependent on the type of carbon feedstock [209]. 
From the point of view of graphitic cap lift-off, the lowest SWNT growth temper-
ature must be associated with work of adhesion and diffusion of catalyzed C atoms. 
Ideally, as shown in Fig. 5.7, one can find the lowest SWNT growth temperature for 
a given catalyst with known constant work of adhesion. The measurement and calcu-
lation of Wad is still a big challenge and the accuracy of the present data is very low. 
The Ni-C interaction energy in a nanotube was estimated to be between 10 meV and 
1000 meV [210]. Even data obtained from state of the art ab initio calculations can 
be widely distributed within a large range (Table 5.1). Though such analysis could 
not be applied to obtain the lowest SWNT growth lift-off temperature of a given 
catalyst (e.g., Fe, Co, Ni, Au, and Cu), it is expected to be obtained in the future, 
based on the information contained in Fig. 5.7, through more accurate measurement 
or calculation of Wad· 
On the other hand, considering the reported lowest SWNT growth temperature 
on iron (350 oc), the work of adhesion of an iron catalyst can be estimated to be 
less than ,...,120 meV /C. In fact, according with the calculated results showed here, 
SWNT growth near room temperature (e.g., 273 K) is possible at very low level 
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Table 5.1 : Ni(111)-graphene binding energy (EcM) and equilibrium distance (daM) 
calculated using different pseudopotentials. 
Ni(111) stacking Pseudopotential EcM (meVjC) daM(A) 
AC PAW-PBE 13.65 2.12 
PAW-LDA 290.44 1.95 
US-LDA 196.38 1.96 
BC PAW-PBE 40.29 3.85 
PAW-LDA 78.29 3.34 
US-LDA 38.19 3.30 
of work of adhesion Wad < 50 meV jC. Of course the presented MD simulations 
completely neglect the effects of feedstock conversion and catalyst activity, the role 
of buffer gas and substrate, which should be accounted for prior to real experiments 
(e.g., Ref. [211]). Feedstock-decomposition and C diffusion may prohibit the overall 
synthesis at low temperature and should be studied separately in future. Although 
these aspects remain oversimplified in present simulations, the findings presented here 
strongly encourage the search of catalysts with low Wad ( < 50 meV /C) and sufficient 
C diffusion, in order to achieve lower SWNT growth temperatures. 
5.8 Growing longer CNT 
The relationship between Wad and T in Fig. 5.7(b), permits to make an informed 
choice of parameters to obtain the longest SWNT produced in any MD simulation 
up to date. At 600 K and Wad = 50 meV, at relatively low carbon-gas density 
(0.02 molecule.nm-3 ), a tube of "'1.2 nm in length is initially obtained, which is 
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comparable to previously reported [75, 187]. Moreover, the growth successfully con-
tinues, at somewhat higher precursor gas density (0.04 molecule.nm-3) to accelerate 
the process. Fig. 5.8(b)-(c) shows the SWNT as long as rv8.2 nm and then even 
rv 13 nm, without detectable changes in quality (the proportion of hexagons is shown 
in the inset in Fig. 5.8). Although the quality requires further improvement, just the 
fact of steady uninterrupted growth within reasonable simulation times represents a 
significant step of achieving realistic computational modeling. 
5-ring 6-ring 7-ring 
a 0.28 0.57 0.10 
b 0.21 0.57 0.12 
c 0.20 0.54 0.15 
(c) 
Figure 5.8 : Choosing the parameters based on Fig. 5.7, the longest SWNT is ob-
tained, here at 600 K and Wad =50 meV /C. (a) rvl.2 nm in length after 10 ns at 
0.02 molecule nm-3 , (b) rv8.2 nm after 20.5 ns, and (c) rv13 nm after 27 ns, both 
(b) and (c) at 0.04 molecule nm-3 . Inset: Proportion of pentagons, hexagons, and 
heptagons at different simulation times. 
5.9 Conclusions 
Understanding the SWNT cap lift-off is a crucial part of carbon nanotube growth 
research. Until now, all three available models had different predictions on what is 
the driving force behind cap lift-off. Through MD simulations, a more comprehensive 
picture, composed of two distinct regions, is introduced here: i) High temperature 
(> 600 K), where catalyst encapsulation depends on work of adhesion, and ii) low 
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temperature ( < 600 K), or strongly temperature dependent, where limited C diffu-
sion hinders cap localization and lift-off for growth. The simulations also show that 
SWNT growth is strongly dependent on work of adhesion and C diffusion at very low 
temperatures (e.g., 273 K). Based on this analysis, it is suggested that experimen-
tal low SWNT growth temperatures can be achieved through use of catalysts with 
low work of adhesion. This is critically important not only from a general process 
efficiency point of view but especially for possible in situ growth for nanoelectronics 
applications. 
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Chapter 6 
Effect of catalyst type and shape on CNT growth 
The electronic properties of carbon nanotubes ( CNT) depend on the tubes chirality, as 
shown in chapter 1. For almost two decades since its discovery, researchers around the 
world have sought how to obtain CNT with a chirality specific. The most successful 
attempts have been related with post-processing CNT selection, as recently shown 
for density-gradient ultracentrifugation utilization [31]. A more direct, although not 
easier, route is to achieve chirality selectivity during the CNT synthesis process. In a 
rare example, Harutyunyan et al. [32] obtained high yield of metallic tubes through 
tuning of CNT growth conditions. Nevertheless, little is know about the controlling 
forces behind such selectivity conditions. 
Experimental evidence indicates that catalyst type and crystal shape have an 
important role during CNT growth. The use of alloyed nanocatalysts with vari-
able atomic compositions resulted in CNTs with different nucleation ability, final 
length, and diameter [212]. Such bimetallic catalysts are analyzed here in section 6.2 
as a means to precisely tune metal catalyst properties for chirality selective CNT 
growth. Experimental observation of CNT growth often includes catalyst reshap-
ing [174, 175,213, 214], as well. However, there has been no clear indication of the 
relation, if any, between CNT nucleation and catalyst reshaping. Very recently, cat-
alyst dynamic restructuring has been connected to Ni diffusion through a series of 
multi-scale simulations (215], without taking into account the carbon atoms resulting 
from the feedstock decomposition, which are adsorbed on the catalyst surface. Here, 
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empirical potentials and first-principles methods are used to analyze how catalyst 
reshaping relates to CNT growth. Molecular dynamics simulations provide a qual-
itative picture of the CNT growth, which includes catalyst reshaping (section 6.3), 
whereas tight-binding and ab initio methods are used to analyze the modifications 
that various Ni surfaces undergo upon C chemisorption, in section 6.4. Such analysis 
serves as basis to formulate a continuum phenomenological model explaining CNT 
cap nucleation from the reshaping of the catalyst, in section 6.6, and to propose an 
oscillatory mechanism for CNT growth. 
6.1 Methodology 
6.1.1 Ab initio 
The thermodynamic equilibrium geometries of the bimetallic clusters and Ni slabs 
were obtained through density-functional calculations with all-electron projected aug-
mented wave potentials [61, 104] and the generalized gradient approximation of the 
Perdew-Burke-Ernzerhof (PBE) [55] for exchange and correlation, with plane waves 
kinetic energy cut-off of 400 eV, as implemented in VASP [105-107]. A conjugate gra-
dient scheme was employed to relax the geometry until the forces on every atom were 
less than 0.005 eV /A. Large vacuum spaces in the supercells (up to ...... 17 A in the case 
of tube coupled to a catalyst) are used to minimize any cell-cell spurious interactions. 
The optimized Ni bulk lattice parameter (3.53 A) was used to construct the various 
Ni surfaces. All the layers of the slab are allowed to relax for the surface energy 
calculations, whereas the bottom layer is fixed (to simulate the bulk) for calculations 
involving C adsorption. The Brillouin zone sampling used a 12 x 12 x 12 Monkhorst-
Pack grid for the Ni bulk and at f-point for the clusters. For the slabs with different 
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orientations, the number of k-points used in sampling is given in Table 6.1. 
6.1.2 Empirical potentials 
Molecular dynamics using the SIMCAT potential was used to simulate clusters with 
I"V2.2 nm in diameter, using the same methodology described in Ref. [4, 71]. The initial 
Ni500 cluster (Fig. 6.4 A) is submitted to constant C feedstock pressure (density 0.02 
atoms.nm-3 ), at 1000 K, and 0.02 eV /C carbon-metal adhesion energy. 
The Reax Force Field (ReaxFF) is used to calculate the surface energy of the 
C adsorbed Ni surfaces. This empirical potential was introduced by van Duin et 
al. [216] and it describes the carbon chemistry through a bond order-bond distance 
relation. After recent re-parametrization [217] this potential has used to describe 
remarkably well the C-Ni interactions in CNT growth [218]. The ReaxFF was used 
as implemented in LAMMPS [219] and the initial structures were completely relaxed 
using a conjugate gradient scheme. 
6.2 Catalyst design for CNT growth 
What describes a "good" catalyst for CNT growth? Higher catalytic activity resulting 
in cap nucleation, along with feedstock decomposition, and adequate support for the 
tube are desirable characteristics of a catalyst for CNT growth. In chapter 5, the 
cap lift-off or encapsulation dependence on temperature and/or metal-C interaction 
was described as being divided in two regions: 1) High temperature (> 600 K), 
where catalyst encapsulation depends on work of adhesion, and 2) low temperature 
( < 600 K), or strongly temperature dependent, where limited C diffusion hinders cap 
localization and lift-off for growth. 
Direct measurements of the binding energy of the cap to the catalyst have not 
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been realized yet, but they can be estimate through experimental observations. For 
example, composition variation in Fe-Co binary alloy catalysts resulted into different 
CNT nucleation ability, final length, and diameter [212]. Although a catalyst with 
higher content of Fe had better sustaining growth, resulting in longer single-wall 
carbon nanotube (SWNT), the ones with higher content of Co had larger nucleation 
yield, smaller diameter averages, and narrower diameter distribution. Theoretically, 
the binding energy of either a (3,3) or (5,0) SWNT to a M13 cluster, where M is the 
metal type, is stronger for Co, Ni, Fe than for Pd, Cu, and Au, in this order [195]. In 
this section, it is shown that the work of adhesion can be tuned by using bimetallic 
catalysts. 
6.2.1 Bimetallic catalysts 
Bimetallic nanocatalysts are obtained by alloying different metals at nano-scale, re-
sulting into catalysts with new and desirable properties [5, 220]. Synergistic effects 
and lower production cost arising from the alloying process may have a big impact on 
applications, e.g., hydrogen storage [41] and CNT growth [212]. Selective chirality is 
the most desirable property to be achieved in CNT growth and the use of bimetallic 
catalysts may offer a route for that. Chiang and Sankaran [221] have found that by 
tuning the composition of NixFe1_x nanoparticles the chirality of synthesized CNTs 
is significantly narrowed. 
One aspect to be explored is the ability of bimetallic nanoparticles to be used to 
fine tune the catalyst-CNT interaction. The first step is to determine the thermo-
dynamically most favorable bimetallic catalyst structures. Here, a M13 icosahedral 
cluster is used to model a MxFey alloy catalyst, where M=Ni or Cu and x andy are 
atomic fractions, for x =0.23 and 0.77, andy= 1- x. The use of icosahedral clusters 
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permits to study all the possible homotops for each composition and isomer due to its 
high symmetry and, by using small clusters, permits the use of ab initio calculation 
methods. 
The different possible arrangements of the atoms (homotops) [220, 222] for each 
composition of MxFey catalyst are determined by comparing their binding (Ecoh) and 
cluster formation (EJ,c) energies. As seen in Eq. 6.1, Ecoh does not take into account 
the different possible structures [223]. Thus, the cluster formation energy is used to 
determine the thermodynamically most favorable configuration among the homotops. 
In both sets of MxFey, the Fe atoms occupies the central position in a somehow 
distorted icosahedral. For higher Fe at.%, the Ni and Cu atoms tend to maximize 
their respective number of Ni-Ni and Cu-Cu bonds and minimize the number of M-Fe 
bonds by forming compact structures on the surface of the cluster. At lower Fe at.%, 
the Ni and Cu atoms tend to form a ring around the cluster. 
(6.1) 
where M=Ni or Cu and x and y are the atomic fractions, for x =0.23 and 0. 77, and 
y = 1- x. 
Ej,c = (EM.,Fey - _x_EM + - _+Y EFex+y)/ X+ Y· 
x+y xy X y (6.2) 
6.2.2 Bimetallic catalysts in CNT growth 
The adhesion strength of a SWNT to the bimetallic catalysts is evaluated by placing 
an armchair (3,3) or zigzag (5,0) open SWNT on the lowest energy isomers for each 
atomic composition and calculating their binding energy (Eb), Fig. 6.3(a)-(b). 
(6.3) 
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Ni3Fe10 
Ecoh(eV) 3.40 3.39 3.38 3.38 3.38 
£.r.c (eV) -0.046 -0.040 -0.027 -0.029 -0.029 
Ni 10Fe3 
Ecolr (eV) 3.55 3.55 3.49 3.49 3.48 
Efc (eV) -0.090 -0.090 -0.028 -0.027 -0.016 
Figure 6.1 : Possible Ni and Fe atomic arrangements for NixFey with their respective 
cohesive (Ecoh) and cluster formation (EJ,c ) energies. Ni and Fe atoms are blue and 
brown, respectively. 
Ecolr (eV) 3.09 
E1.c (eV) -0.023 
Ecoh (eV) 2.51 
Efc (eV) -0.017 
3.08 
-0.013 
2.50 
-0.009 
3.05 
0.019 
2.45 
0.039 
2.98 
0.084 
2.41 
0.079 
2.98 
0.083 
2.40 
0.091 
Figure 6.2 : Possible Ni and Fe atomic arrangements for CuxFey with their respective 
cohesive (Ecah) and cluster formation (EJ,c ) energies. Cu and Fe atoms are green and 
brown, respectively. 
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where Ndb is the number of dangling bonds on the open side of the tube to which 
hydrogen atoms are attached. 
Here, there are a few possibilities of arrangements of the tube on the catalyst, as 
well. The complete set of possible configurations and their respective Eb is shown in 
Appendix B (Fig. B.1 and B.2). Clearly, for all the combinations of x and (n, m), 
the most stable structure is the one where the tube is placed on top of a Fe atom. In 
general, the most stable system favors the minimization of the number of M-C bonds 
for lower atomic fractions of Ni and Cu, whereas it tends to maximize the number of 
M-C bonds at higher atomic fractions, Fig. 6.3(c)-(d). 
Among the pristine metals analyzed, Fe has the strongest binding energy, followed 
by Ni and Cu, agreeing well with previous calculated results [195]. The values of Eb 
showed in Fig. 6.3, calculated by first-principles, correspond to the relatively most 
stable configuration. The Ni-Fe catalyst variation in composition results in a small 
change of Eb when attached to the armchair (AC) tube, Fig. 6.3(a). Interestingly, 
Eb for Ni0.23 Fe0.77 is higher and Nio.77Fe0.23 is lower than the binding on the pristine 
metals. When switching to a zigzag (ZZ) tube, Eb for Nio.77Fe0.23 behaves opposite 
to as on AC, being higher than on both Fe and Ni, Fig. 6.3(b). The difference in Eb 
for AC and ZZ on CuxFey with catalyst composition is more discrete. The adhesion 
strength energy values decrease with an increase of Cu atomic fraction; particularly 
for the ZZ case even a small fraction of Cu raises Eb close to Fe or Ni values. Thus, 
the binding energy of NixFey to the CNT is chirality selective, which has indeed been 
observed experimentally [221]. For CuxFey, the inverse relation between Eb and Cu 
atomic fraction provide a clear way to fine tune the catalyst-CNT binding, which can 
also be beneficial to CNT selective production (e.g., length). 
These differences in adhesion strengths indicate that specific bimetallic catalysts 
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Figure 6.3 : Binding energy (Eb) of (a) (3 ,3) armchair and (b) (5,0) zigzag open 
SWNT on MxFey catalysts, for M=Ni and Cu, x =0.23 and 0. 77, and y = 1 - x . 
Lowest energy configurations for the (c) (3 ,3) and (d) (5 ,0) tubes on MxFey. 
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could be used to fine tune the metal-carbon interaction during CNT growth. Exper-
imentally, pristine Cu has been found to be a poor catalyst in CNT growth (224]. 
However, its weak binding to carbon has been positively used to successfully produce 
horizontally aligned arrays of SWNT (225]. Else, a too strong metal-carbon inter-
action could prevent the lift-off and growth [4]. A lower tube-catalyst interaction 
energy (compared with pristine Fe), as in the case of Cu0.23 Fe0.77 , would facilitate 
the lengthening of the tube. In fact, it has been observed experimentally that the 
addition of smaller amounts of Cu to Fe30 4 resulted in longer CNT than using only 
Fe30 4 , and twice as longer than using smaller amounts of Ni [226]. 
In a previous work, Ding and co-workers observed that simulations of such small 
clusters and SWNT resulted in similar results of those using larger clusters and 
tubes (195]. However, a more realistic model for growth of SWNT requires the use 
of catalysts with diameters of 2-3 nm, which is not possible through first-principles, 
but can be done using molecular dynamics simulations, as shown next. 
6.3 MD simulation of catalyst shape during CNT growth 
Carbon nanotube nucleation and growth has been usually associated to the continuum-
phenomenological VLS (vapor-liquid-solid) model. In this widely known simple growth 
model originally proposed for whiskers-nanowires [188, 189], the growth process is di-
vided into cap nucleation, lift-off, and lengthening [175, 190, 227]. According to this 
model, carbon feedstock from a vapor phase decomposes onto a liquid catalyst sur-
face, releasing the carbon atoms to diffuse across the catalyst towards the open end 
of the solid CNT and to be added at the edge. In chapter 5, small clusters ( f',J 1 nm in 
diameter) have been used to gain insight into the nucleation and growth of the CNT 
and to correctly illustrate the crucial steps of the VLS model applied to CNT growth. 
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Figure 6.4 : Molecular dynamics sequential trajectories for carbon nanotube growth 
on a (A) Ni500 catalyst: (B- E) nucleation, (F - I) lift-off and ( J) elongation. 
Using a large Ni catalyst ('·v2.2 nm), the CNT nucleation, lift-off and growth 
are shown through MD simulations (Fig. 6.4) in a clear and defined way. The ini-
tial nucleation stages are very similar to those previously reported using very small 
clusters [4 , 178, 198]. The carbon atoms are incorporated into the clean catalyst 
(Fig. 6.4 B) , to later precipitate onto its surface forming chains (Fig. 6.4 C) and 
polygons (Fig. 6.4 D- E), which will grow into graphitic islands to form the cap. 
The use of a more realistic metal catalyst presents some interesting additional 
features related with CNT nucleation and lift-off. Initially, it does not appear that a 
preferred nucleation site for the graphitic islands exists, and a few of these small struc-
tures are observed distributed on the catalyst (Fig. 6.4 F). However, subsequent steps 
show that these small islands give way to a major graphitic structure (Fig. 6.4 G) , 
which becomes the precursor for the CNT cap. Once the cap is complete and rela-
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tively stable, the catalyst reshapes itself (Fig. 6.4 H) and is somehow expelled from 
within the cap (Fig. 6.4 I), in what is commonly known to be the cap lift-off. After 
that, the cap grows by addition of new C atoms on its edge (Fig. 6.4 J). Interestingly, 
sometime after the lift-off a new graphitic structure starts to grow inside the tube 
(highlighted in red in Fig. 6.4 J) in what appears to be the precursor of a new CNT 
wall. 
These simulations provide a good qualitative picture of the CNT growth, including 
events observed experimentally such as catalyst reshaping [174, 175,213, 214] and an 
incipient double-wall. However, after the C atoms start depositing on the catalyst 
surface, the different facets, which belong to an equilibrium Wulff-construction, are 
indistinguishable during the MD simulations. One way to overcome this limitation is 
to model the deposition of Con each metal individual surface, as it is shown next. 
6.4 Properties of the Ni surface 
Many important catalytic processes depend on surface reactions between the carbon 
and transition metals. To obtain insight into heterogeneous catalysis and metallur-
gical processes like metal dusting and alloying, the Ni-C interaction was subject of 
intense experimental investigations in the 70's-80's [228-232]. Interest on such stud-
ies has been strongly renewed in recent years as researchers seek to discover ways to 
control CNT and graphene growth. 
There has been several studies on the low-index Ni surfaces, with emphasis, in 
recent years, on the binding energy of the C atom to these surfaces [233-236]. Sur-
prisingly, there has been no systematic study of the interplay of low- and high-index 
Ni surfaces and the behavior of the corresponding catalyst during CNT growth (C 
adsorption). High-index surfaces have a distinct stepped topography. They are par-
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ticularly important given that stepped surfaces have been found to play a significant 
role on CNT growth, anchoring the tube and acting as growth sites [174, 179]. How-
ever, the surface energy and relaxation of Ni stepped surfaces have been scarcely 
studied and most of the studies involve only one stepped surface at a time [237, 238]. 
The high-index surfaces require considerably higher computational resources due to 
the minimum size of their slabs, which in part explains why most work done on these 
surfaces involved empirical or semi-empirical potentials [239, 240]. 
Even experimental observations of Ni catalysts still do no agree about which high-
index facets have the lowest surface energy and, consequently, have a more significant 
role in describing the equilibrium crystal shape of the catalyst. Hence, besides the 
well-known low-index Ni surfaces (100), (110), and (111), the high-index surfaces 
(211), (311), (210), and (320) are studied here, through ab initio calculations. The 
(211) and (311) surfaces are vicinal to (100) and (111) and more close packed, whereas 
the (210) and (320) are vicinal to (100) and (110) and more loosely packed. The 
atomic arrangement and the unit cell used for the relaxation of these seven surfaces 
is shown in Fig. 6.5. 
6.4.1 Surface relaxation 
The selection of a slab is defined by how well its surface properties are converged. 
Here, slabs with increasing number of layers are used to determine the minimum 
thickness necessary for well-converged surface energy and relaxation. Surfaces with 
the same number of layers can have very different thicknesses, for example, a slab of 
6 A will have four layers in Ni(111) or 14 layers in Ni(320) surfaces. 
The surface relaxation is calculated as Llij = (dij - dhkl)/dhkl x 100, where dij 
is the interlayer spacing between layers i and j, and dhkl is the interlayer spacing 
110 
(111) (100) (11 0) 
(211) (21 0) (311) (320) 
Figure 6.5 : Top view of t he atomic arrangements of t he various relaxed Ni surfaces; 
lighter atoms are close and darker atoms are farther from the surface. The unit cells 
are indicated. 
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in the bulk for the (hkl) surface. The calculated values of the surface relaxation 
between the first and second top most layer (D-12 ) for various thickness are shown 
in Fig. 6.6(a). Except for the thinnest (210) slab, all the surfaces contract, with the 
oscillatory behavior of D-12 being more evident for the high-index surfaces. For (100), 
(110), and (111), D-12 values are well-converged for slabs thicker than 6 A. For (211), 
(311), 210, and (320), its values are well-converged for slabs thicker than 12 A, though 
optimum thicknesses (to reduce the computational effort) can be found between 6 and 
12 A. 
It is very important to establish the correct thickness of the slabs to be used in 
adsorption simulations because a too thin slab may have unrealistic open spaces. For 
example, a complete slab without missing atoms for the (311) surface will have 11 
layers, with a corresponding thickness of 10.61 A, whereas for the (320) surface it will 
have 13 layers, with a corresponding thickness of 5.87 A. 
Both experimental and theoretical data on surface relaxation of Ni are spread over 
a wide range of values as shown by Rodriguez and co-workers [241]. Experimentally, 
it has been evaluated only for the four most close-packed Ni surfaces, mostly using 
low-energy electron diffraction (LEED). Experimental measurements of D-12 , plus 
or minus some error bar of less than 1%, are -1.23 % for (111) [242], -3.2 % for 
(100) [243], "" -8.4 to -9.8 % for (110) [244-246], and -15.9 % for (311) [247]. The 
calculated D-12 (for slabs rv12 A, shown in Table 6.1) for (111), (100), (110), and (311) 
agree well with the respective experimental values found in the literature, which are 
plotted as open symbols in Fig. 6.6(b). For the other high-index surfaces, there has 
been no experimental measurements, though the surface relaxation of (210) has been 
calculated (-12 %) by FLAPW [238]. 
The openness of the surfaces can be better understood by calculating their rough-
0 
~ -10 
-20 
-30 .___.__....____...... _ _.__---'---'--'---'---' 
0 3 6 9 12 
(a) Thickness, A 
' 
' \ 
\ 
\ 
\ 
ij 
i 
.... (11.1) 
~· (100) 
... (110) 
» (311) 
IHI (210) 
(211) 
.. (320) 
0 1 
(b) 
\ 
' \ 
\ 
\~ 
.. 
\ 
\ II 
~ 
\ 
' \ . 
\ 
\ 
\ 
\ 
' ' \ 
\ 
\ 
' \ 
\ 
\ 
2 3 
' \ 
Roughness 
112 
• 
4 5 
Figure 6.6 : Surface relaxation between the first and second top most layer (~12 ): 
(a) For various slabs thicknesses and (b) its relation with roughness for slabs rv12 A. 
The open symbols correspond to ~12 found in the literature (see text for details) 
113 
Table 6.1 : Surface energy ("Yo) and relaxation (~12 ) for the clean 
surfaces in slabs > 6 A, surface roughness (Sr ), interlayer spacing 
in the bulk (dhkt), and the number of k-points for the Brillouin 
zone integrations. 
Surface "Yo (eV I A2) ~12 (%) Sr dhkl k-points 
(111) 0.119 -1.68 1.10 aj../3 12 X 12 X 1 
(100) 0.136 -3.93 1.27 a/2 12 X 12 X 1 
(211) 0.136 -13.29 3.12 a/2V6 12 X 6 X 1 
(110) 0.139 -10.72 1.80 a/2V'i 12 X 8 X 1 
(311) 0.141 -14.49 2.11 a/Vfl 12 X 4 X 1 
(210) 0.145 -12.45 2.85 a/2V5 8x4x 1 
(320) 0.146 -9.46 4.59 aj2JI3 8x4x 1 
a is the lattice parameter. 
ness (Table 6.1). The roughness (Sr) can be estimated by the interplanar spacing 
or calculated as the ratio between the 2-D planar area and the cross section of a 
hard-sphere with radius corresponding to half of the nearest neighbor distance in 
bulk, i.e., Sr = A/ANi! in which ANi= 1ra2 j8. As the surfaces become more open 
the interplanar distance decreases and the roughness increases. Accordingly, ~12 is 
inversely proportional to the roughness for (111), (100), (110), and (311), Fig. 6.6(b), 
similarly to the body-centered Fe [248, 249]. 
6.4.2 Surface energy 
Given the in situ observations of metal catalyst reshaping during CNT growth [17 4, 
175,213, 214], and Ni being a common catalyst used for CNT growth, it is surpris-
ingly that there has not been any theoretical study to determinate the complete Ni 
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equilibrium crystal shape yet. The equilibrium crystal shape is obtained through the 
minimization of the surface energy, and the study of a large enough number of facets, 
including the high-index surfaces, is fundamental to obtain more realistic results. 
The general expression to calculate the surface energy uses the value of the total 
energy of a slab (EtotaJ) with N layers and the bulk energy (Ebutk)· As the slab has 
two surfaces, the factor 1/2 brings the equation to account for the energy of only one 
of the surfaces. 
'Yo = lim -2
1 (Efctal - N Ebulk). 
N-too 
(6.4) 
A commonly overlooked issue refers to the value of Ebulk· Boettger [250] has shown 
that using the Ebulk value obtained from a separate bulk calculation /o diverges as 
the slab thickness N increases. This is particularly important when evaluating /o of 
high-index surfaces, which require thicker slabs for representative calculations. 
As an alternative to avoid such problem, Fiorentini and Methfessel [251] observed 
that Eq. 6.4 implies that E:Jab ~ 21 + N Ebulk· Hence, their suggestion is to extract 
Ebulk from the linear fitting of Etotal vs. N, as shown in Fig. 6.7(a). The values for 
the Ni facets fall perfectly into a linear curve; for clarity only the smallest and highest 
linear slopes are shown in the figure, -5.559 eV for (211) and -5.564 for (111), respec-
tively. The /o converges very well using the Fiorentini-Methfessel scheme, whereas, 
for the same calculations, it diverges when Ebulk is taken from a bulk calculation, as 
shown in Fig. 6.7(b) for the Ni(320) surface. As well as for the other Ni facets, /o 
completely converges for (111), (100), (110), (211), (210), (311), and (320) slabs at 
12 A, Fig. 6.8(a). 
The Wulff-construction is obtained using a computational tool called Wulffman [252] 
and Geomview [253], Fig. 6.8(b), utilizing the values of /o "" 6 A, which are shown 
in Table 6.1. It is observed that the initial Ni catalyst shape is faceted, which agrees 
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with experimental observations. Hong et al. identified the {111}, {100}, {110}, and 
a facet which could be either {210} or {320} as present in the Ni equilibrium crystal 
shape [254). In Moors et al. [255), the surfaces of a supported Ni catalyst used for 
CNT growth were identified as {111}, {100}, {110}, and {311} [255). Considering !o 
calculated here, the surfaces visible in the Wulff-construction, shown in Fig. 6.8(b) 
are {111}, {100}, {110}, {210} and {311}, which reconciles both experimental obser-
vations. 
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Figure 6.7: (a) Linear fitting to obtain Ebulk according with the Fiorentini-Methfessel 
(F-M) scheme. (b) ro converges very well using the F-M scheme, whereas it diverges 
when Ebulk is taken from a bulk calculation, as illustrated by the Ni(320) surface 
results. 
6.5 Carbon adsorption on Ni surfaces 
6.5.1 Binding energy 
Metal surfaces are very reactive to gaseous species and the binding energy measures 
how strongly a certain species is adsorbed on the surface. Hence, considering C atoms 
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Figure 6.8 : (a) Surface energy (!o) for the Ni surfaces converges with the slab 
thickness. (b) Ni equilibrium shape obtained from the minimized !o for low- and 
high-index surfaces. 
adsorbing on a Ni slab, firs-principles are used to calculate the binding energy (Eb)· 
Eb = Eslab + Ec - Etotal, (6.5) 
where Eslab, Ec, and Etotal are the clean slab, C atom, and system total energies. The 
calculated Eb for the most energetically favorable adsorption sites of the low-index 
(111) , (110), and (100) surfaces are shown in Table 6.2. The Eb experimental and 
calculated DFT values are also shown for comparison. 
The Ni(111) surface has two adsorption sites, at the hexagonal close-packed (hcp) 
and face-centered cubic (fcc) positions (Fig. 6.9). For the adsorption of a C atom, 
the hcp site is more favorable than the fcc by just 0.05 eV. Similarly, the Ni(110) 
surface also has two adsorption sites, at the long-bridge (between the top atoms) and 
hollow site (on top of the atom on the next layer). A C atom at the (110) long-bridge 
is more stable than at the hollow site by 0.15 eV. The Ni(100) surface has only one 
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adsorption site, at the hollow site of the unit cell. 
(111) (11 0) (100) 
Figure 6.9 : The adsorption sites for Ni low-index surfaces are shown on (2 x 2) 
supercells. Ni atoms are grey and C are white; darker atoms are farther from the 
surface. 
Table 6.2 : Binding energies (eV /C) for the Ni low-index surfaces, (111), 
(110), and (100). The present calculated values are compared with theoretical 
and experimental values ( e V) from the literature. 
Surface Present DFT Experimental 
(111) 6.93 7.25 (234] 1 6.28 (237] 7.5 [228] 1 7.4o (229] 1 6.91 (231 J 
(110) 7.64 7.65 (234] 1 6. 76 (237] 
(100) 8.28 8.49 [234] 1 7.61 [237] 7.35 [230] 
6.89a[232] 
7.07b[232] 
a e = 0.5 and b 0.9, on Ni/ Ab03 catalyst. 
A clear trend of the calculated Eb can be seen in Table 6.2, with C adsorbing more 
strongly from the (111) to the (100) surfaces. As seen in chapter 5, Ni-C interaction 
vary strongly with the pseudopotential used, and as discussed in chapter 2, the local 
density approximation (LDA) does not describe the behavior of transition metals as 
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well as the generalized gradient approximation (GGA) does. The calculated Eb from 
the references, shown in the table, have different values for the same surface, though 
they were all calculated using the same cut-off energy, GGA, and VASP package. 
These variations can be attributed to use of different slab thicknesses and k-points, 
hence the need of a systematic study as it is done here. 
Graphene growth was experimentally observed to occur on the Ni(111) surface [202, 
228,256], as the interaction of the graphene overlayer with the Ni(111) surface results 
in very small lattice mismatch (2% contraction [202]). The transition of one C atom 
until formation of a complete graphene layer adsorbed on the Ni(111) surface is shown 
in details next. Several non-equivalent initial arrangements for the C on the surfaces 
are evaluated and the final thermodynamically most favorable structures are shown in 
Fig. 6.10. These are similar to those obtained by Kalibaeva et al. [257]. The surface 
coverage is calculated as 08 = Nc/Nads(a x b), where Nc is the number of adsorbed 
C atoms, Nads is the total number of adsorption sites for the facet, and (ax b) is the 
size of the supercell. Hence, 08 = 0.125 ML for one C adsorbed on a Ni(111)-(2 x 2) 
surface, whereas 08 = 1 ML for graphene. 
For 0.25 ML, a C dimer (atoms on the hcp and fcc sites) is energetically more 
favorable, binding 0.25 eV /C stronger to the surface than the monomer. The C trimer 
is favored for 0.375 ML, binding 0.12 eV /C stronger to the surface than the dimer. 
The two atoms at the hcp site are at 1.56 A and the middle atom is at 1.97 A distant 
from the surface, forming a 123° bond angle. At 0.5 ML, the most stable structure 
forms an infinite zigzag chain, at the hcp and fcc site, which is stronger than the trimer 
by 0.28 eV /C. Increasing coverage to 0.75 ML, results on a chain of benzene rings, 
which binds stronger than the zigzag chain by 0.31 eV /C and appears to be sinking 
into the metal (Fig. 6.10, side view 0.75 ML) as one of the top Ni atoms (lighter 
0.125 ML 0.375 ML 
1 ML 
0.5 ML 
Side view 
1 ML 
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Figure 6.10 : Relaxed structures for increasing carbon coverage on Ni(111)-(2 x 2) 
surface. The box indicates the supercell, whereas the orange arrows show the direction 
of the side views. Color key: Ni - blue, C - black, darker atoms are farther from the 
surface. 
blue) move outward. Finally, a graphene overlayer (top and fcc sites) forms at full 
coverage, binding 0.68 eV /C stronger than at 0.75 ML. Similar trend was observed 
experimentally by Takeuchi et al. [232], in which the binding energy increased from 
6.89 eV /C, at 0.5 ML, to 7.07 eV /C, at 0.9 ML, Table 6.2. 
The change of Ni-C binding energy with C coverage was also analyzed for the (110) 
and (100) surfaces, Fig. 6.11. Whereas the binding energy increases with C coverage 
for (111), it decreases for (110) and (100). At first, as the coverage increases, there 
is a preference for maximizing the C-C interaction distance. For the (100), at 0.5 
ML the atoms adsorb at the hollow site, as it did at 0.25 ML, but 0.52 eV /C weaker 
binding energy. Like in the (111), the trimer is favored for the configuration with 
three C atoms and a zigzag chain for the one with four C atoms, the binding energy 
decreasing 0.36 and 0.23 eV /C, respectively, as the atoms move away from the surface. 
For the (110), there is always two at oms at the long-bridge sites, which eventually 
(100) 
0.5 ML (110) 
0.25 ML 
0.75 ML 
0.375 ML 
1 ML 
Side view 
1 ML 
0.5 ML 
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Figure 6.11 : Relaxed structures for increasing carbon coverage on Ni(110)- and 
(100)-(2 x 2) surface. 
form a dimer with a second atom on the hollow site. The binding energy has only 
a small variation, decreasing 0.02 eV /C at 0.25 ML, 0.18 eV /C at 0.375 ML, and 
0.03 eV /C at 0.5 ML. No C adsorbed on Ni(110) surface was observed beyond 0.5 
ML, and there are no known structures for C high coverage on Ni(110). However, at 
0.5 ML a clock-wise reconstruction of the Ni layer co-planar with the C adsorbed can 
be seen, similarly to the one which was observed by scanning tunneling microscopy 
under certain experimental conditions [258, 259]. The stress induced by adsorbed C 
on the Ni surface is minimized by such reconstruction. 
6 o 5o 2 Surface energy 
The slab thicknesses and number of k-points necessary to obtain representative cal-
culations limit the use of ab initio methods. Therefore, the C chemisorption was 
studied on the low-index surfaces, (111), (100), and (110), by first-principles and its 
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results were compared with calculations using ReaxFF. The energy of the Ni surfaces 
upon C adsorption is calculated as 
1 -
I = A (Eb + J,lgraphene) + lo, (6.6) 
where the average binding energy Eb is the difference per C atom between the clean 
surface and the surface with adsorbed carbon. 
The surface energy ( 1) values obtained from the ab initio simulations show a trend 
in reduction of 1 anisotropy at high-C coverage, Fig. 6.12(a). In general, the surface 
energy decreases with C adsorption. In the case of Ni(111), this initial decrease is 
followed by a increase when the graphene layer moves away from the surface. Though 
no C was adsorbed on the Ni(110) beyond 0.5 ML, the 1 remains almost invariant, 
close to the value for 1 ML on (111). Calculations using ReaxFF yield a similar trend, 
Fig. 6.12(b). Here, one can assume that at high temperature and upon C adsorption, 
the surface energy anisotropy is eliminated. Based on such assumption, an idealized 
Ni Wulff-construction in which 1 is isotropic is plotted, Fig. 6.12( c). The result is a 
polyhedron that is very close to a spherical shape. 
The 1 is calculated for the high-index Ni surfaces, (211), (210), and (311), using 
ReaxFF. The resulting Ni equilibrium shape reveals a much more rounded, spherical, 
shape than the one for the clean surfaces, Fig. 6.13(a). For the (211), 1 decreases 
from 0.131 to 0.124 eV/A2 • However, in (311) 1 presents only a small variation upon 
C adsorption, from 0.133 to 0.129 eV/A2 , whereas in (210) it remains constant at 
0.138 e V /A 2• Although such small variations are within the accuracy of the sim-
ulations, the resulting crystal shape describes well the reshaping that the Ni clean 
catalyst, Fig. 6.13(b), undergoes under carburizing atmosphere, Fig. 6.13(c) [254], 
and strongly resemble the idealized Ni Wulff-construction for isotropic 1 shown in 
Fig. 6.12(c). 
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(c) 
Figure 6.12 : Surface energy (')') at various carbon coverages (e) on the Ni low-index 
surfaces, calculated by (a) first-principles and (b) reactive force field. (c) Idealized 
Ni equilibrium crystal shape for isotropic 'Y· 
6.6 Phenomenological model for CNT lift-off 
It is clear that the catalyst crystal shape has a significant role during CNT growth. 
Although some studies have described the changes the crystal surface undergoes upon 
C adsorption, as seen above, there has been no analysis on the role of the catalyst 
reshaping on the CNT growth yet. 
Based on the simulations described in the previous section and experimental 
observations of carburized Ni catalyst [254, 255), it is reasonable to assume that 
the C adsorbed and high temperature will eliminate the surface energy anisotropy, 
'Y( e) ~ canst. A continuum approximation of the catalyst and cap system would look 
like the schematics shown in Fig. 6.14(a), in which the catalyst is represented by a 
sphere of radius R0 . As shown by the simulations of C adsorption on Ni(111), an 
increase in coverage leads to sp2 graphene formation, which is then connected to the 
metal through weak van der Waals forces (do is the equilibrium distance between cap 
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(a) 
(b) 
(c) 
Figure 6.13 : (a) Ni equilibrium crystal shape calculated using reactive force field at 1 
ML coverage. (b) Near-equilibrium shape of pure nickel crystals and (c) of Ni under 
carburizing atmosphere; both annealed at 1200 °C. (b)-( c) Reprinted with permission 
from [253]. Copyright 2009 Taylor & Francis. 
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and catalyst). For the Ni(111), the surface energy decreases with carbon adsorption 
on the metal. Similarly, the surface right under the cap in Fig. 6.14(a), does not 
have any adsorbed C after the cap lifts-off and its surface energy is the same as for 
a pristine metal')'o. Outside the cap, however, C is still adsorbed, hence the surface 
energy ')'. The energetics of the system is then governed by the relation 1' / 1'o and, as 
discussed next, so does the lift-off. 
(a) (b) 
Figure 6.14 : Continuum representation of the catalyst and cap system: (a) initial 
geometry and (b) at the moment of catalyst reshaping. 
Hence, the cap lift-off is associate with a reduction of the surface area underneath 
the cap, such that the catalyst is truncated by h, Fig. 6.14(b ), for 0 ~ h ~ Ro. 
Due to volume conservation, the excess of metal shifts to outside the cap such that 
R > R0 . The volume varies between 0 and V0/2- 47r Rg/6, whereas the radius of the 
hemisphere R = R(h; Ro) results from volume conservation, 
(6.7) 
where vh(R) = 7rh2 (3R- h)/3 and v2R(R) = V0 (R), and geometrical considerations, 
h'(2R- h') = R~. (6.8) 
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The driving force of the lift-off process is then given by 
f::.E(h, "'(/"Yo) = OEsurr(h, "'(/"Yo) + OEvdw(h), (6.9) 
where the first term in right-hand side of the equation represents the change in the 
total surface energy of the particle due to reshaping and the second term reflects the 
change in the attractive van der Waals cap-catalyst interaction. 
As a result of the lift-off, the distance d between the catalyst and the cap in-
creases, hence 8Evdw(h) > 0. f::.E is calculated using Ro ~ 1.1 nm, d0 = 0.2 nm, 
and 40 meV/C van der Waals attractive energy [260]. In the resulting f::.E(h,"'f/"Yo) 
surface, Fig. 6.15, the boundary line defined by f::.E(h,"'f/"Yo) = 0, projected onto the 
(h, "'f) plane, divides the (h, "Y) plane into two domains. According with the choice 
of parameters, the continuum model proposed above is justified, as f::.E < 0. At 
"Y/"Yo ;S 0.6 the catalyst reshaping is then favored. 
The relation "Y/"Yo is easily obtained from the results shown in Fig. 6.16. Both DFT 
and ReaxFF calculations indicate that the relation between the clean and C-covered 
surface energies at low-C coverage is within the catalyst reshaping zone, Fig. 6.16, 
supporting the phenomenological model assumptions. 
Based on experimental evidence [17 4, 175,213, 214], MD simulations and the anal-
ysis regarding Ni catalyst reshaping discussed above, it is possible to suggest that 
the CNT growth follows an oscillatory mechanism, Fig. 6.17. Hence, after a complete 
cap nucleates and lift-off, the metal catalyst retracts from within the cap (1). The 
elongation of the tube (2) is done by addition of new C atoms to the edge of the cap, 
which is facilitated by the close contact with the catalyst, while the cluster reshaping 
and retraction progresses. The cycle starts over as a new cap nucleates inside the 
previous tube (3). Thus, (1)-+ (2) -+ (3) -+ (2)· · · (3) progress until the catalyst 
becomes inactive. 
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Figure 6.15 : Change in energy !:::.E for cap lift-off as a function of catalyst reshaping 
h/ Ro according with the change in surface energy ry jry0 due to carbon adsorpt ion. 
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Figure 6.16 : Change in surface energy 1/"Yo due to the carbon adsorption, for in-
creasing coverage e of the Ni (111) surface. 
Figure 6.17 : Oscillatory mechanism for carbon nanotube growth: Cap nucleation 
and lift-off (1), elongation (2), and N caps nucleation and lift-off (3) are driven by 
the catalyst reshaping. 
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6. 7 Conclusions 
Catalyst type and shape can be used to gain better control over CNT growth. Here, 
metallic catalyst alloying is used for precisely tuning metal catalyst properties. The 
binding energy of Ni-Fe catalyst to the CNT is chirality selective, whereas the catalyst-
CNT binding can be fine tuned through the inverse relation between Eb and Cu 
atomic fraction for CuxFey. The Ni catalyst reshaping is studied through the surface 
energy variation upon C adsorption. The Ni equilibrium crystal shape is initially 
faceted, in which (111), (100), (110), (210), and (311) surfaces are visible. The 
C adsorption reduces the surface energy anisotropy, which results in more rounded 
Wulff-construction. Thereby, a continuum phenomenological model is formulated, in 
which the catalyst is assumed as a sphere, which dynamically reshapes at 'Y /'Yo ;S 0.6. 
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Chapter 7 
Conclusions 
This thesis explains the growth of graphitic structures and functionalized graphene at 
nano-scale in three important catalytic processes, viz., graphene hydrogenation and 
fluorination, and carbon nanotube ( CNT) growth, through empirical potentials and 
ab initio simulations. It is shown here that the formation of hydrogenated graphene, 
i.e., graphane, facilitates the process of hydrogen spillover. Whereas the reversibility 
of graphane formation is welcome for developing hydrogen storage applications, it is 
undesirable for electronic applications. It is shown here that fluorination of graphene, 
instead, forms thermodynamically favorable phases without a nucleation barrier. In 
CNT synthesis, the catalyst properties, as defined by its type and shape, have an 
important role for achieving controllable CNT growth. It is shown here that alloyed 
nanocatalysts can be used to precisely tune the metal-tube interaction and that cata-
lyst reshaping results from a reduction in the surface energy anisotropy upon carbon 
adsorption. These results are summarized next. 
7.1 H-Spillover through the catalyst saturation 
1. Thermodynamic spillover of hydrogen occurs from a metal cluster to the hydro-
genated graphene, either for freestanding or supported clusters. The details of 
hydrogen binding to the catalyst particle are reported here, serving as a gate-
way to the entire process in which the catalyst saturation is also an important 
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aspect of spillover. 
2. For the spillover of an H to occur from the metal, the chemical potential /-lH 
must exceed the CH state energy level, before the metal cluster saturates (i.e., 
becomes unable to further accept new H2 molecules). Ab initio computations 
reveal how the gradual energy change of H on the catalyst fits between the 
energy on the receptor and as free gas. The hydrogen uptake process on free 
unsupported, relatively small, four-atom Ni and Pd clusters is performed. It is 
indeed observed that the spillover process does not require full saturation of the 
cluster, because thermodynamically the spillover becomes favorable even before 
a cluster saturates. 
3. Pristine graphene and graphane are used as support to the cluster to study 
the thermodynamic possibility of the spillover. The graphane phase facilitates 
the spillover process by significantly improving the C-H binding, though it is 
energetically unfavorable for the spillover to occur on pristine graphene. 
4. Although it is more favorable for H to be in the hydrogenated phase than on 
the saturated catalyst, there are still barriers involved for the motion of the H. 
The migration barrier for the hydrogen to migrate from the metal cluster to the 
hydrogenated phase is calculated using the nudged elastic band method. The 
small observed energy barrier (0.68 eV) suggests that the spillover can easily 
occur below room temperature. These findings are in agreement with recent 
experiments, in which H-uptake via the spillover increases with the temperature 
and the reduction of the substrate [261]. 
5. Besides providing here the first explanation of the nano-thermodynamics of 
hydrogen spillover, it is shown that optimum C-H bonding can be used as an 
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indication of materials in which the spillover can be achieved more effectively. 
Any modification of the receptor that leads to an increase in this energy, within 
its reversibility limit, will also enhance the spillover. 
6. The incorporation of defects, curvature, and dopants are a few of the potential 
routes to facilitate nucleation by improving the C-H binding. For example, this 
has been demonstrated for graphene where the energy of hydrogenation changes 
drastically by Stone-Wales type of defects [262]. 
7.2 Fluorinated graphene: Patterning nanoroads and quan-
tum dots 
1. Like graphane phase, the sp3 fluorinated graphene phase, which is investigated 
here by ab initio methods, is semiconducting. The process of graphene fluori-
nation results in wide band gap semiconductors (CF, C2F, and C4F), in which 
higher F coverage is favored. 
2. The graphene fluorination is found to be different from its hydrogenation, as it 
occurs without a nucleation barrier. This is partially due to the higher affinity 
of fluorine towards carbon atoms. 
3. Through patterning of the chemically functionalized graphene, both semicon-
ducting (i.e., fluorinated graphene) and metallic elements (i.e., graphene) can 
be combined on the same graphene sheet for use in electronic applications. 
Thereby, the suitability of the fluorinated graphene as a host material for 
graphene nanoroads and quantum dots is analized here. 
4. Graphene nanoroads are formed by removing F atoms from a fully fluorinated 
132 
graphene either along armchair (AC) dimers (Nac) or zigzag (ZZ) chains (Nzz) 
to form pristine graphene roads. The nanoroads with AC orientation are semi-
conducting with large band gaps, following a non-monotonic trend with the 
width, in which ~Nac=3p+2 < ~Nac=3p+l < ~Nac=3p (except for Nac = 3 and 
4). The nanoroads with ZZ edge are semiconducting or semi-metallic according 
to their spin orientation; antiferromagnetic or ferromagnetic, respectively. The 
band gap in ZZ roads is inversely proportional to the width, "' 1/ Nzz. 
5. The quantum dots are defined here as small graphitic islands of connected 
n sp2 C atoms created by the removal of the F atoms from CF and C4F fi-
nite cluster or infinite sheet. Their thermodynamic feasibility is studied by 
analyzing several possible configurations and observing how quantum confine-
ment affects their electronic properties. The formation energy of the quantum 
dots depends on their size as E(n) - E(oo) "'const/vfri. The quantum dots 
in fluorinated graphene exhibit orientation-, width-, and F coverage-dependent 
electronic properties. Tight-binding methods are used to explore large edge-
specific quantum dots. The band gaps of the larger quantum dots follow a 1/ R 
trend similar to the confinement of Dirac fermions, where R"' vfri. The band-
decomposed electron densities of 2-D quantum dot arrays in CF and C4F show 
atom-like states with very good electron confinement. 
6. Note that the ability to explore larger systems, as the large edge-specific quan-
tum dots shown in Fig. 4.6, is possible only by using multi-scale methods, viz., 
ab initio and tight-binding. Similar studies can be carried out to investigate 
the effect of other functional groups (e.g., Br, Cl) on the electronic properties 
of graphene. 
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7. Current developments in techniques for the functionalization of graphene should 
make the patterns shown here an experimental possibility in near future. These 
patterns can serve as building blocks, which can be formed on different phases 
of fluorinated graphene (as shown here for CF and C4F), opening the door to a 
range exciting of applications. 
7.3 Nanotube nucleation versus carbon-catalyst adhesion 
1. Understanding carbon nanotube cap lift-off is a crucial part of carbon nanotube 
growth research. Until now, all three available models, viz., adhesion versus cur-
vature energy balance, decohesion by thermal kinetic energy, and requirement 
of fast C diffusion, had different predictions on what is the driving force behind 
cap lift-off. Hence, catalyst encapsulation is studied here as a function of work 
of adhesion, temperature, and consequently the C diffusion rate, by classical 
molecular dynamics (MD) simulations. 
2. Although the potential energy surface of classical MD simulation is consid-
ered less accurate when compared with first-principles or tight-binding approx-
imation based MD, it permits to run trajectories many orders of magnitude 
longer, which is critical to reasonably simulate the single-wall carbon nanotube 
(SWNT) growth process. Besides, its flexibility of adjustable parameters can 
be used to gain insight into the role of a specific parameter, as is the case here, 
in which aMc is varied to tune the Ni-C interaction. 
3. The nucleation, lift-off, and tube lengthening can be observed through MD 
simulations. Starting from a pure Ni cluster, at high enough temperature and 
low work of adhesion (Wad), the carbon atoms dissolve in the catalyst and then 
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precipitate to its surface, to later nucleate into carbon chains and polygons. 
Eventually a carbon island or carbon cap is formed and lifts-off, to then grow 
longer and longer in a repeatable manner. At the same temperature, but at high 
Wad, although the initial nucleation steps are identical, the cap lift-off does not 
occur. Instead, the graphitic cap grows larger and larger until it covers the 
whole surface of the catalyst, encapsulating it. At very low temperature and 
low Wad the C diffusion is extremely slow and most of the catalyzed C atoms 
just stay on the initial position. As a consequence, C chains and small islands 
may form everywhere around the catalyst surface, but their limited mobility 
(ability to diffuse) leads to catalyst encapsulation. 
4. Unfortunately, as in previously simulated nanotubes, there is a number of de-
fects (pentagons and heptagons) which frequently appear on the tube wall in 
such a way that we are not able to assign it a pair of ( n, m) chiral indexes. 
However, this may be a consequence of the limited simulation time (of the or-
der of tens of nanoseconds) when compared with real experiments (of the order 
of seconds). 
5. Through systematic analysis of hundreds of MD simulations, a comprehensive 
picture of the CNT growth versus catalyst encapsulation is introduced here. 
It is composed of two distinct regions: i) High temperature (> 600 K), where 
catalyst encapsulation depends on work of adhesion, and ii) low temperature ( < 
600 K), or strongly temperature dependent, where limited C diffusion hinders 
cap localization and lift-off for growth. 
6. The relationship between Wad and T, permits an informed choice of parameters 
to obtain the longest SWNT (up to rvl3 nm) produced in any MD simulation 
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up to date. Such accomplishment of steady uninterrupted growth within rea-
sonable simulation times represents a significant step of achieving realistic CNT 
computational modeling. 
7. The simulations also show that SWNT growth is strongly dependent on work of 
adhesion and C diffusion at very low temperatures (e.g., 273 K). Based on this 
analysis, it is suggested that experimental low SWNT growth temperatures can 
be achieved through use of catalysts with low work of adhesion. This is critically 
important not only from a general process efficiency point of view, but especially 
for possible in situ growth for nanoelectronics applications. 
7.4 Effect of catalyst type and shape on CNT growth 
1. It is shown here that the catalyst type and shape have an important role dur-
ing CNT growth: (i) Controllable catalytic CNT growth can be achieved by 
precisely tuning metal catalyst properties through alloying and (ii) CNT cap 
nucleation mechanism originates from catalyst reshaping. 
2. Bimetallic MxFey nanocatalysts, where M = Ni and Cu, x =0.23 and 0.77, 
andy= 1- x, are investigated here through ab initio calculations. The use os 
such catalysts to fine tune the catalyst-CNT interaction is analyzed for chirality 
selective CNT growth. The binding energy (Eb) of Nix Fey to the CNT is chirality 
selective for AC or ZZ edges. For CuxFey, the catalyst-CNT binding can be fine 
tuned through the inverse relation between Eb and Cu atomic fraction, which 
can also be beneficial to CNT selective production (e.g., length). 
3. Molecular dynamics simulations using large metal clusters (500 atoms) provide 
a good qualitative picture of the CNT growth, including catalyst reshaping and 
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incipient double-wall formation. However, after the C atoms start depositing 
on the catalyst, the different facets are indistinguishable. Here, this is overcome 
through studying the Ni individual surface energies and its variation upon C 
adsorption. 
4. The surface relaxation and energy of low- {111}, {100}, and {110}, and high-
index {211}, {210}, {311}, and {320} Ni surfaces are studied by first-principles 
for various slab thicknesses. Although the low-index surface properties converge 
for slabs > 6 A, the high-index surfaces require slabs > 12 A. The Ni(111) 
has the lowest surface energy, being also the dominant facet on the resulting 
Ni equilibrium crystal shape. Other visible facets are (100), (110),(210), and 
(311). 
5. The effect of C adsorption on the low- and high-index surfaces is studied by 
first-principles and a reactive force field. The resulting equilibrium crystal shape 
suggests a significant reduction of the surface energy anisotropy, which results 
in more rounded, spherical, Ni equilibrium crystal shape. 
6. Based on such evidence, a continuum phenomenological model describing the 
effect of the catalyst reshaping upon C adsorption is formulated, in which the 
catalyst is assumed as a sphere, which dynamically reshapes at r/ro ;S 0.6. 
7. It is suggested that the CNT growth follows an oscillatory mechanism. Hence, 
after a complete cap nucleates and lift-off, the metal catalyst retracts from 
within the cap (1). The elongation of the tube (2) is done by addition of new 
C atoms to the cap's edge, which is facilitated by the close contact with the 
catalyst, while the cluster reshaping and retraction progresses. The cycle starts 
over as a new cap nucleates inside the previous tube (3). Thus, resulting into 
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an oscillatory mechanism in which (1)-+ (2) -+ (3) -+ (2)· · · (3) progress until 
the catalyst becomes inactive. 
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Appendix A 
Varying Wad in MD simulations 
During each molecular dynamics (MD) simulation of the carbon nanotube ( CNT) 
growth, there are two possible outcomes: cap nucleation and lift-off or cap nucleation 
and catalyst encapsulation. Specially near the equilibrium, represented by the line 
dividing the cap lift-off and catalyst encapsulation in Fig. 5. 7b, the same set of initial 
conditions may result in both lift-off and catalyst encapsulation. 
Thus, in order to obtain statistical results at least five MD simulations were per-
formed for each temperature (60Q-1400 K, at 200 K intervals) and various work of 
adhesion (Wad) values. The number of times each simulation results in either CNT 
growth or encapsulation is recorded and showed in the statistical plots of Fig. 5.7a. 
The complete set of the simulations outcome is showed in Fig. A.l to Fig. A.5. 
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Figure A.l : MD simulations at 600 K, at different levels of metal-carbon interaction. 
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Figure A.2 : MD simulations at 800 K, at different levels of metal-carbon interaction. 
160 
() 120 
..__., 
> Q) 
E 
.... 
"0 
ro 
s 80 
40 
141 
Figure A.3 : MD simulations at 1000 K, at different levels of metal-carbon interaction. 
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Figure A.4 : MD simulations at 1200 K, at different levels of metal-carbon interaction. 
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Figure A.5: MD simulations at 1400 K, at different levels of metal-carbon interaction. 
Appendix B 
Structural arrangement of CNT on bimetallic 
catalysts 
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Several arrangements of the open single-wall carbon nanotube on the bimetallic cat-
alyst (most stable structure) are possible. The most stable configuration is given by 
the largest binding energy (Eb) , as shown in Fig. B.l for NixFey and Fig. B.2 for 
1.83 
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2.92 
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2.88 
(b) 
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2.83 
Figure B.l : Possible arrangement of the bimetallic Nix Fey catalyst with respect to the 
(a) (3 ,3) and (b) (5,0) open single-wall carbon nanotube and the respective binding 
energies (Eb)· Ni and Fe atoms are blue and brown, respectively. 
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Figure B.2 : Possible arrangement of the bimetallic CuxFey catalyst with respect 
to the (a) (3,3) and (b) (5,0) open single-wall carbon nanotube and the respective 
binding energies (Eb)· Cu and Fe atoms are green and brown, respectively. 
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