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Abstract
Even though rainfall is a continuous process, we are only able to measure it over discrete
aggregation periods. This temporal discretization introduces negative biases when extracting
rainfall maxima for short durations, similar to the instrument’s resolution. Empirically-derived
correction factors known as Hershfield or rainfall sampling adjustment factors (SAF) have been
widely used to correct this bias. Nevertheless, there are conflicting definitions for SAFs in the
literature, and no one has looked in detail at how they vary spatially, between seasons, and as
function of storm type. Concurrent, 34-yr long rainfall records from 52 weather stations
distributed throughout Switzerland were used to study SAF variability. It was found that SAFs
display a large variation both across and within stations, the latter because of the different ways
of totalizing. On average, SAFs are higher for convective storms and during the warm season.
There is no clear spatial pattern across Switzerland, nor any relationship with elevation.
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1. Introduction
The study of the frequency and magnitude of extreme rainfall events is a major topic in
hydrology because flood risk analysis and infrastructure design depend on it in the case of
smaller watersheds. Many hydraulic and stormwater structures are sized based on depthduration-frequency (DDF) curves, which relate rainfall magnitude (precipitation depth P) to
event duration d (dependent on basin size) and exceedence probability (frequency). These curves
are derived from continuously-gaged rainfall records by extracting rainfall maxima and then
performing frequency analyses. Thus, DDF values are affected by the biases and uncertainties of
such datasets and procedures.
One such biases is caused by the unavoidable fact that rainfall gages record precipitation
over discrete, fixed time steps, typically ranging from 10 min to 60 min. This generates a
negative bias when extracting extreme depths P for short durations d that are close to the
discretization or totalization time step t of the instrument. Hereafter, the term totalization period
will be used to refer to the discrete time step t over which precipitation is totalized in a given
record. For example, a rain gage that produces a rainfall value every 15 minutes, so that we know
how much it rained between 5:15 and 5:30, and between 5:30 and 5:45, and so on, has a
totalization period t = 15 min.
The ratio between the rainfall duration of interest d and the totalization period t will be
called the sampling ratio, SR, following Young and McEnroe (2003). If we are interested in
rainfall maxima for, say, a duration of interest d = 60 min, and we have data produced by a rain
gage with t = 15 min, then SR = 60/15 = 4. It is clear that the higher the sampling ratio, the less
bias we incur when estimating rainfall maxima with totalized data.
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Rainfall maxima extracted from truly continuous records (that only exist in theory, as t
would tend to zero and SR to infinity), or from records collected with a short totalization period t
as compared to the duration of interest d (in practice, this means a large value for SR, say above
20) will be known as true or sliding maxima. On the other hand, those extracted from typical,
totalized rain records will be termed fixed maxima. For example, consider two different cases
when analyzing maximum precipitation over a duration of interest d = 60 min. In the first case,
with records that have a t = 1 min resolution (so that SR = 60), one can locate and extract the
maxima by moving a sliding 60 min window one minute at a time, which will produce sliding
maxima that are very close to the true 60 min maxima. In the second case, in contrast, if we only
have records with a fixed totalization period of say t = 1/2 hour (so that now SR = 2), in which
we know rainfall between 8:00 and 8:30, and between 8:30 and 9:00, and so on, we can only
slide the window by 30 min jumps. Because the duration of interest is close to the totalization
period, in such case we will most certainly underestimate the true 60 min maximum; in other
words, we will know how much it rained in the hour in which it rained the most, over clock leaps
of ½ hour (from 8:00 to 9:00, or from 8:30 to 9:30, and so on), but not in the actual hour in
continuous time in which it rained the most.
Commonly in the literature, for the range of rainfall durations of interest in this work (up
to 2 hours), it is implicitly understood that rainfall durations corresponding to sliding maxima are
expressed in minutes, while the corresponding durations for fixed maxima are expressed in
hours. Following on our previous example for d = 1 h, the sliding (true, continuous) maximum,
obtained from a record with t = 1 min, would be typically termed the “60-min maximum”, while
the fixed (clock, totalized) maximum, obtained from the record totalized every 1/2 hour would be
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labelled as a “1-hr maximum”; we do not use such convention in the present work, explicitly
referring to sliding versus fixed maxima.
In this research, we use concurrent, high-quality rainfall records at 52 weather stations, in
order to better understand: (i) the variability in SAFs across stations, due to location, season of
the year, and storm type, and (ii) the variability in SAFs at a given station, due to considering all
possible ways of totalizing. We do this for a wide range of durations of interest d, totalization
periods t, and frequency of the events expressed as average recurrence interval, ARI, as we use
partial duration series in our analyses.
The first attempts to quantify the bias introduced by rainfall totalization were conducted
in the 50’s and 60’s by Jennings (1952), U.S. Weather Bureau (1953), Hershfield and Wilson
(1958), and Hershfield (1961). These authors empirically estimated correction factors, currently
known in the literature as Hershfield factors or sampling adjustment factors (SAFs), to transform
fixed-maxima rainfall depths to sliding-maxima rainfall depths. Three different approaches have
been used to define and compute SAFs: empirical, either comparing on a storm by storm basis
(“storm by storm approach”) or else comparing quantiles obtained from frequency analysis
(“equifrequency approach”), and based on purely theoretical considerations.
Storm by Storm Approach
Jennings (1952) computed SAFs by taking the ratio of true maxima to clock-hour (fixed,
t = 1 h) maxima, using records from six rain gages located in Florida, United States. For
durations d = 1, 2, 3, and 24 hours, the maximum historic value was extracted for each type of
record, at each station. Averaging over the six stations, he obtained a SAF of 1.137 for d = 1 h
(SR = 1). For the remaining, longer durations, SAFs rapidly decreased as duration increased,
becoming basically negligible for d = 24 h (SAF = 1.004 for SR = 24).
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The U.S. Weather Bureau (1953) calculated SAFs for d = 1 h, to transform clock-hour
maxima (fixed, “1-hour maxima,” obtained from a rain gage with t = 1 h) to true maxima for
one-hour duration (typically known as “60-min maxima”). They used events with a return period
above 2 years, extracted from records of 13 stations located in the western United States. At each
station, they defined SAF as the ratio between the hourly true maximum and the highest of the
two clock-hour intervals containing such true maximum, thus ensuring that both the true and
fixed maxima belong to the same storm event. They found an average SAF value of 1.13 over
the 13 stations. Both Jennings (1953) and U.S. Weather Bureau (1953) used rather small datasets
and did not present any variability analyses regarding possible effects of location, climatic
characteristics, or different ways of totalizing.
Dwyer and Reed (1994) analyzed SAFs by comparing fixed maxima with sliding maxima
for durations d ranging from 1 to 64 hours. They used data with a resolution t = 1 hour from a
weather station located in Eskdalemuir, southern Scotland. For durations above 5 hours and a SR
= 1, they found an average SAF of 1.167. They found smaller SAFs for durations below 5 hours,
but in these cases there is a negative bias because the dataset resolution of t = 1 h is too low, i.e.,
sliding maxima extracted from hourly records do not approximate well the true maxima for
durations below 5 hours. Dwyer and Reed (1995) extended their earlier analysis by adding five
stations, two from the U.K. and three from Australia. They confirmed their previous results and
found a relationship between SAF and climatic characteristics, which is valid only for a duration
of one day. They recommended using a SAF of 1.15 at sites where concentrated events of short
duration (such as tropical storms) are typical, and a value of 1.17 at sites where longer rainfall
events are more common, such as those due to large frontal systems. It should be noted that these
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values are just recommendations, as the methods used to obtain them were not explained in
detail, and the number of stations was not large enough to get reliable conclusions.
Young and McEnroe (2003) derived a relationship between SAFs and sampling ratios
SR, using records from 15 rain gauges located in Kansas City, with a temporal resolution of t = 1
min and an average length of 10 years. They calculated SAFs for sampling ratios ranging from 1
to 128, for six different durations (d = 1, 2, 3, 6, 12, and 24 h). At each station, for each duration
of interest and sampling ratio, they computed SAF as the ratio between the sliding maximum and
the fixed maximum in the historic record, without constraining these two maxima to belong to
the same event (Brian Young, personal communication; July 8, 2015). For their definition of
SAF, they found ample variability between stations and across durations. For example, for SR =
1, the SAF varied between stations from 1.00 to 1.74 for d = 1 h, with a mean of 1.29 across the
15 sites, while it ranged from 1.00 to 1.24, with a mean SAF of 1.03, for d = 12 h. Their SAF for
d = 1 h and SR = 1 is unusually high in the mean (1.29), with individual values for 6 of the 15
stations that are extremely high (1.70, 1.38, 1.40, 1.41, 1.74, 1.74) as compared with all other
work on this topic. This could be due to the fact that they used short records of differing lengths,
but is most probably a result of defining a single SAF per rainfall record (for each duration d and
sampling ratio SR), as the ratio between historic maxima that were not constrained to belong to
the same event. However, if their SAFs (for SR = 1) are averaged over the 15 stations and six
durations, the resulting value of 1.14 does agree with previous empirical work.
Morbidelli et al. (2017) also developed a relationship between sampling adjustment
factors and sampling ratio. They used records with a temporal resolution of t = 1 min and lengths
between 20 to 23 years, from 16 rain gauges located in the Umbria region of central Italy. They
defined SAF as the ratio between annual sliding maxima and annual fixed maxima averaged over
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the record length. First, they investigated the minimum number of years needed to reliably
estimate SAFs for annual maxima, finding that it lies between 15 and 20 years. Later, with 12 of
the available 16 records, they developed a model to predict SAF as a function of sampling ratio
SR, using the remaining four for validation. They propose three equations to compute SAFs,
valid for different duration ranges, under the assumption that the typical temporal distribution of
rainfall changes for progressively longer events. For a sampling ratio SR = 1, SAFs obtained
using their model are low compared with all previous studies. For durations below 30 minutes,
they suggested a SAF of 1.121, for durations between 30 and 180 minutes, 1.1142, and for
durations above 180 minutes, 1.1077. The difference between these results and previous work
could be related to a specific climate characteristic of the Umbria region, central Italy.
Other authors have proposed methods to directly estimate the parameters of a probability
density function (pdf) for sliding-maxima, using series of fixed-maxima. Montfort (1990)
developed a method to estimate the parameters for the Generalized Extreme Value (GEV) pdf of
sliding maxima based on a series of fixed annual maxima, assuming that both follow the same
distribution. The method was tested using 58 years of data from a single station located in New
Zealand for durations of one and two days, and sampling ratios of one and two. His results agree
with previous empirical work, e.g., for a duration of one day and sampling ratio SR = 1, he
obtained a SAF of 1.14. Later, he analyzed monthly maxima of daily precipitation amounts,
using a larger dataset composed of 130 records from Chinese rain gauges over a period of 30
years (Montfort, 1997). For a duration of one day and sampling ratio SR = 1, he found SAFs
within a range of 1.04 and 1.16. In addition, he found that there is a relationship between SAF
and location (latitude, longitude, and elevation), autocorrelation in the daily precipitation time
series at a monthly basis, and the average proportion of rainy days in the year (fraction of wet
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days). Van de Vyver (2014) developed a method to transform GEV-parameters obtained from a
sample of daily (fixed) maxima to GEV-parameters obtained from a sample of 24-hour (sliding)
maxima. The method was tested using 18 Belgian recording stations with a resolution of ten
minutes, with good results.
More recently, Papalexiou et al. (2016) obtained a probability distribution that describes
SAF variability for durations from two to 48 hours. They used hourly records from 7127 stations
located in the United States, with a mean length of 29 years. They found that annual slidingmaxima not only have a higher mean than annual fixed-maxima, but they are also more variable.
As traditional SAFs only correct for mean bias, without accounting for its standard deviation,
they proposed equations to correct both. In addition, they developed a methodology to compute
SAFs for a determined exceedence probability and confidence interval, so that they can be
chosen depending on the level of risk required for a specific design.
Equifrequency Approach
All empirical methods discussed above somehow define SAFs as ratios of true (sliding)
to fixed maxima, with such maxima obtained in different ways from individual storms in the
rainfall record, with or without constraining the maxima to belong to the same event. These
factors would allow one to correct fixed maxima, thus obtaining the corresponding true maxima
for such events. Typically though, infrastructure is not designed for specific events in the record,
but for synthetic design storms derived from the DDF values at a given location: given a design
frequency (expressed as a return period T or an average recurrence interval ARI), the
corresponding rainfall depth P is obtained for the duration(s) d of interest. Hershfield and Wilson
(1958) and Hershfield (1961) were the first to compare rainfall quantiles obtained from
frequency analysis to compute SAFs. They computed the ratio between 60-min (sliding) maxima
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and clock-hour (fixed) maxima for the same return period (of 2 years), finding an average SAF
of 1.13. We call this the “equifrequency” approach, because SAFs are defined as ratios of
quantiles with the same frequency. They recommended the same 1.13 value to transform daily
maxima to 1440-min maxima. They do not give any detail into the methods that were used, nor
the data sets. Subsequently, the U.S. National Oceanic and Atmospheric Administration
(Frederick et al., 1977) confirmed a SAF of 1.13 to transform clock-hour to 60-minutes maxima.
Frederick et al. (1977) used 30 U.S. National Weather Service stations, geographically well
distributed within the U.S., all with complete and concurrent records of both maximum clockhour and maximum 60-min precipitation for the period 1948-72. They calculated the ratio
between 60-min and clock-hour maxima for 2- and 100-year return periods, finding an average
SAF of 1.13 for both. They also investigated the spatial variability of the SAF but did not find
any pattern.
Theoretical Approach
Weiss (1964) took a purely theoretical approach to estimate the value of sampling
adjustment factors, instead of relying on data. In his analysis, he derived SAFs probabilistically,
assuming a hypothetical event of uniform rainfall temporal distribution, with a duration d equal
to the totalization period t. Dwyer and Reed (1995) proved that Weiss’s original formulation was
flawed, recalculating SAF with a proper probabilistic formulation, and finding an expected SAF
of 1.333 for uniform rainfall, much higher than previous empirical values. Yoo et al. (2015)
extend Weiss’s theoretical approach to determine SAFs for different types of temporal rainfall
distributions. In general, the SAFs obtained with this approach are higher than those derived
empirically. The temporal rainfall distribution that results in SAF values closest to the empirical
ones is the quadratic function. The main drawback of this type of formulation is that the event
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must have the same duration than the totalization period, which is not realistic at all. Most
extreme events selected for a given duration d last more than that duration, so when an event is
covered by two totalization periods, that part of the event that is not included in the interval
where the maximum occurs will contribute an extra rainfall amount to the fixed maximum,
resulting in smaller SAFs. This effect explains why SAFs calculated using this approach are
larger than those derived empirically, on average.
Most previous research on the topic has recommended SAF values independently of
location, local climate, and precipitation type, and has not considered the uncertainty at the scale
of the individual station. For example, even though Papalexiou et al. (2016) used a large data set
containing records from all over the U.S., including places with widely differing climatic
characteristics, they still ended up deriving a single probability distribution for SAF, which they
assumed to be valid for the entire country (if not worldwide). However, a few authors have
shown that the relationship between fixed and sliding maxima is somehow related to climatic
characteristics. Dwyer and Reed (1995) recommended using different SAF values for correcting
daily extremes, depending on the prevailing storm type, while Montfort (1997) found a
relationship between SAFs and location, fraction of wet days, and autocorrelation in the daily
precipitation time series.
Therefore, it definitely seems that it is worth investigating SAFs in more detail. The
main objective of this thesis is to study the variability of SAFs, both spatially and at a given
location, by analyzing the effects of location, season, storm type, duration, frequency,
totalization period, and different ways of totalizing.
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2. Methodology
This chapter describes the dataset and methods that were used. The dataset is composed of
rainfall records from 52 weather stations distributed throughout Switzerland, part of the
MeteoSwiss network. At all stations, precipitation was collected with the same rain gage model
at a time resolution of 10 minutes. At each site, all independent storm events were first
identified, and then classified according to season (cold or warm, fixed) and storm type
(convective or non-convective, based on co-occurrence of lightning). Then, for a range of
durations of interest, the “true” maxima were extracted from the 10-minutes original series,
while fixed maxima were obtained from aggregated series, for different totalization periods,
using all possible ways of totalizing. Using a peaks-over-threshold (POT, also known as partial
duration) approach for frequency analysis, rainfall depth-duration-frequency (DDF) values were
estimated at each station, for each duration of interest, average recurrence interval (ARI),
totalization period, way of totalizing, season of the year, and storm type. Using the
equifrequency approach previously described, SAFs were then computed for each case as the
ratios between DDF values derived from the “true” maxima series and the corresponding DDF
for the fixed maxima series, for the same ARI.
Data Description
Rainfall records from 52 weather stations located in Switzerland were used for this study
(Figure 1). These stations have concurrent records, starting in 1982, all collected with the same
raingage model. Each one of the rainfall records used in this study has a length of 34 years, from
April 1982 to March 2016, and two temporal resolutions: ten minutes and one hour. These
stations also record the number of lightning occurrences within a radio of 3 km and 30 km, a
dataset that was used for identifying convective storms. However, lightning data are only
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available from 1987 onwards; therefore, shorter records (29 years) had to be used when storm
type was analyzed.

Figure 1. Location of the 52 weather stations.
Preliminary Data Processing
Following Gaál et al. (2014), all 10 min intervals with a rainfall depth equal to 0.1 mm
were removed, because it is highly probable that these depths are a product of condensation and
funnel drainage at the end of rainfall events, which artificially increases the duration of the event.
On average, 0.82% of the10-min interval readings are missing, per rainfall record, which is fairly
low. This should not affect the results because most of those missing intervals probably have a
value of zero. Some of the missing 10-min intervals were filled by using the rainfall depth for the
corresponding hourly interval. This approach is totally accurate in two cases: when the
11

corresponding hourly interval has a rainfall depth equal to zero, and when there is just one
missing 10-min interval in a given hourly interval. In the other cases, when there was more than
one missing 10-min interval, the rainfall depth for the corresponding hourly interval was
uniformly distributed across the missing 10-min intervals as described in Equation 1:
M10 =

H − ∑ I10
N

(1)

Where 𝐌𝟏𝟎 is the rainfall depth for the missing 10-min intervals (mm), 𝐇 is the rainfall
depth (mm) for the corresponding hourly interval in the hourly records, ∑ 𝐈𝟏𝟎 is the sum of the
rainfall depths over the non-missing 10-min intervals within the same hourly interval, and 𝐍 is
the number of missing 10-min intervals within the hourly interval.
Using this method, the percentage of missing 10-min intervals was reduced from 0.82%
to 0.003%. In 47 of the 52 stations, all missing values were filled, and in the remaining five
stations the proportion of missing intervals was reduced to less than 0.1%. It was not possible to
fill all of the missing 10-min intervals because in some cases the corresponding hourly intervals
were missing as well. The missing 10-min intervals that could not be filled were assumed to be
zero rainfall depth intervals, because that is by far the most probable case.
Event Identification
A basic assumption that must be met when performing a frequency analysis is that the
events are mutually independent, especially when using a peaks-over-threshold (POT) approach.
It is common to use a minimum rainless time window, also known as Minimum Inter-arrival
Time (MIT), to identify separate rainfall events and ensure their independency (Figure 2). In this
study, three fixed MITs were used depending on the season of the year. During the warm season
(April to September) a MIT of three hours was used because short and concentrated (convective)
events are more common this time of the year. The cold season (October to March) is dominated
12

by longer events caused by frontal systems; therefore, a longer MIT of eight hours was used. To
analyze the whole year an MIT of six hours was used.
3.5

Event 1

Event 2

3

Rainfall (mm)

2.5
2
1.5
1

t < MIT

0.5

t > MIT

t < MIT

0
9:00

10:00

11:00

12:00

13:00

14:00

15:00

16:00

17:00

18:00

19:00

20:00

Time

Figure 2. Example of event identification.
Event Classification by Season and Storm Type
Events were separated in fixed seasons: a cold season, which covers from October to
March, and a warm season, which covers from April to September. In addition, using concurrent
lightning data, each event was classified as convective or non-convective by checking if there
was at least one lightning report during the duration of the event or the previous 20 minutes, as
recommended by Gaál et al. (2014).
Totalization
In order to generate aggregated rainfall records for extracting fixed maximum depths,
each event was re-totalized over longer periods of 20, 30, 40, 60, 90, and 120 minutes. It should
be noted that there are multiple ways of totalizing each record, for each different totalization
period. For example, for a totalization period of 20 minutes, the starting time can be at 9:00,
which generates totalization intervals between 9:00 - 9:20, 9:20 - 9:40, 9:40 - 10:00, and so on,
or it can be 9:10, which results in these other totalization intervals: 9:10 - 9:30, 9:30 - 9:50, 9:50
13

- 10:10, etc. These different ways of totalizing generate different fixed-time maxima, as can be
seen in Table 1. The number of possible ways of totalizing depends on the time resolution of the
dataset and the totalization period. For instance, for 20 minutes there are two ways of totalizing,
for 30 minutes there are three, and so on.
Table 1. Effects of the different ways of totalizing.
10-minutes original record
Time
Precipitation
8:50 - 9:00
0
9:00 - 9:10
0.5
9:10 - 9:20
1
9:20 - 9:30
2
9:30 - 9:40
0
9:40 - 9:50
0.7
9:50 - 10:00
0.5
10:00 -10:10
0.1
10:10 - 10:20
0

20-minutes totalization #1
Time
Precipitation
9:00 - 9:20
1.5
9:20 - 9:40
2
9:40 - 10:00
1.2
10:00 - 10:20
0.1

20-minutes totalization #2
Time
Precipitation
8:50 - 9:10
0.5
9:10 - 9:30
3
9:30 - 9:50
0.7
9:50 - 10:10
0.6

Frequency Analysis
A peaks-over-threshold (POT) approach was used to conduct frequency analysis and
obtain DDF values, instead of the more traditional annual maxima series (AMS) analysis. POT
analysis, also known as partial duration analysis, has two major advantages over AMS: first, it
provides better estimation for lower average recurrence intervals (ARI), and second, it allows the
use of more than one value per year, which contributes to more reliable results because the
probabilistic distribution can be fitted to a larger sample. The generalized Pareto distribution is
commonly used when dealing with POT series (Pickands, 1975). This probabilistic distribution
has three parameters: location, scale, and shape. In this study, the location parameter, which sets
the threshold that determines how many values will be considered to fit the probability density
function, was fixed to that value that results in a sample size equal to 140 events. The scale and
shape parameters were then estimated using the maximum likelihood method. Rainfall depths
14

for ARIs equals to 2, 5, 10, 20, 50, and 100 years were calculated at each station, for each
duration of interest d, totalization period t, way of totalizing, season of the year, and storm type.
SAF Calculation
At each station, for a given ARI, SAFs were computed as the ratio between the rainfall depth
derived from “true” (10-min) maxima series for a given frequency, and the corresponding
rainfall depth derived from fixed maxima series, for each way of totalizing, season of the year,
storm type, duration d, and totalization period t.
Rainfall Temporal Distribution
The temporal distribution of the rainfall events was analyzed to see how it affects SAF values
and whether it relates or not to storm type. We propose the following Rainfall Temporal
Distribution (RTD) index to describe the rainfall temporal distribution of each event (Equation
2):
MI10
1
− NI
TP
RTD =
1
1 − NI

(2)

Where 𝐌𝐈𝟏𝟎 is the rainfall depth of that 10-min interval with maximum rainfall depth for a
given duration d, 𝐓𝐏 is the total rainfall depth over d, and 𝐍𝐈 is the number of 10-min intervals
contained in d. RTD can vary from zero to one, where a value of zero represents an event with
uniform rainfall temporal distribution, while one corresponds to an event where all the rain falls
within a single 10-min interval (Figure 3). Therefore, events with an RTD value closer to zero
have a more uniform rainfall temporal distribution, while those with an RTD closer to one have a
peakier rainfall temporal distribution.
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Figure 3. Examples of RTD values for different rainfall temporal distributions for a duration of
60 minutes.
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3. Results
Firstly, this chapter shows a general analysis of the characteristics of rainfall events in
Switzerland, and the effects of considering different minimum inter-arrival times (MITs). Later,
an analysis of SAF variability is presented, considering duration d, ARI, and sampling ratio SR.
Then, the effects of the season of the year, storm type, and rainfall temporal distribution on the
SAFs are analyzed. Finally, the results of the spatial analysis are shown. All SAFs shown in this
chapter were calculated using a sampling ratio SR = 1 unless otherwise indicated.
Classification by Season and Storm Type
In general, across Switzerland, we found that there are more events and a larger
accumulated precipitation in the warm season than in the cold season (
Table 2). On average, 31% of all events were identified as convective, and 82% of these
occurred during the warm season.
Table 2. Average climatic variables over the 52 stations and 34 years of records.

Events per year

145

Std.
Dev.
24

Events during warm season

97

15

125

58

Events during cold season

48

10

63

29

Convective events per year

45

15

88

22

Convective events during the warm season

37

11

68

18

Convective events during the cold season

8

4

20

2

Accumulated precipitation per year (mm)

1047

399

2385

478

Accumulated precipitation during warm season (mm)

621

223

1231

229

Accumulated precipitation during cold season (mm)

426

206

1154

171

Mean

Max

Min

179

93

Figure 4 shows the spatial distribution of the annual mean precipitation and the average
percentage of convective events per year at each station. There is no clear spatial pattern for
mean annual precipitation nor percentage of convective events. In general, the northern part of
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Switzerland has a smaller annual precipitation than the south side of the Alps, a pattern also
observed in the percentage of convective events.

Figure 4. Mean annual precipitation and percentage of convective events at each station.
The different inter-arrival times that were used in this work did not significantly affect
the SAF values, as can be seen in Figure 5.

Figure 5. Mean SAFs for different inter-arrival times and durations.
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SAF Variability
For a sampling ratio SR = 1, SAFs present an ample variability across and within
stations, ranging from 1.04 to 1.22. Figure 6 shows the variability of the SAFs using boxplots
and dots, where each dot represents a SAF for a specific station and way of totalizing. From 20
minutes to 40 minutes, the median SAF increases with duration, thereafter remaining constant
around 1.12. This behavior can be explained by the fact that 10-min data are being used instead
of truly continuous data. Rainfall extremes extracted from 10-min data already contain a negative
bias for durations close to 10 minutes, i.e., they are smaller than they should be because the
sampling ratio SR is small, close to 1. As duration d increases, and hence sampling ratio SR, the
underestimation decreases because the “true” maximum calculated with 10-min data gets closer
to the actual true maximum. In other words, the chances of coming closer to the true maximum
for a duration d = 60 minutes using data with a resolution of 10 minutes (t = 10 minutes, SR = 6)
are higher than for a duration d = 20 minutes (SR = 2).
The variability within stations arises from the different ways of totalizing and it can be
very large indeed (Figure 7). For example, the 60 minutes SAF for the station AIG ranges from
1.10 to 1.20, just depending on the way of totalizing, which reflects the random nature of SAFs.
However, the mean SAFs within the same station and across durations generally fluctuate around
1.12 ± 0.02.
The methodology used in this study does not allow to effectively distinguish the effects
of event size or frequency on the variability of SAFs. Most of the variability in SAF across ARIs
seems to depend on the choice and fit of the probabilistic distribution. Depending on the
duration, the mean SAFs increase, decrease, or remain relatively constant across ARIs, as can be
seen in Figure 8. This behavior seems to be purely sample dependent rather than due to any
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specific relationship between SAF and ARI. There is an increase in SAF variability when ARI
increases, which is an expected result when using a probabilistic distribution to predict low
frequency extremes with a small sample size, e.g., trying to estimate depths for ARIs of 20, 50,
and 100 years using records with a length of just 34 years. Because of this, all SAFs presented in
this study have a frequency of 2 years, an ARI that was chosen because one can reliably estimate
the rainfall depths with records that are only 34 years in length, avoiding estimation problems.

Figure 6. SAFs for each duration, station, and way of totalizing, for all events. Red line is
median, blue box shows percentiles 25 and 75 (Q25 and Q75), and the whiskers show the
smallest and largest values in the sample, as long as they are not outliers. Red crosses are
outliers, defined as values larger than Q75 plus 1.5 times the interquartile range (Q75 - Q25), or
else as values smaller than Q25 minus 1.5 times the interquartile range.
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Figure 7. SAFs at four individual stations, for ARI = 2 years and SR = 1 for each duration. The
blue dots represent SAFs obtained for each way of totalizing while the red asterisk represents the
mean SAF for the corresponding duration. Data for the whole year (MIT = 6 h).

Figure 8. SAFs averaged over the 52 stations and ways of totalizing, for each ARI and duration,
for a sampling ratio SR = 1. Annual case (left), only using convective events (center), and only
using non-convective events (right).
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Sampling Ratio
The sampling ratio SR is the ratio between duration of interest d and totalization period t,
and has a direct effect on SAFs. All previous researchers have found an inverse relationship
between SAF and sampling ratio SR, and the same was found in this study, as can be seen in
Figure 9. SAF reaches its maximum value for a sampling ratio equal to one and then rapidly
decreases, becoming negligible for sampling ratios higher than 7. For any fixed sampling ratio,
SAF increases with duration, most probably, as was explained before, because 10-min data are
being used instead of truly continuous data, causing a negative bias for shorter durations.

Figure 9. Mean SAFs across all stations, for several sampling ratios and durations.
Effect of Storm Type and Season
There is a clear effect of storm type on the variability of SAFs. When calculated using
only convective events, SAFs are on average higher than when computed using only nonconvective events (Figure 10). This difference is higher at low durations, decreasing as duration
increases. Paired t-test were performed to determine if these differences are statistically
significant. At every one of the 52 stations, for each duration d, SAFs were averaged over all
different ways of totalizing, for both the convective and non-convective cases, and were
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compared in paired (or matched) fashion. For all durations, except 120 min, the difference
between convective and non-convective SAFs is statistically significant, for a level of
significance of 0.05 (Table 3).
Table 3. P-values for the different durations when comparing convective versus non-convective.
Duration

20 min

30 min

40 min

60 min

90 min

120 min

P-value

3.46×10-7

1.21×10-10

7.14×10-9

4.73×10-6

0.009

0.104

SAFs calculated using only convective events are very similar to those computed with all
events (annual). This similarity is due to the fact that most of the intense events are convective;
therefore, the convective and annual cases share almost the same sample of events when
performing frequency analysis (Table 4).

Figure 10. Comparison between SAFs calculated including all events, only convective, and only
non-convective. The dots show mean SAFs over all the stations and ways of totalizing, while the
dotted lines show absolute maximum and minimum SAFs for each season and duration.
When comparing warm season and cold season, the effect is almost the same than when
comparing convective with non-convective: the warm season, on average, has higher SAFs than
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the cold season (Figure 11), because that is when most convective events happen. In the cold
season there are mostly non-convective events (Table 4). The difference between warm season
and cold season is statistically significant for all durations (Table 5). Again, the annual case is
similar to the warm season because both share almost the same set of events.
Table 4. Distribution of convective and non-convective events by season.

Convective
Non-Convective

All Events > 1 mm
Annual Warm Cold
42%
51%
21%
58%
49%
79%

140 largest events
Annual
Warm Cold
71%
74%
47%
29%
26%
53%

Figure 11. Comparison between SAFs for the warm season, cold season, and whole year. The
dots show mean SAFs over all the stations and ways of totalizing, and the dotted lines show
absolute maximum and minimum SAF for each storm type and duration.
Table 5. P-values for the different durations when comparing warm season versus cold season.
Duration

20 min

30 min

40 min

60 min

90 min

120 min

P-value

4.29×10-13

2.32×10-13

1.36×10-15

3.6×10-8

3.33×10-4

0.0204

The rainfall temporal distribution within the events was analyzed to find an explanation
for why SAFs calculated only with convective events are higher than those calculated with non24

convective events. Yoo et al. (2015) and Morbidelli et al. (2017) have shown that SAFs are
influenced by the rainfall temporal distribution of the event. They all found that events with a
more uniform rainfall temporal distribution have higher SAFs than events with a peakier rainfall
temporal distribution. This happens to be correct only if the event has the same duration d than
the totalization period t, though. However, in the real world, events typically last longer than the
duration of interest d for which the extremes are extracted; e.g., an event that has a high intensity
for a duration d = 60 minutes in most cases will last more than 60 minutes. Figure 12 shows that
only around 10% of the events used for frequency analysis have a total duration D equal to that
duration of interest d for which they were selected. On the other hand, more than 60% of the
chosen events have a total duration D that is at least twice as long than the duration of interest for
the maximum, d.

Figure 12. Histogram of total duration (minutes) of the events used for frequency analysis in the
cases of durations of interest d = 60 min and d = 120 min.
The extra precipitation that falls outside of the most intense sliding interval with duration
d can only increase the corresponding fixed maximum, in the denominator, thus producing
smaller SAFs on average. This effect increases when the rainfall temporal distribution of an
event is closer to uniform, because in such case, this extra rain falling outside of the most intense
sliding interval has a similar intensity to that within the most intense part of the event. Therefore,
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events that have a more uniform rainfall temporal distribution will tend to have smaller SAFs
than those that have a peakier distribution.
We analyzed the rainfall temporal distribution of each event used in frequency analysis,
by comparing the RTD indices computed for the most intense interval for a given duration of
interest d, and for an interval twice as long than the duration of interest d (Figure 13). For
example, for a duration of 60 minutes we also considered an interval of 120 minutes to calculate
the RTD index.

Figure 13. Box plots showing the value of the RTD index for all events used in frequency
analyses. The upper ones were calculated for a total duration equal to the duration d and the
lower ones for a time window twice as long than duration d. Convention for the box and
whiskers is as in Figure 6.
We find that convective events have, on average, higher RTD indices than nonconvective storms, and that the RTD index remains the same when increasing the total duration.
This confirms that events with a more uniform rainfall temporal distribution have lower SAFs
than events with a peakier distribution, thus explaining why non-convective storms have, on
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average, lower SAFs than convective events. However, this is only valid for the durations that
were tested; this behavior might change as the duration of interest is increased.
It has been shown that SAFs depend on storm type. SAF values derived from samples
containing just convective events are, on average, higher than SAFs derived from samples
containing only non-convective rainfall events. Therefore, it is logical to think that there should
be a relationship between SAF and the proportion of convective and non-convective events
making up the sample used for frequency analysis, i.e., SAFs should be higher in samples that
are dominated by convective events than in samples composed mostly of non-convective events.
To test this assumption, the number of non-convective events within the samples used for
frequency analysis (fixed sample size of 140) was compared with the corresponding SAF (for
ARI = 2 years), for each station, and for the following durations: 20, 30, 40, 60, 90, and 120
minutes. Table 6 shows the proportion of convective and non-convective events within the
samples used for frequency analysis, while Figure 14 shows scatter plots of SAF versus the
number of convective events in each sample used for frequency analysis.
Table 6. Proportion of convective and non-convective events within the samples used for
frequency analysis.
Duration

20 min

30 min

NonStorm Type

Conv

40 min

NonConv

Conv

60 min

NonConv

Conv

90 min

NonConv

Conv

120 min

NonConv

Conv

NonConv

Conv

Conv

Percentage

81%

7%

80%

8%

79%

8%

78%

10%

76%

11%

74%

12%

Total

113.3

10.1

111.9

11.0

110.8

11.6

108.8

13.4

106.0

15.5

103.9

17.2

St. Dev.

7.5

6.8

7.7

7.1

8.1

7.5

8.9

8.3

9.8

9.3

10.3

9.9

Minimum

91.0

0.0

91.0

0.0

88.0

0.0

84.3

0.0

78.2

0.0

73.7

0.0

Maximum

129.0

32.5

127.7

35.3

127.0

38.3

126.0

42.0

123.9

45.8

122.8

48.8
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Most of the events (about 80%) are convective, around 10% are non-convective, and the
remaining 10% corresponds to storms that could not be classified because of lack of concurrent
lightning data. The percentage of non-convective events increases with duration, which is to be
expected, as it is well known that the decrease of intensity with duration is less marked in nonconvective storms.

Figure 14. Scatter plots of SAF versus the number of non-convective storms within the 140
events used for frequency analysis. Each point represents a single SAF per station as averaged
over all possible ways of totalizing.
We find no relationship between SAF and number of non-convective events for durations
of 20, 30, 40 and 60 minutes (Figure 14), while there is a slightly inverse relationship for the
longer durations of 90 and 120 minutes; this however is not sufficient for developing a predictive
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model. This poor relationship can be explained by the lack of stations with a higher percentage
of non-convective events. Basically, in Switzerland, all stations are dominated by convective
events, so that there is no representation for stations with a higher percentage of non-convective
events. However, it is clear that the determination coefficient R2 increases with duration, so there
is an expectation that this relationship could be stronger for longer durations. To get better
results, it would be necessary to use a broader data set, including stations with a higher
proportion of non-convective events.
Spatial Variability
Spatial variability of SAFs was investigated by using the coordinates of the 52
meteorological stations. Figure 15 shows SAFs corresponding to durations of 40, 60, 90, and 120
minutes, at each station. There is no clear spatial pattern, as medium and high SAFs seem to be
randomly distributed across Switzerland. Using semivariograms, it was found that there is no
spatial autocorrelation among stations, i.e., SAFs for stations that are close together are not more
correlated than with those that are further away. However, it seems that low SAFs, in general and
across the four durations, are concentrated within the Alpine stations. Also, for the longer
durations of 90 and 120 minutes, SAFs tend to be higher in the south-central part of the Alps.
As was shown before, SAF depends on storm type. As storm characteristics depend in
turn on elevation, we investigated the relationship between SAF and elevation. Figure 16 shows
that there is no clear relationship between SAF and elevation.
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Figure 15. Spatial distribution of SAF for the 52 stations, for durations of 40, 60, 90, and 120
minutes.
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Figure 16. Scatter plot showing the relationship between elevation and SAF for 60 minutes.
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4. Conclusions
The effects of duration, season, storm type, way of totalizing, and location on the variability
of SAFs were analyzed, using records from 52 weather stations located in Switzerland. The
results show that SAFs have a strong random nature and large variability (1.04 – 1.22). SAFs for
a given location and duration can significantly vary just because of the different ways of
totalizing rainfall over fixed durations. However, if SAFs are averaged over all possible ways of
totalizing as well as over all stations, then the average SAF for a sampling ratio SR = 1 and ARI
= 2 years remains relatively constant across durations, at around 1.12. For our two shorter
durations, the average SAF is slightly smaller, increasing with duration; this behavior is probably
an effect caused by using 10-minutes instead of truly continuous rainfall data.
SAFs do not show any relationship with location, nor altitude. On the other hand, SAFs
calculated by using only convective events are, on average, significantly higher than SAFs
computed for non-convective events. This difference is higher at low durations, decreasing as
duration increases. The same effect is observed when comparing between seasons: SAFs
calculated for the warm season are, on average, higher than those obtained for events from the
cold season. This occurs because the warm season is composed mostly of convective events, and
the cold season of non-convective events. The temporal distribution of the rainfall events used
for frequency analysis was studied to clarify why SAFs computed only with convective events
are, on average, higher than those computed only for non-convective storms. It was found that
non-convective precipitation events tend to have a more uniform temporal distribution and
longer durations than convective events, which explains why SAFs calculated with nonconvective events are lower than those for convective events.
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From our results, it is clear that at temperate locations without convective events, one should
use lower SAFs than those recommended in the literature, at least for our range of durations.
We studied the relationship between SAFs and the proportion of convective and nonconvective events within the samples used for frequency analysis, finding no clear relationship.
However, the coefficient of determination between SAFs and the proportion of non-convective
events in the sample increases with duration, from near zero for 20 minutes to close to 0.2 for
120 minutes, which hints at a better relationship for longer durations. The poor results can be
explained because all 52 stations used in this study have a similar proportion of storm types,
dominated mostly by convective events. Therefore, there is no representation of stations with a
mixed distribution, or a distribution dominated by non-convective storms.
Additional research is needed to improve these results for shorter durations (say, under 40
minutes), but this requires data with a much higher temporal resolution, probably around one
minute. In addition, a broader dataset with rain gauges located in regions with different climates
is necessary to perform a more robust spatial and storm type distribution analysis. When dealing
with daily extremes Dwyer and Reed (1995) recommended using a higher SAF at locations
dominated by non-convective events than in places with prevailing convective events, which is
the opposite of what we found for durations below two hours. It would be interesting to see how
this relationship changes as duration increases from 1 hour to one day. Also, SAF interpolation
maps could be computed using a subsample of the 52 stations (for example, 42 stations) to
calculate SAF-contour maps, and the remaining 10 for verification, to check whether
interpolation maps are a better way of predicting local SAF values, against using just an average
everywhere.
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