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1. INTRODUCTION 
Consider a system of n first order ordinary differential equations written 
in vector form as 
x’ = f@, x), (’ = d/dt) (1) 
where f is defined for - co < t < 0~) and x in an open subset D of real 
n-space Rn. We assume: 
(Al) f is uniformly continuous in (t, x) for - co < t < 00 and x on com- 
pact subsets of D. 
(A2) For each fixed x in D, f(t, x) is almost periodic in sense of H. Bohr as a 
function of t. 
(A3) Given any function g(t, x) in the closed hull of f(t, x), solutions of the 
system 
x’ = g(4 x), (2) 
are unique. 
(A4) There is a compact set Q C D and a solution 4(t) of (1) such that 
4(t) E Q for all t > 0. 
The following results are proved: 
THEOREM 1. If (Al)- (A4) hold, then for each g(t, x) in the closed hull 
of f(t, x) system (2) has a recurrent solution. 
THEOREM 2. Let (AI)-(A4) hold. If the solution b(t) given in (A4) is 
stable under constant disturbances, then for each g(t, x) in the closed hull of 
f(t, x) there is an almost periodic solution of system (2). 
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We remark that Seifert [ZZ] has proved that if 4(t) is uniformly asymptoti- 
cally stable in the large, then b(t) is almost periodic. Putnam [II] has a related 
result for incompressible autonomous systems. Deysach and Sell [I, 131 have 
shown that if a system is periodic and has a uniformly stable solution, then it 
has an almost periodic solution. Theorem 2 above was motivated by the 
results of Deysach and Sell and our proof is a natural generalization of their 
work. 
Before beginning our proofs we establish some notation and conventions. 
Let F(t, s, x, g) be the solution such that 
F(t, s, 2, g) = x + /‘g(u, F(u, s, x, g)) du. 
s 
I f  f  = 0, write F(t, 0, x, g) = F(t, x, g). 
A function g(t) is recurrent if it is defined for all t E R1 and if for each 
E > 0 there is T(E) > 0 such that for any real numbers u and w the distance 
from g(U) to the set {g(t); v  < t < v  + T(6)) is less than E. 
The closed hull off, denoted by a(f), is the set of all functions g(t, x) 
such that there is a real sequence {tm,} with limit f(t + t, , x) = g(t, x) as 
m + 00 uniformly for all t and all x on compact subsets of D. Let D,, be an 
increasing sequence of compact sets which fill D and let d,, be the uniform 
norm on R1 x D, . Then 
d=z dn 
2” (4 + 1) 
is a metric for n(j) such that (B(f), d) is compact. 
2. DYNAMICAL SYSTEMS: PROOF OF THEOREM 1 
Pick any h in R1 and any g in l?(f). Define 
g& 4 = At + h, 4 for all tER1, XED. (3) 
I f  F(t, x, g) exists, define 
a(4 x, g) = (I;‘@, x7 g), g,). (4) 
We shall show that there is a compact subset A C D x R(f) such that 7r 
defines a dynamical system on A, cf. [IO, pp. 327-81 for the definition of a 
dynamical system. Let A be the positive limit set of the map (+(t),fJ where 
d(t) is the solution given in (A4). Then A consists of all pairs (a, g) such that 
there is a sequence t,,, -N 00 as m + co with +(tm) + z in the norm topology 
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of Rn and f(t + t, , x) -+g(t, x) in the metric topology of n(f). That (A, n) 
is a dynamical system follows from Lemmas l-4 below. 
LEMMA 1. Let (Al)- (A4) hold. Let F(t, z, g) be a solution of (2) which 
is in the compact set Q for all t 3 0. If {tm> is any sequences with F(t,,, , z, g) -+ y, 
g(t + L , x) -+ h(t, x) and t, + oc, as m---f CO, then there is a subsequence 
{t,,J of {tm} such that 
qt + 4nk , z, g) +F(t, Y, h) a.~ k-+co 
u+nmly on compact subsets of - a3 < t < ~0. 
Lemma 1 follows easily from the results of [8, Theorem 11. 
LEMMA 2. A is a compact set which is invariant under r. 
Proof. From the definition of A it is clear that A is a’closed set. If (y, h) 
is in A, then y is the compact set Q and h is in the compact set n(f). Since A 
is a closed subset of the compact set Q x R(f), A is compact. 
To prove invariance we must show that whenever (y, h) E A, then 
x(t, y, h) E A for all real t. Let (tm} b e a sequence with t, -+ co, +(t,,J -+ y 
and f(t + t, , x)+h(t,x) as m-+co. With g=f and +(t)=F(t,x,g) it 
follows from Lemma 1 that (F(t, y, h), h,) = a(t, y, h) E A for all real t. 
This proves Lemma 2. 
LEMMA 3. ~(0, y, h) = (y, h). 
LEMMA 4. ~(t, ~(s, y, h)) = r(t + s, y, h). 
Proof. Using (3), (4) and (A3) we see that 
and 
+ + s, y, h) = (FP + s> Y> 4, h,+& 
+, y, 4 = Ph Y, 4, 4, 
~(t, F(s, y, h), hs) = (W + s, Y, hh hi,,). 
This proves Lemma 4. 
LEMMA 5. Ift,-+t,x,+x,andg,,,+gasm-+cowithall(x,,g,,,)~A, 
then +n , x, ,gm)--+4t, x,g> as m--t co. 
Proof. From Lemma 2 it follows that the sequence of functions 
{Fk x,n , g,)} is equicontinuous and uniformly bounded on - co < t < 00. 
Using the uniqueness (A3) and a contradiction argument, Lemma 5 is 
easily proved. 
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Since (A, x) is a compact dynamical system, it follows from the classical 
theory of dynamical systems (cf. [9, pp. 374-3751) that A contains a minimal 
set. Each trajectory {~(t, x,g); t E RI} of th is minimal set is recurrent. I f  
(F(t, z, g), gt) is any fixed recurrent trajectory, the function F(t, x, g) is also 
recurrent as a function of t. Let h be any other function in Z?(f). There is a 
sequence t, + co as m ---f cc with g(t + t, , x) + h(t, x). Since F(t, z, g) E Q 
for all t, we may assume that F(t,,, , z, g) -y as m + CO for some point y  
in the compact set Q. Applying Lemma 1 above it follows from the uniform 
convergence and the recurrence of F(t, z, g) that F(t, y, h) is also recurrent. 
This proves Theorem 1. 
3. PROOF OF THEOREM 2 
Let R(t, x) be a continuous function of (t, x) for - CO 
x E D. Consider the system 
x’ = f@, x) + R(t, x), 
whose general solution is denoted by F(t, s, x, f + R). 
< t<aand 
(5) 
DEFINITION. A sozution x(t) of (1) is called stable under constant distur- 
bances (stable ucd) if and only iffiw each E > 0 there exists 8(e) > 0, depending 
only on E, such that whenever 
on the set 
I Y - 4s) I < W I WY 4 I < w 
((6 x); t 3 4 I x - x(t) I -=c e>, 
O?lJ?has 
for all t > s. 
I x(t) -w, S,Y,f + 3 I < Es 
LEMMA 6. Let the hypothesis of Theorem 2 hold. If (F(t, x, g), gt) is a 
recurrent trajectory in the set A, then the following conditions hold: 
(i) F(t, z,g) is stable ucd. 
(ii) Given l > 0 there is a g(e) > 0 such that ;f ) z - y / <g(e) and 
dk, h) -=c g(e) then 
I W, z, g) - F(t, y, A) I -c e fw all t > 0. 
(iii) F(t, z,g) is almost pet%dk in t. 
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Proof. To prove (i) pick E > 0 so small that the distance from the compact 
set Q to the boundary of D is greater than 2~. Let 8(c) be the function obtained 
from the stability ucd of $(t). Note that for any T > 0 the function 4(t + T) 
is a solution of x’ = f(t + T, x) which is stable ucd with the same B(E). 
Using the definition of the metric d, there is a p(c) > 0 such that for any 
h and K in I?(f) if d(h, K) <p(e), then 
1 h(t, x) - k(t, x) 1 < y- , 
for all t E R1 and all x in the c-neighborhood of Q. Let 
S,(F) = min I S(4) p(c), 2 . 1 
For any trajectory (F(t, w, h), h,) in A suppose 1 y - w 1 < S,,(C) 
and s(t, LX) is a continuous function with 1 5’(t, x) I < So on the set 
{t 3 a I x - F(t, w, h) < l }. There is a number T > 0 such that 
I WI - w I < 444 and 4fT 3 4 < U+ 
Thus 
I VI - w I < WV and I 4(T) -Y I < W2). 
Since for all t > 0 
I d(t + T) - F(t, w, A) I ==c 4, 
we have 
((4 x); t > 0, I x - W + T) I -=E 4) C ((4 4; t 2 0, I x - F(t, w, 4 I < + 
Hence 
I f(t + T, 4 - W, 9 - s(t, 4 I -=I W2), 
on the set {t > 0, 1 x - $(t + T) I < 42). From the definition of 6(e) it 
follows that for all t > 0 
and 
/ #(t + T) -F(t, w, h) I < e/2, 
I~(t+T)--F(t,y,h+S)I<E/2, 
(6.4 
(6-b) 
IF(t,w,h)--(t,y,h+S)l cr. (6.4 
To prove that the solution F(t, z, g) is stable ucd pick any E > 0 and let 
S,(C) be as defined above. Given s > 0, y and R with 
I Y - F(sv ~3 d I -=c &,k), 
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and 1 R(t, X) ) < 6,(r) on the set 
define w =F(s, z,g), h =g, and S = R, and apply (6.~) above. Noting that 
and 
F(t+s,s,y,g+R)=F(t,y,h+S), 
we see that line (6.~) implies 
IF(t+s,z,g)--(t+s,s,y,g+R)I<E, 
for all t 2 0. Since s, y, and R were chosen arbitrarily, this proves (i). 
To prove (ii) let 
I 
W2) PM g(e) = min 2, 2 , 
I 
and use the same proof as in part (i). 
To prove (iii) we note that (ii) implies the trajectory (F(t, z, g),g*) is 
positively Lyapunov stable with respect to the set {(F(t, x,g),g,); t E RI}; 
cf. [9, p. 3851 for the definition. Therefore, (i) and (ii) imply (iii) by the 
results of dynamical theory; cf. [9, p. 3891. This proves Lemma 6 and 
Theorem 2. 
COROLLARY 1. Let the hypothesis of Th.eorem 2 hold. Then there is an 
almost periodic fun&m p(t) such that 
limit /4(t) -p(t) 1 = 0 as t--t co. 
Further, each trajectory r(t, y, h) of A is almost periodic. 
Proof. Let (W, z, g), gt> b e any fixed almost periodic trajectory in A. Let 
(E%} be a positive null sequence. By the proof of Lemma 6, line (6.a), there 
exist numbers T, > 0 such that 
or 
Ib(t+Tm)--F(t,r,g)l <+z for all t > 0, 
IW-W--nz,s>g)l <ena for all t>T,. 
There is an almost periodic function p(t) and a subsequence of {T,) which 
we a8ain index by m such that 
IN--F(t--T,,z,g)I <ena for all t. 
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Thus for all t > T, 
I d(t) -P(t) I < kn . 
The second part of Corollary 1 follows from the first part and Lemma 1 
above. 
COROLLARY 2. Let (Al), (A2), and (A4) hold. Suppose f(t, 2) is locally 
Lipschitzian in x with Lipschitz constants independent of t. I f  4(t) is unijmnly 
asymptotically stable, then the conclusion of Corollary I holds. 
Proof. The Lipschitz condition on f  implies (A3). The hypothesis on f  
and + imply that d(t) is stable ucd; cf. [7, Theorem 141 and [6]. Thus the 
hypothesis of Corollary 1 hold. 
4. EXTENSIONS TO DELAY-DIFFERENTIAL EQUATIONS 
Some of the results of the previous sections may be extended to systems of 
delay-differential equations of the type considered by Krasovskii [4, Chap- 
ters 5 and 61 and others, e.g. [2,3,.5, I4]. Let h and H be fixed positive num- 
bers and let C, be the set of all continuous functions 4 mapping - h < s < 0 
into the subset ] x 1 < H of R”. Let I] 4 )( be the uniform norm on C, , that is, 
Suppose f(t, +) is a continuous mapping of R1 x C, into Rn such that f  
is almost periodic in t uniformly for 4 on compact subsets of C, . Let there 
exist a Lips&& constants K(H,) for each H, < H such that 
uniformly for t E R1, II #J 11 and I] # ]I < H, . 
Consider the system 
x’(t) =f(t, Xt), (’ = d/dt) (7) 
where zt E C, is defined by +(s) = x(t + s) for - h < s < 0. One may 
prove: 
THEOREM 3. If there is a solution xt of (7) with II xt II d Ho < H for all 
t > 0, then giben any g(t, +) E III(f) there is a recurrent solution of 
r'(t) = A4 Yt). (8) 
THEOREM 4. Let the hypothesis of Theorem 3 hold. If the solution xt is 
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uniformly asymptotically stable, then each system (8) has an almost periodic 
solution. 
The proofs of Theorems 3 and 4 are essentially the same as the proofs 
given in Sections 2 and 3 above. We remark that Massera’s converse theorem 
has been extended to systems of the form (7) by Krasovkii [4, p. 1461. 
Lemma 1 is true for system 7, cf. [9], and Malkin’s theorem on stability ucd 
can be appropriately extended, on compact invariant sets, to (7). 
The set A is defined as in Section 2. The map rr is defined in the same way 
for t > 0. Using the Lipschitz condition on f one may prove that r is well 
defined and continuous in (t, 4, g) for t 3 0, (4, g) E A. The map w may 
possibly be defined for t < 0 but one cannot generally prove continuity for 
t < 0. Thus r must be considered as a continuous semigroup of transforma- 
tions on A for t 3 0. To overcome this difficulty restrict the notions of 
invariance, recurrence, and almost periodicity to the half line t 3 0. The 
necessary “dynamical” theorems hold under this restriction, e.g. check the 
proofs in [IO, pp. 373-376, 384-3891. 
One then proves the existence of almost periodic solutions of (8) for t > 0 
extends these solutions to all t in the following way: since F(t, 6, g) is almost 
periodic for t 2 0 there is a sequence t, + 00 as m + co such that for all 
t>O 
I%Ag) -W + L,$,g) I < l/m. 
Using the analog of Lemma 1 above there is a subsequence of {tm} which we 
again index by m such that 
F(t + tm ,A g) -+F*(t, 4, g) as m-03 
uniformly on compact subsets of t E R1. The function F*(t, 4, g) is a solution 
of (8) which is an extension of F(t, 4, g) to - 00 < t < 03. In view 
of the uniform convergence, F*(t, $,g) will be almost periodic in t 
for -00<<<03. 
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