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Abstract
Advancement in technology has made the acquisition and storage of multimedia data easy and inexpensive to the end user. However
for effective use of the information available in the multimedia, efﬁcient and accurate retrieval methods are required. Multimedia
based retrieval systems extensively used texture based approach to interpret and recognize a scene image. The texture of an image
provides clue to the orientation, smoothness, symmetry, shape, regularity and coarness of the surface. The Local Binary Pattern
Variance (LBPV) is a texture feature where variance in contrast acts as adaptive factor during computation of local binary pattern
(LBP) histogram. The LBP combines both structural and statistical approaches to texture analysis. This paper proposes an LBP
Variance based approach to visual content based video retrieval. The proposed approach uses query by example paradigm for
retrieving similar clips from the video. Experiments conducted on TRECVID dataset shows the efﬁcacy of proposed approach.
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1. Introduction
The availability of video facility in smart phones, extensive usage of digital equipment along with high speed
communication network and availability of inexpensive storage media requires efﬁcient acquisition, sharing and
archiving of multimedia information. The day to day applications like video on demand, education, news analysis,
commercial analysis, entertainment etc. retrieve information from the repository of videos. Efﬁcient and accurate
retrieval is possible when a good description of the video content is present. Some of the ways in which retrieval can be
carried are free browsing, text based browsing and content based retrieval. In content based retrieval (CBR), searching
the multimedia repository is done by providing a sample about the actual contents of the desired image, audio or video
clip.
Videos are organised in an hierarchical structure of scene, shot and frame. Depending on the application area, either
scene, shot, or frame is considered as the fundamental unit for processing. For content based video retrieval, shot is
considered as a fundamental unit. Segmenting the video to its basic elementary units is essential for video content
analysis and video retrieval activities, which is followed by feature extraction from these basic units. These features
are then stored in the knowledge-base and later used for comparing with features of the query clip/shot.
The organisation of the paper is as follows. Section 2. presents some related works. In Section 3., the proposed
approach is described. Section 4. details the experiments performed followed by conclusion in Section 5..
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2. Related Works
Recently, there has been a phenomenal growth in multimedia related activities. Today people have access to various
applications based on visual information. There is a massive increase in the amount and quality of digital information.
Techniques to manage such large volume of information should be effective and simple. Among the various form of
information, video includes heterogeneousmedia like audio, text and visual. This allows for various kinds of retrievals.
This section provides some insight into video retrieval works present in the literature.
In8, the authors propose a content based similar video retrieval system called Cineast. It retrieves video sequence
based on the visual contents. Query pattern like query-by-examples (QbE) and query by sketch (QbS) are supported
by the system. The system uses large number of features. Major among them are color, edge, and motion. Variants
of color like average color, color histogram, chroma and saturation represent the global features. Regional features
used are color moments, color elements grids, dominant grid, edge histogram etc. Variants of motion feature include
directional motion histogram, regional motion sums etc. It is observed in this work that the presence of large number
of features require more computation time.
In4, the authors use query-by-sketch paradigm. Here each keyframe is described by a signature that captures the
distribution of color in the keyframe and edges. The user provides a sketch that consists of distinct color regions and
edges present in the scene. This sketch is submitted as query to the system. In2, the authors apply fuzzy C means
(FCM) for video retrieval. Shots of the query video are used to ﬁnd the initial FCM cluster centres and then these
shots from the repository are placed into one of the categories. Using Euclidean distance, the shots in a cluster and the
query video shot are compared. In6, caption text and keyframe are used for video retrieval. Angular radial partition
(APR) and edge cooccurence matrix are used as feature vector of the identiﬁed keyframe. For indexing and searching
the authors use artiﬁcial neural network library. In3, compressed sensing algorithm is combined with discrete cosine
transform and are used for query by example video retrieval. Similarity at video level, frame level, shot level are used
to retrieve alike videos from the database. In5, temporal signature of video is produced by frame-based-chi-square test.
Similarity value between query clips and video clips is found using Hausdroff distance.
Thus there are several methods for retrieving similar video clips using different types of visual features. The video
search and browsing methods are compared at Video Browser showdown (VBS) and the observation was that no
particular retrieval method outruns other retrieval approaches4. In this context, we have made an attempt to devise
an efﬁcient and more accurate content based video retrieval (CBVR) system based on texture properties of a frame
which possess invariance to illumination and hence is useful to some class of CBVR systems. The details of proposed
approach are presented in following section.
3. Proposed Method
Among the various CBVR systems, our approach uses query by example framework for retrieving similar clips
from a video. For retrieval task the video is ﬁrst segmented into shots. A shot is one of the basic structural unit of a
video and is considered suitable for video retrieval. Within a shot, consecutive frames have similar visual features and
hence from each shot, a key frame is obtained. A key frame is the still image representing the contents of a shot in
an abstract manner. Features of the key frames are stored in the database and used for comparing with the features of
the query frame. The proposed approach is shown in Fig. 1. Key frame extraction is done based on the method in9.
The method uses the colour distribution in spatio temporal dimension for the identiﬁcation of key frame.
For storage and retrieval, low level features are extracted from the key frames. Our work is based on texture feature.
Image texture gives information about the spatial arrangement of intensity in an image. In7, the authors present a
texture operator on gray scale image called local binary pattern (LBP). This operator symbolizes the spatial structure
of local image texture. It captures the local invariant features. In1 the authors propose a texture descriptor called local
binary pattern variance (LBPV). It is a variant of LBP where the LBP histogram is modiﬁed by augmenting it with the
local contrast variation in the texture content. In our approach, LBP variance (LBPV),1 is used to extract the features
from key frames. It is observed that the regions where the frequency of texture variation is high, the variance is also
high1. While computing the LBP code the variance in contrast is used as an adaptive weight. The LBPV histogram is
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Fig. 1. Overview of Proposed Approach.
computed as given in Equation 1.
LbpvP1R1(d) =
N1∑
ai=1
M1∑
a j=1
ω(LBPP1R1(ai , a j ), d), d[0, K ] (1)
where
ω(LBPP1R1(ai , a j ), d) =
{
V RP1R1(ai , a j ), LBPP1R1(ai , a j ) = d.
0, otherwise.
(2)
Here N1 and M1 is the size (row and column) of the image. The maximal LBP pattern value is represented by
K value7. P1 is total number of neighbours while R1 represents the neighbourhood radius. V RP1R1(ai , a j ) is the
rotation invariant variance measure and is deﬁned as
V RP1R1 =
1
P1
P1−1∑
p=0
(Tp − u)2
where Tp is gray value of the neighbouring pixel with u = 1P1
∑P1−1
p=0 Tp.
In order to retrieve similar clips, LBPV histogram is computed for all key frames and query frame. Euclidean
distance value is used to compute the similarity between a key frame and the query frame. The top ﬁve shots with
minimum distance are considered as similar clips.
4. Experimental Results
A report on the results obtained by conducting experiments on various videos is provided in this section. The
proposed approach is evaluated using the videos from TRECVID 2007 dataset. TRECVID is a yearly event, focusing
on video retrieval and related task. The experiments are conducted using Intel Core i5 processor and Windows
operating system. Implementation was done in MATLAB.
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Fig. 2. Identiﬁed Key Frames of BG36028 Video.
For evaluation of the proposed approach shots from each video were considered. Shots were identiﬁed from the
ground truth as given in the TRECVID dataset. These shots depict diverse scenes. Key frame from each shot was
retrieved based on the approach in 9. The key frames (partial) of two videos viz BG36028 and BG36182 are shown
in Fig. 2 and 3. Features are extracted from each key frame and placed in the knowledge-base. The time taken for
extracting the feature for a single frame on Intel Core i5 processor was 0.28 sec. In our experiments, scenes from each
video were identiﬁed and ground truth for each scene were manually labelled. The details of the scenes identiﬁed for
retrieval are given in Table 1.
832   B.H. Shekar et al. /  Procedia Computer Science  89 ( 2016 )  828 – 835 
Fig. 3. Identiﬁed Key Frames of BG36182 Video.
Table 1. Details of the Scene Identiﬁed for Retrieval.
Video Scene Scene
BG34901 Abstract Symbol Boy Anchor
BG36506 Shield object Person near bright blue light
BG36028 person indoor Anchor person
BG36028 Person outdoor
BG08 Building
BG36182 Lady in Park
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Fig. 4. Top Five Retrievals for the Query Images.
For a given query, the retrieval accuracy is measured based on the number of similar keyframes retrieved from the
database. The query frame along with the top ﬁve matching results are shown in Fig. 4.
To give a quantitative analysis of the proposed approach, metrics like precision, recall and F1 measures are used2.
Precision (Pr ) is the number of keyframes retrieved that are relevant. Recall (Rr ) is the number of relevant keyframes
that are retrieved. Let T 1 be the total number of retrievals for a given query, T 2 be the number of similar keyframes that
are retrieved and let T 3 be the total number of similar keyframes in the database. The precision is deﬁned as T2/T1
and recall is deﬁned as T2/T3. Table 2 gives the precision, recall and F1 = (2 ∗ Pr ∗ Rr )/(Pr + Rr ) measure for
the retrieval of various scenes. The experimental results shown in Table 2 demonstrate the strength of the proposed
approach.
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Table 2. Precision, Recall and F1 Score for Query Image.
Video Scene Precision Recall F1 Score
BG34901 Abstract Symbol 1.00 0.83 0.90
BG34901 Boy Anchor 1.00 1.00 1.00
BG36506 Shield object 1.00 1.00 1.00
BG36506 Person near bright blue light 0.80 0.66 0.72
BG36028 Person indoor 0.80 0.80 0.80
BG36028 Standing person 0.80 0.80 0.80
BG36028 Person outdoor 1.00 0.62 0.76
BG08 Building 0.80 0.80 0.80
BG36182 Lady in Park 0.80 1.00 0.88
Average 0.88 0.83 0.85
Fig. 5. Graphical Representation of Euclidean Distance between Query Frame and Key Frames.
Fig. 6. Graphical Representation of Sorted Euclidean Distance between Query Frame and Key Frames.
A graphical representation of the unsorted Euclidean distance of a querying image from the keyframes in database
is given in Fig. 5. A graphical representation of the sorted Euclidean distance is given in Fig. 6.
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5. Conclusions
This paper presents a content based approach to video retrieval considering, local binary pattern variance based
features, which is a variant of Local Binary Pattern. It captures the local contrast variance into the Local binary pattern
histogram. Being a variant of LBP, the features are rotation invariant. Here, the statistical and structural approaches
to texture analysis are combined. Experiments are done using a subset of videos from TRECVID 2007 dataset.
The experiments are conducted to demonstrate the suitability and the discriminative power of the proposed approach.
It further demonstrates the feasibility and effectiveness of the proposed approach in retrieving and ranking similar clips
from a dataset of videos of varying complexity. The time taken for extracting the feature is 0.28 sec demonstrates that
the approach can be used on most real time applications.
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