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Effective energy density determines the dynamics of
suspensions of active and passive matter
Ryan Krafnicka and Angel E. Garcíaab
October 23, 2019 The unique properties of suspensions containing both active (self-propelling) and passive matter,
arising from the nonequilibrium nature of these systems, have been widely studied (e.g., en-
hanced diffusion, phase separation, and directed motion). Despite this, our understanding of the
specific roles played by the relevant parameters of the constituent particles remains incomplete.
For instance, to what extent are the velocity and density of swimmers qualitatively distinguishable
when it comes to the resultant properties of the suspension as a whole, and when are they merely
two different realizations of the same thing? Through the use of numerical simulations, containing
both steric and hydrodynamic interactions, we investigate a new parameter, the effective energy
density, and its ability to uniquely describe the dynamics and properties of a hybrid system of ac-
tive and passive particles, including the rate of pair formation and the energy distribution amongst
different constituent elements. This parameter depends on both the density and the swimming
velocity of the active elements, unifying them into a single variable that surpasses the descriptive
ability of either alone.
1 Introduction
Active matter denotes a class of both living and non-living matter
which has the capacity to self-propel, through the use of either
external (e.g., laser light1) or internal (e.g., cell metabolism2)
energy sources. The methods of propulsion are varied, from
the use of flagella at the microscale, as in Chlamydomonas rein-
hardtii,3 to self-phoresis, as utilized by Janus particles,4,5 and
macroscopic beating wings, as in bird flight.6 While the mechan-
ics of individual swimmers are interesting to investigate in their
own right,7 collections of active matter additionally exhibit a vari-
ety of unique, emergent properties, including self-assembly,8 col-
lective motion,9–13, and clustering.14–17 These properties come
from the ability of active matter to drive itself out of thermal equi-
librium,18 violating the fluctuation dissipation theorem (FDT),19
although the applicability of equilibrium concepts and the degree
of the departure remain in question.20–22 The passive (non-self-
propelling) particles in hybrid systems, which contain both pas-
sive and active matter, also gain new properties owing to their
swimming neighbors. For example, passive particle diffusion sig-
nificantly increases,23–28 and effective attractive interactions de-
velop between otherwise noninteracting particles.29,30 The ap-
plications of active matter, beyond supplying information about
fundamental, ubiquitous systems, include drug and cargo deliv-
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ery,31 micromotors,32,33 water remediation,34 and biosensing.35
A thorough review of the past, present, and future of the field of
active matter has recently been published.36
An understanding of how the aforementioned properties de-
pend upon the parameters of a given system is, naturally, of
fundamental importance, and much progress has already been
made to this end. For example, one of the primary targets of
research has been quantifying the enhancement of particle diffu-
sion, which has been shown to be non-monotonic in passive par-
ticle size24 and increases approximately linearly with swimmer
density,25,26 as does the mean squared velocity.25 In addition,
raising the swimmer rotational diffusivity (alternatively, lower-
ing the correlation time or velocity) has been shown to enhance
the stability of solutions37 and reduce the rotational diffusivity
of passive tracers.38 Many of the effects of swimmer density and
velocity are, however, coupled, and cannot be separated, except
under certain simplifying assumptions (e.g., no interactions be-
tween swimmers). This is due to the hydrodynamic interactions
between swimmers,9,39 which cannot be qualitatively mimicked
by steric effects,30 and depends on the specific nature of the ac-
tive matter itself.
Given this realization, we propose a new parameter, called the
effective energy density, which combines the swimmer density
and velocity by accounting for the system-dependent coupling.
The input energy density of a system is ε = ρv2, where ρ is
the number density of swimmers and v is the swimming veloc-
ity. However, the effective (as experienced by the system) energy
density, ε∗, would only equal ε under the condition of completely
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independent swimmers. In reality, swimmers may preferentially
align themselves in parallel or perpendicular (or intermediate an-
gles), in pairs or higher order structures, depending on the spe-
cific nature of the swimming mechanism and the shape of the
swimmer.40 This causes the measured energy density to change.
For example, consider a suspension that has doubled the number
of swimmers, but each swimmer pairs up with one of the origi-
nal swimmers. This is effectively an unchanged number density,
with double the velocity (since the hydrodynamic flow fields su-
perpose), which yields ε∗2 = 4ε1; rather than double the energy
density, we have quadruple. While this example is extreme, it il-
lustrates the impact that interactions within a system cause, such
that density and velocity (as measured by other particles within
the solution) are dependent upon one another. We test the effi-
cacy of this parameter by analyzing a series of simulations, each
with different values of the density and velocity. In particular, we
find that it excels at predicting the distribution of energy within a
solution, the strength of transient vortices, and the rate of passive
particle interactions, in addition to clarifying a discrepancy in the
density dependence of passive particle diffusivity.
We perform simulations on a suspension containing both pas-
sive spheres and active rods, using a lattice Boltzmann fluid.41
The rods execute run-and-tumble motion, which involves alter-
nating periods of constant-velocity, one-directional propulsion
and randomized reorientation. This method of movement is used
by a variety of microscopic life forms, including Escherichia coli,
and allows an organism to perform a random walk through its
environment at long time scales (which, in natura, is biased to-
ward preferable environmental conditions42). Run-and-tumble
motion can be mapped to active Brownian motion,43 wherein the
reorientation is driven by ongoing fluctuations, rather than sep-
arate phases, and includes, for example, the dynamics of Janus
spheres.1,4,14 The rods are so-called pushers, which swim by
pushing against the fluid behind them (when combined with the
viscous friction force of the body on the fluid, the motion is force-
free). This is in contrast to pullers, which pull on the fluid in
front of them in order to achieve movement, and include C. rein-
hardtii (which is also a run-and-tumble particle44). Another com-
mon variety is the squirmer, which moves via a prescriped tan-
gential surface velocity,45 and includes Paramecium caudatum.46
There are additionally variants of active matter that contribute to
a system via rotation rather than translation.47,48 Each method
of swimming yields different hydrodynamic interactions between
swimmers and passive particles, and will necessarily result in a
different coupling between density and velocity, but the concept
of effective energy density can be applied to all of these.
2 Method
Simulations are performed in a two-dimensional (2D) box of size
L, similar to the quasi-2D format of certain experiments.26,29 Pas-
sive particles are represented as discs of diameter d, and active
particles are rods of length l and width w. For these simulations,
L/d ≈ 200 and the boundary conditions are periodic. The aspect
ratio of the swimmers is l/w= 3, and, for the size of E. coli (w =
1 µm), the simulations equate to roughly 1 minute in a 1 mm2
film, with a 1/6 µs time step. Hydrodynamic interactions and
flow fields are evaluated through the use of the Lattice Boltzmann
Method,41 which represents the fluid velocity distribution at ev-
ery point on a lattice and evolves through alternating collision
and propagation phases. The fluid-solid coupling follows the im-
mersed boundary method,49 and the cell size for this work is set
equal to w. The interaction between an object and the fluid is
calculated with a friction force,
F f (ri) = γi∑
j
(u(r ji )−v ji ), (1)
where u is the fluid velocity, v ji is the particle velocity at node
j, and r ji is the position of the jth node along the surface of the
object, with nodes placed roughly w apart from one another; the
force is calculated as a sum over j. The coupling constant, γi, is
proportional to the density and kinematic viscosity of the fluid,
along with a factor determined by the shape of a given particle.
This is simply another way of writing Stokes’ Law, Fd = 6piµRV ,
where 6piR is the shape factor (for a sphere), µ is the dynamic
viscosity (density times kinematic viscosity), and V is the relative
velocity of the fluid with respect to the embedded object (repre-
sented here as u−v).
Simulations take place in the low Reynolds number (Re)
regime, Re = vl/ν  1, where v is the particle velocity, l is the
particle length, and ν is the fluid kinematic viscosity. For these
simulations, the largest value of Re is 9×10−5. Re represents the
ratio between inertial and viscous forces; a low value indicates
very little system memory, where the friction eliminates momen-
tum against the current. Here the fluid velocity experiences only
transient departures from the particle velocity along a particle’s
surface, and the particle velocity essentially reduces to v= F/γ.
Swimmers experience an additional interaction with the fluid,
owing to their self-propulsion and tumbling phases, given by
Fr = ζ eˆ(1−θi),
Tr = ξi(t)θi,
(2)
where ζ is a constant that determines the swimming speed (v =
ζ/γ), ξi(t) supplies Gaussian distributed random values, eˆ is a
unit vector pointing in the direction a swimmer faces, and θi is a
boolean indicating the phase (θi = 0 for run, θi = 1 for tumble).
All fluid interactions have an equal and opposite force applied
onto the fluid itself, and the motion is force-free.
Steric effects are represented by an excluded volume repulsive
force directed perpendicular to the contacting surfaces, given by
Fe(ri,r j) ∝ max(ai+a j−|ri− r j|,0), (3)
where ai is the radius (d/2 or w/2) of the ith particle, and ri is
the position of the ith particle. For discs, r is at the center, and for
rods, r is the point along the centerline closest to the point of over-
lap. The position and angle of each particle are updated at each
time step by integrating the force and torque using a leapfrog al-
gorithm. In order to focus on the effect of the active matter itself,
we have neglected thermal fluctuations, which, in practice, have
a considerably smaller effect.23 For more detail, please see our
previous work.30
The primary simulation for this work uses the parameters of
our earlier work, which are set to give reasonable conditions for
a system of E. coli swimmers and latex beads. That is, for a length
scale of w = 1 µm, the kinematic viscosity and fluid density match
water, and the swimming velocity is 30 µm/s, suitable for E. coli.
The ratio of swimmers to passive particles is 10:1, with a total
area fraction of 0.1 and a swimmer area fraction of φ = 0.06. The
15 additional simulations reduce either the density or the velocity
of the swimmers in order to probe completely separate locations
of parameter space, with a low of 1/16 times the primary values.
In order to calculate the effective energy density ε∗ of a sim-
ulation, the swimmers must be partitioned into clusters, by use
of a clustering algorithm. In the present case - rod-like, run-and-
tumble pushers - the relevant organization is adjacent and par-
allel. Fluid entrainment inwards from both sides causes parallel
swimmers to attract one another, and the orientation (parallel or
antiparallel) does not change the shape of the flow, since the ob-
jects in question create symmetric, outward flows from the front
and the back. Thus, the important criteria for two objects to be
considered in the same cluster is the distance between their cen-
ters. A cutoff of 1.5w was used for clustering, and a single cluster
accounts for all connected swimmers; i.e., cluster size is not the
number of particles within 1.5w of an individual swimmer, but
rather the number of particles that can be connected through a
path of 1.5w or less distances between their centers. This cutoff
equates to a perpendicular gap of only half the swimmer width,
or a parallel separation of about one width, for example.
We approximate the velocity of a cluster of size N as Nv, where
v is the swimming speed of an independent swimmer. As a clus-
ter, or raft, of swimmers grows in number, this approximation
becomes less accurate, owing to the spacial scale of the unit, but
the majority of clusters are two or fewer in size, so this approxi-
mation is satisfactory. For a number density ρi of clusters of size
Ni, the partial energy density contribution is thus ε∗i = ρi(Niv)2/ε.
The total effective energy density is thus
ε∗ =
∞
∑
i=1
ρi(Niv)2/ε. (4)
Here a value of ε∗ = 1 (which is the minimum) indicates that
the effective energy density is unchanged from the presupposed
value, and necessarily requires all swimming units to be of size
one. While the sum theoretically extends to infinity, the largest
measured cluster gave ρ9 = 4.7× 10−8, which equates to an im-
measurable effect ε∗9 = 3.8×10−6. We note that the present values
of active matter density are well below the threshold of large-
scale collective behavior. In such a limit of high density, more
important elements than parallel groups of swimmers would be
needed to accurately describe ε∗. For example, this simple cluster-
ing algorithm couldn’t possibly incorporate the dynamics of bac-
terial turbulence50 or the Zooming BioNematic.9
3 Results
The effective energy density ε∗, as calculated by the aforemen-
tioned clustering algorithm, is shown in Fig. 1, as a function of
the (unitless) input energy density ε = ρpiv2τ2. This is equivalent
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Fig. 1 Effective energy density ε∗ as a function of the unitless input en-
ergy density ε, where ρ is the swimmer number density, v is the swimmer
run velocity, and τ is the run (correlation) time. The x-axis thus repre-
sents the number of other swimmers that a swimmer can reach during its
run phase. Green circles indicate constant density with varying velocity
values, and blue squares indicate constant velocity with varying density
values. Each parameter causes a different reaction in ε∗, and this de-
pends on the shape and nature of the swimmers themselves, as well as
the fluid.
to the typical number of swimmers within a circle of radius vτ
equal to the average distance traveled during a run phase. This
plot is not universal, as the shape will necessarily depend on the
physical nature of the swimmers and the fluid itself. Number den-
sity dependence is roughly linear, since the likelihood of meeting
up with another swimmer and forming a pair is proportional to
ρ; if there are twice as many particles, there are twice as many
collisions (per particle), which leads to double the departure from
ε. In contrast, the (squared) velocity dependence appears to sat-
urate relatively quickly. This is related to the fixed value of the
correlation time τ, which is the typical duration of a swimmer’s
run phase. At low velocities, the swimmers do not have enough
time to reach each other before changing course, at which point
any favorable orientations will most likely be lost. Thus, more
consecutive tumbling phases must result in adequate alignment,
reducing the chance of ever forming a cluster. Keep in mind that,
during tumbling, the effective radius of a swimmer is equal to
l/2, so that the minimum separation is no longer w. Values of
ε < 1 do not give enough time, on average, for nearby particles to
meet, since this is the number of particles within a swimmer’s run
distance. In fact, if we assume a correlation length of ε = 1 (for
an exponential decay), the estimated asymptotic value is ≈1.14,
which is a good fit to the data. Clearly, ε and ε∗ yield completely
different maps of ρ and v onto the same axis; therefore, whenever
one of them adequately describes the data, the other necessarily
fails. We will show that ε∗ does an excellent job in unifying the
parameters investigated in this work.
As a first test, we examine the energy contained in the fluid
itself, as represented by the average square fluid velocity, 〈u2〉, as
a function of ε∗, in Fig. 2. The constant α is the fractional energy
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Fig. 2 Fluid energy density 〈u2〉 as a function of the effective energy
density ε∗, where ρ is the swimmer number density, v is the swimmer run
velocity, and α is the fractional energy density of an isolated swimmer
multiplied by the domain size L2. The ideal limit would be a constant
value of 1. Green circles indicate constant density with varying velocity
values, and blue squares indicate constant velocity with varying density
values. ε∗ uniquely captures the fluid energy, despite the two curves
taking paths through separate parameters.
an isolated swimmer gives to the fluid, multiplied by the size of
the domain, L2; this constant normalizes the y-axis to a minimum
value of 1 and makes the quantity unitless. As can be seen, the
fluid reaches this theoretical value only at the limit of zero swim-
mer density and velocity, and otherwise extends well above it.
Furthermore, the curves for varying ρ and v show clear alignment
owing to the effective energy density construct. In other words,
the energy contained in the fluid is properly described by the sim-
ple clustering algorithm, and cannot be explained by assuming
independent swimmers operating at the input density and veloc-
ity. The departure of 〈u2〉 from the ideal value is more pronounced
than that of ε∗, owing to coordination between swimming units
at scales larger than the size of a swimmer (which is the limita-
tion of the clustering algorithm). While, as mentioned above, we
are not simulating systems in the limit of collective motion, pat-
terns do still emerge, which will be examined below. Surprisingly
though, our naive approximation of ε∗ still uniquely determines
the value of 〈u2〉.
The fractional energy density at the location of swimmers and
passive particles, as granted by the active matter, is shown in Fig.
3. Parts (a) and (c) give the passive and active fractions, respec-
tively; while ε∗ performs well at higher values, it fails to capture
the qualitative nature of low-velocity suspensions. This can be
understood in terms of the exclusion radius around a particle.
Since particles experience steric interactions, there is a limit to
how close they can be to one another, which limits the potential
strength of the fluid field at their centers. This is why the energy
density for passive particles, which have an exclusion radius of
3w, is below one. Swimmers have an exclusion radius of only
w, and, owing to their tendency to attract each other and form
groups, they reach values above one on average. Swimmers and
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Fig. 3 Relative energy density at positions of passive (a) and active (c)
matter, as a fraction of the average energy of the fluid, as a function of
the effective energy density ε∗. Corrections for the shape of swimmers,
due to the effective radius of the tumbling phase, are applied in (b) and
(d), showing that ε∗ is capable of aligning the curves, as detailed in the
main text. Green circles indicate constant density with varying velocity
values, and blue squares indicate constant velocity with varying density
values.
passive particles also attract each other, but the larger exclusion
radius has a greater impact on the total. Note that there is no
“self-interaction” energy density in these calculations. To see how
this leads to the qualitative change at low velocity values, con-
sider the effect of tumbling. When a swimmer enters the tumbling
phase, it rotates randomly about its center in order to change its
orientation for the next run phase. This causes the particle to
have an effective contact radius equal to half its length, rather
than half its width (here l = 3w). While this is irrelevant during
the tumbling phase itself (since the swimmer is not producing a
directed flow), this nevertheless increases the minimum distance
between particles at the start of a run phase. In the limit of very
low swimming velocity, this means that swimmers never reach
the minimum contact distance of a run phase, which necessarily
reduces the average energy density each particle experiences. In
contrast, at high velocities, the travel time back to the minimum
distance is only a small fraction of a run, and barely impacts the
results. Thus, the two curves align at upper velocities, but sep-
arate at lower velocities. We can compensate for this by adding
back the “lost” energy density, with the following approximation:
〈ε∗l 〉=
β (l−w)
2vτ
, (5)
where β is the energy density lost between the two exclusion
radii, and (l−w)/2 is the change in the exclusion radius itself.
When this is divided by the run length vτ, it represents the frac-
tion of time (and thus the impact on the average) that a swimmer
spends before it reaches the nearby particle. Parts (b) and (d)
show this correction, which essentially removes the shape factor
of the energy density, and realigns the two curves along the single
parameter ε∗.
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Fig. 4 Spatial velocity autocorrelation function Iv as a function of the
distance r divided by the interparticle spacing σ . The negative correlation
δ indicates the magnitude of long-distance coordination in the fluid, while
the point R indicates its size. The shape of this plot is identical for each
simulation, although the values of δ and R change based on ε∗ and ρ,
respectively.
While the distribution of energy gives insight into the activity
at specific points, it doesn’t tell much about the behavior of the
system as a whole. In order to investigate this, we turn to the
spatial velocity autocorrelation function, defined by
Iv(∆r) =
〈u(r, t) ·u(r+∆r, t)〉
〈u2〉 , (6)
where the averages are taken over space and time. An example
plot from one simulation, which shares the same shape as any
other in this parameter range, is given in Fig. 4. In such a plot,
a negative region indicates long distance coordination, including
the formation of swirls.9,25,50 The location of this minimum is
marked by R, and the depth by δ . Since Iv is nondimensionalized
by the average fluid energy, δ indicates the relative strength of the
coordination. R gives its size, in units of the interparticle spacing,
σ =
1√
piρw2
. (7)
At the highest density studied, σ ≈ 8 (eight times the width of a
swimmer). When formatted in this way, R is, remarkably, iden-
tical for any value of the density and velocity, as pictured in Fig.
5. This means that, if we zoom in on the system at the right
distance so that each one appears to have the same number den-
sity, we see the same structure of long-distance coordination. In
other words, this is a self-similar property of the solutions. While
difficult to compare a truly-2D simulation with pseudo-2D exper-
iments, the value of R ≈ 11σ seems reasonably in line with the
experimental work of Cisneros et al.9 The strength of the correla-
tion itself decays roughly linearly with ε∗, and is well represented
by it, as shown in Fig. 6. That is, the energy of large-scale struc-
tures in the fluid does itself correlate with the energy at individual
points. Thus, ε∗ is not only useful as a measure of point-averages
taken over the whole system, but for measuring the strength of
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Fig. 5 Long-distance coordination length R in units of the interparticle
spacing σ as a function of the effective energy density ε∗. The coordina-
tion scale remains a self-similar constant across all values of ε∗ exam-
ined. Green circles indicate constant density with varying velocity values,
and blue squares indicate constant velocity with varying density values.
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Fig. 6 Spatial velocity autocorrelation function depth δ as a function of
the effective energy density ε∗. The data show a roughly linear descrease
with ε∗, and follows the same line for both parameter changes. Thus, ε∗
is capable of yielding larger scale information in addition to point energy
distributions. Green circles indicate constant density with varying velocity
values, and blue squares indicate constant velocity with varying density
values.
1.10 1.15 1.20 1.25 1.30 1.35 1.40
p∗
0.0
0.5
1.0
1.5
2.0
2.5
f
∆v
∆ρ
Fig. 7 Frequency of passive particle events (per particle, per run time
τ) as a function of effective momentum density p∗. This represents all
collisional events between passive particles, such as pair formation and
deformation and large-scale cluster activity. The parameter p∗ is a simple
function of ε∗, as given in the text, and aligns the curves along different
parameters. Green circles indicate constant density with varying velocity
values, and blue squares indicate constant velocity with varying density
values.
extended structures as well. This is not particularly surprising
when we consider that the energy of any hydrodynamic structure
must come from the available energy produced by the swimmers
themselves, which is, as has been shown, a function of ε∗, rather
than ε. In our simulations, we see the onset of many large-scale
swirling formations, although they are predominantly transient.
Keep in mind that, at these densities, “large-scale” vortices do not
include a large number of swimmers in tight polar order along the
perimeter, unlike the wide packs of ordered swimmers in dense
systems.9,50 Again, the strength of these swirls is comparable in
magnitude to those investigated by Cisneros et al.,9 which is not
particularly surprising, even given the difference in parameters
and setup, since the value itself does not change significantly.
An important property of passive particles in an active bath is
the lifetime of their combined structures, such as the pairs formed
by effective attractions.29,30 The rate at which particles combine
and separate can be defined in terms of an event rate parameter f ,
the number of events per particle per time interval τ, displayed in
Fig. 7. Since this parameter is a rate rather than an energy, we use
a derived momentum-like quantity for the dependent variable,
p∗ = 1+
√
ε∗−1, (8)
which is simply formed by taking the square root of the energy
density change as the momentum change. The event rate has a
roughly linear dependence on p∗, and the alignment of the two
curves is once again excellent, displaying the ability of ε∗ to accu-
rately describe the system for rates in addition to energies. That
is, the additional momentum of the fluid field is adequately de-
scribed with the same clustering method, and determines the rate
at which passive particles collide into one another and split apart.
Unsurprisingly, the scale of the event rate is equal to one event
per particle, per run duration τ. Free or paired passive particles
are most likely to remain stable on this timescale since anything
nearby (already connected or otherwise) is expected to move in a
similar fashion. Larger clusters are more likely to break up since,
as can be clearly seen in Fig 4, the correlation of fluid velocity
drops substantially within a few σ .
In contast to the above properties, it is difficult for ε∗ to cap-
ture the qualitative diffusive properties of low-velocity systems.
This is because, as the swimming velocity approaches zero, the
spatial configuration of the system becomes a constant, leading
to very high velocity correlation. Obviously, a low-density, high-
velocity system will never capture the same physics, so equivalent
values of ε∗ must give different values. The essential fact here is
that long-term diffusion is more about the speed at which the
swimmers move than it is about the strength of the velocity flow
coming off of them. Patteson et al.24 have found that the Péclet
number, Pe = vl/D0, is a suitable parameter for collapsing differ-
ent velocity and density values when describing passive particle
diffusivities in an active bath, where D0 is the diffusivity of a ther-
mal system without active matter. In our calculations, in order to
specifically examine the active contributions, we have neglected
D0, so Pe=∞. However, the clustering algorithm and the concept
of ε∗ can still be leveraged to improve upon this relationship. The
diffusion is defined as
D=
〈(∆r)2〉
4∆t
, (9)
which is simply the mean squared displacement (MSD) on a time
interval ∆t. With active systems, this value changes depending on
the time scale (super-diffusive at short times, simple diffusion at
long times), so we take the long time limit of the slope of MSD
vs. time in order to determine the diffusion. Following Patteson
et al., we also define the dimensionless diffusivity as24
D¯=
D
ρvl3
, (10)
for 2D. This quantity should be independent of the density, and
depend merely on vτ/l, since we are at high Pe. However, we see
in Fig. 8 a linear decay of D¯ with swimmer density for the unal-
tered value. When we use the results from clustering to extract
the effective density ρ∗ from ε∗, the agreement improves substan-
tially. This is because, when we increase the density, some of the
added amount is lost to attractive interactions, and the variance
in the velocity field, over time, becomes lower than anticipated.
Meanwhile, these formations increase the energy density, as we
have seen above. Despite the improvement, there is still a slight
downward trend in the data, indicating that this simple approxi-
mation is not a perfect tool for explaining the density dependence
of D at high values of Pe. Certainly there must be some impact
of the additional fluid velocity granted by groups of swimmers,
although, understandably, not in the same fashion as the energy
density itself. As already mentioned, the assumption that a clus-
ter of swimmers acts as a single swimmer at the center would also
affect this result, since the spatial distribution of the swimmers is
especially important for diffusivity. A more refined approach to
determining the effective density, as pertains to particle diffusion,
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Fig. 8 Passive particle dimensionless diffusivity D¯ as a function of the
active particle density. Diffusion is impossible to align at low values of
velocity and density using ε∗ since, at low velocity, the correlation of par-
ticle velocity skyrockets. However, the effective number density ρ∗ gives
results much closer to the experimental linear relationship between dif-
fusion and density, 24,26 which would yield a constant value of D¯. Green
circles indicate input density, and blue squares indicate effective density.
would therefore yield an even better correction. Nevertheless, the
improvement granted by this simple algorithm is substantial, and
shows the potential for it to prove useful even in situations where
it is not obviously applicable.
4 Conclusions
We have investigated a new parameter, dubbed the effective en-
ergy density ε∗, and its ability to uniquely predict the properties
of hybrid solutions containing both active and passive matter. It
unifies the (coupled) effects of swimmer density and velocity to
improve our understanding of how energy is applied to a system
through its active elements. The parameter excels at describing
the energy distribution in the fluid, both on average and at the
locations of each type of particle. The energy at particle locations
can be understood in terms of the exclusion volume surround-
ing the particle (a reduction), its interactions with the swimmers
(positive for attraction, negative for repulsion), and the available
energy within the fluid itself. Furthermore, it predicts the strength
of larger-scale structures within the fluid, such as vortices. When
converted into the momentum-like quantity p∗, it can also be used
for determining the event rates of a system, including particle
collisions and pair formation. None of these measurements can
be adequately explained using the unaltered energy density, as
the two parameters have completely different scaling with den-
sity and velocity. While it cannot describe the qualitative roles
of velocity and density in passive particle diffusivity, the derived
effective density, ρ∗, allows the results to reflect the experimen-
tal predictions24,26 much better that the raw swimmer density
itself. Despite this success, the clustering algorithm is limited in
its efficacy to systems below the threshold of large-scale collec-
tive motion, such as turbulence50, and when considering proper-
ties that depend strongly on the distance the swimmers travel, or
the spatial extension of groups of swimmers, rather than the hy-
drodynamic field they create specifically. The spatial separation
effect could be compensated for by removing the assumption that
clusters act as point particles with a net field based on the parti-
cle count. It would be interesting to see if enhancements to the
algorithm used to define ε∗ could allow its predictions to extend
to the dynamics of highly coordinated swimmer motion in dense
systems, and could be explored in future work on the matter.
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