In this work a method for statistical analysis of time series is proposed, which is used to obtain solutions to some classical problems of mathematical statistics under the only assumption that the process generating the data is stationary ergodic. Namely, three problems are considered: goodness-of-fit (or identity) testing, process classification, and the change point problem. For each of the problems a test is constructed that is asymptotically accurate for the case when the data is generated by stationary ergodic processes. The tests are based on empirical estimates of distributional distance.
Introduction
Overview. In this work we consider the problem of statistical analysis of time series, when nothing is known about the underlying process generating the data, except that it is stationary ergodic. There is a vast literature on time series analysis under various parametric assumptions, and also under such non-parametric assumptions as that the process has a finite memory or possesses certain mixing rates. While under these settings most of the problems of statistical analysis are clearly solvable and efficient algorithms exist, in the general setting of stationary ergodic processes it is far less clear what can be done in principle, which problems of statistical analysis admit a solution and which do not. In this work we propose a method of statistical analysis of time series, that allows us to demonstrate that some classical statistical problems indeed admit a solution under the only assumption that the data is stationary ergodic, whereas before solutions only for more restricted cases were known. The solutions are always constructive, that is, we present asymptotically accurate algorithms for each of the considered problems. All the algorithms are based on empirical estimates of distributional distance, which is in the core of the suggested approach. We suggest that the proposed approach can be applied to other problems of statistical analysis of time series, with the view of establishing principled positive results, leaving the task of finding optimal algorithms for each particular problem as a topic for further research.
Here we concentrate on the following three problems: goodness-of-fit (or identity) testing, process classification, and the change point problem. Goodness-of-fit testing. The first problem is the following problem of hypothesis testing. A stationary ergodic process distribution ρ is known theoretically. Given a data sample, it is required to test whether it was generated by ρ, versus it was generated by any other stationary ergodic distribution that is different from ρ (goodness-of-fit, or identity testing). The case of i.i.d. or finitememory processes is widely studied (see e.g. [7] ); in particular, when ρ has a finite memory [22] proposes a test against any stationary ergodic alternative: a test that can be based on an arbitrary universal code. It was noted in [27] that an asymptotically accurate test for the case of stationary ergodic processes over finite alphabet exists (but no test was proposed). Here we propose a concrete and simple asymptotically accurate goodness-of-fit test, which demonstrates the proposed approach: to use empirical distributional distance for hypotheses testing. By asymptotically accurate test we mean the following. First, the Type I error of the test (or its size) is fixed and is given as a parameter to the test. That is, given any α > 0 as an input, under H 0 (if the data sample was indeed generated by ρ) the probability that the test says "H 1 " is not greater than α. Second, under any hypothesis in H 1 (that is, if the distribution generating the data is different from ρ), the test will say "H 0 " not more than a finite number of times, with probability 1. In other words, the Type I error of the test is fixed and the Type II error can be made not more than a finite number of times, as the data sample increases, with probability 1 under any stationary ergodic alternative.
A comment on this setting is in order. When the alternative H 1 is less general, e.g. distributions that have finite-memory [11] or known mixing rates, one typically seeks a test that has optimal rates of decrease of probability of Type II error to 0. For our case, when the alternative is the set of all stationary ergodic processes, this rate is necessarily non-uniform. In this sense, the property that we establish for our test is the strongest possible. Observe that the notion of consistency that we consider is stronger than requiring that the test makes only a finite number of errors (either Type I or Type II) with probability 1, the setting considered, for example, in the cases when H 0 is composite, or for the process classification problem that we address in this work. Process classification. In the next problem that we consider, we again have to decide whether a data sample was generated by a process satisfying a hypothesis H 0 or a hypothesis H 1 . However, here H 0 and H 1 are not known theoretically, but are represented by two additional data samples. More precisely, the problem is that of process classification, which can be formulated as follows. We are given three samples X = (X 1 , . . . , X k ), Y = (Y 1 , . . . , Y m ) and Z = (Z 1 , . . . , Z n ) generated by stationary ergodic processes with distributions ρ X , ρ Y and ρ Z . It is known that ρ X = ρ Y , while either ρ Z = ρ X or ρ Z = ρ Y . It is required to test which one is the case. That is, we have to decide whether the sample Z was generated by the same process as the sample X or by the same process as the sample Y . This problem for the case of dependent time series was considered for example in [11] , where a solution is presented under the finite-memory assumption. It is closely related to many important problems in statistics and application areas, such as pattern recognition, classification, etc. Apparently no asymptotically accurate procedure for process classification has been known so far for the general case of stationary ergodic processes. Here we propose a test that converges almost surely to the correct answer. In other words, the test makes only a finite number of errors with probability 1, with respect to any stationary ergodic processes generating the data. Unlike in the previous problem, here we do not explicitly distinguish between Type I and Type II error, since the hypotheses are by nature symmetric: H 0 is "ρ Z = ρ X " and H 1 is "ρ Z = ρ Y ". Change point estimation. Finally, we consider the change point problem. It is another classical problem, with vast literature on both parametric (see e.g. [2] ) and non-parametric (see e.g. [6] ) methods for solving it. In this work we address the case where the data is dependent, its form and the structure of dependence is unknown, and marginal distributions before and after the change may be the same. We consider the following (off-line) setting of the problem: a (real-valued) sample Z 1 , . . . , Z n is given, where Z 1 , . . . , Z k are generated according to some distribution ρ X and Z k+1 , . . . , Z n are generated according to some distribution ρ Y which is different from ρ X . It is known that the distributions ρ X and ρ Y are stationary ergodic, but nothing else is known about them. Most literature on change point problem for dependent time series assumes that the marginal distributions before and after the change point are different, and often also make explicit restrictions on the dependence, such as requirements on mixing rates. Nonparametric methods used in these cases are typically based on KolmogorovSmirnov statistic, Cramer-von Mises statistic, or generalizations thereof [6, 4, 9] . The main difference of our results is that we do not assume that the singledimensional marginals (or finite-dimensional marginals of any given fixed size) are different, and do not make any assumptions on the structure of dependence. The only assumption is that the (unknown) process distributions before and after the change point are stationary ergodic. Our result is a demonstration of that asymptotically accurate change point estimation is possible in this general setting. Related problems. Let us briefly relate the three problems for which we present consistent tests to other problems of statistical analysis of stationary ergodic time series. First, a closely related problem is that of homogeneity testing. The problem is as follows: given two samples, one has to decide whether they were generated by the same process distribution or by different ones. While solutions to this problem exist for i.i.d. data (see for example [3, 26] , and references therein), for stationary ergodic processes (and even for a smaller class of B-processes) a consistent test does not exist, even in the binary-valued case, as was shown in [24] . This problem is closely related to change point detection problem: given a single sample, one has to decide whether there was an abrupt change of distribution somewhere. If we know that there was such a change, then we can give an asymptotically consistent estimate for it, as we show here; however, if it is not known that the change point exists, nobody can construct a consistent change point test, because there is no consistent test for homogeneity. In other words, we can tell where a change point is, if there is one, but we cannot (in general) tell whether there is one or not (in the case of stationary ergodic distributions). Observe that the process classification problem described above turns out to be easier than homogeneity testing: a consistent test exists for the former (constructed in this work) but not for the latter.
Other hypothesis testing problems that concern stationary time series include testing for having a certain memory (i.e. testing the hypothesis "k-order Markov process" versus "stationary ergodic, not k-order Markov"), testing for membership to parametric families, and others [12, 16, 17, 21, 22] . Some recent general results that characterize those hypotheses about finitely-valued ergodic processes that can be tested are provided in [23] . Finally, a related problem is that of prediction or forecasting [19, 14, 15, 20] .
In this respect, the results of the present work clarify which problems can and which cannot be solved, when the only assumption on the data is that it is stationary ergodic. Methodology. All the tests that we construct are based on empirical estimates of the so-called distributional distance. For two processes ρ 1 , ρ 2 a distributional distance is defined as
where w k are positive summable real weights, e.g. w k = 2 −k and B k range over a countable field that generates the sigma-algebra of the underlying probability space. For example, if we are talking about finite-alphabet processes with the binary alphabet A = {0, 1}, B k would range over the set A * = ∪ k∈N A k ; that is, over all tuples 0, 1, 00, 01, 10, 11, 000, 001, . . . (of course, we could just as well omit, say, 1 and 11); therefore, the distributional distance in this case is the weighted sum of differences of probabilities of all possible tuples. In this work we consider real-valued processes, so B k have to range through a suitable sequence of intervals, all pairs of such intervals, triples, etc. (e.g. we can use a sequence of partitions into cubes of decreasing volume, see the next section for formal definitions). Although distributional distance is a natural concept that, for stochastic processes, has been studied for a while [10] , its empirical estimates have not, to our knowledge, been used for statistical analysis of time series. We argue that this distance is rather natural for this kind of problems, first of all, since it can be consistently estimated (unlike, for example,d distance, which cannot [18] be consistently estimated for the general case of stationary ergodic processes). Secondly, it is always bounded, unlike (empirical) KL divergence, which is often used for statistical inference for time series (e.g. [7, 22, 1, 8, 13] and others). Other approaches to statistical analysis of stationary dependent time series include the use of (universal) codes [12, 22, 21] . Here we first show that distributional distance between stationary ergodic processes can be consistently estimated based on sampling, and then apply it to construct consistent tests for the three problems of statistical analysis described above.
Although empirical estimates of the distributional distance involve taking an infinite sum, in practice it is obvious that only a finite number of summands has to be calculated. This is due to the fact that empirical estimates have to be compared to each other or to theoretically known probabilities, and since the (bounded) summands have (exponentially) decreasing weights, the result of the comparison is known after only finitely many evaluations. Therefore, the algorithms presented can be applied in practice. On the other hand, the main value of the results is in the demonstration of what is possible in principle; finding practically efficient procedures for each of the considered problems is an interesting problem for further research. A closely related but more practical approach is that of tests based on universal codes [21, 20] .
Preliminaries
We are considering (stationary ergodic) processes with the alphabet A = R. The generalization to A = R d is straightforward; moreover, the results can be extended to the case when A is a complete separable metric space. We use the symbol
Elements of A * are called words or sequences. For each k, l ∈ N, let B k,l be a partition of the set R k into k-dimensional cubes of with volume h
since this set is countable we can introduce an enumeration B = {B i : i ∈ N}. The set {B i × A ∞ : i ∈ N} generates the Borel σ-algebra on R ∞ = A ∞ . For a set B ∈ B let |B| be the index k of the set B k that B comes from: |B| = k : B ∈ B k . For a sequence X ∈ A n and a set B ∈ B denote ν(X, B) the frequency with which the sequence X falls in the set B ν(X, B) := We use the symbol S for the set of all stationary ergodic processes on A ∞ . The ergodic theorem (see e.g. [5] ) implies that for any process ρ ∈ S generating a sequence X 1 , X 2 , . . . the frequency of observing a tuple that falls into each B ∈ B tends to its limiting (or a priory) probability a.s.:
as n → ∞. We will often abbreviate ρ((X 1 , . . . , X |B| ) ∈ B) =: ρ(B).
Definition 1 (distributional distance).
The distributional distance is defined for a pair of processes ρ 1 , ρ 2 as follows [10] :
where w i are summable positive real weights (e.g.
It is easy to see that d is a metric. The reader is referred to [10] for more information about d and its properties.
Similarly, we can define the empirical distance when only one of the process measures is unknown:d
where ρ ∈ S and X ∈ A * .
The following lemma will play a key role in establishing the main results. 
Proof. For any ε > 0 we can find such an index J that ∞ i=J w i < ε/2. Moreover, for each j we have ν((X 1 , . . . , X k ), B j ) → ρ X (B j ) a.s., so that |ν((X 1 , . . . , X k ), B j ) − ρ(B j )| < ε/(4Jw j ) from some step k on; define K j := k. Let K := max j<J K j (K depends on the realization X 1 , X 2 , . . . ). Define analogously M for the sequence (Y 1 , . . . , Y m , . . . ). Thus for k > K and m > M we have
which proves the first statement. The second statement can be proven analogously. 
where again the weights w k,l should be summable, e.g. w k,l := 2 −(k+l) .
3 Main results
Goodness-of-fit Test
For a given stationary ergodic process measure ρ and a sample X = (X 1 , . . . , X n ) we wish to test the hypothesis H 0 that the sample was generated by ρ versus H 1 that it was generated by a stationary ergodic distribution that is different from ρ. Thus, H 0 = {ρ} and H 1 = S\H 0 . Define the set D n δ as the set of all samples of length n that are at least δ-far from ρ in empirical distributional distance:
For each n and each given confidence level α define the critical region C 
The test rejects H 0 at confidence level α if (X 1 , . . . , X n ) ∈ C n α and accepts it otherwise. In words, for each sequence we measure the distance between the empirical probabilities (frequencies) and the measure ρ (that is, the theoretical ρ-probabilities); we then take a largest ball (with respect to this distance) around ρ that has ρ-probability not greater than 1 − α. The test rejects all sequences outside this ball.
Definition 3 (Goodness-of-fit test). For each n ∈ N and α ∈ (0, 1) the goodnessof-fit test G α n : A n → {0, 1} is defined as (ii) For every α ∈ (0, 1) the Type II error goes to 0 almost surely: for every ρ ′ = ρ we have lim n→∞ G α n = 1 with ρ ′ probability 1.
Proof. The first statement holds by construction. To prove the second statement, let the sample X be generated by ρ ′ ∈ S, ρ ′ = ρ, and define δ = d(ρ, ρ ′ )/2. By Lemma 1 we have ρ(D n δ ) → 0, so that ρ(D n δ ) < α from some n on; denote it n 1 . Thus, for n > n 1 we have D n δ ⊂ C n α . At the same time, by Lemma 1 we haved(X, ρ) > δ from some n on, which we denote n 2 (X), with ρ ′ -probability 1. So, for n > max{n 1 , n 2 (X)} we have X ∈ D n δ ⊂ C n α , which proves the statement (ii).
Process classification
Let there be given three samples X = (X 1 , . . . , X k ), Y = (Y 1 , . . . , Y m ) and Z = (Z 1 , . . . , Z n ). Each sample is generated by a stationary ergodic process ρ X , ρ Y and ρ Z respectively. Moreover, it is known that either ρ Z = ρ X or ρ Z = ρ Y , but ρ X = ρ Y . We wish to construct a test that, based on the finite samples X, Y and Z will tell whether
The test chooses the sample X or Y according to whichever is closer to Z in d. That is, we define the test G(X, Y, Z) as follows. Ifd(X, Z) ≤d(Y, Z) then the test says that the sample Z is generated by the same process as the sample X, otherwise it says that the sample Z is generated by the same process as the sample Y. Proof. From the fact that d is a metric and from Lemma 1 we conclude that d(X, Z) → 0 (with probability 1) if and only if
Definition 4 (Process classifier). Define the classifier
Thus in this cased(Y, Z) >d(X, Z) from some |X|, |Y |, |Z| on with probability 1, from which moment we have L(X, Y, Z) = 1. The opposite case is analogous.
Change point problem
The sample Z = (Z 1 , . . . , Z n ) consists of two concatenated parts X = (X 1 , . . . , X k ) and
The samples X and Y are generated independently by two different stationary ergodic processes with alphabet A = R. The distributions of the processes are unknown. The value k is called the change point. It is assumed that k is linear in n; more precisely, αn < k < βn for some 0 < α ≤ β < 1 from some n on. It is required to estimate the change point k based on the sample Z. For each t, 1 ≤ t ≤ n, denote U t the sample (Z 1 , . . . , Z t ) consisting of the first t elements of the sample Z, and denote V t the remainder (Z t+1 , . . . , Z n ).
Definition 5 (Change point estimator). Define the change point estimatek :
A * → N as follows:
The following theorem establishes asymptotic consistency of this estimator.
Theorem 3. For the estimatek of the change point k we have
where n is the size of the sample, and when k, n − k → ∞ in such a way that α < k n < β for some α, β ∈ (0, 1) from some n on. Proof. To prove the statement, we will show that for every γ, 0 < γ < 1 with probability 1 the inequalityd(U t , V t ) <d(X, Y ) holds for each t such that αk ≤ t < γk possibly except for a finite number of times. Thus we will show that linear γ-underestimates occur only a finite number of times, and for overestimate it is analogous. Fix some γ, 0 < γ < 1 and ε > 0. Let J be big enough to have 
(this is possible simply because αn → ∞). Furthermore, we can select K ε large enough to have |ν((X s , X s+1 , . . . , X k ), B i ) − ρ X (B i )| ≤ ε/2J for each s ≤ γk: this follows from (5) and the indentity ν((X s , X s+1 , . . . , X k ) = for all n such that k > K ε and m > M ε , which is positive for small enough ε.
