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Summary
The exploration of topological phases of quantum matter has attracted consid-
erable interest of various research communities: the condensed matter physics
community, the quantum information community, and importantly also industry1.
The interest of fundamental research in these phases is manifold. For one, the use
of the abstract notions of topology and its powerful statements in the context of
quantum many-body systems extends the tools of conventional condensed matter
theory. Moreover, the theory predicts new exotic phases with protected boundary
states, which can have fractional quantum numbers and anyonic statistics. Non-
Abelian anyons, Majorana bound states being the most prominent example, are
especially interesting in the context of quantum computation, since their topologi-
cal nature makes qubits formed from such states immune against decoherence. It is
thus of fundamental interest to study those systems, especially experimentally, in
order to shed light on the existence of these phases in Nature. At the same time, it
will be important to check to what extent the aforementioned mathematical tools
provide an accurate description of actual physical systems.
A lot of experimental achievements were reported in the last two decades,
ranging from the first signatures of the quantum spin Hall effect and the topological
surface states of three-dimensional (3D) topological insulators (TIs) to the zero-
bias conductance peak associated with Majorana bound states (MBSs) in one-
dimensional (1D) topological superconductors. Despite the great advances since
these first experimental findings, there are still open questions, especially regarding
MBSs, which need to be answered in order to decisively conclude whether or not
the observed signatures actually are of topological origin.
At the same time, the search for alternative materials with topological phases
continues. In this Thesis it is theoretically shown that there exists a class of
materials, namely two-dimensional (2D) layers with strong Rashba spin-orbit in-
teraction (SOI) (subsequently called Rashba layers for short), which can be used
to fabricate heterostructures realizing a wide range of topological phases.
In particular, it is shown (see Chapter 3) how a stack of Rashba layers, can be
used to build 3D topological phases. In the first part, it is proven that the system
can be a 3D strong TI. Starting from this topological phase, it is demonstrated
that by including strong electron-electron interactions the system fractionalizes
and realizes a fractional 3D TI. The use of rotational symmetry and energy con-
densation arguments provides an intuitive way to reduce the problem to a set of
interacting quasi-1D systems. This is one of the first concrete material candidates
for such a phase which does not rely on a coupled-wires construction. In the last
part of Chapter 3, it is shown that if the 2D layers not only have Rashba SOI,
but a combination of Rashba and Dresselhaus SOI, the stack of layers can realize
a Weyl semimetal.
Moreover, it is shown (see Chapter 4) how a Rashba bilayer can be used to
1 Microsoft is by now running eight laboratories around the globe in order to study Majorana
bound states and fabricate a topological quantum computer (see https://www.microsoft.com/
en-us/quantum/quantum-network).
generate different 2D topological superconducting phases. The setup consists of a
conventional s-wave superconductor sandwiched between two Rashba layers. Due
to the proximity to the superconductor, the Rashba layers themselves become
superconducting by the virtue of two competing pairing mechanisms: (i) direct
Andreev pairing – a process where a Cooper pair as a whole tunnels into one
of the layers and (ii) crossed Andreev pairing – a process where a Cooper pair
splits and the electrons tunnel into opposite layers. The competition of these two
processes leads to a 2D time-reversal invariant (TRI) topological superconducting
phase when crossed Andreev pairing dominates. By applying a Zeeman, field the
setup can be brought either into a chiral topological superconducting phase or a
2D gapless superconducting phase with unidirectional edge states. In essence, a
Rashba bilayer system is a versatile platform which allows the realization of various
2D topological superconducting phases.
In Chapter 5, a system consisting of two tunnel-coupled Rashba layers which
are proximitized by a top and bottom s-wave superconductor with a phase differ-
ence φ close to π is studied. This system is predicted to be a 2D TRI topologi-
cal superconductor if the tunnel coupling is stronger than the proximity induced
superconducting pairing strength. By breaking time-reversal symmetry with an
inplane magnetic field, the system can be brought into the recently discovered
second-order topological superconducting phase. In this phase, the bulk as well as
the edges of the system are gapped, while in a square geometry two MBSs appear
on opposite corners. Numerical results show that this finding even holds true if
deviations from the φ = π phase difference between the parent superconductors is
as large as δφ ≈ π/3. This implies that in an experiment, the phase difference does
not need to be fine tuned.
In Chapter 6, an alternative way to fabricate a 1D TRI topological super-
conducting phase in a Josephson bijunction is presented. Concretely, the setup
consists of a thin superconductor - insulator - superconductor (SIS) π-Josephson
junction sandwiched between Rashba layers with opposite SOI. Due to the prox-
imity effect, the Rashba layers themselves form a superconductor - normal con-
ductor - superconductor (SNS) junction. The SIS junction is assumed to be thin
enough such that electron tunneling between the Rashba layers is possible. This
leads to a hybridization between the Andreev bound state bands (ABSBs) that
emerge in the normal regions in the Rashba layers. Roughly speaking, the 1D
channels formed by the ABSBs mimick the physical situation in tunnel coupled
nanowires, and it is shown that indeed a topological phase with a Kramers pair of
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Quantum condensed matter physics - the study of the quantum mechanical be-
havior of condensed matter - is one of the most exciting areas of modern physics
research. It is at the heart of the digital revolution our world has witnessed in
the last sixty years with the advent of semiconductor physics, and especially the
development of MOSFET transistors and laser diodes. Nowadays, we are at a
stage where humans are able to fabricate devices that have approximately 30− 40
transistors on an area as small as 1µm2 1. On such small length scales the quan-
tum mechanical behavior of our world becomes evident, and although the quantum
theory is one of the most tested and confirmed theories currently at hand, it never
ceases to surprise us as its far reaching consequences are still being explored.
An ingenious idea that was put forward by Richard Feynman is to use quan-
tum degrees of freedom to simulate other quantum systems2. This has created the
fields of quantum simulators and quantum computation. In contrast to classical
computers where information is stored in a binary fashion in the form of bits,
quantum computers make use of quantum bits (qubits), the binary version of a
quantum system. By definition, any quantum mechanical two-level system is a
qubit. However, the search for a suitable physical system that not only imple-
ments one qubit, but that can also be scaled up to a system with many qubits
poses a major challenge. Storing and processing information in qubits requires
a coherent quantum state, which in general is quite sensitive to noise induced
perturbations from the surrounding environment. Decoherence therefore leads to
loss of information about the quantum state, and as such limits the operation of
a quantum computer. Finding physical systems which realize qubits with long
coherence times and fast operations is a very active field of research. Promising
1 https://en.wikipedia.org/wiki/Transistor_count, accessed: 10.3.2020
2 R. P. Feynman, International Journal of Theoretical Physics 21, 6/7 (1982).
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candidates range from optical lattices3 to superconducting qubits4 and quantum
dots in semiconductors5. This last candidate is especially interesting from an in-
dustry point of view, as it was demonstrated that current industry standard in
transistor fabrication can be used to build semiconductor spin-qubits6. It is thus
highly probable that in the near future new quantum technologies will emerge and
impact our everyday lives.
Besides all these exciting developments in technology, one could argue that
the fundamental questions addressed by quantum condensed matter physics are
even more fascinating. When many particles are brought together, the system as
a whole can behave very differently from its individual constituents. There exist a
plethora of phases, ranging from ordinary metals and insulators, where the elemen-
tary excitations are in a sense still the original constituents (electrons), to more
exotic phases such as superconductors, Bose-Einstein condensates, (anti-) ferro-
magnets that have so-called collective excitations, where a macroscopic number of
the original constituents ‘conspire’ together to form new types of particles. Then,
there are even more exotic phases such as the integer and fractional quantum
Hall effect, magnetic skyrmionic crystals, quantum spin liquids, two-dimensional
topological insulators/superconductors, and this list is far from being exhaustive.
In the search for a theoretical understanding of the phases of this last group, it
was discovered rather recently that concepts and results from the mathematical
field of topology can be used to characterize and classify them. This marked the
beginning of a new research area, since for a long time almost all known phases
and transitions between them were successfully described by Landau’s theory of
phase transitions which is based on local properties and the breaking of symmetry.
Topological phases, in contrast, cannot be characterized in terms of a local order
parameter, neither are transitions between different topological phases associated
with the spontaneous breaking of a symmetry. They are characterized in terms
of topological invariants, which capture global properties of a system and there-
fore, different topological phases do not need to differ in symmetries. In the next
chapter, these notions will be made more precise.
In certain topological phases, states with non-Abelian statistics are predicted
to emerge, which are particularly interesting as they could be used to implement
3 G. K. Brennen, C. M. Caves, P. S. Jessen, and I. H. Deutsch, Phys. Rev. Lett. 82, 1060
(1999).
4 see e.g. T. D. Ladd, F. Jelezko, R. Laflamme, Y. Nakamura, C. Monroe, and J. L. O’Brien,
Nature 464, 45 (2010).
5 D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120 (1998).
6 R. Maurand et al., Nat. Comm. 7, 13575 (2016).
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topological qubits7. Owing to their topological nature, such qubits are robust
against local noise induced by the surrounding environment and thereby circum-
vent the problem of decoherence mentioned above. This seems to be a promising
route to quantum computation, however, there is so far not a definite proof for the
existence of non-Abelian states and thus there is still a lot of research to be done
until the first topological qubit is operating.
The most prominent example of non-Abelian states are Majorana bound states
(MBSs) which are predicted to exist at the end of one-dimensional (1D) p-wave
superconductors8 or in the vortex core of two-dimensional (2D) chiral p-wave su-
perconductors9. Since the occurrence of p-wave superconductors in Nature is at
best very rare, it was of great importance to the field when Fu et al.10 realized that
MBSs can also appear at superconducting vortices on surfaces of three-dimensional
(3D) topological insulators (TIs). The next milestone was set in 2010 by Lutchyn
et al.11 and Oreg et al.12, and subsequently by Nadj-Perge et al.13 and Klinovaja
et al.14 when the authors came up with a realistic and well achievable proposal
to realize MBSs in heterostructures built from only conventional materials, i.e.,
materials that are topologically trivial, experimentally well understood and ‘easily’
available. The former two works considered a combination of a semiconducting
nanowire with Rashba spin-orbit interaction (SOI) and an s-wave superconductor
in a magnetic field, while the latter proposed to place magnetic adatoms on an
s-wave superconductor. Both setups were realized in experiments with promising
results showing essential features of MBS. Nevertheless, still more experimental
work will have to be done in order to conclude whether the observed signatures
actually are of topological origin.
The search for alternative topological systems is still ongoing and the aim
of this Thesis is to demonstrate that many different topological phases can be
realized with a particular class of materials: heterostructures made of 2D layers
with strong Rashba spin-orbit interaction (subsequently called Rashba layers for
short). The approach here is inspired by the above-mentioned works: Instead of
looking for exotic materials that are intrinsically topological, a combination of
conventional materials is used such that the system as a whole is in a topological
7 see e.g., C. Nayak et al., Rev. Mod. Phys. 80, 1083 (2008).
8 A. Y. Kitaev, Phys.-Usp. 44, 131 (2001).
9 D. A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).
10 L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407 (2008).
11 R. M. Lutchyn, J. D. Sau, and S. Das Sarma, Phys. Rev. Lett. 105, 077001 (2010).
12 Y. Oreg, G. Refael, and F. v. Oppen, Phys. Rev. Lett. 105, 177002 (2010).
13 S. Nadj-Perge, I. K. Drozdov, B. A. Bernevig, A. Yazdani, Phys. Rev. B 88, 020407(R) (2013).
14 J. Klinovaja, P. Stano, A. Yazdani, and D. Loss, Phys. Rev. Lett. 111, 186805 (2013).
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phase. It was possible to show that heterostructures built from Rashba layers can
realize phases ranging from 3D fractional TIs to 2D topological superconductors




This chapter introduces all relevant concepts presented in the later chapters and
provides some additional background information that some readers might find
useful. The theory sections are not self-contained and are inspired by the countless
excellent reviews, books, and especially the seminal works. For explicit calculations
and more in-depth discussions the reader will be referred to these resources.
2.1 Topological Band Insulators
Band insulators belong to the most basic states of fermionic condensed matter, and
yet, it seems that they were never really fully understood. Until recently, whenever
a physical system was classified as an insulator, it was simply characterized by the
size of its energy gap. From such a characterization one could conclude that, up
to variations in the size of the energy gap, every insulator is the same. However, it
turns out that insulators can have an additional topological property which allows
a refined classification. More precisely, one can define an equivalence relation
on the space of insulating non-interacting fermionic Hamiltonians, and show that
under certain conditions there exists more than only one equivalence class.
Atomic and More General Insulators
Consider a lattice made of N atoms or molecules. The most basic insulator is
the one where the electronic wavefunctions of neighboring atoms do not overlap,
and thus all the electrons stay completely localized in the atomic orbitals on a
particular lattice site. In such a case, it is easy to see that no electrical current
can be transported. This system in which neighboring atoms do not interact
and the electrons do not move between them is a highly idealized system and is
usually referred to as the atomic insulator. In the discussion of equivalence classes
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of insulators the atomic insulator serves as a reference point as it clearly is a
representative of the class that will be called trivial.
A more general description of an insulator can be formulated as follows. Con-
sider an infinitely extended system of identical atoms arranged in a Bravais lattice
in the absence of any impurities. Then, the system has translational symmetry
and Bloch’s theorem applies. The second quantized fermionic Hamiltonian in d
spatial dimensions then reads
H = ∫
BZ
ddk c†kαHαα′(k)ckα′ , (2.1)
where BZ denotes the first Brillouin zone, k is the d-dimensional crystal momen-
tum, α ∈ {1, . . . , n} is a collective index describing spin, orbital, or sublattice
degrees of freedom and c†kα is the creation operator for an electron in a state char-
acterized by (k, α). The Hamiltonian density Hαα′(k) is the Bloch Hamiltonian
which describes the tunneling amplitude between two states labelled by α and α′,
respectively. The energy eigenstates of this Hamiltonian can easily be found by
applying a unitary transformation, and the result will be a collection of n energy
bands εβ(k) with β ∈ {1, . . . , n}. The system can be in an insulating state if and
only if there exists an index i such that the relation
εi(k) < εi+1(k) ∀k (2.2)
holds. The quantity δE = mink[εi+1(k) − εi(k)] is called the energy gap of the
system, and the system is an insulator if all the energy bands until εi are fully
occupied, and all higher bands are empty (at finite temperature T the energy gap
also needs to be larger than the thermal energy kBT ).
Symmetry Classes and Equivalence Relation
In order to proceed it is useful to consider Hamiltonians with certain generic or
fundamental symmetries. As is well-known, symmetries in quantum mechanics
are represented as unitary or anti-unitary operators. If a Hamiltonian possesses
a unitary symmetry, it can be block diagonalized and one can investigate the
topological properties of each block individually. The fundamental symmetries
which are considered are time-reversal symmetry (TRS) Θ, particle-hole symmetry
P, and the product of the two C = ΘP. C is called chiral or sublattice symmetry.
Note that a system can have chiral symmetry also when Θ and P individually
are not symmetries. It can easily be shown that these operators satisfy Θ2 = ±1
and P2 = ±1 depending on the system. This divides the space of non-interacting
gapped Hamiltonians into ten symmetry classes [1, 2] (see Table 2.1). In this
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section, the discussion is restricted to insulators and the reader is referred to the
next section for the discussion of Hamiltonians describing superconducting phases.
An equivalence relation in the space of insulating Hamiltonians can then be
defined by using the adiabatic theorem. Consider an insulator in one of the sym-
metry classes presented in Table 2.1, which is described by a Hamiltonian H(R),
and which is in its non-degenerate ground state. Assume that H(R) is completely
specified by fixing the values of a set of parameters (such as, e.g., hopping ampli-
tudes) which are collected in a vector R. If R is changed adiabatically, the system
will stay in its (insulating) ground state at every point during this change. There-
fore, two gapped Hamiltonians are called equivalent if there exists an adiabatic
interpolation between the two that does not close the energy gap and respects all
the symmetries of the symmetry class. It is straightforward to verify that this
defines an equivalence relation. Note that this definition crucially relies on the
presence of a spectral gap and therefore can only be established between insula-
tors (or superconductors as will be discussed further below). A trivial insulator is
then defined as an insulator that is equivalent to the atomic insulator, i.e., it can
be adiabatically deformed into a trivial product state.
Complete Classification of Non-Interacting Gapped Hamiltonians
Having established an equivalence relation between insulators, it is natural to ask
how many equivalence classes besides the trivial class exist for a given symmetry
class. The problem has then become a classification problem, which was solved by
Kitaev [3] and Schnyder et al. [4], who gave an exhaustive classification of non-
interacting gapped Hamiltonians in any dimension. The result is known as the
periodic table of topological band insulators and superconductors (see Table 2.1).
In summary, for each symmetry class in a particular dimension, there exists a
topological invariant which (i) can take on only one value, (ii) which is Z-valued,
or (iii) which is Z2-valued. The type of invariant reveals how many equivalence
classes exist, or equivalently, how many topologically distinct phases exist for a
given symmetry class and dimension.
Another crucial concept in the context of topological band insulators and su-
perconductors is the so-called bulk-boundary correspondence. The bulk-boundary
correspondence states that if a system is studied in an open geometry, i.e., in the
presence of boundaries, there is a one-to-one correspondence between the value
of the topological invariant, which is a bulk property, and the number of gapless
states on the boundary. While Kitaev used K-theory to derive the periodic ta-
ble, Schnyder and co-workers established a full classification by making use of this
7
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Θ2 P2 C2 d 1 2 3 4 5 6 7 8
A 0 0 0 0 Z 0 Z 0 Z 0 Z
AIII 0 0 1 Z 0 Z 0 Z 0 Z 0
AII -1 0 0 0 Z2 Z2 Z 0 0 0 Z
DIII -1 +1 +1 Z2 Z2 Z 0 0 0 Z 0
D 0 +1 0 Z2 Z 0 0 0 Z 0 Z2
BDI +1 +1 +1 Z 0 0 0 Z 0 Z2 Z2
AI +1 0 0 0 0 0 Z 0 Z2 Z2 Z
CI +1 -1 +1 0 0 Z 0 Z2 Z2 Z 0
C 0 -1 0 0 Z 0 Z2 Z2 Z 0 0
CII -1 -1 +1 Z 0 Z2 Z2 Z 0 0 0
Table 2.1: Periodic table of topological band insulators and superconductors show-
ing the type of topological invariant for all ten symmetry classes in dimensions
d ∈ {1, . . . ,8}. Note that the first two rows (classes A and AIII) have a periodic-
ity of d → d + 2, while the remaining classes have a periodicity of d → d + 8. Each
symmetry class is defined by the triple (Θ2,P2,C2). Note that if, e.g., a symmetry
class has Θ2 = 0, this indicates that TRS is not a symmetry for this particular
class (analogously for P and C).
bulk-boundary correspondence. For a d-dimensional system, they studied the phe-
nomenon of Anderson localization on its (d−1)-dimensional boundary, and showed
that for topologically non-trivial phases, there exist gapless boundary states that
evade Anderson localization, i.e., they stay gapless also in the presence of disorder,
which is assumed not to break the symmetries of the symmetry class.
In summary, a topologically non-trivial band insulator is a gapped system
which has ν gapless boundary states protected against disorder and the number
ν is determined by a topological invariant. Considering two Hamiltonians of one
symmetry class, it is now clear that if and only if they have the same value of
the topological invariant, there exists an adiabatic interpolation between the two
that respects the symmetries and does not close the energy gap. Only then they
are two representatives of the same equivalence class. Also, they have the same
number of protected gapless boundary states. Conversely, if the value of their
topological invariant is not the same, one cannot deform one Hamiltonian into
the other without closing and reopening the bulk gap. This process of changing
parameters such that the bulk gap of a system closes and reopens and the value
of the topological invariant changes is a quantum phase transition which is called
topological phase transition.
Note that the topological protection of the phases discussed above crucially
relies on the energy gap and so far, zero temperature was assumed. However,
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in reality, if the temperature is high enough thermal fluctuations can overcome
the energy gap and the topological phase is no longer strictly protected since
the bulk becomes conducting. Vice versa, if the energy gap is very small the
topological phase might only be observable at unrealistically low temperatures.
Similarly, if the strength of disorder becomes comparable to the size of the energy
gap the topological protection can be lost. Thus, when considering the stability of
a potential topological material, it is not only important to consider the topology
of the energy bands and the symmetries of the system, but one also has to take
into account the size of the energy gap.
Paradigmatic Example: Quantum Hall Effect
The integer quantum Hall (IQH) effect illustrates the paradigms introduced in the
preceding section. The IQH effect was discovered in an experiment by Klitzing and
co-workers in 1980 [5], where they measured the Hall conductance of a 2D electron
gas in an external perpendicular magnetic field. Surprisingly, they observed that
for strong magnetic fields the Hall conductance shows a discrete number of plateaus
that appear at exact multiples of e2/h, while the longitudinal conductance is zero.
Nowadays, this universal quantization has been verified to one part in 1010 [6].
The connection to topology was then established by Thouless, Kohmoto, Nightin-
gale and den Nijs (TKNN) [7], who calculated the Hall conductance σH from the






∫ dkx∫ dky Fxy(k), (2.3)
where
Fxy(k) = ∂kxAy(k) − ∂kyAx(k), (2.4)
Ai(k) = −i ∑
n filled
⟨nk∣∂ki ∣nk⟩ , (2.5)
are the definitions of the Berry curvature Fxy(k), the Berry connection Ai(k), and
∣nk⟩ denotes the Bloch wavefunction of the nth energy band at momentum k. The
quantity on the right-hand side of Eq. (2.3) is better known as the first Chern
number of a fiber bundle, which only takes on integer values in units of 2π [8] and
depends on the number of filled Landau levels. This shows that one can give an
explanation of the quantization of the Hall conductance in terms of topology.
In the language of the periodic table introduced above, the quantum Hall
insulator belongs to the symmetry class A as it neither has TRS nor particle-hole
symmetry. The Chern number as defined in Eq. (2.3) constitutes the topological
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invariant for this symmetry class in d = 2, which is why the entry in Table 2.1 is
Z.
The bulk-boundary correspondence for the quantum Hall effect is nicely evident
from Eq. (2.3), when combined with the fact that the only conducting channels are
the edge states and that each channel contributes a conductance quantum e2/h.
An argument for the existence of edge states was given by Laughlin [9]. By now,
there exists a lot of numerical proof for the existence of edge states, and since
more recently also very convincing experimental evidence [10]. Additionally, the
edge states of the quantum Hall effect are called chiral, since they are propagating
around a sample with a handedness that is set by the magnetic field.
Starting with the works by Pankratov [11] and Haldane [12], physicists started
to look for quantum systems that have a non-zero Hall conductance without Lan-
dau levels, i.e., in the absence of an external magnetic field. The topological
invariant characterizing these generalized versions of the IQH effect is still given
by the first Chern number, and thus these insulators are called Chern insulators.
TIs in Two Dimensions: the Importance of Spin-Orbit Interaction
It was not until the year 2005 that Kane and Mele theoretically discovered that
there exists a time-reversal invariant (TRI) version of the IQH effect [13, 14].
Generally, one can show that in a time-reversal symmetric system the Berry cur-
vature satisfies F (k) = −F (−k), and thus when integrated over the whole Brillouin
zone (BZ) the integral vanishes and the Hall conductance σH is zero. However,
assume that spin-up and spin-down electrons are in a IQH phase generated by
a spin-dependent magnetic field that is opposite for opposite spins. Then the z
component of the spin Sz is conserved and the system can be described by two
decoupled sectors (for spin-up and spin-down) which are characterized by an oppo-
site Hall conductance, i.e., σH,↑ = −σH,↓. The total Hall conductance is still zero,
but one can define the so-called spin Hall conductance as σS = σH,↑ −σH,↓ = 2e
2/h.
Invoking the bulk-boundary correspondence, it is clear that the system is insu-
lating in the bulk and has helical edge states, i.e., states which are localized on
the edges and which counterpropagate for opposite spin projections. This sim-
ply follows from the fact that a non-zero Hall conductance guarantees chiral edge
states, where their chirality depends on the sign of the Hall conductance. Since
σH,↓ = −σH,↑, it follows that the system has helical edge states.
This situation was first achieved in a theoretical model by Kane and Mele [13,
14], where the authors considered two copies of the Haldane model [12] with oppo-
site mass terms for opposite spins. They showed that such a spin-dependent mass
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term is generated by the intrinsic SOI, which generates an effective spin-dependent
magnetic field. The SOI is an interaction that arises as a relativistic effect from
the Dirac equation and couples the orbital and the spin degrees of freedom. Since
in this model the Sz component is conserved, the spin Hall conductance as defined
above is quantized to σS = 2e
2/h and the phase is called a quantum spin Hall (QSH)
insulator [13, 15]. The authors also introduced a new topological invariant [14] and
showed that it is Z2-valued. This reflects the fact that in a time-reversal symmet-
ric system with N pairs of helical edge states all edge states can be gapped out
by disorder if N is even, and accordingly only N − 1 edge states can be gapped
out if N is odd. Note that this holds only for non-magnetic disorder. Therefore,
in the topologically non-trivial phase, the system is characterized by the presence
of an odd number of helical edge state pairs. The stability of this characterization
strongly depends on TRS, more concretely on Kramers theorem. TRS guarantees
that for every state with momentum k and energy ε(k) there exists a time-reversed
partner with the same energy but opposite momentum ε(k) = ε(−k). When the
system is put on a lattice there exist special points in the BZ: TRI momenta are
mapped onto themselves under TRS modulo a reciprocal a lattice vector. This
happens at the origin and the boundaries of the BZ. Kramers theorem states that
the system must have a degeneracy at these TRI momenta: k = (0,0), k = (±π,0),
k = (0,±π), and k = (±π,±π). The dispersion of the helical edge states typi-
cally crosses at k = 0, where k denotes here the momentum along the edge, and
thus this degeneracy cannot be lifted by any perturbation that preserves TRS and
the helical edge states stay gapless. This is an example of a symmetry protected
topological (SPT) phase.
In practice, the Kane-Mele model has the drawback that it relies on intrinsic
SOI in graphene, which is on the order of a few meV. The energy gap opened
by intrinsic SOI was shown to be only of the order of 10−3 meV [16–18], and
therefore the QSH in graphene could only be observed for unrealistically low tem-
peratures [16–18].
This problem was overcome by a model of Bernevig et al. on CdTe/HgTe
quantum wells (BHZ model) [19, 20]. The mechanism responsible for the TRI
topological phase discovered in this model, the inversion of energy bands, turned
out to be quite generic for TIs [21]. Both materials, CdTe and HgTe, are semicon-
ductors which around the center of the Brillouin zone (Γ-point) have an effective
six-band model description in three-dimensions. There is an s-type band with total
angular momentum J = 1/2 and four p-type bands with total angular momentum
J = 3/2 due to SOI. Importantly, isolated CdTe and HgTe have an inverted band
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ordering around the energy gap. The authors showed that if the thickness of the
well material is larger than some critical value, the energy spectrum of the whole
system shows a band inversion at the CdTe/HgTe interfaces and in this inverted
regime the spin Hall conductance σS is quantized to σS = 2e
2/h. Only one year
after this prediction, the group of Molenkamp carried out transport measurements
and reported ballistic transport with 2e2/h conduction [22]. Since then, there exist
strong experimental evidences for a QSH in bismuthene on a SiC substrate [23]
and a monolayer of WTe [24, 25].
In this Section, only models where Sz is conserved have been discussed so
far. In general, this does not need to be the case to still allow for a topological
classification. It turns out that the quantization of the spin Hall conductance
σS is rather a consequence of the conservation of Sz than a topological feature.
For time-reversal symmetric insulators the topological feature is essentially the
existence of an odd number of helical edge state pairs [14]. This more general
class, which includes the QSH, is termed topological insulators. As has become
clear from the simple discussion in the beginning of this section and the more
elaborate BHZ model, SOI is essential for TIs, and indeed almost any model for
TIs crucially depends on it.
TIs in Three Dimensions
Soon after the pioneering works on 2D TIs, it was realized independently by three
groups [26–28] that the results from two dimensions can be generalized to three
dimensions. In essence, a 3D TI has an insulating bulk and gapless boundary
states, which means that on every surface a single non-degenerate Dirac cone
spectrum exists within the bulk gap. Additionally, these surface states feature spin-
momentum locking such that the Dirac cone has a spin-structure where the spin of
the states winds around the cone. This follows simply from TRS: for every state
with momentum k and spin projection σ, there must exist a state with momentum
−k and opposite σ. This winding of the spin gives rise to a π Berry phase. As in the
2D case, the surface states are protected against backscattering by TRS, and due
to the π Berry phase of the Dirac cones these surface states show weak Anderson
delocalization at low temperatures [29]. In 2008, the material Bi1−xSbx was the
first one in which essential features of a 3D TI were confirmed. Angle-resolved
photoemission spectroscopy (ARPES) and spin-resolved ARPES measurements
were able to detect the Dirac cone surface states and confirm the spin-momentum
locking of these states [30, 31]. Already one year later, a second generation of 3D
TI materials was examined: Bi2Se3 [32], Bi2Te3 [33] and Sb2Te3 [34]. For a more
12
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Mean Field Approximation and Superconducting Pairing
The superconducting state is a state in which a quantum condensed matter system
allows dissipationless transport of electrical current. In a fermionic system, this is
only possible if electrons form bosonic bound states, known as Cooper pairs, which
condense into the ground state and can be described by one macroscopic wave-
function Ψ. The dissipationless current is associated with collective excitations
which correspond to variations of the phase of the macroscopic wavefunction Ψ
(see, e.g., Ref. [36]). In 1956, Cooper showed that the non-interacting ground state
of an electron system is unstable against attractive electron-electron interactions,
regardless of their strength, and that the instability shows up in the ’Cooper chan-
nel’, i.e., that correlations of the form ∼ ⟨ψ†k+q,↓ψ
†
−k−q,↑ψ−k,↑ψk,↓⟩ grow large [37].
Naturally, the question arises about the origin of the attractive interaction between
electrons that is needed for bound states to form. Bardeen, Cooper and Schrieffer
provided an answer in what has become known as BCS theory for conventional su-
perconductors [38]: The interaction of electrons with phonons leads to an effective
attractive interaction between electrons. In unconventional superconductors the
origin of the attractive interaction is still a matter of lively debate. Put differently,
consider the general form of a momentum- and spin-conserving electron-electron










If certain components of Vσσ′(k1,k2,q) are negative, i.e., attractive, the system
undergoes a phase transition to a superconducting state. As mentioned above,
in conventional superconductors the attractive components are originating from
phonon-mediated interactions. Interestingly, it is in principle possible that super-
conductivity occurs in a system with long range Coulomb-like interactions only.
This is known as the Kohn-Luttinger instability [39], which is based on the fact
that the effective electron-electron interaction will be a screened Coulomb inter-
action with Friedel oscillations. At larger distances these oscillations can cause
overscreening and therefore certain components of Vσσ′(k1,k2,q) will become at-
tractive [40].
Since the instability appears in the Cooper channel one can restrict Eq. (2.6)












To further study the superconducting state, the standard approach is to per-
form a mean field analysis. This procedure relies on knowledge or an educated
guess about the physics of the ground state. In the superconducting ground state
expectation values of the form ⟨c†k2,σ′c
†
k1,σ
⟩ are non-zero [41] due to the possibil-
ity to create/annihilate Cooper pairs. It is useful to define the superconducting
pairing potential
∆∗σσ′(k) = ∫ d
3q Vσσ′(k,−k,q)Fσσ′(k,q), (2.8)




−k−q,σ′⟩ is the anomalous Green’s function computed
with respect to the superconducting ground state. In the next step, one considers
only small fluctuations of the form c†k,σc
†
−k,σ′ around Fσσ′ and approximates the








−k,σ′] + constant. (2.9)
In this approximation the two-particle interaction is approximated by a single-
particle term which describes the interaction of a single particle with a mean field.
Generally speaking, ∆σσ′(k) is a 2 × 2 matrix and, thus, can be parametrized
as
∆(k) = [∆sφ(k)σ0 +∆td(k) ⋅σ](iσ2), (2.10)
where σ0 is the 2×2 identity matrix, σ = (σ1, σ2, σ3) is the vector of Pauli matrices,
and φ(k) [d(k)] decompose ∆(k) into its spin-singlet [spin-triplet] components.
The superconducting pairing is then classified according to its behavior under
rotational transformations. In analogy to the spherical harmonic functions, an
isotropic pairing ∆(k) = ∆s(iσ2) is referred to as s-wave pairing. Another example
is spin-triplet p-wave pairing which can be described by d(k) = (ky, kx,0). The
mean field theory of superconductors serves as the starting point for the study of
their topological properties, and although within the framework presented in the
next section they formally appear like insulators, one should keep in mind that
the physical ground state of such systems is completely different.
Bogoliubov - de Gennes Hamiltonian









where H0 is the normal state Hamiltonian, can be exactly solved by performing
a Bogoliubov transformation. A more convenient approach which also makes the
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connection to topological band insulators manifest is to write the above Hamil-





T . Then the Hamiltonian
reads










Structure-wise, this Hamiltonian resembles the one in Eq. (2.1) where the Bloch
Hamiltonian H(k) is replaced by the Bogoliubov - de Gennes (BdG) Hamiltonian
HBdG(k). For a simple quadratic dispersion ξk = h̵
2∣k∣2/(2m)−µ and conventional
s-wave pairing this Hamiltonian has a spectrum with a gap of 2∆s. If the pairing
is of p-wave type, the superconducting pairing has point nodes where it vanishes.
However, depending on the form of H0, there might still be parameter regimes
where the spectrum is gapped globally (see, e.g., Refs. [42, 43]). It is worth
noting that due to this representation, the system intrinsically has particle-hole
symmetry, i.e., there exists an anti-unitary operator P which anti-commutes with
the Hamiltonian and satisfies P2 = ±1 [4]. It can be shown that P can be written
as the product of a unitary operator UP and the complex conjugation operator K,







which in the case of a simple quadratic dispersion ξk = h̵
2∣k∣2/(2m)−µ and s-wave
pairing ∆(k) = ∆s(iσ2) is satisfied for UP = η1, where ηi are the Pauli matrices
acting in particle-hole space.
Whenever a superconductor has a fully gapped spectrum, all of the theory
that was introduced above for topological band insulators also applies: For every
symmetry class (with P2 = ±1) and any dimension there exists a topological in-
variant which characterizes the gapped bulk spectrum and determines the number
of boundary states via the bulk-boundary correspondence.
Majorana Bound States and Their Non-Abelian Exchange Statistics
Majorana bound states are bound states that are pinned to zero energy. They
show non-Abelian exchange statistics and appear at the boundary of 1D topo-
logical superconductors [42], in the core of vortices of the superconducting order
parameter in 2D chiral p-wave superconductors [43], or also at corners of higher-
order topological superconductors [44] (see further below).
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Generally, a complex fermion operator cα can always be decomposed into two




(γα,1 + iγα,2), (2.15)
where the Majorana operators satisfy γα,i = γ
†
α,i by definition. From the fermionic
anti-commutation relation {cα, c
†
β} = δαβ and c
2
α = 0 = (c
†
α)
2, one finds that they
satisfy the anti-commutation relations
{γα, γβ} = 2δαβ, (2.16)
and thus also γ2α = 1. While such a decomposition is not always useful, it is a very
convenient representation for certain models (see, e.g., Ref. [42]). In the context
of 1D p-wave topological superconductors, one MBS exists at each end of the
system, say γL and γR for the left and right end, respectively. In the topologically




(γL + γR). (2.17)
In time-reversal symmetric 1D topological superconductors there is a Kramers pair
of MBSs (see, e.g., Refs. [45, 46]) at each end. Since they are Kramers partners
they are orthogonal to each other and thus are prevented from hybridizing to
become finite-energy states.
The main reason for the great interest in finding MBSs is that they have non-
Abelian exchange statistics, which will be discussed now in a bit more detail. This
paragraph is based on the presentations in [47, 48], and for an in-depth discussion
the reader is encouraged to consider these resources.
Non-trivial exchange statistics of point-like particles strictly exists only for 2D
systems. In this case, the wavefunction of a quantum state of n indistinguishable
particles is not an irreducible representation of the symmetric group Sn, but of
the braid group Bn. This can be seen from the following simple considerations.
Consider the path of two indistinguishable particles when adiabatically exchanged
twice. This is equivalent to one particle encircling the other (see Fig. 2.1). In three
spatial dimensions, this path can always be continuously deformed to a point (con-
tracted) without going through the position of the other particle (see Fig. 2.1).
It is therefore topologically equivalent to both particles not moving around each
other at all. This means that this process should act on the wavefunction of these
two particles as the identity map and, therefore, a single exchange alters the wave-
function by a factor of ±1. This corresponds to conventional bosons and fermions.












Figure 2.1: (a) The double-exchange of two indistinguishable point-like particles
(black dots) is equivalent to one particle encircling the other (b). (c) Continuous
deformation of the trajectory of a point-like particle encircling another particle
in three dimensions. It is always possible to contract such a closed path to a
point without passing through the second particle. Thus, the double-exchange of
indistinguishable particles in 3D is equal to the identity map.
is impossible without the path passing through the position of the second particle.
This has interesting consequences. If one considers the evolution of N particles at
initial positions (R1,i, . . . ,RN,i) at time ti to final positions (R1,f , . . . ,RN,f) at
time tf in a path integral formulation, one has to take into account all possible
trajectories of these particles connecting the initial and final positions. The set
of all trajectories can then be decomposed into different topological classes in the
above sense. These classes are in one-to-one correspondence with the elements of
the braid group BN . The braid group has infinite order, but has a quite simple
description in terms of generators. Consider N ordered particles and denote by Ti
the clockwise exchange of particle i with particle (i+ 1). Then there exist (N − 1)
generators T1, . . . , TN−1 which satisfy the algebra
TiTj = TjTi if ∣i − j∣ ≥ 2, (2.18)
TiTi+1Ti = Ti+1TiTi+1 for 1 ≤ i ≤ N − 1. (2.19)
In order to describe the quantum evolution of such a system one has to define
how the braid group acts on the states of the system, or in other words, under
which representations of the braid group the physical states transform.
The simplest case are the 1D representations of the braid group where under
the single exchange of two particles
ψ(r1,r2)→ e
iθψ(r1,r2), (2.20)
while θ = 0 (π) corresponds to bosons (fermions), and in the general case 0 < θ < π
the particles are called Abelian anyons. This name stems from the fact that
the representation of the braid group in this case is 1D and amounts to simply
multiplying the quantum state by a phase factor. It becomes more interesting when
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a system consisting of n indistinguishable particles at fixed positions r1, . . . ,rn has
a degenerate ground state space of dimension d̃. Then, there exist d̃-dimensional
representations of Bn such that the exchange of, say, particles one and two is
described by
ψα → [ρ(T1)]αβψβ, (2.21)
where ψα is the multi-particle wavefunction of the groundstate α and ρ(T1) is a
d̃ × d̃ unitary matrix that furnishes the representation of T1. This means that the
exchange of two particles has the effect of generating rotations in the degenerate
ground state subspace of the system. If ρ(T1)ρ(T2) ≠ ρ(T2)ρ(T1) the particles are
called non-Abelian anyons. This connection between the exchange statistics and
the ground state degeneracy is at the heart of topological order and will be further
discussed below.
It was theoretically shown that MBS appearing in the vortex core of 2D chiral
p-wave superconductors are an example of non-Abelian anyons [43]. In one spatial
dimension particle exchange is not possible, but this problem can be circumvented,
e.g., by building effective 2D systems from nanowire networks. Importantly, it
was shown that it is possible to braid MBS that appear at the boundary of 1D
topological superconductors by creating such networks. The basic building block is
a T-junction, which allows to define the braiding operation. Quite surprisingly, the
MBS still show non-Abelian statistics for these kinds of braiding operations [49].
Given the theoretical prediction that MBS are non-Abelian anyons it is clear
that the experimental confirmation of these states is not only of fundamental
but also of practical interest: Non-Abelian anyons were proposed to be used as
building blocks in a topological quantum computer, where the rotations generated
by braiding [see Eq. (2.21)] can be used to implement logical quantum gates, for
more details see Refs. [47, 49, 50]. However, this comes with the problem that
one has to have great control over the location of the non-Abelian anyons used to
set up the computational ground state subspace. Moreover, the anyons have to
be moved around each other in an adiabatic manner since diabatic changes can
lead out of the ground state subspace and the topological protection is lost. In a
more modern approach to topological quantum computing this is circumvented by
replacing the braiding operations with projective measurements [51–53].
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2.3 Fractional Topological Insulators
In the previous sections, non-interacting topological phases and their classification
were discussed. It is natural to ask whether this classification is stable once interac-
tions between electrons are taken into account. If the interactions do not explicitly
or spontaneously break any symmetries, their effect can be: (i) The topologically
non-trivial phase is left invariant. (ii) Two topologically distinct phases of the non-
interacting system can be adiabatically deformed into each other without closing
the bulk gap. (iii) Strong correlations can enrich the classification Table 2.1 and
change the topological invariant [54, 55], or (iv) most interestingly, strong corre-
lations can lead to completely new phases with no non-interacting counterpart. In
this last case, the strong correlations typically lead to fractionalized phases as for
example in the fractional quantum Hall (FQH) effect.
According to the current understanding of interacting gapped topological phases
of matter, they are divided into phases with short-range entanglement (SRE) and
phases with long-range entanglement (LRE). The former goes under the name of
(interacting) SPT states and the topological band insulators discussed above are
simply the special (non-interacting) case of SPT states. The latter is one of the
definitions of intrinsic topological order.
There are other possibilities to identify a system with topological order in (2+1)
dimensions [54, 56]:
• A gapped quantum system with topological order has a robust (in the large
size limit) ground state degeneracy on a torus or other compact manifolds
with non-trivial topology, which is commonly referred to as topological ground
state degeneracy (TGD). The robustness comes from the fact that any lo-
cal operator has zero off-diagonal matrix elements in the degenerate ground
state space. In a system of finite size L these terms scale as ∼ e−L/ξ, where ξ
is some characteristic length scale [54]. However, the TGD does not provide
a full characterization of the topological order, as different topological orders
sometimes lead to the same TGD.
• The bulk has deconfined and dynamic low-energy quasi-particle excitations
which carry fractional quantum numbers (such as fractional charge) and
have fractional statistics. These particles are point-like in two dimensions,
while in three dimensions there must also exist line-like excitations for non-
trivial statistics. In order to make connection with the discussion of anyonic
statistics above, it should be evident now that the statistics of the quasi-
20
2. Introduction
particles is intimately connected with the TGD and in fact determined by
the topological order.
The definition of topological order does not rely on any symmetries of the system.
If, however, a topologically ordered state relies on a particular symmetry, it is
called a symmetry-enriched topological state.
For a more in-depth discussion of topological order and interacting SPT states
the reader is referred to Refs. [55–57]. After a brief description of the FQH effect,
the remainder of this section is devoted to fractional TIs, which will be the central
topic in the next chapter of this Thesis.
Fractional Quantum Hall Effect
The FQH effect is the prime example of a fractionalized phase. The physical pic-
ture and the theoretical methods that have emerged from studies of the FQH effect
set the groundwork for the more recent developments in the exploration of inter-
acting topological phases of matter. Therefore, this section briefly introduces the
hallmarks of the FQH effect and highlights some of the theoretical developments
associated with it.
In 1982, Tsui et al. [58] observed in very clean samples at strong magnetic
fields that at fractional filling of the lowest Landau level a new plateau emerges at





where ν = 1/3. It turned out that in fact a rich structure develops with many
plateaus at different fractional fillings: ν = 1/3,2/5,3/7, . . . . Since only very clean
samples show these features, it is clear that in contrast to the IQH effect, these
plateaus cannot be explained by disorder. Additionally, the fact that the lowest
Landau level is only partially filled but the system still shows an energy gap,
suggests that many-body effects are crucial in the understanding of the FQH effect.
In a first theoretical attempt, Laughlin proposed a variational wavefunction
for the many-body ground state that describes the fractional fillings at ν = 1/m,
with m an odd integer [59]. Exact diagonalization studies have shown that the
Laughlin wavefunction has an overlap of up to 99% with the true ground state,
hence the fillings with ν = 1/m are nowadays called Laughlin states. It can be
shown theoretically that the quasi-particles (quasi-holes) carry fractional electric
charge e∗ = −e/m (e∗ = e/m), and they have Abelian anyonic statistics. As such,
the ν = 1/3 FQH effect is regarded as the archetype of a fractionalized phase.
However, so far the anyonic statistics has not been directly observed in experiment.
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Subsequently, Haldane [60] and Halperin [61] introduced the idea of a hierar-
chical structure in the FQH states, while Jain [62] introduced the idea of composite
fermions in which electrons are bound to magnetic fluxes. The composite fermion
approach by Jain allows to describe all observed filling fractions with odd denom-
inators but is not able to capture the experimentally observed even denominator
fillings. Moore and Read [63] were able to derive the many-body wavefunctions
for the ν = 5/2 filling and showed that excitations above the ground state have
non-Abelian anyonic statistics.
All of these works were based on a microscopic description of the FQH effect,
where the authors derived the many-body wavefunctions for the quasi-particles.
This approach allowed to show that strongly interacting systems in 2D can have
fractional electric charge and anyonic statistics.
In an attempt to give a universal characterization of the FQH phases, Wen
introduced the concept of topological order briefly discussed above and suggested
that the FQH phase is a manifestation of this new phase of matter [64].
Fractional TIs in Two Dimensions
In a spirit similar to the first construction of the QSH state, the simplest way to
obtain a fractional TI is by taking the direct product of two time-reversed copies
of a Laughlin state. Consider a system for which Sz is conserved and the spin-up
(spin-down) electrons are in a FQH phase with ν = 1/m (ν = −1/m). In this case,
by construction, the system has topological order and the edges host helical edge
states with fractional charges. This is the fractional quantum spin Hall (FQSH)
effect discussed by Levin and Stern [65]. Alternatively, one can realize the FQSH
phase in a coupled-wires construction with non-uniform SOI [66]. The FQSH
phase was then generalized by Neupert et al. [67, 68] and Levin et al. [69] by
considering models where Sz is not a good quantum number. They studied a
topologically ordered 2D system where TRS is imposed and the bulk is described
by an Abelian Chern-Simons (CS) field theory. The bulk-boundary correspondence
for these theories was established in the context of the FQH effect and determines
the 1D edge theory from the structure of the bulk CS theory. In the presence
of electron-electron interactions, there exist TRS-preserving terms which can gap
out the gapless edge states. Thus, in contrast to the non-interacting case, it is not
guaranteed that an odd number of Kramers pairs of edge states cannot be gapped
by (TRS-preserving) disorder. Neupert [67] and Levin [69] derived a stability
criterion for the edge states in fractional TIs and showed that it depends on the
universal data for the edge theory. Fractional TIs with an odd number of stable
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Kramers pairs of edge states can be viewed as the fractionalized variants of the
non-interacting TIs. Note that if all edge states are gapped out the system is still
non-trivial since it is topologically ordered: The bulk quasi-particle excitations
carry fractional charge and show fractional statistics.
Fractional TIs in Three Dimensions
In three spatial dimensions the situation is much less clear. Maciejko et al. [70]
took a field theoretic approach inspired by the FQH effect and quantum chromo-
dynamics, where the electron fractionalizes into partons, which themselves occupy
a known SPT state. In this construction the authors were able to obtain an ax-
ion topological field theory (TFT) where the so-called θ-angle θ is a fraction of
π. Note that it was shown that a non-interacting 3D TI can be described by an
axion TFT with θ = π [71]. As is well-known, the surface of a 3D TI exhibits a
half-integer QHE if TRS is broken. From the axion TFT it was derived that this







where p and q are odd integers. Another way to obtain this result is by con-
sidering a coupled-wires construction in 3D [72, 73], where the authors confirm
Eq. (2.23). All of these works suggest that there exist fractionalized versions of
the non-interacting 3D TIs. However, while the TFT approach does not allow
the identification of any candidate materials, the realization of a 3D coupled-wires
network in an experiment is rather complicated. In fact, only a few works focused
on candidate materials for fractional 3D TIs [74]. In Chapter 3 of this Thesis it
is shown that a layered system consisting of stacked electron- and hole-gas layers




The topological phases considered thus far assumed no or only ‘generic’ symme-
tries such as TRS, particle-hole symmetry, and the product of the two. In non-
interacting systems this leads to the classification presented in Table 2.1, where
the topologically non-trivial system behaves as a band insulator or superconductor
in the bulk and exhibits gapless states localized on the boundary. These results
were soon extended to include spatial symmetries such as the crystalline space
groups [75]. As a special subgroup of topological crystalline insulators, Schindler
et al. [76] introduced the concept of higher-order topological phases for certain
combinations of spatial and temporal symmetries (product of mirror reflection
and TRS or the product of four-fold rotation and TRS, see also Ref. [77]). Be-
fore the introduction of this more general concept, certain higher-order topological
insulators were known under the name of quantized electric multipole insulators
studied in the works by Benalcazar et al. [78–80]. Geier et al. further showed that
an order-two crystalline symmetry is enough for second-order topological phases
in d = 2 and d = 3 [44].
For higher-order topological phases there exists a generalized bulk-boundary
correspondence. For an nth-order topological phase in d spatial dimensions, the




n = 1 n = 2 n = 3
Figure 2.2: Schematic illustration of first-order (n = 1), second-order (n = 2), and
third-order (n = 3) topological phases in different dimensions d. The first-order
topological phases have gapless states (yellow) on all boundaries and a gapped
bulk (grey). A d-dimensional system in a higher-order phase with n > 1 does not
necessarily have gapless states on all of its (d − n)-dimensional boundaries.
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its (d − n)-dimensional boundary (see Fig. 2.2). In contrast to the conventional
topological phases presented above, the higher-order topological phases do not
necessarily have gapless states on all of their (d−n)-dimensional boundaries. Also
note that in this formulation, the topological phases presented above are first-order
topological phases. The higher-order topological phases are topologically trivial
within the classification of first-order topological phases. However, the (d−n+1)-
dimensional boundaries can be viewed as separate topological gapped systems, and
the gapless boundary states appear where two adjacent surfaces, hinges, or edges
are characterized by different topological invariants.
Generally, the literature distinguishes between intrinsic and extrinsic higher-
order topological phases [44]. Extrinsic higher-order topological systems typically
arise if no particular spatial symmetries are present. For example, a 2D second-
order topological superconductor has zero-energy MBS at some of its corners.
In the absence of any spatial symmetries, these corner states are protected by the
energy gap of the edge. This means that the corner states can disappear if the edge
gap is closed and then reopened. On the other hand, the corner states of intrinsic
higher-order topological phases are protected by the bulk energy gap. However,
these phases require additional symmetries such as the particular combination of
spatial and temporal symmetries [76] or order-two spatial symmetries [44]. As a
result, no perturbation which respects the symmetries of the system and leaves the
bulk gap open can make the corner states disappear. In contrast to the extrinsic
phase, this specifically implies that in the intrinsic phase a symmetry-preserving
perturbation can close and reopen any edge gap and the corner states will remain.
The only possible change is that the corner states are relocated in a way that
respects the symmetry, but the existence of the corner states is guaranteed as long
as the bulk gap is not closed.
Despite the fact that the field of higher-order topology is relatively new, first
experimental evidences already exist. Experimental and theoretical groups joined
forces to reveal that hexagonal bismuth nanowires grown along a particular axis
show signatures of higher-order topology. The presence of narrow conducting chan-
nels localized at hinges was shown by performing scanning tunneling microscope
and Josephson interferometry measurements [81, 82].
As of now, there exist several new proposals for 2D second-order topologi-
cal superconductors [83–89], 2D second-order topological insulators [90, 91], 3D
second-order topological insulators [92, 93], and even fractional 2D second-order
topological superconductors [94–96].
Additionally, characteristics of higher-order topological insulators were also
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2.5 Engineered Topological Matter
As already mentioned in the Prologue, Kitaev showed in his seminal work that
MBSs can occur at the end of 1D spinless p-wave superconductors [42]. Similarly,
Ivanov demonstrated the occurence of MBSs in vortex cores of 2D chiral p-wave
superconductors [43]. Unfortunately, p-wave superconductors are extremely rare
in Nature, and it is not clear which material could be used to study MBSs in ex-
periment. This has motivated theorists to look for new ways to realize topological
superconductors and in particular MBSs. In their pioneering work, Fu and Kane
showed that a MBS occurs if conventional s-wave superconductors are placed on
one of the surfaces of a 3D TI such as to create a vortex [100]. The idea to combine
materials in order to create topological states of matter was then quickly explored
further. In the most popular example, the idea is to reproduce the physics of
a 1D spinless p-wave superconductor. This can be done using a semiconducting
nanowire where the spin-degeneracy is lifted due to Rashba SOI [101, 102]. Apply-
ing a magnetic field along the nanowire axis opens a partial gap in the spectrum
and removes the spin degree of freedom, such that the system is essentially spinless.
If the system is brought into contact with a conventional s-wave superconductor,
it can be shown that the combination of these three ingredients exactly maps to
Kitaev’s toy model. This was one of the first examples of how 1D topological
superconductors can be generated by using a combination of ‘ordinary’, topolog-
ically trivial materials. It should be emphasized that for this scheme to work it
is essential that the nanowire either has strong SOI or that the magnetic field
has a helical texture while the SOI is zero. This second approach was pursued in
the works by Nadj-Perge et al. [103] and Klinovaja et al. [104], where the authors
studied a chain of magnetic adatoms on a conventional superconductor. It can be
shown that due to Ruderman-Kittel-Kasuya-Yosida (RKKY) interactions a helical
magnetic order forms [104], and that the low-energy description of the system is
equivalent to Kitaev’s toy model. Both platforms were well within reach of ex-
perimental techniques, and thus, quite quickly first experiments could be carried
out. Transport measurements in the Rashba nanowires showed the existence of a
zero-bias peak in the conductance, while atomic-force microscope measurements
on the magnetic chain also revealed the spatial information of the localized states
at the end of the chain. This rapid success motivated physicists to further look
for relatively simple heterostructures made of conventional materials that realize
new topological phases.
It was discovered quickly that in fact many topological phases can be realized
when the right combination of materials is used, e.g., topological superconducting
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phases [45, 46, 105, 106], topological phases in periodically driven systems [107–
110], or fractional phases [106, 111–119] (this list is by far not exhaustive). Some
of these approaches relied on a coupled-wires construction to produce 2D or 3D
phases. While as a theoretical tool this approach allows to conveniently treat
interacting systems in these higher dimensions, it becomes notoriously difficult to
realize a 3D nanowire network in an experiment. In this Thesis, the approach of
engineering topological matter is taken further and it is shown that a variety of
2D and 3D topological phases can be constructed from coupled 2D layers with
Rashba SOI. Using layered materials to engineer higher-dimensional topological
phases significantly simplifies the heterostructure as compared to coupled-wires
structures and makes them more likely to be realized in an experiment.
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R. Claessen, Science 357, 287 (2017).
[24] Z. Fei, T. Palomaki, S. Wu, W. Zhao, X. Cai, B. Sun, P. Nguyen, J. Finney, X. Xu, and
David H. Cobden, Nat. Phys. 13, 677 (2017).
[25] S. Tang et al., Nat. Phys. 13, 683 (2017).
29
Bibliography
[26] L. Fu, C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 98, 106803 (2007).
[27] J. E. Moore and L. Balents, Phys. Rev. B 75, 121306(R) (2007).
[28] R. Roy, Phys. Rev. B 79, 195322 (2009).
[29] H. Suzuura and T. Ando, Phys. Rev. Lett. 89, 266603 (2002).
[30] D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J. Cava, and M. Z. Hasan, Nature 452,
970 (2008).
[31] D. Hsieh,Y. Xia, L. Wray, D. Qian, A. Pal, J. H. Dil, J. Osterwalder, F. Meier, G. Bihlmayer,
C. L. Kane, Y. S. Hor, R. J. Cava, M. Z. Hasan, Science 323, 919 (2009).
[32] Y. Xia, D. Qian, D. Hsieh, L. Wray, A. Pal, H. Lin, A. Bansil, D. Grauer, Y. S. Hor, R. J.
Cava, and M. Z. Hasan, Nat. Phys. 5, 398 (2009).
[33] Z. Alpichshev, J. G. Analytis, J.-H. Chu, I. R. Fisher, Y. L. Chen, Z. X. Shen, A. Fang, and
A. Kapitulnik, Phys. Rev. Lett. 104, 016401 (2010).
[34] D. Hsieh et al., Phys. Rev. Lett. 103, 146401 (2009).
[35] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys 82, 4 (2010).
[36] A. Altland and B. Simons, Condensed Matter Field Theory, Cambridge University Press,
2010.
[37] L. Cooper, Phys. Rev. 104, 1189 (1956).
[38] J. Bardeen, L. Cooper, and J. R. Schrieffer, Phys. Rev. 108, 1175 (1957).
[39] W. Kohn and J. m. Luttinger, Phys. Rev. Lett. 15, 524 (1965).
[40] S. Maiti and A. V. Chubukov, AIP Conference Proceedings 1150, 3 (2013).
[41] A. A. Abrikosov, L. P. Gorkov, and I. E. Dzyaloshinski, Methods of quantum field theory in
statistical physics, Dover Publications Inc. New York, 2017.
[42] A. Y. Kitaev, Phys.-Usp. 44, 131 (2001).
[43] D. A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).
[44] M. Geier, L. Trifunovic, M. Hoskam, and P. W. Brouwer, Phys. Rev. B 97, 205135 (2018).
[45] F. Zhang, C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 111, 056402 (2013).
[46] J. Klinovaja and D. Loss, Phys. Rev. B 90, 045118 (2014).
[47] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and S. Das Sarma, Rev. Mod. Phys. 80, 3
(2008).
[48] M. Gaberdiel, Lecture notes on Symmetries in Physics, held at ETH Zürich, Fall Semester
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Insulators in Coupled Rashba Layers
Adapted from:
Yanick Volpez, Daniel Loss, and Jelena Klinovaja
“Three-dimensional fractional topological insulators in coupled Rashba layers”,
Phys. Rev. B 96, 085422 (2017).
We propose a model of three-dimensional topological insulators consisting of
weakly coupled electron- and hole-gas layers with Rashba spin-orbit interaction
stacked along a given axis. We show that in the presence of strong electron-
electron interactions the system realizes a fractional strong topological insulator,
where the rotational symmetry and condensation energy arguments still allow us
to treat the problem as quasi-one-dimensional with bosonization techniques. We
also show that if Rashba and Dresselhaus spin-orbit interaction terms are equally
strong, by doping the system with magnetic impurities, one can bring it into the
Weyl semimetal phase.
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3.1 Introduction
In recent years, the study of topological phases of matter has become one of
the prominent subjects in condensed matter research. Soon after the theoreti-
cal prediction and experimental confirmation of topological band insulators (TIs)
in two [1–5] and three dimensions [6–9], it was theoretically shown that the class of
topologically non-trivial matter is much larger and the corresponding phases even
more exotic once interacting systems are considered that can allow phases hosting
gapless excitations with fractional charges or spin quantum numbers [10–12]. The
realization of such unconventional phases in Nature is not only of fundamental
interest, but also promising for applications such as topological quantum compu-
tation, where Fibonacci anyons can serve as qubits which allow for universal quan-
tum computation [13]. However, the basic ingredients for obtaining a Fibonacci
phase are parafermions, also called fractional Majorana fermions, which emerge
only in the presence of electron-electron interactions. Many proposal for exper-
imental realizations of parafermions rely on a combination of superconductivity
and fractional TIs [14–19]. So far, fractional TIs still lack experimental realization
and it is thus of great importance searching for models possibly realizable in future
experiments.
It is the purpose of this paper to introduce a model which shows how, in
principle, a three-dimensional (3D) fractional TI can be engineered. We generalize
the approach of weakly coupled wires [20] to three dimensions by considering a
stack of weakly coupled two-dimension electron gas (2DEG) layers. Although the
coupled wires approach is a very successful method for theoretically constructing
two-dimensional (2D) [12, 20–30] and 3D [31–33] topological systems, the coupled
layers approach [34] is simpler to handle and is physically more transparent when
describing 3D systems. We consider a stack of 2D layers with Rashba spin-orbit
x
yz
Figure 3.1: Schematic representation of the system formed by tunnel-coupled layers
with charge carriers. The unit cell consists of two electron (blue) and two hole
(green) layers. The color brightness encodes the two different signs of the SOI.
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interaction (SOI) weakly tunnel coupled to each other. Such a system could be
realized in a semiconductor superlattice where the 2DEGs form at heterojunctions
and the SOI can be controlled with electrical gates [35, 36]. Alternatively, one
could realize our setup in a van der Waals heterostructure, by stacking a carefully
chosen sequence of different atomically thin layers on top of each other[37–42].
The paper is organized as follows. In Section 3.2 we introduce the system
composed of weakly coupled layers. In Section 3.3, we study its properties in the
non-interacting regime. We derive the bulk spectrum, discuss the computation of
the topological invariant, and show the existence of gapless surface states using
analytical and numerical methods. We conclude that the non-interacting model
realizes a 3D TI. This sets the stage for the main part of the work presented in
Section 3.4 - the fractional topological phase. We identify the regime where the
interacting system forms a fractional strong 3D TI [32, 33, 43] in the regime of
strong electron-electron interactions. The main idea of the analysis is to search
for solutions minimizing the energy of the system, which translates into maxi-
mizing the size of the gap opened by backscattering-assisted tunneling processes
and should stabilize the system, similar to nesting conditions discussed before in
various systems [44–47]. Importantly, the condensation energy gain is maximum
for processes that do not break the rotational and translation symmetries of the
system [48, 49]. This helps us to reduce the problem effectively to one dimension
where we can then use bosonization and Luttinger liquid techniques to show the
existence of fractionally charged surface states with a nondegenerate helical Dirac
cone spectrum in the topological phase. Additionally, in Section 3.5 we discuss how
an equal combination of Rashba and Dresselhaus SOI leads to a Weyl semimetal
phase in non-interacting systems. We summarize our results in Section VI.
3.2 Model
We consider a system of weakly coupled 2DEG layers stacked along the z axis with
the distance az between layers. The unit cell consists of four layers, two of which
have an electron-like dispersion and two have a hole-like dispersion, see Fig. 3.1.
Each layer has a SOI of Rashba type. The strength of the SOI, α, is the same
throughout the unit cell but alternates its sign from layer to layer. We introduce
two indices to label the layers: η ∈ {1, 1̄} and τ ∈ {1, 1̄}, which distinguish between
electron and hole layers as well as between layers with positive and negative SOI,
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Figure 3.2: Dispersion relation of the layers for a fixed value of θ. (a) The chemical
potentials µ (black lines) are tuned to the SOI energy Eso. The colors blue/green
encode positive/negative helicity. The arrows represent the tunneling processes
between fields allowed by spin and momentum conservation laws. (b) The chemical
potential is tuned to Eso/9. In the presence of strong interactions, tunneling
processes assisted by backscattering dominate resulting in the bulk gap. The
orange and black arrows represent terms in Ot1 and Ot2 , respectively [see Eqs.
(3.4.1) and (3.4.2)].



















− µ) − iτα(σ1∂y − σ2∂x)σσ′ , (3.2.2)
where the sum runs over N unit cells and Ψnητσ(x, y) is the annihilation operator
of an electron in the (ητ) layer of the nth unit cell with spin-projection σ = ±1 at
position (x, y). The chemical potential µ is measured from the SOI energy Eso =
mα2/2h̵2 in each layer and has the same magnitude in all layers. The dispersion of
the (ητ) layer is given by E±(k) = η
h̵2k2
2m ± ταk with the eigenstates characterized




2, where θ is the angle between the 2D
momentum vector k and the kx axis.
In the following, we consider spin-conserving tunneling between layers. For a
tunneling process of amplitude t1 (t2) between layers of the same (opposite) mass
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nη1σΨnη1̄σ +H.c.) . (3.2.3)
Without loss of generality, we assume that t1, t2 ≥ 0.
3.3 Three Dimensional Strong Topological Insulator
3.3.1 Bulk Spectrum and Symmetry Class
To begin with, we show that there is a bulk gap at µ = 0 and the symmetry
class the Hamiltonian falls into is AII. In order to do so, we first consider an
infinite system and introduce momenta (k, kz). The total Hamiltonian is given




(k, kz) = ε
2










where ε(k) = h̵2k2/2m. If t1 ≠ t2 and t2 > 0, the bulk is fully gapped. If t1 = t2 > 0,
the bulk gap closes at (k, kz) = (0,0). The system can be tuned into topological
(t1 > t2) and trivial (t2 > t1) phase, as shown below.
In order to discuss the symmetry class of the Hamiltonian we rewrite the total
Hamiltonian in terms of Pauli matrices σi, ηi, and τi acting in spin and layer space,
respectively. As a result, we obtain
H = ∫ dkdkz Ψ
†
(k, kz)h(k, kz)Ψ(k, kz), (3.3.2)










(kzaz/2)η2τ2 + sin(kzaz)(η1τ2 + η2τ1)/2].
(3.3.3)
The Hamiltonian is invariant under time reversal operation Θ = iσ2K, where K is
the complex conjugation operator. In the Altland-Zirnbauer classification [50, 51]
there are three symmetry classes with Θ2 = −1, two of which have additional
particle-hole symmetry. Under particle-hole transformation C the Bloch Hamil-
tonian has to satisfy ChT (−k,−kz)C
−1 = −h(k, kz). No such operator could be
found for h(k, kz) [see Eq. (3.3.2)] and it therefore belongs to the AII symmetry
38











Figure 3.3: The spectrum in the topological phase obtained numerically for Ny =
300, t1/t = 0.2, t2/t = 0.1, ᾱ/t = 0.3, see Appendix 3.A. The bulk states (blue)
are fully gapped with gap ∆min = 2(t1 − t2). The dispersion of the surface states
localized in the xz plane (green) is represented by an anisotropic Dirac cone.
The inset shows the helical spin structure in the layer η = τ̄ = 1 at y/ay = 1 for
E/t = 0.02 (dashed line), confirming the presence of a single helical Dirac cone at
the xz-surface.
class [50, 51]. In three dimensions, the system is classified by a Z2 invariant and
can be a strong topological insulator hosting single helical Dirac cones at each
surface [52].
We end this subsection by computing the topological invariant explicitly fol-
lowing Ref. [52]. We derive an effective Hamiltonian by identifying the low-energy
bands that close at the phase transition and the level crossing wave vector and
then expand the Hamiltonian around these points. From our analysis we know
that the topological phase transition takes place at t1 = t2 and the gap closes at
(k, kz) = (0,0). Expanding Eq. (3.3.3) around this momentum point and per-
forming a unitary transformation, the Hamiltonian can be brought into a form
consisting of two decoupled 4×4 blocks containing the low-energy and high-energy
bands. The low-energy bands undergo the topological phase transition at t1 = t2.
Projecting onto the subspace containing these low-energy bands that close at the
critical point, one obtains the effective Hamiltonian given by




where we introduced the mass M = t1 − t2. Using this simplified Hamiltonian, one
can calculate the Z2 invariant ν0 explicitly. We find that ν0 = 1 (ν0 = 0) if M > 0
(M < 0). We note that the same Hamiltonian was studied before in Ref. [53],
where it was shown that heff(k, kz) [Eq. (3.3.4)] corresponds to a 3D strong TI.
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3.3.2 Existence of Surface States
The presence of one helical Dirac cone at any surface is a central feature of a
strong TI. In this subsection, we show the existence of these surface states in the
topological regime t1 > t2 using analytical and numerical methods. First, we prove
the existence of surface states on the top and bottom surface of the stack, i.e. at
the boundaries orthogonal to the stacking direction. To this end, we restrict the
discussion to the low-energy regime and perform a linearization of the Hamiltonian
by assuming t1, t2 ≪ Eso. We represent the momentum in polar coordinates to
exploit the rotational symmetry of the layers. Being functions of good quantum
numbers, the modulus k and the polar angle θ are constants for kx and ky fixed.
The spectrum of each layer is isotropic and, therefore, independent of θ, which
means that there are only fluctuations in k direction. States with different θ
are decoupled from each other, and we can treat the problem as effectively one-
dimensional in direction of propagation r [34].
We linearize the spectrum and represent the field operators around the Fermi






iηβkδF (x cos θ+y sin θ), (3.3.5)
where δ = e, i labels the exterior (e ≡ 1) and interior (i ≡ 1̄) FS, with corresponding
Fermi momenta keF = 2mα/h̵
2 and kiF = 0. Here, β = 1, 1̄ refers to ‘right’ (1) and
‘left’ (1̄) movers propogating into opposite y directions. In this representation
the polar angle θ is restricted to [0, π). The spin overlap amplitude is given by
αδβθητσ = ⟨σ∣η, τ, δ, θ + π(1 − ηβ)/2⟩. The linearized kinetic term [see Eq. (3.2.1)]














where vF = α/h̵ is the Fermi velocity.
We next employ a two-step perturbation approach by considering the regime












Importantly, H̄t1 couples fields of opposite velocities at k = 0 resulting in a partial
gap [see also Fig. 3.2a]. In a next step, we take into account the fields that are
unaffected by the t1-term and neglect the already gapped fields. Analogously, one
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Figure 3.4: The probability density of the wavefunction ∣ψ1,1̄,↑∣
2 in the (1, 1̄) layer
for a state on the Dirac cone on the first one hundred sites (Ny = 800) along y
direction. The figure was obtained for t1/t = 0.2, t2/t = 0.1, ᾱ/t = 0.3, and µ = −4t
for a state on the Dirac cone with kxax/π = 0.05 and kzaz/π = 0. The wavefunction





















These terms gap out the remaining fields in the bulk but do not affect the two
fields at the top, S
e,1/1̄
1θ11̄
, and at the bottom, S
e,1/1̄
Nθ1̄1
, of the stack, since they do not
appear in Eq. (3.3.8). These surface states are gapless, have a linear dispersion,
and the spin of each state is locked to be orthogonal to its momentum; in other
words, they form a single helical Dirac cone at each of the two surfaces. We remark
that starting the perturbative analysis in the opposite regime t2 ≫ t1 all fields at
the top and bottom surfaces are gapped and the system is in the trivial insulating
state. The result obtained in the perturbative regimes smoothly connects to the
region of the phase diagram where t1 > t2, and due to their topological nature the
gapless surface states persist over the whole parameter range, see Fig. 3.3.
To access the spectrum of the, say, xz surface at y = 0, we employ numerical
diagonalization (see Appendix 3.A for more details) and consider the system finite
in y direction with Ny lattice sites. The spectrum of the tight-binding Hamiltonian
[see Eq. (3.A.1)] in the topological phase is shown in Fig. 3.3. It can be seen that
the bulk states are separated by an energy gap and that there exist states with a
Dirac spectrum. In Fig. 3.4, we show the modulus squared of the wavefunction of
a state on the Dirac cone on the first hundred lattice sites. One can observe that,
indeed, the state is localized at the surface of the system and therefore conclude
that the Dirac cone corresponds to surface states on xz surface. The spin is locked
to the momentum resulting in a helical texture [see the inset in Fig. 3.3]. Since
the system has rotational symmetry around the z axis, it is clear that the same
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Figure 3.5: The spectrum in the trivial phase obtained numerically for Ny = 300,
t1/t = 0.1, t2/t = 0.2, ᾱ/t = 0.3. The spectrum is fully gapped and no surface states
were found in the xz plane. The same holds for all other surfaces, which shows
that here the system is in the trivial phase.
conclusions could be drawn if we had imposed a hard wall boundary condition at
x = 0. In conclusion, we showed the existence of a single helical Dirac cone on each
boundary and a fully gapped bulk spectrum in the regime t1 > t2. We emphasize
that the gapless surface states were obtained in a nonperturbative regime which
proves that their existence does not rely on the perturbative approach considered
above, underlining their topological nature.
For completeness we also show the spectrum in the region t1 < t2 which is
separated by the gap closing line t1 = t2 from the region where we found the Dirac
cone. As can be seen in Fig. 3.5 the spectrum is fully gapped and there are no
surface states. The system is a trivial insulator in the whole region where t1 < t2.
This analysis confirms that for t1 > t2 (t1 < t2), the strong topological Z2 invariant
ν0 is given by ν0 = 1 (ν0 = 0), which is consistent with our analysis above.
To emphasize the topological origin of surface states, we show their stability
against nonmagnetic disorder. In order to do so, we modified our tight-binding
model to implement detuning of the chemical potential in the (η,τ) layer at lattice
site i by δµητi. The perturbations were randomly generated from a normal distri-
bution centered at ⟨δµ⟩ = 0 and the variance characterizing the disorder strength
was chosen such that
√
⟨δµ2⟩ < t2. As can be seen from Fig. 3.6, the surface states
remain intact in the presence of non-magnetic disorder. There is no gap opening.
Moreover, this analysis also confirms that our initial assumption of the rotational
and translational symmetries is not crucial for the existence of the topological
phase.
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- 0.10 - 0.05 0.05 0.10
- 0.05
0.05
Figure 3.6: The spectrum of the topological phase in the presence of disorder
along the cut kzaz/π = 0 with parameters Ny = 300, t1/t = 0.2, t2/t = 0.1, ᾱ/t = 0.3,
µ = −4t, and
√
⟨δµ2⟩ = 0.7t2. The two Dirac cones on two opposite surfaces (green
and orange) still exist and there is no gap opened by disorder. However, due to
slightly different disorder configurations at two surfaces, there is a small shift of
the position of the center of the Dirac cone in energy.
3.4 Fractional Topological Insulator
Next, our goal is to identify the regime in which the system is a fractional strong
3D TI. For this, we detune the chemical potential in H0 [see Eq. (3.2.2)] to µ1/3 =
Eso/9. This particular choice of µ fixes the ratio between the radii of the interior
and exterior FS to 2kiF = k
e
F = 4mα/3h̵
2. We, again, restrict the discussion to
the regime t1 ≫ t2 and treat the t1-terms first. The direct tunneling (t1) between
layers of the same mass is forbidden by spin/momentum conservation and does
not result in a gap. Repulsive electron-electron interactions, however, open the
channel for backscattering assisted tunneling which has a chance to open a gap.
These processes consist of a tunneling with nonzero momentum transfer which
is accompanied by two backscattering events (in leading order) ensuring overall
momentum conservation. If the tunneling occurs between two states where the
spins are misaligned, the tunneling amplitude gets suppressed by a factor of the
spin overlap [see Fig. 3.7].
Thus, we only take into account events where the tunneling amplitude and cor-
respondingly the size of the bulk gap becomes maximal [44–47], which corresponds
to processes preserving the rotational and translational symmetries of the system
and do not mix states characterized by different values of θ [47–49], see Fig. 3.2b.
Such processes similar to nesting conditions on Fermi surfaces [44–47] allow us to
maximize the condensation energy gain (also known as Peierls-type energy gain)
and stabilize the topological phase [44–47]. If the chemical potential is detuned
by δµ, the tunneling no longer conserves momentum exactly. However, the gap is
still opened, although suppressed, if δµ < t1, t2.
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Figure 3.7: Schematics of backscattering assisted tunneling process between two
neighboring electron layers. The two Fermi surfaces are drawn on top of each other.
For brevity, the spin polarizations of the corresponding state at the Fermi surface
for the first (green arrows) and second layer (blue arrows) is indicated only for
kx < 0 (kx > 0). The involved electrons residing in the respective layers are shown
by blue (green) dots. The momentum transfer q⃗ (orange dotted arrows) during
the tunneling event is compensated by the two backscattering processes such that
q⃗ + q⃗1 + q⃗2 = 0. Correspondingly, due to the spin structure of the Fermi surface,
the amplitude of the tunneling process with momentum transfer q⃗ connecting two
states with misaligned spins is reduced. The backscattering assisted tunneling
amplitude (and thus the resulting bulk gap) is maximum if all involved spins
are aligned, thus, q⃗ ∥ q⃗1,2. In this case, the rotation symmetry of the system is
preserved.
The Hamiltonian density describing tunneling between layers of the same mass
becomes [see also Fig. 3.2b]











with g1 = t1g
2
B and gB being the strength of the backscattering term due to in-
teractions. For the t2 processes we distinguish the cases where tunneling occurs
between the interior (exterior) FSs. The operator that commutes with the one in
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with g2 = t2g
2
B and where tunneling occurs between the exterior FSs. For brevity
we use the index-dependent unit cell labels nl = n− (1− l)/2 and n̄l = n− (1+ l)/2.
For completeness we give the expression for the second operator describing t2































with nl and n̄l as above. While Ot1 and Ot2 commute, Õt2 does not commute with
Ot1 and therefore these operators can not be diagonalized simultaneously. Thus,
they leave the system gapless and, consequentially, do not result in an energy gain.
Such terms can therefore be dropped.
The terms Ot1 and Ot2 open a gap in the bulk spectrum but in order to access
the nature of the gapless surface states we employ the bosonization procedure for
1D systems. This is justified since in the limit of dominant tunneling, fields with
different angles θ are not coupled [cf. Eqs. (3.4.1) and (3.4.2)]. Thus, for θ fixed,
the problem is equivalent to tunnel-coupled infinite wires.








determines the chirality and σ the spin projection [55]. The chiral fields satisfy





′)] = iπβsgn(r − r′) and all other








































We work in the limit where gi are large compared to the quadratic part of the
Hamiltonian and the fields get pinned to one of the minima of the cosines [55].
Using Eqs. (3.4.4), we infer that all the fields in the bulk get pinned pairwise
and, therefore, the bulk spectrum is fully gapped. However, as in the previous
section, two fields at the top surface and two fields at the bottom surface do not













fields do not get pinned and stay gapless [24]. We conclude that the interacting
system hosts gapless surface states that have their spin locked orthogonal to their
momentum. The quasi-particle excitations on the surface are directly given by the
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Figure 3.8: The Weyl semimetal spectrum for the parameters t1/Eso = 0.3, t2/Eso =
0.19, and kz = 0. Left: Four Weyl nodes exist for weak exchange interaction
(J/Eso = 0.08). Right: In the regime ∣J − t1∣ < t2, only two Weyl outer nodes
remain (J/Eso = 0.17).
exponential of the gapless bosonic fields listed above. These excitations have been
shown [56] to carry fractional charge q = e/3. This procedure can be generalized
to other odd integers n > 3 to obtain fractional TIs with q = e/n.
3.5 Weyl Semimetal Phase
Remarkably, if the SOI is no longer of pure Rashba type but given by an equal
combination of Rashba and Dresselhaus SOI by gate tuning [35], such that the
spin gets coupled only to the momentum in one particular direction [57–64], a









As a result, the Hamiltonian density for each ητ layer is given by








− µ) − iτασ1∂y]
σσ′
Ψnητσ′ . (3.5.2)
In Refs. [57–63] it was shown that combining Rashba and Dresselhaus SOI in a
2DEG can lead to a partial compensation of the two. The above term arises when
Rashba and Dresselhaus SOI are of equal strength. The tunneling part of the total
Hamiltonian Ht1 +Ht2 remains the same. From the above equation it is evident,
that spin projection along the x-axis is a good quantum number σ = ±1. The total
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+ sin(kzaz)(η1τ2 + η2τ1)/2]. (3.5.3)
From now on k denotes the 3D momentum and k∣∣ the in-plane momentum. The


















with ε∣∣ = h̵
2k2
∣∣
/2m. If t1 < t2, the spectrum has a bulk gap. For t1 > t2 there










1/4. These are Dirac nodes hosting two Weyl nodes of opposite
chirality at the same point. The two Weyl nodes are not coupled in the absence
of disorder and, therefore, do not annihilate each other. Such Dirac nodes can,
however, be stable only if additional crystal symmetries are present that stabilize
these nodes [65].
Next, we would like to eliminate the twofold degeneracy of the Dirac node
by splitting it into two Weyl nodes. This can be achieved if the time-reversal
symmetry is broken, for example, via magnetic impurities which order ferromag-
netically (FM) along a direction orthogonal to the SOI direction, say, in the y
direction [66–69]. The exchange interaction between the electron spins and the
magnetic impurities reads,





3x Ψ†nητσ(σ2)σσ′Ψnητσ′ , (3.5.5)





Figure 3.9: Spin structure of the states on the Weyl cones at an energy of E/t = 0.02
at y/ay = 260 (Ny = 400). For clarity we projected the spin onto the kxkz plane.
The parameters used for the numerics are t1/t = 0.2, t2/t = 0.1, ᾱ/t = 0.4, and
J/t = 0.07.
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Figure 3.10: Spectrum in the Weyl semimetal phase in half of the BZ as a function
of momenta (kx, kz). The spectrum of semi-infinite system (y > 0) was obtained
numerically [cf. Eq. (3.A.5)] for Ny = 800, ᾱ/t = 0.45, t1/t = 0.3, t2/t = 0.19,
and J/t = 0.08, i.e. in the regime J < t1 − t2 where we expect four Weyl nodes
from the analytical anlaysis. The bulk (surface) states are colored in blue (green).
The spectrum is cut in half along the line connecting the gap closing points. The
spectrum indeed features two (since we show only one half) gapless points as well
as the Fermi arcs.
with J > 0. Gapless states only exist in the kz = 0 plane where the spectrum is
given by
Ẽ±,±,(kx, ky,0) = ε
2
∣∣
+ (J ± t1)
2




















. This means that the initial twofold degeneracy
gets lifted and we end up with four distinct nodes [see Fig. 3.8]. The nodes at k±
and −k± have opposite chirality [see Fig. 3.9]. If the exchange interaction strength
is tuned to J = t1 − t2, the two inner nodes meet and annihilate. As long as
∣J − t1∣ < t2, only the nodes at ±k+ exist, while at J = t1 + t2 the two inner nodes
reappear and separate when J is increased further.
In the Appendix 3.B, we find explicitly the spectrum and the wavefunctions
of surface states in the WSM phase. Here, we present the numerical spectrum
obtained from a tight-binding model defined in Appendix 3.A with polarized mag-
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netic impurities in the regime J < t1−t2; see Fig. 3.10. We confirm the existence of
gapless bulk states and of surface states that are dispersionless in x direction. The
surface states have a linear dispersion in the z direction as expected. In order to
check the chirality of the Weyl nodes, we also access the spin structure of the states
on the Weyl cones; see Fig. 3.9. Indeed, the overall chirality of four Weyl cones is
zero. We note that the Weyl phase is defined strictly at the absence of disorder.
Strictly speaking, any finite amount of disorder will scatter between Weyl cones
as discussed in literature [66]. However, if the typical disorder correlation length
is much smaller than the Fermi wavelength, the disorder effects will be averaged
out in leading order such that the Weyl cones still can be observed.
3.6 Conclusions
We considered a layered system that realizes a 3D fractional strong TI. We con-
structed a simple model that solely consists of weakly coupled 2D layers with
Rashba SOI. We also show that if Dresselhaus and Rashba SOI term are of the
same strength, the system can be brought into the Weyl semimetal phase. The
motivation for such setups is given by the vast progress in fabricating superlattices
and van der Waals heterostructures. We believe that these engineered materials
provide a promising route towards realizing 3D (fractional) TIs and Weyl semimet-
als as proposed in this work.
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3.A Tight-Binding Models
In Sect. 3.3, we address the question of whether a helical Dirac cone exists at any
boundary numerically by implementing a tight-binding model [34] for a system
with Ny lattice sites. We impose a hard wall boundary at y = 0 and consider the
system to be infinitely extended along the x and z directions such that we can
introduce momenta kx and kz. The tight-binding Hamiltonian H = ∑kxkz Hkxkz
for this setup reads
49








































Here, cητnσ ≡ cητnσkxky is the annihilation operator for an electron with spin
σ in the layer (ητ) with momentum (kx, kz) at position y = nay, where ay is the
lattice constant along the y direction. The spin-flip hopping amplitude is related
to the SOI parameter by α̃ = α/2ay (we take the lattice constants ax = ay) [70].
To describe the Weyl phase in Sect. 3.5, we use the same Hamiltonian as in




















with the magnetic impurities of the strength J polarized along y direction.
3.B Analytical Calculation of Surface States in Weyl Semimetal Phase
In this appendix we explicitly show the analytical calculation of the surface states
that appear in the WSM phase. We restrict the discussion to the regime where
t1 − t2 < J < t1 + t2 with t1 > t2. Without loss of generality all three parameters are
considered to be positive. In this range of the exchange interaction strength there
exist two Weyl nodes at ±k+ (see above) and the associated Fermi arcs are located
on the xz and xy surface BZ. For simplicity we calculate the surface states on
the xz surface for y = 0. In order to perform the linearization of the Hamiltonian
[see Eq. (3.5.3)] we again assume t1, t2 ≪ Eso (see also text above). The chemical
potential is tuned to the Weyl nodes.
We start with the full 3D bulk Hamiltonian h̃(kx, ky, kz). Since the Fermi arc is
the line connecting the projections of the Weyl nodes on the corresponding surface
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BZ, it is clear that the surface states occur with (kx,0) in the kxkz plane. Before






y)η3 − αkyτ3σ3 + t1τ1 + t2η1τ1 + Jσ2. (3.B.1)
For a clean surface (kx, kz) are good quantum numbers and we can solve Eq. (3.B.1)
for fixed kx, kz, i.e. the problem reduces to a one-dimensional problem solving
for the zero-energy eigenstates of h̃kx(ky → −i∂y) (kz is fixed to zero). Since
kx is fixed in Eq. (3.B.1) we treat the term containing kx as a detuning of the





(J + t1)2 − t22] and therefore k
2












2t1 ≪ Eso in the perturbative regime t1, t2 ≪ Eso.
Linearizing the Hamiltonian in Eq. (3.B.1) gives
h̃ = vF k̂γ3 + t1(τ1γ1 − τ2γ2)/2 + t2η1τ1γ1
+ J(σ2γ1 + σ1τ3γ2)/2 + δµkxη3, (3.B.2)
with k̂ = −ih̵∂y the momentum operator around the Fermi points and γi acts in
left/right mover space. The effect of spin-orbit coupling enters in two ways, firstly
it determines the Fermi velocity (since vF = α/h̵) and secondly it prevents the ex-
change interaction term from being diagonal in spin space, which would otherwise
just lead to an energy shift of the two spin subbands and not produce any inter-
esting effects. For the eigenstate we make the Ansatz ψkx(x, y, z) = e
ikxxψ(y) =
eikxxeiλyφλ, where φλ is a 16-component vector. Acting with the Hamiltonian in
Eq. (3.B.2) on ψkx one ends up with the matrix equation
h̃(kx, ∂y → iλ)φλ = Eλφλ. (3.B.3)
The surface states are the zero-energy eigenstates which decay for y > 0 (this
translates into the criterion Re(iλ) < 0). The zero-energy states can simply be
found by solving Det(h̃(kx, iλ)) = 0. In the regime t1 − t2 < J < t1 + t2 we find the
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where ρ, κ ∈ {−1,1} and the corresponding eigenvectors (suppressing the normal-
ization factors) are given by
φ1 = (0,0,0,0,0,0,0,0, i,0,0,0,0,0,0,1),
φ2 = (0,0, i,0,0,1,0,0,0,0,0,0,0,0,0,0),
φ3 = (0,0,0,0,0,0,0,0,0,0,0,−i,1,0,0,0),











φ6 = (ig−,0,0, i,−1,0,0, g−,0,−i,−ig−,0,0,−g−,1,0),
φ7 = (−ig+,0,0, i,1,0,0, g+,0, i,−ig+,0,0, g+,1,0),






. Some of these solutions seem to be ill-defined at
J = t1, but they actually have a finite limit once they are normalized. However,
the expressions are too lengthy to be displayed here.
We write the general solution as linear combination in the basis
Ψ = (Ψ11̄↑,Ψ11↑,Ψ1̄1̄↑,Ψ1̄1↑,Ψ11̄↓,Ψ11↓,Ψ1̄1̄↓,Ψ1̄1↓), (3.B.7)











with N as a normalization constant and φ̃ an 8 component vector. We find a
non-trivial zero energy solution characterized by coefficients (c5 = c6 = c8 = 0),
c2/c1 = −c7/c1 = 1, c3/c1 = c4/c1 = g+. (3.B.9)
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Chapter 4
Rashba Sandwiches with Topological
Superconducting Phases
Adapted from:
Yanick Volpez, Daniel Loss, and Jelena Klinovaja
“Rashba sandwiches with topological superconducting phases”,
Phys. Rev. B 97, 195421 (2018).
We introduce a versatile heterostructure harboring various topological super-
conducting phases characterized by the presence of helical, chiral, or unidirectional
edge states. Changing parameters, such as an effective Zeeman field or chemical po-
tential, one can tune between these three topological phases in the same setup. Our
model relies only on conventional nontopological ingredients. The bilayer setup
consists of an s-wave superconductor sandwiched between two two-dimensional
electron gas layers with strong Rashba spin-orbit interaction. The interplay be-
tween two different pairing mechanisms, proximity induced direct and crossed
Andreev superconducting pairings, gives rise to multiple topological phases. In
particular, helical edge states occur if crossed Andreev superconducting pairing
is dominant. In addition, an in-plane Zeeman field leads to a two-dimensional
gapless topological phase with unidirectional edge states, which were previously
predicted to exist only in non-centrosymmetric superconductors. If the Zeeman
field is tilted out of the plane, the system is in a topological phase hosting chiral
edge states.
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4.1 Introduction
The discovery that certain properties of quantum states of matter can be cap-
tured in terms of topological invariants [1–3] immune to microscopic details of a
system has triggered enormous interest in the exploration of topological phases
of matter [4–7]. Currently, a great effort is put into the search for localized Ma-
jorana quasiparticles that are predicted to appear in one-dimensional topological
superconductors (TSCs) [8–22]. Two-dimensional (2D) TSCs are the particle-hole
symmetric analogs of the experimentally more extensively studied topological in-
sulators (TI) [23–47]. One-dimensional (1D) TSCs have been the subject of intense
experimental research [48–65], while 2D TSCs are not yet so well developed experi-
mentally. However, various setups hosting chiral [66–74] and helical [75–84] super-
conducting edge states were proposed theoretically. In addition to gapped TSCs,
there exist gapless TSCs, which are predicted to be realized in nodal superconduc-
tors with mixed singlet-triplet pairing and Rashba spin-orbit interaction (SOI) or
in various heterostructures [85–95]. The majority of these proposals involve topo-
logical insulators and/ or unconventional superconductors with p-, d-wave pairing
symmetry.
In this work, we propose a bilayer heterostructure which can be brought into all
the 2D topological phases mentioned above without the need of including topolog-
ical materials and/or unconventional superconductors (SCs). The setup is com-
posed of only conventional components: an s-wave superconductor sandwiched
between two two-dimensional electron gas (2DEG) layers with strong Rashba spin-
orbit interaction (SOI) [see Fig. 4.1]. The proximity to the superconductor induces
superconducting correlations in the 2DEG layers with direct and crossed Andreev
pairings [96–107]. In the former case, a Cooper pair tunnels into one layer, whereas,
in the latter case, a Cooper pair splits and the electrons tunnel to opposite layers
respectively. When crossed Andreev pairing is dominant, the system is in a gapped
phase with a Kramers pair of helical edge states, i.e., it is a helical TSC.
Figure 4.1: Sketch of the bilayer setup consisting of an s-wave superconductor
(blue) sandwiched between two two-dimensional electron gas layers (red) with
strong Rashba spin-orbit interaction.
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Interestingly, if an effective Zeeman field is introduced, e.g., due to externally
applied magnetic fields or due to the ordering of magnetic impurities, the bilayer
setup has the potential to realize either a chiral or a gapless TSC. If the Zeeman
field lies in the plane, then, above a certain critical field strength, the system enters
a gapless topological phase with unidirectional edge states. Unidirectional edge
states, which are states that propagate in the same direction on opposite edges,
appear on the edge orthogonal to the direction of the in-plane field [93]. If the
Zeeman field points out of the plane with an angle larger than a model parameter
dependent threshold, the system enters again a fully gapped phase with chiral edge
states. In contrast to the unidirectional states, the chiral edge states propagate in
opposite directions on opposite edges and appear on all boundaries of the system.
To the best of our knowledge, none of the theoretical proposals for realizing 2D
TSCs by solely including conventional non-topological ingredients was reported to
be able to obtain all of the topological phases mentioned above.
The paper is organized as follows. In Section 4.2, we introduce the effective
model describing our setup and discuss its bulk properties in the absence of a
Zeeman field. In Section 4.3, we show in which parameter regimes the system is a
helical TSC, characterize the spin and charge properties of the helical edge states,
and derive the effective low-energy Hamiltonian for the edge states. In Section 4.4,
we study the possible topological phases in the presence of a Zeeman field. We
show that the helical TSC, protected by time-reversal symmetry, gets immediately
destroyed, and the topological phases with chiral and gapless edge states become
accessible.
4.2 Model
We consider a bilayer setup consisting of two 2DEG layers with strong Rashba SOI
coupled to an s-wave superconductor [see Fig. 4.1]. Each layer is characterized by
the SOI strength ατ , where we label the upper (lower) layer by the index τ = 1
(τ = 1̄). In the following, we restrict the discussion to the case α1 > α1̄ > 0. The
z axis is normal to the layers and k = (kx, ky) is the in-plane momentum. The





where hτσσ′(k) = [εk−µτ +ατg ⋅σ]σσ′ with εk = h̵
2∣k∣2/2m and g = (ky,−kx,0). The
field operator ψτσ,k annihilates an electron in the layer τ = {1, 1̄} with spin projec-
tion σ = {1, 1̄} and momentum k. For simplicity, in what follows, we assume that
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Figure 4.2: Topological phase diagram as a function of direct (∆D) and crossed
(∆C) Andreev superconducting pairing amplitude. Topological phase transitions




D + (Eso,1 −Eso,1̄)
2 (black lines). The topological
phase (blue area) hosts a Kramers pair of edge states, whereas in the trivial phase
there are no edge states. The larger the difference of the spin-orbit energies of the
two layers, the larger is the topological region.




2. This assumption allows us to solve the problem analytically. A
detuning of the chemical potential δµτ (away from Eso,τ ) leads to a suppression of
the crossed Andreev pairing. However, as we have checked numerically, all results
remain valid as long as δµτ is the smallest energy scale, δµτ < min(∆D,∆C ,∆Z),
where ∆Z is the Zeeman energy to be introduced later.
The proximity-induced superconductivity opens gaps in the spectrum of the
bilayer system and is responsible for the topological phase. Generally, there are
two types of superconducting terms: direct and crossed Andreev pairing terms
of strength ∆D and ∆C , respectively. The direct (crossed Andreev) proximity-
induced superconductivity induces coupling between two electrons from the same





















Without loss of generality we assume ∆C , ∆D > 0 throughout this work.
The total Hamiltonian is given by H =H1+H1̄+HD+HC and can be rewritten
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in terms of Pauli matrices H = 12 ∫ d
2k Ψ†kh(k)Ψk with
h(k) = εkη3 + (α+ + α−τ3)(σ1ky − η3σ2kx)
−∆Dη2σ2 −∆Cτ1η2σ2, (4.2.4)
where we have introduced α± = (α1 ± α1̄)/2 and the Pauli matrices τi, ηi, and σi
acting in layer, particle-hole, and spin space, respectively. One can check that H is
time-reversal invariant with the time-reversal operator given by Θ = −iσ2K, where
K is the complex conjugation operator. The particle-hole symmetry operator is
given by P = η1. Therefore, H belongs to the DIII symmetry class which has a






















where ε̃±,k = εk ± α+k. The bulk spectrum is gapped except in two special cases.
First, if ∆C = ∆D, the bulk gap closes at k = 0. Second, if ∆C = ∆̃C , where
∆̃2C = ∆
2
D + (Eso,1 − Eso,1̄)
2, the bulk gap closes at k = 2mα+/h̵
2. Here the bulk
gap is not closed at one point in momentum space, as in the first case, but along
a circular nodal line. Both bulk gap closings correspond to a topological phase
transition. The topological phase diagram is presented in Fig. 4.2, and contains
one topological and two trivial regions. It is obvious to see that the system is in
a trivial phase when ∆C = 0 and ∆D > 0. The system is therefore in the trivial
phase for the parameter regime ∆C < ∆D. In the regime ∆D < ∆C < ∆̃C , the
system is in the topological phase, where, as we will show below, a Kramers pair
of edge states exists at each edge. For large ∆C , i.e., ∆C > ∆̃C , the edge states
disappear, which is again a trivial phase.
4.3 Helical Topological Superconductor
4.3.1 Helical Edge States
In order to confirm the phase diagram obtained from the bulk spectrum in the
previous section, we now investigate a finite-size system and focus on the properties
of the edges. We first solve the problem numerically by implementing a tight-
binding model for the bilayer setup [109]. Without loss of generality, the layers
are taken to be finite along the y direction, of length L (Ny lattice sites separated
by lattice constant a), and translationally invariant along the x direction, allowing
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Figure 4.3: Energy spectrum of the bilayer setup in (a) the topological phase
(∆C/t = 0.11) and (b) the trivial phase (∆C/t = 0.22). In both cases the bulk
states (green) have a spectral gap, while a Kramers pair of edge states (red) is
only present in (a). The edge states are localized at both edges and have a linear
dispersion around kx = 0. The numerical parameters are chosen as Ny = 300,
µ/t = −4, α1/t = 0.55, α1̄/t = 0.35, and ∆D/t = 0.06.
us to use kx as a good quantum number. The Hamiltonian for this setup is given













+ [−t cos(kxax) + µτ /2]c
†
kxτnσ












































Here, t denotes the hopping amplitude. The operator ckxτnσ acts on an electron
at position y = na in the layer τ(= −τ̄) with momentum kx and spin projection σ.
The spin-flip hopping amplitude is related to the SOI parameter by α̃ = α/2ay [110].
Solving the Hamiltonian H, one finds that there are no edge states in the regimes
∆C < ∆D and ∆C > ∆̃C [see Fig. 4.3(b)], which confirms that these parameter
regimes correspond to the trivial phases (see Fig. 4.2). In the regime ∆D < ∆C <
∆̃C both edges host a Kramers pair of subgap states. These states are localized
on the edges and have a linear dispersion around kx = 0 [see Fig. 4.3(a)]. This is
the hallmark of a helical TSC and confirms our expectation that this parameter
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Figure 4.4: Energy spectrum of helical edge states (a) on the left edge (y = 0)
and (b) on the right edge (y = L). The average of the charge operator is encoded
in the coloring of the data points and given in units of e. One can see that for
a given energy ⟨Q(kx)⟩ = ⟨Q(−kx)⟩ as is expected, since time-reversal does not
invert the sign of the charge. The average spin as a function of kx is encoded
in the black arrows. The average spin component along the x axis is zero for all
momenta, while the other components are non-zero, and for the Kramers partner
the relation ⟨Si(kx)⟩1 = − ⟨Si(−kx)⟩2 holds. The wavefunctions on opposite edges
are related by the reflection symmetry operator I = σy. Thus, states on opposite
edges, which propagate in the same direction, have the same average spin along
the y axis whereas their average spins along the z axis are opposite. The numerical
parameters are the same as in Fig. 4.3.
regime corresponds to the topological phase.
Further, we investigate the spin and charge properties of the edge states. Since
in our setup spin and charge are not conserved quantities, we calculate the expecta-
tion value of the spin (charge) operator S (Q). In the following, ⟨O⟩β = ⟨Φβ ∣O∣Φβ⟩
denotes the expectation value for some operator O, where the ket ∣Φβ⟩ describes the
two edge states labeled by β ∈ {1,2} (for further details we refer to Appendix 4.A).
At kx = 0, where the system can be mapped to the 1D analog of our setup [111, 112],
the edge states have zero average spin and charge. This is consistent with previous
works. For all other values of kx the expectation values are generally non-zero and,
as is expected, for fixed energy the two Kramers partners have the same charge.
The average of the x component of the spin vanishes, ⟨Sx⟩ = 0, for all values of
kx, while the remaining components satisfy ⟨Si(kx)⟩1 = − ⟨Si(−kx)⟩2 [see Fig. 4.4].
In this sense, the edge states are helical and protected from back-scattering by
time-reversal symmetry. Note that the edge states on the left and the right edge
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Figure 4.5: Topological phase diagram as a function of the Zeeman energy (∆Z)
and the crossed Andreev superconducting pairing amplitude (∆C). Topological
phase transitions occur for ∆C = ∣∆D ± ∆Z ∣ (black lines) and for ∆C = ∆̃C and
∆Z = 0. In the absence of a Zeeman field there exists a helical topological phase
for ∆D < ∆C < ∆̃C , which is indicated by the blue line. We note that ∆̃C depends
on both ∆D and the difference in SOI energies, and in this plot we assume ∆D =
∣Eso,1 −Eso,1̄∣ such that ∆̃C/∆D =
√
2. In the green region the system is in a 2D
superconducting gapless (chiral) phase for an in-plane (out-of-plane) Zeeman field.
For details on the transition from the gapless to the chiral phase as a function of
the out-of-plane angle we refer to the main text.
are connected by reflection symmetry, where the symmetry operator is given by
I = σy. Thus, the wavefunctions of the edge states on opposite edges and their
properties are related by I. Therefore, states on opposite edges that propagate in
the same direction have the same average spin projection on the y axis. In con-
trast, their average spin projections on the z axis are opposite (differ by a minus
sign) [see Fig. 4.4].
4.3.2 Effective Low-Energy Hamiltonian
As shown in the previous section, the topological phase hosts a Kramers pair of
helical edge states with a linear dispersion around kx = 0 on both edges. Next,
we derive the effective low-energy Hamiltonian describing the properties of these
states localized at the left (y = 0) edge. As in the tight-binding model, we assume
that the system is translationally invariant along the x direction and we solve an
effectively 1D Hamiltonian parametrized by kx. For the moment, we assume that
the right edge (y = L) is infinitely far away. This assumption allows us to treat
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the edge states as if the width of the sample was much larger than the localization
length ξ of the edge states. Due to particle-hole symmetry, the edge states are at
zero energy at kx = 0 [see Fig. 4.3(a)], and we first determine the wavefunctions
at this special point. In a next step, we treat the kx-terms perturbatively for
kxξ ≪ 1, and keep only terms linear in kx. Using h(0, ky) [see Eq. (4.2.4)] we
obtain two wavefunctions Φβ (β ∈ {1,2}) in the strong SOI regime for α1 ≫ α1̄
(see Appendix 4.B). These two wavefunctions correspond to a Kramers pair of
edge states and exist only if ∆D < ∆C < ∆̃C , which is consistent with our previous
results. The wavefunctions have support in momentum space around kFτ = 2ksoτ
and kF,i = 0. The corresponding localization length ξ is determined by the bulk
gaps at these Fermi points [113] and, thus, is given by the maximum of four length





2 + 4∆2CvF,1vF,1̄ ±∆D(vF,1 + vF,1̄)
, (4.3.2)
respectively, where we have introduced the Fermi velocities vFτ = ατ /h̵.
For kxξ ≪ 1, the perturbation term linear in kx is given by hkx = (α+ +
α−τ3)η3σ2kx [see Eq. (4.2.4)], and the first order correction to the energy can
be found by calculating the matrix elements ⟨Φβ ∣hkx ∣Φβ′⟩. As a result the effective
low-energy Hamiltonian is given by
heff = h̵ṽβ3kx. (4.3.3)
Figure 4.6: Energy spectrum in the presence of an in-plane Zeeman field aligned
(a) in the x direction (φ = 0) and (b) in the y direction (φ = π/2). Green (red) dots
represent bulk (edge) states. The edge states become gapped once the Zeeman field
has a component along the respective edge. The size of the gap opened in the edge
state spectrum is given by the projection of the Zeeman field on the propagation
direction, ∆E = ∆Z cosφ. The numerical parameters are chosen as Nx = 800,
α1/t = 0.35, α1̄/t = 0.15, µ = −4t, ∆D/t = 0.06, ∆C/t = 0.12, and ∆Z/t = 0.006
64
4. Rashba Sandwiches with Topological Superconducting Phases
Figure 4.7: Energy spectra in the presence of an inplane Zeeman field (a) φ = π/2
and (b) φ = π/4. In the left subfigures the bulk (edge) states are represented
by green (red) dots and obtained from the tight-binding model. In the right
subfigure, we show the bulk spectrum of the translationally invariant system. The
line connecting centers of two Weyl cones is orthogonal to the direction of the
Zeeman field. The degenerate edge states (one per edge) connect the two Weyl
cones. The numerical parameters are chosen as Ny = 2000, α1/t = 0.35, α1̄/t = 0.15,
µ = −4t, ∆D/t = 0.05, ∆C = ∆D, and ∆Z/t = 0.025.
Here β3 is the third Pauli matrix acting in the low-energy subspace spanned by
Φβ and ṽ the effective Fermi velocity. The effective Hamiltonian heff has a form
typical for helical TSCs. The helical edge states have a linear dispersion inside the
bulk gap.
4.4 Effect of a Zeeman field. 2D Gapless vs. Chiral Superconducting
Topological Phase
Having discussed the helical topological superconducting phase in the previous
section, we now investigate the possible topological phases in the presence of an
effective Zeeman field, which could arise due to presence of polarized magnetic
impurities in both layers, similarly, as was already discussed in the literature for
magnetic islands on superconductors, Weyl semimetals or quantum anomalous
Hall effect [73, 74, 114–120]. We consider an effective Zeeman field in the direction







2k ψ†τσ,k[n ⋅σ]σσ′ψτσ′,k, (4.4.1)
where ∆Z denotes the Zeeman energy.
Again, we first focus on the phase diagram in the presence of an in-plane
Zeeman field (θ = 0), which breaks time-reversal symmetry, see Fig. 4.5. If ∆Z >
∆D, superconductivity is strongly suppressed and the system is gapless. If ∆C =
∣∆Z ± ∆D ∣, the Zeeman term leads to a closing of the bulk gap at k = 0 (black
lines in Fig. 4.5). If ∆C < ∆D and ∆Z = 0 the system is in a trivial phase as
was shown above, and therefore, in the whole region ∆C < ∣∆Z −∆D ∣ of the phase
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Figure 4.8: Energy spectra in the presence of an out-of-plane Zeeman field for
φ = π/2 and (a) θ = π/90, (b) θ = π/6, and (c) θ = π/2. The Zeeman field
component along the z direction leads to an opening of a gap in the bulk spectrum
(green dots) at the position of the nodes. The gap increases with the out-of-plane
angle θ. At the same time the degeneracy of the edge states (see Fig. 4.7) gets
lifted as the out-of-plane angle increases, and the edge states become chiral, i.e.,
counterpropagating on opposite edges (red and blue dots) for θ > π/15. The other
numerical parameters are the same as in Fig. 4.7.
diagram, the system is in the trivial phase. In the regime ∆D < ∆C < ∆̃C and
∆Z = 0 the system is in the helical TSC phase with a Kramers pair of gapless edge
states (blue line in Fig. 4.5). When ∆Z > 0, time-reversal symmetry is broken and,
thus, the helical edge states are no longer protected against backscattering. If the
Zeeman field has a component along a given edge, it leads to a coupling between
the Kramers partners and thereby gaps out the edge states. The size of the gap
is given by the projection of the Zeeman field on the given edge, which for our
tight-binding model translates into ∆E = ∆Z cosφ [see Fig. 4.6]. In the special
case of φ = π/2, the pair of edge states propagating along the x axis stay gapless.
However, if the system was finite in both x and y directions, one can make use
of the spatial symmetries of the setup to conclude that the spectrum of the edge
states propagating along the y direction is gapped. Thus, we conclude that a weak
in-plane Zeeman field leads to a gap in the spectrum of the helical edge states at
least along one of the edges, so the region ∆C > ∣∆Z +∆D ∣ corresponds to a trivial
phase.
Next, we analyze the parameter region of the phase diagram that is bounded
by the two gap closing lines ∆C = ∣∆Z±∆D ∣ (green area in Fig. 4.5). In this regime,
the bulk spectrum contains two Weyl cones. Their position in the Brillouin zone is
determined by the polar angle φ of the Zeeman field: the line connecting the two
Weyl cones is orthogonal to the direction of the effective Zeeman field (see insets in
Fig. 4.7). Localized edge states connect the two Weyl nodes in momentum space,
where they coexist with bulk modes. Since the nodes are not at zero energy the
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edge states have a finite group velocity (see Fig. 4.7). There is one state per edge
and they have the same direction of propagation on opposite edges, i.e. the system
hosts unidirectional edge states [90, 93]. As is the case for Weyl semimetals, in
order to determine whether edge states appear on a given edge, one has to project
the Weyl nodes onto the edge direction; edge states appear only on edges where
the Weyl nodes are not projected onto the same point. For our tight-binding
model, this means that the unidirectional edge states do not appear on the edge
along the x direction if φ = 0. A gap can be opened in the 2D Weyl spectrum if
a perturbation proportional to σz is added, i.e., an effective Zeeman field has an
out-of-plane component along the z direction. Thus, it is interesting to investigate
the evolution of the edge states as the out-of-plane angle θ of the Zeeman field
is increased. The larger the angle the larger is the gap, which is opened in the
spectrum of Weyl cones. For small θ, the bulk spectrum stays gapless and the
edge states remain unidirectional although their two-fold degeneracy gets lifted
(see Fig. 4.8). For the parameter settings used in our numerics this holds for
θ ≤ π/15. If θ is larger than this threshold, the bulk spectrum is fully gapped
and the edge states evolve from unidirectional to chiral edge states (see Fig. 4.8).
We conclude that a 2D gapless topological phase with unidirectional edge states
is only achieved if the out-of-plane angle of the Zeeman field is “small” otherwise
the system is a fully gapped chiral topological superconductor.
4.5 Conclusions
We have shown how three distinct topological superconducting phases can be en-
gineered in a heterostructure composed of two 2DEG layers with strong Rashba
SOI and an s-wave superconductor sandwiched between these two layers. Such a
setup could be realized in semiconductor superlattices [121–123] or using (quasi-)
2D materials with strong SOI [124–128].
In the time-reversal symmetric case, a pair of helical edge states exists when
crossed Andreev superconducting pairing is dominant. When time-reversal sym-
metry is broken by a Zeeman field, the system can potentially be in two distinct
topological phases. If the field is in-plane or if the out-of-plane component is
small enough, a gapless topological superconducting phase with unidirectional edge
states can be realized. If the out-of-plane angle is large enough, the system can
be tuned into a gapped topological superconducting phase with chiral edge states.
It is well-known that the TSCs with a bulk gap are the most stable against dis-
order. The helical TSC is, due to Kramers theorem, stable against non-magnetic
disorder, while a chiral TSC is stable against both non-magnetic and magnetic
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disorder. However, in both cases, this only holds as long as the disorder strength
is not comparable to the size of the superconducting gap and Weyl cones are well
separated, which is the case for long-range disorder [114].
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4.A Numerical Evaluation of Charge and Spin Expection Values
In the main text we discussed the expectation values of the spin (charge) operator
for the helical edge states. In this appendix we complete the discussion by provid-
ing the detailed expressions. Solving numerically the tight-binding model defined
by Eq. (4.3.1), we obtain 8Ny energy states for each fixed momentum kx, i.e.,
the energy states can be parametrized as En(kx) with the corresponding eigen-
functions Φn(j, kx), where n ∈ {1, . . . ,8Ny} is the band index and j ∈ {1, . . . ,Ny}
denotes the lattice site. Here, Φn is an eight component spinor in Nambu space


















Φ†n(j, kx)QΦn(j, kx), (4.A.1)
where S (Q) is the spin (charge) operator measured in units of h̵/2 (e) and rep-




i ) [Q = diag(σ0,−σ0, σ0,−σ0)],
where σi are the Pauli matrices and σ0 is the 2 × 2 identity matrix.
4.B Derivation of the Effective Low-Energy Hamiltonian
In this appendix we present the detailed calculation of the wavefunctions at kx = 0
and derive the effective low-energy Hamiltonian describing helical edge states [see
Eq. (4.3.3) in Sec. 4.3].
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The wavefunctions at kx = 0 should be related by time-reversal symmetry Θ
and also can be chosen to respect the particle-hole symmetry [111]. As a result,


















































































































We start with h(0, ky) [see Eq. (4.2.4)], which after the unitary transformation




η3 + (α+ + α−τ3)σ3ky −∆Dη2σ2
−∆Cτ1η2σ2. (4.B.2)
In the next step, we linearize [130] the spectrum around the Fermi points ki = 0,
kFτ = ±2kso,τ such that the field operators ψτσ are approximated as




where Rτσ(y) [Lτσ(y)] are slowly varying right (left) moving fields with spin pro-
jection σ along the x-axis (due to the unitary transformation U above) in the τ
layer. In the limit of strong SOI energy and α1 ≫ α1̄, the crossed Andreev pairing









−∆Cτ1η2(σ2ρ1 − σ1ρ2)/2, (4.B.4)
with k̂ = −ih̵∂y the momentum operator around the Fermi points and ρi acting in
left/right mover space. We make the Ansatz φξ(y) = φξe
−y/ξ with φξ being a 16-
component vector and search for decaying zero energy solutions satisfying h̄φξ = 0.
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By imposing vanishing boundary condition Φβ(0)
!
= 0 on a linear combination of










(e−ikF 1̄ye−y/ξ2 − e−y/ξ4), (4.B.6)
with
g− =
∆D(vF1 − vF 1̄) +
√
∆2D(vF1 − vF 1̄)
2 + 4∆2CvF1vF 1̄
2∆CvF1
. (4.B.7)
In the limit vF1 = vF 1̄ this solution reproduces the wavefucntions of Kramers
pair of Majorana fermions found in Ref. [111]. We note that if ∆D > ∆C , eight
eigenmodes are linearly independent and their linear combination cannot satisfy
vanishing boundary condition. Therefore, edge states do not exist in this regime.
For kxξ ≪ 1, the perturbation linear in kx reads hkx = (α+ + α−τ3)η3σ2kx/2.
The first-order correction to the energy is calculated by evaluating the matrix
elements ⟨Φn∣hkx ∣Φn′⟩. Using Eqs. (4.B.1) and (4.B.6), we arrive at









= − ⟨Φ2∣hkx ∣Φ2⟩ ,









= ⟨Φ2∣hkx ∣Φ1⟩ , (4.B.8)
where for compactness we express the matrix elements in terms of f1(f1̄) only.
Decomposing the functions fτ(y) = Re[fτ(y)]+iIm[fτ(y)] into real and imaginary
parts we rewrite the matrix elements above as
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which now can be seen to be purely real. For completeness we give the expressions













[e−y/ξ4 − cos(kF 1̄y)e
−y/ξ2]. (4.B.10)
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Superconductivity in π-Junction Rashba
Layers
Adapted from:
Yanick Volpez, Daniel Loss, and Jelena Klinovaja
“Second-Order Topological Superconductivity in π-Junction Rashba Layers”,
Phys. Rev. Lett. 122, 126402 (2019).
We consider a Josephson junction bilayer consisting of two tunnel-coupled two-
dimensional electron gas layers with Rashba spin-orbit interaction, proximitized
by a top and bottom s-wave superconductor with phase difference φ close to π. We
show that, in the presence of a finite weak in-plane Zeeman field, the bilayer can
be driven into a second order topological superconducting phase, hosting two Ma-
jorana corner states (MCSs). If φ = π, in a rectangular geometry, these zero-energy
bound states are located at two opposite corners determined by the direction of
the Zeeman field. If the phase difference φ deviates from π by a critical value, one
of the two MCSs gets relocated to an adjacent corner. As the phase difference φ
increases further, the system becomes trivially gapped. The obtained MCSs are
robust against static and magnetic disorder. We propose two setups that could
realize such a model: one is based on controlling φ by magnetic flux, the other
involves an additional layer of randomly-oriented magnetic impurities responsible
for the phase shift of π in the proximity-induced superconducting pairing.
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5.1 Introduction
Topological insulators and superconductors in d spatial dimensions are gapped
fermionic phases with topologically protected gapless states on their (d−1) - dimen-
sional boundaries. Among the best-known examples are Majorana bound states in
one-dimensional p-wave superconductors [1–4] as well as two(three)-dimensional
topological insulators with an insulating bulk and metallic edges (surfaces) [5–
13]. The theoretical prediction of such unconventional phases of condensed quan-
tum matter has motivated an enormous amount of experimental and theoretical
work [14–41]. Later, the concept was generalized to second order or more gener-
ally, higher order, topological insulators and superconductors [42–60]. In d spatial
dimensions, these are gapped phases with topologically protected gapless states
on a (d − n) dimensional boundary, where n is the order of the topological phase.
Motivated by these recent developments, we propose a setup that can be
controllably brought into the second order topological superconducting (SOTSC)
phase. The setup is based on a heterostructure that consists of two two-dimensional
electron gas (2DEG) layers with Rashba spin-orbit interaction (SOI) separated by
a tunnel barrier. Each of the tunnel-coupled layers is brought into contact with
an s-wave superconductor (SC) at the top and the bottom to induce the proxim-
ity superconductivity, see Fig. 5.1. Controlling the magnetic flux through the SC
loop allows one to control the phase difference φ between the two parent SCs, and
thereby, the phase difference between the proximity gaps in the two layers. Such
a setup lies well within experimental reach [61, 62]. Instead of using a Joseph-
son junction, a second possibility would be to separate one of the Rashba layers
from the parent s-wave superconductor by an insulating layer of randomly oriented
magnetic impurities [63]. The phase difference of π in the pairing amplitudes arises
due to spin-flip tunneling via magnetic impurities [64–67].
For φ = π and if the tunneling term between the layers dominates over the
superconducting pairings, the bilayer is in a helical topological superconducting
(HTSC) phase, hosting a Kramers pair of helical edge states counterpropagating
along the edges. A weak in-plane Zeeman field brings the bilayer into the second-
order topological superconducting phase. The helical edge states are gapped and
zero-energy Majorana bound states emerge, in rectangular geometry, at two op-
posite corners, referred to as Majorana corner states (MCSs). By deviating the
phase difference slightly from φ = π, the MCSs can be relocated to two adjacent
corners. The presence of MCSs is robust against potential and magnetic disorder.
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5.2 Model
The bilayer setup consists of two 2DEGs with strong Rashba SOI proximity cou-
pled to bulk s-wave SCs. The top (bottom) layer is labeled by an index τ = 1
(τ = 1̄). We note that in such bilayers the SOI vectors ατ are naturally antipar-
allel due to the structural asymmetry (see Fig. 5.1) and aligned along the z axis





2k ψ†τσ,k[εk − µτ +ατ ⋅σ × k]σσ′
ψτσ′,k , (5.2.1)
where k = (kx, ky) is the in-plane momentum, εk = h̵
2k2/2m the kinetic energy, m
the effective mass, and σ the vector of Pauli matrices acting in spin space. The
creation operator ψ†τσ,k creates an electron with spin projection along the z axis
σ = {1, 1̄} ≡ {↑, ↓} and in-plane momentum k located in layer τ = {1, 1̄}. The
SOI energy Eτ,so = h̵
2k2so,τ /2m, with kso,τ = mατ /h̵
2 being the SOI momentum, is
the energy difference between band bottom and degeneracy point at k = 0 where
the Rashba bands cross. The chemical potential µτ is taken from this degeneracy
point, i.e. µτ = 0 at k = 0.




2k (ψ†1σ,kψ1̄σ,k +H.c.), (5.2.2)
where the spin-conserving tunneling amplitude Γ is assumed to be positive. The












Figure 5.1: Schematics of the bilayer setup consisting of two 2DEG Rashba layers
(blue) separated by a tunnel barrier (orange) and coupled to s-wave superconduc-
tors (green) that form a Josephson junction. The two Rashba SOI vectors are
aligned in opposite directions due to the structural asymmetry. A magnetic flux
ensures a phase difference in the proximity-induced superconductivity between two
layers. Alternatively, the phase difference of π can be induced by an additional
layer of randomly oriented magnetic impurities placed between one of the SC and
the Rashba layer.
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where we assume the pairing amplitude ∆1 in the top layer to be real and posi-
tive, while the pairing amplitude in the second layer can be complex ∆1̄ = ∣∆1̄∣e
iφ.
There are several mechanisms that can produce a phase difference φ. A super-
conducting loop connecting two SCs enclosing a magnetic flux φ (see Fig. 5.1)
forms a Josephson junction [61, 62, 69, 70], that allows one to tune the super-
conducting phase difference φ between the two Rashba layers. Alternatively, such
a setup could be realized by involving an insulating layer of random magnetic
impurities [63] between a SC and one of the Rashba layers, such that the super-
conducting phase difference between two Rashba layers is equal to π and does not
require any fine-tuning necessary in the first setup.
We also account for the presence of an in-plane Zeeman field of strength ∆Z
applied along the unit vector n = (cos θ, sin θ,0). The corresponding term in the
Hamiltonian is given by
HZ = ∆Z ∑
τ,σ,σ′
∫ d
2k ψ†τσ,k[n ⋅σ]σσ′ψτσ′,k . (5.2.4)
The total Hamiltonian reads H = H1 +H1̄ +HΓ +H∆ +HZ ≡ H0 +HZ . Next, we
solve H numerically for two geometries. (i) Semi-infinite geometry: The system is
translationally invariant along the x direction (with momentum kx as good quan-
tum number) and finite along the y direction of length Ly. (ii) Finite geometry:
The system is finite in both, the x and y, directions and of size Lx × Ly, where
Lx is the length of the system in the x direction. In what follows, we present the
key results of the numerical diagonalization of H, while the specific form of the
discretized Hamiltonians can be found in Appendix 5.A.
5.3 Topological Phase Diagram of π-Junction
If ∆Z = 0 and φ = π, the system is in the DIII symmetry class [71]. The effective
time-reversal (particle-hole) symmetry operator is given by Θ = iσ2K (P = η1K),
where ηi are the Pauli matrices acting in particle-hole space and K is the complex




(k) = ε2k +∆
2
+ Γ2 + (αk)2 ± 2
√
ε2k[Γ
2 + (αk)2] +∆2Γ2 . (5.3.1)
For simplicity we set ∆1 = ∣∆1̄∣ = ∆ > 0 and ∣α1∣ = ∣α1̄∣ = α > 0, however, we note
that our results remain valid in the more general case where these quantities are
unequal (see Appendix 5.B). The bulk gap closes at k = 0 for Γ = ∆. For Γ = 0, the
system consists of uncoupled layers, and, thus, is in the trivial phase for Γ < ∆, see
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Figure 5.2: Topological phase diagram of the π-junction bilayer as a function of
tunnel amplitude Γ and Zeeman energy ∆Z . Topological phase transitions occur
at Γ = ∣∆Z ±∆∣ (black lines). For ∆Z = 0 and Γ > ∆, the system is in the HTSC
phase (green line) hosting a Kramers pair of helical edge states. For ∆Z < ∆ and
Γ > ∣∆+∆Z ∣, the system is in the SOTSC phase (red) hosting at two of the corners
each a MCS. For ∣∆Z − ∆∣ < Γ < ∣∆Z + ∆∣, the system is in the Weyl SC phase
(blue) hosting flat zero-energy edge states. Otherwise, the system is in the trivial
phase (white).
Fig. 5.2. In the regime Γ > ∆, the system has a Kramers pair of gapless helical edge
states on both boundaries (y = 0 and y = Ly) in the semi-infinite geometry and on
each boundary in the finite geometry, see Fig. 5.3. These states are exponentially
localized at the boundary and have a linear dispersion around kx = 0. We note
that the boundaries between different phases found at k = 0 do not depend on the
strength of SOI. However, the presence of SOI is crucial for the topological phases
since without it the system would be gapless at some finite momentum if Γ > ∆.
Zeeman fields break time-reversal symmetry such that the Hamiltonian H is
placed now in the D symmetry class [71]. For strong Zeeman field, ∆Z > ∆,
superconductivity is suppressed such that the system becomes gapless with the
gap closing at finite momenta. At smaller fields, the bulk gap closes at k = 0 for
Γ = ∣∆Z ±∆∣, indicating a topological phase transition. Obviously, at weak fields,
Γ < ∆ − ∆Z , the system stays trivial. If ∆ − ∆Z < Γ < ∆ + ∆Z , the system is
in a 2D Weyl SC phase [72–81] (see Fig. 5.2), with two Weyl cones emerging in
the spectrum in direction orthogonal to the Zeeman field. The nodes of these two
Weyl cones are connected in momentum space by a zero-energy line describing
localized dispersionless edge states. The zero-energy edge states occur only at
edges where the nodes of the Weyl cones are not projected onto the same point
(see Appendix 5.C).
Next, we focus on the SOTSC phase, Γ > ∆+∆Z . Generally, finite ∆Z opens a
gap in the spectrum of the helical edge states of the HTSC phase. The size of the
gap depends on the field direction n [82] (see Fig. 5.4). For simplicity, we consider
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Figure 5.3: (a) Energy spectrum in the HTSC phase (Γ > ∆) for semi-infinite
geometry, obtained by exact diagonalization. The bulk states (green dots) are
gapped, while both edges host a Kramers pair of dispersive helical edge states
(orange dots). (b) Color plot of the probability density ∣ψ(x, y)∣2 of a helical edge
state in the finite geometry. The states are exponentially localized at the edge
(yellow strips). Numerical parameters: ksoLx = ksoLy ≈ 860, µ = 0, ∆/Eso ≈ 0.2,
φ = π, and Γ/Eso ≈ 0.6.
samples of rectangular geometry. For fields not parallel to the sample edges, the
helical edge states are gapped out. More importantly, two non-degenerate bound
states emerge at zero-energy which we can identify as Majorana corner states, each
localized at opposite corners, see Fig. 5.4. The localization length of such MCSs
along the edges is inversely proportional to the gap [83, 84]. If the system possesses,
in addition, mirror symmetry [θ = (2p+1)π/4], the localization lengths along x and
y axis are the same. As the field deviates from these directions, the localization
length along the axis with the smallest gap increases [see Fig. 5.4(a)] up to the
point where the two edges are no longer gapped as the field is aligned along one of
edges [see Fig. 5.4(b)]. If the field is rotated further, the MCSs re-emerge at the
other two opposite corners.
Generally, the existence of the two MCSs does not rely on symmetries of the
square lattice, nor on the particular shape of the boundary. If the system, e.g.,
has a circular shape, the two MCSs are localized at the two opposite points where
the Zeeman vector n crosses the edge. We also checked numerically that MCSs
are robust against moderate potential and magnetic disorder (see Appendix 5.D).
We can also easily create more than two MCSs by modifying the topology of our
setup. For instance, we can allow for a region inside the system to be in the trivial
phase, giving rise to an inner boundary at the interface with corresponding edge
states. Such a region could be fabricated by covering, say, the top Rashba layer
with a SC layer with, e.g., a rectangular hole. Without Zeeman fields, helical edge
states propagate along the outer and inner edges, while for ∆Z > 0, these states
get gapped and four MCSs emerge, two at the outer and two at the inner corners,
82
5. Second-Order Topological Superconductivity in π-Junction Rashba Layers
Figure 5.4: Color plots of probability density and spectrum (insets) of low-energy
states in SOTSC phase. (a) If the field direction n has projection on both edges
as well as ∣δφ∣ < min{δφc,∥, δφc,⊥} (here, θ = π/3 and δφ = 0), the zero-energy
MCSs (yellow dots in inset) are separated from bulk states (blue dots in inset)
by the gap and are located at two opposite corners. For 0 < θ < π/2, the sign
of the gap ∆s on the s = 0,1 (s = 2,3) edge is positive (negative) and shown in
blue (red): thus, the lower left (upper right) corner acts as domain wall at which
MCSs are localized. (b) If ∣δφ∣ = δφc,∥/⊥ (here, θ = 0 and δφ = φc,⊥ = 0), the
helical edge states propagating along the corresponding edge stays gapless. The
other edges are still gapped. (c) A trivial square region in the center (of the size
Lx/2 × Lx/2) leads to two additional MCSs localized at the inner corners. (d) If
min{δφc,∥, δφc,⊥} < ∣δφ∣ < max{δφc,∥, δφc,⊥} (here θ = π/3 and δφ ≈ π/3), only the
sign of the gap on the s = 1 edge is positive. As a result, the two MCSs are located
now at two neighboring corners. Numerical parameters are the same as in Fig. 5.3,
except ksoLx = ksoLy = 430 and ∆Z/Eso = 0.15.
see Fig. 5.4(c).
5.4 Analytical Treatment and Stability of MCSs
In order to obtain a deeper understanding for the appearance of the MCSs at
the two particular corners, we treat the problem analytically. We assume that
the system size is large enough to treat all four edges, away from the corners,
independently. For simplicity, we focus on rectangular geometries and label the
edges counterclockwise by s = 0,1,2,3 with s = 0 being the horizontal edge at y = 0






where v is the effective Fermi velocity of the edge states, k(s) the momentum along
the sth edge, βi the Pauli matrices acting on the low-energy subspace, and ∆s is
the gap opened on the sth edge if time-reversal symmetry is broken. We also
note that the Hamiltonian without Zeeman field, H0 [see Eqs. (5.2.1)-(5.2.3)], has
rotational symmetry around the z-axis, [H0, Uϕ] = 0, where Uϕ = e
iϕη3Jz/h̵. Here,
Jz = Lz +Sz is the z component of the total angular momentum composed of spin
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Sz = h̵σ3/2 and orbital angular momentum Lz = −ih̵(x∂y −y∂x). At the edges, this
symmetry reduces to a fourfold rotational symmetry with ϕs = sπ/2. Thus, the





± , where Φ
(s)
± are the sth edge state wavefunctions at
k(s) = 0 (see Appendix 5.E). This rotational symmetry ensures that the effective
Fermi velocity is the same at all edges.
So far, we focused on the phase difference being tuned to φ = π. This is impor-
tant for observing the helical edge states protected by time-reversal symmetry but
not necessary for observing the MCSs. The SOTSC phase and MCSs are robust
against small deviations of the phase difference φ = π+δφ, which is of great impor-
tance for the scenario in which this phase is tuned by magnetic fluxes. For finite
δφ (∣δφ∣ ≪ 1), the bulk spectrum stays almost the same, while the helical edge
states become gapped at k(s) = 0. The size of the gap for δφ ≠ 0 can be determined
in first order perturbation theory by calculating the expectation value of the cor-




− ⟩. The gap, ∆s = −∆ sin(φ)/2 ≈ ∆δφ/2, is
the same on all edges due to rotation symmetry (see Appendix 5.F).
As discussed above, a Zeeman field also opens a gap in the spectrum of edge
states at k(s) = 0. Since the edge states at s = 0 have a well-defined spin pro-





− ⟩ = ∆Z cos θ. The Zeeman term HZ defined in Eq. (5.2.4) is not
invariant under rotations, U †ϕsHZUϕs = ∆Z[cos(θ−ϕs)η3σ1+sin(θ−ϕs)σ2]/2. Thus,
the gap in the edge state spectrum opened by HZ is different at different edges
and is given by ∆Z cos(θ − ϕs) (see Appendix 5.F).
Combining the two complementary mechanisms gapping the helical edge states,
we find that the gap on the sth edge is given by ∆s = ∆δφ/2+∆Z cos(θ−ϕs). The
edges are gapped except if δφ = ±δφc,∥/⊥, where the gap closes at the horizontal
(δφc,∥ = 2∆Z ∣ cos θ∣/∆) or vertical (δφc,⊥ = 2∆Z ∣ sin θ∣/∆) edges. The effective
Hamiltonian H
(s)
eff brings us back to the first topological models of Jackiw-Rebbi
type [85, 86]. The mass term ∆s, opening the gap, can change its sign at a corner
where two edges meet. As a result, there is a zero-energy bound state located
at this effective domain wall with the localization length ξs ≈ h̵v/∣∆s∣, which we
identify as a MCS. Importantly, the details of the parameter dependence at the
domain wall is not important and only the asymptotics away from it matters. This
allows us to rely on the effective H
(s)
eff derived away from the corners.
There are three regimes to consider. If ∣δφ∣ > max{δφc,∥, δφc,⊥}, the mass term
∆s is either positive or negative on all edges, since the uniform gap opened by
δφ dominates. In this case, there are no domain walls and thus no MCSs. If
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∣δφ∣ < min{δφc,∥, δφc,⊥}, the gap due to the Zeeman field dominates and there are
two domain walls that lie on opposite corners along the diagonal [see Fig. 5.4(a)].
In the intermediate regime, min{δφc,∥, δφc,⊥} < ∣δφ∣ < max{δφc,∥, δφc,⊥}, the domain
walls, and as result the MCSs, are located on neighboring corners [see Fig. 5.4(d)].
Thus, the MCSs exist for a wide range of δφ and their location is governed by both
the Zeeman field and δφ. While the analytical treatment was done perturbatively,
the conditions on the existence of MCSs as well as their location can be confirmed
numerically well beyond the perturbative regime, see Fig. 5.4.
5.5 Conclusions
We studied a bilayer Josephson junction consisting of two tunnel coupled 2DEGs
with opposite Rashba SOI and proximity-induced superconducting pairing ampli-
tudes that have a phase difference φ ≈ π. Alternatively, since the spectrum of
the uncoupled layers around k = 0 is essential for the topological properties of the
system, instead of two Rashba layers with opposite SOI separated by a tunneling
barrier, one could also use a thin film of a 3D topological insulator [87]. There, the
surface states on opposite surfaces have opposite helicity and therefore have the
same spectrum around k = 0 as in the Rashba bilayer setup. If tunneling between
layers dominates over the superconducting pairings with the phase difference close
to π and a weak in-plane Zeeman field is applied, the system is in a SOTSC phase
hosting two MCSs that are robust against both potential and magnetic disorder.
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5.A Discretized Lattice Models
In the main text we present our numerical results for the semi-infinite and the finite
geometries in which the Rashba bilayer system is assumed to have a rectangular
shape. In this section we explicitly discretize the total Hamiltonian H defined by
Eqs. (5.2.1)-(5.2.4) of the main text.
Semi-Infinite Geometry
In the semi-infinite geometry, we assume, without loss of generality, that the system
is translationally invariant along the x and finite along the y direction with the
length Ly = (Ny − 1)a, where Ny is the number of lattice sites in y-direction and a
the lattice constant. The total Hamiltonian for the semi-infinite geometry is given





















































c†kxτmσ[n ⋅σ]σσ′ckxτmσ′ . (5.A.2)
The operator c†kxτσm creates an electron with momentum kx and spin projection
σ (along z axis) in the layer τ at the lattice site m. Here, t is the amplitude for
a hopping process between two neighboring lattice sites used to set the effective
mass as t = h̵2/(2ma2). The spin-flip hopping amplitude α̃ is related to the SOI
parameter by α̃ = α/2a. The spin-orbit energy Eso is given by Eso = α̃
2/t [88, 89].
Finite Rectangular Geometry
In the finite geometry we assume the system to be finite in both x and y directions
and of size Lx ×Ly = (Nx −1)(Ny −1)a
2. The indices (n,m) label sites in the two-
dimensional square lattice with n ∈ {1, . . . ,Nx} and m ∈ {1, . . . ,Ny}. The total
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c†τσnm[n ⋅σ]σσ′cτσ′nm . (5.A.4)
The operator c†τσnm creates an electron with spin projection σ in the layer τ at
the lattice site (n,m). Note that H̄ ′ in the semi-infinite geometry can be obtained
from H̄ by applying a Fourier transformation in the x direction.
5.B Phase Diagram for ∆1 ≠∆1̄ and α1 ≠ α1̄
In the main text, for analytical simplicity, we have assumed that ∆1 = ∆1̄ and
α1 = α1̄. However, we have emphasized that the topological phase diagram stays
essentially the same even if ∆1 ≠ ∆1̄ and α1 ≠ α1̄. Here, we confirm this statement
both analytically and numerically.
First, we show that our setup obeys particle-hole symmetry. For a general
system obeying particle-hole symmetry with a corresponding Hamiltonian H we
must find an operator C such that [71]
H(k) = −CH∗(−k)C−1. (5.B.1)
The total Hamiltonian describing our system [see Eqs. (5.2.1)-(5.2.4)], compactly
expressed in momentum space in terms of Pauli matrices, reads
H(kx, ky) = η3
h̵2k2
2m








where τi, ηi, and σi are Pauli matrices acting in layer, particle-hole, and spin
space, respectively. One can easily check that the above definition of particle-hole
symmetry, Eq. (5.B.1), is fulfilled independent of the specific values of ∆1, ∆1̄, and
87
5. Second-Order Topological Superconductivity in π-Junction Rashba Layers
Figure 5.5: (a) Topological phase diagram of the π-junction bilayer as a function
of the tunnel amplitude Γ and the Zeeman energy ∆Z in the regime where the
proximity-induced pairing amplitudes are unequal, ∆1 ≠ ∆1̄ (here ∆1̄ = 1.5∆1).





Z ±∆Z(∆1+∆1̄) (black lines). For ∆Z = 0 and Γ >
√
∆1∆1̄, the system is
in the HTSC phase (green line) hosting a Kramers pair of helical edge states. For
∆Z < min{∆1,∆1̄} and Γ > Γ+, the system is in the SOTSC phase (red) hosting a
MCS each at two of the four corners. For Γ− < Γ < Γ+, the system is in the Weyl
SC phase (blue) hosting unidirectional edge states. Otherwise, the system is in the
trivial phase (white). (b) Color plot of probability density and spectrum (inset) of
low-energy states in the SOTSC phase. Two MCSs are hosted at two neighboring
corners. The numerical parameters are chosen to be the same as in Fig. 5.4(d) of
the main text except that here Eso,1̄ = 2Eso,1 and ∆1̄ = 2∆1.
φ, with C being explicitly given by C = η1. At the same time, using the condition
for time-reversal symmetry [71],
H(k) = TH∗(−k)T−1, (5.B.3)
one can see that this equation is only fulfilled if sinφ = 0 with T = σ1. This means
that deviations from φ = nπ (n integer) break time-reversal symmetry. However,
this does not cause any issues, since in our system time-reversal symmetry has to
be broken anyway in order to achieve the second-order topological phase. Indeed,
only time-reversal symmetry breaking terms can gap the edge states in the helical
topological superconducting phase.
To determine the topological phase diagram of the π-junction Rashba bilayer






Z ±∆Z(∆1 +∆1̄). (5.B.4)
The topological phases remain essentially unchanged as we have also checked nu-
merically [see Fig. 5.5(a)]. At ∆Z = 0, the gapless helical edge states emerge at
Γ =
√
∆1∆1̄. In the absence of tunneling, Γ = 0, the trivial gapped phase extends
up to ∆Z = min{∆1,∆1̄}. Numerically, we again confirm the presence of MCSs in
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the SOTSC part of the phase diagram, Γ > Γ+ [see Fig. 5.5(b)]. From Eq. (5.B.4)
above we also recover the special case ∆1 = ∆1̄ and α1 = α1̄ considered analytically
in the main text. In the general case ∆1 ≠ ∆1̄ and α1 ≠ α1̄, the properties of the
edge states in the region referred to as Weyl SC phase and defined by Γ− < Γ < Γ+
are modified. Due to the loss of symmetry, the Weyl nodes are no longer pinned to
zero energy but shifted against each other to small but finite energy. As a result,
the formerly flat zero-energy edge states connecting the two Weyl nodes have now
a finite slope and become so-called unidirectional edge states [77, 78, 82].
5.C 2D Weyl Superconductor
As discussed in the main text, in the regime ∣∆Z −∆∣ < Γ < ∣∆Z +∆∣, the system
is a 2D Weyl superconductor [72–80]. The bulk spectrum is closed at two nodes
around which the bulk spectrum is linear, i.e., the low-energy spectrum can be
described by 2D Weyl cones. The position of the Weyl cones in momentum space
is such that the line connecting the two cones is orthogonal to the direction of the
Zeeman field. As already mentioned in the main text, in a Weyl superconductor
(as well as in a Weyl semimetal) edge states only occur on edges at which the
nodes of the two Weyl cones (being projected onto the edge) are not projected
onto the same point. This means that the occurrence of edge states at the given
edge in the 2D Weyl superconducting phase depends on the orientation n of the
Zeeman field. In momentum space, the edge states appear on a line connecting
the nodes of the Weyl cones, and since they are at zero energy, the corresponding





Figure 5.6: The energy spectrum in the 2D Weyl SC phase in the semi-infinite ge-
ometry. The Zeeman field is applied along the y direction such that the Weyl nodes
are located at the kx axis in momentum space. The bulk spectrum (blue dots)
closes the gap at zero energy at two nodes, which are connected by dispersionless
edge states (red). Numerical parameters are ksoLx ≈ 4290, µ = 0, ∆/Eso ≈ 0.2,
φ = π, Γ/Eso ≈ 0.2, and ∆Z/Eso ≈ 0.1.
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Figure 5.7: (a) The SOTSC phase is stable against fluctuations in chemical poten-
tial (potential disorder) and in Zeeman field (magnetic disorder). Here, we choose
σµ/Eso ≈ 0.4 and σZ/Eso ≈ 0.1. (b) If the static potential disorder strength is as
large as σµ/Eso ≈ 1.6, the bulk gap closes and, consequently, the MCSs disappear.
(c) The same happens if the magnetic disorder strength is as large as σZ/Eso ≈ 0.4
. Numerical parameters are the same as in Fig. 5.4(a): ksoLx = ksoLy = 430, µ = 0,
∆/Eso = 0.2, ∆Z/Eso = 0.15, Γ/Eso = 0.6, θ = π/3, and δφ = 0 (corresponding to
Nx = Ny = 150, µ = 0, ∆/t = 0.06, ∆Z/t = 0.05, Γ/t = 0.17, θ = π/3, and δφ = 0 in
the tight-binding model).
5.D Stability of Majorana Corner States Against Disorder
In this section, we show numerically that the SOTSC phase is stable against fluc-
tuations of the local chemical potential (potential disorder) and of Zeeman field
(magnetic disorder), see Fig. 5.7.
Potential Disorder
In the considerations above we assumed the chemical potential to be fixed at the
SOI energy, i.e., µ = 0. In the presence of scalar impurities the local potential
can fluctuate around this value, which can be taken into account by introducing
local fluctuations δµij at lattice site (i, j) that follow a normal distribution with
zero mean value, i.e., ⟨δµij⟩ = 0. The strength of the potential fluctuations is




Magnetic impurities create local fluctuations in the effective Zeeman field. As
for potential disorder, this can be taken into account by introducing the local
deviation from the Zeeman field hij = (hx,ij , hy,ij , hz,ij), where each component
separately follows a normal distribution with the corresponding mean values, i.e.
⟨hx,ij⟩ = ∆Z cos θ, ⟨hx,ij⟩ = ∆Z sin θ, ⟨hz,ij⟩ = 0, and the standard deviation σZ =√
⟨h2ij⟩ − ⟨hij⟩
2. We find that the SOTSC phase is robust against strong potential
disorder characterized by σµ substantially exceeding the bulk gap. However, if
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disorder is too strong, the bulk gap closes and the system becomes effectively
gapless. As a result, the MCSs disappear. In addition, we note that the coupling
between the parent s-wave superconductors and the Rashba layers [90–93] should
be weak to avoid metallization effects [94–97].
5.E Edge State Wavefunctions in HTSC Phase
In this section we provide more details on the calculation of the wavefunction of
the helical edge states in the HTSC phase. The Hamiltonian density in the absence
of a Zeeman field (∆Z = 0) [see Eqs. (5.2.1)-(5.2.3)] reads
H0(kx, ky) = [η3
h̵2k2
2m
+ τ3α(kyσ1 − kxη3σ2) + Γτ1η3 +∆τ3η2σ2] /2, (5.E.1)
where τi, ηi, σi are the Pauli matrices acting in layer, particle-hole, and spin space,
respectively. Note that we set here φ = π for simplicity. This Hamiltonian density
was also used to obtain the spectrum in Eq. (5.3.1) in the main text.
As discussed in the main text, we calculate the wavefunctions of the helical
edge states that are exponentially localized at the s = 0 edge. These modes are
localized in the y direction (located close to y = 0) and propagate in the x direction.
In order to find the wavefunction, we assume the edge to be infinitely extended and
focus on the states with kx = 0. Due to particle-hole and time-reversal symmetry
it is clear that these states are at zero energy and twofold degenerate (Kramers
pair). For simplicity, we work in the strong SOI limit where we can linearize the
Hamiltonian density H0(0, ky) around two Fermi points (kFi = 0, kFe = 2kso) [98],
H0(0, ky) = [η3
h̵2k2y
2m
+ τ3σ1αky + Γτ1η3 +∆τ3η2σ2] /2 . (5.E.2)
In what follows we denote the wavefunctions (field operators) by Φ̃σ (ψ̃σ) when
σ =↑, ↓ refers to the spin projection onto the x axis. The field operators can then
be approximated as
ψ̃1↑ = L̃1↑e
−2iksoy + R̃1↑, ψ̃1↓ = L̃1↓ + R̃1↓e
2iksoy
ψ̃1̄↑ = L̃1̄↑ + R̃1̄↑e
2ikso , ψ̃1̄↓ = L̃1̄↓e
−2iksoy + R̃1̄↓, (5.E.3)
where L̃τσ(y) [R̃τσ(y)] are slowly varying fields on the scale of k
−1
so . The linearized
Hamiltonian density is then given by
H̃0,lin = [h̵vF k̂ρ3 + Γ(τ1η3ρ1 − τ2η3σ3ρ2)/2 +∆τ3η2σ2ρ1]/2 , (5.E.4)
where k̂ = −ih̵∂y is the momentum operator and vF = α/h̵ the Fermi velocity,
and ρi act in left/right mover space. By imposing vanishing boundary conditions,
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Φ̃±(y = 0) = 0, we find two independent zero-energy solutions only if Γ > ∆. The
corresponding wavefunctions are written in the basis,
Ψ̃ = (ψ̃1↑,kx=0, ψ̃1↓,kx=0, ψ̃
†
1,↑,kx=0





































with f1(y) = −ig
∗
1(y) = e
2iksoye−y/ξ − e−y/ξ− and f1̄(y) = −ig
∗
1̄
(y) = −i(e−2iksoye−y/ξ −
e−y/ξ−), where the localization lengths are defined as ξ = h̵vF /∆ and ξ− = h̵vF /(Γ−
∆). These two solutions are Kramers partners and related by time-reversal sym-
metry described by the operator Θ = −iσ2K with ΘΦ̃± = ±Φ̃∓. Moreover, both
Φ̃+(y) and Φ̃−(y) are extended Majorana wavefunctions (not to be confused with
the MCSs that are localized at the corners) that are eigenstates of the particle-hole
operator P = η1K, i.e., PΦ̃± = Φ̃±. As can be seen above, the spin-up and spin-down
components of the Majorana wavefunctions in Eq. (5.E.6) are not independent but
related by gτ(y) = −if
∗
τ (y) [99, 100]. This is ensured by the symmetry operator
O = η2σ1, which commutes with the particle-hole symmetry operator [P,O] = 0,
and thus, OΦ̃± = Φ̃±. The operator O anti-commutes with the Hamiltonian density
in Eq. (5.E.2), {H0,O} = 0. Moreover, also the functions f1(y) and f1̄(y) are not
independent from each other, but related by f1(y) = −if
∗
1̄
(y). This is ensured by
the symmetry operator O′ = τ1η2, which commutes with the previous two symme-
tries, [P,O′] = [O,O′] = 0, and thus O′Φ̃± = ±Φ̃±. It is useful to take advantage of
these hidden symmetries when calculating the various matrix elements in deriving
the effective low-energy Hamiltonian in the following.
First we note that the spin-operator S̃ in Nambu space is parametrized by
the following Pauli matrices S̃ ∼ (η3σ3, σ2, η3σ1) (we recall that we take the x
axis as the spin quantization axis). In addition, this operator anti-commutes with
the particle-hole operator, {S̃,P} = 0. Then, the symmetry of the Majorana
wavefunctions leads to
⟨Φ̃a∣S̃∣Φ̃a⟩ = ⟨Φ̃a∣PS̃P ∣Φ̃a⟩ = − ⟨Φ̃a∣S̃∣Φ̃a⟩ , (5.E.7)
for a ∈ {+,−}, and therefore ⟨Φ̃a∣S̃∣Φ̃a⟩ = 0. The expectation values of spin projec-
tions to any axis is zero for Majorana states. The time-reversal operator Θ and
92
5. Second-Order Topological Superconductivity in π-Junction Rashba Layers
the operator O, which ensures the structure of the Majorana wavefunctions Φ̃±,
fix the values of the off-diagonal terms,
⟨Φ̃+∣η3σ3∣Φ̃−⟩ = ⟨Φ̃+∣Pη3σ3Θ∣Φ̃+⟩ = ⟨Φ̃+∣η1Kη3σ3(−iσ2)K∣Φ̃+⟩
= ⟨Φ̃+∣η1η3σ3(−iσ2)∣Φ̃+⟩ = i ⟨Φ̃+∣η2σ1∣Φ̃+⟩ = i ⟨Φ̃+∣O∣Φ̃+⟩
= i ⟨Φ̃+∣Φ̃+⟩ = i,
⟨Φ̃+∣σ2∣Φ̃−⟩ = ⟨Φ̃+∣Oσ2O∣Φ̃−⟩ = − ⟨Φ̃+∣σ2∣Φ̃−⟩ = 0 (5.E.8)
⟨Φ̃+∣η3σ1∣Φ̃−⟩ = ⟨Φ̃+∣Oη3σ1O∣Φ̃−⟩ = − ⟨Φ̃+∣η3σ1∣Φ̃−⟩ = 0, (5.E.9)
(5.E.10)
where we used the fact that {O, η2} = {O, η3σ1} = 0. In addition, one finds
⟨Φ̃+∣(1 − τ3)η1σ2∣Φ̃+⟩ = ⟨Φ̃+∣η1σ2∣Φ̃+⟩ − ⟨Φ̃+∣τ3η1σ2∣Φ̃+⟩ = 0, since
⟨Φ̃+∣η1σ2∣Φ̃+⟩ = ⟨Φ̃+∣Oη1σ2∣Φ̃+⟩ = ⟨Φ̃+∣η3σ3∣Φ̃+⟩ = 0, and
⟨Φ̃+∣τ3η1σ2∣Φ̃+⟩ = ⟨Φ̃+∣Pτ3η1σ2∣Φ̃+⟩ = − ⟨Φ̃+∣τ3η1σ2∣Φ̃+⟩ = 0, (5.E.11)
where we used that {P, τ3η1σ2} = 0. By analogy, one also finds
⟨Φ̃−∣(1 − τ3)η1σ2∣Φ̃−⟩ = 0. (5.E.12)
However, the off-diagonal term is given by
⟨Φ̃+∣(1 − τ3)η1σ2∣Φ̃−⟩ = i, since
⟨Φ̃+∣η1σ2∣Φ̃−⟩ = ⟨Φ̃+∣η3σ3∣Φ̃−⟩ = i and
⟨Φ̃+∣τ3η1σ2∣Φ̃−⟩ = ⟨Φ̃+∣Pτ3η1σ2∣Φ̃−⟩ = − ⟨Φ̃+∣τ3η1σ2∣Φ̃−⟩ = 0, (5.E.13)
where in the second line we used Eq. (5.E.8) and Eq. (5.E.11). The last matrix
element we are considering here is given by ⟨Φ̃+∣τ3η3σ2∣Φ̃−⟩. Using time-reversal
and particle-hole symmetry operators, one can rewrite it as
⟨Φ̃+∣τ3η3σ2∣Φ̃−⟩ = ⟨Φ̃+∣τ3η3σ2(−iσ2K)η1K∣Φ̃+⟩ = −i ⟨Φ̃+∣τ3η3η1∣Φ̃+⟩ = − ⟨Φ̃+∣τ3η2∣Φ̃+⟩ .
(5.E.14)
This last expression can be shown to be zero by invoking the symmetry operator
O′,
⟨Φ̃+∣τ3η2∣Φ̃+⟩ = ⟨Φ̃+∣O
′τ3η2∣Φ̃+⟩ = ⟨Φ̃+∣τ1η2τ3η2∣Φ̃+⟩ = − ⟨Φ̃+∣τ3η2∣Φ̃+⟩ = 0. (5.E.15)
Importantly, the values of all these expectation values do not depend on the explicit
form of fτ(y).
The wavefunctions in the original spin basis, where the z direction is the spin
quantization axis, are given by Φ
(0)
± (y) = e
−iπσ2/4Φ̃±(y), which will be used in
further calculations below. In order to avoid confusion we stress that the spin
operator then takes the more familiar form S = h̵(η3σ1, σ2, η3σ3)/2.
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5.F Derivation of Effective Low-Energy Hamiltonian
Using the explicit form of the wavefunctions obtained in the previous section,
we derive the low-energy effective Hamiltonian on all four edges. As outlined in
the main text, the Hamiltonian of the Rashba layers [see Eq. (5.2.1)] is invariant
under rotations Uϕ = e
iϕη3Jz/h̵, generated by the total angular momentum operator
Jz = Lz + Sz. This allows us, knowing the wavefunctions at s = 0 edge, to find the







± (y) with ϕs ∈ {0, π/2, π,3π/2}.
We first derive the low-energy effective Hamiltonian for the helical edge states
on the s = 0 edge from the wavefunctions obtained in the previous section. To
achieve this, we add various perturbation to H0(0, ky) defined in Eq. (5.E.2).
We restrict ourselves to first-order perturbation theory applied in the low-energy
subspace spanned by Φ
(0)
± , in which we focus only on linear terms in ∆Z , ∆, and
kx
Kinetic part. The dispersion of the helical edge states close to zero-energy is
linear, see Fig. 5.3 of the main text. This can be also shown explicitly by treating
the linear term in kx in H0(kx, ky) [see Eq. (5.E.1)], Hkx = −ατ3η3σ2kx/2 as a
perturbation. For this term, the off-diagonal elements vanish by symmetry as was
shown in Eq. (5.E.14)-(5.E.15). However, for the diagonal elements these argu-




± ⟩ depends on the explicit form of the function
f1(y). As a result, we obtain the effective low-energy Hamiltonian for helical edge
states to be written as
H
(0)
kin = h̵vkxβ3, (5.F.1)
where the Pauli matrix βi acts in the low-energy subspace and the effective velocity




< vF . (5.F.2)
We note that the Fermi velocity of the edge modes is the same at all four edges
due to the rotation invariance of the system without applied magnetic fields.
Superconducting gap at edge states for φ ≠ π. In the main text, we also dis-
cussed the case where the phase difference between the two layers is not exactly
φ = π, but slightly deviating from it, i.e., φ = π + δφ, where δφ≪ 1 can be positive
or negative. This leads to an extra factor in the superconducting pairing term in
the τ = 1̄ layer: ∆1̄ = ∆e
iφ = ∆ei(π+δφ) ≈ −∆(1 + iδφ). The deviations from the
π-junction is given by Hδφ = −δφ∆(1−τ3)η1σ2/4. In Eqs. (5.E.11) and (5.E.13), we
showed that, due to the system symmetry, only the off-diagonal matrix elements
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∓ ⟩ are non-zero. This leads to
H
(0)
sc = −∆δφβ2/2. (5.F.3)
Again, due to the rotation invariance of the superconducting part of the Hamilto-
nian, this term opens a gap of the same size at all edges.
Zeeman term. For a weak Zeeman field ∆Z ≪ Γ −∆, the corresponding term
opening the gap in the edge state spectrum is given by HZ = ∆Z[cos(θ)η3σ1 +
sin(θ)σ2]/2. Using Eqs. (5.E.7) and (5.E.8), one notices that in the low-energy
subspace only the term proportional to η3σ1 is important, and only its off-diagonal
matrix elements are non-zero. This leads us to the effective Zeeman term acting
in the low-energy subspace,
H
(0)
Z = −∆Z cos(θ)β2. (5.F.4)
The form of the effective Zeeman term in the Hamiltonian for the remaining edges





we make use of the symmetry operator Uϕs ,
⟨Φ(s)a ∣HZ ∣Φ
(s)






b ⟩ = −∆Z cos(θ − ϕs)β2, (5.F.5)
U †ϕsHZUϕs = ∆Z[cos(θ − ϕs) η3σ1 + sin(θ − ϕs)σ2]/2. (5.F.6)
Thus, the gap opened by the Zeeman field is different at different edges and is given
by the size ∆Z cos(θ − ϕs). Collecting all terms together, we arrive at Eq. (5.4.1)





∆s = ∆δφ/2 +∆Z cos(θ − ϕs). (5.F.8)
By examining the sign of the gap ∆s, one can identify potential domain walls and
determine the location of zero-energy MCSs.
Concretely, in the effective Hamiltonian describing helical edge states [see
Eq. (5.4.1)], the gap between the clockwise-moving mode ∣Φ
(s)
− ⟩ and anticlockwise-
moving mode ∣Φ
(s)
+ ⟩ is opened at k




eff = −∆sβ2. (5.F.9)
The eigenvalues are given by E± = ±∆s and the corresponding eigenstates by
∣±⟩ = (∣Φ
(s)




2. If the gap is positive, ∆s > 0, then E+ > E−, and, thus,
the eigenstate ∣−⟩ is the groundstate. If the gap is negative, ∆s < 0, then E− > E+,
and the eigenstate ∣+⟩ is the groundstate. This change from ∣−⟩ to ∣+⟩ being the
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in Planar Josephson Bijunction
Adapted from:
Yanick Volpez, Daniel Loss, and Jelena Klinovaja
“Time-Reversal Invariant Topological Superconductivity in Planar Josephson
Bijunction”,
Phys. Rev. Research 2, 023415 (2020).
We consider a Josephson bijunction consisting of a thin SIS π-Josephson
junction sandwiched between two-dimensional semiconducting layers with strong
Rashba spin-orbit interaction. Each of these layers forms an SNS junction due
to proximity-induced superconductivity. The SIS junction is assumed to be thin
enough such that the two Rashba layers are tunnel-coupled. We show that, by
tuning external gates, this system can be controllably brought into a time-reversal
invariant topological superconducting phase with a Kramers pair of Majorana
bound states being localized at the end of the normal region for a large parameter
phase space. In particular, in the strong spin-orbit interaction limit, the topologi-
cal phase can be accessed already in the regime of small tunneling amplitudes.
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6.1 Introduction
The prediction of Majorana bound states (MBSs) in p-wave superconductors [1]
and the proposed implementation in semiconductor-superconductor heterostruc-
tures [2–4] has sparked wide interest in exploring new platforms hosting topological
superconductivity. Prominent experimental realizations involve nanowires prox-
imitized by an s-wave superconductor [5–10], or chains of magnetic adatoms on
s-wave superconductors [11–19]. More recently, MBSs in Josephson junctions [20]
gained considerable interest [21–31], since this setup offers additional control knobs
for experiments, in particular, the superconducting phase difference. In this case,
the topological phase can be reached for a wide parameter range and the scalability
to topological networks seems promising [20].
In contrast, time-reversal invariant (TRI) topological superconductors host-
ing Kramers pairs of MBSs [32–55] are still lacking experimental evidence. Such
schemes are attractive since they avoid magnetic fields and their detrimental effect
on superconductivity. Many such proposals rely on unconventional superconduc-
tors or can only be achieved with strong electron-electron interactions [56, 57]. A
major drawback of them is that they do not allow for an easy in-situ control over
the topological phase.
It is the goal of the present work to close this gap. For this we propose a Joseph-
son bijunction which can be brought into the TRI topological superconducting
phase via the control of experimentally accessible parameters, thereby hosting mul-
tiple Kramers pairs of MBSs, see Fig. 6.1. The setup consists of a superconductor-
insulator-superconductor (SIS) Josephson junction sandwiched between semicon-
ducting layers with Rashba spin-orbit interaction (SOI) [see Fig. 6.1(a)]. The
superconductors are assumed to be s-wave and to have a phase difference φ con-
trolled by applying a magnetic flux or generated by introducing an additional
layer of randomly oriented magnetic impurities [58–62]. Due to the proximity
effect this leads to the formation of two tunnel-coupled superconductor-normal-
superconductor (SNS) Josephson junctions of width W and phase difference φ
[see Fig. 6.1(a)]. This setup leads to an intricate interplay between the formation
of Andreev bound state bands (ABSBs) in both SNS junctions on one hand and
the hybridization of the two Rashba layers on the other hand, with striking conse-
quences. In particular, we find a periodic closing and reopening of the topological
gap in the spectrum of the ABSBs as a function of ksoW , where kso is the SOI
momentum which can be tuned electrically via gates [63–65]. Interestingly, in the
strong SOI limit, the TRI topological phase can be reached for a relatively small
tunneling amplitude.
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We believe that with the recent advances in the fabrication and study of bilayer
systems [66–69] and van der Waals heterostructures [70–74], the setup proposed
here lies within experimental reach and could be a promising route in realizing
Kramers pairs of MBSs without the need of magnetic fields.
6.2 Model
The Josephson bijunction consists of two semiconducting layers labeled by τ =
±1. Due to the structural asymmetry the Rashba SOI vectors ατ are naturally







where Hτσσ′(r) = [−h̵
2∇2/(2m)−µτ +ατ ⋅σ× k̂]σσ′ , m is the effective mass, µτ the
chemical potential, k̂ = −ih̵(∂x, ∂y) the in-plane momentum operator, and σi are
the Pauli matrices acting in spin space. The operator ψ†τσ(r) creates an electron
with spin projection σ along the z axis in the τ -layer at the position r = (x, y).
The SOI energy Eτ,so = h̵
2k2so,τ /2m, with the SOI momentum kso,τ = mατ /h̵
2, is
the energy difference between the bottom of the Rashba bands and the degeneracy
point at k = 0, from which µτ is measured.
The regions that are in contact with the bulk superconductors become super-
conducting as well [20, 25, 26, 28] and the proximitized Rashba layers themselves


















Figure 6.1: (a) Josephson bijunction setup consisting of a top (blue and mint)
and bottom (blue and mint) Rashba layer with opposite SOI in contact with
an SIS junction (green-orange-green). The superconductors (green) have a phase
difference π and are separated by an insulator (orange) of width W . The proximity
to the SIS junction creates two SNS junctions of width W in the Rashba layers.
(b) Top view of the setup. In the topological phase a Kramers pair of MBSs (yellow
dots) emerges at each end of the junction.
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Figure 6.2: Spectrum as function of momentum kx for (a) V = 2t and W = 35,
(d) V = t/10 and W = 35, and (g) V = t/10 and W = 41. (a) For a high potential
barrier V , the transverse subbands [n = 1 (purple cross) and n = 2 (green cross)] are
decoupled from the superconducting regions and lie within the superconducting
gap (black). (b)-(c) The corresponding probability densities ∣ψ(y)∣2 at kx = −0.08
of the first two transverse subbands. (d) Upon lowering V , the interfaces become
transparent leading to ABSBs. The electron and hole bands are mixed now and
as a consequence each ABSB has contributions from different transverse subbands
with the dominant orbital content depending on kx. The lowest ABSB also has
a very small gap around ∣kx∣ ≈ 0.2, which is further discussed in the text. (e)-(f)
At kx = 0, the lowest (second) ABSB comes from the n = 2 (n = 3) subband of the
normal region. (g) Between W = 35 and W = 41, the inverted case emerges where
the lowest (second) ABSB comes from the n = 3 (n = 2) subband [(h) and (i)].
This is the origin of the topological phase transition of higher subbands (see text
below and Appendix 6.B). Numerical parameters are a = 1, Ny = 500, NW =W −1,
α1/t = −α1̄/t = 0.07, ∆/t = 0.012, Γ = 1.5∆, and Γ
′ = 0.








where ∆τ(y) = ∆e
isgn(y)φ/2θ(∣y∣ −W /2)/2, ∆ > 0 is the strength of the induced
superconducting pairing and φ is the phase difference between the superconducting
regions inherited from the parent superconductors. We also allow for electron






where we assume the tunneling amplitude to be uniform in the x direction such
that Γ̄(y) = Γθ(W /2 − ∣y∣) + Γ′θ(∣y∣ −W /2), and without loss of generality Γ > 0
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(Γ′ ≥ 0) for the coupling between the two layers [83]. The total Hamiltonian
modeling the setup is then given by H =H1 +H1̄ +H∆ +HΓ.
First, we study the system numerically for two geometries (see Appendix 6.A
for details): (i) semi-infinite geometry - the system is translationally invariant
along the direction of the junction, i.e., along the x direction, which allows us to
parametrize the eigenstates by the good quantum number kx; (ii) finite geometry
- the system is finite in both the x- and y direction. Second, to gain a better
physical understanding, we then treat the problem also analytically.
6.2.1 Spectrum of Andreev Bound State Bands
In order to better understand the evolution of the ABSBs, it is instructive to con-
sider the effect of a potential barrier of height V at the interfaces between the
superconducting and the normal regions (y = ±W /2 ) [84]. If V is very large, the
interfaces are intransparent such that there are two independent superconducting
regions and an isolated normal region, which consists of two tunnel-coupled quan-
tum wires. Since the physics of the normal region in the confined direction (y
direction) is equivalent to a particle in a box, the spectrum consists of quantized
transverse subbands labeled by an index n, where the spacing between them de-
pends on the width W and roughly behaves as 1/W 2. Out of these subbands only
the ones crossing the chemical potential or lying within the superconducting gap
are important for us. By increasing W the subband spacing is reduced and as a
result more of these will be shifted into the superconducting gap [see Fig. 6.2(a)].
The probability density of the nth subband, ∣ψ(n)(y)∣2, has n peaks, which allows
us to determine n numerically from the shape of the wavefunction.
Upon lowering V , the electron and hole bands get coupled with corresponding
anti-crossings and, as a result, ABSBs form [see Fig. 6.2(b)]. This picture qualita-
tively explains why the number of ABSBs increases with W , and that generically
the ABSBs have contributions coming from different transverse subbands of the
normal region (see Fig. 6.2). For Γ ≠ 0, the ABSB spreads in both layers. More
concretely, when a new subband is entering the superconducting gap, the ABSB
highest in energy will obtain mainly contributions from this additional subband
around kx = 0, while at larger momenta ∣kx∣ it has mainly contributions from a
subband with smaller n. As W is further increased the same behavior can be
observed for all ABSBs (see Fig. 6.2). For the remainder we will put V = 0 and
work with ABSBs.
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Figure 6.3: Phase diagram as function of ksoW and tunneling amplitude Γ for (a)
strong SOI (∆ = Eso/20) and (b) weak SOI (∆ ≈ Eso). After each gap closing at
kx = 0, a new Kramers pair of MBSs emerges. For strong SOI, we find very good
agreement between numerical and analytical [black line, see Eq. (6.3.1)] results.
The numerical results (blue dots) are obtained in the semi-infinite geometry and
parameters are Ny = 10000, α1/t = −α1̄/t = 0.07. In the generic case ∣α1∣ ≠ ∣α1̄∣,
the gap closing line still shows a similar behavior (red dots). Here, we choose
α1/t = 0.07 and α1̄/t = −0.06.
6.3 Kramers Pairs of MBSs
If the phase difference between the superconductors is φ = π, the system is time-
reversal invariant and is in the DIII symmetry class and has a Z2 number clas-
sification [85]. The time-reversal (particle-hole) symmetry operator is given by
Θ = iσ2K (P = η1K), where ηi are the Pauli matrices acting in particle-hole space,
and K is the complex conjugation operator.
To investigate topological phase transitions, we look for gap closings of the
ABSBs at kx = 0, which only happens at particular combinations of ksoW and
Γ/∆. An analytical expression for the gap closing condition can be derived in the
semi-infinite geometry in the strong SOI limit, i.e., Γ,∆ ≪ Eso, for α1 = −α1̄ and
Γ′ = 0 (see Appendix 6.C for details). In this limit, we find a remarkably simple










We stress that it is essential for obtaining this result to go beyond standard lin-
earization and retain band curvature effects. Thus, for a fixed ratio Γ/∆ there
exist multiple solutions, whenever the cotangent is positive [see Fig. 6.3(a)]. In
the interval where the cotangent is negative, e.g., for ksoW ∈ (π/2, π), no gap clos-
ing occurs and the ABSBs are always gapped [see Fig. 6.3(a)]. Interestingly, in
this region of the phase diagram the topological phase can in principal be achieved
with an infinitesimal tunneling amplitude Γ. Relaxing the condition of exactly op-
posite SOI in the two layers, one finds that the functional form of the gap closing
lines remain essentially unchanged (see Fig. 6.3). However, for weak SOI, ∆ ∼ Eso,
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Figure 6.4: Color plot of probability density ∣ψ(x, y)∣2 for two MBSs localized at
opposite ends of the junctions for (a) Γ′ = 0 and (c) Γ′/Γ = 1.8. In total, there are
four zero-energy MBSs (red dots in spectrum in inset), with two Kramers pairs of
MBSs at each end of the junction. The dashed lines symbolize the extension of
the normal region. (b) Spectrum at kx = 0 in semi-infinite geometry as function of
Γ′/Γ. The gap in the ABSB closes around Γ′ ≈ Γ and reopens. The crosses mark
the values of Γ′/Γ chosen for panels (a) and (c). A Kramers pair of MBSs exists for
both values and the topological phase can thus be reached for both regimes Γ > Γ′
and Γ < Γ′. Parameters are Nx = 800, Ny = 400, NW = 6, α1/t = −α1̄/t = 0.35,
∆ = Eso/10, and Γ = 0.6∆.
the functional form deviates from the cotangent behavior, and, more importantly,
there are no longer regions where no gap closing takes place [see Fig. 6.3(b)]. Note
that the position of the gap closing lines depends on the product ksoW , which
is a useful advantage of the present setup. Suppose that the parameters W and
Γ/∆, which are fixed for a given device, are such that the system is in the trivial
phase (the very left region in Fig. 6.3). Then it is always possible to tune the
system into the neighboring topological phase by changing the SOI α, e.g., by
applying electric fields via external gates. For concreteness we consider numerical
parameters relevant for the experiment on single MBS in Josephson junctions[25]:
m = 0.033me, W = 600nm, and α = 34 meVnm. The maximal relative change
of the SOI necessary to enter the neighboring topological phase is then given by
δαmax/α = πh̵
2/(mαW ) ≈ 1. Such in-situ tuning of the SOI parameter α was
demonstrated in a two-dimensional electron gas [86].
The closing and reopening of the gap of the ABSBs is accompanied by the
emergence of a Kramers pairs of MBSs at each end of the normal region (see
Fig. 6.4), thus these gap closing points mark topological phase transitions. Due to
their topological nature they are robust against potential disorder, as we checked
numerically. Importantly, the emergence of the MBSs does neither rely on the
fine-tuned point ∣α1∣ = ∣α1̄∣ nor on Γ
′ = 0. It turns out that MBSs exist for both
regimes Γ > Γ′ and Γ < Γ′ (see Fig. 6.4), which implies that the relative strength
Γ/Γ′ is not crucial to reach the topological phase. However, it is essential that Γ is
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Figure 6.5: Energy of lowest states as function of W . Dashed lines mark the gap
closing of the ABSB. After the first closing there are four zero-energy states, one
Kramers pairs on each end of the normal region (blue). After the second gap closing
there are two Kramers pairs of MBSs on each end (blue and turqoise). These two
decoupled sets of MBSs come from the n = 1 and n = 2 subbands, as can be checked
by counting the number of nodes of their wavefunction in y direction. Since the
smallest gap of the n = 1 subband at the outer Fermi momemtum decreases with
increasing W , the localization length increases and hence the zero-energy states
are split away from E = 0. This behavior repeats after the next gap closing where
the n = 3 band undergoes a topological phase transition and a third Kramers pair
of MBS emerges (green). Parameters are: Nx = 800, Ny = 350, α1/t = −α1̄/t = 0.07,
∆ = Eso/2, and Γ = 3∆.
non-zero. This can be qualitatively understood by considering the limit Γ′ > 0 and
Γ = 0. In this case the system consists of two copies of an SNS junction and two
tunnel coupled proximitzed Rashba bilayers (for ∣y∣ >W /2). The tunnel coupling
between proximitized layers does not greatly affect the ABSBs since the ABSs
exponentially decay into the superconducting regions. Moreover, it was shown [87]
that tunnel coupled proximitized Rashba layers with opposite SOI can only be in
a TRI topological superconducting phase if their superconducting pairing has a
phase difference of φ = π. In our setup, the proximitized layers coupled by Γ′
have the same phase, and thus are always trivial. In essence, Γ′ has no qualitative
influence on the topological properties of the system, which are only depending on
the hybridization of the ABSBs in the two layers.
As has become clear from the discussion above, for fixed coupling strength Γ
and increasing width W , the lowest lying ABSB will change its ‘orbital content’
around kx = 0 and will have contributions from transverse subbands with larger n
while the contributions from subbands with smaller n are ‘pushed’ to higher values
of kx (see Fig. 6.2). Each time the band gap closes, a new transverse subband
with higher n undergoes a topological phase transition with the emergence of a
new Kramers pair of MBSs (see Fig. 6.5). The wavefunctions of the MBSs show
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that they are localized on one end of the normal region as is expected. In the y
direction, however, the states that emerge for larger W have n peaks, revealing
that they stem from the topological phase transition of the corresponding subband.
Having discussed the physics around kx = 0, it is also important to look at finite
momenta, as the localization length of the MBSs is determined by the smallest
gap. Gaps at higher momenta, where the band has contributions from lower
subbands, become smaller with increasing W and thus, the localization length of
MBSs coming from these subbands increases [88, 89]. This delocalization leads to
a larger overlap of their wavefunction and thus they split in energy (see Fig. 6.5)
Typically, when a new Kramers pair of MBSs emerges, the MBSs coming from
subbands with lower n are already split due their overlap, and there is only one
Kramers pair of MBSs at each end that is at zero-energy. Thus, disorder induced
coupling between an even number of Kramers pairs is suppressed since they are
no longer energetically degenerate. As we have verified numerically, the phases
with an even number of Kramers pairs of MBSs are indeed quite robust against
potential disorder. Only in the limit where the junction is much longer in the
x direction than any of the localization lengths, the MBSs on opposite ends do
not overlap, and one can always find a term that gaps out all MBSs without
violating any symmetries. Strictly speaking only the phases with an odd number
of Kramers pair of MBSs are topologically protected and thus stable against any
symmetry-respecting perturbations.
6.4 Breaking Time-Reversal Symmetry
If TRS is broken by a Zeeman field along the x direction, the system behaves
similarly to what is known in topological double nanowires setups [47]. Increasing
∆Z continuously from zero brings the system into a trivial phase until a critical
field value is reached and the gap of the ABSBs closes. Increasing ∆Z further
leads to a reopening of the gap and the system enters a topological phase with a
total of two MBSs, one MBS at each end of the normal region, see Appendix 6.D
Importantly, there exist regions where the topological phase can be reached with
relatively small Zeeman fields (see Fig. 6.6).
6.5 Conclusions
We considered a Josephson bijunction which can be controllably brought into a
TRI topological superconducting phase with a Kramers pair of MBSs. Using a
relatively simple effective model, we show that the tunnel coupling between the
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Figure 6.6: Phase diagram as function of in-plane Zeeman field ∆Z and W . The
Zeeman field is aligned along the x direction. The solid black lines mark the topo-
logical phase transitions between the trivial (green) and the topological (yellow)
phase, which harbors one MBS at each end of the normal region. Dashed lines
mark closings of the gap of the ABSBs, which do not correspond to topological
phase transitions. The TRI topolgical phase for ∆Z = 0 (red line) evolves into a
trivial phase by continuously increasing the Zeeman field since the pair of MBSs
on one end is no longer protected. The phase boundaries were obtained for the
same numerical parameters as in Fig. 6.3b and for Γ = 1.5∆.
ABSBs induces a topological phase transition and derive an analytical expression
for the topological phase criterion. The possibility for a TRI topological phase only
depends on the presence of a non-zero tunneling amplitude between the normal
regions, and does not depend on the tunneling amplitude between the proximitized
layers. We show, that a finite size system can have multiple localized bound states
that are split away from zero energy, but which are still quite robust against non-
magnetic disorder. This is due to the simultaneous growth of the localization
length of already existing MBS and the topological phase transitions from higher
transverse subbands. We also show, that the system can enter a topological phase
with a total of two MBS if a Zeeman field is applied along the normal region.
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6.A Discretized Lattice Models
In the main text we present numerical results for the semi-infinite and the finite
geometries in which the Rashba bilayer system is assumed to have a rectangular
shape. In this section we explicitly discretize the total Hamiltonian H defined by
Eqs. (6.2.1)-(6.2.3) of the main text.
Semi-Infinite Geometry
In the semi-infinite geometry, we assume, without loss of generality, that the system
is translationally invariant along the x and finite along the y direction with the
length Ly = (Ny − 1)a, where Ny is the number of lattice sites in y direction and
a the lattice constant. The width of the left superconducting region is given by
L1 = (N1 − 1)a and the width of the normal region is W = (NW + 1)a. The total






























































































The operator c†kxτσn creates an electron with momentum kx and spin projection
σ (along z-axis) in the layer τ at the lattice site m. Here, t is the amplitude for
a hopping process between two neighboring lattice sites used to set the effective
mass as t = h̵2/(2ma2). The spin-flip hopping amplitude α̃ is related to the SOI
parameter by α̃ = α/2a. The spin-orbit energy Eso is given by Eso = α̃
2/t [88, 89].
We use this Hamiltonian to obtain the spectra and wavefunction in Fig. 6.2 in the
main text, and to determine the position of the gap closing of the ABSBs.
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Finite Rectangular Geometry
In the finite geometry we assume the system to be finite in both x and y directions
and of size Lx ×Ly = (Nx −1)(Ny −1)a
2. The indices (n,m) label sites in the two-
dimensional square lattice with n ∈ {1, . . . ,Nx} and m ∈ {1, . . . ,Ny}. The total



























































































The operator c†τσnm creates an electron with spin projection σ in the layer τ at
the lattice site (n,m). Note that H̄ ′ in the semi-infinite geometry can be obtained
from H̄ by applying the Fourier transformation in the x direction. We use this
Hamiltonian to obtain the spectra and MBS wavefunction in Figs. 6.4 and 6.5 in
the main text, as well as to identify the different topological phases.
6.B Hybridization of Transverse Subbands
As discussed in the main text the ‘orbital content’ of the ABSBs depends on the
momentum kx and changes as a function of W . When W is increased, more
transverse subbands of the normal region move into the superconducting gap and
as a consequence more ABSBs are formed. Generally, the ABSBs in the tunnel
coupled Josephson bijunction are gapped. In the semi-infinite geometry, the gap
only closes at kx = 0 (the momentum along the junction) for certain combinations
of ksoW and Γ/∆. Examining the wavefunction of the ABS at a fixed momentum
reveals which transverse subband is dominating at that point. In order to better
understand the topological phase transitions of several transverse subbands, we
consider the lowest ABSB at kx = 0, Γ/∆ = 1.5, and when W is varied from
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Figure 6.7: Spectrum in the semi-infinite geometry at kx = 0 as a function of W .
The lowest ABSB with positive energy has a dominant contribution coming from
the n = 2 transverse subband (green dots). The gap closes at W = 30, which
corresponds to the topological phase transition of the n = 2 subband. As W
is increased, the n = 3 subband enters the superconducting gap and the second
lowest ABSB in energy has its dominant contribution from this subband (orange
dots). At W = 39 the dominant contribution is switched and the lowest ABSB
has then mainly a contribution from the n = 3 subband. At W = 49 the gap
closes, which corresponds to the topological phase transition of the n = 3 subband.
Numerical parameters are: Nx = 1500, α1/t = −α1̄/t = 0.066, ∆ = Eso/2, Γ/∆ = 1.5,
and V = t/10.
W = 26 to W = 51 (see Fig. 6.7). For W = 26 the dominant contribution is
coming from the second transverse subband. As W is increased, the gap closes
at W = 31 and then reopens as W is increased further. This corresponds to the
topological phase transition of the second transverse subband. Since the width of
the normal region is increased, a new ABSB forms and the second lowest ABSB
then has a dominant contribution from the third transverse subband. At some
point the second and third transverse subband hybridize, such that the dominant
contribution of the lowest ABSB is switched (at W = 40) and the situation is
now opposite. Increasing W further, the gap of the lowest ABSB then closes
at W = 50, which corresponds to the topological phase transition of the third
transverse subband. While for the lowest ABSB the main contribution at kx = 0
is coming from higher transverse subbands as W is increased, the contribution of
the lower transverse subbands appears at finite momenta (see Fig. 6.8). The local
minima at these finite momenta, where the band has dominant contributions from
lower subbands, determines the localization lengths of potential bound states [90].
For W = 41, the n = 1 and the n = 2 subbands are in the topological phase (see
Fig. 6.7), and as the gaps around ∣kx∣ = 0.17 (n = 1) and around ∣kx∣ = 0.12 (n = 2)
are quite small (see Fig. 6.8), the localization length of the MBS become quite
large. We note that these localization lengths can be decreased if zigzag-shaped
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Figure 6.8: Spectrum in the semi-infinite geometry for W = 41, Γ/∆ = 1.5 and
V = t/10. At this point there are three ABSBs (blue dots) in the superconducting
gap (black dots). The probability density of the wavefunction of the lowest ABSB
at (b) kx = −0.17 (purple), (c) kx = −0.12 (green), and (d) kx = 0 (orange) shows
that the band has dominant contributions from lower subbands [(b) n = 1 and (c)
n = 2] at finite momenta. Numerical parameters are the same as in Fig. 6.7.
boundaries of the SNS interface are considered [91]. This explains the behavior
discussed in Fig. 6.5 in the main text.
6.C ABS Wavefunction and Topological Phase Transition Criterion
In this section we give a detailed derivation of the ABS wavefunction present in the
coupled Josephson junction setup. As explained in the main text, we assume the
system to be translationally invariant along the x direction (along the junction),
and finite in the y direction. We then focus on the subgap states at kx = 0 with
energy E < ∆ and the time-reversal invariant case φ = π. The BdG equations for




∂2y − iτα∂yσ1 + Γ̄(y)τ1η3 −∆(y)η2σ2] Φ̃E(y) = EΦ̃E(y), (6.C.1)
where Γ̄(y) = Γθ(W /2 − ∣y∣), and ∆(y) = sgn(y)∆θ(∣y∣ −W /2) and without loss
of generality we assume Γ > 0 and ∆ > 0, as discussed in the main text. The
wavefunction Φ̄E(y) is given by
Φ̄E(y) = [uE,1↑(y), uE,1↓(y), vE,1↑(y), vE,1↓(y), uE,1̄↑(y), uE,1̄↓(y), vE,1̄↑(y), vE,1̄↓(y)].
(6.C.2)
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By inspecting Eq. (6.C.1) one can see that there are actually two decoupled sets of
equations, one only involving Φ
(1)
E (y) = [uE,1↑(y), vE,1↓(y), uE,1̄↑(y), vE,1̄↓(y)] and
the other only involving Φ
(2)
E (y) = [uE,1↓(y), vE,1↑(y), uE,1̄↓(y), vE,1̄↑(y)]. Since
these two sectors are decoupled the spectrum is two-fold degenerate, and it is
enough to focus on one sector in order to derive the zero-energy condition. Without
loss of generality, we solve the BdG equations for Φ
(1)
E (y) and we drop from now
on the superscript. First, we perform a unitary transformation U = eiπσ2/4, which









−h̵2/2m∂2y − iα∂y 0 Γ(y) ∆(y)
0 h̵2/2m∂2y + iα∂y −∆(y) −Γ(y)
Γ(y) −∆∗(y) −h̵2/2m∂2y + iα∂y 0










which are then solved in the normal region ∣y∣ <W /2, in the left superconducting
region y < −W /2, and in the right superconducting region y > W /2. The general
solution in the normal region is given by








































































. Since we are interested in subgap solutions with
E < ∆, the states have to be decaying in the superconducting regions. For the left
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superconducting region y < −W /2 the solution has to decay for y → −∞. We find,


























Analogously one finds the wavefunction in the right superconducting region, which



























The total ABS wavefunction then reads Φ(y) = Φ(L)(y)θ(−y−W /2)+Φ(N)(y)θ(W /2−
∣y∣) +Φ(R)(y)θ(y −W /2). One has to impose the boundary conditions at the two
interfaces,




















which can be recast in matrix form as
Ma = 0, (6.C.11)
where a = (a1, . . . , a16) is the vector of linear coefficients. Non-trivial solutions
exist only if the matrix M is singular, i.e., det(M) = 0. The solution of this
equation then yields the condition on the system parameters (ksoW , Γ, ∆) under
which a zero-energy ABS exists. This is the topological phase transition criterion
we are looking for. As can be seen above, the presence of the square root factors
makes it impossible to find an analytical closed form expression. However, in the
strong SOI limit, i.e., Γ, ∆ ≪ Eso, these square roots can be expanded and thus
the matrix M and the equation Eq. (6.C.11) are expanded in the strong SOI limit,
and can be brought into form







= 0 . (6.C.12)
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In doing so, we find
f (0)(ksoW,Γ,∆) = 0,
f (1)(ksoW,Γ,∆) = 0,













One can see that the system only has zero-energy bound states when the cotangent
is positive, since throughout the derivation it was assumed that Γ > 0.
6.D Effect of Breaking Time-Reversal Symmetry
In the main text we presented the results for the TRI topological superconducting
phase and briefly mentioned the effect of breaking time-reversal symmetry (TRS).
In this section we give a more detailed discussion of the TRS broken phase.
In our system, TRS can be broken by either deviating from a π-junction, i.e.,
φ = π + δφ, or by applying a Zeeman field. The TRS breaking term coming from
the deviation from a π-junction, acts in the same way on all states independently
of their spin-structure. This results in trivially gapping out the MBS, and the
system is always in a trivial phase.
We take into account the effect of applying a Zeeman field along the junction






where ∆̄Z(y) = ∆Zθ(W /2 − ∣y∣), and we assume without loss of generality that
∆Z ≥ 0. We find that the Zeeman field leads to a closing of the gap in the ABSBs
at kx = 0 for some critical fields. Starting with ∆Z = 0 for some fixed width W , one
starts in the TRI topological phases discussed in the main text, which then become
trivial under the application of the Zeeman field, since the Kramers pairs of MBS
are gapped out. Increasing ∆Z furhter until the ABSB gap closes and reopens the
first time, the system enters a topological phase with one MBS at each end of the
junction (see Fig. 6.6). After the second gap closing and reopening the system has
an even number of MBS, which are not protected against disorder, and indeed we
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