As revealed by the new logo of the group, a number of major changes have taken place. Three of these major events will be briefly discussed. First, the stronger emphasis on a systems oriented research approach has motivated a change of the name from Control Laboratory into Control Systems Engineering group. Second, in September 2001 Prof.dr.ir. M. Verhaegen was appointed as the new chairman of the CSE group. With his arrival an impulse was given to strengthen the development of new methods and techniques for identification and fault-tolerant control design. The primary focus of the programme development is to formulate new research initiatives and to initiate research alliances with established Dutch and European research-oriented laboratories and industry. New research proposals will be formulated within the four main themes: intelligent modeling, control and decision making; distributed and hybrid systems; fault-tolerant control; and analysis, control and identification of nonlinear systems -as depicted by the vertical columns in Figure 1 . The overall focus will remain on complex nonlinear systems, new application directions, however, may be included, such as adaptive optics which more and more rely on advanced control techniques. The CSE group is also taking part in new research programme definitions of the Faculty of Information Technology and Systems, such as the Intelligent Systems Consortium (iSc) chaired by Prof. P. Dewilde. Third, the CSE group strives to strengthen the research and teaching cooperation in the area of control systems engineering with other leading Systems and Control Engineering groups in Delft. To accomplish this goal, the CSE actively supports the creation of a joint Delft Center on Systems and Control Engineering.
The research interests of the CSE group are focused on the following areas:
• Intelligent modeling, control and decision making:
black-box and gray-box modeling of dynamic systems with fuzzy logic and neural networks, and design of controllers using fuzzy set techniques.
• Distributed and hybrid systems: analysis and control methods, multi-agent control, hierarchical control, and model predictive control of hybrid systems.
• Fault-tolerant control: fault detection and isolation with system identification and extended Kalman filtering, probabilistic robust control. The main application fields are:
• Smart structures: X-by-wire, road traffic sensors, high performance control using smart materials, adaptive optics, laboratory-on-a-chip, micro robotics.
• Power engineering: switching networks, power distribution and conversion, condition monitoring in off-shore wind turbines.
• Telecommunication
• Motion control: autonomous and intelligent mobile systems, mobile robots, container transport, aircraft and satellite control, traffic control.
• Bioprocess technology: fermentation processes, waste-water treatment.
The CSE group currently consists of 27 scientific and support staff: 8 permanent scientific staff, 10 PhD students, 2 postdoctoral researchers, and 7 support personnel. The research activities are for a large part financed from external sources including the Dutch National Science Foundation (STW), Delft University of Technology, the European Union, and industry. Additional information can be found at http://lcewww.et.tudelft.nl/.
Intelligent modeling, control & decision making
This research theme focuses on the use of fuzzy logic, neural networks and evolutionary algorithms in the analysis and design of models and controllers for nonlinear dynamic systems. Fuzzy logic systems offer a suitable framework for combining knowledge of human experts with partly known mathematical models and data, while artificial neural networks are effective black-box function approximators with learning and adaptation capabilities. Evolutionary algorithms are randomized optimization techniques useful in searching high-dimensional spaces and tuning of parameters in fuzzy and neural systems. These techniques provide tools for solving complex design problems under uncertainty by providing the ability to learn from past experience, perform complex pattern recognition tasks and fuse information from various sources. Application domains include fault-tolerant control, nonlinear system identification, autonomous and adaptive control, among others. The objective of this project is to apply the fly-by-wire (FBW) technology in flight control systems of a smaller category of aircraft (see Figure 2 ). In FBW digital flight control systems, there is no direct link between the control stick and pedals, which are operated by the pilot, and the control surfaces. All measured signals, including the pilot inputs, are processed by the flight control computer that computes the desired control surface deflections. This scheme enables the flight control engineer to alter the dynamic characteristics of the bare aircraft through an appropriate design of the flight control laws. Moreover, important safety features can be included in the control system, such as flight envelope protection. This increases the safety level compared to aircraft with mechanical control systems. Our task in the project is to assess the benefits and to verify the validity of the softcomputing techniques in the FBW control system design and sensor management. These novel techniques are combined with standard, well-proven methods of the aircraft industry. The research topics are the design of gain-scheduled control laws, fault detection, isolation and reconfiguration, and an expert system monitoring of the overall operational status of both the pilot and the aircraft. For control design, fault detection and identification system, fuzzy logic approaches are adopted in order to extend linear design techniques to nonlinear systems. Moreover, a neuro-fuzzy virtual sensor will be developed in close cooperation with Alenia to replace hardware sensors. For the pilot-aircraft status monitor a fuzzy expert system will be developed that has the functionality of a warning and advisory/decision aiding system.
Intelligent adaptive control of bioreactors
Project members: R. Babuška, M. Damen, S. Mešić
Sponsored by: Senter
The goal of this research is the development and implementation of a robust self-tuning controller for fermentation processes. To ensure an optimal operating conditions, the pH value, the temperature and the dissolved oxygen concentration in the fermenter must be controlled within tight bounds. Ideally, the same control unit should be able to ensure the required performance for a whole variety of fermentation processes (different microorganisms), different scales (volume of 1 liter to 10 000 liters) and throughout the entire process run. Figure 3 shows an experimental laboratory setup used in this project. The main control challenge is the fact that the dynamics of the system depend on the particular process type and scale and moreover are strongly time-varying, due to gradual changes in the process operating conditions. Controllers with fixed parameters cannot fulfill these requirements. Self-tuning (adaptive) control is applied to address the time-varying nature of the process. Among the different types of adaptive controllers (model-free, model-based, gain-scheduled, etc.), the model-based approach is pursued. The model is obtained through a carefully designed local identification experiment. Special attentions is paid to the robustness of the entire system in order to ensure safe and stable operation under all circumstances. The main contribution of this research is the development, implementation and experimental validation of a complete self-tuning control system. The robustness of the system is achieved by combining well-proven identification and control design methods with a supervisory fuzzy expert system. 
Fuzzy control of multivariable processes
Project members: R. Babuška, S. Mollov, H.B. Verbruggen
Fuzzy control provides effective solutions for nonlinear and partially unknown processes, mainly because of its ability to combine information form different sources, such as available mathematical models, experience of operators, process measurements, etc. Extensive research has been devoted to single-input single-output fuzzy control systems, including modeling and control design aspects, analysis of stability and robustness, adaptive control. Multivariable fuzzy control, however, have received considerably less attention, despite strong practical needs for multivariable control solutions, indicated among other fields from process industry, (waste)water treatment, or aerospace engineering. Yet, theoretical foundations and methodological aspects of multivariable control are not well developed.
This research project focuses on the use of fuzzy logic in model-based control of multipleinput, multiple-output (MIMO) systems. Recent developments include effective optimization techniques and robust stability constraints for nonlinear model predictive control. The developed predictive control methods have been applied to the design of an Engine Management System for the gasoline direct injection engine benchmark, developed as a case study within the European research project FAMIMO (see Figure 4 ). An extension of the Relative Gain Array approach has been proposed that facilitates the analysis of interactions in MIMO fuzzy models. Most fault tolerant control systems rely on two modules: (model-based) fault detection and isolation module and controller reconfiguration module. The two key elements in designing these two systems are the development of a mathematical model and a suitable decision mechanism to localize the failure and to select a new controller configuration. This project focuses on the development of a design framework in which the mathematical model and the corresponding observer are represented as a composition of local models, each describing the system in a particular operating regime or failure mode. The use of fuzzy Takagi-Sugeno models for residual generation has been investigated. On the basis of residuals soft fault detection and isolation and controller reconfiguration are performed.
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Intelligent molecular diagnostic systems
Project members: L. Wessels, P.J. van der Veen, J. Hellendoorn It is the goal of the DIOC-5 (DIOC: Delft Interfaculty Research Center) program to produce an Intelligent Molecular Diagnostic System (IMDS). The IMDS will consist of two basic components: a measurement device and an information processing unit (IPU). The measurement device is a chemical sensor on a chip, which will be capable of rapidly performing vast numbers of measurements simultaneously, consuming a minimal amount of chemical reagents and sample (see Figure 5 ). The IPU transforms the complex, raw measurements obtained from the sensor into output that can be employed as high-level decision support in various application domains. See [41] for a possible realization of the IPU.
Members of the Control Systems Engineering group and the Information and Communication Theory group are responsible for the realization of the Information Processing Unit. Unraveling the metabolic processes and the associated regulatory mechanisms of yeast is a very interesting application area for the DIOC-5 technology. We are focusing on problems associated with gene and protein levels, and will integrate this information with existing knowledge about metabolic processes developed at the Kluyver Laboratory (One of the DIOC-5 partners). More specifically, gene expression data and protein concentration measurements are employed to model the genetic networks, i.e., to postulate possible 'genetic wiring diagrams' based on the expression data (See [40] for some preliminary results in this area.)
It is envisaged that at the end of this project, genetic network information, protein functional knowledge and metabolic models can be integrated into a single hierarchical model, capable of providing metabolic engineers with greater insight into the yeast metabolism.
For additional information see the IMDS Web page. Many biotechnological production systems are based on batch and fed-batch processes. Optimization of the product formation currently requires a very expensive and time consuming experimental program to determine the optima by trial and error. The aim of this project is to find a more efficient development path for fed-batch bioprocesses by an optimal combination of experiments and process models. The two main research topics of this project are:
• Development of a user friendly modeling environment for fed-batch processes. The software tool must be able to use different types of knowledge coming from experts, experiments and first-principles, i.e., conservation laws. New modeling methods such as fuzzy logic, neural networks and hybrid models will be used.
• Iterative optimal experiment design. First some basic experiments can be done to estimate some preliminary parameters for the system. The idea is to make a rough model to design the next experiment. First, a stoichiometric model is made and thereafter a structured biochemical model that will be gradually improved according to the fermentation data. The main objective is to predict the right trends. The actual values are less important at the initial stages.
Once the model is sufficient in terms of quantitative prediction of the production process for a variable external environment, it will be used to determine optimal feeding strategies for the reactor in order to improve product quality and/or quantity. These feeding strategies will be applied in an on-line process control environment. Recent developments and publications can be found at the project Web page 2 . The monitoring of respiratory parameters estimated from flow-pressure-volume measurements can be used to assess patients' pulmonary condition, to detect poor patient-ventilator interaction and consequently to optimize the ventilator settings. A new method has been investigated to obtain detailed information about respiratory parameters without interfering with the ventilation. By means of fuzzy clustering, the available data set is partitioned into fuzzy subsets that can be well approximated by linear regression models locally. Parameters of these models are then estimated by least-squares techniques. By analyzing the dependence of these local parameters on the location of the model in the flow-volume-pressure space, information on the patients' pulmonary condition can be gained. The effectiveness of the proposed approaches has been studied by analyzing the dependence of the expiratory time constant on the volume in patients with chronic obstructive pulmonary disease (COPD) and patients without COPD.
Estimation of respiratory parameters via fuzzy clustering
Fuzzy model based control with use of a priori knowledge
Project members: R. Babuška, J. Abonyi (University of Veszprém, Hungary) Effective development of nonlinear dynamic process models is of great importance in the application of model-based control. Typically, one needs to blend information from different sources: experience of operators and designers, process data and first principle knowledge formulated by mathematical equations. To incorporate a priori knowledge into data-driven identification of dynamic fuzzy models of the Takagi-Sugeno type a constrained identification algorithm has been developed, where the constrains on the model parameters are based on the knowledge about the process stability, minimal or maximal gain, and the settling time. The algorithm has been successfully applied to off-line and on-line adaptation of fuzzy models.
When no a priori knowledge about the local dynamic behavior of the process is available, information about the steady-state characteristic could be extremely useful. Because of the difficult analysis of the steady-state behavior of dynamic fuzzy models of the Takagi-Sugeno type, block-oriented fuzzy models have been developed. In the Fuzzy Hammerstein (FH) model, a static fuzzy model is connected in series with a linear dynamic model. The obtained FH model is incorporated in a model-based predictive control scheme. Results show that the proposed FH modeling approach is useful for modular parsimonious modeling and modelbased control of nonlinear systems.
Distributed and hybrid systems
Hybrid systems typically arise when a continuous-time system is coupled with a logic controller, or when we have a system in which external inputs or internal events may cause a sudden change in the dynamics of the system. So hybrid systems exhibit both continuousvariable and discrete-event behavior. Due to the intrinsic complexity of hybrid systems control design techniques for hybrid systems we could either focus on special subclasses of hybrid systems, or use a distributed or hierarchical approach to decompose the controller design problem into smaller subproblems that are easier to solve. In our research we use both approaches. Hybrid systems arise from the interaction between continuous-variable systems (i.e., systems that can be described by a system of difference or differential equations) and discrete-event systems (i.e., asynchronous systems where the state transitions are initiated by events; in general the time instants at which these events occur are not equidistant). In general we could say that a hybrid system can be in one of several modes whereby in each mode the behavior of the system can be described by a system of difference or differential equations, and that the system switches from one mode to another due to the occurrence of an event (see Figure 7) .
Modeling and analysis of hybrid systems
We have shown that several classes of hybrid systems: piecewise-affine systems, mixed logical dynamical systems, complementarity systems and max-min-plus-scaling systems are equivalent [6, 7, 24, 25] . Some of the equivalences are established under (rather mild) additional assumptions. These results are of paramount importance for transferring theoretical properties and tools from one class to another, with the consequence that for the study of a particular hybrid system that belongs to any of these classes, one can choose the most convenient hybrid modeling framework. Related research is described under Project 3.3.
In addition, we have also shown an equivalence between two type of mathematical programming problems: the linear complementarity problem (LCP) and the extended linear complementarity problem (ELCP) [17] . More specifically, we have shown that an ELCP with a bounded feasible set can be recast as an LCP. This result allows us to apply existing LCP algorithms to solve ELCPs [16] .
Model predictive control for discrete-event systems
Project members: B. De Schutter, T.J.J. van den Boom
Model predictive control (MPC) is a very popular controller design method in the process industry. An important advantage of MPC is that it allows the inclusion of constraints on the inputs and outputs. Usually MPC uses linear discrete-time models. In this project we extend MPC to a class of discrete-event systems. Typical examples of discrete-event systems are: flexible manufacturing systems, telecommunication networks, traffic control systems, multiprocessor operating systems, and logistic systems. In general models that describe the behavior of a discrete-event system are nonlinear in conventional algebra. However, there is a class of discrete-event systems -the max-plus-linear discrete-event systems -that can be described by a model that is "linear" in the max-plus algebra.
We have further developed our MPC framework for max-plus-linear discrete-event systems and included the influences of noise and disturbances [33, 34, 35, 36, 37] . In addition, we have also extended our results to discrete-event systems that can be described by models in which the operations maximization, minimization, addition and scalar multiplication appear [22] , and to discrete-event systems with both hard and soft synchronization constraints [19] (see also Project 3.7).
Model predictive control for piece-wise affine systems
We have extended our results on model predictive control (MPC) for discrete event systems (see Project 3.2) to a class of hybrid systems that can be described by a continuous piecewiseaffine state space model. More specifically, we have considered systems of the form
where x, u and y are respectively, the state, the input and the output vector of the system, and where the components of P x and P y are continuous piecewise-affine (PWA) scalar functions, i.e., functions that satisfy the following conditions:
1. The domain space of f is divided into a finite number of polyhedral regions; 2. In each region f can be expressed as an affine function; 3. f is continuous on any boundary between two regions.
We have shown that continuous PWA systems are equivalent to max-min-plus-scaling systems (i.e., systems that can be modeled using maximization, minimization, addition and scalar multiplication). Next, we have considered MPC for these systems. In general, this leads to nonlinear non-convex optimization problems. However, we have developed a method based on canonical forms for max-min-plus-scaling functions to solve these optimization problems in a more efficient way than by just applying nonlinear optimization as was done in previous research. More specifically, the proposed algorithm consists in solving several linear programming problems [23] . In this project we will therefore focus on structured control design methods for specific classes of hybrid systems that are industrially relevant. These methods will be extensions of the model predictive control (MPC) framework for continuous systems, so as to include hybrid systems. The MPC scheme is nowadays very popular in the oil refining and (petrochemical) process industry and has adequately proved its usefulness in practice. MPC offers attractive features that makes this control approach also interesting and relevant for extension to hybrid systems. In this project we will develop high performance MPC controller design techniques for hybrid systems, concentrating on applications in the chemical process industry (Shell) and in the brewing industry (Heineken).
Model predictive control for hybrid systems
Currently, we have already obtained some initial results on MPC for special classes of hybrid systems (see Projects 3.1, 3.3 and 3.7). In this project we will further extend these results to more relevant classes of hybrid systems, thoroughly investigate and formalize the design process, improve optimization procedures to realize real-time implementation, and use the results for practical problems of the partners from industry.
This project is done in cooperation with dr. W.P.M.H. Heemels of the Control Systems group of Eindhoven University of Tehcnology. Congestion and traffic jams are one of the major socio-economic problems of today. Since building new roads is not always a feasible option, one of the most effective measures in the battle against traffic congestion seems to be a better control of traffic. Possible approaches to control traffic flows are traffic signals, variable message signs, dynamic route information panels, ramp metering, "green waves", route directives, radio broadcast messages, etc.
Optimal traffic control
In this project we concentrate optimal ramp metering. In ramp metering a traffic signal is put at the on-ramp of the highway. When the signal is green, one car at the time is allowed to enter the highway. The switching scheme of the traffic signal (i.e., the occurrence of green periods) should be controlled in a such a way that the additional flow coming from the onramp does not cause the traffic flow on the highway after the on-ramp to exceed the critical density. In this way a smooth flow of traffic is guaranteed and traffic jams are prevented. Note however that the waiting time for the vehicles on the on-ramp should also be minimized.
The resulting problem can be solved using nonlinear optimization. However, because of its computational complexity this approach is not feasible for on-line adaption of the ramp metering policy to changes in traffic patterns. Therefore, we are now using a model predictive control (MPC) approach, which provides a balanced trade-off between computational complexity and global performance. In addition, we have improved an existing simple firstorder model to describe the evolution of traffic flows in a motorway network [5] . The results of the computed ramp metering strategy are verified using micro-simulation, in which the movements of each individual vehicle are simulated (see the figure below). The overall framework of this project is dynamic traffic management (DTM). We mainly address systems and control issues of DTM. More specifically, we investigate the possibilities and advantages of using advanced control techniques in optimal adaptive traffic control.
Traffic patterns change during the day and depend on external influences such as weather conditions, incidents, holidays, and so on. In order to obtain optimality, traffic control policies should adapt to these changes. Adaptive controllers take the changes in the traffic system and the external conditions into account and in that way they can deal with the changes in the traffic patterns. Therefore, we consider model predictive control (MPC) traffic controllers in this project.
In this project we concentrate on two traffic control measures for motorway traffic: ramp metering (see also Project 3.5 and the figure below) and variable speed limits [26, 27] . More specifically, we apply MPC to optimally coordinate variable speed limits and ramp metering for highway traffic flow control. The basic idea is that speed limits can increase the (density) range in which ramp metering is useful. For the prediction we use a slightly adapted version of the METANET traffic flow model that takes the variable speed limits into account. The optimal control signals aim at minimizing the total time that vehicles spend in the network. The coordinated control results in a network with less congestion, a higher outflow, and a lower total time spent. In addition, the receding horizon approach of model predictive control results in an adaptive, on-line control strategy that can take changes in the system automatically into account. In this project we extend the model predictive control framework (MPC), which is a very popular controller design method in the process industry, to railway systems [18, 20, 21] .
Usually MPC uses linear (or nonlinear) discrete-time models. However, railway networks and subway networks cannot adequately be described by such models.
First, we have introduced a modeling framework for railway systems with both hard and soft connection constraints. A typical example of a hard connection constraint in a railway context is when a train should give a guaranteed connection to another train. However, in some cases (e.g., if there are delays) we could allow a train to depart although not all trains to which it should give connections according to the schedule have arrived at the station: if some of these trains have a too large delay, then it is sometimes better -from a global performance viewpoint -to let the train depart anyway in order to prevent an accumulation of delays in the network. Of course, missed connections lead to a penalty due to dissatisfied passengers or due to compensations that have to be paid. Synchronization constraints that may be broken (but at a cost) are called soft connection constraints. We also consider an extra degree of freedom for the control to recover from delays by letting trains run faster than their nominal speed if necessary. Of course, this control action will also lead to extra costs (due to increased energy consumption or faster wear of the material).
Next, we have extended the MPC framework to railway systems while still retaining the attractive features of conventional MPC. The main aim of the control is to obtain optimal transfer coordination and/or to recover from delays in an optimal way by breaking connections and/or letting some trains run faster than usual (both at a cost). In general the MPC control design problem for railway systems leads to a nonlinear non-convex optimization problem. We have shown that the optimal MPC strategy can be computed using extended linear complementarity problems or integer programming algorithms.
Other examples of systems with both hard and soft synchronization constraints for which this approach can be used are subway networks and logistic operations. Smart materials is a notion used for materials that deform when electrically actuated and vice versa produce an electrical signal when they are deformed. What makes these materials "smart" is the signal and control processing schemes that actively controls the interaction between the material and structure to which the materials are attached.
These structures can at a large scale be flexible. In that case the smart controller design artificially adapts the stiffness of the structure, or changes its shape in order to optimize the plant performances. Examples are the active shaping of the using profile to maximize the drag in different flight phases. At a nano-scale, smart materials are used for high-precision positioning in, e.g., Atomic Force Microscopes. The research challenges addressed in the project are both fundamental: 
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Fault-tolerant control
The goal of fault-tolerant control is to prevent that simple faults in a system or its sensors and actuators develop into serious failures. Fault-tolerant control increases the availability of the system and reduces the risk of safety hazards. To achieve fault-tolerant control, methods are needed for on-line fault detection and diagnosis, automatic condition assessment and calculation of remedial actions or controller reconfiguration. In our research we focus on developing novel fault-tolerant control methods and we apply and test them in practice. Failure and degradation of components in offshore wind turbines lead to the shutdown of these turbines for long periods of time. The goal of this study is twofold: to develop methods that can be used for early detection of degradation and failures, and to develop controller reconfiguration methods such that the impact of failures is minimized. The fault detection method is model-based. On-line identification techniques are used to estimate a model of the wind turbine. To detect a fault and to classify this fault, the obtained model is compared with a finite set of models that include the effects of different faults that can occur. This set of fault models includes faults in components of the wind turbine and faults in the sensors and actuators. The information of the faults can be used for on-line reconfiguration of the controller. The essence of this reconfiguration is to take advantage of redundancy in sensors, actuators and the dynamic behavior of the wind turbine. The challenge in developing these fault tolerant methods is to deal with the strong nonlinear behavior of wind turbines.
Model-based fault detection and controller reconfiguration for wind turbines
Model-based fault detection and identification of sensor and actuator
faults for small commercial aircraft This study focuses on model-based fault detection and identification. In this approach, the first step is to estimate a model of the faulty system using subspace identification techniques. Fault identification is carried out by comparing the identified faulty system with a model of the fault free system.
Nonlinear analysis, control and identification
The nonlinear analysis and control theme covers mainly nonlinear techniques that have several relations with the other three main research themes of the Control Systems Engineering group. Nonlinear control methods like sliding mode control, dynamic model inversion and nonlinear predictive control are included in the projects. Furthermore, analysis, identification and model reduction techniques, based on system realization methods are present in the projects at hand. Applications of the methods of the theme are typically found in the process industry, car industry and several others. The purpose of metabolic modeling is, in the first place, to understand the in vivo kinetics of the metabolism of a (micro) organism, and in the second place, to possibly reprogram this metabolism. The models often describe the metabolism under the assumption that the amount of enzymes remains constant, e.g. [29] . Both to reveal the metabolism and to verify the metabolic models, pulse experiments are conducted to a steady state culture of the particular organism. In order to be able to neglect the biosynthesis of new enzymes, the data should be collected within a time window of a few minutes after the pulse. This motivates the development of rapid sampling techniques to analyze the dynamics of the different metabolites in this time window (see, e.g., [32] ). Besides, often measurements are available of the oxygen O 2 and carbon dioxide CO 2 concentrations in the off-gas of a fermenter, measured by a gas analyzer, and of the dissolved oxygen (DO) concentration in the fermentation broth.
System identification of bio-technological processes
The latter measurement can be used to reconstruct the dynamics of the oxygen uptake rate (OUR) and carbon dioxide evolution (CER) after the pulse, and in turn can be used to analyze the metabolism and to verify the metabolic models. To reconstruct the OUR and CER first a model is required that describes the dynamic relation between the OUR and CER (the impulse of the model) and the measured quantities provided by the gas analyzer and the DO sensor (the outputs of the model). Using this off-gas model, the OUR and CER can be reconstructed from the data (collected during the pulse experiment) by using estimation techniques.
Classification of buried objects based on ground penetrating radar signals Project members: M.H.G. Verhaegen
Ground Penetrating Radar (GPR) is widely used for the non-invasive investigation of the subsurface and man-made structures. Applications include utility location, landmine and unexploded ordinance detection, road inspection, mapping of groundwater contamination, archeology, etc. Especially for landmine detection the interest in GPR has grown significantly over the last 5 years. This is the result of increased awareness about the severity of the global landmine problem (see, e.g., http://www.oneworld.org/guides/landmines/index.html) as well as the advantages that GPR has to offer over other sensors such as metal detectors. These advantages include the capability to detect both plastic and metallic landmines.
Currently, an extensive GPR research project is carried out at the International Research Centre for Telecommunications-Transmission and Radar (IRCTR) in cooperation with the Control Systems Engineering group, the section of Applied Geophysics and the Laboratory of Electromagnetic Research. The project encompasses a variety of research activities aimed at improving landmine detection with GPR. These include the development of ultra-wideband GPR systems and new data processing schemes such as imaging, inversion and classification, to name a few. The research in collaboration with the Control Systems Engineering group falls into the area of object classification. The Control Systems Engineering group contributes with the following research activities:
Control of a jumbo container crane (JCC project)
• Development of 2D and 3D mathematical models of the container crane.
• Design and construction of a laboratory scale model of the container crane.
• (Time)optimal trajectory generation. This research provides a trajectory for the container crane load which minimizes the transfer time for the container.
• Design of robust controllers with the potential of fully automatizing the process. The torque patterns of the cat motor and the hoist motor are controlled in such a way that the container can track the time-optimal trajectory.
• Stabilizing swing and skew of the container.
• Sensors for the position, the swing angle and all other relevant variables of the payload.
• Control of the hoist and cat motor. 
X-by-wire
Project members: J.B. Klaassens, E. Holweg (SKF)
The objective of this project is to achieve a framework for the introduction of safety related fault tolerant electronic systems without mechanical backup in vehicles (so-called "x-by-wire systems"). The "x" in "x-by-wire" represents the basis of any safety-related application, such as steering, braking, power train or suspension control systems. These applications will greatly increase overall vehicle safety by liberating the driver from routine tasks and assisting the driver to find solutions in critical situations. Highly sophisticated future vehicle applications such as driver assistance or autonomous driving need computerized control of the driving dynamics. This requires that driver requests be sensed and interpreted appropriately so as to take proper account of the current driving conditions and environmental influences. These requests have to be translated into optimum steer, brake, and acceleration maneuvers. In the aerospace industries the topic of dependable electronics system has been the subject of intensive investigations over many years. Other solutions are available in transportation in general, e.g. military vehicles, ships, trains, as well as in safety critical industrial applications like nuclear power plants. Research is done in cooperation with SKF. Switching electrical networks are nowadays essential for high-performance energy control for a large variety of applications. This varies from simple DC-DC, AC-DC, DC-AC and AC-AC converter structures for use in commercial electrical apparatus, to high tech structures for use in, e.g., space and non-civilian applications. The basic ideal configuration of a power converter is generally based on the combination of controllable (semiconductor) switches and (filter) components in the form of passive components like inductors, capacitors and transformers. In the last thirty years this area has undergone a wealth of practical and theoretical developments, mainly done in the field of power electronics. These developments and studies where mainly concerned with small signal analysis (linearizing) based on averaging techniques like pulse-width modulation (PWM), and related, linear PID control techniques, static behavior, ripple analysis, etc. The aim of this project is to consider the general structure of switching electrical networks. We approach these systems from a physical modeling point of view, i.e., we use physical system theoretic descriptions (large signal) based on the interconnection and energy properties of the system. For that, a general energy-based modeling procedure for (single and multiple) switched-mode electrical networks has been developed. The method is a synergy of the well-known Hamiltonian and Lagrangian formalism together with the BraytonMoser equations. This technique is useful for, e.g., passivity-based control purposes and large signal stability analysis. As case studies, fundamental single switch DC-to-DC converters and multi-switch AC-to-DC rectifiers were used (see Figure 9 ). Further research includes the involvement of several classes of non-ideal physical elements into the framework.
The general modeling framework will be used for analysis purposes, and for giving specific choices for the best physical variables for controller design. These choices are important to obtain a better overall performance (in terms of overshoot, disturbance rejection, etc.) of the closed loop system. The topology of the switching network is decisive for the (in-)stability of the zero-dynamics, i.e., for being a (non-)minimum phase system. Study of the zerodynamics is mainly of importance for the controller design. Furthermore, we study possible improvements by developing (nonlinear) control schemes that are based on the physics and that are generally applicable to this type of systems. If possible, by the new set-up from a system and control point of view, new switching network topologies will be developed, resulting in converter structures that are fulfilling specific demands of high tech applications like in, e.g., space and non-civilian applications.
Bounding uncertainty in subspace identification
Project members: T.J.J. van den Boom, V. Verdult, B.R.J. Haverkamp
In this project we aim at the estimation of the uncertainty on models, identified using subspace identification methods.
In the recent years, subspace model identification (SMI) has become a popular tool for the identification of state-space models under the influence of disturbances. The fully parameterized state-space is estimated using robust and accurate subspace model identification methods, such as CVA, MOESP and N4SID. They are being used in many different practical applications.
The uncertainty region is specified in a polytopic description. This description is a powerful and elegant way to describe the parametric uncertainty set in the case of state-space models. For plants in an polytopic uncertainty description, robust controller can be designed using optimization techniques based on Linear Matrix Inequalities (LMI). For this type of optimization problems fast and reliable algorithms exist that solves the problem in polynomial time.
The key in this method described in [38] and [39] is the calculation of the first or higher order approximation of the relation between the perturbation on the data and the error on the elements in the identified state-space matrices. Using this approximation one can find a polytopic description of the uncertainty region of the identified model. In a final step, the dimension of the polytopic description can be reduced. All three mentioned subspace identification algorithms (MOESP, N4SID and CVA) can be handled by the above method, since the three algorithms are closely related. It is well-known that the Port-Hamiltonian equations form a very suitable and natural framework to describe the dynamics of a broad class of nonlinear electrical, mechanical and electromechanical systems. This project is concerned with the development of a dual formulation of the dynamics of nonlinear electro-mechanical systems in terms of the co-energy variables. The method is based on an extension of the classical Brayton-Moser equations represented by the following nonlinear differential equations parameterized by the generalized configuration coordinates q: d dt
New passivity properties for nonlinear electro-mechanical systems
in which x is the state (velocity, current and voltage), P (q, x) is the mixed-potential function, H(q, x) the kinetic co-energy and Υ = diag(I, I, −I). In the new setting the mixed-potential function exists of power preserving potentials, dissipated power and the applied power of both the mechanical and electrical parts of the system. Originally, this framework stems from the early sixties and is very little known in the systems and control community.
The main advantage of a well-defined dual formulation is that essential and important properties can be translated from one framework to another. One of these useful properties is that the mixed-potential function can be used as a starting point to derive a new family of energy storage functions. Instead of using the total stored energy as a storage function, as with Port-Hamiltonian systems, we use the dissipative structure of the system to derive Lyapunov-like functions.
Interestingly enough, a storage function based on the dissipation in the system defines a passive port with respect to the port variablesẋ and the applied forces, i.e., the accelerations and external sources. The results of this research can be used to, e.g., overcome the dissipation obstacle in electro-mechanical systems that cannot be stabilized by the energy-balancing technique as recently proposed in the literature At a more general level, the objective of this project is to put forth the dissipative structure of a system as a new building block for analysis and controller design.
Relating Lagrangian and Hamiltonian descriptions of electrical circuits
Project members: J. Clemente Gallardo, J.M.A. Scherpen, D. Jeltsema
In the last years, an evident interest for the Lagrangian and Hamiltonian description of electrical circuits has arisen in the literature. A recent Lagrangian description [30, 31] leads to a successful picture of RLC circuit dynamics and provides a step-by-step construction for the description of the components, the definition of the Lagrangian, and the corresponding Euler-Lagrange dynamics. Kirchhoff's current law defines a set of holonomic constraints for the corresponding Lagrangian system, while the corresponding voltage law defines the EulerLagrange equations for the system. Regarding the Hamiltonian description of the dynamics of electrical circuits, a recent and successful approach is based on the concept of Dirac structures and port-controlled Hamiltonian systems. This approach also provides a suitable description of the dynamics of the system.
It seems quite natural to compare both approaches and to try to relate the solutions of both methods for electrical circuits. Since dissipative elements and sources can be viewed as external elements, we only consider electrical LC circuits here. The formulation of both frameworks is done in R n and hence the canonical procedure would suggest to use the Legendre transform to go from dynamics given by the Lagrangian formalism into dynamics given by the Hamiltonian formalism, and vice versa. The problem in this case is that the Lagrangian formalism proposed in [30, 31] yields a singular Lagrangian description, which makes the Legendre transform ill-defined and thus no straightforward Hamiltonian formulation can be related. We complement the original Lagrangian picture proposed in [30, 31] with a procedure that transforms the singular Lagrangian system into a regular Lagrangian system. Then the Lagrangian system can be related with a Hamiltonian system by using a well defined Legendre transform. The main new ingredient of the approach is the use of Lie algebroids in the description. A Lie algebroid is a geometrical object which generalizes the concept of tangent bundles (which is the natural framework of usual Lagrangian mechanics) such that a Lagrangian formulation on them is still possible. Essentially, we just need one of the simplest examples of the Lie algebroid, namely an integrable subbundle of a tangent bundle, which in the case of electrical LC circuits is even a vector space. For the case of networks without switches, this approach is equivalent to use the integrated version of Kirchhoff current law. This implies the use of the condition of charge conservation, to define a regular Lagrangian description by using only the inductances of the system.
The future research includes the extension of the new framework to more general circuits, including switched networks, and to merge this approach with the extension of Brayton-Moser equations introduced in Project 5.7. Sliding mode control is a well known robust control algorithm for linear-as well as nonlinear systems. Continuous-time sliding mode control has been extensively studied and has been used in various applications. Much less is known of discrete-time sliding mode controllers. In practice it is often assumed that the sampling frequency is sufficiently high to assume that the closed-loop system is continuous-time. Another possibility is to design the sliding mode controller in discrete-time, based on a discrete-time model of the sampled system under control.
Discrete-time sliding mode control
State-based, discrete-time, sliding mode control has received quite some attention over the last decade. The main problem encountered in discrete-time sliding mode control, as opposed to continuous-time sliding mode control, is the limited switching speed. Where the switching frequency in continuous-time is assumed to be infinite, in discrete-time it is limited by the sampling frequency. Therefore (perfect) sliding mode can not be attained in discrete-time. Instead, the best achievable result is to steer the closed-loop system within a small boundary region around the switching surface called the quasi sliding mode band. As opposed to discrete-time state-based sliding mode control, discrete-time output-based sliding mode has received little attention. Research in this area has been focused on a transfer function approach so far.
Our research has been focused on the design of an output-based discrete-time sliding mode controller based on a linear state-space representation of the system. Using this method, the design of the output-based controller can be applied easily to MIMO (multiple input multiple output) as well. Further improvements are made by the use of disturbance estimation and reduced order state observation. It is also shown that the derived controller can be applied to the problem of target tracking, possibly in conjunction with a feedforward controller. Simulation studies demonstrate the applicability of the developed control theory. The relation between input-output systems, Hankel operators, state-space realizations, minimality, and balanced realizations is considered. These considerations are important for applications to model and controller reduction, numerical efficiency, nonlinear black box identification and order estimation, sensor and actuator placements, etc. A sequence of papers in this direction has been published.
Nonlinear control systems analysis
The study towards the relation of Hankel operators, its factorization in an observability and controllability part, and their state-space realizations, has given rise to a generalization of the notion of Hilbert adjoint systems to the nonlinear case. This topic uses concepts from physical systems, namely, Hamiltonian systems and their extensions, Legendre transformations, etc. Based on these methods, a procedure towards a new balancing method for nonlinear system is defined, resulting in a procedure for model reduction that is part of the on-going research. So far, a constructive algorithm is part of the procedure, which aims at the development of implementation tools. In almost all branches of engineering -e.g., mechanical, electrical, electronic, control and chemical -there has been a strong tendency to increase the complexity of the systems and the mathematical models. This has improved the precision on the prediction capacity of the models but also has made it more difficult to analyze them. With this, the study of methods to synthesize a compact model that concentrates on the essential properties of a bigger one, is becoming more important. This is known as "model reduction". Most of the time, model reduction has been accomplished based on the physical intuition of the analyst and her/his knowledge of the system's physical behavior. This usually results in a nonsystematic, sometimes uncertain reduction procedure. A procedure to approximate a high order model by a lower order model should cope with the following issues.
Model and controller reduction for nonlinear systems
1. The reduced order model has to capture the more important properties needed for the analysis. This properties may be time or frequency behavior, energy contribution, closed loop stability, etc.
2. It has to have a quantifiable small error estimate between the full order and the reduced order models, and admit different degrees of model reduction depending on the admissible error bound.
3. It has to be implementable in an (efficient) algorithm.
The study of systematic tools for model reduction of dynamic systems has been an early topic of interest in the systems and control fields. In the analysis of linear systems Kalman's minimal realization theory has shown to be an important tool to understand the system's structure, but for application purposes a lot of additional considerations are necessary due to its high sensitivity to parameter variations. On the other hand, optimal model approximation based on the Hankel norm and the balancing method have shown to be useful tools for model reduction. Today, singular-value-based balancing, LQG balancing, coprime factorization and H-infinity balancing are important practical tools for linear model reduction. For this reason the study of model reduction for linear systems can be considered a mature topic.
For nonlinear systems, there has been important progress with the nonlinear extensions of the systematic methods of balancing (singular-value-based, LQG and H-infinity) and coprime factorizations, mainly based on energy functions. These methods yield adequate procedures for nonlinear model reduction, but need to become more efficient and applicable.
Thus, the main purpose of this research consists in the development and refining of new tools for model reduction for nonlinear systems based on the state of the art nonlinear balancing theory. This research may have some close connections with discrete-time nonlinear systems and its identification procedures.
The results derived of this research should be extremely useful in a wide variety of applications in engineering.
Robust and predictive control using neural networks
Project members: T.J.J. van den Boom, M. Ayala Botto
The aim of the project is to investigate the possibilities of the application of neural networks to the robust predictive control of dynamical systems. It contains two sub-projects.
In the first sub-project we aim to establish a link between accuracy of function approximation with a neural network and the stability of the system, leading to a robust model-based control scheme using a nonlinear (neural network) model [4, 3, 1] . Of particular importance is that when bounds can be given on the modeling error, robust control schemes for such systems must be developed which lead to a guaranteed stable control system. The project specifically investigates the relationship between bounds on the network error and stability of the system. If this is achieved, neural control can be applied to real-world applications with guaranteed robustness properties [2] .
In the second sub-project investigate the use of neural networks in the design of analytic constrained predictive controllers for linear systems that combines constraint handling with speed and is applicable to control problems with many constraints. The solution to the model predictive control problem is a continuous function of the state, the reference signal, the noise and the disturbances and hence can be approximated arbitrarily close by a feed-forward neural network. This leads to an analytic constrained predictive controller that combines constraint handling with speed and is applicable to fast systems and complex control problems with many constraints [28] .
This project is done in co-operation with the IST group of the University of Lisbon.
5.13
The standard predictive control problem In this project the standard predictive control problem (SPCP) is studied. The SPCP consists of one extended process description with a feedback uncertainty block. The most important finite and infinite horizon predictive control problems can be seen as special realizations of this SPCP. The SPCP and its solution are given in state-space. The objective of the controller is nominal performance subject to signal constraints and robust stability with respect to bounded model uncertainty. Stability and feasibility are studied for the finite and infinite prediction horizon case with structured input signals descriptions and level and rate constraints on input, state and output signals.
This project is done in co-operation with the Control Systems group of Eindhoven University of Technology. * The first class contains systems which can, from an input-output point of view, accurately be described by a linear dynamical model when the operating range of the system is limited. Though, the present generation of MPCs are designed for this limited operating range, the tendency to produce more client oriented, will cause the processes to frequently make a transition from one limited operating range to the next. Using An example is a high purity distillation column which for a particular operating range can accurately be described by a series connection of a linear time-invariant (LTI) dynamic model followed by a static output nonlinearity (NL), a so-called Wiener model (see Figure  10 ).
Predictive control of nonlinear systems in the process industry
The special way in which the nonlinearity enters the Wiener model can be exploited by transforming it into uncertainty. The result will be an uncertain linear model, which enables to use robust linear MPC techniques. A similar approach can be applied for Hammerstein systems, in which case a linear dynamic block is preceded by a static input nonlinearity. This Hammerstein-Wiener MPC algorithm [11] extends the linear MPC algorithm described in [14] . A case study, concerning the distillation column benchmark, has demonstrated the effectiveness of the proposed Wiener MPC algorithm and is presented in [10] .
Also discrete-time bilinear models may be useful for black-box identification of nonlinear processes. In bilinear models the nonlinearity enters the dynamic part of the model, i.e. the state equation contains a product term between the current state and the current input. This property can be exploited for solving a "classical" finite horizon MPC problem [12] . An application of bilinear MPC to a polymerization reactor is presented in [15] . Extensions to an infinite-horizon bilinear MPC algorithm can be found in [8] and [13] . Extensions to bilinear MPC algorithms that aim at a low computational demand for the on-line computations are reported in [9, 8] .
This project is part of STW project DEL 55.3891.
Identification of nonlinear state-space systems
Project members: V. Verdult, M.H.G. Verhaegen
Over the years considerable attention has been given to the identification of linear systems. Linear systems have proven their usefulness in numerous engineering applications, and many theoretical results have been derived for the identification and control of these systems. However, most real-life systems inherently show nonlinear dynamic behavior. Consequently, the use of linear models has its limitations. When performance requirements are high, the linear model is no longer accurate enough, and nonlinear models have to be used. This motivates the development of identification methods for nonlinear systems. In this project, new system identification methods are developed for nonlinear state-space systems. Special attention is given to three particular types of nonlinear systems: linear parameter-varying state-space systems, bilinear state-space systems, and local linear statespace systems. Although most work on nonlinear system identification deals with nonlinear input-output descriptions, state-space systems are considered, because they are especially suitable for dealing with multiple inputs and outputs, and they usually require less parameters to describe a system than input-output descriptions do. Equally important, the starting point of many nonlinear control methods is a state-space model of the system to be controlled.
Development of computationally efficient and numerically robust system identification software
Project members: V. Verdult, M.H.G. Verhaegen, N. Bergboer
Over the years several methods for system identification of multivariable linear state-space systems have been developed. To make these methods available to a large community of scientist and engineers in both industry and academics, a reliable and efficient implementation of these methods is needed. The goal of this work is to develop a software package that provides computationally efficient and numerically robust implementations of several system identification methods for multivariable linear state-space systems. The software is developed for use with Matlab and is partly written in the C programming language. It makes use of numerical linear algebra routines from BLAS, LAPACK, and SLICOT. The software development focuses on the following identification methods: 1) time and frequency domain subspace methods, 2) state-space system identification based on minimizing the prediction error, and 3) state-space system identification by fitting frequency response functions.
The work is carried out in close cooperation with the Systems and Control Engineering group of the Faculty of Applied Physics of the University of Twente.
