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1. Introduction
Consider the differential inclusion
y′(t) ∈ Ay(t) + F (y(t)), (1)
where A : D(A) ⊆ X → X is the inﬁnitesimal generator of a C0-semigroup, {S(t) : X → X; t  0}, F : D  X is a multi-
function with nonempty values, D is an open subset of a real Banach space X .
For every x ∈ D , denote by S(x) the set of solutions y : [0, σ ) → D to the differential inclusion (1) with y(0) = x. The
deﬁnition of solution will be given in the next section. This paper concerns lower semi-continuity of the multi-function S.
To begin with, we have to point out a function space F into which the multi-function S takes its values and a suitable and
signiﬁcant topology on it. Since different solutions to (1) may have different domains, we choose the function space to be
the space of all continuous functions y, those domains are subsets of R and ranges are subsets of X . Further, we choose
on F the compact-open topology introduced by Fox [1]. See also Kelley [2, p. 221]. Denoting by W (K ,) the set of all
members of F which carry K into , then the family of all sets of the form W (K ,), for K a compact subset of R and 
open in X , is a subbase of the compact-open topology for F. Moreover, given y : [0, σ ) → X a continuous function, a base
for the neighborhood system of y is given by the family of (θ, ε)-indexed sets{
y˜ ∈ F; [0, θ] ⊆ domain(˜y), sup
t∈[0,θ ]
∥∥ y˜(t) − y(t)∥∥< ε},
where θ ∈ (0, σ ) and ε > 0.
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Proposition 1. The multi-function S is lower semi-continuous if and only if for every x ∈ D, for every solution y : [0, σ ) → D to (1)
with y(0) = x, for every θ ∈ (0, σ ), and for every ε > 0, there exists δ > 0 such that, for every x ∈ X with ‖x − x‖ < δ, there exists a
solution y : [0, τ ) → D with y(0) = x such that θ < τ and ‖y(s) − y(s)‖ < ε for every s ∈ [0, θ].
There is an extensive literature concerning the solution set of differential inclusions, the starting point being the results
of Filippov [3,4] and Plis [5] for the case A = 0. There are various assumptions on the multi-function F : Lipschitz type, one
sided Lipschitz, one sided Kamke, continuous-like (see, e.g., [6–11]).
In this paper, the basic assumption on F is of continuity type with a prescribed modulus, as in Plis [5].
In order to prove the lower semi-continuity of S, we ﬁrst derive a Filippov–Plis type result, providing approximation
and stability properties on the solutions, with respect to perturbations in the initial states. To this end, we use a viability
theorem of Cârja˘, Necula and Vrabie [12] (see also [13]), where a tangency condition involving functions instead of vectors
is applied. In particular, our result shows the power of the cited viability theorem, which, at a ﬁrst glance seems to be
diﬃcult to apply.
In a second step, we apply a result from Hale [14, p. 24] on the upper semi-continuity of the solution set for a differential
equation in R. Precisely, let H : [0,∞) → R be a continuous function with H(0) = 0 such that the differential equation
z′(t) = H(z(t)) (2)
has the null function as the unique solution with z(0) = 0. A function with the above properties was introduced by Perron
in [15] and we shall call it Perron function. For ξ  0, denote Θ(ξ) the set of solutions z : [0, σ ) → R to the differential
equation (2) with z(0) = ξ . By [14, Lemma 3.1], we deduce that the multi-function Θ is upper semi-continuous in ξ = 0.
We state this result as follows.
Proposition 2. Let H be a Perron function. Then, for any ε > 0 and any θ > 0, there exists δ = δ(ε, θ) > 0 such that for any ξ  0,
ξ < δ and any z : [0, σz) → R, noncontinuable solution of (2) with z(0) = ξ , we have θ < σz and |z(t)| < ε for all t ∈ [0, θ].
Finally, an application to the propagation of continuity of the minimum time function associated with (1) and the target
zero is given. For results on the propagation of continuity properties of the minimum time function around the target to the
whole reachable set see, e.g., [16–19]. An important role in obtaining these results was played by the Lipschitz dependence
of the solutions on the initial states, provided by a Lipschitz assumption on F . As a matter of fact, the Lipschitz property of
S( · ) is an important tool in obtaining regularity results for the value function in optimal control problems (see, for example,
[20,21]). Here we show that the continuity around the target yields local uniform continuity of the minimum time function
on the whole reachable set, under weaker hypotheses on F .
2. Preliminaries
Let X be a real Banach space, A : D(A) ⊆ X → X the inﬁnitesimal generator of a C0-semigroup, {S(t) :X → X ; t  0},
K a nonempty subset of X and F : KX a given multi-function.
The set K is viable with respect to A + F if for each ξ ∈ K there exists T > 0 such that the Cauchy problem{
y′(t) ∈ Ay(t) + F(y(t)),
y(0) = ξ (3)
has at least one solution y : [0, T ] → K.
By a solution of (3) on [0, σ ] we mean a continuous function y : [0, σ ] → K such that there exists f ∈ L1(0, σ ;X ) with
f (t) ∈ F(y(t)) a.e. for t ∈ [0, σ ] and such that
y(t) = S(t)ξ +
t∫
0
S(t − s) f (s)ds
for t ∈ [0, σ ]. A solution of (3) on [0, σ ) is deﬁned similarly noticing that, in this case, we have to impose that
f ∈ L1loc([0, σ );X ), i.e. f ∈ L1(0, σ ;X ) for each 0 < σ < σ . A solution y : [0, σ ) → K of (3) is called noncontinuable if
there is no other solution y˜ : [0, σ˜ ) → K with σ < σ˜ and y(t) = y˜(t) on [0, σ ).
Given E ⊆ X a nonempty and bounded set, deﬁne
E = { f ∈ L1loc(R+;X ); f (s) ∈ E a.e. for s ∈ R+}.
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lim inf
h↓0
1
h
dist
(
SE (h)ξ ;K
)= 0,
where
SE (h)ξ =
{
S(h)ξ +
h∫
0
S(h − s) f (s)ds; f ∈ E
}
.
We denote by QTSAK(ξ) the class of all sets A-quasi-tangent to K at ξ ∈ K. Notice that, for Ω1, Ω2 subsets of X ,
dist(Ω1,Ω2) := inf
{‖ξ1 − ξ2‖; ξ1 ∈ Ω1, ξ2 ∈ Ω2}.
The following characterization by sequences is useful below.
Proposition 3. (See [13, p. 180].) The set E is A-quasi-tangent to K at ξ ∈ K if and only if there exist three sequences (hn)n in R+
with hn ↓ 0, (pn)n in X with limn pn = 0 and ( fn)n ∈ E such that, for each n ∈ N,
S(hn)ξ +
hn∫
0
S(hn − s) fn(s)ds + hnpn ∈ K.
Using this tangency concept, in [12] there are given viability results under various assumptions on A, F and K. In this
paper we shall use the following one.
Theorem 4. (See [12, Theorem 11.3].) Let X be a Banach space, A : D(A) ⊆ X → X the inﬁnitesimal generator of a compact
C0-semigroup and K a locally closed subset of X . Let F : K X be a strongly–weakly upper semi-continuous multi-function, with
nonempty, weakly compact and convex values. If, for each ξ ∈ K, we have
F(ξ) ∈ QTSAK(ξ), (4)
then K is viable with respect to A + F .
Recall that K ⊂ X is locally closed if for every ξ ∈ K there exists ρ > 0 such that K ∩ B(ξ,ρ) is closed, where B(ξ,ρ)
denotes the closed unit ball of center x and radius ρ > 0.
The following lemma is an important tool in the proof of the main result of the paper. A proof for the case when h is a
constant function is given in [12]. There are no signiﬁcant modiﬁcations in the proof of the form presented below.
Lemma 5. Let X be a Banach space, let C be a convex and weakly compact subset in X, let h : [0, T ] → R be a continuous function
and let f ∈ L1(0, T ; X) with f (t) ∈ C + h(t)B a.e. for t ∈ [0, T ]. Then there exist two measurable functions g : [0, T ] → C and
w : [0, T ] → B such that g ∈ L1(0, T ; X) and f (s) = g(s) + h(s)w(s) a.e. for s ∈ [0, T ].
Here and hereafter, B denotes the closed unit ball in X .
Remark 1. In the case when X is separable, Lemma 5 follows from [22] (see also [21]). Since in the main results of our
paper the semigroup generated by A is compact, it follows that, in fact, X is separable (see, e.g., [13, p. 19]).
We end this section by presenting some results concerning Perron functions.
Proposition 6. Let H : [0,∞) → R be a Perron function. Then, for every solution x : [0, σ ) → R of the differential inequality
x′(t) H
(
x(t)
)
with x(0) = 0, we have x(s) = 0 for any s ∈ [0, σ ).
For the proof see [23, Lemma 17]. Later in the paper we shall need a sum function H = G + ωI , ω > 0, to be a Per-
ron function. It is known that in general the sum of a Perron function and a Lipschitz one is not a Perron function [24,
Proposition 5]. However, if we add a monotonicity condition to the Perron function, then the sum is a Perron function [24,
Proposition 6]. Here we shall give a simple proof to this result for our case.
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Proof. Let z : [0, T ] → [0,∞) be a solution of the Cauchy problem{
z′(t) = G(z(t))+ωz(t),
z(0) = 0. (5)
Multiplying by e−ωt the equation z′(t) = G(z(t))+ωz(t) and denoting by y(t) = z(t)e−ωt we have that z( · ) is a solution
of (5) if and only if y( · ) is a solution of the problem{
y′(t) = e−ωtG(y(t)eωt),
y(0) = 0. (6)
Since G is nondecreasing, any solution of (6) satisﬁes the inequality{
y′(t) G
(
y(t)m
)
,
y(0) = 0, (7)
a.e. for t ∈ [0, T ], where m = eωT . Denoting by w(t) =my(t), we obtain that y( · ) satisﬁes (7) if and only if w( · ) satisﬁes{
w ′(t)mG
(
w(t)
)
,
w(0) = 0.
Since G is a nondecreasing Perron function and m > 0, we have that mG is a Perron function too and applying Proposition 6
we obtain that w ≡ 0 on [0, T ]. It follows that z ≡ 0 on [0, T ]. 
3. Main results
Theorem 8. Let X be a Banach space, A : D(A) ⊆ X → X the inﬁnitesimal generator of a compact C0-semigroup, {S(t) : X → X;
t  0}, satisfying for some ω ∈ R, ‖S(t)‖  eωt for every t  0, and F : D  X a strongly–weakly upper semi-continuous multi-
function with nonempty, weakly compact and convex values, D an open subset of X . Suppose that there exists G : [0,∞) → [0,∞)
a continuous function such that, for any x1 , x2 ∈ D,
F (x1) ⊆ F (x2) + G
(‖x1 − x2‖)B. (8)
Let x0 ∈ D and let y0 : [0, σ ) → D be a solution of (1) with y0(0) = x0 . Then for any x ∈ D, there exist a noncontinuable solution
z : [0, η) → R of the Cauchy problem{
z′(t) = G(z(t))+ωz(t),
z(0) = ‖x− x0‖
(9)
and a noncontinuable solution y : [0, τ ) → D of (1) with y(0) = x, such that∥∥y(t) − y0(t)∥∥ z(t) (10)
for all t ∈ [0,min{σ ,η, τ }).
Proof. Let us take x0 ∈ D and let y0 : [0, σ ) → D be a solution of (1) with y0(0) = x0. There exists f ∈ L1loc(0, σ ; X) with
f (s) ∈ F (y0(s)) a.e. for s ∈ [0, σ ) such that
y0(t) = S(t)x0 +
t∫
0
S(t − s) f (s)ds
for all t ∈ [0, σ ). Let us take also x ∈ D . Consider X = R × X × R, A = 0× A × 0,
K = {(t, x, z) ∈ X ; t ∈ [0,σ ), x ∈ D, ∥∥x− y0(t)∥∥ z}
and F : KX deﬁned by
F(t, x, z) = {1} × F (x) × {G(z) +ωz}.
We shall prove that the set K is viable with respect to A + F . To this end, we shall prove that the tangency condition (4) is
satisﬁed for every (t, x, z) ∈ K. In fact, it is enough to prove (4) for (t, x, z) ∈ K with ‖x− y0(t)‖ = z. Let us ﬁx (t, x, z) ∈ K
with ‖x− y0(t)‖ = z. We show that there exist the sequences (hn)n ⊆ R+ , hn ↓ 0, (pn)n ⊆ X , pn → 0, (qn)n ⊆ R, qn → 0, and
(gn)n ⊆ L1 (R+; X) such that gn(s) ∈ F (x) a.e. satisfyingloc
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t + hn, S(hn)x+
hn∫
0
S(hn − s)gn(s)ds + hnpn, z + hn
(
G(z) +ωz)+ hnqn
)
∈ K
for every n ∈ N. From (8) we get
F
(
y0(s + t))⊆ F (x) + G(∥∥y0(s + t) − x∥∥)B
for all s ∈ [0, σ − t). Using Lemma 5 we have that there exists a measurable function g( · ) such that g(s) ∈ F (x) and∥∥ f (s + t) − g(s)∥∥ G(∥∥y0(s + t) − x∥∥)
a.e. for s ∈ [0, σ − t). Let pn = 0 and gn = g for every n ∈ N. Take hn ↓ 0 such that t + hn ∈ [0, σ ) and S(hn)x +
∫ hn
0 S(hn −
s)g(s)ds ∈ D for every n ∈ N. We have that∥∥∥∥∥S(hn)x+
hn∫
0
S(hn − s)g(s)ds − y0(t + hn)
∥∥∥∥∥
=
∥∥∥∥∥S(hn)x+
hn∫
0
S(hn − s)g(s)ds − S(t + hn)x0 −
t+hn∫
0
S(t + hn − s) f (s)ds
∥∥∥∥∥

∥∥∥∥∥S(hn)x− S(hn)
[
S(t)x0 −
t∫
0
S(t − s) f (s)ds
]∥∥∥∥∥+
∥∥∥∥∥
hn∫
0
S(hn − s)g(s)ds −
t+hn∫
t
S(t + hn − s) f (s)ds
∥∥∥∥∥

∥∥S(hn)∥∥∥∥x− y0(t)∥∥+ hn∫
0
∥∥S(hn − s)∥∥∥∥g(s) − f (s + t)∥∥ds
 eωhn z +
hn∫
0
eω(hn−s)G
(∥∥y0(s + t) − x∥∥)ds
 z + hn e
ωhn − 1
hn
z + hnG
(∥∥y0(t) − x∥∥)+ hn∫
0
[
eω(hn−s)G
(∥∥y0(s + t) − x∥∥)− G(∥∥y0(t) − x∥∥)]ds
 z + hn
(
G(z) +ωz)+ hnqn,
where
qn = 1
hn
hn∫
0
[
eω(hn−s)G
(∥∥y0(s + t) − x∥∥)− G(∥∥y0(t) − x∥∥)]ds +(eωhn − 1
hn
−ω
)
z,
which clearly satisﬁes qn → 0.
Since (0, x,‖x − x0‖) ∈ K, by Theorem 4, there exists (t, y, z) : [0, T ] → K solution of w ′ ∈ A(w)+F(w), with w(0) =
(0, x,‖x− x0‖), hence∥∥y(t) − y0(t)∥∥ z(t)
for all t ∈ [0, T ]. By a continuation argument, we obtain a pair of solutions (˜y, z˜ ) : [0, c) → D × R, y˜( · ) solution of (1) with
y˜(0) = x and z˜( · ) solution of (9) satisfying∥∥ y˜(t) − y0(t)∥∥ z˜(t) (11)
for t ∈ [0, c), noncontinuable with this property. In conclusion, there exist y : [0, τ ) → D a noncontinuable solution of (1)
with y(0) = x and z : [0, η) → R of (9) such that (10) holds for all t ∈ [0,min{σ ,η, τ }). 
Remark 2. If D is the whole space X , then we can obtain a relation between σ , η and τ . In the proof of the previous
theorem, if z˜ : [0, c) → R is a noncontinuable solution of (9), then η = c  σ , τ  η and (10) holds for t ∈ [0, η). If z˜ :
[0, c) → R is continuable, we shall prove that c = σ . Indeed, assume by contradiction that c < σ . Then z˜( · ) is bounded
on [0, c) and there exists limt↑c z˜(t) ∈ R. By (11) we have that y˜( · ) is bounded on [0, c). Moreover, since F is weakly
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limt↑c y˜(t). We denote this limit by y∗ . Moreover, from (11) we deduce that ‖y∗ − y0(c)‖ z˜(c). Applying now Theorem 4
for (c, y∗, z˜(c)) ∈ K we obtain that (˜y, z˜ ) can be continued to the right of c with the property (11), which contradicts the
maximality of (˜y, z˜ ). Hence c = σ . In conclusion, we have that there exist z : [0, η) → R, η > σ , a noncontinuable solution
of (9) and y : [0, τ ) → X , τ > σ , a noncontinuable solution of (1) with y(0) = x, such that (10) holds for any t ∈ [0, σ ). So,
we can state the following result.
Theorem 9. Let X be a Banach space, A : D(A) ⊆ X → X as in Theorem 8 and F : X  X a strongly–weakly upper semi-continuous
multi-function with nonempty, weakly compact and convex values. Suppose that there exists G : [0,∞) → [0,∞) a continuous func-
tion such that (8) holds, for any x1 , x2 ∈ X. Let x0 ∈ X and let y0 : [0, σ ) → X be a solution of (1) with y0(0) = x0 . Then for any
x ∈ X, there exist a noncontinuable solution z : [0, η) → R of the Cauchy problem (9) and a noncontinuable solution y : [0, τ ) → X of
(1) with y(0) = x, with τ min{σ ,η}, such that (10) holds for all t ∈ [0,min{σ ,η}).
Remark 3. If F : D  X is a multi-function satisfying (8) for any x1, x2 ∈ D , where G : [0,∞) → [0,∞) is a continuous
function with G(0) = 0, then F is strongly–weakly upper semi-continuous. Indeed, it is easy to see that F is upper hemi-
continuous, that is, for every x0 ∈ X and every y∗ ∈ X∗ , the function x → σ(F (x), x∗) is upper semi-continuous in x0, where,
for A ⊆ X and x∗ ∈ X∗ , σ(A, x∗) := sup{〈x∗, x〉; x ∈ A}. Moreover, as F is convex and weakly compact valued, applying a
result from [25, p. 62], we obtain that F is strongly–weakly upper semi-continuous.
We state now the main result of the paper on the lower semi-continuity of the solution map S.
Theorem 10. Let X be a Banach space, A : D(A) ⊆ X → X the inﬁnitesimal generator of a compact C0-semigroup, {S(t) : X → X;
t  0}, satisfying for some ω ∈ R, ‖S(t)‖ eωt for every t  0, and F : D X a nonempty, weakly compact and convex valued multi-
function. Assume that there exists G : [0,∞) → [0,∞) a continuous function such that (8) holds for any x1 , x2 ∈ D. Moreover, assume
that the function H : [0,∞) → [0,∞), H(x) = G(x)+ωx is a Perron function. Then, for every x ∈ D, for every solution y : [0, σ ) → D
of (1) with y(0) = x, for every θ ∈ (0, σ ) and for every ε > 0, there exists δ > 0 such that, for every x ∈ D with ‖x − x‖ < δ, there
exists a solution y : [0, τ ) → D with y(0) = x such that θ < τ and ‖y(t) − y(t)‖ < ε for every t ∈ [0, θ].
Proof. Let x ∈ D , y : [0, σ ) → D solution of (1) with y(0) = x, θ ∈ (0, σ ) and ε > 0. First, we prove that there exists ρ > 0
such that B(y(t),ρ) ⊂ D for all t ∈ [0, θ]. Indeed, let us assume by contradiction that for any ρn ↓ 0 there exist tn ∈ [0, θ] and
yn ∈ B(y(tn),ρn), yn /∈ D . There exists a subsequence of (tn)n , (tnk )k convergent to some t0 ∈ [0, θ]. Moreover, y(tnk ) → y(t0)
and y(t0) ∈ D . As ‖ynk − y(tnk )‖ ρnk we obtain that ynk → y(t0), hence y(t0) /∈ D , contradiction.
Let δ := δ(min{ε,ρ}, θ) given by Proposition 2. Let x ∈ D with ‖x− x‖ < δ. Applying Theorem 8, there exist y : [0, τ ) → D
a noncontinuable solution of (1) with y(0) = x and z : [0, η) → R a noncontinuable solution of (2) with z(0) = ‖x − x‖
satisfying ‖y(t) − y(t)‖ z(t) for all t ∈ [0,min{σ ,η, τ }). By Proposition 2 we have θ < η and |z(t)| < min{ε,ρ} for all t ∈
[0, θ]. It remains to be shown that τ > θ . To this end, let us assume by contradiction that τ  θ . We have that limt↑τ y(t) /∈
D as y( · ) is noncontinuable (the limit exists by the same arguments as in Remark 2). We have that ‖y(t) − y(t)‖  z(t)
for all t ∈ [0, τ ), hence y(t) ∈ B(y(t),ρ) which yields limt↑τ y(t) ∈ B(y(t),ρ), so limt↑τ y(t) ∈ D , contradiction. The proof is
complete. 
We should remark that the conclusion of Theorem 10 still holds if we assume that condition (8) is satisﬁed locally, i.e.
(H0) there exists an open coveringΩ = {ωi; i ∈ I} of the set D such that, for every i ∈ I , there exists Gi : [0,∞) → [0,∞) continuous
such that
F (x1) ⊆ F (x2) + Gi
(‖x1 − x2‖)B
for x1, x2 ∈ ωi .
Indeed, let x ∈ D and y : [0, σ ) → D , solution of (1) with y(0) = x, let θ ∈ (0, σ ) and ε > 0. It is clear that the conclusion
of Theorem 10 holds with D replaced by ωi , for every i ∈ I . Let θ˜ ∈ (θ,σ ). We have that y([0, θ˜]) is a compact subset of D ,
hence there exists a ﬁnite cover {ωi; i = 1, . . . ,n} of y([0, θ˜ ]). Deﬁne, for every i = 1, . . . ,n,
αi :=
{
t ∈ [0, θ˜ ]; y(t) ∈ ωi
}
.
Clearly the sets αi , i = 1, . . . ,n, are open in [0, θ˜ ]. Further, [0, θ˜] being compact in R, there exists a ﬁnite family of intervals
{I j; j = 1, . . . ,m}, open in [0, θ˜ ], which cover [0, θ˜] and such that each y(I j) is a subset of some ωi . Clearly, there exists
a ﬁnite set of intervals of type [ak,bk), k = 1, . . . , p, such that a1 = 0, ak+1 < bk , θ < bp and y([ak,bk)) is a subset of
some ωi . We apply Theorem 10 on each interval [ak,bk) and then, by a concatenation process we obtain the conclusion of
Theorem 10 under assumption (H0).
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Theorem 11. Let X be a Banach space, A : D(A) ⊆ X → X the inﬁnitesimal generator of a compact C0-semigroup, {S(t) : X → X;
t  0}, satisfying for some ω ∈ R, ‖S(t)‖  eωt for every t  0, and F : X  X a nonempty, weakly compact and convex valued
multi-function. Assume that there exists G : [0,∞) → [0,∞) a continuous function such that (8) holds for any x1 , x2 ∈ X. Moreover,
assume that the function H : [0,∞) → [0,∞), H(x) = G(x) + ωx is a Perron function. Then, for every θ > 0 and for every ε > 0,
there exists δ > 0 such that, for every x, x ∈ X, with ‖x − x‖ < δ and for every solution y : [0, σ ) → X, θ < σ , of (1) with y(0) = x,
there exists a solution y : [0, τ ) → X with y(0) = x such that θ < τ and ‖y(t) − y(t)‖ < ε for every t ∈ [0, θ].
Proof. Fix θ > 0 and ε > 0. Let δ > 0 be given by Proposition 2. Let x, x ∈ X , with ‖x − x‖ < δ and y : [0, σ ) → X , σ > θ ,
solution of (1) with y(0) = x. Applying Theorem 9, there exist y : [0, τ ) → X , a noncontinuable solution of (1) with y(0) = x,
and z : [0, η) → R, a noncontinuable solution of (2) with z(0) = ‖x − x‖, satisfying τ min{σ ,η} and ‖y(t) − y(t)‖ z(t)
for all t ∈ [0,min{σ ,η}). By Proposition 2, we have θ < η, hence θ < τ too, and |z(t)| < ε for all t ∈ [0, θ]. The conclusion
follows. 
4. Application
We apply Theorem 11 to prove a result on the propagation of continuity of the minimum time function.
For any x ∈ X\{0} and any solution y( · ) of (1) starting from x we denote by
τ
(
x, y( · ))= min{t  0; y(t) = 0} ∈ (0,∞].
Deﬁne now the reachable set R as the set of all points x ∈ X\{0} such that τ (x, y( · )) < ∞ for some solution y( · ) starting
from x. A solution y( · ) at which τ (x, ·) attains the minimum is called optimal for x. Finally, deﬁne the minimum time
function as
T : R → [0,∞), T (x) = inf{τ (x, y( · )); y( · ) solution of (1), y(0) = x}.
We shall consider the following hypothesis:
(H1) For every x ∈ R there exists a time optimal solution.
This means that there exists a solution y( · ) to (1) such that y(0) = x and y(T (x)) = 0.
Theorem 12. Assume that A : D(A) ⊆ X → X is the inﬁnitesimal generator of a compact C0-semigroup and F : X  X a strongly–
weakly upper semi-continuous multi-function with nonempty, weakly compact and convex values and 0 ∈ F (0). If F (X) is bounded,
then (H1) is satisﬁed.
Proof. Fix x ∈ R and let (yn( · )) be a minimizing sequence, hence yn(0) = x and yn(Tn) = 0, where Tn ↓ T (x). Then, for
t ∈ [0, Tn],
yn(t) = S(t)x+
t∫
0
S(t − s) fn(s)ds, (12)
where fn ∈ L1(0, Tn; X) with fn(s) ∈ F (yn(s)) a.e. for s ∈ [0, Tn]. We can extend all the solutions to [0, T1] putting yn(t) = 0
on [Tn, T1]. As the semigroup generated by A is compact, we have that, for each t ∈ [0, T1], {yn(t); n = 1,2, . . .} is relatively
compact in X . By [26, Theorem 8.4.1], there exists y( · ) ∈ C([0, T1]; X) such that, on a subsequence at least, we have
limn→∞ yn(t) = y(t) uniformly for t ∈ [0, T1]. Now, by a standard argument, we obtain that ( fn)n is weakly convergent
in L1(0, T1; X) to some function f and moreover we have that f (s) ∈ F (y(s)) a.e. for s ∈ [0, T1] (see [13, Lemma 2.6.2]).
Passing to the limit in (12) for n → ∞ we obtain that y( · ) is a solution of (1) with y(0) = x and, clearly, we have that
y(T (x)) = 0. The proof is complete. 
Another assumption that we shall refer to in the sequel is the following one, introduced in [27].
(H2) For any ε > 0 there exists η(ε) > 0 such that any point x ∈ X\{0} with ‖x‖ < η(ε) can be transferred to 0 by solutions of (1) in
a time t  ε.
We say that the control system (1) which satisﬁes (H2) is small time locally controllable.
An example when (H2) holds is when F satisﬁes a Petrov’s like condition, that is, there exist R > 0 and r > 0 such that
for every x ∈ X\{0} we have
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u∈F (x)[x,u]+ −r + R‖x‖,
where [x,u]+ denotes the right directional derivative of the norm calculated at x in the direction u. Further details on this
subject can be found in [28].
The basic property of the minimum time function is the Bellman optimality principle (or the dynamic programming
principle) which says that, for any x ∈ R and any solution y( · ) of (1) starting from x,
T (x) t + T (y(t)), ∀t ∈ [0, τ (x, y( · ))],
with equality in case y( · ) is optimal (see [19]). This property of the minimum time function plays an important role in the
proof of the following result, which shows that the continuity of T ( · ) around the target implies local uniform continuity in
the whole reachable set. In [19] it is proved a similar result under hypotheses (H1), (H2), assuming that the multi-function
F is Lipschitz. We show here that this propagation property still holds under the weaker hypotheses on F , given by (8) with
G +ωI a Perron function.
Theorem 13. Let X be a Banach space, A : D(A) ⊆ X → X the inﬁnitesimal generator of a compact C0-semigroup, {S(t) : X → X;
t  0}, satisfying for some ω ∈ R, ‖S(t)‖ eωt for every t  0, and F : X X a nonempty, weakly compact and convex valued multi-
function, with 0 ∈ F (0). Assume that there exists G : [0,∞) → [0,∞) a continuous function such that (8) holds for any x1 , x2 ∈ X
and the function H : [0,∞) → [0,∞), H(x) = G(x) + ωx is a Perron function. Moreover, assume (H1) and (H2). Then, we have that
the reachable set R is open and the minimum time function T ( · ) is locally uniformly continuous on R.
Proof. Let x ∈ R and ε > 0. Let z1, z2 be in the closed ball of center x and radius δ(η(ε), T (x)) (given by Proposition 2) and
such that
‖z1 − z2‖ < δ
(
η(ε), T (x) + ε). (13)
Let yx be the optimal solution for x, hence yx(T (x)) = 0. As 0 ∈ F (0), we can extend yx on the whole interval [0,∞),
putting yx(t) = 0 for t > T (x). By Theorem 11, there exists yz1 : [0, τ ) → X a solution of (1) with yz1 (0) = z1 such that
T (x) < τ and∥∥yz1(t) − yx(t)∥∥< η(ε),
for every t ∈ [0, T (x)]. It follows that ‖yz1 (T (x))‖ < η(ε). By (H2) we have that yz1 (T (x)) ∈ R which implies that z1 ∈ R
and T (yz1 (T (x))) < ε. Applying now Bellman optimality principle, we obtain that
T (z1) T (x) + ε. (14)
Now, let yz1 be the optimal solution for z1 (deﬁned on [0,∞)). Applying again Theorem 11, this time for z1, z2 and yz1 ,
and taking into account (13), there exists yz2 : [0, σ ) → X , solution of (1), with yz2 (0) = z2 such that T (x) + ε < σ and∥∥yz2(t) − yz1(t)∥∥< η(ε)
for every t ∈ [0, T (x) + ε]. Taking t = T (z1), by (14), we have∥∥yz2(T (z1))∥∥< η(ε).
By (H2) and by Bellman optimality principle we obtain that T (z2) T (z1) + ε. Switching the roles of z1 and z2 we obtain
that ∣∣T (z1) − T (z2)∣∣ ε,
which proves the theorem. 
5. Example
Let us consider the control system
y′(t) = Ay(t) + f (y(t))+ u(t), t > 0, (15)
where the operator A generates a compact semigroup of contractions in a reﬂexive Banach space X , f : X → X is a given
function and u( · ) a measurable control taking values in B(0,1). It is clear that system (15) is of type (1) considering
F (x) = f (x) + B(0,1), for any x ∈ X .
For example, let Ω be an open and bounded subset in Rn with a smooth boundary ∂Ω , let X = L2(Ω) and let us
consider the operator A on X , deﬁned by D(A) = {u ∈ H10(Ω); u ∈ L2(Ω)}, Au = u, for any u ∈ D(A). It is well known
that A generates a compact semigroup of contractions in L2(Ω). In this setting, the admissible set of controls is given by∫ |u(t, x)|2 dx 1 for a.e. t  0.
Ω
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(i) there exists G : [0,∞) → [0,∞) a Perron function such that∥∥ f (x) − f (y)∥∥ G(‖x− y‖),
for any x, y ∈ X ;
(ii) for any x ∈ X , ‖ f (x)‖ L‖x‖, for some constant L > 0.
In [12, Corollary 18.1] it was shown that, if A generates a compact semigroup and f is a continuous function satisfy-
ing (ii), the control system (15) is small time locally controllable with target zero. A similar result for a more general setting
was proved in [28, Corollary 4.1]. See also [18], where, under the hypothesis that f is a Lipschitz continuous function, it
was proved that the minimum time function T ( · ) is locally Lipschitz continuous on the reachable set.
Here, assuming that f satisﬁes (i) and (ii), by Theorem 13, we get that the reachable set for the null controllability
problem (15) is open and the associated minimum time function T ( · ) is locally uniformly continuous on the reachable set.
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