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ABSTRACT
Formation of chemical bonds is theoretically discerned by the presence of static nuclear configuration on a potential energy surface given
within the Born–Oppenheimer framework. We here study dynamical chemical bonding for molecules residing in the electronic excited states
that are in a densely quasi-degenerate electronic state manifold and thereby keep undergoing extremely frequent nonadiabatic transitions. For
this type of the states, the notion of global potential energy surfaces based on the adiabatic representation loses the usual sense. Nonetheless,
chemical bonding exists and associated chemical reactions certainly proceed, for which we call chemistry without potential surfaces. As such,
we investigate the highly excited states of boron clusters, which have extraordinarily long lifetimes with neither ionization nor dissociation.
The dynamical chemical bonds keep rearranging themselves without converging to a static structure, the vivid electron dynamics of which is
tracked by means of the nonadiabatic electron wavepacket dynamics theory. To characterize the dynamical bonding theoretically, we propose
the notion of hyper-resonance.
© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5094149
I. INTRODUCTION
Rigorous definition of chemical bond, irrespective of the kind
such as covalent, ionic, and so on, is usually given such that nuclei in
an atomic aggregate can all sit at a minimum (local or global) on the
quantum chemical potential energy surface, and thereby the classical
forces working on the nuclei are everywhere zero. Besides, the quan-
tum vibrational states can/should be formed around the bottom of
the relevant potential basin. This definition is very general and can
be rigorously verified as far as the ground state molecules are con-
cerned. Note that this quantum chemical definition totally rests on
the Born–Oppenheimer view of molecules.1,2 In this paper, we dis-
cuss a characteristic chemical bonding to be identified only in the
molecular realm beyond the Born–Oppenheimer paradigm.3–7
In contrast to the above quantum chemical definition, far
more flexible and less rigorous definition of chemical bonding was
proposed by Pauling in his The Nature of the Chemical Bond,8 from
which it is quoted “We shall say that there is a chemical bond
between two atoms or groups of atoms in case that the forces acting
between them are such as to lead to the formation of an aggre-
gate with sufficient stability to make it convenient for the chemist
to consider it as an independent molecular species.” This proposal
made in the very early stage of theoretical chemistry turns out to
get wider popularity in the present age of excited state chemistry
and ultrafast chemical dynamics, the progress of which is greatly
assisted by laser technology.9,10 For instance, it has been theoret-
ically found that alkali halides such as LiF placed in an appropri-
ate continuous wave (CW) laser field can have a very long lifetime
(far longer than 1 ps) in the Franck–Condon region with energy
higher than the dissociation limit.11 One picosecond lifetime, at
the shortest, is long enough for scientists in dynamics to consider
it sufficiently stable and convenient to regard it as an independent
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molecular species.9,10 The basic mechanism of this “molecular for-
mation” can be simply summarized as follows. The CW laser field
makes many copies of the so-called dressed-states from the orig-
inal (undressed) one, concomitantly generating the corresponding
potential curves of the ionic character, say, (Li+–F−, nh̵v), each of
which can have an avoided crossing with that of the covalent nature
(Li–F). Those dressed potential curves of the ionic nature can have
high dissociation energy since they are lifted high above the origi-
nal curve. The nuclear wavepackets running toward the dissociation
channel on the covalent curve encounter thus created dressed ionic
curves many times and they bifurcate into them at each encounter.
The bifurcated waves are brought back to the Franck–Condon
region after hitting the turning points on the individual dressed
curves. This dynamical state confined in the Franck–Condon region
can have a very long lifetime under an appropriate condition,
which may be therefore termed laser-assisted nonadiabatic chemical
bonding.
The laser assisted confined state will be immediately eliminated
by switching off the laser. Besides, one has to align the molecules’ ori-
entation with respect to the laser polarization vectors. However, one
may anticipate that molecules having densely quasi-degenerate elec-
tronic states and thereby undergoing very frequent and continual
nonadiabatic transitions can have an extremely long lifetime even
with no assistance of laser fields. An illuminating example is the elec-
tronically excited states of boron clusters. In these molecules, the dis-
sociation channels are closed efficiently not by the dressed states but
by frequent nonadiabatic transitions in other vibrational modes that
are transversal to the dissociation coordinates. We may call these
states dynamical chemical bonding and/or hyper-resonance states.
By definition which will be given later, these states can appear only
in the molecular regime beyond the Born–Oppenheimer framework.
The present paper is devoted to the precise presentation of the char-
acteristics of the dynamical bonding and the theoretical analysis of
the hyper-resonance.
Boron containing molecules are well-known to have very char-
acteristic chemical bonding even in the ground electronic state,
which is referred to as electron-deficient or hypervalent bond. There
have been many studies on the chemical bonding, molecular struc-
ture, and chemical reactivity of molecules containing boron atoms in
them. Among others, Lipscomb and his co-workers are the pioneers
for the systematic and extensive studies on the molecular geometry
of boron compounds such as diborane.12–17 Highly active chemi-
cal reactions in hydroboration has been studied by Brown and his
colleagues,18,19 and the use of boron in chemical synthesis is still an
ongoing area of research.20,21 There are many other important stud-
ies on boron chemistry in the literature, the science of boron nitride
polymer22 being a well-known example. Boron has numerous uses
in various fields of science: as clusters,23 as radicals,24 as metal-free
catalysts,25 in superconductivity,26,27 hydrogen storage,28 lumines-
cent materials,29 dendrimers,30 batteries,31 and in biological prob-
ing and medicine32,33 to name but a few recent examples. The
uniqueness of boron stems one way or another from its electron-
deficient nature, whose basic characteristics may be studied in
the structure of small boron clusters.34–41 Electron dynamics in
boron has been much less studied.42,43 Yonehara and Takatsuka
are among the first who have investigated the electron dynamics
of highly excited states of boron clusters as a primary target of a
nonadiabatic electron wavepacket study.44 These authors described
the very basic properties of the clusters such as the diffusion-like
behavior of the electronic states in the state space. Various quantities
were computed in an attempt to survey and characterize the molec-
ular properties which had not been previously observed. The present
paper follows this paper, placing a particular emphasis on the chem-
ical bonding assisted by the frequent nonadiabatic dynamics, which
is far from the concept of chemical bond in the Born–Oppenheimer
paradigm.
The present work is concerned about chemical and physical
consequences of molecular nonadiabatic interactions.3–7 However,
unlike the canonical studies on nonadiabatic transitions, our tar-
get is not to estimate the nonadiabatic transition probabilities. In
the very frequent nonadiabatic dynamics among so many electronic
states in the densely quasi-degenerate manifold, counting the tran-
sition probabilities by means of the one-dimensional nonadiabatic
theories like the Landau–Zener theory is neither interesting nor
relevant. The most important scientific aspect here is to continu-
ously track electron dynamics driven by the nonadiabatic interac-
tions in order to extract the essential natures of chemical dynamics
and bonding in such extremely quasi-degenerate electronic man-
ifolds. The theory of nonadiabatic electron wavepacket dynamics
provides a practical method to enable the deepening of chemical
insights.6,7
This paper is structured as follows. Section II first presents
the practical methods we apply in this work. Some basic quantities
are shown such as the local properties of the potential energy sur-
faces of the excited states of boron clusters in Sec. III. Section IV
demonstrates the very characteristics of what we call the dynamical
chemical bonding of the excited states. Summarizing the numerical
studies, we propose in Sec. V a notion of hyper-resonance or dynam-
ical bonding to characterize thus revealed chemical bonding. The
paper concludes in Sec. VI.
II. THEORETICAL METHODS
This section introduces an outline of the theory with which we
numerically study the nonadiabatic electron wavepacket dynamics.
A. Nonadiabatic electron dynamics
We aim to follow the excited state dynamics of the B12 clus-
ter, where adiabatic electronic states are quasi-degenerate and highly
mixed and thereby nonadiabatic transitions take place extremely fre-
quently, practically, in the order of once in every femtosecond.42,44
To track nonadiabatic electron dynamics, we have developed a the-
ory of path-branching representation. The basis of the theory is
described in Refs. 45–47 and in review articles.6,7,48 The theory
has been extended for laser chemistry,49–51 for electron dynam-
ics in condensed phases,52 and photoionization dynamics.53–55 A
very characteristic symmetry property of nonadiabatic dynamics is
discussed in Ref. 56. The aspect of quantization of the associated
nuclear paths is also studied in Refs. 57 and 58.
We start with the outline of the path-branching representation.
The standard nonrelativistic full dimensional electronic and nuclear
Hamiltonian is usually written as
Hˆ(r,R) = 1
2 ∑k Pˆ2k + Hˆ(el)(r;R), (1)
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where H(el)(r; R) is the electronic Hamiltonian for the electronic r
and nuclear R coordinates with Pˆk being the quantum mechanical
momentum operator associated with Rk, the kth component of R.
This electronic and nuclear Hamiltonian is equivalently rewritten as
Hˆ = 1
2 ∑k






where H(el)IJ (R) is the matrix representation of the electronic Hamil-
tonian Hˆ(el)(r; R) in the chosen basis set and the first order kinematic
interaction between the basis functions in the direction of the kth
degree of freedom XkIJ(R) is defined as
XkIJ(R) = ⟨ΦI(R)∣ ∂
∂Rk
∣ΦJ(R)⟩r . (3)
The total electronic wavefunction Ψelec(r, t, R(t)) is to be prop-
agated in time along nuclear paths R(t), which is simultaneously
determined according to the matrix force described below. Ψelec(r,
t, R(t)) is expanded in real basis functions {ΦI(r; R)} at each nuclear




where {CI(t)} are complex-valued expansion coefficients. The elec-
tronic basis functions are defined on a set of time evolving nuclear
paths R(t). We time evolve the expansion coefficients taking the










(YkIJ + Yk∗JI ))]CJ(t), (5)
where N is the number of nuclei and the second order nuclear
derivative coupling terms YkIJ defined as
YkIJ(R(t)) = ⟨ΦI(r;R(t))∣ ∂
∂R2k
∣ΦJ(r;R(t))⟩r (6)
are nontrivial corrections45 to the electron dynamics and the stan-
dard semiclassical Ehrenfest theory (SET) (see below). As is often the
case, however, we neglect the second order couplings YkIJ(R(t)) as
they enter only through a factor of h̵2 [cf. Eq. (4) of previous work44].
The nuclear motion is to be driven by the force matrix (an











which is derived in the mixed quantum and classical representation
of the Hamiltonian of Eq. (2). The expansion in the second line of
Eq. (7) is appropriate even in the case of an incomplete basis set.45
The force matrix FkIJ(R(t)) can be generally applied to the nona-
diabatic branching of a nuclear path R(t) into many pieces,6,7,48
which mimics the full quantum mechanical wavepacket bifurcation
taking place across nonadiabatic regions. (See Ref. 59 for a direct
observation of wavepacket bifurcation in terms of the time-resolved
photoelectron spectroscopy.)
However, many excited states of boron clusters to be studied in
this paper are densely packed (quasi-degenerate) in a narrow energy
range, thereby bearing statistical nature in the electronic state mani-
fold (or in the Hilbert space). In such cases, discussions based on the
notion of isolated adiabatic (diabatic as well) states lose the sense.
It is therefore not only intractable but also not very meaningful to
faithfully track the very many (theoretically infinite) cascade-like
branching paths. Besides, the dynamics of electronic-configuration
mixing is much faster than the nuclear motion, and furthermore,
our studied B12 clusters remain bounded for very long time. In order
to track electronic state mixing in such an extreme situation, the
semiclassical Ehrenfest theory (SET) based method should be a good
starting point for short time (up to hundreds of fs) dynamics. Hence,
our strategy here is to run plural averaged paths (SET paths) to track
the electronic states in detail. A little more sophisticated approxima-
tion is to take account of branching of those SET paths at every given
running-time, say, 10 fs. This aspect will be discussed in our future
reports.
In the SET, the set of nuclear coordinates R(t) and momenta
P(t), identified with the time derivative of the coordinates in Eq. (5),
Pk(t) = mkR˙k(t) (8)






SET and their extensions with an accurate estimate of the multi-
dimensional nonadiabatic coupling elements XkIJ(R(t)) have been
extensively used in the investigation of low-lying excited-state
dynamics.60–64
We numerically integrate Eqs. (5) and (9) simultaneously:
Eq. (9) by the velocity Verlet method65 and at each time step diag-
onalizing the bracketed expression in Eq. (5). Since the adiabatic
electronic states lose significance in the highly mixed region we con-
sider, we take the configuration state functions (CSFs) as the basis
functions {ΦI(r; R)}. The CSFs are generated at each time step from
molecular orbitals obtained at the set of nuclear coordinates R(t)
with the restricted Hartree–Fock method. A very careful treatment
should be performed to correctly connect the electronic configura-
tions ΦI(r; R(t)) and its counterpart after a short time interval ∆t,
that is,ΦI(r;R(t +∆t)). This is not an easy procedure since the order-
ing (according to the magnitude of the orbital energies) of molec-
ular orbitals making up ΦI(r; R(t)) frequently changes from time
to time, and we easily lose the smooth connection between ΦI(r;
R(t)) and ΦI(r; R(t + ∆t)). Once the smooth one-to-one connection
is lost, the mixing procedure among the electronic configurations
in Eq. (5) becomes no longer correct, and tracking of the dynam-
ics is destroyed. There are several ways to maintain the smooth
one-to-one connection. In the present computation, the correspon-
dence of the indexes of the set of molecular orbitals at one time
step and of the set of molecular orbitals at an adjacent time step is
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figured out by reordering one set of the molecular orbitals so that
the overlap matrix between the two sets of molecular orbitals become
nearly diagonal, assuming the molecular orbitals undergo only small
change in the short time step. Then, we may regard that the CSFs
built from similarly ordered molecular orbitals should correspond,
and the CSF expansion coefficients are carried forward to the new
set of CSFs.
Once the nonadiabatic trajectory R(t) and associated electronic
expansion coefficients C(t) are obtained, observables such as the











C∗I (t)H(el)IJ (R(t))CJ(t), (11)
can be computed with the total energy being E(t) = TN(t) + V(t),
which is to be conserved.
The ab initio quantum chemistry package GAMESS66 was
used in obtaining the molecular orbitals and the CSF Hamilto-
nian H(el)IJ (R(t)) at each set of nuclear coordinates R(t). The spatial
derivatives in Eqs. (3) and (7) were evaluated by finite differenc-
ing between additionally computed nearby points. In addition to the
nonadiabatic dynamics computed above, we show below the result
of adiabatic dynamics for comparison. In that case, the electronic
state is represented in a single adiabatic electronic state (obtained
from diagonalization of the CSF Hamiltonian) at each set of nuclear




where V(R(t)) is the adiabatic potential energy of the electronic state
under question.
In Sec. III A, we use a procedure similar to adiabatic time evolu-
tion in quenching a state to a local minimum. Quenching is affected
by resetting the momentum to zero before each time step, using only
the force from the potential energy surface at each geometry to drive
the molecule. Of course, “time” loses its physical sense in this case.
B. Physical properties used for analyses
In the rest of the paper, we make use of several quantities in ana-
lyzing aspects of the dynamics. The electronic energy components,
atomic charge density, and, in particular, the unpaired electron
density are found to be useful.
The electronic energy V is composed of several components,
V = Te + Ve, Ve = Vne + Vee + Vnn, (13)
where Te is the electron kinetic energy, Ve is the electron poten-
tial energy, and Vne, Vee, and Vnn are, respectively, the energies
of nuclear-electron attraction, electron-electron repulsion, and the
nuclear-nuclear repulsion.
As an indicator for the electron distribution to stay in the inter-
atomic bonding area, we first use the standard quantities extracted










can aid in identifying the bonding structures in the time-evolving
B12 cluster, where N(A)AO is the number of atomic basis functions cen-
tered on nucleus A, S(AB)µv is the overlap matrix element between the
real atomic basis functions χAµ and χBv, respectively, centered on
nuclei A and B, and P(AB)µv is the element of the density matrix in
the atomic basis. The number of electrons n (equal to 60 for B12) is
the sum of the charge density matrix elements, consisting of a sum
of the diagonal matrix elements nD and a sum of the off-diagonal
matrix elements nO,
n = nD + nO, nD = N∑
A=1 ρAA, n




To further characterize the chemical bonding of the highly
excited states of the B12 cluster, we consider the unpaired electron
density in addition to the charge density ρAB. The unpaired electron
density is defined as67
D(r) = 2ρ(r, r) − ∫ dr′ρ(r, r′)ρ(r′, r)
= NMO∑
i=1 ni(2 − ni)λ∗i (r)λi(r), (16)
where ρ(r, r′) is the first-order reduced density matrix and the set
{λi(r)} is of the natural orbitals with {ni} their occupation numbers
obtained by diagonalizing the reduced density matrix. NMO is the
number of molecular orbitals, which is the same as the number of
natural orbitals. The unpaired electron number u is given by the
trace
u = ∫ D(r)dr. (17)
A natural orbital λi(r) is a linear combination of the real atomic








with the expansion coefficients {CiAµ}. The unpaired electron den-






v=1 ni(2 − ni)Ci∗AµCiBvχAµ(r)χBv(r), (19)
and the unpaired electron density D(r) may be thought to consist of
a diagonal component DD(r) and an off-diagonal component DO(r),
D(r) = DD(r) + DO(r), (20)
with
DD(r) = N∑
A=1DAA(r), DO(r) = 2Re N∑A=1 A−1∑B=1 DAB(r). (21)
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The unpaired electron density may be represented also as a matrix
of atomic unpaired electron density DAB by integrating over the
electron coordinates,
DAB = ∫ DAB(r)dr. (22)
Then, analogous to the electron number from the charge density
in Eq. (15), the unpaired electron number u is also made up of a
diagonal component uD and an off-diagonal component uO such
that
u = uD + uO, uD = N∑
A=1DAA, u




III. FEATURES OF THE STATIC ELECTRONIC STATES
A. Potential-basin structures
Before considering the time-evolving chemical bonding seen
in the dynamics of highly electronically excited boron clusters, we
call attention to the rather unusual nature of these excited states as
background. We first take a quick look at the excited states of the B2
molecule as an easily visualized example of densely quasi-degenerate
FIG. 1. Singlet adiabatic potential energy curves of the B2 molecule. Configuration
interaction of 6 electrons in 8 orbitals with the STO-3G basis set.
set of excited states, followed by examples of similar local minima on
diverse excited states of the B12 clusters, suggesting that the dynam-
ics is not determined by properties of the individual excited states.
Then in Sec. III B, we demonstrate the frequent occurrence of con-
ical intersections and avoided crossings along the excited state tra-
jectory. Such frequent nonadiabatic interaction, also clearly shown
in Figs. 11–13 in the previous paper,44 is an essential property of the
nonadiabatic trajectory in densely quasi-degenerate electronic states.
Figure 1 shows the ground and excited potential energy curves
of the B2 molecule. A minimum Slater-type orbital (STO)-3G basis
set is used, but a configuration interaction (CI) of 6 electrons dis-
tributed in 8 orbitals (all except the atomic 1s orbitals; excitation
not restricted to singles and doubles only) results in 1176 states. All
1176 states are drawn in Fig. 1. Since a boron atom has the ground-
state configuration as [1s2, 2s2, 2p1], it is readily expected that even
the diatomic molecule B2 should have many excited states of bound
nature. Indeed, Fig. 1 shows many bound states and predissociat-
ing states high above the ground state. The ground state is in fact
a spin-triplet having the configuration [1σ2g , 1σ2u, 2σ2g , 2σ2u, 1pi1u, 1pi1u].
Figure 1 would have been more complicated had triplet states been
included, but we limit the present study to the spin-singlet states
FIG. 2. Structures reached by quenching down to a (possibly local) potential min-
imum on the adiabatic states (a) 1, (b) 47, (c) 171, and (d) 303. Each structure is
seen from two different directions. Balls and sticks representing nuclei and bonds,
respectively, are colored according to their ρAA (electron density on each atom)
and ρAB values (that in the inter-atomic region), the details of which are defined in
Eq. (14) and in the caption of Fig. 9. The color bar indicated by nucleus (bond) is
applied to the value of ρAA (ρAB).
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FIG. 3. Adiabatic energy curves along an arbitrary dissociation direction. The Rx
coordinate of a peripheral nucleus is varied.
(also in the B12 study). In the linear and symmetric B2 molecule,
only states belonging to the same spatial irreducible representation
interact with each other, but we note that for larger molecules such
as B12 undergoing dynamics, such a symmetry will not in general
exist.
If we imagine the diabatic energy curves that result in the pic-
tured adiabatic energy curves, we can see that there are diabatically
dissociating states. But we also see that the dissociating diabatic
states invariably cross one or more bound diabatic states so that
there are no purely dissociating adiabatic states (again, in the B2
molecule, symmetry considerations might say otherwise). There will
be numerous intersections and local minima within a few angstroms
of each atom’s movement in the excited states of the B12 cluster.
Thus, we expect each of the excited states of B12 to have minima
(not necessarily global ones), for example, not far from the global
minimum geometry of the ground electronic state. Figure 2 shows
the geometries reached by quenching near the global minimum
geometry on the adiabatic states 1 (the ground state), 47, 171, and
303. The quenched minimum geometries are all close to the global
minimum geometry on state 1, in which there are 9 peripheral atoms
positioned with a 120○ orientational symmetry nearly in a plane.
The inner 3 atoms are not in the same plane as the outer atoms.
The inner atoms’ plane is parallel to the outer atoms’ plane for the
ground electronic state but not necessarily so for the excited states.
These molecular structures and chemical bonds provide us with the
quantum chemical understanding of the static boron. However, the
goal of this paper is not to analyze the nature of chemical bonds at
these local minima.68 Besides, these local minimum states are prac-
tically inaccessible because the electronic-nuclear states encounter
so many nonadiabatic transitions before reaching the bottoms of the
potential basins.
To show explicitly that the local minima thus found have
ascending slopes toward the dissociation directions, we show in
Fig. 3 the potential curves along an arbitrary dissociation direction.
The Rx coordinate of a peripheral nucleus, the one with the largest
Rx value, is varied from its initial position (2.27 Å) toward a larger
value, while all other coordinates are fixed with no geometrical opti-
mization. The states 1, 171, and 303 shown have dissociation ener-
gies exceeding 10 eV in this direction. State 47 has a dissociation
height in this direction of 6.6 eV. Had the bound part of the cluster
left behind by the dissociating nucleus been relaxed in energy, the
dissociation barriers would have been lower. The trajectory com-
putations given in Secs. III B and IV were started with an initial
kinetic energy of 7.2 eV and an additional initial potential energy as
stated in Sec. IV A, significantly higher than the dissociation ener-
gies. Later in Sec. V B, when we focus on the effect on dissociation
of the quasi-degenerate states of the B12 cluster, even higher energies
are considered for the trajectories.
B. Frequent encounter with conical intersections
and avoided crossings
Figure 4 shows the adiabatic energy (black curves) along adi-
abatic trajectories [adiabatic state 10 in Fig. 4(a) and adiabatic state
303 in Fig. 4(b)]. Although each adiabatic trajectory stays in the same
adiabatic state throughout the time evolution by definition, we see
frequent encounters with conical intersections and nearly avoided
encounters with conical intersections in the adiabatic energy evo-
lution. In Fig. 4(a), arrows point out an example of each kind.
At higher states [Fig. 4(b)], the neighboring adiabatic energies are
quite close to each other, indicating a very high quasi-degeneracy,
which should increase the importance of taking full account of
nonadiabatic interactions.
IV. DYNAMICAL CHEMICAL BONDING
IN BORON CLUSTERS
We here track the real-time nonadiabatic electron dynamics
aiming at the extraction of the essential feature of the dynamical
chemical bonding. In Sec. IV B, we see that the dynamics of the
electronic energy is related to the fluctuation of chemical bond-
ing and, in particular, that the nonadiabatic mixed nature of highly
excited states is reflected in the deviation of the virial ratio from
2. The time-evolving bonding structure, seen through the atomic
charge distributions, can be simply summarized with the notion of
FIG. 4. Adiabatic potential energy along
the adiabatic trajectory (a) on state 10
and (b) state 303. Adiabatic potential
energy of states one above and below
the state used for the trajectories is
also shown. In (a), arrows point out an
encounter with a conical intersection (ci)
and a near encounter.
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“string and web” and their dynamical reconnection, as discussed in
Sec. IV C. Then, in Sec. IV D, we see that negative unpaired electron
distribution is characteristically seen in the inter-atomic bonding
areas in the highly excited states and discuss its role.
A. Initial conditions for nonadiabatic
electron dynamics
All the numerical presentations made below are based on the
full electron wavepacket and nuclear ab initio dynamics calcula-
tions. However, since we do not aim to obtain numerically accurate
results in this paper, and since the size of numerical computation
could become very large, our study is limited to be qualitative or at
most semiquantitative. To keep the computation tractable, the elec-
tronic state of the B12 cluster is represented in the STO-3G minimum
basis set69 and the set of configuration state functions is obtained by
excitation of the two highest-occupied molecular orbital (HOMO)
electrons into all the virtual orbitals, restricted to the singlet config-
urations. The number of CSFs is NCSF = 496. Exciting from only the
HOMO is justified in that the orbital energy of the HOMO does not
come close to that of the orbital one below it (HOMO− 1) during the
time evolution (see the supplementary material). HOMO − 1 does
approach in energy to orbitals below it. We think the minimum rep-
resentation of the excited states of B12 all the more captures the qual-
itative features of the very complicated electron dynamics expected
in the densely quasi-degenerate states. A larger basis set and/or a
larger configuration space will only increase more complexity and
not mar the qualitative conclusions to be drawn here.
Two sets of dynamics computations are presented in the fol-
lowing sections (one set in Sec. IV and a second in Sec. V B).
In one set, the initial geometry of the B12 cluster is taken to be
the global minimum of the ground electronic state, modified by
adding arbitrarily ±0.08 Å to each coordinate (resulting in the CI
ground state energy to be above the global minimum by 4.9 eV).
An initial kinetic energy of 0.2 eV is given to each coordinate
direction (momentum is positive or negative arbitrarily) for a total
of 7.2 eV in kinetic energy. The translational momentum and the
total angular momentum are adjusted to zero. A single adiabatic
state is chosen as the initial electronic state. Thus, the initial energy
is much higher than the dissociation threshold (see Sec. III A)
though the nonadiabatic trajectories of the cluster remain bound for
at least the 200 fs computed. All trajectories are computed with a
time step ∆t of 0.01 fs.
We first prepare a set of sampling SET paths, with which to
show the present performance of the smooth one-to-one connection
among the CSF basis functions in the SET calculations. These paths
are also adopted for the analyses of complexity of the dynamical elec-
tronic states in what follows. Figure 5 shows the time evolution of
difference energies for four nonadiabatic trajectories, each started
from the pure adiabatic state 1, 2, 44, and 282, with initial potential
energies of 4.948 eV, 8.399 eV, 20.741 eV, and 42.991 eV, respec-
tively, as examples of nonadiabatic trajectories with low, middle, and
high total energies. The orange curves show the time evolution of the
potential energy as the difference from the initial potential energy
(V(t) − V(0)), and the black curves show the kinetic energy as the
negative of the difference from the initial kinetic energy. The dis-
crepancy between the orange and the black curves indicates error
in the total energy. The blue curves show the total energy as the
difference from the initial energy. In several places, we see a devi-
ation to some extent exist between the nuclear potential energy and
the nuclear kinetic energy. In particular, the initial state 282 tra-
jectory encounters so large an error at t = 176 [Fig. 5(d)] that we
gave up keeping track of it at this time. At such time steps, the set
of molecular orbitals obtained at one time step and at an adjacent
time step differs significantly. The self-consistent-field electronic
state calculations at adjacent time steps converge to a noncorre-
sponding set of molecular orbitals. The simple assignment proce-
dure used for the continuity of CSFs given in Sec. II A breaks down
at these points. The smooth one-to-one connection among the CSF
FIG. 5. Time evolution of difference
energies along nonadiabatic trajectories
started from pure adiabatic states (a) 1,
(b) 2, (c) 44, and (d) 282.
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basis functions can be that difficult in treating those heavily quasi-
degenerate states. Nonetheless, we also see that apart from the few
discontinuous points, the total energy is mostly well conserved (the
correspondence of CSFs between adjacent time steps is recovered
after a discontinuity, though the trajectory afterwards has a slightly
different total energy). Those SET paths driven in the densely quasi-
degenerate electronic manifold are readily conceived to be embed-
ded in a chaotic sea. As an analogy, we recall the shadowing lemma
in chaos theory,70 which is nicely digested by Guckenheimer and
Holmes as “While a computer may not calculate the orbit which you
hope for, what it does find is nonetheless an approximation to some
true orbit of the system.”71
In another set of dynamics computations, we generate a set of
nuclear coordinates and momentum that would result in dissocia-
tion in an adiabatic time evolution and compare the adiabatic and
nonadiabatic trajectories as detailed in Sec. V B.
B. Dynamics and energetics of electronic states
We first survey the interrelation behind the electronic energy
and chemical bonding. Figure 6 displays the time variation of the
total one-particle energy of the electrons, Te + Vne (orange curves),
and the total of the two-particle energy, the electron-electron repul-
sion energy, Vee (blue curves, shifted down −1500 Eh to use the
same scale as the one-particle energy), along with the number of
electrons in the off-diagonal elements or the off-diagonal electron
number nO. The panels (a)–(d) show the cases for nonadiabatic tra-
jectories starting from the adiabatic states 1 (the ground state), 2,
44, and 282, respectively. It is immediately seen that for the low
energy cases up to the 44th, the electronic repulsion energy Vee
varies in-phase with nO, while the one-electron energy, which cor-
responds to the transfer integral or the resonance energy in the
Hückel theory, evolves out-of-phase with nO. Vee behaves natu-
rally out-of-phase with Te + Vne. The covalent type of chemi-
cal bonds should be generally enhanced by the lowering of the
one-electron integral,68 which in turn push the electrons to the
inter-atomic regions. On the other hand, the electron-repulsion
energy seems to be accumulated in the inter-atomic energy as the
chemical bond becomes more prominent. (Incidentally, we recall
that the Hubbard Hamiltonian72 presupposes that the electron
repulsion energy is raised as the atomic-site electronic population
increases. Therefore, the behavior seen in Fig. 6 is rather counter
intuitive.) Very interestingly, the dynamical interrelation between
nO and both Te + Vne and Vee tends to fade away for higher ener-
gies, although the out-of-phase relationship between Te + Vne and
Vee remains with a large fluctuation both in magnitudes and time of
oscillation. The former fact seems to suggest that nO alone is not nec-
essarily a good quantity any longer to measure the extent of chemical
bonding.
Figure 7(a) shows the time evolution of the electron kinetic
energy Te along the nonadiabatic trajectories starting from the adia-
batic states 1, 2, 44, and 282, while Fig. 7(b) shows the time evolution
of the electron potential energy Ve = Vne + Vee + Vnn along the
same trajectories. Figure 7(c) shows the virial ratio −Ve/Te, which
should be 2 for the exact Born–Oppenheimer adiabatic electronic
wavefunctions. We see, as expected, that at t = 0 (where initially the
trajectories start from an adiabatic state), the ground state virial ratio
is 1.987 for the present minimum basis set CI calculation. Recall that
the virial ratio of 2 is a direct consequence from a scaling law inher-
ent in the (static) Coulombic field the electrons are placed in. Yet,
the nuclear kinematic coupling as the nonadiabatic interaction gen-
erally breaks this scaling property and allows the virial ratio −Ve/Te
to deviate from 2. Our numerical calculations have shown that the
ratio of the magnitudes of nonadiabatic couplings to that of the elec-
tronic Hamiltonian is larger for the higher excited states, and the
deviation from the virial theorem becomes more evident as seen in
panel (c) of Fig. 7. It is also seen that the virial ratio oscillates to some
extent along the nonadiabatic time evolution. The smaller virial ratio
seen in the higher electronic energy states implies that Te and/or
FIG. 6. Off-diagonal electron numbers nO
(black curves), the one electron energy
Te + Vne (orange curves), and the
electron-electron repulsion energy Vee
(blue curves, shifted down by −1500 Eh
for ease of comparison with the other
curves) along the nonadiabatic trajecto-
ries starting from adiabatic states (a) 1,
(b) 2, (c) 44, and (d) 282.
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FIG. 7. Time evolution of (a) electron kinetic energy Te, (b) electron potential
energy Ve = Vne + Vee + Vnn, and (c) virial ratio −Ve/Te along nonadiabatic
trajectories starting from the adiabatic states 1, 2, 44, and 282.
Vne become larger (smaller absolute magnitude for Vne) for the
higher excited states. This is understandable since the nonadiabatic
interaction works as a kinematic coupling like “friction” between
electrons and nuclei and should suppress the Born–Oppenheimer
assumption that the electronic wave can instantaneously adjust to
the nuclear motion. Hence, the electronic wavefunction cannot be
located at the best place with respect to the nuclear configuration.
The electronic kinetic energy thus attained is likely to be utilized for
the electronic mobility so as to wander from one adiabatic state to
another.
Incidentally, the relevance or irrelevance of the virial theorem
in the nature of chemical bond has been discussed very recently
by Bacskay, Nordholm, and Ruedenberg73 (see also Ref. 68). The
present work reveals that the deviation from the virial theorem in
the energy of electrons placed in a molecular Coulombic field is
a physical manifestation of the kinematic coupling between nuclei
and electrons. It thus highlights that the chemical bonding studied
here is essentially different from the static chemical bonds. As
another clear-cut example of physical manifestation of the nonadi-
abatic interactions, the correlation function between electronic flux
and nuclear flux has been extensively studied.74,75
C. String and web in chemical bonding
For further analyses of the nature of the present chemical
bonding, we show in Fig. 8 examples of the atomic charge density
matrix (elements ρAB) and atomic unpaired electron density matrix
(elements DAB) for the global minimum geometry of the adiabatic
ground state [Fig. 8(a)] and for geometries along the nonadiabatic
trajectories starting from the adiabatic states 44 and 282, respectively
[Figs. 8(b) and 8(c)]. The atomic charge density matrix is symmetric,
and only the upper triangle including the diagonal is shown for each
panel. The atomic unpaired electron density matrix is Hermitian,
and only the real part of it is shown as the lower triangle including
the diagonal in each panel. Table I summarizes the electron numbers
and unpaired electron numbers obtained as the sum of the matrix
elements given in Fig. 8.
The atomic unpaired electron density matrix is further dis-
cussed later in Sec. IV D. For now, we focus on the atomic charge
density matrix in this subsection. In Fig. 8(a), the atomic charge den-
sity matrix at the global minimum geometry of the ground electronic
state [see Fig. 2(a)] is shown. On the diagonal, we see that ∼4 elec-
trons are bound to each nucleus. The off-diagonal elements suggest
that most interatomic charge densities are zero or slightly negative,
but between some atoms, there are moderate (0.21 ≤ ρAB ≤ 0.23)
or strong (0.44 ≤ ρAB ≤ 0.51) elements, indicating interatomic bonds.
We note that the strong bonds are between the 9 peripheral atoms,
forming a ring. The global minimum geometry belongs to the
C3v point group, and the atomic charge density matrix shows the
corresponding symmetry.
Figure 8(b) shows the atomic charge density matrix for a higher
energy (at a nuclear geometry 50 fs after starting a nonadiabatic tra-
jectory from the adiabatic state 44). Figure 8(c) shows the case at
an even higher energy (at a nuclear geometry 130 fs after starting a
nonadiabatic trajectory from the adiabatic state 282). The diagonal
elements are larger as the energy is increased (see also Table I), and
the off-diagonal elements are correspondingly smaller.
Figure 9 shows typical bonding structures found along the
nonadiabatic trajectory starting from the adiabatic electronic state
282. Bonds corresponding to the atomic charge density value ρAB≥ 0.25 are colored red. We see that there are mostly up to two such
strong bonds per atom, imposing a string-like structure involving
some of the atoms, where the other atoms attach loosely [ρAB < 0.25,
yellow bonds in Fig. 9(a)]. We can call the bonding structure made
up of the stronger bonds the “main string,” to which other atoms are
loosely attached in a “web.” Sometimes the main string is actually a
ring as in the 5 fs example of Fig. 9. Panel (b) shows a symbolic rep-
resentation of the string structures by connecting the atom numbers
committing directly to the strings. The brackets [ ] indicate a ring
shape of the string. Sometimes the main string is made up of several
strings as in the 40 and 130 fs examples. These string structures aid
in classifying the bonding structure and its evolution along the tra-
jectory, characterizing bond breaking and reconnections. Dynamics
and precise mechanism of reconnection will be discussed in future
papers.
J. Chem. Phys. 150, 114101 (2019); doi: 10.1063/1.5094149 150, 114101-9
© Author(s) 2019
The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp
FIG. 8. Examples of atomic charge den-
sity matrix (the upper triangle) and the
real part of atomic unpaired electron den-
sity matrix (the lower triangle) at (a) the
global minimum geometry of the adia-
batic ground state. (b) The same for the
geometry along the nonadiabatic trajec-
tory 50 fs after starting from adiabatic
state 44 and (c) 130 fs after starting from
adiabatic state 282. Numbers along the
edges identify the atomic nuclei. Values
within (−0.01, 0.01) are not shown.
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TABLE I. Electron numbers and unpaired electron numbers for the matrices given in
Fig. 8.
Initial state nD nO u uD uO
1 46.76 13.24 0.12 0.13 −0.01
44 48.09 11.91 3.53 5.28 −1.75
282 52.38 7.62 3.76 6.96 −3.20
D. Negative unpaired electron density
in the bonding region
1. Characteristic distribution of the negative
unpaired electron density
The lower triangle of each panel of Fig. 8 shows the real part
of elements of the atomic unpaired electron density matrix DAB,
Eq. (22). We see that for the ground adiabatic state [Fig. 8(a)], there
are essentially no unpaired electrons except small numbers in the
diagonals. For the matrix taken from the trajectory starting from the
adiabatic state 44 [Fig. 8(b)], there is significant unpaired electron
density in the diagonals (an average of 0.4). There is also negative
unpaired electron density in the off-diagonals in this case, often
along the main strings where the charge density in the bond is signif-
icant but not always. For the trajectory starting from an even higher
adiabatic state 282 [Fig. 8(c)], both the positive diagonal unpaired
electron density and the negative off-diagonal unpaired electron
density have higher magnitudes than for the lower adiabatic states.
Figure 10(a) shows the off-diagonal part of the unpaired elec-
tron density DO(r), Eq. (21). Figures 10(b) and 10(c) show the
unpaired electron numbers u [the orange curve, Eq. (23)] for each
adiabatic state at the global minimum geometry of the adiabatic
ground state. For this figure only, the active space for configura-
tion interaction is taken to be single and double excitations from the
HOMO − 1 and HOMO into all virtual orbitals of the ground state
(four electrons). This was the active space in the previous paper,44
and Fig. 10 can be compared directly with Fig. 8 (and Fig. 2) of that
paper.44
The spatial distribution of the unpaired electron density, D(r)
in Eq. (16), and its components DD(r) and DO(r) in Eq. (21) are
some of the few quantities that can clearly distinguish the adiabatic
electronic states.44 Figure 10(a) shows the off-diagonal unpaired
electron density DO(r) for the adiabatic states 40 and 300. We see
positive and negative unpaired electron density exhibit a certain pat-
tern in DO(r) for the adiabatic state 40; such patterns were found
to help distinguish quasi-degenerate adiabatic states in the previous
work.44 As can be clearly identified, DO(r) for the adiabatic state
300 is (slightly) positive in the bonding region, while negative den-
sity of a large intensity is seen in the inter-atomic areas. We may
say that the off-diagonal component (i.e., not on the nuclei) is the
number of unpaired electrons found in the bonding region or in
the region between the nuclei, which increases for higher adiabatic
states.
FIG. 9. Bonding structure along the
nonadiabatic trajectory starting from the
adiabatic state 282, at 5, 20, 40, 60,
100, and 130 fs after the start of the
time evolution. (a) The spatial geome-
try is shown in a similar way to Fig. 2,
where red bonds indicate the main string
structure (ρAB ≥ 0.25) and orange and
yellow bonds indicate weaker attach-
ments (color-bar shown at top right).
Balls representing nuclei are colored as
in Fig. 2. Note that the ends of bonds
may be seen in front of nuclei or be
hidden behind nuclei depending on rel-
ative nuclei depth. (b) The main string
structures are summarized in a symbolic
representation.
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FIG. 10. (a) The off-diagonal part of
the unpaired electron density DO(r) inte-
grated over the z coordinate, seen in
the xy-plane (parallel to the molecular
ring) for the adiabatic states 40 and 300,
at the global minimum geometry of B12.
Green dots indicate nucleus positions.
(b) Unpaired electron numbers u = uD
+ uO, with the diagonal and off-diagonal
components uD and uO, respectively, for
each adiabatic state at the global min-
imum geometry. Note that negative uO
values are shown. (c) The adiabatic elec-
tronic energies V at the global minimum
geometry, compared with the diagonal
unpaired electron numbers uD. In (b) and
(c), lines connect discrete points to aid
visibility.
To see a larger picture, we show Fig. 10(b), in which the
unpaired electron numbers u (the orange curve) are broken into
their components. The unpaired electron number u is a sum of a
diagonal component uD and an off-diagonal component uO, shown
as the black and blue curves, respectively, in Fig. 10(b). The diagonal
component uD was presented mistakenly as the total component u
in Fig. 8 of the previous paper.44 The unpaired electron number u
increases from 0 to 5 for the adiabatic states 1 through 90 and for
higher adiabatic states remain at 5. The components that make up
u keep changing for states above 90, however. The diagonal compo-
nent uD [the black curve in Fig. 10(b)] keeps increasing in number
up to state 500, with a corresponding decrease in the off-diagonal
component uO that keeps the total roughly constant [note that the
negative of the off-diagonal component is plotted as the blue curve in
Fig. 10(b)]. The increase in negative unpaired electron density in the
bonding region, corresponding to the decrease in the off-diagonal
unpaired electron number component, was seen in Fig. 8(c) of the
previous paper.44
In Fig. 10(c), the diagonal component of the unpaired electron
number uD (the black curve) is compared with the adiabatic energies
(the green curve), showing the rough correspondence of the slopes
of the curves for differing regions of the energy and uD.
2. Role of the negative unpaired electrons;
strength and depth of chemical bonding
A physical consequence of the decrease in the negative unpaired
electron density (the increase in the absolute value) in the inter-




and the unpaired electron density, D(r) of Eq. (16),
D(r) =∑
i
ni(2 − ni)λ∗i (r)λi(r), (25)





Here, we simplify for clarity of the notation [of Eq. (18)] so that a
summation over A of AO includes all the atomic basis functions
χA(r) centered at nucleus A (and their expansion coefficients CiA).
Then, single components of ρ(r) and D(r) are expressed as
ρ(i)(r) ≡ ni AO∑
A





D(i)(r) ≡ ni(2 − ni) AO∑
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2ni(2 − ni)Re(Ci∗A CiB)χA(r)χB(r) (30)
should have the same sign; if one is positive (negative), the other
must also be positive (negative). Nevertheless, in the total quantities





J. Chem. Phys. 150, 114101 (2019); doi: 10.1063/1.5094149 150, 114101-12
© Author(s) 2019
The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp
DAB(r) = 2∑
i
[ni(2 − ni)Re(Ci∗A CiB)]χA(r)χB(r) (32)
can have different signs. This is actually what we have observed in
Fig. 8. In particular, for the highly energetic states [see panel (c) in
Fig. 8], there are many bonding sites in which ρAB(r) > 0 whileDAB(r)< 0 with a large magnitude.
To illustrate how this situation can happen, let us suppose a
diatomic molecule, say, A–B, having only two natural orbitals, one
doubly occupied one λ1(r) (n1 = 2) and the other a singly occupied
λ2(r) (n2 = 1). Besides that, assume that λ1(r) is bonding in A–B and
λ2(r) is anti-bonding. Then, we have
ρAB(r) ≡ 2[2Re(C1∗A C1B) + 1Re(C2∗A C2B)]χA(r)χB(r), (33)
while the unpaired electron density is merely
DAB(r) = 2Re(C2∗A C2B)χA(r)χB(r). (34)
Therefore, even if ρAB(r) is positive, it can be expected that DAB(r)
is negative. In this exemplified case, chemical bonding is conceived
to be dominated by ρAB(r) > 0, which gives rise to the accumula-
tion of electron in between A and B. On the other hand, DAB(r) < 0
is a result of the anti-bonding nature of the singly occupied natu-
ral orbital λ2(r), which is supposed to push electrons back from the
inter-atomic site to the atomic sites.
Another very significant characteristic of such anti-bonding
orbitals is that they have far higher kinetic energy in the inter-atomic
region. This is simply because the absolute value of the momentum






is far larger in the interatomic site (recall the σu orbital of H2) than






λ2(r)∣ ∼ 0, (36)
where x indicates the inter-atomic distance. Therefore, the pres-
ence of the significantly negative unpaired electron density in the
inter-atomic sites suggests that the relevant “bond energy” is higher
(the potential basin is shallower) than that expected in terms of the
positive value of ρAB(r) alone.
To summarize, consider two chemical bonds, both of which
have the same magnitude of ρAB(r) but only one of which has nega-
tive DAB(r) of a large magnitude. Then, one may say that the strength
of these chemical bonds, measured with the force constants that are
by and large proportional to ρAB(r), must be similar to each other
but that the bond of a large negative DAB(r) should be significantly
shallower and therefore must be less stable.
Returning to the B12 cluster of very high energies [like that pre-
sented in Fig. 8(c)], we may have a picture that shows many unpaired
(radical) electrons are widely distributed in the many inter-atomic
sites [see Fig. 10(a), right panel] bearing large kinetic energies. Such
a view is consistent with what we observed in the shift of the virial
value 2.0 to the smaller value [Fig. 7(c)], which suggests that the
increase in the kinetic energy of electrons is due to the nonadiabatic
interactions.
Also, the chemical bonds of shallower basin should lead to
more frequent bond rearrangement (reconnection of the strings and
webs) as is demonstrated in Fig. 9. This aspect will be discussed in
future papers, in which we study the dynamical mechanism of the
reconnection among the strings and webs.
V. HYPER-RESONANCE
This section is devoted to a rather conceptual discussion and
analysis on the dynamical chemical bonding.
A. Notion of hyper-resonance proposed
“Resonance” is a technical term that is widely used in different
contexts in very broad areas of science. Among others, particularly
relevant to the present work, are the Pauling resonance in chemi-
cal electronic structure8 and the Feshbach resonance76 in quantum
scattering theory.77 The Pauling resonance can be viewed as a sort of
configuration mixing (interaction) in terms of the so-called diabatic
states (usually termed resonance structures) in the valence bond the-
ory. The Feshbach resonance is temporary core-excited states pro-
moted in a target particle (denoted as M) by the kinetic energy of an
incident particle, say, A, the process of which is typically illustrated
as
M + A→ (MA)∗ → dissociations to energetically
accessible channels. (37)
The diabatic representation often gives simpler interpretations both
for the Pauling and Feshbach resonances, and yet they can be
basically regarded as events on a single adiabatic potential surface.
By contrast, the electronic-nuclear non-Born–Oppenheimer
states in the B12 cluster undergo very frequent transitions among
adiabatic states. Mathematical manipulation to single out an adia-
batic state is physically meaningful only for time-intervals as short
as the femtosecond scale. A state prepared on a pure adiabatic state,
which is possible only conceptually, diffuses very quickly in the elec-
tronic Hilbert space penetrating into other states as demonstrated
in Fig. 4 (see also Fig. 12 in Ref. 44). The electronic state cannot
remain in an isolated adiabatic surface and is forced to wander from
one state to another visiting many states many times through the




The electronic-state wandering motion among the adiabatic
states is made possible by exchanging the energy with the compli-
cated nuclear motions through their kinematic interactions, which
may be regarded as resonance among the adiabatic states. These
dynamical states can last for an extremely long time, during which
the frequent reconnecting dynamics among chemical bonds takes
place as illustrated in Fig. 9. Since each adiabatic state is already a
Feshbach and/or Pauling resonance state, the present dynamics in
B12 may be termed hyper-resonance (resonance among the resonant
states).
B. Nonadiabatic transitions closing dissociation
channels
To illustrate the effect of nonadiabatic interactions on the
bonding structure of the B12 cluster and especially on the clear
effect concerning the closing of dissociation channels, we compare
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nonadiabatic dynamics with its adiabatic counterpart that is disso-
ciating. For the present study, we do not aim to obtain a statisti-
cal sample but only a few representative trajectories for illustration.
Pure adiabatic states are taken as initial states to highlight the mixing
of states expected along the nonadiabatic trajectories. The time step
taken is 0.01 fs for all trajectories. Unlike the set of trajectories given
in Sec. IV, at each time step, the nuclear kinetic energy is scaled as to
keep the total energy conserved (see the supplementary material for
a discussion of the errors in the energy adjusted trajectories).
We obtain the initial conditions for a dissociating adiabatic tra-
jectory by performing a “collision” and then reversing the process, as
follows. An arbitrary nuclear geometry (which itself is taken from a
previous nonadiabatic time evolution), with one of the nuclei placed
5 Å away from the rest of the cluster to represent a “dissociated”
geometry [which is the same nuclear geometry shown in Fig. 11(a)
for 100 fs], is taken as the initial geometry of an adiabatic time evo-
lution, with 0.2 eV initial kinetic energy worth of momentum (sign
taken arbitrarily) in each of the 11 × 3 degrees of freedom of the
“bound” part of the cluster and a velocity of 0.1 Å fs−1 toward the
center of mass for the three degrees of freedom of the “dissociated”
nucleus. The translational momentum and total angular momentum
of the cluster were adjusted to zero prior to time evolution. After
an adiabatic time evolution of 100 fs, all signs of the momentum
are reversed, and together with the nuclear geometry at that point,
the obtained nuclear geometry and momentum serve as initial con-
ditions for an adiabatic trajectory that will end in the dissociated
geometry and one nucleus leaving the rest with a velocity of 0.1 Å
fs−1 after 100 fs.
We computed adiabatic trajectories for the ground adiabatic
electronic state (initial kinetic energy TN = 9.48 eV and initial poten-
tial energy V = 17.58 eV for the dissociation trajectory) and for the
adiabatic states 47 (initial TN = 6.25 eV, V = 29.74 eV) and 303 (ini-
tial TN = 9.82 eV, V = 50.07 eV). We note that for the ground state
and state 47 trajectories, the adiabatic dissociation trajectory is the
reverse of the adiabatic collision trajectory, as should be. For the state
303 trajectory, however, the electronic state self consistent field did
not converge on a corresponding set of molecular orbitals after 40 fs
on the “dissociation” trajectory.
FIG. 11. B12 bonding structures along a
trajectory under (a) adiabatic dynamics
and (b) nonadiabatic dynamics, starting
from the same initial conditions (initial
adiabatic state 47). Time t in fs is indi-
cated beside each structure. Structures
are drawn and colored in the same way
as in Fig. 9(a). At t = 110 fs, atom 1 is
in the dissociation channel in the adia-
batic dynamics, while this atom is pulled
back to the cluster site in the nonadia-
batic dynamics, thus evidencing that the
dissociation channel is closed.
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Nonadiabatic time evolutions were performed from the same
initial conditions as the adiabatic dissociation trajectories to obtain
nonadiabatic trajectories for comparison. For all three cases (ground
electronic state and states 47 and 303), the resulting trajectories
showed that the cluster remained bound 100 fs after the start
of time evolution, evidencing that nonadiabatic interactions cause
suppression of dissociation.
As an example in Fig. 11 a dissociating adiabatic trajectory on
the adiabatic state 47 [Fig. 11(a)] is compared with a nonadiabatic
trajectory from the same initial conditions [Fig. 11(b)]. The adia-
batic trajectory results in dissociation. The nonadiabatic trajectory
[Fig. 11(b)] is similar to the adiabatic trajectory up to 50 fs for this
case, but after that the two trajectories deviate from each other. The
nucleus that dissociates in the adiabatic trajectory remains bonded
in the nonadiabatic trajectory.
Nonadiabatic trajectories starting from the nuclear geometry,
momentum, and electronic state at 50 fs along the adiabatic dis-
sociation trajectories were also computed (initial conditions closer
to dissociation). For these initial conditions closer to dissociation,
nonadiabatic trajectories starting from the adiabatic states 1 and 303
evolved in much the same ways (but not exactly the same) as the adi-
abatic trajectories and resulted in dissociation after all, but the state
47 nonadiabatic trajectory remained bound.
It is expected that the smaller clusters should have less dense
quasi-degenerate electronic-state manifolds and weaker effect of the
nonadiabatic transitions on closing dissociation channels. There-
fore, adiabatic and nonadiabatic time evolutions of the B6 cluster
under similar conditions were also computed for various initial elec-
tronic states. It has turned out that they show the similar behavior
to the B12 cases, that is, nonadiabatic trajectories do not dissoci-
ate easily despite dissociation of their adiabatic counterparts. Hence,
we may conclude that the closing mechanism of dissociation chan-
nels by nonadiabatic transitions and thereby giving rise to long-
lifetime is robust even for small boron clusters of the size down
to B6.
C. Phase-space volume for hyper-resonant states
As demonstrated above, the dissociation channels tend to be
often closed by very frequent nonadiabatic transitions, resulting in
very long lifetimes of these clusters. Our computational experience
supports that this is indeed the case. Nevertheless, it is practically
impossible to calculate the average lifetimes of the clusters as a func-
tion of energy given, for tracking the entire fate of the individual
paths is inconceivably costly. Instead, we here make a simple sta-
tistical inference about possible elongation of the lifetimes in terms
of a very primitive version of the phase-space theory of chemical
reactions.
1. Lifetime on a single adiabatic potential
energy surface
We here resort to a dramatically simplified statistical theory
based on the phase space theory, originally proposed by Light.78 The
phase space theory has also been extensively applied in the context of
cluster dynamics by the groups of Amar79–81 and Calvo.82–86 Fujii
and Takatsuka have shown87,88 how their refined phase space the-
ory can accurately reproduce the rate in the (thermal) dissociation
dynamics of Ar8 → Ar7 + Ar and Ar8 → Ar6 + Ar2. This study treats
the dynamics on a single potential surface made up with the pairwise
Morse potentials. By contrast, the present system B12 is much larger,
and generation of each potential surface is, even if possible, too time-
consuming to perform the statistical estimate of the relevant lifetime
of a single cluster, let alone the computation of the phase-space vol-
ume for many nonadiabatically coupled densely quasi-degenerate
electronic states. Therefore, the discussion made below is highly con-
ceptual, and the dissociation probabilities of B12 → B11 + B are an
estimate giving only the lowest bound.
The phase space theory of no external conditions imposed
predicts the reaction rate k as
k = WN−1(E)
ΩN(E) , (39)
where ΩN(E) and WN−1(E) are the density of the states of the N-
particle cluster at the total energy E and the total flux induced by
the dissociation of a single atom, respectively. For a single poten-
tial energy surface, say, V I(R), it is formally estimated with the
expression
Ω(I)N (E) = h̵−3N ∫ dRdP δ(E −HI(R,P)), (40)
where
HI(R,P) = P ⋅ P2 + VI(R), (41)
with the obvious notation of the total nuclear momentum P. Since
there are not potential barriers like the transition state on V I(R) in
the dissociation directions, the so-called dividing surface of Ω(I)N ,
∂Ω(I)N , is not appropriately defined. In place of ∂Ω(I)N , we use
Ω(I)N−1(E − ∆E), which is the phase space volume of the daughter
cluster of N − 1 particles, with ∆E being the energy for a single dis-
sociation particle to carry out of the parent cluster with the relative
velocity v⃗. Then, the flux is here approximately expressed as
W(I)N−1(E) = ∫ Ω(I)N−1(E − ∆E)v⃗(∆E) ⋅ dv⃗. (42)
The reduced mass is set to be unity for simplicity. Thus, the criti-
cal quantity needed to estimate the statistical rate of the dissociation
probability turns out to be the ratio
Ω(I)N−1(E − ∆E)
Ω(I)N (E) . (43)
We here assume that the phase space for B12 cluster under study
has the mixing property and thereby is completely statistical (with
no dynamical constraint like the presence of the tori). Then, we may
regard the quantity
Ω(I)N (E) −Ω(I)N−1(E − ∆E) (44)
as the phase space volume for the trajectories that “tentatively” stay
bound as B12. The related entropy s(I )(E, ∆E) can be defined as
s(I)(E,∆E) = − log⎛⎝Ω(I)N (E) −Ω(I)N−1(E − ∆E)∆Ω ⎞⎠, (45)
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where ∆Ω is meant to be the size of a unit cell of the phase space
volume, such as h̵3N , in counting the number of cells included in the
volume [Ω(I)N (E) −Ω(I)N−1(E − ∆E)].
2. Interconnection of the entire phase-space
volume by the continual nonadiabatic contacts
among the adiabatic phase spaces
The essential feature of our problem is that the potential sur-
faces, otherwise regarded as independent and isolated from each
other, couple in a many to many manner through
− ih̵ 3N∑
k=1 R˙k(t)XkIJ(R(t)) (46)
and/or H(el)IJ (R(t)) as in Eq. (5). Thus, at each phase space point(R,P) = (R, R˙), one state may remain as it is or make a transition
to other states according to quantum mechanical probabilities. Thus,
the state at (R, P) may have multiple chances to choose the electronic
states to branch to. If the transition among the electronic states was
completely free with no restriction of the transition probabilities, the
entropy confined in the individual state s(I ) (E,∆E) should be relaxed







⎛⎝Ω(I)N (E) −Ω(I)N−1(E − ∆E)∆Ω ⎞⎠. (47)




[Ω(I)N (E) −Ω(I)N−1(E − ∆E)]. (48)
On the other hand, the phase space volume directly connected to the
dissociation channel should simply be the sum of each, that is,
∑
I
Ω(I)N−1(E − ∆E). (49)
Hence, the dissociation probability can be dramatically lowered






[Ω(I)N (E) −Ω(I)N−1(E − ∆E)] (50)
in the extremum limit. Concomitantly, the lifetime of the clus-
ter as estimated is expected to be by far longer than those of the
hypothetical systems neglecting nonadiabatic interaction.
The above argument can be made a little more precise from
the viewpoint of the number of periodic or quasi-periodic orbits
involved in the phase space. Agung Budiyono et al. developed a
semiclassical theory on enhancement of non-escape probability in
open systems due to quantum localization induced by periodic
orbits,89 in which the physical situation studied is essentially the
same as in the present case. Although their studied systems are
very small, the conclusion drawn is general enough, that is, as the
number of periodic (or quasi-periodic) orbits involved in phase
space is larger, the dissociation probability is more suppressed in
the exponential decay (dissociation) rate out of the system to an
open channel. In a theoretical analogy, one can suppose that there
are periodic orbits as many as NI in the phase space of the size[Ω(I)N (E) −Ω(I)N−1(E − ∆E)] for I = 1, 2, 3, . . . in a simple manner
that the number of periodic orbits is proportional to the phase space
volume, that is,
[Ω(I)N (E) −Ω(I)N−1(E − ∆E)]∝ NI . (51)
Take one of periodic orbits in the space I and J each. Assume that
they have a nonadiabatic coupling somewhere at a point in (R, P).
For each orbit in I, there are two choices of path-branching; one
remains on its own periodic trajectory, and the other penetrating
into the periodic orbit on the Jth phase space. The same branching
can take place in principle among the many coupled states, which
result in the proliferation of the periodic orbits amounting at most





[Ω(I)N (E) −Ω(I)N−1(E − ∆E)]. (52)
Once again, this estimate can be inserted in Eq. (50) to give a far




[Ω(I)N (E) −Ω(I)N−1(E − ∆E)]. (53)
The present argument has been quite qualitative. A better esti-
mate for more realistic phase-space volume could be made by taking
an explicit account of the magnitude and phase-space distribution of
the nonadiabatic coupling elements of Eq. (46).
VI. CONCLUSIONS
Nonadiabatic electron wavepacket dynamics in the densely
quasi-degenerate electronic-state manifold of a boron cluster has
been investigated as a prominent example of molecular properties
that are rarely or never seen in the realm of the Born–Oppenheimer
theoretical framework. Among others, the electronic states undergo
extremely frequent nonadiabatic transitions, and thereby the notion
of electronic state and chemical dynamics on isolated potential sur-
faces both lose sense. We thus have observed the very character-
istic features of the novel chemical bonding of excited state boron
clusters, some of which are summarized below.
1. Very frequent nonadiabatic transitions through numerous
conical intersections and avoided crossings have been demon-
strated in Fig. 4.
2. The dynamics of electronic energy associated with the fluctu-
ation of chemical bonding, which is represented in terms of
the electronic populations in the inter-atomic region, has been
visualized (Fig. 6).
3. Electronic energy in the highly excited states deviates from
the virial ratio 2 due to the presence of the nonadiabatic
interactions (Fig. 7). The ratio is shifted to the increase in
the kinetic energy and/or decrease in the electronic-nuclear
potential energy. This is a physical manifestation of kinematic
interaction between nuclei and electrons.
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4. Characterization of the chemical bonding in the present clus-
ter can be represented in terms of the notion of “string and
web” (Fig. 9). These bonding structures keep reconnecting
autonomously.
5. It has been found that the deeply negative values of the
unpaired electron density lying in the inter-atomic bonding
areas are also inherent to the chemical bonds in the highly
excited states (Figs. 8 and 10). An interpretation of the role of
the negative unpaired electron density has been discussed from
the aspect of bond energy.
6. In order to quantify why and how the present cluster can have
a very long lifetime even in their highly excited states, we have
seen a numerical example of the role of nonadiabatic inter-
action that can close the dissociation channels (Fig. 11). A
simple interpretation of the long lifetime is discussed in terms
of the interconnection of phase-space volume that is brought
about by the frequent and spatially widespread nonadiabatic
couplings.
7. To comprehend these very characteristic properties, we have
proposed the notion of hyper-resonance.
In our future paper, we plan to analyze the dynamical mech-
anism of reconnection of the “string and web,” which should pro-
vide a key for the study of the reactivity inherent to highly quasi-
degenerate nonadiabatic electronic states. A study is also under way
in our laboratory, in which guest molecules are included into boron
clusters which are supposed to provide a very characteristic reaction
field.
SUPPLEMENTARY MATERIAL
See supplementary material for the justification of only includ-
ing excitation from the HOMO as the configuration interaction
active space and for a discussion on the energy adjusted trajectories
in Sec. V B.
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