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ABSTRACT 
This paper is concerned with estimates for the error when a Gauss-Legendre quadrature rule is 
used to numerically integrate an analytic function. The error in a standard approximation to the 
kernel function, which appears in a contour integral representation for the quadrature error, is 
investigated for this purpose. Applications to meromorphic functions with simple poles are 
discussed. 
1. INTRODUCTION 
Consider the quadrature rror Rn(f ) in the classical 
n-point Gauss-Legendre quadrature rule 
_fl f(x)ax = k~l w k f(x k) + %(0.  (1.1) 
1 = 
Let C be a closed contour in the complex z = x + iy 
plane which contains -1 < x < 1 in its interior. As- 
sume that f(x) has an analytic ontinuation f(z) into 
the complex z-plane which is analytic inside and on C. 
Then it is well known that the quadrature rror ad- 
mits the contour integral representation [1], 
Rn(f) = 2"~1 fc  Kn(z)f(z)dz" (1.2) 
If Pn(x) denotes the n-th Legendre polynomial, then 
the kernel function Kn(z ) can be expressed "m the 
form [61 
Pn (z) 
Kn(Z ) - Qn (z) , (1.3) 
where 
1 f l Qn(Z)=2"- 1 ( z -x ) - lPn(x )dx  
is the Legendre function of the second kind. 
Depending on the nature and location of the singulari- 
ties of f, it is sometimes possible to deform C and use 
complex variable techniques to appraise Rn(f ) through 
(1.2). See Barrett [1], Chawla and Jain [2], and Donald- 
son and Elliott [5]. 
For example, suppose f is meromorphic with simple 
poles aj ~ [-1, 1] with residues Aj. Then Rn(f ) can be 
wrftten directly in terms of the kernel Kn(z ). 
In particular 
Rn(f ) = - EAj Kn(aj), (1.4) 
where the summation is taken over all simple poles of 
f. For the validity of (1.4) it is sufficient hat 
If(z) I < 0 (r 2n-1) as [z[ = r -* oo through some discrete 
sequence of increasing radii r, so that no pole lies on 
any circle I z I = r [6, p. 379]. For a less stringent con- 
dition on f for the validity of (1.4) see assumption 
iv) in [5, p. 5891. 
In applications such as (1.4) it is desirable to deter- 
mine the approximate value of the kernel function 
without the direct use of the inconvenient form (1.3). 
I fz is bounded away from [-1, 1] it is known that 
[5, eq. (A.1)] 
lim Kn(Z) - 1, 
n+oo K~(z) 
where 
K*(z) = Cn[ ~ (z)] -2n-l, 
and 
24n +2(n !)4 
Cn= (2n)!(2n+l)l  ' 
=~(z )=z+ (z 2 -1 )  1/2 .
(1.5) 
Here, the branch of the square root is taken which 
makes I~[ > i for z ~g [-1, 1]. 
For a given value of n, it has been common practice 
to approximate Kn(z ) by K*(z) and estimate Rn(f ) 
by evaluating or estimating the contour integral in 
1 Rn( f )~ fc K*(z) f(z)dz. 
For example, if f is meromorphic with simple poles 
as above, this approach leads to the quadrature rror 
estimate 
Rn(f ) = - Z/~K* (aj) = - CnZAj[a j + (aj2 -I) 112 ]-2n-i 
in place of (1.4). (1.6) 
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In apph'cations such as (1.6), for a fixed value of n, 
the accuracy depends on how well K*(z) represents 
the true kernel Kn(Z ). If the poles aj are not too close 
to [-1, 1], selected numerical examples have been 
presented in the literature which show that estimates- 
such'as (1.6) can be reasonably accurate, even for 
small n. The theory in section 2 below supports this 
empirical observation. 
It is the purpose of this paper to investigate he ac- 
curacy of the approximation K (z ) ~- K*(z) and 
indicate how a more accurate approximation to Kn(z ) 
can be developed for use in (1.4), when the aj are not 
too close to [-1, 1]. This is accomplished by truncating 
an infinite series expansion for Kn(z), which is derived 
from the Chebyshev series for (z- x) -1 and the Cauchy 
integral formula. 
2. THE KERNEL FUNCTION 
Let Tj (x) denote the j-th Chebyshev polynomial of the 
ftrst l~ind. For the Gauss-Legendre rule (1.1) define 
error coefficients a v v = 1, 2, 3 .... by 
a v = Rn (T2n + 2v)/Rn(T2n ). (2.1) 
Theorem 
For z bounded away from [-1, 1] 
oo  a/) 
Kn(Z ) :K* (z ) [ l+( l+a l )+ 1 Z - - ]  
~2 1 ~2 1 v=2 ~2v-2 
(2.2) 
where as before in (1.5), 
C n 
K~(~) = ~2 2+ i 
and ~= z + (z2-1) 1/2. 
Proof 
For z bounded away from [-1, 1] the Cauchy kernel 
(z - x) -1 has a uniformly convergent Chebyshev series 
expansion on -1 ~< x < 1 given by 
1 - b0 ~ (2.3) -~--  + z -x  j= l  bj Tj (x), 
where 
b j=  2 1 ~-- f-1 (1-x2)-l/2(z- x)-lTj(x)dx 
=.2 (z 2-  1) -1/2 [z + (z 2- 1)l/2]-J = 4 
(~2_1)~j-1" 
(2.4) 
It is known that theCauchy integral formula can be 
used to show that the kernel function Kn(z ) in (1.2) 
can be written in the form [4, p. 232] 
Kn(Z) = Rn [(z-x)-1]. (2.5) 
The Gauss-Legendre quadrature ule (1.1) is exact for 
odd functions f and has precision 2n-1. Consequently, 
(2.3) and (2.5) imply 
oo  
Kn(Z) = j~=0b2n +2j Rn(T2n + 2j) 
= Rn(T2n) [b2n + v=~l avb2n + 2v]" (2.6) 
The f'lrst Chebyshev coefficient b2n in the latter series 
can be expressed in the form 
4 
b2n - ~2n +---~ + b2n + 2' 
In view of (2.4), this allows (2.6) to be rewritten as 
4Rn(T2n) [1 (al +1) 1 oo av 
Kn(Z)- ~2n+1 +--~-_1 +- -  X - - ] .  ~2  1 v=2 ~2v-2 
(2.7) 
A direct calculation based on the classical error formula 
for Gauss-Legendre quadrature [4, p. 75] shows that 
c n = 4Rn(T2n ). The proof follows from the previous 
observation and the def'mition of Kn(Z), since the first 
term of the right side of (2.7) is just K*(z). 
Closed forms for the first few coefficients in (2.2) can 
be determined from (2.1) by using the results developed 
in [7]. (Also see [3]). Table i in [7] gives a I and a 2 at 
once. Analogous techniques can be used to calculate 
the value of a 3 given below, and we omit the involved 
algebraic details. We have by (2.2), 
(1+al) a 2 + a 3 
Kn(Z) = Kn*(Z)[1+ ~-~-_1 + ~2(~2_1  ~4(~2 1 - - -   
where 
_ (2n+ 1) 
l+a l= (2n-1)(2n+3) 
_ 1 + 0 (n -2) 
2n 
(2n + 1) (2n 2-  25n + 6) 
a 2 = 
(2n + 5)(2n + 3) (2n- 3) (2n- 1) 2 
_ 1 + 0 (n -3) 
8n 2 
2(2n + 1)(4n 4 - 88n 3 + 107n 2 - 86n + 15) 
a 3 = 
(2n+7)(2n-5) (2n+ 5) (2n- 3) (2n- 1) 3 
_ 1 + 0(n-3). 
8n 2 
Incidentally, the previous closed form for a 3 extends 
the left column of table i in [7] to the next higher 
case, since Rn(T2n + 6) = a3Rn(T2n)" 
• In applications, for a fixed value of n, the rapidity of 
convergence of the series in (2.2) is dependent on the 
size of [~l = lz + (z 2 - 1)1/21. I fz is close to [-1, 1], 
-}-., .]~ 
(2.8) 
then I ~ I is only slightly larger than 1 and we would 
not expect o gain much more accuracy in approxi- 
mating Kn(Z), by taking additional terms beyond the 
leading term Kn(Z ) in (2.2). However, if z is not close 
to [-.1, 1], then the series in (2.2) will converge more 
rapidly and it may be worthwhile to include other 
terms, besides the usual approximation K~(z), in order 
to more accurately approximate Kn(Z ). The above 
closed forms for 1 + a 1, a 2 and a 3 are useful for this 
purpose. 
In the latter egard, it is interesting to visually com- 
pare the relative rrors in three approximations to 
Kn(Z), obtained by taking a few of the partial sums 
in (2.8). To this end, for the first partial sum K*(z) 
define 
I Kn(z ) - K*(z) I 
Dn(x' Y)  = - l°gl0 I Kn(Z) I ' 
where z = x + iy. DeFine the functions D+(x, y) and 
Dn A (x, y) in an analogous manner for the second and 
fourth partial sums in (2.8), 
+ • (1 + al) (z) Kn(Z)[1+ 1 
and 
A + (1+a1) 
K n (z) . . . .  + - -  
-1 
(2.9) 
a 2 a 3 + ] .  
~2(~2 -1) ~4(~2 _ 1) 
(2.10) 
For our immediate purpose, attention is restricted to 
the first quadrant of the z-plane, since Kn(z ) and the 
above approximations enjoy the following symmetry 
properties : 
Kn(Z- ) : Kn(Z ), Kn(-Z) = -Kn(Z), Kn(-Z) = -Kn(Z ). 
In figure 1 we present rough contour maps of the rune- 
+ [ions D*(x, y), D n (x, y) and Dn A (x, ~) for n = 5,. 
0 < x, y < 6. (For 0 < x ~< 1 and y = 0 the D-func- 
tions were set to zero). Only those contours with 
D* 5' D~ and DSA equal to 3, 7 and 10 are shown.As 
expected in light of the above discussion the superior- 
ity of K~ (z) and K5A (z) over the usual approximation 
K~ (z) is evident. In particular, the respective r lative 
• + 
errors for K5(z ), K5(z ) and K (z) at z = 2.5 are ap- 
proximately 10 -2.4 , 10 -4.8 , 10 -6.4 .
3. COMMENTS 
In general applications of (1.2) to functions which are 
not necessarily meromorphic with simple poles, a 
relatively simple approximation to Kn(Z ) is employed, 
because one must then evaluate or estimate the result- 
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Fig. 1. Contour maps for D~' D : ,  D5A equal to 3,7 
and10. 0<x<6,  0<y<6.  
frequently used approximation to Kn(z ) furnished by 
K*(z) = Cn ~-2n-1 meets this requirement. In fact, 
since 
2 (1 - l_!_ + 5 6~n3 ), n -~ oo C n 
4n 32n2 
it is possible to use the even more convenient approxi- 
mation 21r~ -2n-  1 [2] to Kn(z ) in (1.2). However, as 
illustrated by (1.4), for certain meromorphic func- 
tions it is not necessary to deal directly with a contour 
integral. For this reason some additional complexity 
can be accepted in an approximation to Kn(z ) for use 
in (1.4), the goal being the achievement ofmore ac- 
curacy than afforded by (1.6). 
As a very simple example to illustrate the latter point," 
suppose the n-point Gauss-Legendre rule (1.1) is used 
to estimate the integral of f(x) = (x-2)-1 over [-1, !]. 
The rational function f(z) = (z - 2) -1 has a simple pole 
at a I = 2 with residue A 1 = 1, and 
If(z)[ ~ 0 (]z[ 2n-1) as [z[-+ oo .  Consequently (1.4) 
applies and we have the exact quadrature error represen- 
tation 
Rn(f ) = -Kn(2 ) . 
The usual quadrature error estimate would be 
Rn(f ) ~. -K~ (2). 
However, additional terms from (2.2) can be taken in- 
to account o improve the accuracy of the previous 
estimate. For example, we can employ (2.9) 
Rn( f )  - K + (2), 
or for even higher accuracy (2.10), 
R n (f) ~, - K A (2). 
n 
In table I we compare the true quadrature error with 
the above three estimates for Rn(f ). (The figures in 
parentheses here indicate the power of  ten by which 
the preceeding number is to be multiplied). 
TABLE 1 
li "" 
n Rn(f ) -Kn~(2) -K+(2) 
-0.77032(-2) i0.786(-2) -0.7712(-2) 
-0.57307(-3) -0.580(-3) -0.5733(-3) 
-0.3046856(-5)-0.307(-5) -0.30470(-5) 
-0.77034i '2) I 
-0.57305(-3) l 
-013046863(-5) 1 
Table 1 shows the increased accuracy that is realized 
in this simple example when K + or K A is used in place n n 
f * o K n. For instance, the relative errors 
IR5(£ ) - K~(2)[/IR5(£) I and Ims(f )-K5~(2 ) I/Ims(f)l 
are about 0.7 x 10 -2 and 0.2 x 10 -5, respectively. 
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