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Abstract
The feedback vertex set problem for hypergraphs is considered and an ecient approximation
algorithm is presented. It is shown that an approximation factor of k is guaranteed when the
cardinality of every hyperedge is bounded by an integer k, generalizing the existing result for
ordinary graphs. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The vertex cover problem is perhaps one of the most well-known basic NP-complete
graph problems [12]. For any graph 1 G a set of its vertices is called a vertex cover
(VC) if it contains an end-vertex of every edge of G. In general some weight is
associated with each vertex of G, and the weight of a vertex set is dened to be the
sum of weights of vertices in the set. The problem is then that of nding a minimum
weight VC for G. Given the intractability of the VC problem for exact computation
despite its importance in many applications, an ecient and high-quality approximation
method for it has been a subject of active research over the years. The guaranteed
approximation with a multiplicative factor 2 of the optimum was found early by Gavril
[8, p. 134] for the unit cost case, using a simple heuristic based on maximal matching,
and many other heuristics with equality good performance guarantee are available today
even for the general cost case (see, e.g. [11]). The best performance ratio currently
known is 2− log log n=2log n of [3, 17].
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The subject of this paper is a problem closely related to VC, called the feedback
vertex set problem. A feedback vertex set (FVS) of a graph G is a set F of vertices
s.t. every cycle in G goes through some vertex of F , and the problem is that of
nding a minimum weight FVS for a given G. The FVS problem has a distinct history
of its own concerning its approximability, initiated by the combinatorial interest in
the number of vertex disjoint cycles in a graph [6]. Unlike the case of VC problem,
however, a constant factor approximation was found only recently. Bar-Yehuda et al.
obtained a factor 4 approximation for the unit cost case, an improvement from the
previous best of
p
log n [16], but only 4log n factor for general costs [4], which was
followed soon afterwards by the improved factor of 2 [2, 5], matching the best constant
for the VC problem.
Meanwhile, powerful lower bound techniques have been introduced with the advent
of PCP theory in the study of approximation for NP-hard optimization problems. The
VC problem was shown MAX SNP-hard in the seminal paper of Papadimitriou and
Yannakakis [18] (hence, no polynomial time approximation scheme [1]), and the lower
bound on the polynomial time approximation factor for VC has been continuously
improved in the last few years; currently it is known to be at least as large as arbitrarily
close to 7=6 (modulo P 6=NP) [9]. As for the FVS problem the VC problem can be
reduced to it with no loss of approximation quality [4], and hence, every lower bound
on approximability for VC applies to that for FVS.
Allowing not only binary but arbitrary arity relations called hyperedges, a hypergraph
provides itself as a more versatile and sometimes only usable model than an ordinary
graph, in many applications. It is thus quite natural and important to consider the VC
and FVS problems with hypergraphs in their problem domains. In fact, the VC problem
for hypergraphs is more commonly termed as the hitting set problem, which in turn
is known to be equivalent to the set cover problem. A k-hypergraph is the one in
which the cardinality of every (hyper-)edge is bounded by an integer k. It is then a
classic result by now that a factor 2 approximation for VC on ordinary graphs can be
generalized to the one with a factor of k on k-hypergraphs [10] (and no better constant
factor is known for any k). In a good contrast such a result has not been previously
known for the FVS problem.
In this paper we will show that the FVS problem on k-hypergraphs can be approx-
imated with a factor of k. It will be done so by means of the primal{dual algorithm
based on an IP formulation of the FVS, using graphic polymatroid functions, which can
be thought of as a generalization of the approach for the FVS on ordinary graphs as
exhibited in [7]. Notice, as with ordinary graphs, VC on k-hypergraphs can be reduced
in an approximation preserving manner to FVS on k-hypergraphs; create a cycle for
every existing edge by simply attaching a new edge to it with at least two vertices
shared by them. For these reasons any improvement upon the factor obtained in the
paper is deemed challenging.
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1.1. Notation and denitions
For any hypergraph G let V (G) and E(G) denote the vertex set and the edge set
of G, respectively. We treat a (hyper-)edge e of G=(V; E) simply as a set of ver-
tices of G (so eV ). For X; Y V let E[X ] denote the set of edges induced by
X (= fe2E: eX g), and E[X; Y ] the set of edges intersected by both X and Y
(= fe2E: e\X 6= ;; e\Y 6= ;g). A subgraph of G induced by X V is denoted by
G[X ](= (X; E[X ])). The set of edges incident to some vertex of X is denoted by (X )
and when those edges are restricted to the ones in a subgraph G[Y ] we denote it by
Y (X )(= (X )\E[Y ]). Let (u) (Y (u), resp.) be a shorthand of (fug) (Y (fug),
resp.).
Any hyperedge e is also represented by the set e of ordinary edges, which consists
of those connecting any two distinct vertices in e; i.e., e= ffu; vg e: u 6= vg. We
assume here that the representations for dierent hyperedges are disjoint from each
other. Thus, whenever two distinct hyperedges e1; e2 2E share at least two vertices,
their representations e1; e2 introduce multiple (parallel) edges in their union. Extending
this notation to a set F E of hyperedges we denote by F the edge set formed by
taking a disjoint union of e’s for e2F , and G=(V; E) denotes the ordinary graph
corresponding to a hypergraph G.
It is customary to measure the quality of an approximation algorithm by its perfor-
mance ratio: the worst-case ratio between the optimal cost and the cost achieved by
the algorithm for the same instance.
2. IP Formulation and algorithm
Let G=(V; E) be a k-hypergraph (i.e., jej6k;8e2E), and M =(E; r) be the cycle
matroid dened on G=(V; E), where r is the rank function of M . We also work on
the graphic polymatroid P=(E; f) dened on G; that is, f is the rank function of P
dened s.t. f(F) def= r(F) for any F E. The rank of any edge e of G is then given by
f(e)= r(e)= jej − 1, one less than its cardinality. Let (F) denote the sum of ranks
of edges in F (i.e., =
P
e2F f(e)). Due to the submodular property of f, we have
f(F)6(F) for any F , and when the equality holds (i.e., f(F)= (F)), F is called
a matching of P.
Proposition 1. Any edge set is acyclic in G i it is a matching of P.
Now for any S V , dene another function fdS on subsets of E[S] s.t.
fdS (F)
def= (F)− (f(E[S])− f(E[S]− F))
for F E[S], which can be regarded as the dual function of f w.r.t. the subgraph
G[S].
Proposition 2. The set function fdS is non-decreasing and submodular.
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We claim that the FVS problem on G=(V; E) with weight wu on u2V can be
formulated by the following integer program:
Min
P
u2V
wuxu
s.t.
(IP)
P
u2S
fdS (S(u))xu>f
d
S (E[S]); S V;
xu 2f0; 1g; u2V:
Theorem 3. A set F V is an FVS in G i xF 2f0; 1gV (incidence vector of F) is
a feasible solution to (IP).
Proof. Notice rst that any X V is an FVS in G i X \ S is an FVS in G[S] for
all S V . Take any S and consider the induced subgraph G[S]. Then, since an edge
subset of G[S] is acyclic i it is a matching of P,
Y  S is an FVS in G[S], E[S]− S(Y ) is a matching of P
,f(E[S]− S(Y ))= (E[S]− S(Y ))
= (E[S])− (S(Y ))
, (S(Y ))− (f(E[S])− f(E[S]− S(Y )))
= (E[S])− f(E[S])
,fdS (S(Y ))=fdS (E[S]):
Thus, X is an FVS in G i fdS (S(X \ S))=fdS (E[S]) for all S V .
Suppose rst that F is an FVS in G. Because fdS is a non-negative submodular
function
P
i f
d
S (Ei)>f
d
S (
S
i Ei) for any family of Ei’s, EiE[S], and hence,
P
u2S
fdS (S(u))x
F
u =
P
u2F\S
fdS (S(u))>f
d
S (S(F \ S))=fdS (E[S])
for all S V . Suppose next that F is not an FVS in G, which implies that there exists
S V s.t. fdS (S(F \ S))< fdS (E[S]). But then,
0<fdS (E[S])− fdS (S(F \ S))
= ((E[S])− f(E[S]))− ((S(F \ S))− (f(E[S])− f(E[S]− S(F \ S))))
= (E[S]− S(F \ S))− f(E[S]− S(F \ S))
= fdS−F(E[S − F])
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Input: a hypergraph G=(V; E) with vertex weights wu>0
Output: a feedback vertex set F
Initialize F = ;; S 0=V; y=0; l=0.
While F is not an FVS in G do
/* invariant: S 0=V − F */
l l+ 1.
Increase yS0 until for some u2 S 0 the dual constraint (of (D))
corresponding to u becomes tight.
Let ul  u.
Add ul into F and remove u from S 0.
For j= l downto 1 do
if F − fujg is an FVS in G then remove uj from F .
Output F .
Fig. 1. Primal{dual algorithm PD.
since E[S]−S(F \ S)=E[S−F]. Clearly
P
u2S−F f
d
S−F(S−F(u))x
F
u =0, and thus x
F
does not satisfy the constraint corresponding to S − F .
Take the LP relaxation of (IP) by replacing every integrality constraint on xu by
xu>0. Then its dual is
Max
P
S V
fdS (E[S])yS
s.t.
(D)
P
S:u2S
fdS (S(u))yS6wu; u2V;
yS>0; S V:
The primal{dual algorithm PD, presented in Fig. 1, is designed based on (IP) and (D).
The algorithm PD starts with F = ;, the original graph G[S 0] = (V; E) and the dual
feasible solution y=0. Given F , if it is not yet an FVS in G there must exist some
set S V corresponding to a violated constraint of (IP). In particular the set of all the
remaining vertices S 0(=V − F) must be always such a set. So, PD increases the dual
variable yS0 as much as possible until for some vertex u in S 0 the dual constraint for
u becomes tight; i.e.,P
S:u2S
fdS (S(u))yS =wu: (1)
Notice that yS0 here can indeed be increased because S 0 is the collection of all those
vertices whose corresponding dual constraints were not yet tight. PD adds u into a
solution set F and at the same time removes it from S 0. Clearly, F eventually becomes
an FVS in G (and a feasible solution to (IP)) while y is kept feasible to (D). Lastly,
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the vertices in F are examined one by one, in the reverse order of their inclusion to
F , and whenever any of them is found to be extraneous it is thrown out of F .
3. Performance analysis
The analysis of PD shows that its performance can be estimated by a combinatorial
bound of the following form.
Theorem 4. The algorithm PD nds an FVS F for any hypergraph G. The approxi-
mation ratio of F is bounded by
max
(P
u2X f
d
S (S(u))
fdS (E[S])
)
;
where max is taken over any minimal FVS X in a subgraph G[S] of G induced by
any S.
Proof. From the way PD works it can be seen that PD constructs an FVS F for G
and a solution y feasible to (D) simultaneously. The costs of these two solutions are
related, by means of (1), in such a way that
P
u2F
wu=
P
u2F
P
S:u2S
fdS (S(u))yS =
P
S V
 P
u2S\F
fdS (S(u))

yS:
Compare this with the dual objective function of (D) term by term. Then it follows
from the weak duality theorem of LP that the approximation ratio is bounded by the
maximum ratio between
P
u2S\F f
d
S (S(u)) and f
d
S (E[S]) for any S with non-zero
yS . Thus it remains to show that S \F is always a minimal FVS in G[S] whenever
yS>0. Let Sl be S 0 chosen by PD at the lth iteration (of While-loop). Notice that
Sl=V − fu1; : : : ; ul−1g and they are the only S’s with yS>0. Recall the last clean-
up step (For-loop) of the algorithm which examines if ul’s are needed in F in the
decreasing order of l. Suppose that for some j>1; F \ Sl is a minimal solution in
G[Sl] for all l>j. If uj is discarded from F , clearly F \ Sl is a minimal solution in
G[Sl] for all l>j. Assume not and uj is found non-redundant in F . At this point of
time F fu1; : : : ; uj−1g, and hence, this means that (F − fujg)\ Sj is not an FVS in
G[Sj]. Therefore, F \ Sj must be a minimal FVS in G[Sj]. Besides, since uj =2 Sl for
all l>j; F \ Sl remains the same as before, a minimal FVS in G[Sl], for all l>j.
In what follows when it is clear from the context on which graph G; fdV (G) is dened,
it will be denoted simply as fd. Observe that in general
r(E)− r(E − F) = # of edges in F that must belong to every base of
M =(E; r)
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for any F E, and hence, we may write
fd(F) = (F)− (f(E)− f(E − F))= (F)− (r(E)− r(E − F))
= (F)− (r(E)− r(E − F))
= (F)− (# of edges in F that must belong to every base of
M =(E; r)): (2)
Lemma 5. Let X V be any minimal FVS in a k-hypergraph G=(V; E). Then;P
u2X
fd((u))6kfd(E):
Proof. Suppose G is not connected. Let C1 be a component of G and C2 be the rest
of G. Then, since both f and  are additive over components, for any F E,
fdV (F) = (F) + f(E)− f(E − F)
= ((F \E(C1)) + (F \E(C2))) + (f(E(C1)) + f(E(C2)))
− (f(E(C1)− (F \E(C1))) + f(E(C2)− (F \E(C2))))
=fdE(C1)(F \E(C1)) + fdE(C2)(F \E(C2)):
Besides, if X is a minimal FVS for G, X \V (C1) must be a minimal FVS for C1.
Thus, it suces to prove the inequality per component of G. Also notice that it becomes
trivial if X consists of a single vertex v for then,
P
u2X f
d((u))=fd((v))6fd(E).
So assume henceforth that G is connected and jX j>2. Let c denote the number of
components in G[V−X ] and x= jX j. Since E[V−X ] is acyclic, r(E[V − X ])= (E[V−
X ]). Also, a spanning tree of G can be formed by rst forming a spanning forest of
G[V − X ] and then connecting it together with the vertices of X . Thus, we may write
f(E)= r(E)= r(E[V − X ]) + (x + c − 1)= (E[V − X ]) + (x + c − 1), and hence,
fd(E) = (E)− f(E)= (E)− ((E[V − X ]) + x + c − 1)
= (E[X ][E[X; V − X ])− (x + c − 1):
Let (u) denote the number of edges in (u) which must belong to every base of M .
Then using (2), fd((u))= ((u))− (u), and hence,
kfd(E)− P
u2X
fd((u)) = k(E[X ][E[X; V − X ])− P
u2X
((u))
+
P
u2X
(u)− k(x + c − 1):
Let us now classify the edges of E[X ][E[X; V − X ] according to their sizes and
counts of incidences with X . We say that an edge e is of type hi; ji i jej= i and
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it is incident with j vertices of X (i.e. je\X j= j), and denote the number of hi; ji-
edges (in E[X ][E[X; V − X ]) by eij. Since the contribution of any hi; ji-edge in
k(E[X ][E[X; V −X ])−Pu2X ((u)) is k(i− 1)− j(i− 1)= (k− j)(i− 1), we may
write
k(E[X ][E[X; V − X ])− P
u2X
((u))=
P
16j6i6k
(k − j)(i − 1)eij
and hence, it suces to show
kfd(E)− P
u2X
fd((u))=
P
16j6i6k
(k − j)(i − 1)eij +
P
u2X
(u)− k(x + c − 1)>0:
We shall prove a slightly stronger inequality restricting ourselves to the edges of
E[X; V − X ] only (i.e. j<i). Observe also that
(k − j)(i − 1) = ki + j − k − ij=(ki + j − kj − i) + (kj + i − k − ij)
= (k − 1)(i − j) + (k − i)(j − 1)>(k − 1)(i − j)
for all i and j. So it is clearly sucient for our purpose to proveP
16j<i6k
(k − 1)(i − j)eij +
P
u2X
((u)− k)− kc>0: (3)
Assign −k units of potential to each component of G[V − X ], (u)− k units to each
vertex of X , and (k − 1)(i − j) units to each hi; ji-edge of E[X; V − X ]. To prove the
validity of (3) we shall appropriately redistribute those potential assigned on edges,
vertices, and components, and argue that there remains no one in decit at the end.
First, take any hi; ji-edge e2E[X; V − X ] and we distribute its potential evenly to
those vertices of V − X incident with e. Since e has (k − 1)(i − j) units of potential
and there are exactly i − j vertices in e\ (V − X ), each one receives k − 1 units.
Next, pass all the potential assigned this way to the vertices of V − X to the com-
ponents of G[V − X ] they belong to. Observe that at this point any component is no
longer in decit if it contains at least two such vertices since 2(k − 1)− k = k − 2>0.
Even if it is decient, it is so only by one unit since any component must be inci-
dent with at least one edge of E[X; V − X ]. Let Du denote the set of those decient
components adjacent to a vertex u of X .
We now consider how to estimate the value of (u) for any u2X . Let us rst
dene the set Bu of components of G[V − X ] s.t. a component C is in Bu i every
edge (of E[X; V − X ]) incident with C contains u (i.e., in (u)). Observe now that,
to connect those components of Bu together with the rest of G, any spanning tree T
of G can use edges from (u) only. This only requires jBuj edges of (u), and one
more edge is needed in T from (u) for, otherwise, T cannot be connected (recall
jX j>2). Hence, we can estimate that (u)>jBuj + 1. Notice furthermore that the
denitions for Bu and Du imply the relationship DuBu for any u. Pass one unit of
(u) to each component of Du for every u2X , and then, there no longer remains a
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decient component. So, still in decit in G are the vertices of X only, and it is so
by k − (u) + jDuj6k − 1− jBu −Duj units.
Recall now that X is a minimal FVS, which implies that u together with V − X
induces a cycle for each u of X . A moment of reection tells us that then such
a cycle must be formed by u, a single component C of G[V − X ], and either a
single hi; 1i-edge e2E[X; V − X ] s.t. e\X = fug and je\V (C)j>2, or two hi; 1i-
edges e1; e2 2E[X; V − X ] s.t. e1 \X = e2 \X = fug and je1 \V (C)j= je2 \V (C)j=1
for some i. Let Cu denote the component of G[V −X ] involved in such a construct for
u2X . Notice here that while Cu could be chosen by some other vertices of X as their
counterparts (i.e., Cv=Cu for v 6= u), Cu is never in Du. In fact Cu is given 2(k − 1)
units exclusively for each v2X with Cv=Cu; thus, if Cu is shared by l vertices of X ,
it has a surplus of at least 2(k − 1)l − k>k − 2 units. Consider the case when l>2
and observe that
2(k − 1)l− k
l
= k − 2 +

1− 1
l

k>k − 2 + 1
2
k>k − 1
for k>2. Thus, Cu has an enough amount of surplus to cover all the decits at v for v
with Cv=Cu. So the remaining case is when l=1 (i.e., there is no v 6= u s.t. Cv=Cu).
Case Cu 2Bu: Then, jBuj>jDuj + 1 and now, u is decient by at most k − 1 −
jBu −Duj6k − 2 units, which can be collected from the surplus of Cu.
Case Cu =2Bu: Then, at least (k − 1) more units are added to the surplus of Cu by
an edge not in (u), sucient to cover the decit of u.
Since a subgraph of a k-hypergraph is always a k-hypergraph, we may apply
Lemma 5 to the bound given in Theorem 4, to conclude with the following.
Corollary 6. The FVS problem for k-hypergraphs can be approximated by PD within
a factor of k.
4. Final remarks
It was shown that the FVS problem for k-hypergraphs can be approximated with a
factor of k. To illuminate this result with additional insights into the problem struc-
ture it is worth pointing out the following facts concerning the approximability of
node-deletion problems. The node-deletion is a generic problem of nding a minimum
weight vertex set whose deletion from a given graph results in a graph satisfying some
xed property . The VC (FVS, resp.) problem corresponds to the one for the property
= \graph has no edges" (\graph is acyclic", resp.). All the node-deletion problems
for such hereditary properties are known to be NP-complete [14], and so far, exclud-
ing rather trivial cases as given in [15], the constant factor approximable cases are
known only for properties of very special structure [7]; that is, such a property  that
in any graph G the edge sets of subgraphs of G satisfying  form a matroid. Indeed,
the property = \acyclic" for FVS, for instance, \induces" a matroid on any graph
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G (namely, the cycle matroid of G). On the other hand, the system induced by the
same  on a hypergraph is no longer a matroid, and in fact the problem of nding a
maximum acyclic subgraph in a k-hypergraph is much harder when k>3; it becomes
quite involved already with k =3 (called the matroid matching problem [13]), gener-
alizing both matroid intersection and general graph matching, and it becomes NP-hard
for k>4. The result of this paper thus shows that the constant factor approximation for
a node-deletion problem can coexist with the hardness in the corresponding maximum
subgraph (or edge-deletion) problem.
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