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This dissertation presents an introduction to human-in-the-loop deep learning methods for remote sensing applica-
tions. It is motivated by the need to decrease the time spent by volunteers on semantic segmentation of remote
sensing imagery. We look at two human-in-the-loop approaches of speeding up the labelling of the remote sensing
data: interactive segmentation and active learning. We develop these methods specifically in response to the needs
of the disaster relief organisations who require accurately labelled maps of disaster-stricken regions quickly, in
order to respond to the needs of the affected communities.
To begin, we survey the current approaches used within the field. We analyse the shortcomings of these models
which include outputs ill-suited for uploading to mapping databases, and an inability to label new regions well,
when the new regions differ from the regions trained on. The methods developed then look at addressing these
shortcomings.
We first develop an interactive segmentation algorithm. Interactive segmentation aims to segment objects with a
supervisory signal from a user to assist the model. Work within interactive segmentation has focused largely on
segmenting one or few objects within an image. We make a few adaptions to allow an existing method to scale to
remote sensing applications where there are tens of objects within a single image that needs to be segmented. We
show a quantitative improvements of up to 18% in mean intersection over union, as well as qualitative improvements.
The algorithm works well when labelling new regions, and the qualitative improvements show outputs more suitable
for uploading to mapping databases.
We then investigate active learning in the context of remote sensing. Active learning looks at reducing the number
of labelled samples required by a model to achieve an acceptable performance level. Within the context of deep
learning, the utility of the various active learning strategies developed is uncertain, with conflicting results within
the literature. We evaluate and compare a variety of sample acquisition strategies on the semantic segmentation
tasks in scenarios relevant to disaster relief mapping. Our results show that all active learning strategies evaluated
provide minimal performance increases over a simple random sample acquisition strategy. However, we present
analysis of the results illustrating how the various strategies work and intuition of when certain active learning
strategies might be preferred. This analysis could be used to inform future research.
We conclude by providing examples of the synergies of these two approaches, and indicate how this work, on
reducing the burden of aerial image labelling for the disaster relief mapping community, can be further extended.
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Remote sensing has experienced a wave of new interest in recent years, given the accessibility of data and the
additional computational power to analyse the data. Remote sensing and aerial imagery originated from World
War 1, when photos taken from aeroplanes were used for reconnaissance [Mnih, 2013]. Remote sensing data
sources now include satellite imagery, multi-spectral satellite imagery and drone imagery. Remote sensing has
found widespread use across industry, government and academia, where it is used for, among other applications,
urban planning, crop management, disaster relief and climate modelling.
Much of the labelling work, from which utility arises, is done by human annotators through thousands of hours of
careful annotation. For disaster relief applications, thousands of volunteers across the globe collaboratively produce
maps from remote sensing imagery, annotating roads, building and many other map features. These enormous
labelling efforts are required before disaster relief organisations, like Medicins sans Frontiers and the American
Red Cross, are able to go into various regions to deliver much-needed aid. Human volunteers take time to map
regions and the number of volunteer hours are excessive. Reducing the amount of volunteer effort required is of
high priority to these disaster relief organisations, as is increasing the speed of service delivery.
In this study, we develop and examine two proposals for reducing the labelling cost: (1) human-in-the-loop labelling
through interactive segmentation and (2) human-in-the-loop labelling through active learning. This dissertation
focuses on two publicly-available datasets on the land-cover mapping and building footprint segmentation, both
formulated as semantic segmentation problems.
1.1 Motivation and Background
The motivation for this project was largely driven by a collaboration between the American Red Cross, Missing
Maps, Intel and Mila. These disaster relief organisations require accurate maps of disaster-stricken regions, in
order to prepare and respond. Map features such as roads, buildings, bridges and water are critical for, among
other reasons, allocating resources. Current approaches for obtaining maps require time-intensive manual labelling
crowd-sourced from teams of human volunteers [Dittus et al., 2017].
This collaboration largely focused on exploring how machine learning could assist the labelling workflow. After
in-depth analysis of the workflow, discussions with various stakeholders in different roles and a first attempt at the
problem we found a number of constraints in deploying machine learning systems to this application. During the
course of trying to address this, a few research questions arose. We believe these questions, while more engineering
in nature, are useful to the broader community. Thus, this dissertation assists in answering these questions, the
overarching one being how to reduce the amount of time humans spend labelling aerial imagery.
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Beyond the applications of mapping data for disaster relief, mapping data is used in an extraordinary array of
applications that is increasing each day. The methods developed could be useful and applicable to any of the new
downstream applications.
1.2 Problem Definition
The overarching problem this dissertation looks at solving is reducing the amount of human effort required to
produce accurate maps from remote sensing imagery. Currently, when a model is trained on one region and is
tested or used on another region, its performance degrades and often substantially. Thus machine learning models
are not often used due to issues with accuracy. If the models could adapt based on a few examples labelled quickly
by volunteers, then that would reduce the burden on the volunteer community significantly.
We break this down into two problems that we approach to assist with the above:
1. Reducing the time taken to label an image;
2. Reducing the number of images that are required to be labelled to obtain an accurate model.
We suggest two possible solutions:
1. Interactive segmentation: helping humans produce segmentation maps with less effort from a human, through
interacting with an algorithm.
2. Active learning: choosing training samples to label that would maximally benefit a model to improve its
performance.
1.3 Scope and Limitations
This work is restricted to interactive segmentation and active learning in the semantic segmentation task for disaster
relief. There is a large body of literature associated with remote sensing, labelling and generalisation, but we limit
the scope of the dissertation to those two tasks.
The majority of the experimentation was conducted between February and October of 2019, with additional
experiments conducted in 2020. Unfortunately, due to numerous factors, the write-up of this work was delayed
multiple times until mid 2020. Thus there are limited references to work after 2019.
1.4 Contributions
This dissertation provides the following contributions:
1. Provides a framework and constraints for the problem of aerial image labelling within the context of disaster
relief mapping.
2. Design of an interactive corrections algorithm for human-in-the-loop interactive segmentation for land-cover
mapping and building segmentation.
3. Present a detailed comparison of some active learning algorithms on the semantic segmentation problem. We
use two datasets that can serve as an additional test case for future work in active learning.
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1.5 Outline
The rest of the dissertation is structured as follows:
1. Chapter 2 starts by presenting background around disaster relief mapping and remote sensing more generally.
Following which, a pointed summary of semantic segmentation using fully convolutional networks is
presented. The chapter then moves onto background on a few unsupervised representational learning methods
and methods for visualising high dimensional data. The chapter ends by introducing the reader to the relevant
literature in building footprint segmentation and land cover mapping. This is quite broad and non-specific, as
specific mentions to the literature that are related to the specific work done is provided in the latter chapters.
2. Chapter 3 introduces the datasets that are used through the dissertation, and provides an analysis of them.
The datasets are the Inria Aerial Image Labelling dataset (a building footprint segmentation dataset) and the
Chesapeake Land Cover dataset (a land cover mapping dataset).
3. Chapter 4 looks at interactive segmentation and compares an iterative corrections algorithm developed, with
two baselines. The iterative corrections algorithm outperforms the baselines on both datasets and works well
in a variety of scenarios. It provides an up to 18% increase in mean intersection over union, the primary
performance metric for semantic segmentation.
4. Chapter 5 looks at active learning, and compares a variety of sample acquisition strategies in contexts relevant
to disaster relief mapping. The results show that all active learning strategies evaluated provide minimal
performance increases over a simple random sample acquisition strategy. An analysis of the results does,
however, provide some understanding of how the various strategies work and intuition of when certain active
learning strategies might be preferred.
5. Chapter 6 concludes by providing some examples of the synergies of these approaches, and indicates how




This chapter provides a brief introduction to disaster relief mapping and remote sensing, along with methods that
automate the mapping process or assist in automating the mapping process.
Section 2.1 provides an introduction to disaster relief mapping and its importance. Analysis of the process of how
maps are generated for disaster relief is presented. This analysis provides insight into how machine learning can
assist in the disaster relief mapping process. Specifically, the analysis shows that given the need for validation,
interactive segmentation and active learning are promising solutions.
Section 2.2 provides an introduction to remote sensing. This includes aspects such as spatial resolution, spectral
resolution and other issues that arise from remote sensing data capture.
Section 2.3 provides an introduction to deep learning models for semantic segmentation. In particular, it focuses
on the development of fully convolutional networks for semantic segmentation and the important components of
training such networks.
Section 2.4 provides an introduction to three unsupervised deep learning methods: autoencoders, variational
autoencoders and Tile2Vec. Autoencoders and variational autoencoders are widely used unsupervised learning
techniques to learn compact representations of data, while Tile2Vec is an unsupervised learning technique to learn
compact representations specifically for remote sensing imagery.
Section 2.5 presents background on two data visualisation methods: Principal Component Analysis and t-SNE.
t-SNE is commonly used for visualising high dimensional data and is used within this dissertation.
Sections 2.6 and 2.7 present overarching literature of machine learning techniques applied to building footprint
segmentation and land cover mapping. More literature specifically related to interactive segmentation and active
learning are presented in their respective chapters.
2.1 Introduction to Disaster Relief Mapping
The world is constantly facing disasters— from natural ones like hurricanes and earthquakes to man-made ones like
war zones— and people suffer in the aftermath of those disasters. Disaster relief organisations, like the Red Cross
and Médecins Sans Frontières, step in to assist those affected by disasters. These organisations’ assistance includes
providing access to clean water, sanitation, food and pharmaceuticals and medical attention.
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Figure 2.1: Examples of Humanitarian OpenStreetMap Team (HOT) Projects in early 2020 [Humanitarian Open-
StreetMap Team, 2020].
A critical aspect of their missions is planning, hence the requirement for maps. To be able to respond quickly
and appropriately to the disasters, they need accurate mapping data to reach affected communities. For many of
the disaster areas there is no mapping data available or it is outdated. In many scenarios the maps have changed
post-disaster (e.g. collapsed buildings and flooding) [Dittus et al., 2017].
Volunteer-driven communities like the Humanitarian OpenStreetMap Team (HOT) [Humanitarian OpenStreetMap
Team, 2020] work together with the disaster relief organisations to rapidly map disaster-stricken areas. The data is
made available via OpenStreetMaps (OSM) [OpenStreetMap Contributors, 2019].
HOT aims to create maps for disaster-stricken areas with the specific needs of disaster relief organisations in mind.
Responses that HOT has assisted with include Cyclone Idai in 2019 and mapping for COVID19 in Botswana. HOT
sets up these projects in consultation with their partner organisations. They map certain features (e.g. buildings,
bridges and roads) in a particular region to assist with a particular disaster response in mind. For example, the Red
Cross might require routes of entry to an area and so request roads to be mapped.
Mapping is difficult and time-consuming; the disaster relief areas are huge. As a consequence, even the large
community of volunteers in HOT struggle to keep up with the demand. This significantly affects all disaster relief
organisations’ ability to service the communities affected by disasters [Dittus et al., 2017].
2.1.1 Process
The process for mapping disaster-stricken areas can be broken down into four steps: (1) project creation, (2)
sub-project-creation and prioritisation, (3) mapping and (4) validation.
Step 1: Project Creation
The first step following a disaster is the creation of a project. This is done by the leadership of HOT and their
partner disaster relief organisations. Together they defined regions of interest that need to be mapped. These are
huge regions encompassing in excess of 100 square km2. Often not much is known about these regions.
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Figure 2.2: Sub-Projects and Priority [OpenStreetMap Contributors, 2019].
Step 2: Sub-Project Creation and Prioritisation
The next step is to divide the project into smaller sub-projects where necessary. For example, it could be defined
by a region/city or it could be defined by the type of annotation required (e.g. road, building or water). Once this
has been completed, the regions in each sub-project are set-up in a grid. Through the HOT tasking manager, the
projects and sub-projects are distributed among mappers across the world, without introducing submission conflicts.
Projects tend to focus on mapping specific features (e.g. buildings) in a specific region (e.g. area surrounding a
village in Darfur). These regions are then divided into a set of tiles to further divide the work.
Figure 2.3: Sub-Projects and Priority [OpenStreetMap Contributors, 2019].
It is important to note that the grid of tiles are of a regular size. However, the tiles do not take a uniform amount of
time to map. For example, if one were to map buildings there might be a tile with one 1 building while another tile
has 1000 buildings. This load-balancing problem is well-known and some efforts have been made to address it
using machine learning, which we detail in section 2.1.2.
Step 3: Mapping
The mapping then takes place. Volunteers map the required objects on OSM using map editing tools like iD Editor.
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Figure 2.4: iD Editor [OpenStreetMap Contributors, 2019, Dittus et al., 2017].
In iD Editor, a mapper maps by drawing shapes (e.g. polygons, circles and lines) around the objects of interest.
Once drawn mappers label the shapes appropriately (e.g. building or road)
Step 4: Validation
Lastly, there is a peer review process in place to validate the data. Only experienced mappers may review
submissions. Beyond accepting or rejecting a submission, validators may also correct submissions and communicate
with volunteers who made the submissions.
2.1.2 Efforts to Integrate Machine Learning in the Pipeline
There have been numerous attempts to integrate machine learning into the process to reduce the required effort,
but applying models directly to the regions and uploading does not work. Machine learning models often get
annotations wrong, and are very susceptible to errors when moving to different regions. Thus, direct uploads to
mapping databases from machine learning models is not allowed— volunteers have to at the very least validate the
output of the machine learning models. However, as noted there have been some recent efforts to integrate machine
learning into the pipeline, and some of them have been successful.
Load Balancing & Prioritisation
The most successful and widespread use of machine learning in the disaster relief mapping pipeline was the effort
in early 2019 to use machine learning models to generate a first pass. Multiple models are used to generate building
or road predictions. These predictions are then used to provide estimates of project and sub-project complexity. The
predictions are also used to coordinate the prioritisation of tiles to be mapped, when assigning tiles in the tasking
manager to volunteers [Humanitarian OpenStreetMap Team, 2018].
Another way it is used is to provide an estimate of how much of a patch has been mapped. As it has been stated,
even broken up tiles are still vast. They are often done in pieces. Machine learning can be used to estimate how
much of tile has been mapped [Humanitarian OpenStreetMap Team, 2018].
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Road Mapping
MapWithAI [MapWithAI Team, 2020] is a recent project born out of Facebook in late 2019, which released an
interactive mapping tool for roads. They train models for different regions of the world (specific to each region),
with the models producing a first-draft of a road polygon. Through their adapted iD Editor, RapiD, the user is
then able to move nodes on the roads around to correct output. This is an interactive segmentation process, albeit
without further machine learning adaptation after the first draft. Notably, every single road from the AI output will
be added only after human validation. Mappers must manually select a road to OSM from the RapiD layer so every
road will receive human attention. This is a requirement from HOT and OSM to ensure accuracy.
Figure 2.5: RapiD Map Editor from Facebook and MapwithAI [MapWithAI Team, 2020].
MapWithAI has been one of the biggest successful deployments of machine learning for disaster relief mapping.
Buildings with Bing Maps
In a trial in 2019, Microsoft through Bing Maps generated around 18 million building footprints in Uganda and
Tanzania using recent deep learning models [Bing Maps Team, 2019]. They did this through a two-step process
with semantic segmentation followed by polygonisation. Microsoft applied ResNet34-based RefineNet to produce
building footprint segmentation masks. They then applied a noise reduction process on the masks produced, and
finally applied a polygonisation algorithm to create building footprints for upload to OpenStreetMaps (and other
databases).
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Figure 2.6: Microsoft’s Bing Building Footprints Labelling Process in Uganda and Tanzania [Bing Maps Team,
2019].
They noted that these African regions presented additional challenges for them: the landscapes look different to
United States or Canada, contain unique settlements and exhibit poor image quality and a paucity of training data
in certain sub-regions. Subsequent targeted labelling efforts across the regions improved the model significantly
[Bing Maps Team, 2019].
2.1.3 Limitations Holding Adoption of Machine Learning into the Pipeline
The primary reason there is reluctance to use machine learning in the mapping pipeline is accuracy. Models moving
from region to region degrade in accuracy as the distribution changes. In addition, some of the outputs from
segmentation models are poor.
Roads, which are one of the easier objects to segment as there is more regularity across regions, still require a model
to be adapted to a new region to have anything close to acceptable accuracy. This is demonstrated by Facebook’s
MapWithAI, which only has the RapiD’s AI first draft in regions in which it has a model trained for, and only with
roads.
There are two interesting gaps in which machine learning could further assist:
1. The community will continue to use volunteers to ensure the maps are accurate and valid. Methods that
integrate validators into the machine learning mapping process, like MapWithAI has, will have the most
success. Furthermore, methods that make optimal use of the validators’ time will be appreciated. Interactive
segmentation does this. Developing an interactive segmentation model that deals directly with the problems
of annotation at scale will be particularly helpful.
2. As we move to new regions, we would like to train a model with as few labelled samples as possible to
achieve an acceptable accuracy. Active learning could be considered as a solution to this problem. If an
efficient active learning solution to this problem can be found then less volunteer time would be required to
label maps, as the models will be accurate enough to label the maps themselves.
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2.2 Introduction to Remote Sensing
Remote sensing data has become ubiquitous and informative. It is used in a wide variety of applications ranging
across geological sciences, climate change analysis, agricultural monitoring and disaster relief planning. This
section aims to introduce to the reader to the remote sensing data acquisition methods relevant to this dissertation.
Many space agencies and other vendors of space imagery have adopted free or cost-effective access to remote
sensing data. The European Space Agency has a free and open-data access policy for the data acquired from its
Sentinel satellites.
The United States Department of Agriculture has a National Aerial Imagery Program (NAIP) [United States
Department of Agriculture] that provides aerial imagery of the USA and makes it available to the wider public
within a year of acquisition. The United States Geological Survey has provided open access to images from the
Landsat Satellites for decades.
Figure 2.7: Landsat-8 Satellite [USGS].
For the purposes of this dissertation it is useful to know of the two primary considerations that affect the image
quality with regards to the sensors’ capabilities themselves: spatial resolution and spectral resolution.
Remote sensing imagery is acquired by sensors that record data from energy interacting with the Earth’s surface.
Remote sensing sensors are installed on satellites or aircrafts, and measure the electromagnetic radiation from
reflection, emission, and emission reflection [University of Minnesota].
Figure 2.8: Remote Sensing with Passive Sensors Illustration [Wikimedia Commons].
For remote sensing of earth mapping data, we use passive sensors. These sensors use solar radiation to illuminate
the Earth’s surface and record the electromagnetic waves from the surface in the visible and near-infrared bands.
This is illustrated in figure 2.8. More recently, hyper-spectral imaging sensors are being employed. These sensors
measure more of the electromagnetic spectrum.
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2.2.1 Spectral Resolution
The datasets used have images acquired from multi-spectral sensors (either RGB or RGB and Near Infrared (NIR)).
Data from hyper-spectral sources are available and, as with algorithms using deep learning, more data allows for
better features to be generated thereby producing better accuracy. Considering the datasets used, this discussion is
restricted to RGB and NIR.
The visible spectrum consists of red (0.6 – 0.7 µm), green (0.5 – 0.6 µm) and blue (0.4 – 0.5 µm). The other band
of interest is near-infrared (0.7 – 1.2 µm). Near-infrared is particularly useful at distinguishing green vegetation
and water. Other infrared bands are also useful for a variety of vegetation applications like crop health. Figure 2.9
shows what can seen in the different bands [University of Minnesota].
Figure 2.9: Illustration of what is seen through RGB and Near Infrared Sensors [Valada et al., 2020].
Water is absorbed by infrared wavelengths and is thus easily distinguishable. In addition, different plants also show
variation in this band. The red band is important as it is the band in which chlorophyll absorbs energy. It can thus
easily distinguish between vegetation and non-vegetation.
2.2.2 Spatial Resolution
Spatial resolution for remote sensing refers to the extent of the ground covered by a single pixel that is recorded in
an image. High-resolution images, which are used in the datasets we use, have an extent of less than 1 meter per
dimension of a pixel. Note that spatial resolution is given in meters.
2.2.3 Other Satellite Issues
Sensors often record data that affects the ability to use the imagery for our applications. Examples include
atmospheric conditions, illumination geometry and time of day. Changes to these result in inconsistent data.
One significant issue is the nadir angle, which refers to the angle at which the image was captured with respect to
the ground. A nadir angle of 90o is generally what is required, but this often is not what is obtained. A process
known as ortho-rectification attempts to correct for the nadir angle and terrain displacement.
Another issue when capturing aerial imagery are clouds and haze. The clouds and haze limit the utility of the
data significantly. While methods are being developed to artificially remove clouds or allow models to work with
clouds included, this is largely still primarily a research problem. Currently, the extent covered by clouds is simply
recaptured without clouds.
2.2.4 Published Datasets versus Typical Workflow
Datasets published for the advancement of algorithms are relatively clean. However, errors in the data and ground
truth labels are very common. Still, the cleanness of published datasets differ significantly from what is seen in
industrial applications. When working with the American Red Cross, we often found tiles that exhibited cloud
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occlusions, off-nadir captured images and other problems. This required going back go the image vendors for
new images. Machine learning algorithms that can be robust to less than perfect data is important for industrial
applications, and interactive segmentation is an example of a potential method in this respect.
2.3 Semantic Segmentation with Fully Convolution Networks
Semantic segmentation is the task of assigning each pixel in an image a semantically meaningful class. This has
been a long-standing research problem within the computer vision community and is a difficult task. Deep learning
provided a significant stride forward in the field, as with most computer vision tasks.
Initially, a patch-based approach using ConvNets was used [Ning et al., 2005, Farabet et al., 2013], followed
by the introduction of fully convolutional methods [Long et al., 2015b]. Fully convolutional methods are still
the best-performing models in the field, with recent innovations including skip connections, atrous convolutions
and conditional random field post-processing [Chen et al., 2018a]. In subsection 2.3.1, we discuss these model
architectures.
Other components of the neural network approach are discussed in subsections 2.3.2 (loss functions), 2.3.3
(optimisers) and 2.3.4 (weight initialisation). In subsection 2.3.5, we discuss the evaluation metrics used to measure
the performance of semantic segmentation algorithms.
2.3.1 Model Architectures
Fully convolutional model architectures used for semantic segmentation generally consist of two components: an
encoder and a decoder. The encoder downsamples the image while encoding high-dimensional feature representa-
tions of the data; the decoder then upsamples the image from the high-dimensional features to generate semantically
meaningful class output per pixel.
This subsection provides a history of notable fully convolutional network model (FCN) architectures. The section
includes the FCN introduced by Long et al. [2015b], U-Net, SegNet and a short summary of more recent model
architectures.
FCN
The most effective basic deep learning based approach to semantic segmentation was developed by Long et al.
[2015a]. They adapted an existing CNN architectures for pixel-wise semantic segmentation by removing the
fully connected layers of the network. The spatial resolution at the end of this CNN (effectively the encoder) is
significantly reduced due to strides of the convolution and pooling. Their initial FCN had a single upsampling layer
at the end in order to produce segmentation maps to match the spatial resolution of the input image and ground-
truths provided. This process provided very coarse segmentation outputs. To increase the spatial resolution they
introduced skip connections from earlier blocks in the encoder with upsampling, which results in finer segmentation
outputs. These architectures along with their resulting outputs are illustrated in figure 2.10.
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Figure 2.10: The FCN architectures and example outputs presented by Long et al. [2015a].
ResNet18-Based FCN
A popular semantic segmentation approach that works well is simply replacing the encoder in the FCN architecture
with a more powerful encoder. ResNet18, 35, 50, 101 and 152 [He et al., 2016a] are all extensively used within the
field. We chose to use ResNet18 as our backbone as it provides a balance between computational requirements and
performance.
For a discussion on the ResNet backbone we refer the reader to the original ResNet paper by He et al. [2016a].
The paper provides a detailed discussion around the residual blocks. In summary, the residual blocks consist
of convolutional layers, batch normalisation and rectified linear units along with, and most importantly, skip
connections. The skip connections allow deeper networks to be trained, which results in increased accuracy. For
information around the basic elements (like convolutional layers, batch normalisation and rectified linear units), we
refer the reader to Goodfellow et al. [2016], which provides an excellent introduction.
A diagram of our ResNet18-based FCN architecture is shown in 2.11. In the ResNet backbone, the numbers
next to the residual blocks indicates the number of filters in the convolutional layers. Once the image passes
through the ResNet backbone, upsampling and transposed convolution layers are used similar to the original FCN
implementation. We use this architecture, following Singh et al. [2019] who used it for land cover mapping.
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Figure 2.11: ResNet18-based FCN architecture.
U-Net
U-Net [Ronneberger et al., 2015] is a fully convolutional encoder-decoder network with skip connections. It was
designed for use with medical images. The encoder reduces the spatial resolution but increases the feature richness.
The decoder creates a high-resolution segmentation map from the low resolution, rich feature set created by the
encoder. Regular skip connections (implemented as concatenation) were used to connect the encoder layers that
precede the max pooling layers to the decoder. The architecture is illustrated in figure 2.12. U-Net, as opposed to the
FCN architectures, uses longer skip connections. These skip connections retain more high resolution components
thus allowing for better segmentation around the edges.
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Figure 2.12: U-Net Architecture [Ronneberger et al., 2015].
One can make the model simpler and reduce memory and compute requirements by reducing the number of filters.
We make use of such a simplification, in chapter 4, by dividing the number of filters in each section by 4 (i.e. 64
filters becomes 16 filters, and 512 filters becomes 128).
SegNet
SegNet [Badrinarayanan et al., 2017] introduced a fully convolutional encoder-decoder architecture for segmentation.
Regular skip connections were introduced from the encoder component to the decoder component to aid the decoder
in determining the fine-grain segmentation maps. However, these skip connections do not copy the feature maps
from the encoder like U-Net. Instead, they copy the pooling indices from the decoder (from downsampling), and
use these pooling indices for upsampling. This reduces the computational burden.
Figure 2.13: SegNet Architecture [Badrinarayanan et al., 2017].
Further Progress in the Field
FC-DenseNet [Jegou et al., 2017] took the ideas of these papers further by creating a deeper encoder, with a
corresponding decoder. FC-DenseNet also made use of more skip connections.
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DeepLab [Chen et al., 2017] improved fine-grain segmentation by using atrous convolution and fully connected
conditional random fields. The atrous convolutions and CRFs help particularly with boundaries and edges in
segmentation.
DeepLabv3 [Chen et al., 2018a] builds on DeepLab by specifically addressing the problem of segmenting objects at
multiple scales. It uses an Atrous Spatial Pyramid Pooling module with image-level features for encoding global
context. It also utilises multiple atrous blocks in parallel and cascade. All of this boosts performance.
Gated Shape CNNs for semantic segmentation [Takikawa et al., 2019] proposes using two-stream CNN architecture,
in which shape information is processed in a separate stream. This emphasises more accurate boundaries in the
segmentation and is further enforced by the proposed gated convolution layer.
For aerial imagery, where scale is relatively similar across images, ResNet-based FCNs and U-Net remain the
most used networks and are the baselines in the field. Gated shape CNNs will undoubtedly work well for building
footprint segmentation, but we view the methods we investigate as complementary to the improvements made in
these recent advancements (i.e. one can simply substitute the better network in for some performance).
2.3.2 Loss Functions
The choice of loss function plays an important role in ensuring that the model converges and we get the best
performance from the model. For semantic segmentation tasks there are two common loss functions used: cross
entropy and soft-IoU.
Firstly, it is important to note that the final layer of our models always is the softmax activation function, which
normalises the output values across the class dimension to between 0 and 1. Thus these values can be interpreted as
probabilities.
Cross Entropy Loss
Let X be the set of all pixels in an image and C be the number of classes. The output of the softmax function for
a pixel is a vector px, and pxc can be interpreted as the probability that pixel x is of a class c. The target is one
hot encoded; in other words yxc is 1 if pixel x is of class c, otherwise y
x










Minimising cross entropy is equivalent to maximising the likelihood, and equivalent to minimising the Kull-
back–Leibler divergence. Cross entropy has a number of qualities that make it very popular to use, the primary one
being that its gradient is easy to calculate and it propagates well through a network [Goodfellow et al., 2016].
Soft-IoU Loss
However, for class-imbalanced problems such as in segmentation, a soft-IoU based loss function is often used.
Intersection-over-Union or IoU is also the main measure of performance for semantic segmentation. Using set





where A is the predicted mask of a class and the B is the ground-truth mask of a class. We provide further
explanation of IoU as a performance metric, in subsection 2.3.5.
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This IoU calculation is not differentiable. However, it is approximated to what is termed a soft-IoU loss:
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2.3.3 Optimisers
This subsection briefly introduces the optmisers used in the dissertation. We assume the reader is familiar with
stochastic gradient descent (SGD), but will briefly mention the update process so we can compare it to newer
techniques:
1. Evaluate the gradient of the loss function with respect to the weights at that point
2. Update the weights of the network by the calculated gradient multiplied by the learning rate.
This is done for each mini-batch. The non-vanilla versions of gradient descent simply change the way the second
step— the parameter updates— is done [Goodfellow et al., 2016].
Adam [Kingma and Ba, 2015], a variant of gradient descent has become increasingly popular due its ease of use.
Adam uses per-parameter adaptive learning rates. This method need less learning rate tuning due to its adaptive
quality and does it for each parameter— which is intuitively a better way to do the updates. Adam computes an
exponential moving average of the first moment (using the gradient) and the second moment (using the gradient
squared) for each parameter. Adam attaches two hyper-parameters to these moving averages to control the decay:
β1 and β2. In addition, Adam includes a bias correction mechanism to correct for a zero initialisation.
2.3.4 Weight Initialisation
Good weight initialisation is critical for getting a network to converge, and to converge to a high degree of accuracy.
If the weights are too small then the gradient will vanish and if the weights are too large the gradient will explode.
He et al. [2016b] developed an initialisation that particularly considers the rectified linear unit activation function
that is commonly used in most networks,




where V ar(W ) is the variance of the weights and nin is the number of input units. This is known as the He
initialisation and is now the default on most deep learning frameworks. This initialisation allowed deeper networks
to converge, and for most networks to converge more quickly.
2.3.5 Evaluation Metrics
There are two primary evaluation metrics for semantic segmentation. One is simply the accuracy and the second is
the IoU.
Accuracy
Accuracy is simply the percentage of pixels in the image that were correctly classified. The pixel accuracy is
reported for each class separately as well as globally across all classes. This metric often provides misleading
results as it does not account for the significant class imbalance that is present in most imagery for segmentation
tasks.
17
Accuracy can be calculated as follows using confusion matrix notation:
Accuracy =
TP
TP + TN + FP + FN
, (2.5)
where TP is true positive, TN is true negative, FP is false positive and FN is false negative.
Intersection over Union
Intersection over Union (IoU) or Jaccard Index is measure of overlap between the predicted segmentation and the
ground truth divided by the area of union between the predicted segmentation and the ground truth. This can again
be evaluated per class and over all classes (mean IoU or mIoU). The mIoU is commonly reported as the value to
measure against. It takes into account the class imbalance that is present and indicates how well the model performs
across all classes.






TP + FP + FN
(2.6)
where A is the predicted mask of a class and the B is the ground-truth mask of a class.










2.4 Unsupervised Representational Learning
We provide a brief overview of three methods of learning in an unsupervised manner for various purposes: an
autoencoder, which we use as a pre-training mechanism in an active learning scenario; a variational autoencoder,
which is used in an active learning acquisition strategy; and Tile2Vec, an unsupervised learning strategy which we
also use for visualisation and active learning.
Beyond these methods, there have been a number of unsupervised learning approaches for aerial imagery. Singh
et al. [2019] demonstrated the use of a standard autoencoder, context prediction & context encoders, Splitbrain
autoencoders and their semantic in-painting coach network method on aerial imagery. They found that while their
semantic in-painting coach network method worked best, the autoencoder method worked almost as well. We chose
to use an autoencoder for our experiments due to its simplicity.
2.4.1 Autoencoder
An autoencoder is a neural network that is designed construct a compact representation of the input data. To learn
this representation it has an encoder that compresses the input into a compact latent representation and a decoder
that must learn to reconstruct the input from the compact latent representation [Hinton and Salakhutdinov, 2006,
Weng, 2018].
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Figure 2.14: Diagram of an Autoencoder [Weng, 2018].
The model contains an encoder function gφ, and a decoder function fθ. A low-dimensional representation for input
is learnt, z.
We learn the parameters of the encoder and decoder together, to output the reconstructed input. The autoencoder is









The autoencoder was originally designed for data compression, learning good latent representations and recon-
structing data. It has become common to use autoencoder trained networks for other downstream tasks. As we
can see, the basic autoencoder structure is not dissimilar to FCNs for semantic segmentation. In fact the same
ResNet18-based FCN, described earlier, can do auto-encoding. Singh et al. [2019] used an autoencoder as baseline
for their self-supervised pre-training algorithm for aerial imagery. The same is done in our active learning chapter.
2.4.2 Variational Autoencoders (VAEs)
VAEs [Kingma and Welling, 2014] are similar to traditional autoencoders in some respects, but are very different
in others. VAEs are generative models which aim to simulate how data is generated in the real world (as per the
distribution of the training data provided). Instead of encoding the input to single latent variable, they encode it as a
latent distribution (typically a Gaussian).
For a thorough explanation we direct the reader to the tutorial by Weng [2018]. The graphical model of a VAE and
a VAE model with a multivariate Gaussian as the latent distribution is visualised in figure 2.15.
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Figure 2.15: Graphical Model & Diagram of VAE with a multivariate Gaussian as the latent distribution [Weng,
2018].
We briefly summmarise from Weng [2018], to define some of the nomenclature:
1. a latent distribution is defined as pθ parameterized by θ.
2. The conditional probability pθ(x|z) defines a generative model and is also known as probabilistic decoder.
3. The approximation function qφ(z|x) is the probabilistic encoder.
4. To obtain the parameters of the probabilistic encoder and decoder, we optimise the loss function given by:
LVAE(θ, φ) = − log pθ(x) +DKL(qφ(z|x)‖pθ(z|x)) = −Ez∼qφ(z|x) log pθ(x|z) +DKL(qφ(z|x)‖pθ(z)),
(2.9)
where DKL is the Kullbeck-Leibler divergence between the distributions.
5. A reparameterization trick is used to make the sampling of z ∼ qφ(z|x) deterministic and allow for the
backpropogation of gradients [Kingma and Welling, 2013].
2.4.3 Tile2Vec
Tile2Vec [Jean et al., 2019] is another method of learning representations. It does this by using the distributional
hypothesis: image patches that are close spatially should have similar representations while distant patches should
have different representations. The distributional hypothesis has had an enormous impact on natural language
processing with most state-of-the-art systems now using this idea for self-supervised pre-training on large corpus to
learn better representations. In this case, we use Tile2Vec primarily as a method of visualisation as we found the
distributional hypothesis had some unwanted effects with remote sensing data. We summarise the Tile2Vec method
as proposed by Jean et al. [2019] in this subsection.
20
Unsupervised triplet loss
To learn a compact representation, z, Jean et al. [2019] train a CNN on a triplets of tiles. A triplet consists of an
anchor tile ta, a neighbour tile tn, and a distant tile td. They then minimise the Euclidean distance between the
feature embeddings, generated by the CNN, of the ta and tn, while maximising the distance between ta and td.
Thus the triplet loss is given as:
L(ta, tn, td) = [||fθ(ta)− fθ(tn)||2 − ||fθ(ta)− fθ(td)||2 +m]+ (2.10)
A rectifier with margin m was introduced into the loss function to prevent the distant tile from being pushed too far
away in the embedding space. If, in the embedding space, the distance to the distant tile exceeds the distance to the
neighbour tile plus the margin, then the loss is set to 0. This margin parameter is set to 10 in their implementation.
Jean et al. [2019] also found that by penalising the embeddings Euclidean norms, the network produces better
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Jean et al. [2019] suggest using smaller tiles to improve representation and so suggest a sampling procedure with
the following parameters:
• Tile size: In their implementation they chose a tile size of 100× 100 pixels on United States Department
of Agriculture (USDA) National Agriculture Imagery Program (NAIP) data [United States Department of
Agriculture]. We follow that.
• Neighbour tile: In their implementation they suggest selecting a tile whose centre is within 100 pixels of the
anchor tile.
• Distant tile: The distant tile can either be from the same initial image (as long as it is outside the neighbouring
100 pixel radius of the original tile) or from a different tile. This choice is random.
For further details on the sampling process we refer the reader to Jean et al. [2019].
Further Implementation Details
We direct the reader to Jean et al. [2019] as we used the provided hyper-parameters and their provided implementa-
tion. Among them:
• We use the same network backbone to generate the compact representations: ResNet18.
• We use the same optimiser: Adam with a learning rate of 0.001.
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2.5 High Dimensional Data Visualisation
Humans can only see in three dimensions, and so high dimensional data can only become accessible to us visually if
we reduce the dimensionality. To visualise high dimensional data, such as images or features from neural networks,
we can use a variety of dimensionality reduction techniques. By reducing the dimensionality to two or three
dimensions, we can visualise the data which can in turn help us explore the data, inform the algorithms used and
analyse results. The underlying assumption of these techniques is that there are dimensions of the data that of the
greater importance and those dimensions can be use to project onto. We provide a brief overview of two popular
dimensionality reduction techniques, Principle Component Analysis and t-Distributed Stochastic Neighbourhood
Embeddings. Over the course of this dissertation, we use t-SNE to visualise the datasets and analyse how certain
methods perform in relation to the t-SNE visualisations generated.
2.5.1 Principal Component Analysis
Principal Component Analysis [Jolliffe, 1986] is a dimensionality reduction technique which works works by
projecting the data or features of the data onto a set of orthogonal basis vectors, in which the data is the most
uncorrelated.
The principal components are the dimensions that account for the greatest variance in the data: the first principal
component accounts for the most variance, with the second principal component orthogonal to the first and
accounting for second greatest variance.
PCA is a linear dimensionality reduction technique. The problem is that most datasets and features generated from
datasets are highly non-linear, and so PCA fails to visualise the data appropriately. Ideally, we want the lower
dimensional space to preserve the relationships among the data points in the original high-dimensional space in
order to visualise the data more appropriately (similar data points should be close together, and dissimilar should be
further away). Unfortunately, linear reduction techniques like PCA fail to do this.
2.5.2 t-SNE
t-Distributed Stochastic Neighbourhood Embeddings is a nonlinear dimensionality reduction technique developed
by Van Der Maaten and Hinton [2008] to visualise high-dimensional data. t-SNE aims to obtain a good low-
dimensional representation for visualisation by considering the probability that one point is the neighbour of all
other points.
Algorithm
We summarise how the t-SNE algorithm works from Van Der Maaten and Hinton [2008], Nakul Verma et al. [2018].
The first step of the t-SNE algorithm requires one to compute the conditional probability that each of the high-





k 6=i exp(−‖xi − xk‖
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, (2.12)
where σi is the variance of the Gaussian kernel centred around xi. The variance is defined so that the perplexity of
the conditional distribution equals a perplexity defined by the user.
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where N is the total number of data points.
A low-dimensional map (typically 2 or 3 dimensions) that reflects the similarities pij as well as possible is
then defined. Probabilities qij are calculated which captures the similarity between two data points on the low-
dimensional map yi and yj :
qij =
(1 + ‖yi − yj‖
2)−1
∑
k 6=i(1 + ‖yi − yk‖
2)−1
. (2.14)
However, instead of Gaussian, a heavy-tailed student t-distribution is used to measure similarities between low-
dimensional points. The heavy tail student-t kernel allow dissimilar input objects xi and xj to be modelled by
low-dimensional counterparts yi and yj that appear far apart on the map.
The coordinates of the low-dimensional embedded points are then determined by minimising the KL divergence of
the distribution P from the distribution Q, using gradient descent:







Figure 2.16 compares the visualisations produced by PCA and t-SNE on the MNIST dataset (on the image data
itself). t-SNE is able to generate clearer and more interpretable visualisations, compared to PCA.
Figure 2.16: MNIST Dataset Visualised using PCA and t-SNE [Derkson, 2016].
Notes for Interpretation
t-SNE comes with a number of provisos when interpreting the visualisations produced [Wattenberg et al., 2016].
Firstly, changing the perplexity parameter can provide very different visualisations. Sometimes, if an inappropriate
perplexity parameter is chosen, random noise will form clusters or data that should form clusters will appear as
noise in the t-SNE visualisation. Thus, trying multiple different perplexity values is common practice in order to
obtain an appropriate visualisation. Figure 2.17 illustrates this.
Secondly, t-SNE focuses on the local structure of the data, so the global structure is only sometimes preserved. "If
two points are close in the original space, there is a strong attractive force between the the points in the embedding.
Conversely, if the two points are far apart in the original space, the algorithm is relatively free to place these points
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Figure 2.17: t-SNE visualisations of the same data with different perplexity values [Wattenberg et al., 2016].
around." [Karpathy, 2014]
Additionally, distance and so density of the data have very little meaning too, as can be seen in figure 2.18.
Thus, points in the t-SNE embedding space carry no inherent meaning, but t-SNE remains a very useful tool for
visualisation when used correctly.
Figure 2.18: t-SNE visualisations of the same data illustrating that distance and density of points carry no meaning
[Wattenberg et al., 2016].
2.6 Building Footprint Segmentation
Prior to the success of the deep learning building footprint segmentation was based on traditional computer vision
methods. These methods used features such as edges, textures, spectral properties and shadows [Shrivastava
and Rai, 2015] as inputs to machine learning techniques. These algorithms include the Hough transform (which
produces line-segments of proposed buildings) [Guducu, 2008], watershed segmentation [Shrivastava and Rai,
2015], segmentation based on principal component analysis [Aytekin et al., 2009], and Huang and Zhang [2012]
use of a morphological shadow index to identify buildings. Chen et al. [2018b] used edges and shadows as features,
and tried AdaBoost, random forests and support vector machines to classify and identify buildings [Li et al., 2018].
There is a significant body of literature in this area and we have not covered all the work. Maxwell et al. [2018]
provides a comprehensive review of non-deep learning methods for remote sensing generally, including features
and classifiers used. We focus on the work using deep convolutional neural networks as they are far superior and
have been so for over the past 5 years.
Deep Learning Based Methods
Since deep learning’s success in other computer vision tasks, deep convolutional neural network semantic segmen-
tation algorithms have been applied to building extraction with great success. Initially patch-based segmentation
algorithms were employed, using a CNN based classifier to output the building segmentation map. Mnih [2013]
proposed this approach by training a CNN to classify pixels in the image by using small patches of the original
image, with or without overlap from the larger original image.
More recently, the state-of-the-art for building footprint segmentation has converged to a common algorithm: iden-
tify instances and extract polygons. The identify instance step has been approached as instance segmentation task
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[Zhao et al., 2018], in which instances are directly obtained from an instance segmentation network, Alternatively
and more commonly it is first approached as semantic segmentation task [Maggiori et al., 2017a], following which
instances are derived using the connected components of the mask predicted by a semantic segmentation model. A
polygon is then extracted for each building instance. Among the semantic segmentation innovations that have been
applied to building image segmentation include residual-based networks [Liu et al., 2019], denser networks with
attention [Yang et al., 2018], conditional random fields [Shrestha and Vanneschi, 2018], multiple data sources [Ji
et al., 2018, Li et al., 2019], and the use of LIDAR [Lai et al., 2019].
Improvements have been made to general segmentation models that are more specific to buildings. They often
incorporate priors on the geometry of the building footprints, whereas previous efforts tended to result in unrefined
boundaries. Some algorithms incorporate a loss to improve the boundary with some success [Bokhovkin and
Burnaev, 2019]. Algorithms like Deep Structured Active Contours (DSAC) [Marcos et al., 2018a] and Deep Active
Ray Network (DARNet) [Cheng et al., 2019], as shown in figure 2.19, incorporate reasoning about the geometry of
the buildings to create more refined and accurate boundaries compared to the rather inaccurate boundaries obtained
via direct polygonisation of semantic and instance segmentation methods.
Figure 2.19: Deep Active Ray Network (DARNet) for building segmentation [Cheng et al., 2019].
In the context of this dissertation it is important to note that these improvements are somewhat independent to the
work done here in interactive segmentation and active learning. They are complementary, and one can relatively
easily incorporate these methods with our proposed approaches.
Datasets
Beyond the algorithms, some of the associated problems of early methods were dataset related: small datasets
[Mnih, 2013], inaccessible datasets due to rights restrictions on expensive satellite imagery and lack of high-
resolution aerial imagery. Many papers used a single image covering a relatively small ground area in a single
region. Since 2010, multiple datasets have been introduced including Massachusetts Buildings Dataset [Mnih,
2013], Vaihingen and Potsdam Dataset [International Society For Photogrammetry And Remote Sensing, 2013],
and the Inria Building Footprint Segmentation Dataset [Maggiori et al., 2017b]. The availability of satellite imagery,
along with their utility in a variety of applications, has subsequently made this a more popular research area.
Generalisation and Out of Distribution Adaptation
A jump from evaluating on a single region and images with hand-crafted features to training deep neural networks
with large datasets has occurred over the past decade. As such, we have seen the generalisation of models improve
over time, due to both proliferation of large datasets and better algorithms.
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However, one of the main limitations at present is the ability of the deep learning models to generalise to data that
was not within the distribution of the training data [Goodfellow et al., 2016]. This limitation is an active research
problem both within the machine learning and remote sensing communities. The Inria Aerial Imagery dataset
[Maggiori et al., 2017b] was specifically created to evaluate a model’s ability to generalise building segmentation
from one city to another, taking into account intra-class variability across the cities. Among approaches to improve
generalisation are domain adaptation [Benjdira et al., 2019], incremental learning [Tasar et al., 2019] and adversarial
learning [Shi et al., 2019]. These approaches, while taking steps to improve performance out of distribution, still
largely fail to achieve sufficient accuracy for industry usage.
2.7 Land Cover Mapping
The work in land cover mapping is not too different from building footprint segmentation. However, as the output
is not required to be as refined, prior to deep learning this was often pursued as a classification task where the task
is to classify patches of aerial images. With more data and more accurate algorithms there is an increased focus on
viewing the task as a semantic segmentation problem with pixel-wise segmentation for more accurate maps.
Prior to deep learning the features used in land cover classification included textures and shape, but algorithms
also made prominent use of the spectral properties of the various land cover labels [Herold et al., 2002]. Similar
to building footprint segmentation, these hand-crafted features were used with various classifiers like AdaBoost
[Isaac et al., 2017] and random forests [Hayes et al., 2014]. A hurdle commonly faced by these algorithms is
generalising within the same region, due to variation between objects that are of the same class (e.g. farms, forests
and fields looking different in different areas). These hand-crafted features with non-deep classifiers are unable to
learn high-level representations that generalise across regions. It should be noted that multi-spectral imagery did
assist with classifying vegetation more accurately [Govender et al., 2007, 2008].
Land cover mapping has two approaches: (1) patch-based classification and (2) pixel-based segmentation. Both
remain well-utilised approaches, despite the significant advancement in pixel-based semantic segmentation.
Deep Learning Based Approaches
In early patch-based approaches, overlapping patches were passed through CNN to be classified. Earliest among
these works was Mnih [2013], who proposed a patch-based CNN for feature learning of aerial imagery. Längkvist
et al. [2016], Paisitkriangkrai et al. [2016] used a CNN with overlapping patches for land cover classification,
outperforming the existing classification approaches. The disadvantages of a patch-wise procedure are redundant
computation and less fine-grained output.
As with all semantic segmentation tasks in computer vision, the focus has shifted from patch-based CNNs towards
semantic segmentation on a pixel-wise level. Fully convolutional networks, as proposed by [Long et al., 2015b],
have been broadly applied to land cover mapping [Volpi and Tuia, 2018]. The initial FCN-based methods struggled
with fine-grained outputs for the reasoning provided in the section of semantic segmentation (pooling). Following
the broader vision community, the use of atrous convolution and skip connections is now commonplace. The
baseline architecture for land cover mapping however remains ResNet18-based FCN [Singh et al., 2019], although
U-Net [Ronneberger et al., 2015] is quite popular too. An augmented UNet often with the VGG-19 backend as
an encoder, which was termed TernausNet and its successor TernausNetv2 [Iglovikov et al., 2018], which uses
a ResNet backend as the encoder are also popular with the Kaggle community. Pashaei et al. [2020] provide a
thorough review of deep learning architectures for land cover mapping.
Beyond the architectures, approaches to improve segmentation and/or reduce the supervision required include:
weakly-supervised approaches using geo-tagged labels [Wang et al., 2020], unsupervised approaches like Tile2Vec
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[Jean et al., 2019] and pre-training in a variety of manners [Singh et al., 2019].
Despite these significant advancements in performance, there remains hesitation around using these methods in
industrial and critical applications, due to accuracy issues caused by an inability to generalise beyond the regions
trained upon.
Datasets
Similar to building footprint extraction, more and larger datasets have become available in recent years. In addition
to more recent datasets being larger, they have also been of a higher spatial resolution, spectral resolution and of
generally better quality. The UC Merced Dataset [Yang and Newsam, 2010] covers 7km2 with a spatial resolution
of 0.3m and and the spectral resolution is RGB. The DeepGlobe Land Cover Classification Challenge dataset
[Demir et al., 2018] consists of satellite imagery focusing on rural areas covering a total area 1 717km2, with spatial
resolution of 0.5m and a spectral resolution of RGB. The Chesapeake Land Cover dataset [Robinson et al., 2019a]
is one of the largest publicly available datasets covering 160 000km2, with spatial resolution of 1m and spectral
resolution of RGB and near infrared. We introduce this dataset further in section 3.1. However, one of the key aims
of the dataset was to further research in model generalisation and adaption to new regions.
Generalisation and Out of Distribution Adaptation
As with deep learning more generally, and building footprint segmentation, Robinson et al. [2019a] shows that a
network trained on the large Chesapeake Dataset does not perform well in other regions of the USA. Large errors
limit their applicability and deployment of machine learning models in a variety of remote sensing applications
[Robinson et al., 2019b]. As with building footprint segmentation, many of the same approaches have been applied
to land cover mapping: domain adaptation [Benjdira et al., 2019, Fang et al., 2019], incremental learning [Tasar
et al., 2019] and adversarial [Bejiga et al., 2019].
2.8 Conclusion
In this chapter, we introduced disaster relief mapping as a problem, analysed the process– highlighting the
constraints– and discussed how machine learning can assist in reducing the burden of the mapping on volunteers.
Remote sensing more generally was discussed along with the various properties of remote sensing imagery, such as
spectral resolution and the relationship to mapping various objects.
Literature and background were presented on a variety of machine learning techniques relevant to mapping. Seman-
tic segmentation more generally was presented, followed by three popular methods of unsupervised representational
learning. Background on two high dimensional data visualisation techniques was presented.
Lastly, overarching literature of machine learning techniques applied to building footprint segmentation and land




This chapter introduces the datasets used in this dissertation.
Section 3.1 introduces the Chesapeake Land Cover Dataset. It is a land cover mapping dataset, designed to assess
the abilities of semantic segmentation models to generalise across regions. In addition, the section provides some
analysis of the dataset and the sub-regions within it. This is used to help inform the chosen experiments and
interpret the results. In subsequent chapters this dataset is also referred to as the Land Cover Mapping dataset or
LCM dataset.
Section 3.2 introduces the Inria Aerial Image Labelling Dataset. It is a building footprint segmentation dataset,
designed to assess the abilities of models to generalise across cities. Like section 3.1, this section also provides
analysis of the dataset. This dataset is also referred to as the Inria dataset in subsequent chapters.
3.1 Chesapeake Land Cover
The Chesapeake Land Cover dataset [Robinson et al., 2019a] is a land cover mapping dataset covering the
Chesapeake Bay area in the United States of America. The organisation of this dataset was designed to accelerate
machine learning research into land cover mapping and allow researchers to easily test questions related to the
problem of geographic generalisation, i.e. how to train machine learning models that can be applied over wider
areas.
This dataset contains data and labels from multiple sources of varying quality and resolution. We, however, only
use a subset that includes high-resolution aerial imagery from USDA NAIP and high-resolution land cover labels
from the Chesapeake Conservancy [Chesapeake Conservancy, 2017].
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Figure 3.1: Example 1 km2 image patches from the Chesapeake Land Cover Dataset [Robinson et al., 2019a].
Top row: NAIP imagery from 2012, NAIP imagery from 2015, ground truth land cover. Bottom row: Landsat
leaf-on imagery, Landsat leaf-off imagery, NLCD land cover.
The NAIP imagery consists of RGB and near-infrared bands at 1m spatial resolution. High-resolution land cover
labels from the Chesapeake Conservancy were aligned to those images. The Chesapeake Conservancy spent over
10 months and $1.3 million creating a consistent six-class land cover dataset covering the Chesapeake area. The
accuracy of the labels was reported to be around 90%-95% [Robinson et al., 2019b]. While the purpose of the
mapping effort by the Chesapeake Conservancy was to create land cover data to be used in conservation efforts, the
same data can be used to train machine learning models that can be applied over even wider areas. The Chesapeake







Robinson et al. [2019a], when introducing the dataset, reduced this to a four class problem by combining barren land,
impervious (other) and impervious (road). The impervious land cover classification refers to artificial structures
such as roads, parking lots and buildings.
The dataset consists of a total of 732 tiles from states within the Chesapeake Bay area acquired during 2013 and
2014. The states are Delaware, New York , Maryland, Pennsylvania, West Virginia and Virginia. There are 100
training tiles (except for Delaware, which has only has 82 training tiles) and 5 validation tiles.
This dataset had a subset which included 500 generated patches from 25 training tiles and all validation tiles. Here,
a patch is defined as a random 240× 240 meter crop from the tile’s extent. This results in 12500 training patches
and 2500 validation patches per state, for a total of 75000 training patches and 15000 validation patches. We used
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this subset in our experiments.
Thus the data used per patch is as follows:
1. the four-channel aerial image, with red, green, blue and near-infrared bands.
2. A ground truth land-cover labels consisting of four classes: water, forest, field and impervious.
Why this dataset?
This dataset is the largest publicly-available high-resolution, multi-spectral land-cover mapping dataset, covering
160000km2. It was specifically designed to test generalisation and it covers a large area. It is therefore appropriate
to evaluate models and their abilities across this difficult and diverse dataset.
3.1.1 Dataset Analysis
In this sub-section we briefly analyse the dataset, looking at the proportions of the different classes per state and the
band content per class in each state. The analysis is useful in understanding the difficulty of generalisation across
these states. It provides some quantitative proof, beyond the easily seen qualitative proof, that a class can appear
very different in different states, making generalisation difficult. Furthermore, the proportions of different classes in
each state also affects model performance with respect to the optimisation and generalisation across states.
Figure 3.2: Proportion of Labels per State.
Figure 3.2 shows the land cover label proportions across each state in the Chesapeake dataset. We can see across all
these states that the dataset is very imbalanced. The proportion of areas that contain water or are impervious are
tiny compared to the areas consisting of forest and field. In fact, water and impervious make up only 3% and and
4% of the dataset, respectively, while forest and field make up 59% and 34% of the dataset, respectively.
Delaware and Maryland have the most impervious land cover with 8.0% and 8.4% respectively, while Maryland
and New York have the most land cover labelled water with 4.9% and 3.3% respectively. West Virginia is the
most class imbalanced dataset. Water and impervious land cover consists of merely 0.3% and 1.2% of the state,
respectively. Maryland is clearly the most balanced of the six states.
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Figure 3.3: Pixel histograms across states for overall and for each label. ny, de, wv, va, md, pa indicate New York,
Delaware, West Virginia, Maryland and Pennsylvania respectively.
Figure 3.3 shows the pixel histograms across each state overall and for each land cover label. In the histogram, red,
green and blue are indicated by their respective colours, while near infrared is indicated by grey. The vertical axis
indicates the relative frequency of a particular intensity value within the image. The images are 8-bit, and so the
maximum intensity value is 255.
From the pixel histograms in figure 3.3 alone, one can see that Maryland and Delaware share similar image
characteristics. West Virginia and Virginia also show similar characteristics. One could hypothesise that generalising
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across these states could be easier, although that may not always be the case. In particular, in our experience, we
have often seen that roads or houses look very different within the same region.
In section 2.2, we noted that the red band is used to distinguish vegetation and we can see the importance of the red
band when comparing the relative frequency for the forest and field land cover labels, as opposed to the impervious
and water labels at a particular intensity. The water labels are also seen to have a higher relative frequency in the
near infrared band near an intensity of 0. This indicates that water absorbs much of the near infrared radiation.
Lastly, we look at a t-SNE plot of the dataset— a popular method for high-dimensional data visualisation [Van
Der Maaten and Hinton, 2008]. The features for this t-SNE plot were generated using Tile2Vec. Figure 3.4 shows
the t-SNE plots for the Chesapeake dataset. It shows that the states are relatively easily distinguishable from each
other. Clearly, Tile2Vec is picking up on some difference between the data in the different states. It is finding
features to differentiate between the regions rather than finding features to differentiate between different classes
more generally as the Tile2Vec method intended. However, it is useful to note that t-SNE plots also confirms what
we saw from the pixel intensity histograms: West Virginia and Virginia look similar, as do Maryland and Delaware.
The imagery of these similar looking regions were likely captured during a similar period, with similar sensors
along with similar visual make up.
Figure 3.4: t-SNE embedding diagram for the Chesapeake Land Cover Dataset.
3.2 Inria Aerial Image Labelling Dataset
The Inria Aerial Image Dataset [Maggiori et al., 2017c] is a building footprint segmentation dataset that was
constructed by combining publicly available imagery and building footprints. The dataset covers 5 cities: 3 in
the United States (Austin, Texas; Chicago, Illinois and Kisap County, Washington) and 2 in Austria (Vienna and
West-Tyrol). It covers a further 5 cities for evaluation purposes, in a online challenge. The ground truths for
evaluation cities are not available we do not use these cities and make no further reference to in this dissertation.
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Each city contains 36 tiles of 1500× 1500 pixels at a 0.3 meter resolution, for a total coverage per city of 81km2.
It consists of ground truth data for two semantic classes: building and not building. The imagery cover dissimilar
urban regions, ranging from densely populated cities like Chicago to more sparsely populated regions like Tyrol in
Austria.
The original US imagery was obtained from USGS through the National Map service. It was obtained at a spatial
resolution of 0.15m or 0.3m, and a spectral resolution of RGB or RGB and near-infrared. The Tyrol and Vienna
imagery was obtained from the local government authorities. This imagery was obtained at a spatial resolution
of 0.1m or 0.2m, and a spectral resolution of RGB. The data was re-sampled with the common factors: a spatial
resolution of 0.3m and a spectral resolution of RGB.
To enable us to use the data, we chose to create patches of 250 × 250 pixels for each tile. We created a total of
72000 patches, which enables full coverage of the area. Following common practice use of this dataset, the first 5
tiles from each city are the validation set and the rest are training.
Figure 3.5: Examples from Inria Aerial Image Labelling Dataset. Top row: Imagery. Bottom row: Reference
ground truths.
Figure 3.5 provides a few example images from the dataset. The first three images are from cities in the test set and
are not used in the dissertation. Also note the difference in image quality and general appearance of the model
across the cities.
3.2.1 Dataset Analysis
In this sub-section we briefly analyse the dataset, looking at the frequency of the different classes per city and the
band content per class in each city. This is useful in understanding the difficulty of generalisation across these
cities.
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Figure 3.6: Pixel histograms across each city, overall and for each label.
Figure 3.6 shows the pixel histograms across each city overall and for the two labels Not Building and Building.
Red, green and blue are indicated by their respective colours. Relative frequency of a particular intensity value
within the image is reflected on the vertical axis. The images are 8-bit, and so the maximum intensity value is 255.
From the pixel histograms presented in figure 3.6, we also see that the dominant label is the Not Building label, as
the overall pixel histograms reflect the pixel histogram of that label. We also see that pixel histograms for the two
Austrian cities look similar, as do two of the American cities, Chicago and Austin. The other American city, Kitsap
County, does however appear very different.
Figure 3.7: Proportion of labels per city.
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Figure 3.7 displays the proportions of each label in each city. Across all cities, the number of Not Buildings pixels
far outnumber the Building pixels, which makes sense. However, the proportion varies from city to city. More
urban cities like Chicago have more buildings, while more rural cities like Tyrol-West have fewer. This is reflected
in the proportions.
Figure 3.8: t-SNE embedding diagram for the Inria Aerial Image Labelling Dataset.
Figure 3.8 shows the t-SNE embedding diagram for the dataset. Again, the t-SNE plots indicates that Tile2Vec
seems to be ’cheating’ when generating features. The visualisation of Tile2Vec’s features show that the technique is
not learning features that we consider useful for differentiating between buildings and not buildings, but rather it
is learning to differentiate between cities. The t-SNE plot suggests that Chicago and Austin appear very similar.
Certainly, they are both urban American cities and their imagery comes from the same source (USGS). Kitsap
County also comes from America but does not appear similar according to the Tile2Vec features and t-SNE. It
should be noted Kitsap County is more rural than both the other American cities. The European cities were each
collected from two different sources. Tile2Vec is likely picking up on the difference in data acquisition again. Much
of this reflects what was seen in the pixel histograms in figure 3.6.
3.3 Conclusion
This chapter introduced and presented analysis of the two datasets used in this dissertation. The analysis highlighted
the differences between regions in the datasets, the class imbalance and potential difficulties in generalising across
the regions. The pixel histograms and t-SNE visualisation lend further credence to the differences between regions
and the difficulty machine learning models have in generalising across regions.
Lastly, table 3.1 presents the summary of the data used:
Table 3.1: Summary of datasets.
Dataset Regions Covered Spectral Resolution Spatial Resolution Training Samples per Region Validation Samples per Region Sample Size (pixels)
Chesapeake Land Cover 6 RGB+NIR 1m 12500 2500 240× 240




This chapter presents work on interactive segmentation. In the traditional interactive segmentation paradigm, the
annotator is asked to segment a single object and a single class at a time. To segment an object in an image, the
annotator is required to indicate which object needs to be segmented. A machine learning model then uses this
information along with the image data to produce a segmentation mask. Some interactive segmentation algorithms
allow for multiple rounds of user interactions to improve the segmentation mask.
The work on interactive segmentation in this chapter differs from the traditional paradigm, in that we do not aim to
segment a single object at a time. In building segmentation, we look at images that contain hundreds of buildings
all of which need to be segmented at the same time. In land cover mapping, we look at segmenting the entire image
into four classes simultaneously.
Section 4.1 presents literature related to interactive segmentation for land cover mapping and building footprint
segmentation. This section also highlights how the work presented in this chapter differs from previous work in the
field.
Section 4.2 presents models that are tested on the two tasks. For the establishment of baselines, a standard
ResNet18-Based FCN and a ResNet18-Based FCN that takes in supervisory signals in addition to the image data
are used. Section 4.2.3 presents the proposed model for building footprint segmentation and land cover mapping.
In the proposed model, the human annotator iteratively corrects the semantic segmentation masks provided by the
machine learning model. The corrections are provided by clicks on the largest incorrect regions, with multiple
rounds of corrections.
Section 4.3 presents the details on the experiments conducted. This section also presents the questions we attempt to
answer and how the experiments assist in answering these questions. These questions include whether the proposed
model works, the performance improvement it provides and whether it works in different regions to those it was
originally trained on.
Section 4.4 presents and discusses the results of the experiments that were detailed in section 4.3. The results show
that the proposed algorithm provides a significant performance increase over the baselines, in both quantitative
and qualitative respects. In a quantitative respect, mean intersection over union score increases up to 18%. In the
qualitative respect, the proposed algorithm removes incorrect segmentation masks, adds missing segmentation
masks and makes the segmentation masks more regular. Thus, the proposed approach provides results more suitable
for submission to mapping databases like OpenStreetMaps. The results also indicate that the algorithm works well
when extended to regions not in the training data. In fact, it provides a significant improvement in performance,
showing that some weak additional supervision can improve out-of-distribution model performance significantly.
Overall, this chapter proposes and investigates the utility of an iterative corrections algorithm for interactive
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semantic segmentation of buildings and land cover classes from aerial imagery. For faster disaster relief mapping
this algorithm does not automate but rather assists volunteers in mapping, allowing for implementation in the
short-term.
4.1 Related Work
Segmenting images into semantically meaningful components is a core computer vision task with many downstream
uses. However, it is also difficult, and while the advent of deep learning has brought substantial improvements it is
a computer vision task that remains challenging. Given the difficulty and the ability of algorithms to perform the
task, many interactive segmentation algorithms have been proposed and are in widespread use in industry. Notable
examples can be found within Microsoft’s Office suite and variety of Adobe’s software applications.
Active Contours and Intelligent Scissors were amongst the earliest works in the field and worked on the basis
of finding edges. The field then moved towards using more features within the image to guide the interactive
segmentation and graphical models forming the basis of these algorithms. The seminal pieces of literature in
the area are the works of Boykov and Jolly [2002], which uses graph cuts to segment objects in images based
on labelled pixels provided by the annotator, and Rother et al. [2004], which segments from bounding boxes by
iteratively updating the model (known as GrabCut).
Subsection 4.1.1 presents this early work on interactive segmentation, with a focus on the interactions required by
the annotator. Subsection 4.1.2 presents initial approaches that incorporate deep learning, while subsection 4.1.3
presents the more recent interactive segmentation approaches. Subsections 4.1.4 and 4.1.5 present some of the
work that has been on done on weakly-supervised semantic segmentation and interactive segmentation specifically
in remote sensing applications. Finally, subsection 4.1.6 details how the building footprint segmentation and land
cover mapping differ from previous interactive segmentation set-ups.
4.1.1 Pre-Deep Learning
Figure 4.1: Graph Cuts Example [Gulshan, 2012].
The most widely used interactive segmentation algorithms in industry are briefly discussed. The focus here is not
to discuss and explain the algorithm, although we briefly do, but rather to show the evolution on the interaction
required by an annotator.
In segmentation using graph cuts, each of the pixels in the image is a vertex in a graph. An annotator draws or
scribbles a few lines indicating the foreground object and the background. This information along with other pixel
information is used to compute edge weights in a graph, which represents the probability between a vertex (pixel)
and the vertices corresponding to its neighbourhood pixels belonging to the same class. Once the graph is defined,
the segmentation of the the foreground object is obtained through a min-cut optimisation algorithm run on the
graph. Figure 4.1 shows an image, an example of annotations required by the user and corresponding segmentation
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mask output obtained from the graph cut algorithm.
GrabCut used a similar algorithm to Boykov and Jolly [2002], but instead of requiring multiple interactions to
define the foreground/background it only required a bounding box around the object to be segmented. The annotator
first draws a rectangle around the foreground object. A Gaussian Mixture Model is used to model the foreground
and background. A graph is built from this pixel distribution. Then a min-cut algorithm is used to segment the
graph. The algorithm segments iteratively to obtain the best result. In some cases the segmentation will not be good
enough for the annotator. The annotator is then allowed to touch up the segmentation and the optimisation is rerun.
Figure 4.2 shows initial bounding box around the person and soccer ball to be segmented, along with additional
touch-ups provided by the user. The image to the right is the corresponding output from the GrabCut algorithm
[OpenCV].
Figure 4.2: An Example of the GrabCut Algorithm [OpenCV].
4.1.2 Initial Deep Learning Approaches
More recent methods make use of fully convolutional networks, which has resulted in far superior performance
compared to previous approaches. iFCN [Xu et al., 2016] was the first work in the line of deep-learning based
interactive segmentation. It makes use of positive and negative clicks, in the spirit of Boykov and Jolly [2002],
to guide the segmentation. They create a Euclidean distance mask of each of the positive and negative clicks and
concatenate them with the original image, thereby acting as additional channels for the FCN. Finally, the output of
the FCN is refined using graph-cut optimisation, which marginally increases the performance over the FCN output.
Figure 4.3 provides an illustration of the iFCN algorithm. It shows the input image, positive and negative clicks,
the Euclidean distance masks and the corresponding output after these inputs are fed through a fully convolutional
network.
Figure 4.3: Illustration of iFCN Algorithm by Xu et al. [2016].
The iFCN deep learning pipeline was extended to GrabCut, with Deep GrabCut [Xu et al., 2017]. Similar to GrabCut,
Deep GrabCut uses a bounding box as the required annotator interaction. This interaction is transformed into a
distance transform and fed as an additional channel to the FCN. Xu et al. [2017] then also use conditional random
fields (CRFs) to refine the segmentation. This post-processing step is common to all segmentation algorithms in
the FCN-era to improve the segmentation result, although it only provides a marginal improvement. Figure 4.4
illustrates the Deep GrabCut algorithm similar to the previous illustration of the iFCN algorithm in figure 4.3.
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Figure 4.4: Illustration of Deep GrabCut Algorithm by Xu et al. [2017].
4.1.3 More Recent Deep-Learning Based Approaches
The more recent state-of-the-art algorithms make changes to either (1) the annotations process, (2) the backbone
FCN or (3) the output processing. The backbone FCN and output processing are fairly uninteresting for our
purposes. As with the general trend in computer vision, deep and denser networks perform better, while CRFs
smooth the annotations at significant computational cost for limited performance gain.
In terms of the annotation process, Maninis et al. [2018] used four extreme points as the supervisory signal and
showed significant improvements over previous methods. The extreme points were placed at the top-right, top-left,
bottom-right and bottom-left pixels of the object selected. Figure 4.5 shows the segmentations masks produced by
the DEXTR algorithm along with the four extreme points.
Figure 4.5: Examples of Segmentation Masks produced by DEXTR [Maninis et al., 2018].
Maninis et al. [2018] encoded their points using Gaussian Kernels, instead of the Euclidean distance mask as
previously used in iFCN and Deep GrabCut.
Corrections-Based Approaches
The current state-of-the-art has moved beyond just providing an initial supervisory signal towards a corrective
approach, with one [Mahadevan et al., 2018] or more models [Benenson et al., 2019] used in the interactive
segmentation algorithm.
Mahadevan et al. [2018] used an iterative corrections algorithm, ITIS, to significantly improve the state-of-the-art
interactive segmentation results. They required a few initial clicks to define the foreground and background. This
was all fed into a FCN. Mahadevan et al. [2018] also trained this corrections model in an iterative manner. They
provided multiple corrections in multiple rounds, while doing backpropagation and taking a stochastic gradient
descent step on each round.
Benenson et al. [2019] followed a similar approach, but employed the use of two models instead of a single one.
The first model would take in a bounding box input from the annotator and the image, while the second would
take in the image data, the output for first model and corrections provided by the user. Benenson et al. [2019]
also provided comprehensive analysis of the different components of the deep interactive segmentation models
(including different click encoding methods). This work, like all the work presented thus far, only segments a single
object in an image. This work by Benenson et al. [2019] was done in parallel to some of our work.
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Polygon-RNN Segmentation
An alternative approach to the FCN-based approach was developed in Polygon-RNN [Castrejon et al., 2017]
and further developed by Acuna et al. [2018]. These methods predict a polygon outlining of the object to be
segmented. The polygon can then up edited by the annotator, and the model will reformulate the polygon based on
the annotator’s input. This work is particularly useful in a variety of applications, because the corrections from the
annotator were explicitly ingrained into the model output. Figure 4.6 illustrates the Polygon-RNN+ algorithm.
Figure 4.6: Polygon RNN+ by Acuna et al. [2018].
Full Image Interactive Segmentation
All these methods perform single or few object segmentation— this is the traditional set-up. However, we
study multi-object segmentation on the scale of tens to hundreds of objects per image and multi-class interactive
segmentation. Of the recent deep learning methods, we only found the work of Andriluka et al. [2018], Agustsson
et al. [2019] to address full image interactive segmentation that vaguely represents our scenario. However, their
methods focus on panoptic segmentation, which considers instance and semantic segmentation simultaneously,
along with ideas of depth and overlap. These methods make use of Mask-RCNN as a backend, and use ideas
from previously presented papers like extreme points to annotate natural images. We are only studying semantic
segmentation applied to remote sensing imagery.
4.1.4 Weakly-Supervised Semantic Segmentation
An alternative to interactive segmentation is weakly-supervised semantic segmentation, with both approaches
attempting to reduce the time spent labelling images. A number of weakly-supervised semantic segmentation for
natural images has been proposed: image-level [Bearman et al., 2016], point-level [Bearman et al., 2016] and
scribble labels [Lin et al., 2016]. Of particular relevance, Wu et al. [2018] used scribble supervision for building
extraction, and most recently Wang et al. [2020] used point supervision for land cover mapping.
The aim of weakly-supervised semantic segmentation methods is to train models with less fine-grained labels
required (which are time-consuming to create), while the aim of our interactive segmentation approach is to improve
the segmentation quality such that it can be used for disaster relief applications. The samples produced could also
be used for training models for further use within the region. That distinction is important.
4.1.5 Interactive Segmentation applied to Building Detection and Land Cover Mapping
To the best of our knowledge, interactive segmentation has not been well explored in remote sensing applications.
GrabCut has been applied to remote sensing images with some success [Yang et al., 2017a], and Acuna et al. [2018]
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do show their Polygon-RNN algorithm working on a small 64 image Rooftop dataset.
4.1.6 Unexplored Area
In the traditional interactive segmentation set-up, one segments a single object (in the foreground) from the
background. Note the examples in figure 4.7 from one of the state of the art methods, DEXTR:
Figure 4.7: Examples of Traditional Interactive Segmentation [Maninis et al., 2018].
Like DEXTR, the majority of interactive segmentation methods require annotations for each object, while seg-
menting one object at a time. For land-cover mapping and building detection, the problems we consider differ as
follows:
1. Building Detection: we are looking at many buildings and are asked to segment them all simultaneously.
There are many buildings in each image and we would like to obtain all of them with limited interaction. This
can be addressed as either a binary semantic segmentation problem or an instance segmentation problem.
2. Land Cover Mapping: we would like to map the entire image into four land cover classes, again si-
multaneously. Each pixel in the image should have a semantic label. This is a semantic segmentation
problem.
We choose to address both problems as semantic segmentation tasks.
4.2 Algorithms & Models
This section presents our proposed interactive segmentation algorithm, along with two baselines.
Subsection 4.2.1 presents the baseline fully convolutional network. This is a standard semantic segmentation
network. Subsection 4.2.2 presents the simple adaptation made to the baseline FCN to incorporate some user
interaction. Subsection 4.2.3 presents our proposed iterative corrections interactive segmentation model.
A conscious decision was made against testing certain algorithms that are considered state-of-the-art, such as
Polygon-RNN++ [Acuna et al., 2018] and DEXTR [Maninis et al., 2018], or baselines in the field [Rother et al.,
2004, Xu et al., 2017] as they are ill-suited to this task. These algorithms require bounding boxes to be drawn
around the objects and/or multiple interactions per object. For large scale annotation of buildings (and other map
features), this sort of interactivity does not provide a significant reduction in annotation time, as it requires numerous
initial interactions for each individual object.
Furthermore, in our experiments we use relatively simple network architectures, but more performant ones can
easily be substituted such as FC-DenseNet [Jegou et al., 2017]. Additionally, algorithms like DSAC [Marcos et al.,
2018b] which introduce a shape prior for building segmentation to improve the regularity of the segmentation,
could easily be integrated into the proposed algorithm to provide even better segmentation results.
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4.2.1 Baseline FCNs
The first baseline is a fully convolutional network for semantic segmentation. This compares whether the proposed
algorithm improves performance over the standard semantic segmentation output.
Network Architecture
As our network architecture we propose to use the ResNet18-based FCN as the baseline for both land cover mapping
and building footprint segmentation, as previously explained in section 2.3.1. This follows previous work in land
cover mapping. [Singh et al., 2019]. While U-Net tends to be more popular with the building footprint segmentation
community, due to the model providing better delineation of boundaries, reviewing a single model on the two
different datasets makes analysis easier. Furthermore, initial tests found little difference in the relative performance
of the baseline to the iterative interactive segmentation algorithm proposed.
Figure 4.8 shows the diagram of the ResNet18-based FCN network architecture. For an explanation of the
architecture, please refer to section 2.3.1.
For the baseline, the input is the image data. For the Chesepeake dataset the FCN has four input channels
(RGB+NIR), while for the Inria dataset the FCN has three input channels (RGB).
Figure 4.8: ResNet-18 Backbone and the derived FCN network.
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4.2.2 Multi-class Multi-object iFCN
As a second baseline, we adapt the existing iFCN framework for multiple classes and multiple objects. We do that
by generating as many channels as there are classes, instead of two channels for positive and negative clicks. We
concatenate these additional channels to the image data and use the concatenated data as the input to the model. To
train the model we use simulated clicks, based on the strategies we detail below.
Network Architecture
We use the same network architecture, the ResNet18-based FCN. The only change is the number of input channels.
For the Inria dataset the number of input channels becomes 5 (RGB and 2 classes), while for the LCM dataset the
input channels rises to 8 (RGB+NIR and 4 classes).
Click Simulation Strategy
To simulate clicks we derive two strategies:
1. LCM dataset: due to the irregular shapes of the classes, it is difficult to do anything other than select random
points, in which we reveal the class.
2. Inria dataset: For the Inria dataset we could choose to select points to reveal in a smarter way, for example
with points at centroids of buildings. To remain consistent we use random points as with the LCM dataset.
Click Encoding
The literature on interactive segmentation differs regarding how we should encode the clicks. The original iFCN
paper, along with Deep GrabCut, used a Euclidean distance mask. Others like Maninis et al. [2018], have used
Gaussian kernels over each click. We study these three options:
1. Binary 3 × 3 pixel disk: encode the clicks as a 3x3 disk. The disk is placed in the appropriate channel for the
class the user selected.
2. Gaussian kernel: this is implemented by placing the points clicks with a value of 1, followed by convolving







This is done on a per channel basis.
3. Euclidean distance mask: we create a mask with the same 2D dimensions of the original image, and with as
many channels as there are outputs classes. The clicks are encoded in the appropriate channel representing
the class. For each channel, the pixel value of the mask is pxy, where x and y represent the co-ordinates of
the pixel. Let pij ∈ A, where i and j are the co-ordinates of the user provided clicks and A is the set of all
user provided click co-ordinates in that channel. Then we can define pxy as follows:
pxy = min∀pij∈A
√
(x− i)2 + (y − j)2.
Further, to aid training the inputs are normalised.
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4.2.3 Proposed Algorithm: Iterative Corrections
This subsection presents the proposed iterative corrections algorithms for interactive semantic segmentation of
remote sensing imagery. The proposed algorithm is guided by the following principles:
1. fewer manual annotations (clicks) are better,
2. corrections should take less time than clicking on each object for manual segmentation.
Overall Algorithm
As opposed to most of the previous work, we do not have the user provide any initial interaction — no bounding
box, extreme points or initial clicks. A base network provides the initial segmentation mask, and a second network
incorporates the corrections. The corrections come from a user, who marks the incorrect regions with points
indicating the correct class. This is not dissimilar from what Benenson et al. [2019] propose, the difference being
that their base network takes in a bounding box input to signal the object being selected. To incorporate the output
from the base network and the clicks from the user, we concatenate the inputs.
Figure 4.9: The proposed algorithm: Mb indicates the base network and Mb+c indicates the correction network.
This examples shows 3 negative clicks being used, but this could be any combination of positive and negative clicks.
Adapted from Benenson et al. [2019].
Inria: For the Inria dataset, the base model, Mb, takes in 3 channels, RGB, and outputs 2 channels for the 2 classes,
building and not building. The corrections models, Mb+c, takes in 7 channels: red, green, blue, building prediction,
not building prediction, building correction clicks and not building correction clicks. The corrections model also
outputs 2 channels for the 2 classes.
LCM: For the LCM dataset, the base model, Mb, takes in 4 channels, RGB and Near Infrared, and outputs
4 channels for the 4 classes. The corrections models, Mb+c, takes in 12 channels: RGB+IR, 4 output classes and 4
correction click channels (one for each class).
Network Architectures
As with the baseline, we used the ResNet-18 based FCN as Mb, as illustrated in figure 4.8.
For Mb+c, we use a simplified U-Net network (with far fewer filters), as it is very lightweight in terms of
computational budget compared to ResNet-18 based FCN. This allows both models to fit on the GPU for training.
Note that the representational power of the simplified U-Net is comparatively limited. This is by design so we can
test if it is adapting the previous model’s output rather than just learning a better representation. This is useful as it
allows for faster throughput and training due to the simpler network, and can all be done on a single GPU with less
memory making it more accessible. Figure 4.10 illustrates the architecture of the simplified U-Net network.
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Figure 4.10: Simplified U-Net architecture used for the corrections model, Mb+c.
Simulated Click Strategy
The simulated clicks are placed at the largest error regions in that order. For example, if we have 3 rounds of
corrections we place the clicks at the 3 largest errors in that round. The process is described more concretely below:
1. Compare the output from Mb to the ground truth.
2. Calculate the largest error regions in terms of area in each class using connected components.
3. Select the largest X number error regions and place the ’clicks’ at the centroid of each region in the appropriate
channel to indicate the correct class.
4. Concatenate the inputs of the initial data, the output of the base model, Mb, and the corrections as inputs to
Mb+c.
5. For rounds following, instead compare the outputs of Mb+c to the ground truth and follow the procedure
above.
Click Encoding
A binary 3 × 3 pixel disk is placed on the centre of each click, in the relevant channel. This was based upon the
experiments done on the click encodings with iFCN.
Training Strategy
The base model, Mb, is trained prior to the training Mb+c. We then adopt the iterative training strategy initially
proposed in Mahadevan et al. [2018] and further established in Benenson et al. [2019] to train the correction model
where corrections are iteratively added. This strategy involves the use of multiple rounds of corrections for each
image, with the error backpropogated each round. We explore the design space regarding the number of clicks and
the number of rounds of corrections in the experiments.
Both models are trained with the same training data.
The training strategy is described concretely below:
1. Compare the output from Mb to the ground truth and obtain the corrections using the simulated click strategy.
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2. Concatenate the inputs of the initial data, the output of the base model and the corrections as inputs to Mb+c.
3. Compare the output of Mb+c to the ground truth, using the loss function. Use gradient descent and
backpropagation to update the weights of model Mb+c
4. For rounds following, compare the outputs of Mb+c to the ground truth and follow the procedure above. The
number rounds and number of corrections provided per round are provided in section 4.3.
4.3 Experimental Design
This section presents further details on how the models were trained. It expands on questions we attempt to answer
and details experiments we have conducted in order to answer them.
Subsections 4.3.1, 4.3.2 and 4.3.3 further describe the training of the baseline FCN, iFCN and the proposed
algorithm.
Subsection 4.3.4 describes an experiment on iFCN to determine the best click encoding method. Subsections 4.3.5
and 4.3.6 describe the experiment around the evaluation of the proposed approaches when the regions are the
training data and when the regions are not. Lastly, subsection 4.3.7 describes the experiment on how to structure
the corrections in our proposed approach.
4.3.1 Training of Baseline FCN
We train and test on the two datasets separately. We train a model for the Inria dataset and train another model for
the LCM dataset. To train the baseline model the following hyper-parameters were used:
• Initialisation: The model is initialised using the He initialisation.
• Model: ResNet18-Based FCN.
• Cities or Regions: All except Kitsap County in Inria dataset and New York on LCM dataset.
• Input Channels: 3 on the Inria dataset and 4 on the LCM dataset.
• Loss Function: Soft IoU Loss.
• Optimiser: Adam with learning rate of 0.001.
• Epochs: Train for 30 epochs or to convergence.
4.3.2 Training of Proposed iFCN Model
Like the baseline FCN model, we train and test on the two datasets separately. We train a model for the Inria dataset
and train another model for the LCM dataset. The only difference in the training of the two models is the number
of input channels and the simulated clicks in those input channels.
Nevertheless, the hyper-parameters for the experiment are presented below:
• Initialisation: The models are initialised using the He initialisation.
• Base Model: ResNet18-Based FCN.
• Training Regions: All except Kitsap County in Inria dataset and New York on LCM dataset.
• Number of Random Clicks Provided: 9 for the Inria dataset, and 15 for the LCM dataset.
• Input Channels: 5 on the Inria dataset and 8 on the LCM dataset.
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• Loss Function: Soft IoU.
• Optimiser: Adam with learning rate of 0.001.
• Epochs: Train for 30 epochs or to convergence.
4.3.3 Training of Proposed Algorithm
We train and test on the two datasets separately. A model is trained for the Inria dataset and another for the LCM
dataset. We use the model from the training of the baseline FCN as the base model.
The hyper-parameters for experiment are listed below:
• Initialisation: The models are initialised using the He initialisation.
• Base Network Architecture (Mb): ResNet18-Based FCN (from the baseline FCN training).
• Corrections Network Architecture (Mb+c): Simplified U-Net.
• Training Cities: All except Kitsap County in Inria dataset and New York on LCM dataset.
• Number of Correction Rounds: 3 for Inria dataset, and 5 for LCM dataset.
• Number of Corrections Per Round: 3.
• Input Channels for Mb+c: 7 on the Inria dataset and 12 on the LCM dataset.
• Loss Function: Soft IoU.
• Optimiser: Adam with learning rate of 0.001.
• Epochs: Train for 30 epochs or to convergence.
4.3.4 Click Encoding
As mentioned previously, the literature differs on how to encode the user interactions. The previously described
approaches— binary disk, Gaussian kernel and Euclidean distance mask— are compared using iFCN on the Inria
dataset, evaluating on the validation set.
We use the hyper-parameters listed in subsection 4.3.2 changing only the click encoding method. We looked at the
performance of the various strategies on Kitsap County in the Inria dataset, which was out-of-distribution of the
training data.
4.3.5 Overall Performance on Regions in Training Data
We compare the performance of the algorithms on validation data from regions in the building footprint segmentation
and land cover mapping datasets. The proposed approaches have not been tested in these scenarios before.
We look at the performance in terms of mean intersection over union, but also in terms of accuracy for specific
classes in the case of the land cover mapping dataset.
4.3.6 Performance on Regions not in Training Data
As noted previously, model performance degrades significantly when moving to different cities and regions. An
important potential use case is moving the models to regions which are different from the regions we trained on.
This is typically where volunteers might need to label. If this improves performance out-of-distribution, it would be
of great assistance to the volunteers who map.
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To simulate this, the models were tested on the cities or regions they were not trained on — Kitsap County and
New York respectively. We evaluate the performance increases over the baselines.
4.3.7 Structure of Iterative Corrections
Finally, we look at an important design choice: How to structure the corrections? While this would be very
dependent on the various base models’ performance and datasets used, we provide some analysis to help guide
the practitioner on how to structure the corrections into rounds. We do this by examining by how to structure the
corrections on New York in the LCM dataset.
4.4 Results & Discussion
In this section, the results of the experiments and questions posed in the previous section are presented and
discussed.
Subsection 4.4.1 presents the results of the experiment comparing the click encoding methods. The results showed
that a simple binary disk works best, and this encoding method was used in all subsequent experiments.
Subsection 4.4.2 presents the results comparing the proposed iterative corrections algorithm with the two baselines.
The performance of the proposed algorithm is compared on regions and cities included in the training data.
Subsection 4.4.3 presents the results on regions and cities not included in the training data. The results show a
substantial increase in the performance, particularly where the base model performed badly. As this is the case with
imagery from regions the models were not trained on, the corrections algorithms performed particularly well in
those cities or regions not included in the training data. Given the results in subsections 4.4.2 and 4.4.3, subsection
4.4.4 presents results that provide intuition on how to structure the corrections in rounds.
Finally, subsection 4.4.5 presents the analysis of qualitative results obtained from the proposed iterative interactions
corrections model. This subsection presents analysis of how the model performs when presented with an initial
segmentation with a large number of mistakes, how it performs when the initial segmentation is already well-
described, and how the models translates to larger patches. It also analyses failure cases and the limitations of the
proposed model.
4.4.1 Click Encoding
One of the first questions we posed, given the lack of clarity in existing literature on what to use (with different
methods doing different encodings without comparison), was how to encode the clicks. We performed the analysis
on Kitsap County in the Inria dataset (out-of-distribution), averaged over 3 runs. The results can be seen in table
4.1:
Table 4.1: Click encoding comparison.
Binary mask Gaussian kernel Distance mask
Building IoU 0, 39 0, 38 0, 35
(Note: we present the Building IoU rather than mean IoU as a greater differentiation can be seen. In results
presented later we use mean IoU.)
From the results, it is apparent that the type of post-processing done has negligible effect. The performance of the
binary disk and Gaussian kernel methods are roughly similar. The network likely generates its own representation
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which it finds more useful.
What was surprising was the under-performance of the the most commonly used encodings (Euclidean distance
masks) compared to binary disks. It seems like an unnecessary processing step was used, which is perhaps an
artefact of computer vision techniques pre-deep learning. The reason for the under-performance, as compared
to a binary disk, and why the the distance mask was likely used in the initial paper was because it was typically
segmenting a single object at a time. When having multiple objects and multiple classes, it becomes difficult to
interpret exactly where the click occurred as compared to the binary disk and Gaussian kernel.
Based on this result we used a 3 × 3 pixel binary encoding for all further experiments.
4.4.2 In-Distribution Performance
Tables 4.2 and 4.3 present the performance results across the different regions within the two datasets. Quite
broadly, we saw that within the distribution of the data trained on, the interactive clicks provided a significant boost
over the baseline and iFCN. iFCN by itself provided around a 5% boost over the baseline. Clearly, additional
supervision is helpful and that is what we expected. However, where that supervision comes from is important, as
the interactive method provides a 10% boost over the baseline. This is a significant improvement over the baseline.
Table 4.2: mIoU Comparison on the Inria Dataset.
Vienna Tyrol-West Chicago Austin
Baseline 0,782 0,780 0,725 0,760
iFCN 0,803 0,801 0,744 0,771
Interactive 0,861 0,861 0,808 0,865
Table 4.3: mIoU Comparison on LCM Dataset.
Deleware West Virginia Virginia Pennsylvania Maryland
Baseline 0,816 0,691 0,794 0,743 0,804
iFCN 0,826 0,704 0,806 0,768 0,811
Interactive 0,878 0,818 0,869 0,819 0,859
The iterative corrections algorithm seems to help most where the there is particularly bad performance in the base
model output, while it is less useful where the errors are small. West Virginia and Chicago are good examples of
this. In table 4.3 we can see that the performance increase is 18% on West Virginia.
However, even small mIoU improvements are very useful. In order for the results to be used broadly, for example
uploaded to OpenStreetMaps, the segmentation maps need to comprehensively and appropriately cover the area.
This method seems to enable that as verified in section 4.4.5.
Effect on Individual Classes
Generally, we can see that the dataset class imbalance has an effect on the performance of the model when looking
at the baseline. We show this in table 4.4, noting the accuracy of a class with respect to the proportion of the dataset
that class consists of.
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Table 4.4: Baseline model’s per class accuracy and dataset proportions.
Water Forest Field Impervious
Accuracy % of Dataset Accuracy % of Dataset Accuracy % of Dataset Accuracy % of Dataset
Deleware 81% 1,7% 92% 37,9% 96% 52,4% 83% 8,0%
West Virginia 54% 0,3% 98% 80,6% 84% 18,0% 72% 1,2%
Virginia 94% 6,0% 96% 69,5% 87% 22,2% 72% 2,3%
Pennsylvania 75% 1,0% 95% 64,6% 90% 30,1% 70% 4,3%
Maryland 85% 4,9% 92% 41,2% 89% 45,5% 90% 8,4%
The model struggles with classifying water pixels in West Virginia, where the proportion of water is low (0.3%).
Virginia, with a higher proportion of water pixels (6.0%), is able to classify with 94% accuracy. A similar result
can be seen with pixels classified as impervious in West Virginia compared to Maryland. We can infer that dataset
proportion is likely one reason for the poor performance. Other reasons could be related to the model’s ability to
generalise to intra-class variation.
Table 4.5: Corrections model’s per class accuracy and dataset proportions.
Water Forest Field Impervious
Accuracy % of Dataset Accuracy % of Dataset Accuracy % of Dataset Accuracy % of Dataset
Deleware 90% 1,7% 97% 37,9% 97% 52,4% 90% 8,0%
West Virginia 81% 0,3% 99% 80,6% 93% 18,0% 81% 1,2%
Virginia 96% 6,0% 98% 69,5% 94% 22,2% 80% 2,3%
Pennsylvania 86% 1,0% 97% 64,6% 92% 30,1% 82% 4,3%
Maryland 91% 4,9% 96% 41,2% 92% 45,5% 92% 8,4%
Table 4.5 when compared to table 4.4 shows that the interactive algorithm is clearly able to assist in the model
detecting the minority classes. The accuracy of West Virginia jumps from 54% to 81% on the water class, and from
72% to 81% on the impervious class.
This is likely occurring due to the base model detecting the class initially. The provided corrections would enable
the corrections model to detect the class and make the appropriate changes.
4.4.3 Out-of-Distribution Performance
The algorithm works in-distribution, but we also want to see if works out-of-distribution. This simulates the
scenario of moving to different regions or cities. Interestingly, comparing tables 4.3 and 4.6, we see that the
out-of-distribution performance increase, from the interactive corrections algorithm over the baseline, exceeds that
of the in-distribution performance increase.
Table 4.6: Comparison of methods in regions not in training data.
Baseline iFCN Interactive
Kitsap County 0,664 0,684 0,749
New York 0,793 0,795 0,867
The performance in New York seems to be in line with the rest of the results. This was because the baseline model
seemed to be able to generalise well from the rest of the dataset. On Kitsap County, however, we see a clear
degradation of the base model performance and the interactive corrections algorithm helps significantly.
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4.4.4 How to structure corrections
Understanding that the iterative corrections strategy works, the following question arises: how should one structure
the corrections? In other words, how many rounds of corrections should one have and how many corrections in
each round?
We examine this on New York in the LCM dataset and display the results in figure 4.11.
Figure 4.11: A graph showing the relationship between the total number of corrections, the number of rounds and
the mIoU in New York in the LCM dataset. Bubble size indicates number of corrections in a round.
The results in figure 4.11 show diminishing returns on the number of clicks. The large errors (in both spatial area
and IoU) would be reduced first and then afterwards it would be fine-tuning the smaller errors. This makes sense in
the context of the model missing houses, but once corrected it is able to detect the appropriate class and correct the
entire segmentation mask.
It is also seen that having a number of rounds of corrections provides better performance than simply having more
clicks in a single round. Again, this shows that providing points where the model fails works best. More points in a
single round are helpful, but additional points provide less information and mostly assist with edges.
4.4.5 Qualitative Analysis
In this subsection, we extract some results from the models to analyse the utility of the models in various scenarios
and provide some qualitative analysis. We highlight a number of scenarios where it seems to work well and also
highlight a few failure cases.
Does it work with different size patches?
While we trained on smaller patches of 240× 240 pixels; the model and the iterative corrections strategy performs
well when we apply it to an image of 576× 576 pixels— over 5 times the size of the images we trained on. We see
this qualitatively on the Inria dataset in figure 4.12.
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Figure 4.12: Using Model on Bigger Patches on Inria Aerial Image Dataset.
This means the model can be applied to larger patches at a time, as is often required. However, note that this was on
data with the same spatial resolution and the models we trained were not trained to be robust to multiple resolutions.
Adaptation beyond the area corrected
The first notable qualitative result is that the iterative corrections model is able to adapt to the entire image, beyond
where the initial correction is provided, as seen in figure 4.13. In the examples below we see that the model
classifies part of the image as a field. With a single round of corrections, which do not cover all the blobs incorrectly
classified, the model corrects the entire image.
Figure 4.13: Interactive corrections adapting beyond the nearby region area of the corrections.
Multi-class scenario: LCM dataset
In the multi-class scenario in land cover mapping, the algorithm is able to work and improve on the original output
from the base model. It is able to change the class when it is incorrect and this results in changes to the entire
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image.
Figure 4.14: Interactive Corrections working in Multi-Class Scenario.
Refinement of segmentation masks
The model is also capable of refinement of the edges and mistakes in individual components, as demonstrated
in the top image in figure 4.15. However, it is not as good at this for buildings. Adding to the model ideas like
DARNet [Cheng et al., 2019], DSAC [Marcos et al., 2018b] or a loss function prioritising boundaries could further
improve the results and the level of refinement the model is able to achieve. In figure 4.15 we see better edges and
segmentations from the original output, so the network is taking into account the corrections provided at the edge
of the buildings or land cover class.
Figure 4.15: Interactive corrections doing refinements.
In the first example in figure 4.16 we see the corrections algorithm making the buildings more accurate, and in the
second example we buildings being split up to match the target (and the user input).
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Figure 4.16: Interactive corrections doing refinements.
Failures
It is useful to note at this point that both the datasets, Inria and Chesapeake, are fairly noisy despite the quality
assurance process instituted. The Chesapeake dataset stated that it has an estimated accuracy of 90%-95%. One
of the failures of this model is that the priors are quite strong. For example, in this first failure example shown in
figure 4.17, the target is clearly incorrect. However, despite the corrections provided the model is not able to adapt
because it quite clearly sees a delineation between forest and field, when the target is just field.
Figure 4.17: Example of failures on the Chesapeake (top) and Inria (bottom) dataset.
The second failure, shown in figure 4.17 is probably more representative of what might happen in failure cases on
the Inria dataset. Buildings that were separate (and rightfully so), were joined. One might speculate that a better
base/corrections model might assist, but that is unclear from the experiments conducted. This error would cause
volunteer mappers to spend time splitting the buildings up.
4.5 Conclusion
In this section, the utility of an iterative corrections algorithm for interactive semantic segmentation of buildings
and land cover classes from aerial imagery was investigated. For faster disaster relief mapping, this complements
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existing efforts rather than attempting to automate them. We showed that the proposed algorithm achieved an
improvement of up to 18% in mIoU and was robust, working both in-distribution and out-of-distribution. This
means it can be used to annotate images in new regions for uploading to mapping databases. The annotated images
can also be used to train more accurate machine learning models. The algorithm can thus be easily packaged and
extended for use within the mapping process. This would reduce the time annotators spend mapping and increase
the speed at which disaster relief organisations can respond to disasters.
The biggest limitation of the work is that the models need to be pre-trained on the categories of the classes to be
used. Work such a graph cuts, despite their limitations, were able to label a single object at a time and that object
could be anything — not necessarily defined as an object in the initial training of the model(s).
Further work that could be pursued to improve this paradigm include incremental learning, where the base and
corrections models would adapt in perpetuity given the corrections. This is a very difficult deep learning problem
that remains largely unsolved in the broader context, as these models require large datasets and are not amenable to




Our aim is to decrease the amount of time volunteers are required to spend labelling remote sensing data to obtain
the required mapping features. If we are able to develop a model that can be trained from fewer labelled samples
then this would be ideal. Active learning aims to do this by selecting what should be training data from the
enormous pool of unlabelled data.
We consider a pool-based active learning scenario, where the pool of unlabelled samples remains fixed throughout
the process. There are other active learning scenarios, such as stream-based and membership query synthesis.
For pool-based active learning, the active learning loop is visualised in figure 5.1.
Figure 5.1: Pool based active learning loop [Yang et al., 2017a].
Consider the following: you have a large pool of unlabelled data, XU . In an active learning loop, one samples data
from the unlabelled pool using a sample acquisition strategy, until a budget, b, is reached. The selected samples are
annotated by an oracle (a human or machine annotator who provides the ground truth) and added to the the labelled
pool, (XL, YL). The machine learning model is then trained on the entire labelled data pool.
After training the model, you continue this process to expand the labelled dataset using the sample acquisition
strategy. The idea is that the sample acquisition strategy should select the most informative samples for a model to
train on— such that one is able to arrive at a high model accuracy with fewer labelled samples. This has been a
longstanding problem within pattern recognition.
Active learning worked relatively well prior to the advent of deep learning methods and there were theoretical
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guarantees for when it might or might not work. However, with deep learning models, traditional sample acquisition
strategies have been shown to have limited effect. Deep learning models require massive amounts of labelled data
to be trained effectively, and labelled data is expensive. Thus active learning has become a vibrant research topic
within the machine learning and related communities.
Some early work in the area has shown promise on toy problems (e.g. MNIST [LeCun et al., 1998]) and natural
images (e.g. CIFAR [Krizhevsky and Hinton, 2009], ImageNet [Deng et al., 2009] for classification and BDD
[Yu et al., 2018] and CityScapes [Cordts et al., 2016] for semantic segmentation), from the uncertainty-based
approaches to diversity-based approaches and their combination [Sinha et al., 2019]. Despite the interest in active
learning for deep learning, there have not been any studies on applying such approaches to remote sensing in
either a land cover mapping or building footprint segmentation context. Furthermore, these methods have not been
evaluated in more realistic scenarios, such as when transferring a model.
In this chapter we attempt to apply a variety of active learning methods to land-cover mapping and building footprint
segmentation. We evaluate and compare the performance of a number of sample acquisition strategies in the remote
sensing datasets. We also examine the performance of the active learning strategies with two different pre-training
approaches to see if strategies work any better.
Section 5.1 presents literature on active learning with a focus on deep learning. It also touches on active learning
for remote sensing and semantic segmentation.
Section 5.2 presents the sample acquisition strategies used in our experiments, with section 5.3 explaining the
modifications if any when applied to semantic segmentation of remote sensing data.
Section 5.4 presents the experimental design used to answer some of the questions listed above. It includes details
on how certain techniques were implemented and how the protocols for active learning were changed to answer
particular questions.
Finally, section 5.5 presents the results of the experiments and a discussion of the results. We found that while none
of the algorithms worked universally better than the others, the results provided some intuition on when a particular
strategy might work better. It was also noted that there was significant variability in the results and that random
sample acquisition strategy often performs on par with the sample acquisition strategies we compared.
We conclude with a summary, along with recommendations and potential avenues for future research.
5.1 Related Work
Active learning sample acquisition strategies can largely be grouped into two classes of methods: uncertainty-based
methods and diversity-based methods. A number of strategies then use a combination of the above or learn a new
strategy entirely. Further, it should be noted that active learning is traditionally pursued in a classification context,
with a few modifications made for a segmentation task.
Subsection 5.1.1 presents an overview of active learning prior to deep learning. This subsection groups work by the
classes described above: uncertainty-based, diversity-based and other methods.
Subsection 5.1.2 presents an overview of active learning methods that incorporate deep learning. This subsection
also groups work by the classes described above: uncertainty-based, diversity-based and other methods.
Subsection 5.1.3 presents work in deep active learning applied to semantic segmentation specifically.
Subsection 5.1.4 presents an overview in active learning applied to remote sensing applications. Lastly, subsection
5.1.5 provides an overview of active learning when some sort of pre-training has previously been done.
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5.1.1 Prior to Deep Learning
A comprehensive literature review of active learning methods prior to the advent of deep learning is provided
by Settles [2014]. We provide a more basic overview, noting some of the important methods. In comparison to
methods that incorporate deep learning, these methods typically have stronger empirical results and theoretical
justification.
Uncertainty
The most common class of sample acquisition strategies is uncertainty-based. In this class of methods, the active
learner will request samples the model is uncertain about. For classification and segmentation tasks, entropy
[Shannon, 1948], max-margin [Scheffer and Wrobel, 2001] and least confidence are among the most common
heuristics. Query-by-committee [Freund et al., 1997] is a strategy in which a committee (or ensemble) of models
are trained, and the samples that the committee most disagree on are selected. Strategies along these lines typically
make use of the the previously listed uncertainty heuristics as methods to compute the disagreement. Related to this,
Houlsby et al. [2011] proposed Bayesian Active Learning by Disagreement (BALD) which uses mutual information
between the model predictions and the model parameters as a heuristic to compute the disagreement for Gaussian
processes.
Diversity Based
Diversity-based sampling is concerned with selecting the fewest samples that would most represent the underlying
dataset. One of the challenges of this approach is that it requires a good representation of the underlying dataset to
best select samples. It does, however, allow for leveraging the unlabelled samples to help build a representation of
the dataset. Examples of this approach include Xu et al. [2009] who used clustering to assist active learning for
support vector machines, and Settles and Craven [2008] who used density-weighting.
Other Approaches
A number of other approaches have also been proposed that fall outside the above two categories. Hybrid approaches
which combine the two have been proposed. Other methods include Kapoor et al. [2007] who introduce a strategy
that aims to maximise the expected model improvement for Gaussian processes, and Roy and McCallum [2001]
who propose an error reduction strategy for a naive-Bayes classifier.
5.1.2 With Deep Learning
Unfortunately, many of the ideas and results have not translated well to deep learning models. Among the issues is
that deep learning models are trained on batches of data. This requires designing active learning sampling strategies
which can query several samples at once. In addition, most of the previous uncertainty sampling methods have
been specifically shown to perform poorly with deep learning models due to poor calibration.
Uncertainty-Based
As mentioned previously, the traditional uncertainty-based strategies, such as maximum entropy, confidence and
min-max margins, have been investigated in deep learning in a variety of contexts including classification [Sener
and Savarese, 2018] and segmentation [Sinha et al., 2019, Siddiqui et al., 2019]. Of particular note, Sener and
Savarese [2018] showed that these sample acquisition strategies do not translate to CNNs and struggle with non-toy
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datasets. More generally, Gal and Ghahramani [2016], Kendall and Gal [2017], Lakshminarayanan et al. [2017]
showed that the softmax outputs of the neural networks are often poor estimates of uncertainty. This cripples
uncertainty-based acquisition strategies that leverage heuristics like entropy.
Amongst the notable work in using uncertainty for active learning with deep learning, was Gal et al. [2017]. They
use the the result of Gal and Ghahramani [2016], which approximates the posterior distribution over the weights
in the network using Monte Carlo dropout (MC-dropout), to provide better calibration. They then use BALD as
the active learning sample acquisition strategy. This approach showed improvements on MNIST and diabetic
retinopathy datasets, which are relatively small datasets. Lakshminarayanan et al. [2017] extend Monte Carlo
dropout by using a ensemble of neural networks, which produces better calibrated results. Beluch et al. [2018]
experiment with various uncertainty heuristics to compute disagreement with ensembles for active learning. The
traditional heuristics like entropy have also been tried using the MC-dropout approximation [Siddiqui et al., 2019].
Other methods have been proposed using committees or ensembles to represent uncertainty and in turn use that for
active learning [Kuo et al., 2018, Yang et al., 2017b].
Diversity-Based
Among the earlier methods that showed promise within the context of deep learning models were diversity-based
methods from Dutt Jain and Grauman [2016], Sener and Savarese [2018]. However, their effectiveness seem to
wane in the face of increasing task and dataset complexity [Sinha et al., 2019].
Core-sets [Sener and Savarese, 2018] aims to minimise the Euclidian distance between samples in the labelled
pool and unlabelled pool in some feature space. This approach was amongst the first methods that seemed to
have significant improvement in large scale image classification tasks. However, for high-dimensional data and
datasets with many classes using a distance-based approach becomes impractical and ineffective [Sinha et al., 2019].
Other diversity-based methods seek to model the unlabelled sample space more directly, leveraging the large set
of unlabelled samples. A more recent approach is variational adversarial active learning [Sinha et al., 2019]. In
VAAL, they train a VAE to learn a latent space and a discriminator to classify samples as labelled or unlabelled,
from the latent space generated by the VAE.
Other approaches
As with the pre-deep learning approaches, a number of methods combine the above approaches. Wang et al. [2017]
introduced a weakly-supervised algorithm that incorporates pseudo-labels into a semi-labelled pool that the model
trains on. These samples are obtained from the unlabelled pool when the model has high confidence on the sample.
Kirsch et al. [2019] showed an improvement on BALD for classification on MNIST, by combining BALD with
diversity criteria, but their method becomes extremely computationally expensive with large images and large
datasets. Of the newer and more different algorithms, Casanova et al. [2020] used deep reinforcement learning (with
the DQN network) for active learning. While novel and interesting, it failed to provide significant improvement
over baselines.
5.1.3 Active learning for Semantic Segmentation
Active learning for semantic segmentation has been mostly investigated in the context of natural images and medical
images. The topic within the medical imaging community is particularly popular given the significant cost of
collecting data and labels. Medical images require specialist doctors, whose time is valuable and it is therefore
costly to provide the segmentation masks.
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Among the approaches taken is Kuo et al. [2018] who propose a strategy using uncertainty from an ensemble of
models, and suggestive annotation [Yang et al., 2017b] which does the same but incorporates core-sets for choosing
representative data points. Gorriz et al. [2017] use Monte Carlo dropout instead of ensembles. Sinha et al. [2019]
showed their VAAL strategy to work on semantic segmentation, along with core-sets and max-entropy strategies.
Other strategies focus on obtaining smaller parts of the image like super-pixels or patches for labelling, instead of
full images, and use similar uncertainty heuristics as above [Siddiqui et al., 2019, Mackowiak et al., 2018]. These
approaches also incorporate an idea of cost associated with labelling certain components of an image into their
criterion of choosing what patches of each sample to label.
5.1.4 Active Learning for Remote Sensing Applications
There is a significant body of literature for active learning for remote sensing in both the pre and post deep learning
era [Geib et al., 2018, Rajan et al., 2006, Wan et al., 2015, Persello and Bruzzone, 2014, Liu et al., 2017, Patra and
Bruzzone, 2014, Tuia et al., 2011a]. The work is largely derivative of work in the broader machine learning and
computer vision communities, with ideas of uncertainty, diversity and a combination of the two. The work consists
almost exclusively on classification as a task. Tuia et al. [2011b] provides a comprehensive survey of active learning
for remote sensing classification prior to deep learning. We do not delve deeply in the these topics as we focus here
on semantic segmentation. Of the more interesting active learning papers with respect to deep learning, was the the
work by Lu et al. [2017], who incorporated spatial information. They use specific knowledge of remote sensing to
improve their classification output. Robinson et al. [2019b] present some of the first work using deep learning and
active learning on remote sensing imagery. They look at a rather limited number of active learning approaches
within a weak-supervision context and compare it to human chosen samples, finding that humans choose better
samples. They did however use very simplistic active learning heuristics.
5.1.5 Active Learning after Pre-Training
Active learning for adaptation to new regions, after pre-training, has not been a widely-considered scenario. Wang
et al. [2017], Beluch et al. [2018] both used pre-trained ImageNet weights for all their experiments. Huang and
Chen [2016] looked at active learning for domain adaptation; with access to the data both in the source and target
domain. Muthakana and Singh [2019] did, in parallel to the experiments we conducted, some experiments on
transfer learning with active learning using ImageNet and CIFAR pre-trained weights. There have also been
a number of papers that do semi-supervised active learning, in which models make use of unlabelled data and
labelled data [Wang et al., 2017, Berardo et al., 2015, Rhee et al., 2017, Gao et al., 2020]. Prior to deep learning,
Bruzzone and Fernàndez Prieto [1999] used an uncertainty-based approach with a support vector machine model,
and considered the remote-sensing scenario of moving to a new region. The work of Bruzzone and Fernàndez Prieto
[1999] reinforces the utility of our formulation of the problem.
5.2 Acquisition Strategies
We investigate a number of acquisition strategies proposed. These methods are either standard baselines in the
field or proposed state-of-the-art algorithms. We test a number of uncertainty-based approaches (softmax max-
entropy, softmax max-entropy with MC-dropout and BALD with MC-dropout), two diversity-based approaches
(core-sets and VAAL) along with a random baseline approach. The strategies and how they are adapted for semantic
segmentation, if any adaptation is made, are explained in this section.
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5.2.1 Random
Using the random acquisition strategy, in each active learning loop the samples acquired for labelling are randomly
selected samples from the unlabelled pool. We implement this using Numpy’s [Van Der Walt et al., 2011] random
sampler.
5.2.2 Softmax Max-Entropy
Shannon entropy [Shannon, 1948] is a long-standing measure of uncertainty. It measures the amount of information






where c is the number of classes and pc is the softmax probability that the pixel segmented is of class c.
As we are doing semantic segmentation, this will output a single entropy value for each pixel. In order to decide
whether we should sample the image or not, we sum up the entropy values for each pixel up to get the entropy value
for the whole image. We then select samples that produce the greatest entropy.
5.2.3 Softmax Max-Entropy with MC-Dropout
It has been well established that the softmax probabilities output by neural networks are not well calibrated, and do
not represent uncertainty well [Gal and Ghahramani, 2016]. Dropout is a regularisation technique used in training
deep neural networks, where random units of the network are dropped during training (different units for each
mini-batch). When applying a model at test time no units are dropped. However, [Gal and Ghahramani, 2016]
shows that sampling with dropout at test time approximates a Bernoulli distribution over the model’s weights. This
technique is known as Monte Carlo dropout or MC-dropout. We provide further explanation of MC-dropout and its
implementation in section 5.4.2.
For softmax max-entropy with MC-dropout, we average the results of softmax outputs from the MC-dropout passes
to obtain better uncertainty estimates. We then use these to obtain the the entropy per pixel, which we sum up and















where c is the number of classes, T is the total number of MC-dropout passes and ptc is the softmax probability that
a pixel is of class c in the Monte-Carlo pass t.
5.2.4 Bayesian Active Learning by Disagreement using MC-Dropout
BALD [Houlsby et al., 2011] is an acquisition strategy that estimates the mutual information between the model
predictions and the model parameters [Kirsch et al., 2019]. It was introduced prior to deep learning, but Gal et al.
[2017] adapted it for convolutional neural networks. The equation for calculating BALD is given as




























where c is the number of classes, T is the total number of MC-dropout passes and ptc is the softmax probability that
a pixel is of class c in the Monte-Carlo pass t.
Pixels that maximise BALD are pixels where the entropy is high, while the expectation of the entropy is low. This
occurs when the model has many ways to explain the data, which means that the MC-dropout passes are disagreeing
among themselves [Kirsch et al., 2019].
5.2.5 Core-Sets
Core-Sets [Sener and Savarese, 2018] is a diversity-based approach. This strategy aims to select a subset of points,
the budget b, such they provide the smallest δ to cover the set of all points in some feature space. This is visualised
in figure 5.2.
Figure 5.2: Core-sets visualisation from Sener and Savarese [2018].
Effectively, the core-sets acquisition strategy minimises the maximum distance between samples in the unlabelled
pool and samples in the labelled pool. The simple k-centre greedy strategy, shown in algorithm 1, is used to obtain
select samples in each active learning loop.
Algorithm 1 k-center-greedy [Sener and Savarese, 2018]
Input: data xU , existing pool s0 and a budget b
Initialise s = s0
repeat
u = argmaxL∈[n]\s minj∈s ∆(xU ,xL)
s = s ∪ {u}
until |s| = b+ |s0|
return s \ s0
For the distance metric, Sener and Savarese [2018] use the Euclidean distance between the features. In their
experiments on natural images, they used the output activation features of the VGG network that they trained on as
the features for the samples. One could use pre-trained features as we do in this case. We experimented with two
features: one generated by a VAE and the other generated by Tile2Vec.
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5.2.6 Variational Adversarial Active Learning
In variational adversarial active learning or VAAL, Sinha et al. [2019] train a variational autoencoder to learn a
latent space and a discriminator to classify samples as labelled or unlabelled. A mini-max game is then played
between the VAE and the discriminator such that the VAE aims to fool the discriminator into classifying all data
points from the labelled pool, while the discriminator learns the latent space generated by the VAE to discriminate
between labelled and unlabelled data. In the acquisition phase, the discriminator is applied to the latent embeddings
of the unlabelled pool to decide which samples to acquire.
They train the VAE with latent dimension of between 32 and 128, depending on the size of the images. VAAL uses
transductive learning on unlabelled data to learn features that would otherwise be missing if just trained on the
labelled pool. The loss function of the VAE with transductive learning is formulated as follows:
L
trd
VAE = E[log pθ(xL|zL)]− DKL(qφ(zL|xL)||p(z))
+E[log pθ(xU |zU )]− DKL(qφ(zU |xU )||p(z)), (5.5)
where qφ and pθ are the encoder and decoder, respectively. The prior, p(z), is a unit Gaussian.
Through transductive learning, the representation learnt by the VAE includes latent features associated with both
labelled and unlabelled data. The discriminator then learns to distinguish between labelled and unlabelled data
from the the latent features. The VAE learns in an adversarial fashion to improve the representations and emphasise
important features that distinguish between the pools of data. To do this an adversarial loss is formulated as follows:
L
adv
VAE = −E[log(D(qφ(zL|xL)))]− E[log(D(qφ(zU |xU )))], (5.6)
where D is the discriminator.






where λ1 and λ2 are hyper-parameters that determine the effect of each loss component. The reparameterisation
trick is used to calculate the gradients [Kingma and Welling, 2013].
The loss function of the discriminator is simply binary cross entropy, distinguishing between unlabelled and labelled
data:
LD = −E[log(D(qφ(zL|xL)))]− E[log(1−D(qφ(zU |xU )))]. (5.8)
Lastly, in addition to training the VAE and discriminator, we must simultaneously train the semantic segmentation
model, which VAAL refers to as the task model. We show the VAAL algorithm as provided by Sinha et al. [2019]
in algorithm 2:
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Algorithm 2 Variational adversarial active learning [Sinha et al., 2019]
Input: labelled pool (XL, YL), unlabelled pool (XU ), initialised models for θT , θV AE , and θD
Input: Hyper-parameters: epochs, λ1, λ2, α1, α2, α3
1: for e = 1 to epochs do
2: sample (xL, yL) ∼ (XL, YL)
3: sample xU ∼ XU
4: Compute LtrdVAE using Eq. 5.5
5: Compute LadvVAE using Eq. 5.6





7: Update VAE by descending stochastic gradients:
8: θ′V AE ← θV AE − α1∇LVAE
9: LD ← LBCE(qφ(zL|xL)),✶) + LBCE(qφ(zU |xU )),O)
10: Compute LD using Eq. 5.8
11: Update D by descending its stochastic gradient:
12: θ′D ← θD − α2∇LD
13: Train and update T :
14: θ′T ← θT − α3∇LT
15: end for
16: return Trained θT , θV AE , θD
Acquisition strategy
Once the VAE and discriminator have been trained, they are run on the unlabelled pool. VAAL uses the discrimina-
tor’s softmax output as the probabilities, ranking the samples from the highest probability of being unlabelled to the
lowest. It then selects the samples that are most likely to be unlabelled, until the budget has been reached.
Chosen Hyper-parameters
Following the suggestions provided by Sinha et al. [2019], we set the parameters to the following:
• Models: The VAE is the Wasserstein autoencoder [Tolstikhin et al., 2018] and the discriminator is a 3-layer
MLP. This is per the original implementation. The task model is the ResNet18-based FCN. The VAE and
discriminator architectures are shown in figure 5.3.
• Optimiser: we use Adam as per the original paper.
• Learning rates: α1 (VAE), α2 (discriminator) and α3 (task module— in this case ResNet18-based FCN)
are set to 0.0005, 0.0005 and 0.001 respectively.
• Regularisation weights: λ1 is set to 1 and λ2 is set to 20.
• The latent dimension of the VAE, z, is set to 64.
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Figure 5.3: Wasserstein autoencoder architecture and the discriminator used in the VAAL implementation.
5.3 Acquisition Strategies Aggregation
The uncertainty-based heuristics described provide uncertainty on a per-pixel level. In order to decide on the overall
uncertainty of an image, one needs to aggregate the per-pixel uncertainty to a per-image uncertainty, which can then
be used to sort and decide which images to label. We do this aggregation by summing the uncertainty of the pixels.
The diversity-based approaches described above provide an overall score per image, which can then be used to
decide which images to label. They do not require any aggregation.
Many active learning algorithms for semantic segmentation, instead of acquiring labels of whole images, ask for
labels for smaller areas of the images. For the disaster relief and land cover mapping datasets we have, the patches
are already fairly small in comparison to overall sizes of aerial images, and in addition one needs some context to
do the labelling. Further, in general [Casanova et al., 2020, Siddiqui et al., 2019] it seems that while smaller patches
(or superpixels) in natural images improve absolute performance; the relative performance is largely similar. A
final consideration, which was an important consideration when conducting these experiments, is the computational
burden of using smaller regions. One is then required to get the scores (from the uncertainty or diversity heuristic)
for each region, often on a sliding window basis, and aggregate per region. This adds significant computational cost
to all methods.
For these reasons we choose to use the patches when comparing these heuristics.
5.4 Experimental Design
In this section, we provide further details on implementation and explain some of the questions we try to answer
with our experiments.
Subsections 5.4.1, 5.4.2 and 5.4.3 provide further details on the implementation of how the models are trained, how
uncertainty is calculated in the FCNs and how we generate features used for the core-sets acquisition strategy.
Subsections 5.4.4, 5.4.5 and 5.4.6 explain some of the questions we would like to answer, and further explain the
experimental procedure for answering those questions. These questions include how active learning performs on
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the remote sensing datasets, and how pre-training affects the active learning strategies.
An important note on the experiments: while many were conducted on both datasets, some were only conducted on
a single dataset. The reason for this is that these experiments require significant computational resources, which we
had limited access to. Regardless, the results show that the analysis is often transferable across the datasets.
5.4.1 Basic Experiment Implementation
The basic implementation for all experiments and acquisition strategies is listed below:
• Model: For all the experiments, on both the Inria and LCM datasets, we used the ResNet18-based FCN
previously described.
• Optimiser: We used Adam with a maximum learning rate of 0.001.
• Initialisation: This depended on the experiment run.
• Batch size: we use a batch size of 32. This size fits on the GPU memory, while also being small enough that
we can have multiple batches for each budget (e.g. 1% of the training data for a region on the Inria dataset is
144 patches, which makes 4 batches). We shuffle the batches for each epoch.
• Loss function: Soft-IoU loss.
• Epochs: We ran the experiment for 100 epochs or to convergence when using smaller budgets (5% or less of
the training data), or 30 epochs with larger budgets (more than 5% of the training data).
• Runs: In order to account for the stochasticity, we do 2 or 3 runs of each experiment and report the mean
(and standard deviation where appropriate).
These experiments were implemented using PyTorch [Paszke et al., 2019] and Python. Where parameters are not
specified the defaults were used.
5.4.2 Calculating Uncertainty
As mentioned in the related work, calculating uncertainty with deep neural networks requires more than just the
softmax outputs. These outputs do not represent well-calibrated measurements of uncertainty. Dropout [Srivastava
et al., 2014] is a regularisation technique where during training random layers or units in the neural network are
dropped (i.e. weights connecting to the layer or unit are set to 0). At test time, however, no units are dropped.
However, Gal and Ghahramani [2016] show that using dropout at test time approximates a Bernoulli distribution
over the model’s weights. This is achieved by sampling predictions from the model with dropout enabled. This
technique is known as Monte Carlo dropout (MC-dropout). This technique can also be considered an implicit
ensemble [Lakshminarayanan et al., 2017].
Kendall and Gal [2017] adapt SegNet [Badrinarayanan et al., 2015], to create a Bayesian formulation that allows
for some modelling of uncertainty. They train SegNet with dropout layers and sample the posterior distribution
over the weights at test time using MC-dropout.
In their design of Bayesian SegNet, they note that a fully Bayesian network should be trained with dropout after
every convolutional layer, but found the regularising effect to be too strong which caused undesired effects (slow
learning and less accuracy). They found the best configuration had dropout layers inserted in deepest halves of the












Figure 5.4: Bayesian SegNet architecture [Kendall and Gal, 2017].
At sample acquisition time, the unlabelled data pool is passed through model, with random dropout enable. The
resulting predictions combined are better calibrated in terms of representing uncertainty. We use these outputs to
calculate the various uncertainty heuristics.
We follow the design of SegNet to create a Bayesian ResNet18-based FCN, as illustrated in figure 5.5. We set the
dropout probability to 0.1 (following their work) and use 5 Monte Carlo passes, as Lakshminarayanan et al. [2017]
found 5 passes to be sufficient to obtain well calibrated results.
Figure 5.5: Bayesian ResNet18-based FCN.
5.4.3 Features for core-sets
In the original core-sets method, the authors used the activations of the last layer of their VGG classification
network as features. In a fully convolutional segmentation network we cannot easily produce such compact features.
Instead we look at two approaches of generating the features: Tile2Vec and VAE.
Both of these are unsupervised methods of obtaining representations. In Tile2Vec, the distributional hypothesis
is used to train the network and the VAE is trained as an autoencoder to reconstruct the output. Either way both
methods have been shown to be effective methods of representation learning.
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We examine both and train them in the following fashions.
VAE
Two models are trained. One for the Inria dataset and one for the LCM dataset.
• Model: We use the Wasserstein auto-encoder [Tolstikhin et al., 2018] architecture with a latent dimension, z,
of 64. This was done for simplicity as it matches the VAE used by VAAL.
• Initialisation: The model is initialised using the He initialisation.
• Loss function: Mean squared error for reconstruction loss and KL Divergence for the loss of the latent


































• Dataset: Full Inria or LCM dataset.
• Epochs: For each active learning loop we trained for 30 epochs or until convergence. We found that the
VAEs converged well in under 30 epochs.
Tile2Vec
We trained our Tile2Vec model largely as per the specification of the original paper.
• Model: ResNet18-based CNN adapted for CIFAR10. Fully convolution, but generates a latent dimension
of 512. We note that this is larger than the latent dimension of the VAE, but note that the objective when
training is different.
• Initialisation: The model is initialised using the He initialisation.
• Loss function: Augmented triplet loss, as provided in the background section.
• Dataset: Full Inria or LCM dataset. We created Tile2Vec samples using their Tile2Vec sampling strategy
(for each set, sample a patch at random, sample a nearby neighbour and sample a patch that is far away
(either from the same tile or from a random other tile).
• Epochs: For each active learning loop we trained for 30 epochs.
5.4.4 Overall Performance when Training from Scratch
The first question we want to answer is how do these methods fare on the remote sensing datasets. These datasets
differ significantly from traditional classification datasets (MNIST, ImageNetand diabetic retinopathy) and natural
image segmentation datasets (BDK and CitiScapes). The images in remote sensing not only appear very different,
including different bands as in the case the LCM dataset, but they are highly imbalanced and contain similar data.
Our hypothesis is that diversity-based methods like core-sets and VAAL might work better than uncertainty-
based methods, as they would try to include data that looks different to current samples and thus improve the
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representations. This would the make the models’ representations more robust to intra-class differences and
inter-class similarities.
To test this we looked at a region in each dataset and tested how all the algorithms worked on them. We looked at
Kitsap County in the Inria dataset and West Virginia in the Chesapeake dataset.
Here we consider the standard active learning regime, training a model from scratch for each budget. After each
round the model selects a number of new samples (i.e. the budget), b, to add to the labelled pool, XL, YL.
For these experiments, we used a VAE pre-trained on all the data within the dataset to generate features for the
core-sets strategy.
The protocol was as follows:
• Initialisation: The model is initialised using the He initialisation.
• Initial budget:: 1% of the data.
• Maximum labelled pool size: 5% of the data.
• Budget: 1% of the training data for each active learning iteration. Note that specific sizes in relation to each
dataset used:
1. Kitsap County in the Inria Dataset: the dataset size of each city is 14400 samples. Thus the budget is
144.
2. West Virginia in the LCM Dataset. The dataset size of each region is 15000 samples. Thus the budget
is 150.
• Initial samples: As we are training from scratch, we used a random selection of samples for the initial
selection. However, as we used a fixed pre-trained VAE to generate features for the core-sets acquisition
strategy, we can use core-sets acquisition strategy to obtain the initial samples for that strategy.
We also compared the strategies on Vienna and New York, but did not compare the VAAL strategy. This was due to
the computational burden that VAAL imposes, and based on the initial results, comparing VAAL on these regions
was unlikely to provide additional insight.
5.4.5 Effect of Pre-Training
A real-world scenario that the remote sensing community faces is transferring between regions. This has largely
been ignored in active learning literature.
In many cases one has access to a model trained on a different region, with significant amounts of data. How do
active learning strategies weigh-up in this context? How many samples can we use to have the model work in the
new region?
In another case, we might have access to significant amounts of unlabelled data from a range of regions, including
the one we are interested in transferring to. In this case, what is the benefit in pre-training using some sort of
self-supervised method and then using active learning?
We would like to evaluate how well these pre-training methods work with active learning. Does it make active
learning work better? Does it favour a particular strategy? We also compare the two pre-training methods, looking
at the difference in absolute performance. Certainly, if unsupervised pre-training works well and reduces the need
for labelled samples then it would be of great assistance.
Note that VAAL cannot be easily applied in these scenarios, as the VAE requires access to all the data that the
model has been previously trained on. Having access to all the labelled and unlabelled data is core to training the
VAE in an adversarial fashion, and to transductive learning. This makes the VAAL method not easily amenable to
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pre-training scenario.
Training from Unsupervised Pre-Training
Here we consider training a model, that was pre-trained using the auto-encoding task. In these experiments we used
the same segmentation network, but pre-train the network on the full unlabelled training dataset.
The protocol for the unsupervised pre-training is as follows:
• Initialisation: The model is initialised using the He initialisation.
• Model: We use exactly the same segmentation model as used previously: ResNet18-based FCN.
• Task: Autoencoding. The network structure for FCNs for segmentation are not dissimilar from convolutional
autoencoders: they both consist of an encoder and decoder. The encoder creates a compact representation
and the decoder decodes the representation to recreate the original image. Therefore, the input and the target
are the same: the image.
• Loss function: Mean square error.
• Epochs: We train for 30 epochs or to convergence.
Pre-Trained on Different Regions
Here, we consider the active learning scenario when a model is pre-trained on a region, and then apply active
learning to train on a new region. This is also known as transfer learning. We are not so much concerned with
analysing the transfer learning process, but rather whether it has an effect on the active learning process. Note
that in this context none of the methods require a cold-start, i.e. the initial samples drawn can be drawn using the
acquisition strategy described as the model is already trained to give reasonable outputs for the task.
The protocol for the supervised pre-training is as follows:
• Initialisation: The model is initialised using the He initialisation.
• Network: Same segmentation model as used previously: ResNet18-based FCN.
• Region: We pre-train on every state excluding the region to be adapted to, which is West Virginia.
• Learning Rate: We reduce the learning rate of the optimiser to 0.0005, as we are fine-tuning. This is
common practice in transfer learning [Liu et al., 2020].
• Task: Semantic segmentation.
• Loss function: Soft-IoU loss.
• Epochs: We train for 30 epochs or to convergence.
Active Learning Protocol
The active learning protocol then follows from the standard active learning paradigm, previously described in
section 5.4.4. However, instead of using random weight initialisation we use the weights learnt from one of the
pre-training methods. In terms of the experiment itself we only conduct it on the LCM dataset, where we look at
West Virginia.
The protocol was as follows:
• Initialisation: Pre-trained weights.
• Initial budget:: 1% of the data.
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• Maximum labelled pool size: 5% of the data.
• Budget: 1% of the training data for each active learning. iteration. The dataset (West Virginia) size is 15000
samples. Thus the budget is 150.
• Initial samples: Initial samples are selected at random for unsupervised pre-train weights. For supervised
pre-training, we can use the models to obtain the initial samples rather than choosing samples at random.
Core-sets remains the same as the learning from scratch as we used a fixed pre-trained VAE to generate
features for core-sets acquisition strategy.
• Learning rate: We decrease the learning rate to 0.0005, as this is a fine-tuning scenario.
5.4.6 Effect of Changing Representation for Diversity-Based Methods
So far we tested core-sets with the VAE representation. What if we used the Tile2Vec representation instead? Will
it make a difference? We study this on Kitsap County in the Inria dataset.
We generate the features as described in section 5.4.3 and see if there is a meaningful difference in performance.
As noted in the beginning of this dissertation, Tile2Vec seemed to be cheating with its representation, picking up on
the different data sources rather than similarities between actual useful features that we would see as humans (such
as the presence of water, forest, etc.). It is unlikely that a VAE has this problem, however, it is unknown how useful
the representation generated will be.
5.5 Results & Discussion
In this section we present the results of the experiments on active learning in a cohesive manner, showing the links
between experiments and the conclusions that can be drawn from the results.
Subsection 5.5.1 presents the results of the experiments comparing the active learning strategies in West Virginia
and Kitsap County. It notes that it is quite difficult to outperform the random acquisition strategy. However, there
are some strategies that work better than others on certain regions in the datasets. Further analysis is provided in
subsection 5.5.3.
Subsection 5.5.2 analyses the results of the effect of the different pre-training strategies. While we found that
both pre-training strategies help substantially with improving the absolute performance of the model, we found
little evidence to suggest that pre-training assists one method over another. These results did have less variability
than when training from scratch, indicating that assessing active learning strategies with pre-trained weights could
be helpful in reducing the conflicting results in the literature. The results show that the simple unsupervised
pre-training strategy proposed could reach the performance of a supervised pre-training strategy with 5% of the
data.
Subsection 5.5.3 looks at the masks produced by entropy and BALD functions to understand where the uncertainty
arises from, whether MC-dropout assists with uncertainty and why uncertainty-based strategies might assist with
certain datasets and not others.
Subsection 5.5.4 presents the results of our experiment comparing the two different types of representation learning
methods for the core-sets strategy. It also provides some analysis of why the diversity methods often struggle in
active learning — including representations of the data used to obtain that diversity.
Subsection 5.5.5 presents analysis and commentary on the computational expense of the various methods.
Subsection 5.5.6 provides commentary on why the development of context specific active learning algorithms
might be useful direction to pursue.
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Finally, we conclude the active learning chapter by assessing the potential of active learning in disaster relief
mapping and related scenarios for aerial imagery.
5.5.1 Overall Performance
Our hypothesis states that diversity-based strategies (VAAL and core-sets) would outperform uncertainty based
methods due to diversity assisting the network to learn better representations to segment the imagery. The results
do not confirm this hypothesis. The results reflect what can be seen when traversing the literature [Sinha et al.,
2019, Siddiqui et al., 2019, Casanova et al., 2020]: there is no clear best acquisition strategy. Based on our 3 runs
for each experiment, we found little that separates the strategies when looking at the standard deviation.
Figure 5.6 indicates that in West Virginia, while diversity-based strategies perform better on average, the standard
deviation is within the range of other strategies. If we look at max-entropy with MC-dropout, we see a drop in the
mean at 2% of the West Virginia subset; but the standard deviation increases significantly. Clearly there was a bad
result that caused the drop in the mean, but there were also some results more on par with the mean of the other
methods.
Figure 5.6: Mean IoU versus proportion (%) of West Virginia subset of the Chesapeake Dataset. We report the
mean and the standard deviation of 3 runs.
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Figure 5.7: Mean IoU versus proportion (%) of Kitsap subset of the Inria Dataset. We report the mean and the
standard deviation of 3 runs.
In figure 5.7, which displays the results of the experiment on Kitsap County, the results are somewhat clearer: the
uncertainty-based strategies seemed to perform better. However, in both datasets the random acquisition strategy
seems competitive with all other methods. There seems is to be no clear best strategy overall. We can however
analyse the results, as in certain situations some of these strategies perform better. This analysis can inform further
research.
We also note the significant variance seen in the results. This can, to some extent, be attributed to the random
weight initialisation. Lakshminarayanan et al. [2017] described, when introducing their deep ensembles method for
uncertainty estimation, that random weight initialisation alone resulted in enough diversity for better calibration.
Based on running these experiments we found VAAL to be extremely computationally expensive with training times
upwards of 3 times the training times of the other methods. This is due to the need to train the segmentation model,
the VAE and a discriminator all while using unlabelled data throughout the process. Due to the computational
intensiveness of the method and computational constraints we faced, we decided to refrain from using VAAL in
further experiments.
We did compare the other sampling strategies on New York and Vienna, with the results shown in figure 5.8. The
results of these regions bear resemblance to the other region evaluated in their respective datasets. On the Inria
dataset, uncertainty-based strategies seem to perform better than diversity-based strategy. In both datasets on all
regions tested, random performs well compared to all of the strategies.
Figure 5.8: Performance of Active Learning Sample Acquisition Strategies in New York and Vienna respectively.
73
5.5.2 Effect of Pre-Training
This subsection presents the results when using the different pre-training methods: (1) random or learning from
scratch, (2) unsupervised pre-training and (3) pre-training in a different region.
Figure 5.9: Comparison of pre-training methods on West Virginia.
Figure 5.9 compares the performance of the different pre-training methods. Clearly, pre-training increases absolute
performance. Pre-training is well known to improve performance for transfer learning [Erhan et al., 2010, Liu et al.,
2020]. We have not added new information here, however the results are useful. The results shown an increase
of up to 47% in mIoU, with this increase in performance seen particularly with smaller budgets of labelled data.
Interestingly, the results show that unsupervised pre-training performance is almost on par with the performance of
supervised pre-training, when a budget of around 5% of the data within the West Virginia region (750 samples).
The unsupervised pre-training method performed at the same level as training from scratch, with just 3% of the data,
while the the training from scratch method required 5% of the data. This further points towards the importance of
learning good representations.
One of the more important questions posed was whether pre-training would aid active learning strategies. These
results suggest that pre-training does not aid active learning in any meaningful way nor does it favour an active
learning strategy. If anything the results indicate that pre-training reduces the utility of any active learning, as the
mIoU of the various active learning strategies when using pre-training have a smaller range. This further points
towards to the importance of self-supervised or semi-supervised methods, as more significant gains in performance
are likely to come from these approaches rather than active learning.
On a different note, the model trained using supervised pre-training weights did not improve beyond 0.65. We note
the performance we obtained in the previous section for West Virginia on a model trained on all the data was 0.691.
While close, one would expect the model to continue to improve but it does not. This suggests investigating how to
adjust the protocol for training after pre-training given more samples.
Another interesting phenomenon that can be noted is that using pre-trained weights results in less variability in the
results. This gives more credence to the results of Lakshminarayanan et al. [2017] who found that Deep Ensembles
with random initialisation resulted in enough diversity for better calibration. Erhan et al. [2010] found empirical
evidence suggesting that unsupervised pre-training acts as a regulariser and smooths the loss landscape for later
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training. Liu et al. [2020] visualised this with pre-training on ImageNet datasets. As mentioned previously, there
are conflicting results in the active learning literature surrounding the best acquisition strategy. One approach could
be to devise a protocol for assessing active learning acquisition strategies with pre-trained weights. This would
reduce the variability and so likely the conflicting results often seen in the literature.
5.5.3 Uncertainty-Based Sampling
The performance of uncertainty-based methods worked better on the Inria dataset, while diversity methods under
performed. The opposite occurred in the LCM dataset. To better understand why uncertainty-based sampling works
well in some areas but not in others, we study the outputs of the various uncertainty functions (entropy, MC-entropy
and BALD).
What causes the uncertainty?
Firstly, an important piece of analysis is where the uncertainty comes from (which is then aggregated to get an
score for an image). There seem to be a few primary causes of the uncertainty: (1) minority classes and (2) edges.
Figure 5.10: Example of uncertainty maps, showing the cause of high uncertainty.
This makes sense. Firstly, edges are harder to classify, particularly given the level of granularity that the FCN
provides. Secondly, while minority classes are not seen as often, and have significant intra-class variability, which
makes the minority classes difficult to classify. In figure 5.10 the uncertainty in the images according the heuristics
can be seen.
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We also obtained some examples which were strange, like those in figure 5.11. In figure 5.11 the uncertainty
was high even for patches of contiguous classes. This was less present in BALD, but present in both entropy
visualisations.
Furthermore, in both figures 5.10 and 5.11, we saw models become less certain when the amount of data increased
from 1% to 5% on the LCM dataset, even for contiguous patches of field and forest area where the segmentation
should be easy. This is not as evident with the BALD function, as it is with the entropy function. Visually, we can
see that BALD, as compared to the entropy heuristics, seems to be better at displaying uncertainty in a manner that
is easy to interpret.
Figure 5.11: Patches with Contiguous Classes: Sample from LCM dataset at the top, and Inria at the bottom.
MC-dropout
It is important to note is that MC-dropout provides better uncertainty estimates and these make the model perform
better for the most part. This can be seen visually in many of the figures displaying the entropy maps. This is also
shown quantitatively in figure 5.12. Figure 5.12 shows the average performance increase in mIoU when using
MC-dropout, across all regions used in this chapter.
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Figure 5.12: Comparison of entropy with and without MC-dropout.
This confirms two things: (1) MC-dropout does provide better uncertainty estimates than a single pass and (2)
uncertainty as heuristic many not be a bad idea if the correct heuristic can be found. Better calibration of uncertainty
is an important general direction of research for deep learning as it has implications for a variety of applications
including active learning.
Why Uncertainty Works Best for Inria
It appears that the uncertainty-based acquisition strategies work better on the Inria dataset. As mentioned previously,
uncertainty is often found at the edges. On the Inria dataset, the figures showed that the models were quite certain
at knowing what is not a building and what is a building, except at the edges. From this it would seem that the
uncertainty-based heuristics favour images with many buildings having many edges. These are a minority class
within the dataset, so the active learning seems to be able to do some dataset balancing.
Figure 5.13: Uncertainty at the edges. Samples from the Inria Dataset.
On the other hand, the LCM entropy maps do not illustrate more uncertainty around minority classes and do not
have as many edges in images with minority classes. This means there is no implicit dataset balancing occurring
when applying uncertainty-based heuristics to the LCM dataset.
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5.5.4 Diversity-Based Sampling
The performance of diversity-based sampling, if it is indeed useful, is heavily dependent on how good the features
it uses to create that diversity are. VAAL uses a VAE and for a fair comparison we trained a VAE to learn a
representation of the data for the core-sets sampling strategy.
We conducted an experiment, changing the method from which the features were generated. We conducted this on
Kitsap County and Vienna, respectively. We compared the results of VAE and Tile2Vec (T2V) embeddings with
the core-sets strategy and found somewhat mixed results.
Figure 5.14: Comparison of diversity-based methods on Kitsap and Vienna.
Based on these results, it is difficult to suggest which method to use. Tile2Vec has inherent problems with it, in
terms of it learning to generate features that inform one about the region it was collected rather than general features
like forest, fields and water. On the other hand, the VAE generates no discernible clusters around the features. The
mixed performance shown in figure 5.14 does not provide any insight into the utility of one method over the other.
Either way the t-SNE visualisation and the results more generally suggest that the representations learnt are not
useful for active learning.
Figure 5.15 and 5.16 shows the t-SNE embeddings of the different methods, for Kitsap County and Vienna
respectively, along with the initial samples selected by the core-sets method. In Vienna, there seems to be no
discernible clustering with either pre-training method, so the t-SNE visualisation does not assist much and the
visualising of the samples selected by core-sets does not mean much.
However, in Kitsap County there are the discernible clusters generated by both the VAE and Tile2Vec. The methods
are likely picking up on the difference between the rural and urban areas, as Kitsap County has a significant
rural sub-region. In this t-SNE visualisation we see that core-sets is picking diverse points when using both
representation learning methods. However, with Tile2Vec core-sets is picking more diverse points and this reflects
in a performance increase over the VAE in figure 5.14. It would seem that learning better representations and
picking diverse points does aid performance.
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(a) VAE Embeddings (b) Tile2Vec Embeddings
Figure 5.15: t-SNE Embeddings of Kitsap County from the features generated by the VAE and Tile2Vec respectively.
(a) VAE Embeddings (b) Tile2Vec Embeddings
Figure 5.16: t-SNE Embeddings of Vienna from the features generated by the VAE and Tile2Vec respectively.
Diversity-based sampling did not perform significantly better than other acquisition strategies. Based on the analysis
here, one potential factor is that the representations of the data, used to choose the samples to create the diversity,
are not good enough. The representations might not be picking up on important components of the imagery, such
as a small patch of water or a small house. Perhaps if the representation could factor in these smaller features of
the imagery it would do better. This is all speculation, however, and leaves a lot of room for further work and
development of active learning algorithms for aerial imagery.
5.5.5 Computational Expense
Active learning is often done to reduce the cost burden of labelling imagery. Another cost burden is computational
cost for training these models. We try to provide some information on this for the active learning practitioner.
Unfortunately, this question will be answered primarily qualitatively with some reference to the method, and the
literature. This question only became more apparent after conducting the experiments, but we make some comments
so as to provide potential practitioners of active learning with an idea of the computational and time burden the
various methods have.
Active learning is expensive in terms of computation: one has to train models for many epochs before obtaining a




At training time the uncertainty heuristics and core-sets take the same amount of time to train. VAAL on the other
hand takes upwards of 3 times the times it takes to train the other models— this is because you require more GPU
memory and CUDA cores to be allocated to VAE and discriminator respectively in addition to the segmentation
model. This means one requires smaller batch sizes. In addition, one needs to train both of those using gradient
descent and backpropagation.
Acquisition
When evaluating the unlabelled pool, the scale of the unlabelled pool matters:
• For entropy, the strategy requires passing each example through the segmentation model, aggregation across
the image and ranking the scores.
• BALD and entropy with MC-dropout requires passing each example through the segmentation model, and
doing so multiple times (to obtain Monte Carlo samples to estimate the uncertainty). Thus, these approaches
will be slower than the previous approach as it requires multiple Monte Carlo passes.
• Core-Sets requires one to perform the k-centre greedy algorithm from features generated. To generate the
features a single pass through the network after each iteration may be required if using features from the
trained network, or all the features could be generated prior to the active learning loop. The complexity of the
k-centre greedy algorithm is O(n2), but could end up taking less time than the other methods if the features
are low dimensional and generated before the active learning loop.
• VAAL on the other hand simply requires a single pass through the VAE and discriminator (which are
comparatively lightweight to the segmentation model). Thus it would be comparatively quicker than any of
the other acquisition strategies.
Overall, while VAAL might scale well if the unlabelled pool is very large in comparison to the labelled pool;
training VAAL is troublesome and requires significant computational resources. The other methods would not scale
as well with larger unlabelled pools, but would be easier to train on the larger labelled pools than VAAL. However,
the computational cost is significantly less (using any strategy) than the cost incurred in obtaining human labels.
Thus, if an active learning strategy does show clear and consistent benefit, then it would be the preferred strategy
for real world applications.
5.5.6 Dataset Specific Active Learning Algorithms
Active learning methods are most often developed on natural images and toy problems. On toy problems like
MNIST these methods seem to perform well and exceed the performance of the random acquisition strategy.
However, when moving to natural image datasets like ImageNet or CityScapes, the performance gain over the
random acquisition strategy becomes small and the results comparing strategies often conflict.
Moving to aerial imagery resulted in negligible performance increases from various acquisition strategies. However,
we did find that certain methods worked best on some regions or datasets, and there seems to be various reason
why a certain heuristic might work better. For example, Inria worked well with uncertainty because patches with
buildings have many edges, which is where the model was uncertain. One possible way forward is to choose an
active learning algorithm based on the dataset characteristics. Alternatively, learn an active learning algorithm (for
example through reinforcement learning [Casanova et al., 2020]).
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5.6 Conclusion
In this chapter we examined various active learning strategies to see if we can reduce the amount of labels instead
of randomly selecting samples to train our semantic segmentation model on. We found that some strategies worked
better than others in certain situations, like uncertainty-based algorithms on the Inria dataset, and analysed why this
was the case. However, a random sample acquisition strategy often performed on par with the proposed acquisition
strategies.
This chapter also examined how pre-training affects active learning. While it increases absolute performance,
we found little evidence to suggest that pre-training assists one method over another. The results did show less
variability, suggesting that the use of pre-trained weights might be useful in reducing the variability of the results
seen in the literature.
There are significant opportunities for further research, the most interesting of which would be to develop active
learning algorithms specific to aerial imagery with its unique characteristics. Additionally, region/superpixel
acquisition strategies on aerial imagery dataset could prove more useful than the patch level strategies we tested.
These strategies, however, impose a significant computation burden.
Further to the point of decreasing the amount of labelling that is required to be done by a human, self-supervised
(or unsupervised) learning and semi-supervised learning seem to hold better promise for decreasing the number of
labels required to achieve higher accuracy. With even a simple unsupervised learning pre-training strategy we found
vastly superior performance that active learning methods were not able to compete with. Further development of
methods along the lines of Jean et al. [2019], Singh et al. [2019], Wang et al. [2020] are likely to have more of an




The objective of this dissertation is to reduce the burden of labelling aerial imagery for disaster relief mapping. We
study two approaches for reducing the burden: interactive segmentation and active learning.
The dissertation began by providing background on disaster relief mapping problem faced by disaster relief
organisations— the need for accurate foundational maps of disaster-stricken regions and these maps to be provided
as soon as possible. The section provided an overview of the disaster relief mapping process and provided context
on where machine learning has been used in the process, where machine learning has had success and where it has
failed. Using insights developed in this section, we developed a framework on how and when machine learning
could be used to assist in the disaster relief mapping process. In particular, we noted that in the interim, where
machine learning methods are not sufficiently and consistently accurate, human validation would be required and
examples from various regions would be required to train accurate machine learning models. As such, human-in-
the-loop methods would be of great utility to these organisations, so as to reduce the human effort required and
reduce the time taken to map a region.
In the chapter on interactive segmentation, we introduced a method of speeding up the labelling with a user
interactively correcting the outputs of a first-stage model. We show this works on building footprint segmentation
and land cover mapping, with a mIoU performance increase of up to 18%. We show the model works especially
well out-of-distribution. We also analyse where the model is particularly useful and where it fails. This human-in-
the-loop method would be of particular use to disaster relief mapping where validation of the results is required.
We then studied active learning, which looks at selecting samples to label which improve the model more than
others, thereby reducing the number of samples to label. Unfortunately, we found there to be mixed results from
the various active learning methods with aerial imagery. We tried to provide some intuition on when and why
certain strategies might work best. We studied the various approaches to see why they might fail and how we might
improve them going forward, and this could be used in further work to guide a method that might work better and
more generally. We also examine active learning in the context of some prior training, either from unsupervised
pre-training or pre-training on other regions. We find that both pre-training strategies have significant improvements
over training from scratch, but find no difference in the efficacy of any active learning method. Based on the overall
results of the chapter, we suggest pursuing research in more context specific methods for active learning, but also
note that greater performance gains are likely to arise from self and weakly supervised approaches.
In addition to utility of each method on its own for disaster relief mapping, we had hoped to combine these two
approaches to reduce the burden of labelling aerial imagery: using active learning to select the samples for the
volunteers to label and using interactive segmentation to speed up the labelling of the samples. Figure 6.1 illustrates
this process.
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Despite the negative results with active learning, we can still use interactive segmentation to reduce the burden of
aerial image labelling. We can also use the intuitions developed on when certain active learning strategies might
work to guide applications going forward.
Figure 6.1: Integrating active learning and iterative segmentation model for disaster relief mapping.
Future Work
There are significant opportunities to extend this work to decrease the burden on labelling aerial imagery. Among
them:
• For interactive learning, being able to update models online could lead to a substantial decrease in time spent
labelling by annotators if the models become more accurate as more of the area is labelled.
• Related to updating models online is incremental learning. A good incremental learning methods would
allow neural networks to retain knowledge without loss of previously learnt knowledge or features, which
currently does not occur.
• In the realm of active learning, there seems to be significant scope for developing active learning strategies
that provide meaningful performance gains and that are robust to different datasets and tasks.
• More generally, the development of methods that are able to adapt to new regions, with fewer labelled
examples (such as meta-learning), is an interesting direction for further research.
• Self-supervised learning approaches appear to be the most promising going forward, as we saw across
this dissertation the importance of learning good representations of data for downstream tasks. Further
development of methods along the lines of Jean et al. [2019], Singh et al. [2019], Wang et al. [2020] are
likely to have more of an impact on reducing the labelling burden than many of the other methods listed here.
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