Self-testing unknown quantum states and measurements is a fundamental problem in quantum information processing. Here, we introduce an approach for studying this problem via the use of noncontextuality inequalities. We show that the celebrated Klyachko-Can-Binicioğlu-Shumovsky test and its generalization to contextuality scenarios with odd n-cycle compatibility graphs admit self-testing. Furthermore, we show that these results are robust subject to the appropriate compatibility assumptions, demonstrating the use of contextuality for self-testing applications. We arrive at our results using the graph-theoretic framework for contextuality introduced by Cabello, Severini, and Winter, combined with various techniques from semidefinite programming. Our result opens many interesting questions for future research.
I. INTRODUCTION
Contextuality is the impossibility of reproducing a set of probability distributions, each of them describing a "context," that share some marginal probabilities, with a joint probability distribution in a single probability space. In certain situations, contextuality is a signature of nonclassical physics. For example, in Bell scenarios, where contexts are sets of spatially separated local measurements [1, 2] , and in Kochen-Specker contextuality scenarios, where contexts are sets of jointly measurable ideal (or sharp [3, 4] ) measurements [5] [6] [7] . In these scenarios, simulating contextuality requires superluminal communication [8, 9] or hidden memory [10, 11] , respectively. A number of recent works have highlighted contextuality as a necessary resource for quantum computational speed-up [12] [13] [14] [15] [16] . Contextuality can also be harnessed to provide secure communication [17, 18] and certify randomness [19] .
Quantum theory is an example of a probabilistic theory that provides contextuality [1, 5] . A common approach for revealing contextuality is to use linear inequalities on the probabilities of outcomes of jointly measurable measurements; all possible noncontextual theories must obey them. Such inequalities are called noncontextuality inequalities and its violation certifies contextuality. Contextuality tests can be either state independent or state dependent. In this paper, we focus on state dependent contextuality tests and, in particular, on the KlyachkoCan-Binicioğlu-Shumovsky (KCBS) test and its generalization to arbitrary odd numer of measurements [6, [20] [21] [22] .
An important special case of contextuality is Bell nonlocality, where the contexts are generated by the spacelike separation of the involved parties [23] . The experimental tests which reveal the nonlocal nature of a physical theory are called Bell inequalities or Bell tests. The violation of a Bell inequality witnesses the existence of intrinsic randomness and has led to real-life applications in cryptography [24] and randomness certification [25] , among others. Bell nonlocality has also found applications in information theoretic tasks like noisy zero-error [26] , and communication complexity [27] .
The celebrated Clauser-Horne-Shimony-Holt (CHSH) Bell inequality involves two parties with two dichotomic measurements on each side [2] . The Bell CHSH inequality is a linear inequality which is respected by any local hidden variable theory. Any theory that violates the Bell CHSH inequality rules out its possible explanation with a local hidden variable model. Moreover, within quantum theory, the maximum value of the Bell CHSH inequality is attained with the singlet state and some appropriate Pauli measurement settings. Interestingly, given the statistics corresponding to the maximum quantum value of the Bell CHSH inequality, the measurement settings and state are uniquely determined up to local isometries and irrelevant degrees of freedom [28, 29] . This phenomenon is known as "self-testing," a term first introduced in the work by Mayers and Yao [29] . In fact, the idea underlying self-testing is present in earlier works, for example in the works of Tsirelson [30] , Summers-Werner [31] , and Popescu-Rohrlich [28] .
In the framework of Bell scenarios, self-testing is device-independent in the sense that it certifies the states and measurements (up to local isometries) without the need of modelling the devices used [28, 29, 31] . This fact has remarkable applications. For example, even if any untrusted third party provides the devices, it is possible to use the measurement statistics to certify randomness [25, 32] . Randomness generated in this device independent manner can be used in cryptographic primitives like quantum key distribution [33, 34] and coin flipping [35] .
In practice, experimental arrangements are prone to noise. For self-testing to be relevant in experiments, it is crucial to develop robust self-testing schemes. The first proof for the robustness of the Mayers-Yao scheme was derived in [36] . Furthermore, McKague et al. provided in [37] a specific framework for studying the robust selftesting of the singlet state. For an extensive survey on the subject, the reader is referred to [38] and references therein.
There are many similarities between the CHSH test and the KCBS test. Specifically, many features of the CHSH test have been shown to hold for KCBS test as well, such as monogamy [39, 40] and randomness certification [19, 32] . In this work, we further investigate the similarities between the CHSH test and the KCBS test. Specifically, we show that, under the right assumptions, the notions of self-testing and robust self-testing (appropriately defined for local quantum systems) can be extended to the quantum realizations that achieve quantum bound of the generalized KCBS (KCBS n ) inequality. In short, we show that the generalized KCBS test admits robust self-testing.
Our work relies on the fundamental link between semidefinite programming and contextuality [41] , augmented with other specific features of semidefinite programming concerning the unicity of optimal solutions and error bounds. Furthermore, our techniques are sufficiently general for extension to other scenarios. A precise mathematical statement pertaining to our main result is given in Theorem II.3.
Our main result allows us to verify quantum systems locally under the following three assumptions characteristic of Kochen-Specker contextuality scenarios [5] [6] [7] :
1. The measurements are ideal [3, 4] . That is, each of them (i) gives the same outcome when performed consecutive times,
(ii) only disturbs incompatible measurements, and (iii) all its coarse-grainings admit realizations that satisfy (i) and (ii).
(i)
The measured system has no more memory than its information carrying capacity.
(ii) Each measurement device is only used once and there is an unlimited supply of them.
3. The measurements obey the compatibility relations given by the odd cycle graph.
These assumptions are the equivalent to the assumptions of spacelike separation and no superluminal communication in Bell scenarios [1, 2] that also hold for Self-testing in Bell scenarios. For example, our assumption 2 is necessary otherwise contextuality can be simulated with classical systems [10, 11] , as the statistics that correspond to the maximum quantum value of the Bell inequality [9] can be simulated with classical strategy unless spacelike separation and no superluminal communication is assumed. It is possible to get away with assumption 3 using a recent result showing the that 3 can be certified in a device-independent way [42] .
II. MAIN RESULT
Let e 1 , . . . , e n denote a family of measurement events. Two events are mutually exclusive when they can be produced by the same measurement M and each of them corresponds to a different outcome of M. To any family of events {e i } n i=1 , we associate a simple undirected graph G ex = ([n], E), called the exclusivity graph, whose vertex set is the set [n], and two vertices i, j are adjacent if the corresponding measurement events e i and e j are exclusive.
For a given exclusivity graph G ex , we consider theories that assign probabilities to the events corresponding to its vertices. Concretely, a behavior corresponding to G ex is a mapping p :
Here, the nonnegative scalar p i ∈ [0, 1] encodes the probability that measurement event e i occurs. Furthermore, note that the linear constraint p i + p j ≤ 1 enforces that if measurement event e i takes place (i.e., p(e i ) = 1), the event e i+1 cannot take place.
A behavior p : 
We refer to the ensemble ρ, {Π} n i=1 as a quantum realization of the behavior p. The convex set of all quantum behaviors is denoted by B Q (G ex ).
A celebrated noncontextuality inequality is the Klyachko-Can-Binicioğlu-Shumovsky (KCBS) inequality. The KCBS inequality was first introduced in the case where n = 5 in [6] and subsequently generalized to general odd n in [20, 21] . The KCBS inequality corresponds to settings where we have an odd number of measurement events e 1 , . . . , e n with the property that e i and e i+1 are exclusive, where indices are taken modulo n. The corresponding exclusivity graph is the n-cycle and the set of noncontextual behaviors is B N C (C n ). Concretely, for any odd n, the noncontextual bound of the KCBS n inequality is given by
The KCBS n inequality witnesses quantum contextuality, as there exist quantum behaviors that achieve values greater then (n − 1)/2. Specifically, for any odd n, the quantum maximum is given by
A quantum behavior in B Q (C n ) that achieves the maximum quantum value of the KCBS n inequality is given by:
Furthermore, a quantum realization of p (n) ∈ B Q (C n ) is given by the pure quantum state ρ = |v 0 v 0 | and the rank-one measurements Π i = |v i v i | where, |v0 = (1, 0, 0) and |vj = (cos(θ), sin(θ) sin (φj) , sin(θ) cos (φj)) , (5) where θ satisfies cos
1+cos(π/n) , φ j = jπ(n−1) n and 1 ≤ j ≤ n. Throughout this work, we reserve the vectors
to denote the quantum realization in (5), which we call the "canonical realization" of p (n) . In view of the discussion above, it is natural to ask whether the quantum realization {|v j } n j=0 given in (5) is the "unique" quantum realization that achieves the quantum value of the KCBS n inequality. The notion of uniqueness appropriate for our work is introduced below.
be a quantum realization of p. We say that p is a self-test for the ensemble {|u i } n i=0 , if for any other quantum realization {|u i } n i=0 of p, there exists an isometry U and θ i ∈ [0, 2π) such that
. We say that p is an r-robust self-test for {|u i } n i=0 (for some r > 0), if for any other q ∈ B Q (G ex ) with | p 1 − q 1 | ≤ , and any quantum realization {|u i } n i=0 of q, there exists an isometry U such that
Having formally introduced the notions of unicity and robustness, our main result is formally stated as follows:
Theorem II.3. For an odd integer n, consider n measurement events e 1 , . . . , e n so that e i and e i+1 are exclusive, where indices are taken mod n. We have that:
(i) The quantum behavior p (n) uniquely maximizes the KCBS n inequality over B Q (C n ).
(ii) The quantum behavior p (n) is a self-test for the quantum realization given in (5).
(iii) The quantum behavior p (n) is a 1 2 -robust self-test for the quantum realization given in (5).
We defer the proof of the theorem to the Appendix and describe the methodology in the next section.
III. PROOF TECHNIQUE
The main tool we use for proving Theorem II.3 is semidefinite programming. A semidefinite program (SDP) corresponds to optimizing a linear function over the cone of positive semidefinite matrices (of certain fixed size) intersected with an affine space. SDPs constitute one of the most important models of mathematical optimization due to their modeling power and the existence of efficient algorithms for solving them [43] .
The relevance of SDPs to the study of contextuality is found in [41] , where it was shown that the quantum value of the KCBS n inequality is given by a SDP. Concretely, it was shown that for any odd n, the value of (3) is equal to
which is a SDP known as the Lovász theta number of the odd cycle graph C n [44] . Moreover, the equivalence between the optimization problems (3) and (8) also induces a correspondence between their optimal solutions. Specifically, if p ∈ B Q (C n ) is a quantum behavior achieving the optimal quantum value of the KCBS n inequality and {|u i } n i=0 is a quantum realization of p, the Gram matrix of the vectors |u 0 , u 0 |u 1 |u 1 , . . . , u 0 |u n |u n corresponds to an optimal solution for (8) . Conversely, for any optimal solution X of the SDP (8), if u 0 , u 1 , . . . , u n is an arbitrary Gram decomposition of X, the ensemble ui ui n i=0 achieves the quantum value of the KCBS n inequality.
Therefore, it suffices to show that (i) the SDP (8) admits a unique optimal solution X * , (ii) any -suboptimal (additively) solution X of (8) (8), is given by the least scalar t ≥ 0 for which
where E ij = eie j +ej e i 2
and {e i } n i=0 is the standard basis of R n+1 . The first tool we crucially use in this work is a sufficient condition for showing that a SDP admits a unique optimal solution, in terms of the existence of an optimal solution for the dual that satisfies certain properties, see Theorem B.2. The second crucial tool for our work are Hölderian error bounds for SDPs, first derived in [45] (see also [46] for a modern exposition). Given two sets Q 1 , Q 2 lying in some Euclidean space, we say that they satisfy a Hölder error bound with exponent q ≥ 0, if for any compact set U we have that
(10) Recall that for a set Q ⊆ R n , the corresponding distance function is given by dist(x, Q) = inf{ x − q : q ∈ Q}. Clearly, if Q is closed, there always exists a point that achieves the minimum distance. If additionally Q is convex, the distance is minimized at a unique point of Q. As it turns out, feasibility SDPs satisfy Hölderian error bounds, where the Hölder exponent depends neither on the size of the matrices n nor the number of affine constraints m, see Theorem B.3. Based on this, one can prove error bounds for arbitrary SDPs, see Theorem B.4.
IV. CONCLUSIONS
In this work, we have shown that the generalized KCBS tests allow for robust self-testing. Every pure state is trivially related to the target state by some isometry. However, the statement about self-testing measurements and state (together) is nontrivial. The self-testing schemes presented in this work are entanglement free and can be performed locally. This result is the first work that studies self-testing within the framework of contextuality where the noncontextuality assumption is not enforced via locality. A natural question to ask is: can the techniques provided in this paper be used to other noncontextuality inequalities. We speculate that this is indeed the case, but leave this for future work. The robustness proof, given in this work, has been obtained up to a multiplicative constant. An interesting question is the derivation of these multiplicative constants. Improved approximation to these constants results in more practical self-testing schemes. In the case of Bell scenario, this has been a very active area of research [47, 48] .
In this work, we have assumed that the measurements have a given compatibility structure represented by to the n-cycle graph with n ≥ 4. However, one may not have a perfect compatibility structure in an experiment and hence it would be interesting to look at the implications when the compatibility structure is slightly relaxed.
Furthermore, it is important to see that the measurements being self-tested in our approach are projective measurements and correspond to coarse graining of some joint measurements. Such a scenario is different from typical self-testing scenario. It is interesting to investigate the similarities between these two self-testing approaches. As we mentioned in the introduction, it is possible to get away with assumption 3 based on the result in [42] . However, the possibility to avoid the assumption of ideal measurement remains to be investigated.
In this section we give additional details on the fundamental link between contextuality and combinatorial optimization identified in [41] . Throughout this section let G = ([n], E). The complement of clique in G is a set pairwise nonadjacent vertices, called a stable set. The stability number (or independence number) of G, denoted by α(G), is the largest cardinality of a stable set of G. The stable set polytope of G = ([n], E), is defined as the convex hull of all characteristic (also called incidence) vectors of its stable, i.e.,
where χ I (i) = 1, if i ∈ I and χ I (i) = 0, if i ∈ I. Clearly, the stability number of G can be expressed as linear optimization over the stable set polytope, namely:
An orthonormal representation (OR) of G consists of a family of unit vectors {|v i } n i=1 satisfying v i |v j = 0, for all i ∼ j. The theta body of G is defined as the convex set
The Lovász theta number of G [44] , denoted by ϑ(G), is
Furthermore, for any vector w ∈ R n + the (vertex) weighted versions of α(G, w) and ϑ(G, w), are defined by maximizing the linear functional n i=1 w i p i over STAB(G) and TH(G), respectively. In [41] , Cabello, Severini, and Winter, established the following remarkable link between contextuality and combinatorial optimization.
Theorem A.1. Let e 1 , . . . , e n be a family of measurement events and G ex = ([n], E) the corresponding exclusivity graph. Then, we have that:
Furthermore, for any vector w ∈ R n + we have that
By Theorem A.1, the optimization problem of interest,
corresponds to the Lovász theta number of the odd cycle C n . This fact is crucial for our work, as the Lovász theta number is an instance of a semidefinite program. For completeness, in the next section we collect some basic properties of SDPs that we use throughout this work.
Appendix B: Semidefinite Programming
A pair of primal/dual SDPs is given by
which we respectively denote by (P ) and (D). The sets
are the primal and dual feasible regions, respectively. Furthermore, a SDP is called strictly feasible if it has a full-rank feasible solution, i.e., positive definite.
Theorem B.1. Consider a pair of primal dual SDPs (P ) and (D). The following properties hold:
(i) (Complementary slackness) Let X, (y, Z) be a pair of primal-dual feasible solutions for (P ) and (D), respectively. Assuming that p * = d * we have that X, (y, Z) are primal-dual optimal if and only if X, Z = 0.
(ii) (Strong duality) Assume that d * > −∞ (resp. p * < +∞) and that (D) (resp. (P)) is strictly feasible. Then p * = d * and furthermore, the primal (resp. dual) optimal value is attained.
We use the following conditions that ensure the unicity of optimal solutions. Theorem B.2. [49] Assume that the optimal values of (P) and (D) are equal and that both are attained. Let Z be a dual optimal solution with the additional property that the homogeneous linear system
in the symmetric matrix variable M only admits the trivial solution M = 0. Then, the primal SDP (P) has a unique optimal solution.
A dual optimal solution Z for which (B1) only admits the trivial solution M = 0 is called dual nondegenerate. Geometrically, condition (B1) expresses that the manifold of n × n matrices with rank equal to rank(Z) intersects the linear space span(A 1 , . . . , A m ) transversally at the point Z.
Theorem B.3. Consider the affine space
where A 1 , . . . , A m ∈ S n and b 1 , . . . , b m ∈ R. Then, for any compact set U ⊆ S n there exists a constant c = c(U ) > 0 such that for all X ∈ U we have that:
where d ∈ {0, . . . , n − 1} is the singularity degree of (P), defined as the least number of facial reduction steps (as defined in [50] ) that are required to make (P) strictly feasible.
Note that Theorem B.4 gives an upper for the distance of an arbitrary matrix to the set of feasible solutions of a SDP. Nevertheless, as optimality of an arbitrary SDP can be captured as a SDP feasibility problem (under very mild assumptions that are satisfied in our setting), an analogous statement also holds for nonfeasibility SDPs.
Theorem B.4. Consider a pair of primal/dual SDPs (P ) and (D), where the primal/dual values are equal and both are attained. Furthermore, assume that the set of feasible solutions of (P ) is contained in some compact subset U ⊆ S n . Setting P to be the set of primal optimal solutions and d the singularity degree of (P ), we have that
for any primal feasible solutionX with p * − ≤ C,X .
Proof. Let Z * = m i=1 y * i A i − C be a dual optimal solution. By Theorem B.1, a matrix X ∈ S n is primal optimal if and only if the following SDP is feasible:
In turn (B2) implies that
Thus, by Theorem B.4, there exists a constant c such that
for allX ∈ U . We proceed to bounds the terms in the summand separately. SinceX ∈ S n + we have that dist(X, S n + ) = 0. Furthermore, it follows by [51] that there exists a constant c = c
Lastly, the distance ofX to (Z * ) ⊥ is equal to the length of the projection ofX onto span(Z * ), i.e.,
Appendix C: Relevance of semidefinite programming.
Although not immediately clear, the Lovász theta function defined in (A1) can be written as an SDP in the primal canonical form (P ). Indeed, it is well-known (e.g., see [43] ) that for G = ([n], E) we have
The technical tool concerning SDPs that we use in the proof of Theorem II.3 is the following:
Theorem C.1. For any odd integer n, the SDP
satisfies the following properties:
is the unique optimal solution of (C2), where
is the canonical ensemble defined in (5).
(ii) For any feasible solutionX to (C2) satisfying
we have that X − X *
Proof. (i) By Theorem B.2, the SDP (C2) has a unique optimal solution if there exists a dual optimal solution Z for which, the homogeneous linear system
in the symmetric matrix variable M , only the trivial solution M = 0. The dual of (C2) is equal to the least t ≥ 0 for which
(C6) We show that for any odd positive integer n, the following matrix is an optimal solution for (C6)
where e is the all one vector of size n and A Cn is the adjacency matrix of C 5 . By construction, the value of Z n is equal to ϑ n . It remains to show feasibility. Note that Z n is an admissible solution to (C6), where t = ϑ n , λ i = −1, ν i = 0 and µ i = (n − ϑ n )/(2ϑ n ). Thus, it remains to prove that Z n is positive semidefinite, i.e., it has nonnegative eigenvalues. Taking the Schur complement of Z n with respect to its top left entry, we have that
As the graph C n is 2-regular, the all ones vector e is an eigenvector of A Cn with corresponding eigenvalue 2. Thus, the matrices A Cn and ee commute. Consequently, the eigenvalues of the matrix I n + n−ϑn 2ϑn A Cn − 1 ϑn ee are:
where we used the well-known fact that the eigenvalues of A Cn are given by ω k + ω −k , for k = 0, . . . , n − 1, where ω = exp(2πi/n) is an n-th root of unity.
To prove that Z n is positive semidefinite, it remains to show that the smallest eigenvalue from (C9) is nonnegative. Note that the smallest eigenvalue is obtained for k = (n − 1)/2, and is equal to
where the last equality follows from ϑ n = n cos π/n 1+cos π/n . Lastly, we show that any odd n, the only symmetric matrix M ∈ R (1+n)×(1+n) satisfying
is the matrix M = 0.
For notational convenience, let M Z n = q r r T . In the rest of this section we use the notation i to denote i mod n, where i is an integer. We observe that q =⇒ tr (X) = 0.
(C12)
For i ∈ {1, 2, · · · , n}, the 2n linear equations corresponding to T i,i+1 and T i,i−1 imply
where α = 2 cos π n − 1 . Since A is symmetric, A i+2,i = A i,i+2 = αA i+2,i+2
and
for i ∈ {1, 2, · · · , n}. Using (C13) and (C14), we get
for i, j ∈ {1, 2, · · · , n}. Finally, using (C12), (C13), (C14), and (C16), we get
Now, using T i,i+k , we infer
for k ∈ {2, · · · , n − 4}. Thus A = 0 and since A i,i = K 1,i , this finally leads to X = 0.
(ii). By case (i), the SDP (C2) has a unique optimal solution X * . Furthermore, the set of feasible solutions of (C2) is bounded. Indeed, if X is an arbitrary feasible solution, for any i ∈ [n] we have that
which in turn implies that 0 ≤ X ii ≤ 1. Furthermore, for any i = j ∈ [n], we have that
which implies that
Lastly, we show that the SDP (C2) is strictly feasible, (i.e., there exists a positive definite feasible solution), and consequently its singularity degree is equal to zero. Define F n = 
where m > n. Clearly, F n satisfies all the feasibilty constraints as has full-rank. Thus, by Theorem B.4, for any feasible solutionX satisfying ϑ(C n ) − ≤ n i=1X ii , we have that
