Characterizing the spatially heterogeneous fracture compliance through use of elastic waves has the potential to illuminate the hydraulic and mechanical properties along a fracture. We formulate the inverse scattering problem to estimate the heterogeneous compliance distribution along a single fracture embedded in a homogeneous background. For this purpose, we follow two steps: (1) estimating the stress field at the fracture depth from the wavefield at the receiver depth using forward and inverse wavefield extrapolation operators and (2) solving the relation between the scattered wavefield and the heterogeneous compliance distribution. The method assumes one-way wavefield and the absence of upgoing wavefield in the medium below the fracture. In the numerical tests, we consider a 2-D geometry and incident Gaussian beams. We model the spatially heterogeneous fracture compliance assuming a stationary random process. Our results show that the fracture compliance can be accurately estimated when the sampling interval is smaller than the correlation length of the spatially heterogeneous fracture compliance and when the input parameters viz. distance/depth and the medium velocity up to the fracture are known. In case these are not known, we suggest a data-driven approach to correct for the error. This leads to an accurate estimation of the spatially heterogeneous fracture compliance without exact knowledge of the input parameters. In case of noisy data, stable estimates can be obtained through proper regularization of the compliance function. The use of higher frequencies is beneficial against noise contamination, as higher frequencies produce stronger scattering. The use of a low-pass wavenumber filter suppresses the noise due to the evanescent waves. In this case, however, a lack of higher wavenumbers restricts the spatial resolution of the estimated compliance.
I N T RO D U C T I O N
In earlier theoretical and laboratory studies, the distribution of elastic compliance along the plane of a fracture has generally been assumed to be homogeneous (e.g. Schoenberg 1980; Pyrak-Nolte et al. 1990; Lubbe et al. 2008) . However, naturally occurring fractures are spatially heterogeneous, with the microscale properties varying along the fracture plane (e.g. Power & Durham 1997; Lanaro 2000; Thompson & Brown 2012) . The fracture compliance should reflect the variations in microscale properties in a spatially averaged sense (e.g. Baik & Thompson 1984; Hudson et al. 1996; Oliger et al. 2003; Nakagawa et al. 2004; Acosta-Colon et al. 2009; Petrovitch et al. 2011) . Characterizing the compliance has the potential to illuminate the mechanical and hydraulic properties of a fracture (e.g. Pyrak-Nolte & Morris 2000; Petrovitch et al. 2013) . Pyrak-Nolte & Nolte (1992) showed that averaging the transmission response of the non-specular component of the seismic wave-field with the assumption of a spatially heterogeneous compliance distribution along the fracture plane explains better the laboratory experimental data. Biwa et al. (2007) considered spatial heterogeneity along the fracture plane to explain the frequency-dependent compliance of stiff fractures in laboratory settings at ultrasonic frequencies. For field-seismic frequencies, Baird et al. (2013) showed that elastic wave scattering due to heterogeneity along the fracture plane can be important for large, compliant fractures or in highfrequency data. These results indicate that the elastic compliance of a fracture is spatially heterogeneous at some scales of observation, and this can have important implications in characterizing fluid flow through the fractured medium. It is, therefore, worthwhile to try to extract the heterogeneous fracture compliance from the backscattered seismic wavefield. In this paper, we present formulations for a new approach towards this goal. The amplitude of the scattered waves can be used to obtain the spatial autocorrelation function of the compliance distribution (Minato & Ghose 2013) . Three different correlation lengths (l c ), assuming a Gaussian autocorrelation function, are considered. (c) Both amplitude and phase of the scattered waves can be used to obtain the heterogeneous compliance distribution (this study). extracted from the scattered seismic wavefield (Minato & Ghose 2013) . The PSD of the heterogeneous compliance, which is the Fourier transform of the normalized autocorrelation of the heterogeneous compliance assuming ergodicity, characterizes the average distribution. The scattered wavefield at the fracture is estimated in the frequency-wavenumber domain which is followed by a leastsquare optimization of the predicted amplitude variation of the wavefield (Figs 1a and b ). However, when the phase is used together with amplitude, one can estimate the exact, and not just average, distribution of the heterogeneous compliance ( Fig. 1c ), which will be discussed in this paper.
Estimating heterogeneous fracture compliance so far requires solving the inverse scattering problem in the frequencywavenumber domain, considering a single insonification. This was first derived by Leiderman et al. (2007) , to detect material defects assuming a horizontal defect boundary (fracture plane) within a multiple-layered medium where the layers are also horizontal. However, in laboratory experiments, a fracture is often embedded in a homogeneous medium. In this study, we formulate the inverse scattering problem for a single fracture in a homogeneous medium. Furthermore, we assume the fracture compliance to be characterized by a random spatial distribution, which is realistic for the microscale fracture properties. We assume a Gaussian PSD, specified by its standard deviation and correlation length. Note that, in order to predict the fracture specific stiffness, the assumption of a random elevation distribution in fracture surface topography and the use of measured spatial correlation length of fracture surface are common (e.g. Brown & Scholz 1985a ,b, 1986 ).
The random spatial distribution for fracture compliance assumed in this research is different from the non-random Gaussian stiffness distribution considered by Leiderman et al. (2007) . Nakagawa et al. (2004) assumed a random 2-D Gaussian process for modelling the scattered response but not for extracting the fracture compliance.
The scale of the fracture and the frequencies that we consider in this study generally correspond to laboratory measurements. However, the approach that we discuss should be applicable also to exploration geophysical and civil engineering scales. Recent developments in ground-penetrating radar (GPR) illustrate the possibility of localizing accurately the fractures in the shallow subsurface by using reflected electromagnetic waves (e.g. Grasmueck 1996; McClymont et al. 2008) . Surface and borehole seismic experiments also image successfully the fractures using reflections (e.g. Hole et al. 2001; Rabbel et al. 2004 ). However, the characterization of the spatially heterogeneous fracture compliance from these data sets remains challenging.
The structure of this paper is as follows. First, we solve the forward problem in order to derive the scattered elastic wavefield due to the heterogeneous compliance distribution along the plane of a single fracture. For this purpose, we use the linear-slip model (e.g. Schoenberg 1980 ). Next, the inverse scattering problem is solved to directly estimate the heterogeneous compliance distribution. We then illustrate the method using numerical examples with 2-D geometry. The spatially heterogeneous fracture compliance is characterized by its PSD, assuming a stationary random process. We introduce a regularization in the inverse scattering solution to suppress the effect of the white noise. Furthermore, we investigate the at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/ Downloaded from effects of errors in the input parameters (fracture depth and medium velocity) and suggest an approach to correct for these errors. Finally, we discuss the effect of frequency content and evanescent waves present in the data.
M E T H O D

Forward problem to estimate the scattered wavefield due to a heterogeneous compliance distribution
The inverse scattering problem to estimate the compliance is formulated as the inverse procedure of the forward problem. Therefore, we derive the expression for the scattered wavefield from a spatially heterogeneous compliance distribution within a homogeneous background. Nakagawa et al. (2004) were first to derive the scattered wavefield using the displacement wave vector. Although our approach is similar to this work, in order to introduce the forward and inverse wavefield extrapolation operators, we derive the scattered wavefield by explicitly using the potential wave vector. This allows a direct estimation of the compliance distribution from the backscattered wavefield. Exact solutions for the scattered wavefield are obtained considering a single fracture located in a half-space, which contrasts with Leiderman et al. (2005 Leiderman et al. ( , 2007 who consider an invariant imbedding in a multilayered medium.
The following derivation is in the frequency-wavenumber (f-k) domain. We first perform Fourier transformation of the wavefield with respect to time and lateral coordinates (x, y), with the definition:
Scattered wavefield from the spatially heterogeneous compliance along a single fracture
Considering the linear-slip model, the fracture is modelled as a plane of weakness across which the stress is continuous and the displacement is discontinuous. The linear-slip model with the heterogeneous compliance is represented in the wavenumber domain as (e.g. eq. 7 in Nakagawa et al. 2004) [
ticle velocity-displacement vector and the stress vector on the fracture plane, respectively. Here we define the fracture plane as z = z 0 in the x-y plane (Fig. 2) . The symbol * denotes convolution. We assume locally rotational symmetry for the fracture (Schoenberg 1980 ) by using the diagonal compliance matrixẐ defined aŝ
whereη T andη N are the Fourier-transformed tangential and normal compliances, respectively. We assume these compliances to be functions of wavenumber (k x , k y ), that is, functions of space (x, y) along the fracture plane. Receivers are assumed to be located in the x-y plane at z = z r and the fracture is located in the x-y plane at z = z 0 . Note that the y axis is perpendicular to the figure. τ inc ,τ − u and τ + l are the incident stress field, the upgoing stress field in the upper medium, and the downgoing stress field at the lower medium, respectively. x and z indicate the receiver spacing and the distance between the receiver array and the fracture, respectively.
The continuity of the stress field and eq. (2) leads to the following boundary condition:
where the subscripts u and l refer, respectively, to the upper and lower media at the fracture plane (Fig. 2) . The particle velocity vector (v l ) and the stress vector (τ l ) are represented by the summation of the upgoing field (v − l andτ − l ) and the downgoing field (v + l andτ + l ). Furthermore, they can be decomposed into the potential wave vector of the downgoing and the upgoing wavefieldsD ± l (e.g. Woodhouse 1974; Ursin 1983; .
wherê
The matrixL l is the composition matrix in the lower medium and derived by eigenvalue decomposition of the pseudo-differential operator . The potential wave vector contains the downgoing and upgoing P-, SH-and SV-wave potential
The same relation (eqs 5 and 6)
is satisfied at the upper medium using the variablesv u ,τ u ,v ± u ,τ ± u , D ± u andL u . Note that we use the scaled composition matrixL (see Appendix A) so that the potential wave vector has the dimension of stress (e.g. .
We assume a downgoing incident wave in the upper medium (D + u =D inc ) and no upgoing wave in the lower medium (D − l = 0; Fig. 2 ). Consequently, we can construct the transmission/reflection problem aŝ
at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/ Downloaded from whereD + l andD − u are, respectively, the transmission and the reflection responses from the incident downgoing waveD inc .
Solving eq. (7) for the stress field (τ ), instead of the wave vector (D), gives the following relation (see Appendix B for detail)
whereτ inc andτ + l are, respectively, the incident stress vector (τ inc =L + u,2D inc ) and the downgoing stress vector in the lower
The matrixĤ is composed of the composition matrix
where we assume the same medium parameters for the upper and the lower mediâ
(10) Nakagawa et al. (2004) solved eq. (8) by discretizing the wavenumber components, which they called the wavenumberdomain seismic displacement discontinuity or wdSDD method. Eq. (8) includes convolution * of the Fourier-transformed compliance matrixẐ and the stress fieldτ + l . With the known incident stress field (τ inc ) and the compliance matrix (Ẑ), we can construct the matrix equation to estimate the downgoing stress field (τ + l ) as,
whereτ + l andτ inc are the wavenumber-discretized form of the stress field.Ĥ andẐ are the matrix operator to represent the multiplication and convolution in eq. (8), respectively. After estimating stress field (τ + l ), we can estimate the particle velocity vector (v) and the upgoing/downgoing potential vector (D ± ) using eqs (5)-(7).
Forward wavefield extrapolation operator to estimate the wavefield at the receiver
The wavefields derived in the previous section are evaluated on the fracture plane (z = z 0 ). Therefore, we need to calculate the incident wavefield (downgoing wavefield) at the fracture plane (z = z 0 ) and the reflection response (upgoing wavefield) at the receiver plane (z = z r ). We achieve this by applying a forward wavefield extrapolation operator (e.g. Wapenaar & Haime 1990) in order to propagate the potential wavefield. The incident wavefield at the fracture and the observed reflection response at the receiver are represented as follows:
whereD inc (z r ) andD inc (z 0 ) are the incident wave at the receiver depth and at the fracture depth, andD − u (z r ) andD − u (z 0 ) are the scattered wave at the receiver depth and at the fracture depth, respectively. The matricesŴ ± represent the downgoing and upgoing forward wavefield extrapolation operators including the propagation velocity in the upper medium and the distance of propagation ( z = |z 0 − z r |) from the fracture planê
By usingŴ ± , one can calculate the incident field at the fracture depth and the scattered response at the receiver depth. See Appendix for the definitions of k z, P and k z, S .
Inverse scattering solution to estimate the heterogeneous compliance distribution
The inverse scattering problem to estimate the compliance distribution is formulated as the inverse procedure to the forward problem described above. Therefore, we follow two steps: (1) estimating the stress field at the fracture depth from the wavefield at the receiver depth and (2) solving the relation between the scattered wavefield and the heterogeneous compliance distribution.
2.2.1
Step 1: Estimating the stress field at the fracture depth from the wavefield at the receiver depth First, we estimate the upgoing stress field at the fracture depth [τ − u (z 0 )] from the backscattered data at the receiver depth [τ − u (z r ) orD − u (z r )]. For this purpose, we use the inverse wavefield extrapolation operator which is an inverse matrix of the forward wavefield extrapolation operator (eq. 14). However, in order to suppress the instability arising from the exponentially increasing amplitude term of the evanescent wave, we adopt a matched inverse operator (e.g. as an approximate inverse wavefield extrapolation operator. The upgoing stress field at the fracture depth is estimated from the backscattered data as,
whereF − is the matched inverse operator
where † denotes Hermitian conjugate. Eq. (16) indicates that the matched inverse operator is an exact inverse extrapolation operator for the propagating waves (k 2 r ≤ k 2 P and k 2 r ≤ k 2 S ), and it exponentially suppresses the amplitude of the evanescent waves (k 2 r > k 2 P and k 2 r > k 2 S ). Similarly, we estimate the incident stress field at the fracture depth using forward wavefield extrapolation operator (eq. 14) assuming that we record the incident wavefield at the receiver depth. Therefore, the incident stress field at the fracture depth can be estimated as,
Step 2: Estimating the heterogeneous compliance by solving the relation to the stress field at the fracture depth
Once the stress field at the fracture is estimated, next we obtain the heterogeneous compliance distribution Z(x, y). Given the incident stress fieldτ inc and elastic medium parameters, we estimate the heterogeneous compliance distribution Z from the upgoing stress field at the fractureτ − u . The forward problem (eq. 8) can be reformulated as follows:
where the functionsÂ andB are,
at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/ Downloaded from After inverse Fourier transformation of eq. (18), we obtain
where we introduce the notation k = (k x , k y ) and x = (x, y). Using the assumption that Z(x) is a diagonal matrix, we can calculate each component of Z(x) from the non-zero components of A and B as,
where η T (x) and η N (x) are the heterogeneous tangential and normal compliance distribution with respect to the background value. e i is a unit vector, that is, e 1 = (1 0 0) T , e 2 = (0 1 0) T and e 3 = (0 0 1) T .
N U M E R I C A L E X A M P L E
Model and synthetic data
We test numerically the 1-D application (heterogeneous compliance as a function of x) of this method. The geometry is 2-D (in x-z plane). The 1-D wavenumber is given by k = k x . The heterogeneous compliance distribution Z(x) is modelled assuming the relation Z(x) = Z 0 + Z 1 (x), where Z 0 is a constant background compliance and Z 1 (x) is the perturbed compliance distribution. We consider the PSD for the perturbed compliance distribution assuming a stationary random process. We use the Gaussian form of PSD (e.g. Shapiro & Hubral 1999) as,
with the autocorrelation function,
where δ and l c are the standard deviation (deviation from the background value) and the correlation length, respectively. We create a heterogeneous compliance distribution model with δ = 10 per cent from the mean (η 0 N = 1 × 10 −14 m Pa −1 ), adopting the approach in the Fourier domain (Pardo-Iguzquiza & Chica-Olmo 1993). Assuming a laboratory experimental situation (e.g. Lubbe et al. 2008) , we consider V P = 6.3 km s −1 , V S = 3.4 km s −1 , ρ = 3080 kg m −3 , f = 600 kHz and η T = η N . The mean value of the compliance is borrowed from the experiment of Lubbe et al. (2008) . We assume a 80-cm-long fracture located at 10 cm depth from the receiver plane ( Fig. 3a ). This configuration is inspired by the experiment of Groenenboom & van Dam (2000) , where they measure the scattered wavefield due to a single fracture embedded in a 30 cm 3 rock sample. The value δ = 10 per cent is inspired by the experimental data of Lanaro (2000) , in which the roughness of the fracture surface and its standard deviation are measured at different scale lengths. We assume that the roughness directly relates to the compliance (Brown & Scholz 1985a) and that the spatial change of the roughness (10 per cent) at our wavelength scale (≈1 cm) results in a 10 per cent change from the mean value in the compliance distribution. While this is a reasonable first-order approximation, the compliance depends on the matedness of the fracture surface and how that surface deforms under stress (e.g. Brown & Scholz 1985a . We consider three different correlation lengths (l c = 1, 2 and 3 cm). Fig. 1(c) shows the modelled normal compliance distribution [η N (x) = η 0 N + η 1 N ] assuming Gaussian autocorrelation function (Fig. 1b ). Note that a shorter correlation length produces a larger oscillation in the modelled compliance distribution.
Next, we calculate the scattered wavefield using wdSDD approach (eq. 11). The wavenumber domain is densely discretized at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/ Downloaded from using 601 wavenumbers in the range [−2356, 2356] (rad m −1 ), which indicates a spatial sampling interval of 0.0013 m. We calculate the scattered response 0.1 m above the fracture plane. The incident wave is taken to be a time-harmonic Gaussian beam (e.g. Kogelnik 1965 ) with 40 cm width at the centre of the receiver array (x = 0.4 m). Leiderman et al. (2007) also consider a Gaussian beam in their numerical calculations. This is different from the incident plane wave considered in Minato & Ghose (2013) , because here we are interested in investigating also the effect of the area along the fracture plane which is poorly illuminated or not illuminated due to small incident wave amplitude. For this purpose a Gaussian beam is more realistic as its wavefront has a finite length. We use a normal-incident P-wave Gaussian beam. We then generate the synthetic data used for compliance estimation by resampling in the space domain. To achieve this, we perform inverse Fourier transformation of the modelled data and resample the data in the space domain using a spline interpolation. We then apply again Fourier transformation to the data and obtain the pseudo-data in the wavenumber domain. Figs 3(b) and (c) show the pseudo-observed data in the wavenumber domain with the compliance distribution of l c = 2 cm (see Fig. 1c ) for P-wave component (Fig. 3b ) and for SV-wave component (Fig. 3c ). Since we consider an incident P wave, there is no scattered SH-wave component. We use two different resampling intervals ( x = 0.01 and 0.03 m) for the maximum fracture length of 0.8 m. Therefore, the number of sampling is 81 for x = 0.01 m and 27 for x = 0.03 m. The value at the specular wavenumber (k x = 0) has the largest amplitude in P-wave component but very small value for SV-wave component. The non-zero amplitude for the non-specular component (k x = 0) indicates the presence of scattered waves due to the heterogeneous compliance distribution. One can see that the large amplitude is distributed around the incident wavenumber and the amplitude of the scattered SV wave is two order smaller than the P-wave amplitude (compare between Figs 3b and c). From the sampling theorem, the maximum wavenumber (k max x = π/ x) is 314 for x = 0.01 m and 105 for x = 0.03 m. Due to spatial aliasing, furthermore, there are differences in amplitude between the data of x = 0.01 m and that of x = 0.03 m. Note that modelling responses in the f-k domain assumes a spatial periodicity in the fracture compliance distribution and in the wavefield (incident and scattered waves).
Estimating the backscattered wavefield at the fracture
The normal compliance (η N ) is estimated using eq. (21), third equation. The tangential compliance (η T ) is sensed by the SV-wave component. However, our data is dominated by P wave as explained in the previous section. Therefore, we focus our efforts on estimating the normal compliance distribution.
The estimated compliance distribution from eq. (21) using two different sampling intervals ( x = 0.01 and 0.03 m) is shown in Figs 4(a)-(c) after the spline interpolation. Here we assume that all input parameters are accurately known. These figures show the result for three different distributions of heterogeneous fracture compliance (l c = 1, 2 and 3 cm, see Fig. 3(a) for the fracture configuration. Note that the densely sampled data offer a more accurate value for the estimated compliance distribution. For a given sampling, the accuracy depends on the scale of the spatial variation of fracture heterogeneity. ance distribution is long (l c = 3 cm) and hence the scale of spatial variation of the compliance is relatively large, even the sparse sampling ( x = 0.03 m) succeeds to retrieve accurately the compliance distribution (green line in Fig. 4c ). These results suggest that, for an accurate estimation, a sampling interval smaller than the spatial correlation length of the compliance is required.
The wavelength in our synthetic examples so far is about 0.01 m (with medium velocity 6.3 km s −1 and incident wave frequency of 600 kHz). The fracture length is 0.8 m (Fig. 3a) . A longer fracture can be illuminated by using a lower frequency and hence a larger wavelength. We check this by computing heterogeneous fracture compliance on synthetic data with different incident wave frequencies but with the same relative scale for the fracture length, fracture depth, correlation length of the compliance distribution and sampling interval. Fig. 5 shows the estimated compliance when the fracture and the seismic wavelength are upscaled by a factor of 100 relative to those in Fig. 3(a) (see the left cartoon in Fig. 5 ). The estimated spatial distribution of compliance is as accurate as before (see Figs 4 and 5). This suggests that the results obtained in the at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/ Downloaded from Figure 5 . The fracture configuration and the estimated heterogeneous compliance distribution by the inverse scattering solution when a scaling factor of 100 is applied to the fracture configuration shown in Fig. 3(a) . The results for two different sampling intervals are shown: densely sampled data ( x = 1 m, blue line) and sparsely sampled data ( x = 3 m, green line). The red line shows the true compliance distribution. In this research, we formulate the inverse scattering solution (eq. 21) by deriving the steps for the exact forward estimation of the scattered response (eq. 8). As mentioned earlier, an approximate solution of the scattered response has also been recently derived using the perturbation theory (Minato & Ghose 2013) . The perturbation theory expands the exact solution into a power-series of the perturbed magnitude of the compliance and solves the reflection and transmission response. One can use the first-order perturbation solution of the scattered wavefield for the inverse scattering problem [Â(k) andB(k) in eq. 18]. This requires a knowledge of the background compliance. Furthermore, we ignore the higher order scattering, assuming the relationτ − u ≈τ −(0)
are the zeroth and first-order scattered stress field (see Appendix C for detail). We apply the first-order solution and estimate the normal compliance distribution (Fig. 6 ). Due to the absence of higher order scattering, the first-order solution gives a lower magnitude for the compliance than that using the exact solution.
So far we discuss results when the input parameters are assumed to be known accurately and the data is noise-free. In real applications, however, these assumptions are hardly met. Therefore, we investigate the performance of this new approach with regard to the following four issues: (1) the presence of white noise in data, (2) the presence of error in the input parameters, viz. fracture depth and medium velocity, and possible correction of the effect of this error, (3) the effect of frequency and (4) the presence of evanescent waves in data. In the following Sections 3.2.1 to 3.2.4, we use synthetic data for a 80-cm-long fracture with l c = 2 cm (Fig. 3) .
The effect of white noise and regularization
We first look at the impact of white noise present in data on the compliance estimation. For this purpose, white noise with a constant amplitude spectrum but random phase fluctuations is introduced in data in the f-k domain. The signal-to-noise ratio (SNR) is defined considering the maximum amplitude in noise-free data. Figs 7(a) shows the estimated compliance for data with l c = 2 cm, x = 0.01 m, and SNR = 500, 300 and 100. Because the higher wavenumber components are dominated by noise, we apply a sine-tapered, low-pass wavenumber filter (cut-off wavenumber ±200 rad m −1 ) before deriving the inverse scattering solution (eq. 21). Note that the effect of noise appears as a random perturbation. For small SNR, the deviation from the true value of compliance is large (green line in Fig. 7a ) especially at increasing distance from the centre of the fracture. This is due to the fact that the incident and scattered wave amplitudes decrease gradually outward from the centre of the fracture, because the incident Gaussian beam is centred at the fracture. The denominator in eq. (21) becomes small when there is a noise contamination, which causes an instability in the results. Leiderman et al. (2007) suggest addition of a small number to the denominator, which is denoted by the factor reg , to avoid division by very small values. We introduce the following regularization in eq. (21): Fig. 7(b) shows the result for SNR = 100 after regularization with different values of reg (0.01, 0.05 and 0.10). The estimated value of the compliance is stabilized through regularization. The use of a large value for reg effectively suppresses the magnitude of the estimated compliance at distances where the ambiguity is high due to the small signal amplitude. Note that, however, the use of a large value for reg results in a smaller magnitude of the fracture compliance than that of the true compliance: compare between red and green lines at around 0.4 m distance in Fig. 7(b) .
The effect of errors in input parameters
We examine the effect of error in input values for the distance/depth of the fracture from the receiver ( z est = |z 0 − z r |) and the medium velocity (V est P ) in the inverse scattering solution. Here we discuss only P-wave velocity and ignore the effect of S-wave velocity because the SV-wave components are very small in data, as explained in the previous section.
The distance and the medium velocity up to the fracture are needed in order to estimate the phase of the stress field at the fracture through application of the forward/inverse wavefield extrapolation operators (eqs 15 and 17). In order to check the effect of this error, the normal compliance distribution is estimated using different values of the fracture depth. Figs 8(a) and (b) show the estimated compliance using z est = z true + λ/50 and z est = z true + λ/20, where λ is P wavelength (λ = 2π V true P /ω = 0.0105 m). Here, we estimate the heterogeneous normal compliance (η N ) and plot the results as [η N ] and [η N ], where and stand for real and imaginary components, respectively. The true compliance distribution is defined as a real-valued function in the space domain (Fig. 1c) . However, an error in z est produces imaginary components (black solid lines in Figs 8a and b) . The imaginary components are larger for z est = z true + λ/20 (Fig. 8b ) than for z est = z true + λ/50 (Fig. 8a ). An increase in the imaginary component goes with a decrease in the real component (see black solid lines in Figs 8a and b).
Because the phase-correction term in the forward and inverse wavefield extrapolation operators has the form φ 0 = (ω z)/V P at the incident wavenumber (see eqs 14 and A4), the medium velocity also affects the estimation of compliance. The deviation of the phase ( φ) from the true value using z est = z true + αλ, where α is a constant, has approximately the same value as when using V est P = (1 − αλ/ z true )V true P . Fig. 8(c) shows the result using medium velocity V est P = (1 − 1/20 × λ/ z true )V true P . It is clear that the result is almost same as that using z est = z true + λ/20 (Fig. 8b) . These results suggest that if the magnitudes of error in the fracture depth and in the medium velocity are λ/20 and 1/20 × λ/ z true , respectively, then the real and imaginary parts of the estimated compliance are of the same order. This makes it difficult to obtain the true compliance distribution. In order to overcome this difficulty, we develop the following strategy.
Correcting for the effect of erroneous input parameters
It is clear that the distance to the fracture z est and the medium velocity V est P have large effects on the compliance estimation. This is especially problematic if one estimates the fracture position using the conventional exploration seismic methods (e.g. standard reflection imaging), as the error may be in the order of the elastic at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/ Downloaded from wavelength. In this subsection, we suggest an approach to correct for these errors. To accomplish this, we search for the appropriate values of these parameters which minimize an energy function defined by real and imaginary components of the estimated compliance.
The forward and inverse wavefield extrapolation operators are used to estimate the incident and upgoing stress fields at the fracture depth (eqs 15 and 17). If we can accurately estimate these operators, then it allows us to obtain the true compliance distribution through the inverse scattering solution (eq. 21) in the form,
where a(x), b 1 (x) and b 2 (x) contain τ − u and τ inc , with the different coefficients according to eqs (15) and (17). Eq. (25) is obtained after taking the inner product of the unit vector (e 3 ) in eq. (21) (third equation). Therefore, the variables a(x), b 1 (x) and b 2 (x) are scalar instead of vector (unlike in eq. 21). In order to investigate the errors in estimation of the forward/inverse wavefield extrapolation operators, we assume that these operators have a constant phase error ( φ), which is the deviation from the true value [φ true (k)] for all wavenumbers, that is, exp[iφ(k)] = exp[iφ true (k) + i φ]. This assumption is compromised when the data have a narrow bandwidth around the incident wavenumber for a plane-wave incidence (see Appendix D for details). When we use the forward/inverse wavefield extrapolation operators with a phase error ( φ), we miscalculate the heterogeneous compliance as
where e i φ and e −i φ are error terms in the forward and inverse wavefield extrapolation operators, respectively. A comparison between eqs (25) and (26) allows us to draw the following conclusions:
(1) the presence of a phase error produces the imaginary component in the estimated compliance (2) when the phase error satisfies φ = nπ (n = . . . , −1, 0, 1, 2, . . . ), where n is an integer, the estimated compliance coincides with the true value [η est N (x) = η true N (x)]. The phase error in the forward/inverse wavefield extrapolation operators can be written in terms of the distance and the medium velocity up to the fracture as
where
and we assume a normally incident wave [λ ap = λ in eq. (D4)]. z error and β are variables representing deviation from the true values. Furthermore, we assume that the error in the distance to the fracture and in the medium velocity are small, that is, |β| 1, | z error / z true | 1 (see Appendix D for detail).
Eqs (26) and (28) indicate that the errors in the distance and in the medium velocity up to the fracture produce the imaginary components in the estimated compliance. When the phase error φ (eq. 28) is an integer multiple of π , it gives correctly the true compliance, which is a real-valued function (i.e. imaginary components are zero). Furthermore, the fracture compliance is defined as positive-valued (Schoenberg 1980) . In order to check this, we calculate an energy function E n which is defined as
where x ( [η est N (x)]) 2 denotes the squared sum of the imaginary components of the estimated compliance distribution and E [η est N (x)] is the average value of the real components. The positive constant w r serves as a weighting factor. The values of distance z est and medium velocity V est P which minimize E n result in a compliance distribution with a small imaginary component. The second term in eq. (29) ensures that the real components of the compliance are positive.
We use the synthetic data for l c = 2 cm, x = 0.01 m and SNR = 200. The compliance is estimated using eq. (24) with reg = 0.01. Fig. 9(a) shows E n for different values of z est and V est P after normalization with respect to the maximum value. We compute the compliance in the range
We set the value of w r to be 5 × 10 −12 because it effectively suppresses those local minima which result in a negative compliance. As shown in the previous subsection, the value of the estimated compliance at some distance from the centre of the fracture is sensitive to noise contamination. Therefore, we compute the sum and the average in eq. (29) for a length of 0.4 m around the centre of the fracture.
For the correct values of distance and velocity (i.e. z est = 0.1 m and V est P = 6.3 km s −1 , solid lines in Fig. 9b ) the energy function E n is very small (dark blue colour in Fig. 9a ). The striped pattern in Fig. 9(a) indicates that the energy function oscillates rapidly. This is due to the phase error in the forward/inverse wavefield extrapolation operators (eq. 26), and illustrates that the estimated compliance is sensitive to V est P and z est , as explained earlier. However, it is also clear that at some minima the value of the energy function is very small, and these minima appear periodically (Fig. 9a) . We calculate the line in the V est P -z est domain which predicts the relation φ = nπ using eq. (28) with n = −2, −1, 0, 1, 2 (shown by dashed lines in Fig. 9b ). These predicted lines shown in Fig. 9(b) correspond to those minima with small values in the energy function (Fig. 9a) . The values of V est P and z est which cancel the phase error in the forward/inverse wavefield extrapolation operators offer the true compliance distribution. These values can be obtained by correctly choosing the minima in the V est P -z est domain. Fig. 9 (c) shows the energy function for a fixed value of z est = 0.10252 m and different values of V est P (white dashed line in Fig. 9a ). The arrow A, B, C and D in Fig. 9(c) mark the values of V est P corresponding to several prominent minima. From the predicted line in 9(b), they nearly satisfy the relation φ = nπ (n = 2, 1, 0 and −1). When we calculate the compliance using the values of V est P and z est corresponding to A or B or C or D, we obtain accurately the compliance distribution from the real component, while the imaginary component shows a very small value (see dashed and solid black lines in Fig. 9d ). The imaginary component does not go exactly to zero because of noise in the data and non-zero weighting term in the energy function (second term in eq. 29).
These results suggest the feasibility of this approach to correct for the phase errors in forward and inverse wavefield extrapolation operators due to errors in V est P and z est . Assuming we have an initial guess for V est P and z est , we can then calculate the energy function (eq. 29) using different values of V est P and z est around the initial guess, thereby obtaining similar results as in Fig. 9(a) . When the estimates are close to the true values, the global minimum gives the values of V est P and z est , which lead to the true compliance distribution. One can, therefore, correct for the error in V est P and z est and obtain the true compliance distribution without having a-priori knowledge of the input parameters.
The effect of frequency
As shown earlier, the compliance is estimated from the stress field at the fracture depth. The stress field at the fracture depth can be frequency-dependent. Therefore, we examine the dependence of the estimated compliance distribution on the frequency of the incident wave. Fig. 10 shows the scattered response calculated by wdSDD method with different incident-wave frequencies-150, 300 and 600 kHz, assuming that the compliance distribution itself is frequency-independent. We use the spatially heterogeneous compliance distribution with l c = 2 cm. The result shows that the higher frequencies in data produce stronger scattering than the lower frequencies, and hence higher amplitude for the compliance estimation. Note that the sudden drop in amplitude at a high wavenumber (Fig. 10) corresponds to the region of evanescent waves which have a very small amplitude decaying exponentially with distance to the fracture.
As shown in Figs 3(b) and (c), different sampling intervals have different available highest wavenumber. Two arrows in Fig. 10 show the available range of wavenumber for resampling intervals x = 0.01 and 0.03 m. We create synthetic data by resampling in the space domain and estimate the compliance distribution. The resam- pling interval of x = 0.01 m includes sufficiently high wavenumbers (arrow in Fig. 10) . Therefore, all frequencies lead to an accurate estimation of the compliance. Fig. 11(a) shows the estimated compliance using the resampling interval of x = 0.01 m. One can see no clear differences between the results for different frequencies. This result indicates that the estimated compliance for this model is affected more by the choice of the sampling interval than that of the frequency.
On the other hand, the higher frequencies in the data produce stronger scattering than the lower frequencies (Fig. 10) . Therefore, at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/ Downloaded from Figure 11 . Estimated normal compliance for three different incident wave frequencies: (a) with sampling interval x = 0.01 m and data without noise, (b) same as (a) but with added white noise (same for all frequencies). the use of high frequencies is beneficial against noise contamination. In order to illustrate this, we add the same white noise to the all data ( x = 0.01 m) and estimate the compliance (Fig. 11b) . The SNR is 200 for the data of 600 kHz incident wave. For a comparison, we set the same value of reg (0.01) to all data. Note that the estimated compliance with a low incident wave frequency (150 kHz) is inferior to that with a high frequency (600 kHz), due to the smaller scattering amplitude for 150 kHz.
The presence of evanescent waves in the data
So far we assume that the data primarily contain propagating waves. This is because the matched inverse operator (eq. 16), which is used to estimate the wavefield at the fracture depth from the backscattered data, is an exact inverse extrapolation operator for propagating waves but not for evanescent waves. Here, we investigate the effect of the presence of evanescent waves in the data.
Evanescent waves are horizontally propagating waves whose amplitude decay exponentially with distance from the fracture (Fig. 12a ), as explained in Appendix A. The relative amplitude between the propagating waves and evanescent wave depends on the frequency and the distance between the receiver and the fracture. We calculate the backscattered data using the fracture configuration shown in Fig. 5 but for a larger wavelength (λ = 5 m) and two different distances ( z = 0.05 m and 1 m) from the receiver to the fracture (see Fig. 12b ). The other parameters are as follows: the fracture length is 80 m with a spatial correlation length for the Figure 13 . The heterogeneous compliance distribution estimated by inverse scattering solution, from data containing evanescent waves (blue line in Fig. 12c ). The blue line and the black dashed line show, respectively, the results with and without application of the low-pass wavenumber filter (LPF) to the backscattered data. compliance distribution 2 m, and the sampling interval 1 m. The backscattered data are shown in the wavenumber domain. One can see that the data for a receiver close to the fracture ( z = 0.01 m) show larger amplitude in the region of the evanescent waves (outside the dashed lines in Fig. 12c ) than data for a receiver located far from the fracture ( z = 1 m).
In order to look into the effect of the evanescent waves, we estimate the compliance distribution (dashed line in Fig. 13 ) using data with z = 0.01 m as it shows a larger amplitude for the evanescent waves than z = 1 m. In this case, we fail to estimate the true value of the compliance especially at higher wavenumbers (black dashed line in Fig. 13 ): the estimated compliance shows a rapid oscillation in space. This happens due to the error in the predicted evanescent wavefield using the matched inverse operator. In order to suppress this error, we apply a low-pass wavenumber filter to the backscattered data and estimate the compliance distribution again (blue line in Fig. 13 ). The cut-off wavenumber is ±ω/V P (dashed line in Fig. 12c ). This results in a better estimation of the compliance. Due to a lack of the higher wavenumber, however, the result shows a slightly smooth distribution (compare between red line and blue line in Fig. 13) .
These results suggest that the application of a low-pass filter to the data suppresses the noise due to the evanescent waves. The cutoff wavenumber (ω/V P ) can be obtained using the estimated value of V P . The use of the largest estimated value for V P can ensure an absence of the evanescent waves. In this case, however, a lack of higher wavenumbers restricts the spatial resolution of the estimated compliance.
When we use very low frequency (i.e. very large wavelength), the fracture depth relative to the wavelength is small and the evanescent waves have large amplitude. In the previous subsection, we show that the estimated compliance with our model is affected more by the choice of the sampling interval than that of the frequency. However, the results discussed in this subsection suggest that the frequency restricts the spatial resolution when it is so low as to contain large evanescent waves.
C O N C L U D I N G R E M A R K S
The distribution of the compliance of a fracture can be spatially heterogeneous, reflecting spatial variation of the microscale fracture properties such as roughness of the fracture surface, distribution of the contact area and the fluid-filled aperture along the fracture plane. Characterizing the heterogeneous fracture compliance by using elastic waves has the potential to illuminate the fluid flow along the fracture.
In this paper, we formulate a new approach to estimate from the scattered elastic wavefield the heterogeneous compliance distribution of a single fracture. The approach consists of two steps: (1) estimating the stress field at the fracture depth from the observed incident and scattered wavefield at the receiver depth, through use of forward and inverse wavefield extrapolation operators, and (2) solving the relation between the scattered wavefield and the heterogeneous compliance distribution. The method assumes one-way wavefield and the absence of upgoing wavefield in the medium below the fracture.
To test the approach numerically, we consider a 2-D geometry and incident Gaussian beams. We consider a random spatial distribution for the compliance, reflecting the realistic complex nature of variation of the microscale properties. Our results illustrate that the compliance distribution can be accurately estimated when the sampling interval is smaller than the correlation length of the spatially heterogeneous fracture compliance and when the input parameters viz. distance/depth and the medium velocity up to the fracture are known. When these parameters contain error in the order of magnitude of the wavelength, the estimated compliance has imaginary components in the same order of the magnitude as the real components, making it difficult to obtain the true value of the spatial compliance distribution. We suggest an approach to correct for this error by first calculating an energy function, defined by imaginary and real parts of the compliance, for different values of the distance and the medium velocity up to the fracture around some initial guess and then choosing the pair that gives a global minimum. This leads to an accurate estimation of the heterogeneous fracture compliance, without exact knowledge of those input parameters.
We investigate the effect of white noise in the inverse scattering solution. The estimated compliance shows large amplitude variations at small SNRs. By introducing a regularization to stabilize the solution, one can get a better estimate of the spatially heterogeneous compliance. Regarding the effect of frequency of the incident wave, the results show that the use of a high frequency is beneficial against noise contamination, as higher frequencies produce stronger scattering.
Because our method assumes the data to be dominated by the propagating waves, we look into the effect of the presence of evanescent waves in the data. When the amplitude of the evanescent wave is large, the higher wavenumbers in the estimated compliance are affected. The use of a low-pass wavenumber filter suppresses the noise due to evanescent waves. In this case, however, the lack of higher wavenumbers restricts the spatial resolution of the estimated compliance.
The formulation of the inverse scattering solution presented here is for a single horizontal fracture embedded in a homogeneous medium, which is often the case in laboratory experiments. The approach can, however, be extended to multiple fractures with an arbitrary orientation and a heterogeneous background medium. In such cases, isolating the first-order reflection, estimating the stress field at the known position of the fracture and then rotating the axes so that horizontal axes align along the dipping fracture plane are necessary.
In order to estimate the incident stress field at the fracture, we assume that the receiver array records the direct incident wavefield. This implies that the source is located above the receiver plane. This assumption is satisfied if we use the receivers in the borehole and the source at the surface (e.g. in vertical seismic profiling). In case of surface seismic exploration, where the source and the receivers are both located at the same surface, the present approach can still be useful. In that case, the information of the source property (position and signature) and the velocity structure of the medium are necessary in order to estimate the incident stress field at the fracture.
In this study, we ignore the edge of the fracture. One can include the edge in the definition of the fracture compliance (e.g. an abrupt end of the compliance or a tapering of the compliance to zero value at the edge); in that case the present approach should be able to estimate correctly the heterogeneous compliance distribution. Then a regularization is, however, necessary because the signal is weak at small fracture compliances. Finally, we do not show here the estimation of the tangential compliance. The tangential compliance can be estimated using the incident S wave or from the converted waves, in case the recorded converted waves have sufficient energy.
A C K N O W L E D G E M E N T S
This work is supported by The Netherlands Research Centre for Integrated Solid Earth Science (ISES).
R E F E R E N C E S
Acosta-Colon, A., Pyrak-Nolte, L.J. & Nolte, D.D., 2009. Laboratory-scale study of field of view and the seismic interpretation of fracture specific stiffness, Geophys. Prospect., 57(2) , 209-224. at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/
Downloaded from
A P P E N D I X A : C O M P O S I T I O N M AT R I X
The decomposition of the upgoing and downgoing wavefield and the composition matrix are found elsewhere (e.g. Woodhouse 1974; Ursin 1983; . We use the scaled composition matrix so that the potential wave vector has the dimension of the stress. Therefore, the composition matrixL reads ,
where k z,P = k 2 P − k 2 
denotes the imaginary component. Here we assume an isotropic medium and μ is the shear modulus. Note that when the horizontal wavenumber k r is larger than those values at the turning-point at Delft University of Technology on November 20, 2013 http://gji.oxfordjournals.org/ Downloaded from (k P or k S ), the vertical wavenumbers (k z, P or k z, S ) become purely imaginary. These are the horizontally propagating waves whose amplitude decays exponentially with distance from the fracture (viz., evanescent waves).
A P P E N D I X B : T R A N S M I S S I O N A N D R E F L E C T I O N P RO B L E M I N T H E F O R M O F S T R E S S F I E L D
We briefly derive eq. (8). The transmission and reflection problem in the form of the potential wave vector (eq. 7) can be written as,
where we assume the same medium parameters for the upper and the lower media (L u =L l =L). From the definition of the upgoing and downgoing potential wave vector (eq. 5), we have the following relations:
Furthermore, the assumption that there is no upgoing wavefield in the lower medium giveŝ
Using eqs (B2) and (B3), eq. (B1) can be written in the form of stress field (τ inc andτ + l ) as shown in eq. (8) with the matrixĤ defined in eq. (9).
A P P E N D I X C : F I R S T -O R D E R P E RT U R B AT I O N S O L U T I O N F O R T H E I N V E R S E S C AT T E R I N G P RO B L E M
We briefly derive the functionsÂ(k) andB(k) in the inverse scattering problem using the first-order perturbation theory. The zerothorder and the first-order perturbation solutions for the approximated reflection/transmission problem are written as (Minato & Ghose 2013) 
where we assume,
The matrix Z (0) is a background compliance matrix and Z (1) is the perturbation from the background value. Z (1) is scaled so that it has the same order of magnitude as Z (0) and is the small magnitude of perturbation. The superscripts (0) and (1) indicate the zeroth-and first-order approximated wavefield, respectively. Assuming the relationL u =L l =L, we can solve eqs (C1) and (C2) in the form of the stress field 
Furthermore, we assume the relation:
whereτ − u is the estimated stress field using the scattered response andτ −(0) u is obtained from eq. (C4), given the value of Z (0) . Therefore, we can estimate the perturbed compliance Ẑ (1) from eq. (C5) as,
A P P E N D I X D : A P P RO X I M AT E E X P R E S S I O N F O R T H E E R RO R S I N T H E F O RWA R D / I N V E R S E WAV E F I E L D E X T R A P O L AT I O N O P E R AT O R S
We derive an approximate expression for the error in the forward/inverse wavefield extrapolation operators with respect to the distance and the medium velocity up to the fracture. The forward/inverse wavefield extrapolation operators (eqs 14 and 16) have the term e ±iφ(kr ; z,V P ) , where the phase φ is a function of the distance/depth of the fracture from the receiver ( z) and the P-wave propagation velocity (V P ) as φ(k r ; z, V P ) = (ω 2 /V 2 P − k 2 r ) 1/2 z.
We consider the error in z and V P to have the following form:
where z error and β are the variables representing the deviation from the true values. Substituting eq. (D2) into eq. (D1) leads to the following approximate expression for the phase:
where λ and λ ap are the true wavelength and the apparent wavelength of the incident wave, respectively,
Here we assume that the error in fracture depth and in the medium velocity are small, that is, z est / z 1 and |β| 1. We also assume the plane-wave incidence, that the incident wavenumber k inc r is small [(k inc r ) 2 (ω/V true P ) 2 ], and that the data is narrow bandwidth around the incident wavenumber, which results in the expression of the error φ to be independent of the wavenumber (k r ).
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