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Abstract
We construct the path integral for one-dimensional non-linear sigma models, starting
from a given Hamiltonian operator and states in a Hilbert space. By explicit evaluation
of the discretized propagators and vertices we find the correct Feynman rules which differ
from those often assumed. These rules, which we previously derived in bosonic systems [1],
are now extended to fermionic systems. We then generalize the work of Alvarez-Gaume´ and
Witten [2] by developing a framework to compute anomalies of an n-dimensional quantum
field theory by evaluating perturbatively a corresponding quantum mechanical path integral.
Finally, we apply this formalism to various chiral and trace anomalies, and solve a series
of technical problems: (i) the correct treatment of Majorana fermions in path integrals
with coherent states (the methods of fermion doubling and fermion halving yield equivalent
results when used in applications to anomalies), (ii) a complete path integral treatment of
the ghost sector of chiral Yang-Mills anomalies, (iii) a complete path integral treatment of
trace anomalies, (iv) the supersymmetric extension of the Van Vleck determinant, and (v)
a derivation of the spin-32 Jacobian of Alvarez-Gaume´ and Witten for Lorentz anomalies.
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1 Introduction
In this article we discuss Euclidean path integrals for one-dimensional systems with
a Hamiltonian which is more general than H(pˆ, xˆ) = T (pˆ)+V (xˆ)6, and their applica-
tions to anomalies. Namely we shall consider non-linear sigma models whose classical
action is of the form7
∫ 0
−β
1
2
gij
dxi
dt
dxj
dt
dt, plus fermionic extensions, which may be, but
need not be, supersymmetric. This is the area of quantum mechanical path integrals
in curved space, a difficult and controversial subject [3, 4].
Quantum mechanical path integrals are of importance as toy models for path
integrals for field theories. Because the former are finite, no renormalization is neces-
sary and subtle issues can better be studied. In addition, quantum mechanical path
integrals are useful because some quantities of n-dimensional quantum field theories
can be calculated in a much simpler way by using the corresponding one-dimensional
path integrals. The prime example are anomalies, which we shall discuss in detail
in the second part of this article. In the first part we give a careful derivation of
quantum mechanical path integrals and the Feynman rules to which they give rise.
This article is an extension of a previous article [1] on bosonic quantum mechanical
path integrals to the fermionic case and to applications to anomalies. In section 2.1
we briefly review the bosonic path integrals, but most emphasis in section 2 and
beyond is on the fermionic case. At the end of this introduction we shall state which
results are new, but we shall start with a general introduction in which we discuss
bosonic and fermionic systems on equal footing.
The basic problem we solve is the following. Given a Hamiltonian Hˆ(pˆ, xˆ, ψˆ†, ψˆ)
with arbitrary but a priori fixed ordering of the bosonic operators pˆi, xˆ
i (i = 1 . . . n)
and fermionic operators8 ψˆa, ψˆ†a (a = 1 . . . n), find a path integral representation for
the transition element 〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 where |y, χ〉 is an eigenket of xˆi and ψˆa
with eigenvalues yi and χa, while 〈z, η¯| is an eigenbra of xˆi and ψˆ†a with eigenvalues
zi and η¯a. Following Dirac [5] and Feynman [6] we shall insert N −1 complete sets of
x-eigenfunctions, N complete sets of p eigenstates and N complete sets of coherent
states ∫
|x〉
√
g(x)〈x|dnx =
∫
|p〉〈p|dnp =
∫
|η〉e−η¯aηa〈η¯|
n∏
a=1
(dη¯adη
a) = 1 (1)
6Hats denote operators, but where no confusion arises we will omit them.
7Curved indices in space-time will be denoted by µ, ν, . . .. In the non-linear sigma model the
corresponding indices will be denoted by i, j, . . .
8 For Majorana fermions, we shall formulate one approach where a = 1, . . . n and another where
a = 1, . . . , n/2. We shall find it convenient to use fermionic operators satisfying anti-commutation
relations without h¯, {ψa, ψ†b} = δab , while [xˆi, pˆj ] = ih¯δij as usual.
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to obtain a phase space path integral in the limit N →∞ of the form
〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 ∼
∫
dxidpidη¯adη
ae
− 1
h¯
∫ 0
−β
Ldt
(2)
where L = −ipj x˙j + h¯η¯aη˙a +H(p, x, η¯, η). However several questions arise:
(i) which is the relation between the operators Hˆ(pˆ, xˆ, ψˆ†, ψˆ) and the functions
H(p, x, η¯, η)? Different operator orderings of Hˆ must lead to different functions
H . Are there particular orderings of Hˆ for which H is equal to the naive classi-
cal Hamiltonian? After integrating out the momenta, is the action in the path
integral invariant under the usual Einstein (general co-ordinate) transforma-
tions or supersymmetry transformations if the corresponding Hamiltonian Hˆ
commutes with the generators of these symmetries? (The answer is no).
(ii) What are the Feynman rules needed to evaluate the path integral perturba-
tively?
(iii) What is the precise meaning of the measure dxidpidη¯adη
a? Is there a normal-
ization constant in front of the path integral, or even factors g(z)αg(y)β where
g = det(gij)? (The answer is yes)
(iv) By adding couplings to external sources, one obtains propagators. These propa-
gators are not the usual translationally invariant propagators because they must
satisfy boundary conditions at t = −β and t = 0. What boundary conditions
for pi(t) and the fermions must be imposed?
(v) When one is dealing with Majorana fermions, how should one define coherent
states, and what is the Hilbert space in which Hˆ is supposed to act. Should one
impose boundary conditions both at t = −β and t = 0 for Majorana fermions,
and if so, how is this compatible with the fact that the equations of motion are
linear in time derivatives?
These are some preliminary questions. Not all of them are new, but we shall
automatically get answers by following our derivation of path integrals. These an-
swers will be summarized in the conclusions. The most important question we solve
has to do with Feynman rules. The propagators 〈xi(σ)xj(τ)〉 and 〈ψa(σ)ψ†b(τ)〉 for
configuration space path integrals (and in addition 〈xi(σ)pj(τ)〉 and 〈pi(σ)pj(τ)〉 for
phase space path integrals) with −1 ≤ σ, τ ≤ 0 contain factors θ(σ− τ), where σ and
τ are the time divided by β. In configuration space, there are contractions of x˙i(σ)
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with x˙j(τ), which contain a factor δ(σ − τ). When one computes Feynman graphs,
one has to evaluate integrals over products of these distributions, for example
I =
∫ 0
−1
∫ 0
−1
δ(σ − τ)θ(σ − τ)θ(τ − σ)dσdτ (3)
In addition, there are in general equal-time contractions with factors δ(0) and θ(0).
How should one evaluate such integrals? The function θ(σ−τ)θ(τ−σ) is nonvanishing
only at σ = τ , a set of zero measure, so any smoothing of δ(σ − τ) while keeping the
product of the two θ’s intact leads directly to zero. A more natural way would seem
to be to expand δ(σ − τ) and θ(σ − τ) into an infinite series, and to cut off these
series at some large N (‘mode regularization’). (The series expansion of θ(σ − τ)
could for example be defined so that ∂σθ(σ − τ) = δ(σ − τ)). Performing the whole
calculation for finite N , one would expect to obtain the correct answer by taking the
limit N → ∞ at the end of the calculation. This is incorrect as we shall see but
first we must answer a fundamental question: what does the expression ‘the correct
answer’ mean?
Several authors have tried to give meaning to continuum path integrals in curved
space, in particular configuration space integrals of the form
∫
[dxi] exp(− 1
h¯
S), by
freely inventing definitions which maintain Einstein invariance at intermediate steps.
The transition element 〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 being in principle known from either
heat kernel methods [7, 8] or direct operator approaches9, the loop calculation based
on these path integrals should in the end reproduce the results for the transition
element. Here problems arise: no prescription for L is known which keeps covariance
at all stages and which gives the correct result at two- or higher loops.
Our point of view is the following: we define the continuum limit path integral
as the limit of the discretized path integral obtained from (1). Hence, for us ‘the
correct answer’ means: the answer which reproduces the results of the Hamiltonian
approach. Integrals over products of discretized propagators, vertices and equal-time
contractions are well defined and finite and by taking the continuum limit, the correct
Feynman rules automatically emerge. The results are that δ(σ − τ) should still be
considered as a Kronecker delta function, even in the continuum case. So, for example,
the correct value of I in (3) is 1/4. To bring out the surprising consequences of these
new Feynman rules, consider another integral
I =
∫ 0
−1
∫ 0
−1
δ(σ − τ)θ(σ − τ)θ(σ − τ)dσdτ (4)
9Writing 〈z| exp
(
−β
h¯
Hˆ
)
|y〉 as ∫ 〈z| exp(−β
h¯
Hˆ |p〉〈p|y〉dnp, it is clear that by expanding the expo-
nent and moving all pˆi to the right and all xˆ
i to the left, keeping track of commutators, coefficients
of a given power of β are finite and unambiguous. Similarly when fermions are present.
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If one were to require that δ(σ − τ) = ∂σθ(σ − τ) even at the regularized level, one
would find 1/3 for this integral, whereas the correct answer (and the answer obtained
from treating δ(σ − τ) as a Kronecker delta) is 1/4. This demonstrates that mode
regularization is incorrect.
No expressions with higher powers of δ(σ − τ) arise if one introduces in config-
uration space path integrals the extra ghosts of [9]. These ghosts are necessary to
exponentiate the factors g1/2 which arise if one integrates out the momenta. These
factors g1/2 were first found by Lee and Yang in a study of non-linear deformations
of the harmonic oscillator [10] and were written by them as extra terms in the action
of the form g1/2δ(0). We find it much more convenient for higher loop calculations
to replace them by local terms with ghosts, similarly to the familiar Faddeev-Popov
ghosts in gauge theories. The phase space path integrals are always finite since the
propagators do not have any δ(σ − τ) singularities, and with these ghosts also the
configuration space path integrals are finite10.
In the first part of this article we shall give a careful derivation of the new Feynman
rules. We begin by rewriting the Hamiltonian Hˆ in Weyl-ordered form (H)W , and
then use that matrix elements of exp(− ǫ
h¯
(H)W ) with ǫ = β/N can be immediately
evaluated to order ǫ by using the ‘midpoint rule’. (Weyl ordering is discussed in
section 2.3.) Namely one may replace exp(− ǫ
h¯
Hˆ) by exp(− ǫ
h¯
(H)W ) in the kernels of
the path integral
∫
〈xk, η¯k| exp(− ǫ
h¯
Hˆ)|pk, ξk−1〉e−ξ¯k−1ξk−1〈ξ¯k−1, pk|xk−1, ηk−1〉dpk,idξ¯k−1,adξak−1 (5)
and then one may replace in (H)W the operator pˆi by (pk)i, xˆ
i by 1
2
(xik+x
i
k−1), ψˆ
†
a by
ξ¯k−1,a, and ψˆa by 12(ξ
a
k−1+ η
a
k−1). (Or ψˆ
†
a by
1
2
(η¯k,a+ ξ¯k−1,a) and ψˆa by ξak−1.) The net
effect is that one can extract the function H(pk,
1
2
(xk+xk−1), ξ¯k−1, 12(ξk−1+ηk−1)). For
linear sigma models (with H = T + V ) rigorous proofs based on Banach spaces and
the ‘Trotter formula’ [11] exist [4]. These do not apply to non-linear sigma models,
but we have found a simple derivation of (5) which is precise enough for our taste.
Note that no matter whether Hˆ is gauge invariant or not, this midpoint rule holds;
it is a purely algebraic result.
By using the background field formulation and coupling quantum deviations to
external sources and decomposing the action S in a suitable free part S(0) and an
interaction part, we find discretized propagators and vertices in closed form. The
10Power counting would seem to indicate that there are linear divergences due to the double
derivative interactions. This would seem to contradict the theorem that quantum mechanics is
finite. The ghosts save the theorem.
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bosonic discretized propagators were already found in [1], while fermionic propagators
for Dirac fermions were already found in [12].
We shall first consider Dirac fermions, but then an even number of Majorana
(real) fermions ψa(t) and operators ψˆa satisfying the Dirac brackets {ψˆa, ψˆb} = δab.
To define coherent states we need creation and annihilation operators, and these
we shall construct in two different ways: by doubling the number of fermions by
adding a second set ψa2 of free fermions, or by ‘halving the number of fermions’ and
constructing ψA and ψ¯A from pairs ψ
2a−1 and ψ2a as (ψ2a−1 ± iψ2a)/√2. In either
case we Weyl order, use the fermionic midpoint rule, and find propagators. The
propagators 〈ψa(σ)ψb(τ)〉 are different depending on whether one doubles or halves
the Majorana fermions, and also the action in the path integral and the transition
elements differ. In applications to anomalies, however, these differences disappear.
In the conclusions we explain the reason for these results.
In all cases (bosonic systems, Dirac fermions, Majorana fermions either with
doubling or halving), the propagators can be factored as follows
〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 = e− 1h¯SclassD˜1/2S eAn (6)
where Sclass is the classical action, D˜
1/2
S contains the Van Vleck determinant and takes
care of the one-loop contributions, while to order β An contains the trace anomaly
for n = 2 dimensions (it is proportional to the scalar curvature R). This structure of
the propagator was proven for general bosonic systems in [7]. For fermionic systems
D˜S is actually the superdeterminant of − ∂∂ΦI Sclass
←−
∂
∂ΦJ
where ΦI = {zi, η¯a} and ΦJ =
{yi, χa}. The fact that the one-loop contributions should be equal to the Van Vleck
superdeterminant is a check on the correctness of our Feynman rules.
In general, the action in the path integral contains extra terms of order h¯ and h¯2.
These extra terms are due to rewriting the Hamiltonian in Weyl ordered form. In
our case, we shall only encounter h¯2 terms. Hints that such terms might be necessary
in the path integral were first found by DeWitt [7]. Schwinger, who studied the
Poincare´ operator algebra for Yang-Mills theory in the Coulomb gauge (which is a
non-linear sigma model in 4 dimensions), found that one had to add extra non-naive
terms of higher order in h¯ to the Hamiltonian in order that the algebra closes [13].
Subsequently many others have studied these extra terms [14, 15]. To check our new
Feynman rules and also check that no further modifications at order h¯3 are present,
we perform a 3-loop calculation in appendix A.1.
Our methods also apply to systems with more than two momenta (higher deriva-
tive theories). We consider in appendix A.2 such a system, and check that the results
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of the phase space approach agree with those of the configuration space approach.
This is Matthews’ theorem [16]. It provides another test on the correctness of our
results.
The second part of this article contains applications of these quantum mechanical
path integrals to anomalies. Anomalies of an n-dimensional field theory can according
to Fujikawa be written as [17]
An = Tr(Jˆe−βRˆ) (7)
where Jˆ is the Jacobian for a symmetry transformation of the path integral, and Rˆ is
a regulator. A general method to construct consistent regulators Rˆ which maintain a
given set of symmetries is given in [18]. It was first proposed by Alvarez-Gaume´ and
Witten [2] to consider a corresponding linear or non-linear sigma model in one dimen-
sion, for which Rˆ becomes the Hamiltonian Hˆ . The basic idea is that the Fujikawa
trace can be viewed as the trace over the Hilbert space of a quantum mechanical sys-
tem with a finite number of operators xµ, ∂/∂xµ, Dirac matrices γa and, if present,
internal symmetry generators Ta. After representing the Dirac matrices and internal
symmetry generators (by means of Majorana fermions and an auxiliary ghost system)
as operators in the same Hilbert space, the Fujikawa trace can be rewritten in terms
of a suitable quantum mechanical path integral. The path integral can be used to
compute matrix elements, and in terms of those the anomaly becomes
An =
∫
dxi
√
g(x)dηadη¯ae
η¯aηa〈x, η¯|Je−βh¯H |x, η〉 (8)
and by inserting a complete set of states between J and exp(−βH/h¯) one obtains a
product of the transition element and the matrix element of J . The anomaly is the β-
independent term. Depending on the anomaly, i.e., depending on the matrix element
of J , there are different factors of β in front of this expression, and since β counts the
number of loops, different anomalies require a different number of world-line loops to
be evaluated.
The simplest anomalies are the chiral anomalies. For these (8) is actually β
independent, due to the topological nature of chiral anomalies, and, as we shall show,
as a result one only needs to evaluate one-loop or tree graphs. In fact, Alvarez-Gaume´
and Witten wrote the whole expression in (8) again as a path integral of the same kind
as we consider for the transition element, but now with periodic boundary conditions
both for the bosons and for the fermions. The one-loop contribution for such path
integrals can then easily be written as the determinant of the kinetic operator of
deviations about classical solutions. We shall obtain, of course, the same results but
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will start from the transition element we obtained previously, and then simply do the
rest of the integrals in (8). In our approach the ghosts for internal symmetries are
part of the complete path integral, and are not treated by operator methods and by
projecting on one-particle states as in [2]. The results of Alvarez-Gaume´ and Witten
were extended to trace anomalies in [9]. In this case the product of the Jacobian and
the transition element could again be written as a path integral with now anti-periodic
boundary conditions for the fermions, but since the background fermions are constant
if they satisfy the equations of motion, the authors of [9] had problems in finding the
correct boundary conditions at t = −β and t = 0 for Majorana fermions. Rather,
they used an operator formalism for the fermions, and operator-valued actions. We
shall present a complete path integral formulation. Since the trace anomaly receives
contributions from higher loop graphs, the details of the path integral do matter very
much. For example, forgetting the extra h¯2 terms in the action or the measure factor,
one obtains incorrect results. We shall also give a derivation of trace anomalies.
Although we will not do so here, one can use the same framework to derive the
gravitational anomalies due to spin-1/2 and spin-3/2 fields. The only subtlety is
the question precisely which Jacobian one should use in (7) for spin-3/2, and this is
discussed in detail in appendix A.3.
We conclude this introduction by stating which of our results are new. The
Feynman rules for products of distributions11 are new; for the bosonic case they
were obtained in [1] and for the fermionic case here. Our treatment of coherent
states for fermions (first considered in [20]) follows [21] and is somewhat simpler (we
believe) than those treatments in the literature which use four kinds of coherent states
(namely bras and kets which are eigenstates of ψˆ or ψˆ†). For a good discussion of the
latter see [22]. The careful treatment of Majorana fermions (doubling and halving), in
particular the fact that the transition elements are different, is new, as is the proof that
in all cases the one-loop contributions sum up to a superdeterminant. New in section
three is the complete path integral treatment of chiral and trace anomalies, with
no need to introduce matrix-valued Hamiltonians or to perform certain projections
on the ghost states by hand. Also new is the complete diagrammatic evaluation of
these anomalies in section 3 and appendix A.4. The final new result is the correct
incorporation of ‘Lee-Yang’ ghosts for higher derivative theories in appendix A.2.
Besides all these new results, we have spent a great deal of time to make the whole
11Mathematically, it is possible to multiply objects called generalized functions that contain the
set of distributions. However, to determine which generalized function corresponds to a given dis-
tribution still requires an ‘underlying physical principle’ (see e.g. [19] and references therein), and
our rules can be seen as an example of such a principle.
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subject of quantum mechanical path integrals for non-linear sigma models accessible
to a large audience, and we hope that this article will also be a useful review of known
results.
2 Path integrals for finite time
In this section we establish the framework we need in order to perform calculations
using one-dimensional path integrals for finite time. Given a quantum mechanical
system defined by a Hamiltonian with a certain ordering prescription, we derive the
corresponding path integral formulation. This includes both the action to be used
in the path integral, as well as the Feynman rules, the latter being not only a set of
expressions for the propagators and vertices, but also the correct prescription how to
evaluate integrals over products of these, as they occur in actual loop calculations.
We will first discuss the bosonic non-linear sigma model, and derive the correct rules
for configuration space path integrals. For phase space path integrals for bosonic
systems, see [1]. Then we will derive similar results for the extension to complex
(Dirac) fermions, for which we will need to introduce coherent states. Finally we
shall discuss the modifications which one must make for Majorana fermions. Along
the way, we will present a variety of checks that our Feynman rules are the correct
ones, by evaluating various transition elements and comparing these with the results
obtained from operator methods. Further convincing evidence is provided in appendix
A.1 and A.2.
2.1 Bosonic non-linear sigma model
We will start by computing the transition element for the following quantum mechan-
ical Hamiltonian
Hˆ =
1
2
g−1/4pi
√
ggijpjg
−1/4 (9)
This operator in Einstein invariant if pi is hermitian. (The pi transform under Einstein
(=general co-ordinate) transformations as p′i =
1
2
{
∂xj
∂x′i
, pj
}
, if the inner product is
defined by (1), from which the Einstein invariance of Hˆ follows [3]). The more general
case, where also a scalar and vector potential are present, can easily be found at
each stage in the computation by covariantizing the expressions, and including the
scalar potential in the interactions. The cases of other Hamiltonians, for example
Hamiltonians whose operator ordering is different from (9), will also be clear.
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One can evaluate the corresponding transition element,
T (z, y; β) ≡ 〈z| exp
(
−β
h¯
Hˆ
)
|y〉, (10)
for finite (Euclidean) time β through a direct, but rather tedious, computation in the
operator formalism [23, 1, 24]. Namely, by writing T as
∫
dnp〈z| exp(−β
h¯
Hˆ)|p〉〈p|y〉
and expanding the exponent, moving all pˆi to the right and all xˆ
i to the left, keeping
track of all terms with up to two commutators, we find the following result (correct
through order β, counting z − y as being of order β1/2)
T = (2πh¯β)−n/2 exp
(
−1
h¯
SBcl [z, y; β]
)
D˜1/2 exp
(
−βh¯
12
R
)
(11)
where (2πh¯β)−n/2 is the usual Feynman factor, SBcl [z, y; β] is the classical action for a
geodesic with x(−β) = y, x(0) = z, − 1
12
R yields the trace anomaly in n = 2 dimen-
sions12, and D˜1/2 is proportional to the square root of the Van Vleck determinant [25]
which gives the one-loop corrections to the transition element
D˜1/2 = βn/2g−1/4(z) det
(
− ∂
∂zi
∂
∂yj
Scl[z, y; β]
)1/2
g−1/4(y)
= 1− 1
12
Rij(z)(z − y)i(z − y)j +O(β3/2) (12)
The results in (11) and (12) agree with DeWitt’s classic paper [7] in which he uses
heat kernel methods. Note that if one views T for β → 0 as the kernel of a continuum
path integral action, then D˜1/2 corresponds to a non-local term. Each of the factors
in (11) is a general co-ordinate bi-scalar (a scalar both in y and in z). We stress that
the answer for T in (11) is finite and unambiguous.
We will now construct the path integral whose loop expansion reproduces (11).
First we rewrite the Hamiltonian in Weyl-ordered form [26], which for any monomial
in p and x is defined by (n +m)!(pnxm)W = ∂
n
a ∂
m
b (apˆ+ bxˆ)
m+n [27, 28, 29]. For the
Hamiltonian in (9) we find the well known result [27, 30]
Hˆ =
(
1
2
gijpipj
)
W
+
h¯2
8
(
gijΓkilΓ
l
jk +R
)
(13)
Then we use the correspondence between Weyl-ordering and the midpoint rule [31, 27]∫
dnp 〈xk+1|GW |p〉〈p|xk〉 =
∫
dnpG(p, xk+1/2)〈xk+1|p〉〈p|xk〉 (14)
12 Our convention for the curvatures areR(Γ)ρσµ
ν = ∂ρΓσµ
ν+Γρτ
νΓσµ
τ−(ρ↔ σ) = R(ω)ρσabebµeνa
with Rρσab = ∂ρωσab + ωρa
cωσcb − (ρ ↔ σ) and Rµν = R(Γ)µσνσ, so Rµb = R(ω)µρabeaρ, while
R = gµνRµν = (g
µνgρσ − gµρgνσ)∂µ∂νgρσ + . . ..
10
where we defined xk+1/2 = (xk + xk+1)/2, and G is any function of p, x. Clearly,
exp
(
− ǫ
h¯
HW
)
= (exp
(
− ǫ
h¯
H
)
)W +O(ǫ2), so using (14) we find
∫
dnp 〈xk+1| exp
(
− ǫ
h¯
HW
)
|p〉〈p|xk〉
=
∫
dnp exp
(
− ǫ
h¯
H(p, xk+1/2)
)
〈xk+1|p〉〈p|xk〉+O(ǫ2) (15)
Note that H(p, xk+1/2) in (15) contains the terms in (13) of order h¯
2. We argued in
[1] that the terms denoted by O(ǫ2) will not contribute to the path integral, and can
therefore be neglected. This is the only point in our derivation of the path integral
that is not mathematically completely rigorous. What is subtle is the meaning of
O(ǫ2). For example, one can view p either as being of order 1 or of order ǫ−1/2
(since there are Gaussian integrals with exp(−p2/2ǫ)). In the latter case the terms
denoted by O(ǫ2) are actually of order ǫ. Each case leads to a different kernel. We
argued in [1], using the effective potential trick of [14] and [32], that both kernels are
equivalent under the path integral. However, this is not a rigorous argument. Ideally
one should keep all terms on the right hand side of (15) that might contribute in the
limit N →∞, evaluate the path integral at the discretized level and then prove that
in the limit N →∞ all extra terms do indeed drop out.
We now insert N − 1 sets of x-eigenstates and N sets of p-eigenstates into
〈z| exp−β
h¯
Hˆ|y〉, and we arrive at the discretized phase space path integral using∫
dnx
√
g(x)|x〉〈x| = 1| = ∫ dnp|p〉〈p| and 〈z|p〉 = (2πh¯)−n/2(exp i
h¯
p · z)g−1/4(z). In-
tegrating out the N momenta we find the discretized configuration space path in-
tegral, with N factors g1/2(xk+1/2) in the measure from the p integrals, N products
g−1/4(xk+1)g−1/4(xk) from the inner products 〈x|p〉 and N − 1 factors g1/2(xk) from
the completeness relation in x-space. The action is given by
S =
N−1∑
k=0
[
1
2ǫ
gij(xk+1/2)(xk+1 − xk)i(xk+1 − xk)j + h¯
2ǫ
8
(ΓΓ +R)(xk+1/2)
]
(16)
where we define xN = z and x0 = y, and ǫ = β/N . We decompose x
j
k into a
background and a quantum part, and S into a free and interacting part
xjk = x
j
bg,k + q
j
k, S = S
(0) + S(int); k = 1, . . . , N − 1 (17)
where S(0) =
∑N−1
k=0
1
2ǫ
gij(z)(qk+1 − qk)i(qk+1 − qk)j . We take the metric in S(0) at
z in order to facilitate comparison with (11), although any other choice should give
the same result. (Of course, propagators and vertices will be different if we make
a different decomposition into a kinetic and interaction part, and also the measure
factor (see (22)) will be different, but the final results should not change). Since
11
we take xbg to be a solution of the classical equations of motion of S
(0), in general
S(int) contains in addition to the true interactions also a pure background piece and
terms linear in qjk. However, counting z − y as being of order β1/2, we need only
a finite number of tree graphs and tadpoles at a given order in β. The N factors
g1/2(xk+1/2) are exponentiated following [9] (for an alternative approach see [33]) by
using anti-commuting ghosts b and c and a commuting ghost a
√
det gij(xk+1/2) = K
∫
dbjk+1/2dc
j
k+1/2da
j
k+1/2
exp
(
− ǫ
2β2h¯
gij(xk+1/2)(b
i
k+1/2c
j
k+1/2 + a
i
k+1/2a
j
k+1/2)
)
(18)
Since the constant K will cancel, we do not determine it, and the reason for the
particular normalization of the ghost action will become clear later. Introducing
modes for the quantum fluctuations q by the orthonormal transformation
qjk =
∑
djm
√
2
N
sin
(
kmπ
N
)
; k,m = 1, . . . , N − 1 (19)
we may change dxjk → dqjk → ddjm. Obviously, the Jacobian for this transformation
is 1. The quantum part of the action S(0) becomes equal to
− 1
h¯
S(0)(q) = −
N−1∑
m=1
1
ǫh¯
gij(z)d
i
md
j
m(1− cos
mπ
N
). (20)
Next, we couple to external sources
S(source) = −ǫ
N−1∑
k=0
(
Fk+1/2
qk+1 − qk
ǫ
+Gk+1/2qk+1/2 + sources for ghosts
)
(21)
so that we can extract the exact discretized propagators in the usual way. Completing
squares and performing the final integration over djm, b
j
k+1/2, c
j
k+1/2, a
j
k+1/2 leads to
N − 1 factors g−1/2(z) and N factors g1/2(z) as well as an overall factor (2πh¯β)−n/2.
(The factor (2πh¯ǫ)−Nn/2 which comes from the p integrations and the normalization
of the plane waves combines with the factor
∏N−1
m=1(πǫh¯)
n/2(1 − cos mπ
N
)−n/2 from the
Gaussian integrations over djm to yield (2πh¯β)
−n/2 since
∏N−1
m=1 2(1 − cos mπN ) = N).
Hence
T =
(
g(z)
g(y)
)1/4
(2πh¯β)−n/2 exp(−1
h¯
S(int)) exp(−1
h¯
S(source)). (22)
The measure factor (g(z)/g(y))1/4 is due to the split S = S(0) + S(int) where in S(0)
the metric is taken at z, gij(z) (cf. question (iii) in the introduction). Different
splits clearly lead to different measures, but we continue with (22). Such factors
are often ignored but are crucial to obtain the correct transition element. Equation
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(22) is to be read as usual in path integral formulations, namely S(int) contains only
derivatives with respect to the sources and background fields, while S(source) is the
function bilinear in sources that appears after doing all the integrals, and in the final
result we are supposed to put all the sources equal to zero. Thus, S(int) contains
the discretized vertices while S(source) yields the discretized propagators. Defining
x˙k+1/2 = (xk+1 − xk)/ǫ and omitting superscripts and a factor of h¯gij(z) for the time
being, the propagators come out as follows
< qk+1/2ql+1/2 > = − ǫ
4N
(2k + 1)(2l + 1) +
ǫ
2
(2min(k, l) + 1− 1
2
δk,l)
< qk+1/2q˙l+1/2 > = −k + 1/2
N
+ θk,l
< q˙k+1/2q˙l+1/2 > = − 1
Nǫ
+
1
ǫ
δk,l
< bk+1/2cl+1/2 > = −2
ǫ
δk,l
< ak+1/2al+1/2 > =
1
ǫ
δk,l, (23)
where θk,l is a discretization of the θ function: θk,l = 0 if k < l, θk,l = 1/2 if k = l and
θk,l = 1 if k > l.
As an example, let us give a more detailed derivation of the < qk+1/2ql+1/2 >
propagator. The partition function (we set the sources F equal to zero, and suppress
internal indices) reads
Z[G] =
∫ N−1∏
i=1
dqi exp− ǫ
h¯
[
N−1∑
k=0
1
2
(
qk+1 − qk
ǫ
)2
+Gk+1/2
(
qk+1 + qk
2
)]
(24)
Now make a change of variables as defined in (19) and (20), complete the squares
and do the Gaussian integrals over the modes dm. Up to an overall numerical factor
which was already taken care of in (22), the result equals
Z[G] ∼ exp
[
ǫ3
2Nh¯
N−1∑
j=1
1
1− cos(jπ/N)(
N−1∑
k=0
Gk+1/2 sin
(
(k + 1/2)jπ/N
)
cos
(
jπ/(2N)
))2 ]
(25)
Differentiating with respect to the sources G gives rise to the following expression for
the propagator
< qk+1/2ql+1/2 > =
ǫh¯
2N
N−1∑
j=1
[
cos2
(
jπ/(2N)
)sin((k + 1/2)jπ/N)
sin
(
jπ/(2N)
)
sin
(
(l + 1/2)jπ/N
)
sin
(
jπ/(2N)
)
]
(26)
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Each term can be written as a sum of powers of eiπ/(2N), and performing the sum over
j yields the propagator as given in (23). The remaining discretized propagators can
be found in a similar fashion. We require that xjbg,k satisfies the boundary conditions
and the equation of motion of S(0). In the continuum limit this becomes xjbg(t) =
zj + (z − y)jt/β, while qj(t) vanishes at the endpoints. In this limit the two-point
functions become (reinstating the superscripts, factors of gij(z), and defining t = βτ)
< qi(σ)qj(τ) > = −βh¯gij(z)∆(σ, τ)
< bi(σ)cj(τ) > = −2βh¯gij(z)∂2σ∆(σ, τ)
< ai(σ)aj(τ) > = βh¯gij(z)∂2σ∆(σ, τ)
∆(σ, τ) = σ(τ + 1)θ(σ − τ) + τ(σ + 1)θ(τ − σ). (27)
Note that ∆(σ, τ) = ∆F (σ − τ) + στ + 12(σ + τ), where ∆F (σ − τ) = 12(σ − τ)θ(σ −
τ) + 1
2
(τ − σ)θ(τ − σ) is the Feynman propagator, and formally ∂2σ∆(σ, τ) = δ(σ− τ)
while ∆(σ, τ) = 0 at the boundaries. However, the δ(σ− τ) is a Kronecker delta and
moreover the equal-time contractions13 are unambiguously defined. Kronecker delta
here means that
∫
dxδ(x)f(x) = f(0), even when f contains a product of θ functions.
From (23) we further find in the continuum limit
< qi(σ)q˙j(τ) > = −βh¯gij(z)(σ + θ(τ − σ))
< q˙i(σ)q˙j(τ) > = −βh¯gij(z)(1− δ(σ − τ)). (28)
All propagators are now proportional to βh¯ (this motivated the normalization of the
ghost action in (18)), and the interactions are given by
1
h¯
S(int) =
1
βh¯
∫ 0
−1
[
1
2
gij(xbg + q)
{
(x˙bg + q˙)
i(x˙bg + q˙)
j + bicj + aiaj
}]
dτ
+βh¯
∫ 0
−1
1
8
(ΓΓ +R)dτ − 1
h¯
S(0),
1
h¯
S(0) =
1
βh¯
∫ 0
−1
[
1
2
gij(z)
{
q˙iq˙j + bicj + aiaj
}]
dτ (29)
Clearly, the interactions only depend on the combination βh¯.
To compute the configuration space path integral, we note that we must ex-
pand the measure factor g1/4(z)/g1/4(y) in (22) and evaluate all vacuum graphs with
external xbg, using the propagators in (27), (28) and the vertices in (29). The q-
independent part of S(int) does not yield the full SBcl of (11) since xbg is only a so-
lution of the S(0) equation of motion; rather, tree graphs with two vertices from
13Equal-time contractions in quantum field theory can in general only be fixed by imposing a
symmetry principle [34]. In our case they are fixed by our requirement that the path integral
reproduces the Hamiltonian results.
14
S(int) contribute to order β terms of the form 1
β
(∂g)2(z − y)4, see (66). In the one-
loop graphs with one vertex S(int) one finds equal-time contractions proportional
to (z − y)k∂kgij times < q˙iq˙j + bicj + aiaj > in which the δ(0) cancel, yielding∫ 0
−1
∫ 0
−1 σ(∂σ∂τ∆ + ∂
2
σ∆)dσdτ = −12 , which cancels a similar contribution from the
non-trivial measure factor. There are many other one-loop and two-loop graphs, and
the contribution of each corresponds to a particular term in (11). In particular, the
two-loop graph with one q˙q˙, one q˙q and one qq˙ propagator agrees with (11) only if one
uses
∫ 0
−1
∫ 0
−1 δ(σ−τ)θ(σ−τ)θ(τ−σ) = 14 , in agreement with the discretized expressions
for the propagators in (23). Adding all contributions we have found complete agree-
ment. The non-covariant vertices βh¯
8
(ΓΓ+R) conspire with the non-covariant vertices
found by expanding gij(x) and yield the Einstein invariant expression (11). The Feyn-
man rules one has to use in this calculation follow from (23), and they amount to
the following. First, one writes down expressions for all Feynman diagrams using the
propagators given by (27) and (28). Adding everything, all divergences coming from
products of delta functions will cancel (the ghosts of [9] are crucial for this). The
resulting integrals should be worked out using the rules that delta functions should
really be seen as Kronecker deltas and that θ(0) = 1/2. If there are explicit delta
functions in the integrals, one should be careful with partial integrations and identi-
ties like
∫ b
a f
′ = f(b)−f(a), since these are not always compatible with our Kronecker
delta prescription [1]. Luckily, in practice we never need to partially integrate.
2.2 The fermionic case
We now repeat the analysis of the last section for the fermionic case. We will work in
a basis of coherent states, and the derivation of the path integral is analogous to the
one in phase space for the case of the bosonic non-linear sigma model. We consider
operators ψˆa,ψˆ†a, a = 1 . . . n, satisfying the anticommutation relations {ψˆa, ψˆ†b} = δab .
These operators ψˆ are obtained from the canonical variables by rescaling with a factor
of h¯−1/2. As a consequence, terms of the form h¯2Rψ4 or h¯ωψ2 are terms of the classical
action, not higher-loop terms. For cases such as the N=1 supersymmetric non-linear
sigma model, where only Majorana fermions are present, we will need to replace these
Majorana fermions by Dirac fermions. This will be discussed later, here we will derive
the general expression for the path integral with Dirac fermions.
Coherent states are defined by
|η〉 = eψˆ†η|0〉 ; 〈η¯| = 〈0|eη¯ψˆ (30)
satisfying ψˆ|η〉 = η|η〉 and 〈η¯|ψˆ† = 〈η¯|η¯. We could in addition also define coherent
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states build around a Dirac vacuum (completely-filled Fermi sea) 〈η| =
(−1)n〈0|ψˆn · · · ψˆ1
(
eηψˆ
†
)
, satisfying 〈η|ψˆa = 〈η|ηa, and similarly |η¯〉 =(
eψˆ
kη¯k
)
ψˆ†1 . . . ψˆ
†
n|0〉(−)n. These states are often used in the literature for the con-
struction of fermionic path integrals in a way which closely mimicks the x · p ap-
proach, see e.g. [22]. In contrast, in our approach we only use the coherent states
(30); although both approaches are completely equivalent, we believe ours is more
economical. The inner product and decomposition of unity read formally the same
as for bosonic coherent states [21]
〈η¯|ξ〉 = eη¯ξ ; 1| =
∫
dη¯dξ |ξ〉e−η¯ξ〈η¯| (31)
but note the ordering of the anticommuting variables. Our convention is that dη¯ =
dη¯n . . . dη¯1, while dξ = dξ1 . . . dξn, or equivalently, dη¯dξ =
∏n
k=1(dη¯kdξk). Hence∫
dξξn . . . ξ1 = 1, and
∫
dξ
∏n
k=1 ξk = (−1)n/2 for even n. With these conventions, the
trace of an operator over the fermionic Fock space is given by
trace(A) =
∫
dξdη¯eη¯ξ〈η¯|A|ξ〉 (32)
Again, we define Weyl-ordering by (n +m)!(ψnψ†m)W = ∂nη¯ ∂
m
η (η¯ψˆ + ηψˆ
†)m+n, with
the fermionic derivatives acting from the left. For an arbitrary Weyl-ordered operator
Gˆ we can now derive the midpoint identity for coherent states
〈η¯|Gˆ|η〉 =
∫
dχ¯dχG(χ¯,
χ+ η
2
)e−χ¯χ〈η¯|χ〉〈χ¯|η〉
=
∫
dχ¯dχG(
χ¯+ η¯
2
, χ)e−χ¯χ〈η¯|χ〉〈χ¯|η〉
=
∫
dχ¯dχG(λ1χ¯ + (1− λ1)η¯, λ2χ+ (1− λ2)η)e−χ¯χ〈η¯|χ〉〈χ¯|η〉, (33)
with λ1λ2 = 1/2. This formula can be proven in the following way (cf. [12]). It is easy
to check that it is valid for an operator Gˆ of the type (ψˆ†)k, which is automatically
Weyl-ordered. Then one uses that, for a Weyl-ordered operator Aˆ, the operator
Bˆ = (ψˆAˆ ± Aˆψˆ)/2 (the sign depending on whether Aˆ is bosonic or fermionic) is
also Weyl-ordered, and hence that any Weyl-ordered operator can be obtained by
repeatedly applying this identity to an operator of the type (ψˆ†)k. We can now
proceed by inserting unity in (33) for Gˆ = Bˆ, using its validity for Aˆ as induction
hypothesis. We find
〈η¯|Bˆ|η〉 =
∫
dχ¯dχ e−χ¯χ
χ+ η
2
〈η¯|χ〉〈χ¯|Aˆ|η〉
=
∫
dχ¯dχdξ¯dξ e−χ¯χ
χ + η
2
〈η¯|χ〉A(ξ¯, η + ξ
2
)e−ξ¯ξ〈χ¯|ξ〉〈ξ¯|η〉
=
∫
dξ¯dξ
ξ + η
2
A(ξ¯,
ξ + η
2
)e−ξ¯ξ〈η¯|ξ〉〈ξ¯|η〉
=
∫
dξ¯dξ B(ξ¯,
ξ + η
2
)e−ξ¯ξ〈η¯|ξ〉〈ξ¯|η〉 (34)
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where we have used that
∫
dχ¯dχ e−χ¯χf(χ) = f(0). This completes the proof of the
first two lines of (33). The third line of (33) can be demonstrated in a similar fashion.
We can now apply this identity to Gˆ = exp
(
− ǫ
h¯
HˆW
)
, and use that Gˆ is Weyl-ordered
to order O(ǫ2). We find, neglecting these higher order terms, after inserting unity
N − 1 times, with β = Nǫ,
〈η¯| exp
(
−β
h¯
HˆW
)
|χ〉 =
∫ N−1∏
k=1
[
dξ¯kdξk e
−ξ¯kξk〈ξ¯k+1| exp
(
− ǫ
h¯
HˆW
)
|ξk〉
]
〈ξ¯1| exp
(
− ǫ
h¯
HˆW
)
|χ〉 (35)
where we defined ξ¯N = η¯. Now use the midpoint rule for each matrix element
〈ξ¯k+1| exp
(
− ǫ
h¯
HˆW
)
|ξk〉 =∫
dψ¯kdψk e
−ψ¯kψk+ξ¯k+1ψk+ψ¯kξk exp
(
− ǫ
h¯
H(ψ¯k,
ψk + ξk
2
)
)
(36)
We can integrate out the ξ¯, ξ in (35) (first the ξ¯, then the ξ) to obtain
〈η¯| exp
(
−β
h¯
HˆW
)
|χ〉 =
∫ N−1∏
k=0
dψ¯kdψk exp
[
η¯ψN−1
−ǫ
N−1∑
k=0
(
ψ¯k
ψk − ψk−1
ǫ
+
1
h¯
H(ψ¯k,
ψk + ψk−1
2
)
)]
, (37)
where we defined ψ−1 = χ. The first term in the integrand is the usual boundary term
one obtains in path integrals for coherent states (cf. [21, 35]). From this result we
conclude that the action in the continuum path integral is
∫ 0
−β(h¯ψ¯ψ˙+H)dt−h¯ψ¯(0)ψ(0)
with the boundary conditions ψ¯(0) = η¯ and ψ(−β) = χ. Notice that the boundary
term is essential to produce the correct equations of motion ˙¯ψ = ψ˙ = 0. After
decomposing ψk and ψ¯k into a background piece and a quantum piece, we couple the
latter to external sources. Putting all of H into H int, we obtain the discretized ψ¯ψ
propagator by inverting the kinetic term matrix Aj,k = δj,k − δj,k+1. The result reads
< ψ¯kψl >=

 −1 k ≤ l0 k > l

 = −θl,k − 12δk,l. (38)
If we now define ψ˙k−1/2 = (ψk − ψk−1)/ǫ and ψk−1/2 = (ψk + ψk−1)/2, we obtain
< ψ¯kψl−1/2 > = −θl,k
< ψ¯kψ˙l−1/2 > = −1
ǫ
δk,l (39)
where we recall that θk,l = 0 if k < l, θk,l = 1/2 if k = l and θk,l = 1 if k > l. We
can now, as in the bosonic case, write down the corresponding continuum expressions
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which we will use in actual computations. However, it is important to realize that in
diagrams in which products of δ and θ functions arise, we are now able to resolve the
resulting ambiguities by returning to the discretized expressions (39). In particular,
we find again the ‘rules’ that θ(σ, σ) = 1
2
, and
∫
dσdτ θ(σ − τ)θ(τ − σ)δ(σ − τ) = 1
4
.
The continuum propagators read
< ψ¯a(σ)ψb(τ) > = −δabθ(τ − σ)
< ψ¯a(σ)ψ˙b(τ) > = −δabδ(σ − τ) (40)
There is no factor of h¯ because we chose to work with operators ψˆa, ψˆb satisfying
{ψˆa, ψˆb} = δab . Clearly, in this derivation we could instead equally well have started
from the second line in (33) and have introduced ˙¯ψk+1/2 = (ψ¯k+1 − ψ¯k)/ǫ, ψ¯k+1/2 =
(ψ¯k+1 + ψ¯k)/2, leading again to 〈ψ¯k+1/2ψl〉 = −θl,k for the discretized propagators,
and therefore also to identical Feynman rules in the continuum limit.
2.3 Weyl-ordering of N=2 and N=1 Hamiltonians
We will now derive the Weyl-ordered Hamiltonians corresponding to the supersym-
metric N=2 and N=1 Hamiltonians. These are the most interesting fermionic sys-
tems, and play the same privileged role as (9) in the bosonic case. As it turns out,
different expressions result when we take the independent fermionic fields to have flat
or curved indices, and Weyl-order with respect to these independent fields. Let us
first consider the N=2 quantum Hamiltonian [2]
HN=2 =
1
2
g−1/4πig1/2gijπjg−1/4 − 1
8
h¯2Rabcdψ
a
αψ
b
αψ
c
βψ
d
β
πi = pi − ih¯
2
ωiabψ
a
αψ
b
α (41)
where ωiab is the spin connection and α = 1, 2. We can now define Dirac spinors in
the following way
ψa =
1√
2
(ψa1 + iψ
a
2) ; ψ¯
a =
1√
2
(ψa1 − iψa2) (42)
satisfying the anticommutation relations {ψ¯a, ψb} = δab. In terms of those, the N=2
quantum Hamiltonian corresponds to the following classical action
L = 1
2
gij(x)x˙
ix˙j + h¯ψ¯a(ψ˙a + x˙jωj
abψb)− 1
2
h¯2Rabcd(ω)ψ¯
aψbψ¯cψd. (43)
Its field equations read
δ
δxi
L = −gijD
dt
x˙j + h¯R(ω)ijabx˙
jψ¯aψb − 1
2
h¯2DiR(ω)abcdψ¯
aψbψ¯cψd
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−ωiab
(
ψ¯a
δ
δψ¯b
L+ ψa δ
δψb
L
)
,
δ
δψ¯a
L = D
dt
ψa − h¯R(ω)abcdψbψ¯cψd,
δ
δψa
L = D
dt
ψ¯a − h¯R(ω)dbcaψ¯dψbψ¯c, (44)
where
D
dt
x˙j = x¨j + Γjklx˙
kx˙l (45)
and
D
dt
ψa = ψ˙a + x˙iωi
a
bψ
b,
D
dt
ψ¯a = ˙¯ψ
a
+ x˙iωi
abψ¯b. (46)
The invariance of the action under the two rigid supersymmetries follows by contract-
ing the field equations with the variations
δxi = ǫ¯eiaψ
a + ψ¯aeiaǫ
δψa = x˙ieai ǫ− δxiωiabψb
δψ¯a = −ǫ¯eai x˙i − δxiωiabψ¯b. (47)
All terms then cancel (using the cyclic and the Bianchi identities for DiRabcd). Since
this action is in Euclidean time, it is not hermitian, nor is (δψa)† equal to δψ¯a, but
it can be obtained from a hermitian action in Minkowski space by the Wick rota-
tion tM = −itE . The classical Noether charge for supersymmetry reads eia(x)ψaαx˙i
with α = 1, 2, while the quantum charge is given by Qα = eia(x)ψ
a
αg
1/4πig
−1/4 =
g−1/4πig1/4eia(x)ψaα. It is hermitian and Einstein invariant, and {Qα, Qβ} = 2δαβH .
This shows that the Hamiltonian is supersymmetric and that supersymmetry is pre-
served at the quantum level. Note that the variation δψa + δxiωi
abψb is covariant;
the ‘pull-back’ term δxiωi
abψb is due to the presence of fermionic equation of motion
terms in the bosonic equation of motion.
Weyl-ordering of the bosonic part of the Hamiltonian gives rise to the usual
contribution (13)
1
8
h¯2
(
R + gijΓkilΓ
l
jk
)
(48)
For the Weyl-ordering with respect to the fermions, we first choose the fermions with
flat indices as our independent variables. Clearly the terms quadratic in the fermions
yield no contribution, because their anticommutator is proportional to δab, which
gives zero upon contraction with ωiab. For the terms quartic in the fermions, we use
the identity (see e.g. [36])
1
8
{[
ψ¯a, ψb
]
,
[
ψ¯c, ψd
]}
=
(
ψ¯aψbψ¯cψd
)
W
+
1
4
δadδbc (49)
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Since the four fermion terms in the Hamiltonian have exactly the same symmetry
as the operator on the left hand side of the above identity, we can easily deduce the
fermionic contribution to the Weyl-ordered Hamiltonian to be
− 1
8
h¯2
(
R + gijωia
bωjb
a
)
(50)
Adding this term to the bosonic contribution (48) we find, for the N=2 case,
1
8
h¯2gij
(
ΓkilΓ
l
jk − ωiabωjba
)
(51)
Alternatively, one can take the fermions with curved indices, namely ψi = 1√
2
(ψi1+iψ
i
2)
and ψ¯i = gij
1√
2
(ψj1 − iψj2), as independent variables, and Weyl-order with respect to
these. One finds then that now the bosonic and fermionic contributions exactly cancel,
or, in other words, the N=2 supersymmetric Hamiltonian expressed in these variables
is already Weyl-ordered [36].
The N=2 Hamiltonian cannot be interpreted as the regulator of a corresponding
quantum field theory, because each of the 2n ψaα (α = 1, 2) would have to correspond
to a Dirac matrix, whereas there are only n Dirac matrices in an n-dimensional
quantum field theory (with xi with i = 1 . . . n). However, it plays a role in the path
integral evaluation of the index of the ∂¯-operator of the Dolbeault complex [2].
We now consider the N=1 supersymmetric case, where only one species of Ma-
jorana fermions is present, which makes the generalization of the previous result
non-straightforward. The Hamiltonian in this case is equal to
HN=1 =
1
2
g−1/4πig1/2gijπjg−1/4 − 1
8
h¯2R
πi = pi − ih¯
2
ωiabψ
aψb (52)
where a = 1 . . . n, and the fermions satisfy the usual relation {ψa, ψb} = δab.
This Hamiltonian cannot be obtained by truncation of the N=2 Hamiltonian.
For example, putting ψ1 − ψ2 = 0 requires ǫ1 + ǫ2 = 0, see (47), but the resulting
Hamiltonian has − 1
16
h¯2R instead of −1
8
h¯2R, and is no longer supersymmetric. The
reason is that the truncation ψ1−ψ2 = 0 is no longer consistent at the quantum level
since {ψ1 − ψ2, ψ1 − ψ2} is nonzero. The easiest way to obtain (52), is to start from
the N=1 action with L = 1
2
gijx˙
ix˙j + 1
2
ψa D
dt
ψa, to construct the Noether quantum
supersymmetry charge Q = g1/4eiaψ
aπig
−1/4, with πi = pi − ih¯2 ωiabψaψb, and then to
evaluate H = 1
2
{Q,Q}. The algebra is the same as used to evaluate {D/ ,D/ } in (111),
and leads to (52).
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In order to construct coherent states, we cannot work with Dirac brackets or
Majorana spinors, but we need creation and annihilation operators. There are two
ways to achieve this: either by combining interacting Majorana spinors or by adding
free Majorana spinors.
We will first combine these Majorana fermions into complex spinors χ, χ¯ in the
following way
χA =
1√
2
(ψ2A−1 + iψ2A) ; χ¯A =
1√
2
(ψ2A−1 − iψ2A) (53)
where A = 1 . . . n/2 and {χA, χ¯B} = δAB. The inverse relations are given by
ψa =
1√
2
(χ(a+1)/2 + χ¯(a+1)/2) if a odd
ψa = − i√
2
(χa/2 − χ¯a/2) if a even (54)
We substitute (54) into (52) and define Weyl-ordering with respect to the operators
χ, χ¯ in the usual way. It is easy to prove, considering separately the cases a, b odd or
even, that the following equality holds
ψaψb =
(
ψaψb
)
W
+
1
2
δab (55)
We can now derive the Weyl-ordered expression corresponding to the N=1 Hamil-
tonian. The bosonic part yields the same contribution as before, see (48), and,
because of the above identity, the part quadratic in the fermions is again already
Weyl-ordered. It remains to consider the term quartic in the fermions H(quartic) =
−1
8
h¯2gijωiabωjcdψ
aψbψcψd. If only one pair of fermions gives rise to a non-trivial anti-
commutator, we obtain a contribution proportional to gijωia
cωjcbψ
aψb, which vanishes
identically for symmetry reasons. We therefore need also the second pair of fermions
to yield a non-vanishing anticommutator in order to find a non-zero contribution.
Now there are two possibilities: the two sets of fermions are in different sectors (have
different Dirac index A), in which case we only need to Weyl-order both pairs sepa-
rately using (55), leading to
gijωiabωjcdψ
aψbψcψd =
(
gijωiabωjcdψ
aψbψcψd
)
W
+
1
2
gijωia
bωjb
a (56)
where we should remember that, if we define A = [(a+1)/2] etc., not all four indices
A,B,C,D are identical. The second possibility corresponds to the case A,B,C,D
all identical. In that case a, b, c, d are all equal to 2k + 1 or 2k + 2, and we only need
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to consider the case that two of them are equal to 2k + 1 and the other two equal to
2k + 2. In this case the Weyl ordered expression vanishes14. Hence this leads to the
same result, so that in fact (56) is valid for all a, b, c, d. For instance ψ1ψ2ψ2ψ1 = 1
4
and (ψ1ψ2ψ2ψ1)W = 0; we end up with a coefficient
1
2
in (56) because we obtain the
same contribution from a term ψ1ψ2ψ1ψ2 = −1
4
. Adding the bosonic and fermionic
parts, we find the total contribution from Weyl-ordering to the scalar potential
1
8
h¯2
(
R + gijΓkilΓ
l
jk
)
− 1
16
h¯2gijωia
bωjb
a (57)
As one might have anticipated, the Weyl-ordering of the Majorana fermions yields
half the result for Dirac fermions, see (51).
The other way to construct Dirac fermions from Majorana fermions is to add a
second set of free Majorana fermions. Denoting the original fermions ψa by ψa1 , and
the new ones by ψa2 , we again construct Dirac fermions χ and χ¯ (as in (42)), but then
we use the N=2 formulation given before. The four fermion term in the Hamiltonian
now reads
− h¯
2
8
ψa1ψ
b
1ψ
c
1ψ
d
1ωiabωjcdg
ij (58)
and we should in this case Weyl order it with respect to χa and χ¯a. Again, (55) holds
for ψa1 , even though the definition of χ
a and χ¯a is now different. Using the operator
identity
ψa1ψ
b
1ψ
c
1ψ
d
1 =
1
4
(δabδcd − δacδbd + δadδbc)
+(
1
2
δab(ψc1ψ
d
1)W + five more terms)
+(ψa1ψ
b
1ψ
c
1ψ
d
1)W (59)
we find that the two-fermion terms vanish due to anti-symmetry while the double
contractions yield the same answer as in (57).
Finally we can also Weyl-order theN=1 Hamiltonian with respect to the fermionic
variables χ and χ¯ in (53), but now with curved rather than flat indices. In that case
one expects to be left with a remainder
1
8
h¯2
(
R +
1
2
gijΓkilΓ
l
jk
)
. (60)
14To see this, take k = 0. Any real linear combination of ψ1 and ψ2 can be written as αψ + α¯ψ¯
for some complex α. The Weyl ordered expression of an arbitrary combination of ψ1 and ψ2 is
proportional to the sum over all graded permutations of α, β, γ, δ of the operator (αψ + α¯ψ¯)(βψ +
β¯ψ¯)(γψ+ γ¯ψ¯)(δψ+ δ¯ψ¯). This equals αβ¯γδ¯ψψ¯+ α¯βγ¯δψ¯ψ, and the sum over graded permutations of
the ordinary constants α, β¯, γ, δ¯ and α¯, β, γ¯, δ clearly vanishes.
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2.4 Evaluation of supersymmetric transition elements
2.4.1 The N=2 case
We will first compute the transition element for the N=2 case using the path integral
formulation. We shall obtain all terms through order β. We rescale τ = t/β to
make the β-dependence more explicit and facilitate keeping track of the order in the
expansion in β. First note that we can write
S = Sbos + S
kin
fer + S
int
fer (61)
Here Sbos contains all terms with only bosonic or ghost fields. Note however that it is
not identical to the action we wrote for the bosonic path integral, as the Weyl-ordering
of the fermionic terms also gives a contribution ∼ (R+ω2). The contributions to the
path integral involving only this part of the action can trivially be found from the
bosonic case, because the latter terms can, through order β, simply be replaced by
their classical expectation values. The other two terms are given by
1
h¯
Skinfer =
0∫
−1
dτ δabψ¯
aψ˙b − δabψ¯a(0)ψb(0) (62)
and, after integrating out the momenta pi,
1
h¯
Sintfer =
0∫
−1
dτ
[
x˙iωiabψ¯
aψb − h¯
2
βRabcdψ¯
aψbψ¯cψd
]
(63)
In the background field approach we decompose ψ(τ) = ψbg(τ) +ψqu(τ), and ψ¯(τ) =
ψ¯bg(τ) + ψ¯qu(τ). We choose ψ¯bg(τ) and ψbg(τ) to be the solutions to the equations of
motion of the kinetic part of the action, (62), which satisfy the boundary conditions,
i.e. we take ψ¯abg(τ) = η¯
a and ψabg(τ) = χ
a. Since we require ψ¯a(0) = η¯a and ψa(−1) =
χa, this implies that the quantum fields need to satisfy the boundary conditions
ψ¯aqu(0) = 0 and ψ
a
qu(−1) = 0. Then (62) simplifies to
∫ 0
−1 ψ¯
a
quψ˙
a
qudτ − η¯aχa, i.e., there
are no terms linear in fermionic quantum fields in (62). Of course, (63) does contain
such terms.
We can now compute the transition element by expanding exp
(
− 1
h¯
Sintfer
)
and
contracting the quantum fields, using
1
h¯
S intbos = (29) +
1
8
h¯β
∫ 0
−1
(−R + gijωiabωjab) (64)
and the propagators for the fermions given in (40). When we expand exp
(
− 1
h¯
Sintfer
)
we will for the first term in this expansion only need the contraction at equal time
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< ψ¯a(τ)ψb(τ) >= −1
2
h¯δab. Hence, the first term in (63) will yield no contribution,
whereas the second term contributes 1
2
βh¯Rabη¯
aχb− 1
8
βh¯R. The term −1
8
βh¯R cancels
the R term in (64). Next consider the term 1
2
(
1
h¯
Sintfer
)2
, where only terms from the
square of the x˙ωψ¯ψ term contribute to this order. When we contract one pair of
fermions, we find the ωω term in (67). When we contract only the four fermionic
fields, or two x˙ fields and two fermionic fields, one finds zero. Finally, we can contract
four fermionic and two bosonic fields. This yields a contribution −1
8
βh¯gijωia
bωjb
a,
which cancels the ωω term in (64). Contractions involving the other bosonic fields
are again of higher order and need not be considered.
Taking all contributions into account, we find for the amplitude
〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 = (2πβh¯)−n/2 exp
(
−1
h¯
SB − 1
h¯
SF
)
[
1− 1
12
βh¯R(z)− 1
12
Rij(z)(y − z)i(y − z)j + 1
2
βh¯Rab(z)η¯
aχb
]
(65)
where
SB =
1
2β
gij(z)(y − z)i(y − z)j + 1
4β
∂kgij(z)(y − z)i(y − z)j(y − z)k
+
1
12β
(
∂k∂lgij(z)− 1
2
gmn(z)Γ
m
ij (z)Γ
n
kl(z)
)
(y − z)i(y − z)j(y − z)k(y − z)l
(66)
is the expansion through order β of the length of the geodesic joining z and y (cf.
(11)), and
SF = −h¯δabη¯aχb − h¯(y − z)iωiab(z)η¯aχb
−1
2
h¯(y − z)i(y − z)j
(
∂iωjab(z) + ωia
c(z)ωjcb(z)
)
η¯aχb
−1
2
βh¯2Rabcd(z)η¯
aχbη¯cχd (67)
The ω and ∂ω terms are obtained by expanding the first term in (63). In the contin-
uum limit, SF becomes the fermionic action, including the correct boundary term, as
derived above (38),
SF = h¯
0∫
−1
dτ
(
δabψ¯
aψ˙b + x˙iωiabψ¯
aψb − 1
2
βh¯Rabcdψ¯
aψbψ¯cψd
)
− h¯δabη¯aψbbg(0). (68)
We can easily check that the expansion through order β of (68) indeed equals the
expression in (67) when the equations of motion are imposed. The latter follow from
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(44) (of course we also need the bosonic part of the action to find the full equations
of motion)
x¨i + Γijkx˙
j x˙k − h¯Rijabx˙jψ¯aψb + 1
2
h¯2gij (∂jRabcd) ψ¯
aψbψ¯cψd = 0
ψ˙a + x˙iωi
a
bψ
b − h¯Rabcdψbψ¯cψd = 0
˙¯ψa + x˙iωi
a
bψ¯
b − h¯Rabcdψ¯bψ¯cψd = 0 (69)
where a dot denotes differentiation with respect to t. We can now expand the La-
grangian in a Taylor series around its value at t = 0, and then do the trivial time
integrations. This yields
S = βL(0)− 1
2
β2L˙(0) + . . . (70)
We thus expand all fields in the Lagrangian around their values at t = 0, making use
of the equations of motion (69). The expansions up to the order we need are given
by
x˙i(0) =
(z − y)i
β
+
βh¯
2
(z − y)jRijabη¯aχb
ψ¯a(0) = η¯a
ψa(0) = χa − (z − y)iωiabχb
ψ˙a(0) =
ψa(0)− χa
β
− 1
2
(z − y)i(z − y)j
β
(∂iωj
a
b − ωiacωjcb)χb
(71)
Inserting these expansions into SF in (68) and (70) yields the expression (67).
We will now show that the final result for the transition amplitude can again be
written as the product of three factors: a term containing only the scalar curvature
which is related to the trace anomaly, the exponent of the classical action, and the
square root of, in this case, the supersymmetric generalization of the Van Vleck
determinant. The latter we define by
DS = sdetDAB ; DAB ≡ − ∂
∂ΦA
(SB + SF )
←−
∂
∂ΦB
(72)
where ΦA = (zi, η¯a) and ΦB = (yj, χb), and for SB and SF we substitute the expres-
sions (66) and (67). To evaluate DS write
DAB =

 Aij Bib
Caj Dab

 (73)
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We find, expanding in normal co-ordinates around z to simplify the expressions,
Aij =
1
β
gij(z) + h¯∂iωjab(z)η¯
aχb
− h¯
2
(
∂iωjab(z) + ∂jωiab(z) + ωia
c(z)ωjcb(z) + ωja
c(z)ωicb(z)
)
η¯aχb
Bib = −h¯ωiab(z)η¯a
Caj = h¯ωjab(z)χ
b
Dab = h¯δab + h¯(y − z)iωiab(z) + h¯
2
(y − z)i(y − z)j
(
∂iωjab(z) + ωia
c(z)ωjcb(z)
)
+h¯β
(
Rabcd(z)−Radcb(z)
)
η¯cχd (74)
We do not need terms of order β in B and C, since DS = detA det
−1(D − CA−1B)
and A−1 is already of order β. Writing Aij = 1βgik(δ
k
j+βh¯a
k
j) and Dab = h¯(δab+dab),
we can write the expansion of the super Van Vleck determinant as
D
1/2
S = (βh¯)
−n/2g1/2(z)
[
1 +
1
2
βh¯ tra +
1
2
βh¯ trCB − 1
2
trd+
1
8
(trd)2 +
1
4
tr(d2)
]
(75)
Multiplying by g−1/4(z)g−1/4(y) to transform D1/2S into a bi-scalar, we obtain
D˜
1/2
S ≡ (βh¯)n/2g−1/4(z)D1/2S g−1/4(y)
=
[
1− 1
12
Rij(z)(y − z)i(y − z)j + 1
2
βh¯Rabη¯
aχb
]
(76)
So indeed we can write
〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 = (2πh¯β)−n/2D˜1/2S exp
(
−1
h¯
(SB + SF )
) [
1− 1
12
βh¯R
]
(77)
All terms involving the Ricci curvature in (65) are thus completely accounted for by
the super Van Vleck determinant, which clearly would not have been the case if we
had used the ordinary determinant. Finally we note that if we would have rescaled all
fermions by a factor of (βh¯)−1/2, then all classical terms are proportional to 1/(βh¯),
while all one-loop terms in (76) are βh¯ independent and the two-loop term in (77)
remains proportional to βh¯ [24].
2.4.2 The N=1 case
Next we consider the N=1 case. We will first evaluate the transition element when we
double the number of Majorana fermions, and afterwards consider the case that we
combine the Majorana fermions into half as many Dirac fermions. In the first case we
add n free fermions ψa2 and combining 1/
√
2(ψa1+iψ
a
2) = ψ
a and 1/
√
2(ψa1−iψa2 ) = ψ¯a
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we construct the path integral with the corresponding coherent states. The kinetic
part of the fermionic action is again
1
h¯
Skinfer =
0∫
−1
dτ δabψ¯
aψ˙b − δabψ¯a(0)ψb(0) (78)
and yields the free field equations ψ˙a = ˙¯ψa = 0, but the interaction part containing
the fermions is now equal to
1
h¯
Sintfer =
0∫
−1
dτ
[
1
2
x˙iωiabψ
a
1ψ
b
1
]
− η¯χ (79)
Note that the terms linear in ψqu(0) in (78) cancel.
We have introduced an extra set of fermions that do not couple to any of the
other fields, this way making certain that we do not alter the dynamics. In order to
preserve local Lorentz invariance we require that the fermions ψa2 are inert under local
Lorentz transformations. The extra contribution to the scalar potential from Weyl-
ordering the N=1 Hamiltonian is of the form h¯
2
8
(ΓΓ+R)− 1
16
ωω to which one should
add the term − h¯2
8
R from (52), and its integral can be replaced to order β by β times
its classical value. The purely bosonic sector of the path integral can be evaluated
exactly as before, so we only need to consider the sector involving fermions. We use a
background field expansion as in the N=2 case, again with constant background fields
which satisfy the boundary conditions, and substitute ψa1 =
1√
2
(η¯a + χa) + ψa1,qu into
(79). Since the interactions depend only on ψ1, it will be easier to use the propagator
for ψ1,qu
< ψa1,qu(σ)ψ
b
1,qu(τ) >=
1
2
δab(θ(σ − τ)− θ(τ − σ)) (80)
which can trivially be found from the ψ¯ψ propagator in (40) and the propagators
〈ψψ〉 = 〈ψ¯ψ¯〉 = 0. We now evaluate 〈exp− 1
h¯
S intfer 〉. We first consider terms from
contractions in − 1
h¯
Sintfer . The equal time contraction of ψ
a
1ψ
b
1 in (80) vanishes, so this
term will yield no contribution. Also the contribution from the contraction in x˙iωiab
in (79) vanishes, as it is proportional to
0∫
−1
dτ < x˙i(τ)xj(τ) > which is zero. Next we
consider the term 1
2
(
1
h¯
Sintfer
)2
. The contraction of x˙i(σ) with x˙j(τ) is of order β, and
would contribute, but its integral over σ and τ vanishes. One x˙i(σ) contracted with
xj(τ) is also of order β, but the other x˙j would leave a factor x˙ibg which is of order
β1/2, so this term is of higher order. The contraction of only one pair of fermions
vanishes for symmetry reasons, so there is now no ωω in (82). The contraction of all
four fermions is nonvanishing, and produces the term 1
16
(zi − yi)(zj − yj)ωiabωjba in
(81). Finally, we can contract four fermionic fields and two bosonic fields x˙i. This
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yields − 1
16
βh¯gijωia
bωjb
a, and this term exactly cancels a similar noncovariant term
in the scalar potential due to Weyl-ordering. Adding all contributions we find the
transition element for the N=1 case with fermion doubling
〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 = (2πβh¯)−n/2 exp
(
−1
h¯
(SB + SF )
)
[
1 +
1
24
βh¯R(z)− 1
12
Rij(z)(y − z)i(y − z)j
+
1
16
(y − z)i(y − z)jωiab(z)ωjba(z)
]
(81)
where
1
h¯
SF = −δabη¯aχb − 1
4
(y − z)iωiab(z)(η¯a + χa)(η¯b + χb)
−1
8
(y − z)i(y − z)j∂iωjab(z)(η¯a + χa)(η¯b + χb) (82)
and SB is the bosonic part of the classical action. It is the same result as obtained
directly from operator methods [24].
The terms in SF are obtained by expanding the following classical continuum
action around z
1
h¯
S = −η¯aψa(0) +
∫ 0
−1
dt
[
1
βh¯
1
2
gijx˙
ix˙j + ψ¯aψ˙a
+
1
2
x˙iωiabψ
a
1ψ
b
1
]
. (83)
The equations of motion read
0 = x¨i + Γijkx˙
j x˙k − βh¯1
4
x˙jRijab(ψ + ψ¯)
a(ψ + ψ¯)b
0 = ψ˙a +
1
2
x˙iωi
ab(ψ + ψ¯)b
0 = ˙¯ψ
a
+
1
2
x˙iωi
ab(ψ + ψ¯)b (84)
where Rijab = ∂iωjab + ωiacωjcb − (i↔ j). From them one derives further
x˙i(0) = (z − y)i − 1
2
Γijk(z)(z − y)j(z − y)k +
βh¯
8
(z − y)jRijab(η¯ + χ)a(η¯ + χ)b + . . .
ψa(0) = χa − 1
2
(z − y)kωkab(η¯ + χ)b + 1
4
(z − y)i(z − y)j∂iωjab(η¯ + χ)b + . . . (85)
Substituting these results into S = −η¯aψa(0)+L(0)− 1
2
d
dτ
L(0)+ . . ., the contribution
from −1
2
d
dτ
(ψ¯ψ˙) cancels the terms in −η¯aψa(0) + ψ¯a(0)ψ˙a(0), and one indeed arrives
at (82).
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We will now show that the expression for the propagator can again be written as
the product of the super Van Vleck determinant, the exponent of the classical action,
and a term involving the scalar curvature which, as shown in section 3.3, determines
the trace anomaly of a spin-1
2
field. Defining the super Van Vleck determinant as in
the N=2 case, we find from (82)
Aij =
1
β
gij(z) +
h¯
8
(
∂iωjab(z)− ∂jωiab(z)
)
(η¯a + χa)(η¯b + χb)
Bib = − h¯
2
ωiab(z)(η¯
a + χa)
Caj =
h¯
2
ωjab(z)(η¯
b + χb)
Dab = h¯δab +
h¯
2
(y − z)iωiab(z) + h¯
4
(y − z)i(y − z)j∂iωjab(z). (86)
Using again (75), one finds
D˜
1/2
S =
[
1− 1
12
Rij(z)(y − z)i(y − z)j + 1
16
(y − z)i(y − z)jωiab(z)ωjba(z)
]
(87)
where only the last term in (75) did contribute and yields the last term in (87). So
we can indeed write
〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 = (2πh¯β)−n/2D˜1/2S exp
(
−1
h¯
(SB + SF )
) [
1 +
1
24
βh¯R
]
(88)
similarly to the bosonic and N=2 supersymmetric case.
We will now repeat the analysis for the N=1 case when we do not introduce an
extra set of fermions, but instead combine the nMajorana fermions ψa into n/2 Dirac
fermions ΨA, Ψ¯A as ΨA = 1√
2
(ψ2A−1 + iψ2A), Ψ¯A = 1√
2
(ψ2A−1 − iψ2A). The kinetic
part of the fermionic action is now equal to
1
h¯
Skinfer =
0∫
−1
dτ δABΨ¯
AΨ˙B − δABΨ¯A(0)ΨB(0) (89)
The interaction part containing the fermions is still equal to
1
h¯
Sintfer =
0∫
−1
dτ
[
1
2
x˙iωiabψ
aψb
]
(90)
but now the ψa should be expressed in terms of ΨA and Ψ¯A. We again make a
background field decomposition as ΨA = χA + ΨAqu, Ψ¯
a = η¯A + Ψ¯Aqu. Again it will be
convenient to rewrite the propagators for the Dirac fermions in terms of the Majorana
fermions. We now find
< ψa(σ)ψb(τ) >=
1
2
δab(θ(σ − τ)− θ(τ − σ)) +Kab (91)
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where Kab = i
4
δa+1,b
(
1− (−1)a
)
− (a↔ b) (in other words, K is the matrix −1
2
τ2 in
the 2× 2 subspaces). Furthermore, we define the ‘background’ Majorana fermions
ψ˜a =
1√
2
(χ(a+1)/2 + η¯(a+1)/2), a odd
ψ˜a = − i√
2
(χa/2 − η¯a/2), a even (92)
We start again by considering contractions in − 1
h¯
Sintfer . The equal time contraction of
ψaψb is now equal to Kab. These terms therefore contribute
1
2
(y − z)iωiabKab + 1
4
(y − z)i(y − z)j∂iωjabKab (93)
Next we consider contractions in 1
2
(
1
h¯
Sintfer
)2
. When we contract one pair of fermions,
we obtain the tree graph
1
8
(y − z)i(y − z)jωiabωjcd
(
−4Kacψ˜bψ˜d
)
. (94)
When we contract two pairs of fermions, we find the one-loop graph
1
8
(y − z)i(y − z)jωiabωjcd
(
1
2
δbcδad − 2KacKbd +KabKcd
)
(95)
The last term is a product of two one-loop graphs, but should of course not be counted
as a new two-loop graph. When we contract the two x˙ fields, we only find a contri-
bution if in addition we contract all fermionic fields. This yields − 1
16
βh¯gijωia
bωjb
a,
which cancels again a similar contribution from Weyl-ordering (see (57)). Adding all
terms, we find for the transition element for the N=1 case without fermion doubling
〈z, η¯| exp
(
−β
h¯
Hˆ
)
|y, χ〉 = (2πβh¯)−n/2E exp
(
−1
h¯
(SB + SF )
) [
1 +
1
24
βh¯R
]
(96)
where SF is equal to the background part of the fermionic action (together with the
boundary term) plus the tree graph of (94)
1
h¯
SF = −δAB η¯AχB − 1
2
(y − z)iωiab(z)ψ˜aψ˜b
−1
4
(y − z)i(y − z)j∂iωjab(z)ψ˜aψ˜b
+
1
2
(y − z)i(y − z)jωiabωjcdKacψ˜bψ˜d (97)
The one but last term is due to expanding ω(z+(z− y)τ) around z. As the notation
indicates, to order β SF is equal to the classical action (89) and (90) with the equations
of motion satisfied. Their solution is, however, quite a bit more complicated than it
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was in the previous cases, due to the different boundary conditions we have to impose
here. All one-loop contributions are contained in E,
E =
[
1− 1
12
Rij(z)(y − z)i(y − z)j
+
(
1
2
(y − z)iωiab + 1
4
(y − z)i(y − z)j∂iωjab
)
Kab
+
1
8
(y − z)i(y − z)jωiabωjcd
(
1
2
δbcδad
+KabKcd − 2KacKbd
)]
(98)
Comparing with (82), (87) and (88) which yield the transition element with fermion
doubling we note three differences: (i) the background value of the ψ in the interac-
tions are defined differently, namely χa + η¯a =
√
2ψ˜a1 in (82) and ψ˜
a in (92), (ii) the
boundary term η¯χ contains half as many terms in (97) as in (82), and (iii) there are
extra terms in (97) and (98) proportional to K and KK. Yet, as we shall see, these
different transition elements yield the same anomalies.
Motivated by our earlier results, we will now compare the expression E to the
square root of the super Van Vleck determinant. Defining the super Van Vleck de-
terminant as before, we find using (97)
Aij =
1
β
gij(z) +
1
4
(
∂iωjab(z)− ∂jωiab(z)
)
ψ˜aψ˜b
+
1
2
(ωiabωjcd + ωjabωicd)K
acψ˜bψ˜d
BiB = −1
2
ωiab(z)
(
ψ˜aψ˜b
) ←−∂
∂χB
CAj =
1
2
ωjab(z)
∂
∂η¯A
(
ψ˜aψ˜b
)
DAB = δAB +
[
1
2
(y − z)iωiab(z) + 1
4
(y − z)i(y − z)j∂iωjab(z)
−1
2
ωiacωjbd(z − y)i(z − y)jKac
]
∂
∂η¯A
(
ψ˜aψ˜b
) ←−∂
∂χB
(99)
The expansion of the super Van Vleck determinant through order β can again be
written as
D˜
1/2
S = g
1/4(z)g−1/4(y)
[
1 +
1
2
β tra+
1
2
β trCB
− 1
2
trd+
1
8
(trd)2 +
1
4
tr(d2)
]
(100)
Now using identities such as
δAB
∂
∂η¯A
(
ψ˜aψ˜b
) ←−∂
∂χB
= −2Kab (101)
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and
∂
∂η¯A
(
ψ˜aψ˜b
) ←−∂
∂χC
∂
∂η¯C
(
ψ˜cψ˜d
) ←−∂
∂χA
= 2(KadKbc−KacKbd)+ 1
2
(δadδbc−δacδbd) (102)
we find that the super Van Vleck determinant indeed equals E. Hence the same
factorization which we found in the case of fermion doubling in (88) also holds in the
case of fermion halving, even though the separate factors D˜
1/2
S and SF are different.
3 Anomaly calculations
In this section we compute the chiral anomalies due to spin-1/2 fermions coupled to
external gravity and external Yang-Mills fields. Then we consider the trace anomaly.
In appendix A.3 we discuss gravitational anomalies for spin-1/2 and spin-3/2 fields.
In a quantum field theory, the anomalies can be written as the trace over the
product of a Jacobian and a regulator. Both the Jacobian and the regulator depend
on which fields one considers as the independent fields, for example, for a scalar field
φ possible choices are φ itself and φ˜ = φg1/4. Of course, the anomaly itself should not
depend on this choice of basis. It has become common practice to take φ˜ for scalars,
and χ˜α = χαg1/4 for spinors as basic variables, because then (with the corresponding
regulator) the absence of Einstein anomalies becomes obvious. However, in the non-
linear sigma models, one uses another regulator. Namely, since we have taken the
inner product between x-eigenstates as 〈x|y〉 = g(x)−1/2δ(x − y), the momentum
operator is represented by pi = −h¯ig−1/4∂ig1/4, and this representation is clearly
obtained from pi = −h¯i∂i by a similarity transformation with g−1/4(x). As a result,
the regulator used in non-linear sigma models is no longer g−1/4∂µ
√
ggµν∂νg
−1/4 but
rather g−1/2∂µg1/2gµν∂ν . In terms of momenta this reads g−1/4pig1/2gijpjg−1/4. We
now explain in more detail how the Einstein anomaly vanishes if we take φ˜ as an
independent field.
Given a set of symmetries one wants to preserve at the quantum level in field the-
ories, there exists a method to construct a regulator which yields consistent anomalies
and which preserves these symmetries [18]. The basic idea is to construct a mass term
which is bilinear in fields and which separately preserves the symmetries. For scalars,
an Einstein invariant mass term is clearly Mφ˜φ˜ with φ˜ = g1/4φ. The regulator is then
the kinetic operator for these fields, i.e., R˜ = g−1/4∂µg1/2gµν∂νg−1/4. The Jacobian
for Einstein transformations reads
J(φ˜) = 1 + ξµ∂µ +
1
2
(∂µξ
µ) = 1 +
1
2
(ξµ∂µ + ∂µξ
µ) (103)
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and using an orthonormal basis φ˜N(x) satisfying
∫
φ˜∗M(x)φ˜N(x)dx = δMN the anomaly
becomes
An = 1
2
∫
φ˜∗N(x)(ξ
µ∂µ + ∂µξ
µ)φ˜N(x)dx
=
1
2
∫
φ˜∗N(x)ξ
µ∂µφ˜N(x)dx− 1
2
∫
∂µφ˜
∗
N(x)ξ
µφ˜N(x)dx. (104)
It is obvious that this vanishes if the basis {φ˜∗N} is in one-to-one correspondence with
the basis {φ˜N}, as is the case for e.g. plane waves. In a more invariant language,
the vanishing of the Einstein anomaly follows from the fact that the Jacobian is real
and anti-hermitian, and the regulator is real and hermitian. The trace of the product
of two such operators always vanishes, which can be deduced from the fact that the
trace of any real operator (i.e. an operator that satisfies A(φ∗) = A(φ)∗ ) is equal to
the trace of its hermitian conjugate.
However, as explained above, in order to evaluate anomalies by using equivalent
non-linear sigma models, the basis φ˜ is not directly compatible with the conventions
for 〈x|y〉 we have chosen. For chiral anomalies or trace anomalies, it does not matter
whether one uses φ˜ or φ, because a similarity transformation with g1/4 has no effect
on γ5 or 1: g
1/4γ5g
−1/4 = γ5 and g1/41g−1/4 = 1. But for gravitational anomalies,
the basis φ is more convenient. As follows from appendix A.3, one finds for Einstein
anomalies (= gravitational anomalies for φ˜) in a covariant notation
J = ξµDµ +
1
2
(Dµξ
µ) (105)
where Dµ = ∂µ − 12Γµνν and (Dµξµ) = ∂µξµ + Γµµνξν . The Γµνν terms cancel in J .
The regulator is
R = g−1/4∂µg1/2gµν∂νg−1/4 = g1/4Rcovg−1/4 (106)
with Rcov = g
−1/2∂µg1/2gµν∂ν the usual covariant scalar D’alembertian. Using cyclic-
ity of the trace, or equivalently, making a similarity transformation (change of basis),
the Einstein anomaly becomes
An(Ein) = Tr
(
J exp(R/M2)
)
=
1
2
Tr
(
g−1/4(ξµDµ +Dµξµ)g1/4 exp(Rcov/M2)
)
(107)
A direct evaluation of this trace using plane waves is given in [37]. In the non-linear
sigma model, h¯
i
∂µ becomes g
1/4pig
−1/4, and thus
An = 1
2
Tr(ξipˆi + pˆiξ
i) exp(−βHˆ/h¯)) (108)
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with Hˆ = g−1/4pig1/2gijpjg−1/4. Note that J comes out Weyl ordered, so that An(Ein)
can be evaluated using the methods of the preceding sections. This explains why Hˆ
is the regulator. (Of course, the Einstein anomaly vanishes, as we already explained,
but other anomalies can be calculated with the same regulator.)
For spin-1/2 fields, the choice χ˜α = χαg1/4 as basic field leads to the same Ein-
stein Jacobian, the field operator is now g1/4D/ g−1/4 (where D/ is the usual covariant
Dirac operator), and, as explained in [18], the consistent regulator which leads to
vanishing Einstein anomalies is now the square, namely R˜ = g1/4D/ D/ g−1/4. Gravi-
tational anomalies are really local Lorentz anomalies, but by taking a suitable linear
combination of Einstein and local Lorentz transformations one obtains covariantly
looking expressions. For chiral spin-1/2 fields, one obtains then (see appendix A.3)
An(grav, spin-1/2) = −1
2
Tr(ξµDµ +Dµξ
µ) exp(R˜/M2) (109)
where Dµ = ∂µ+
1
4
ωµ
abγaγb− 12Γµνν , but the Γµνν terms in the Jacobian cancel again.
Making the similarity transformation with g1/4 one finds (see (111))
An(grav, spin-1/2) = −1
2
Tr(ξiπi + πiξ
i) exp(−βHˆ/h¯) (110)
where πi = pi − 12ih¯ωiabψaψb and Hˆ given in (52). This explains why we took this
particular quantum Hamiltonian in the non-linear sigma models.
Finally, for spin-3/2 similar results hold. However, here the Jacobian is more
complicated. In [2] an expression is given which does not correspond to a linear
combination of local symmetries of supergravity. However, as we explain in appendix
A.3, the difference (which would be difficult to evaluate for non-linear sigma models)
vanishes if one uses as regulator the same regulator D/ D/ as for spin-1/2. Why this
is the correct regulator is also explained in appendix A.3.
3.1 Chiral anomalies in gravitational couplings
The simplest anomaly one can calculate by means of the path integral methods we
have developed, is the γ5 anomaly due to a loop of a spin-1/2 field coupled to ex-
ternal gravitational fields. As regulator for spin-1/2 fermions we take D/ D/ , which
can be rewritten as the sum of a d’Alembertian and a gravitational curvature term
(Weitzenbock identity)
D/ D/ = DiDi +
1
2
γiγj [Di, Dj]
34
=
1√
g
D
(0)
i
√
ggijD
(0)
j +
1
8
γiγjRijab(ω)γ
aγb
=
1√
g
D
(0)
i
√
ggijD
(0)
j +
1
4
R (111)
where DiDi = g
ijDiDj = g
ij(D
(0)
i Dj − ΓkijDk) and D(0)i = ∂i + 14ωiabγaγb. We used
the cyclic identity Ri[jab] = 0 to replace γ
jγaγb by eajγb − ebjγa, and then we used
that the Ricci tensor Ria is symmetric.
In the non-linear sigma model we choose the representation
∂i ↔ i
h¯
g1/4pig
−1/4; γieai = γ
a ↔
√
2ψa (112)
Then
{
ψa, ψb
}
= δab, and the Hamiltonian becomes
Hˆ =
1
2
g−1/4
(
pi − h¯i
2
ωiabψ
aψb
)
g1/2gij
(
pj − h¯i
2
ωjcdψ
cψd
)
g−1/4 − h¯
2
8
R (113)
The representation pi = g
−1/4 h¯
i
∂
∂xi
g1/4 is fixed by the requirement that pi be hermitian
and that the inner product is given by 〈x|y〉 = 1√
g(x)
δ(x− y), from which we find the
completeness relations
∫
dnx
√
g(x)|x〉〈x| = 1| = ∫ dnp|p〉〈p|, and the inner product
〈x|p〉 = (2πh¯)−n/2 exp
(
i
h¯
p · x
)
g−1/4. In the Fujikawa approach to anomalies, one
often uses plane waves to evaluate traces in field theory. Since these plane waves
are normalized to
∫
exp( i
h¯
p(x − y))dnp = (2πh¯)n/2δ(x − y), the regulator is in these
cases exp(−D˜/ D˜/ /M2) with D˜/ = g1/4D/ g−1/4. In the non-linear sigma model we have
inner products 〈x|y〉 = (1/
√
g(x))δ(x − y), and now the regulator corresponds to
exp(−D/ D/ /M2).
We recall that under Einstein transformations with anti-hermitian generator E =
−i
2h¯
{pj , F j(x)} for the orbital part, xi → xi + [xi, E] = xi + F i(x) ≡ x′i, while the
momenta transform as pi → p′i = 12
{
∂xj
∂x′i
, pj
}
. Clearly ψa does not transform if we
take xi, pi and ψ
a as independent variables. It follows that also πi = pi − h¯i2 ωiabψaψb
transforms as π′i =
1
2
{
∂xj
∂x′i
, πj
}
(after adding a spin part to E which completes the
transformation of ωiab to that of a vector), and this shows, in the same way as in
the bosonic case, that H is Einstein invariant. Since pi is hermitian, H is clearly
hermitian, too.
In a similar manner we may construct the orbital part of the Lorentz generator
L = 1
2h¯
λbc(x)ψ
bψc and show that δLpj =
1
2i
(∂jλbc)ψ
bψc, δLψ
a = 1
h¯
λacψ
c and so, after
adding a spin part to L, δL(ωiabψ
aψb) = −(∂iλab)ψaψb, from which also the Lorentz
invariance of Hˆ follows.
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In the non-linear sigma model, H = 1
2
QQ, where Q =
√
2ψaeiag
1/4πig
−1/4 is the
supersymmetry generator. Since [H,Q] = 0, this Hamiltonian is supersymmetric.
One can easily verify that Q is Einstein Lorentz invariant.
The chiral anomaly is given by
An = Trγ5e−
β
h¯
Hˆ . (114)
We shall compute this expression both in the case we double the number of Majorana
fermions and in the case we combine the Majorana fermions into half as many Dirac
fermions.
We start by doubling the number of fermions, in which case we evaluate the trace
in an artificially extended Hilbert space. After we introduce the free fermions ψa2
(a = 1 . . . n), we have (for even n) 2n/2 states in the ψ1 sector and 2
n/2 states in
the ψ2 sector (combining the n ψ
a
1 and n ψ
a
2 in n pairs of creation and absorption
operators). Hence, we must divide the trace over ψ1 and ψ2 by a factor 2
n/2, since we
really should only take the trace in the ψ1 sector.
We shall now first express γ5 into ψ
a. We define γ5 by
γ5 = (−i)n/2γ1γ2 · · · γn n even (115)
So, in n = 2 one has γ5 = τ3, and in n = 4 one has γ5 = −γ1γ2γ3γ4. In general γ25 = 1
and γ5 is hermitian. Identifying γ
a =
√
2ψˆa1 = (ψˆ
a+ ψˆ†a), a = 1 . . . n, we can evaluate
the matrix element of γ5 between fermionic coherent states and find
〈ξ¯|γ5|η〉 = (−i)n/2〈ξ¯|η〉
n∏
a=1
(ηa + ξ¯a) = (−i)n/2
n∏
a=1
(ηa + ξ¯a) (116)
The expression for the anomaly becomes (recall the factor of 2n/2)
An = 2−n/2
∫ n∏
i=1
dxi0
√
g(x0)
∫ n∏
a=1
dη¯adηadξadξ¯a
eξ¯ξ〈ξ¯|γ5|η〉 e−η¯η 〈x0, η¯|e−
β
h¯
Hˆ |x0, ξ〉 (117)
The last term in the above expression, the transition element, contains a factor eη¯ξ,
and further contributions from loops (which depend only on the sum (ξa + η¯a)), but
no classical action since the trace puts the initial and final points in x-space equal to
each other. Now write
eξ¯ξe−η¯η
n∏
a=1
(ηa + ξ¯a) = e−
1
2
(η−ξ¯)(ξ−η¯)
n∏
a=1
(ηa + ξ¯a) (118)
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and perform the integral over η and ξ¯ (rewrite the measure dξ¯adηa in terms of the
variables η − ξ¯ and η + ξ¯ as 2nd(ξ¯a + ηa)d(ηa − ξ¯a)). We find
An = (−i)
n/2
(4πβh¯)n/2
∫ n∏
i=1
dxi0
√
g(x0)
∫ n∏
a=1
dη¯adξa eη¯ξ
n∏
a=1
(ξa − η¯a)e− 1h¯Sloops(x0,η¯+ξ)
=
(−i)n/2
(2πβh¯)n/2
∫ n∏
i=1
dxi0
√
g(x0)
∫ n∏
a=1
dψabg e
− 1
h¯
Sloops(x0,ψ
a
bg
) (119)
We were able to integrate out the ψa2 , canceling the factor 2
−n/2, because Sloops only
depends on the combination ψabg =
1√
2
(ξa+ η¯a), which is the background value of ψa1 .
The factor (2πh¯β)n/2 normalizes the leading (classical) singularity in 〈x| exp(−β
h¯
H)|x〉
to a Dirac delta function. The loop contributions Sloops(x0, ψ
a
bg) are defined by
eη¯ξ−
1
h¯
Sloops(x0,ψ
a
bg
) =
〈
e−
1
h¯
Sint
〉
(120)
with the propagators given in (80). Sint is the interaction part of the action S
S = −h¯δabψ¯a(0)ψb(0) +
0∫
−β
dt
[
1
2
gij(x)
(
x˙ix˙j +
1
β2
bicj +
1
β2
aiaj
)
+ h¯δabψ¯
aψ˙b +
h¯
2
x˙iωiabψ
a
1ψ
b
1 + (ωω and ΓΓ terms)
]
(121)
with the fields subject to the boundary conditions xi(0) = xi(−1) = xi0 and ψ¯a(0) =
η¯a, ψa(−1) = ξa. We now rescale t = βτ , which leads in the bosonic sector to
1
h¯
Sbos =
1
βh¯
0∫
−1
dτ
1
2
gij(x)
(
x˙ix˙j + bicj + aiaj
)
(122)
To obtain also a factor 1
β
in front of the fermionic terms we rescale ψ and ψ¯ suitably
ψ¯a =
1√
β
ψ¯′a, ψa =
1√
β
ψ′a (123)
Then
1
h¯
Sfer =
1
β
0∫
−1
dτ
(
δabψ¯
′aψ˙′b +
1
2
x˙iωiabψ
′aψ′b
)
− 1
β
δabψ¯
′a(0)ψ′b(0) (124)
The same rescaling is applied to the corresponding background values
η¯a =
1√
β
η¯′a, χa =
1√
β
χ′a (125)
With this rescaling of the fermionic background fields, the β dependence in the mea-
sure in (119) is also canceled. Dropping the primes, we arrive at
An = (−i)
n/2
(2πh¯)n/2
∫ n∏
i=1
dxi0
√
g(x0)
∫ n∏
a=1
dψabg e
− 1
h¯
Sloops(x0,ψ
a
bg
) (126)
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with the action the sum of (122) and (124). The ΓΓ and ωω term are of order β (due
to the rescaling t = βτ) and play no further role in the evaluation of chiral anomalies.
Expanding
xi = xi0 + q
i, ψa = χa + ψaqu, ψ¯
a = η¯a + ψ¯aqu (127)
we see that
(i) all vertices are proportional to 1
β
and all propagators are proportional to β.
(ii) hence only one-loop graphs contribute.
(iii) In a frame where ωiab(x0) = 0, there are no terms linear in the quantum fields
in S, so no tadpoles. Therefore, only vertices with exactly two quantum fields
are relevant for the one-loop graphs in that case.
(iv) Consequently, by expanding gij(x) and ωiab(x) around x0, and after substituting
(127) in S, we find that in the frame ωiab(x0) = 0 the only vertices are
1
h¯
Sint =
1
2β
(∂jωiab(x0))
0∫
−1
dτ qj q˙iψabgψ
b
bg (128)
which can be rewritten as
1
h¯
Sint =
1
4β
Rijab(ω(x0))ψ
a
bgψ
b
bg
0∫
−1
dτ qiq˙j (129)
Thus the one-loop contributions are due to a q loop, with at each vertex two ψabg
sticking out.
The one-loop result can now easily be evaluated by noting that it is proportional
to the one-loop determinant
An = (−i)
n/2
(2πh¯)n/2
∫
dnx0
√
g(x0)
n∏
a=1
dψabg

det
(
− d2
dτ2
gij(x0) +
1
2
Rijabψ
a
bgψ
b
bg
d
dτ
)
det
(
− d2
dτ2
gij(x0)
)


−1/2
(130)
The denominator in this expression is the ghost contribution to An. The factor in/2
can be removed by a rescaling of ψabg, in which case the only thing that changes is that
Rijab is replaced by iRijab. With this rescaling the operator in the numerator of (130)
is hermitian and it becomes manifest that An is real. From here on, one can follow
Alvarez-Gaume´ and Witten [2]. First one skew diagonalizes Rij , then one computes
the eigenvalues of the operator in the determinant. The product of the corresponding
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eigenvalues then immediately yields the well-known result for the chiral anomaly as
the Aˆ-genus of the manifold. An alternative derivation can be found in appendix
A.4, where the one-loop diagrams contributing to the one-loop determinant (130) are
explicitly evaluated.
We will now evaluate the trace in (114) in case we do not double the number
of fermions, but instead combine the Majorana fermions into half as many Dirac
fermions. In this case the expression corresponding to γ5 becomes
γ5 = (−i)n/2
n/2∏
A=1
(ΨA + Ψ¯A)
1
i
(ΨA − Ψ¯A) =
n/2∏
A=1
(1− 2Ψ¯AΨA) (131)
where the ΨA and Ψ¯A are defined as in (54) and we identify again γa =
√
2ψa. Since
PA = Ψ¯
AΨA for fixed A is a projection operator (P 2A = PA) we can rewrite this as
γ5 =
n/2∏
A=1
e−iπΨ¯
AΨA = exp
(
−iπ
n/2∑
A=1
Ψ¯AΨA
)
(132)
since expansion gives
∏
A(1 + (e
−iπ − 1)Ψ¯AΨA).
The matrix element of γ5 between coherent states simplifies even further
〈ξ¯|γ5|η〉 = eξ¯η
n/2∏
A=1
(1− 2ξ¯AηA) =
n/2∏
A=1
(1− 2ξ¯AηA)(1 + ξ¯AηA)
=
n/2∏
A=1
(1− ξ¯AηA) = exp
(
−
n/2∑
A=1
ξ¯AηA
)
(133)
To evaluate the anomaly, we put together the expression for the Jacobian and
the transition element
An =
∫ n∏
i=1
dxi0
√
g(x0)
∫ n/2∏
A=1
dη¯AdηAdξAdξ¯A
eξ¯ξ〈ξ¯|γ5|η〉e−η¯η〈x0, η¯|e−
β
h¯
Hˆ |x0, ξ〉 (134)
As before, we extract a factor exp η¯ξ from the transition element, and write
An = 1
(2πβh¯)n/2
∫ n∏
i=1
dx0
√
g(x0)
∫ n/2∏
A=1
dη¯AdηAdξAdξ¯A
eξ¯ξ−ξ¯η−η¯η+η¯ξ exp
(
−1
h¯
Sloops(x0, η¯
A, ξA)
)
(135)
We can now trivially do the integral over ηA and ξ¯A, after which the above expression
equals (119), with the identifications
ψabg =
1√
2
(ξ(a+1)/2 + η¯(a+1)/2) a odd
ψabg = −
i√
2
(ξa/2 − η¯a/2) a even (136)
Hence, also in this case, we obtain the same expression for the chiral anomaly.
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3.2 Chiral anomalies in Yang-Mills couplings
We consider complex spin-1/2 fermions coupled to external Yang-Mills gauge fields
corresponding to a group G, with the fermions transforming under a representation
R. We will only consider flat space here; by combining the techniques in this and
the previous section, one can easily obtain the combined gravitational and Yang-
Mills anomalies. We leave this as an exercise to the reader. New in this section is
the treatment of the Yang-Mills ghosts by path integrals. In [2], they were kept as
operators.
The Jacobian is still γ5, but the regulator is now proportional to
D/ D/ = DµDµ +
1
2
γµγν [Dµ, Dν ], (137)
where Dµ = ∂µ − gAαµTα, [Tα, Tβ] = f γαβ Tγ and [Dµ, Dν ] = −gF αµνTα. Hence, com-
pared to the bosonic case, there is now an extra term proportional to the Yang-Mills
curvature. We represent the matrices (Tα)
M
N , M,N = 1 . . .dimR, where dimR is the
dimension of the representation R, by operators
Tˆα = c
∗
M(Tα)
M
Nc
N , (138)
and require the anticommuting relations
{cN , c∗M} = δNM . (139)
Then [Tˆα, Tˆβ] = f
γ
αβ Tˆγ . The Dirac matrices γ
a are again represented by
√
2ψa with
{ψa, ψb} = δab (a, b = 1, . . . , n) (140)
We will only represent the Majorana fermions ψa by half as many Dirac fermions
here; if one doubles the number of fermions one obtains the same answer. This can
easily be demonstrated in a similar fashion as we did in the previous section. With
half as many Dirac fermions we had (132)
γ5 → e−iπψ¯AψA . (141)
The anomaly is then represented in the non-linear sigma model by
An = Tr′e−iπψ¯AψAe−βH/h¯ (142)
Hˆ =
1
2
(pj + h¯iA
α
j c
∗Tαc)(pk + h¯iA
β
kc
∗Tβc)δjk +
h¯2
2
ψaψbF αabc
∗Tαc (143)
We have rescaled Aαj (x) and F
α
µν such that the coupling constants have been absorbed.
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The prime on the trace, Tr′, indicates that the trace is not over all states in
the Fock space (which are |0〉, c∗M1|0〉, c∗M1c∗M2 |0〉, . . . , c∗M1 · · · c∗MdimR|0〉, but rather only
over the one-particle states c∗M |0〉. Only on these states does c∗Tαc act like the matrix
Tα. To still write the trace as an unconstrained trace, we introduce the one-particle
projection operator P . We claim that
P =: xe−x :, x = c∗Mc
M . (144)
Indeed, from the definition of x it follows that
: xn := (x− n+ 1) : xn−1 := · · · = n!

 x
n

 . (145)
Then we use a representation of the Kronecker delta δx,1,
δx,1 = lim
p→1
xp(1− p)x−1 = lim
p→1
p
∂
∂p
[−(1 − p)x]. (146)
Expanding (1− p)x in a power series and performing the limit p→ 1 we arrive at
∑
n≥0
n(−1)n−1

 x
n

 = ∑
n>0
[n!

 x
n

 ] (−1)n−1
(n− 1)! (147)
Using (145) we get the desired result, namely
P =: xe−x := δx,1. (148)
The anomaly is thus given by
An = Tr
(
e−iπψ¯Aψ
A
: c∗Mc
Me−c
∗
N
cN : e−βH/h¯
)
. (149)
Using complete sets of coherent states, one finds the corresponding path integral
representation
An = trxtrf trgh〈x0, χ¯gh, χ¯f |e−iπψ¯ψPIghIfe−βH/h¯|χf , χgh, x0〉, (150)
where
Igh =
∫
dη¯ghdηgh|ηgh〉e−η¯ghηgh〈η¯gh|, (151)
If =
∫
dη¯fdηf |ηf〉e−η¯fηf 〈η¯f |, (152)
trx =
∫
dx0 (153)
trgh =
∫
dχghdχ¯ghe
χ¯ghχgh, (154)
trf =
∫
dχfdχ¯fe
χ¯fχf . (155)
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We have used that in fermionic spaces the trace of an operator is given by (32) and
further inserted two unit operators I for which we used the decomposition in terms
of coherent states.
The trace involving e−iπψ¯ψP factorizes. The ghost dependent part of An reads∫
dχghdχ¯ghdη¯ghdηghe
χ¯ghχghe−η¯ghηgh〈χ¯gh| : xe−x : |ηgh〉〈η¯gh|e−βH |χgh〉. (156)
Since P is a one-particle projection operator its matrix element simply yields
〈χ¯gh| : xe−x : |ηgh〉 = χ¯ghηgh, (157)
The integration over χ¯gh then yields∫
dχ¯dimRgh · · · dχ¯1gh(
∑
M
χ¯gh,Mη
M
gh)e
χ¯ghχgh =
∑
M
(( ∏
N>M
χNgh
)
ηMgh
( ∏
N<M
χNgh
))
=
∑
M
χdimRgh · · · ηMgh · · ·χ1gh, (158)
namely, a product of all χNgh except that the M-th factor is replaced by η
M
gh. The
integration over ηgh then yields∫
dηghe
−η¯ghηgh ∑
M
(( ∏
N>M
χNgh
)
ηMgh
( ∏
N<M
χNgh
))
=
∑
M
∏
N 6=M
(η¯gh,Nχ
N
gh). (159)
Clearly, this operator projects an arbitrary function of η¯gh and χgh onto the terms
with precisely one η¯gh and one χgh.
In the fermionic sector, the matrix element of γ5 is again (133)
〈χ¯f |e−iπψ¯AψA |ηf〉 = e−χ¯fηf . (160)
This leads to the integral∫
dχ¯fdηfe
χ¯fχf e−η¯fηf e−χ¯fηf = e−η¯fχf . (161)
Inserting these subresults from the ghost and fermionic sectors into the anomaly
equation we arrive at
An =
∫ ∏
i,M,A
[dxi0dχ
M
ghdη¯gh,Mdη¯f,Adχ
A
f ]
×
[∑
M
(
∏
N 6=M
η¯gh,Nχ
N
gh)
]
e−η¯fχf 〈x0, η¯gh, η¯f |e−βH/h¯|χf , χgh, x0〉. (162)
The transition element contains a factor eη¯fχf and a factor eη¯ghχgh, in addition to
contributions from loops. The former cancels against (161), so that we obtain
An =
∫ ∏
i
[
dxi0√
2πh¯β
]
∫ ∏
M,A
[dχMghdη¯gh,Mdη¯f,Adχ
A
f ]
[∑
M
(
∏
N 6=M
η¯gh,Nχ
N
gh)
]
eη¯ghχgh
× exp
(
−1
h¯
Sloops(x0, η¯gh, η¯f , χgh, χf)
)
, (163)
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where
eη¯fχf+η¯ghχgh−
1
h¯
Sloops(x0,η¯gh,η¯f ,χgh,χf ) =
〈
e−
1
h¯
Sint
〉
(164)
Here, Sint is the interaction part of the action
1
h¯
S =
1
h¯
∫ 0
−β
dt

1
2
(
dxi
dt
)2
+ h¯ψ¯A
dψA
dt
+ h¯c∗M
dcM
dt

− ψ¯A(0)ψA(0)− c∗M(0)cM(0)
−
∫ 0
−β
dt(x˙jAαj c
∗
M(Tα)
M
Nc
N − h¯
2
ψaψbF αabc
∗
M(Tα)
M
Nc
N ), (165)
The couplings x˙Ac∗Tc result from integrating out the momenta p, and combine with
the ghost kinetic term to the covariant derivative Dtc
M = c˙M−x˙jAαj (x)TαMNcN . The
fields satisfy the boundary conditions x(0) = x(−β) = x0, ψ¯f (0) = η¯f , c∗(0) = η¯gh,
ψf (−β) = χf , and c(−β) = χgh. Decomposing all fields into background parts and
quantum fluctuations as in (127), we note that the object Sloops now contains tree
graphs because the four-fermion couplings ψχc∗c contain terms linear in quantum
fields and hence lead to tree graphs. These tree graphs do, of course, contribute to
the classical action, as we discussed in section 2.
In order to study the loop expansion in detail, we rescale t = βτ , and ψ →
ψ′(βh¯)−1/2, ψ¯ → ψ¯′(βh¯)−1/2, χf → χf ′(βh¯)−1/2, η¯f → η¯f ′(βh¯)−1/2. After the rescaling
of dχf and dη¯f the measure becomes completely βh¯-independent, and
1
h¯
S =
1
βh¯
∫ 0
−1
dτ

1
2
(
dxi
dτ
)2
+ ψ¯A
dψA
dτ

− 1
βh¯
ψ¯A(0)ψ
A(0)− c∗M(0)cM(0)
+
∫ 0
−1
dτ(c∗M c˙
M − x˙jAαj c∗M(Tα)MNcN +
1
2
ψaψbF αabc
∗
M(Tα)
M
Nc
N) (166)
Since the x and ψ propagators are proportional to βh¯ and all vertices and c∗c
propagators are βh¯-independent, we need not consider the vertices containing the
qi, ψ¯qu,A or ψ
A
qu of (127). Hence, we can restrict our attention to the vertices Fψψc
∗Tc,
with the ψ’s replaced by their background value. There are no classical contributions
to Sloops since we evaluate the classical action from y to z with y = z = x0. So
altogether we are left with
An =
∫ ∏
i,M,A
[
dxi0√
2πh¯
dχMghdη¯gh,Mdη¯f,Adχ
A
f ]
[∑
M
(
∏
N 6=M
η¯gh,Nχ
N
gh)
]
eη¯ghχgh
〈
exp
[
−
∫ 0
−1
dτ(c∗M c˙
M +
1
2
ψabgψ
b
bgF
α
abc
∗Tαc)
]〉
loops
(167)
where ψabg are the classical values of ψ
a exactly as in (136).
The propagator 〈cM(σ)c∗N(τ)〉 is equal to δMN θ(σ − τ), hence no closed c-loops
can contribute (in a closed c-loop one always moves somewhere backwards in time).
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Only terms with precisely one η¯gh and one χgh can contribute due to the projection
operator in the measure. These terms are just tree graphs, with c∗ = η¯gh at one end
and c = χgh at the other end. If we consider a diagram with k vertices, then it will
contain an integration∫ 0
−1
dσ1 · · · dσkθ(σ1 − σ2) · · · θ(σk−1 − σk) = 1
k!
. (168)
The combinatorical factor 1/k! from the expansion of e−S/h¯ cancels because there are
exactly k! different ways to build a connected tree graph from the vertices. Putting
all this together yields
− 1
h¯
Sloops = η¯gh,M
(
e−
1
2
Fα
ab
ψa
bg
ψb
bg
Tα − 1
)M
Nχ
N
gh (169)
The background term exp(η¯gh,Mχ
M
gh) in (167) cancels the −1 in (169). The integration
over η¯gh and χgh in (167) with Sloops replaced by (169) can now easily been done, since
it picks out the piece with only one η¯gh and χgh from Sloops. Transforming in addition
variables from η¯f and χf to ψ
a
bg leaves us then finally with the following result
An =
(−i
2π
)n/2 ∫
dxi0dψ
1
bg · · · dψnbgtr
(
e−
1
2
Fα
ab
ψa
bg
ψb
bg
Tα
)
=
(
i
4π
)n/2 1
(n
2
)!
∫
dxi0ǫ
an···a1tr(Fa1a2 · · ·Fan−1an) (170)
where the trace is over the Yang-Mills indices of Tα in Fab = F
α
abTα. This is the correct
anomaly.
3.3 Trace anomalies
We can now easily compute the trace anomalies for a spin-0 and spin-1
2
field in an n-
dimensional quantum field theory. In this case, the Jacobian is equal to one, so we just
need to evaluate the trace of the appropriate transition element, and no additional
operators need to be inserted. The anomaly is then equal to the β-independent part
of the trace. New in this section is the treatment of fermions by path integrals; in [9]
they were kept as operators.
For a real scalar field in n = 2 dimensions, we can directly take the trace in (11).
Singling out the β-independent part yields
Atrace2 = −
h¯
24π
R (171)
In order to obtain the trace anomaly for a scalar field in higher dimensions, we need to
compute the terms of higher order in β in the transition element. Since the transition
element contains a factor (2πβh¯)−n/2, one needs n
2
+ 1 loops in n-dimensional space.
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We will now evaluate the trace anomaly for a spin-1
2
field in n dimensions. In this
case we have to compute the trace of the N=1 supersymmetric transition element, and
project out the β-independent part. As claimed before, both approaches to obtain
fermionic creation and annihilation operators will lead to the same result.
Recall that when we double the number of fermions we should normalize the
trace by dividing by an extra factor 2n/2. The trace anomaly for a spin-1
2
field in n
dimensions is therefore given by (cf. [9], equation (2.9))
Aspin−
1
2
n = − 1
2n/2
lim
β→0
∫
dχadη¯a eη¯χ〈x0, η¯| exp
(
−β
h¯
Hˆ
)
|x0, χ〉 ; a = 1 . . . n
(172)
with the transition element given in (81). For n = 2 the trace anomaly becomes −h¯
24π
R,
which is indeed the result for a Dirac fermion; for the anomaly of a Majorana fermion
we have to divide this expression by two.
When we instead combine the Majorana fermions into half as many Dirac fermions,
we should take the trace of the transition element given in (96). In this case of course
no extra normalization factor is needed, and we find directly
Aspin−
1
2
n = −h¯ lim
β→0
∫
dχAdη¯A eη¯χ〈x0, η¯| exp
(
−β
h¯
Hˆ
)
|x0, χ〉 ; A = 1 . . . n/2
(173)
now with the transition element given in (96). This gives again the same result for
the anomaly as above.
4 Conclusions
In this article we have given a complete, explicit derivation of quantum mechani-
cal path integrals for bosons and fermions, both for Dirac fermions and Majorana
fermions. Our main result is that the factors δ(σ − τ) in the Feynman rules for con-
figuration space path integrals should be interpreted as Kronecker delta functions,
even in the continuum case, and should not be regulated by mode regularization.
We define our path integrals in curved space by starting from the Hamiltonian
(operator) formalism. After inserting complete sets of states (coherent states for
fermions), and Weyl-ordering the Hamiltonian (leading to order h¯ and h¯2 terms in the
path integral action), we obtained the discretized propagators and vertices in closed
form. With these ingredients one can construct a loop expansion of the path integral
in terms of Feyman integrals. Some of the bosonic propagators contain δ(σ − τ)
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singularities, but adding ‘Lee-Yang ghosts’, terms with two or more δ(σ − τ) cancel.
Terms with one δ(σ − τ) should then be evaluated as indicated above.
We paid particular attention to Majorana fermions. Of course, starting with an
arbitrary initial state |A〉 and acting on it with products of ψ’s, the states so obtained
will span a Hilbert space on which the ψ’s can be represented as matrices. One
can then define matrix-valued Hamiltonians as in [9]. We found it much simpler to
define creation and annihilation operators and then to use the standard formulation
of coherent states [21]. The particular way of defining creation and annihilation
operators is, of course, arbitrary, and so is therefore the choice of vacuum, but in
problems involving a trace over the Hilbert space, this arbitrariness should cancel.
We achieved the construction of creation and annihilation operators in two ways:
either by combining the Majorana spinors pairwise into creation and annihilation
operators (‘halving’), or by adding another set of Majorana spinors (‘doubling’, this
works also for odd-dimensional spaces). Of course, the Hilbert spaces, vacua etc. are
different in both cases, and indeed we found different expressions for the transition
element, but the anomalies came out the same. This confirms our claim that in traces
over the Hilbert spaces, differences created by choosing different vacua should cancel.
We verified our formalism by computing the transition elements for a bosonic and
several fermionic transition elements through order β, and comparing the results with
those from (unambiguous) operator calculations. We provided further evidence by
doing a three-loop calculation in appendix A.1.
We applied our general formalism to trace anomalies and to chiral anomalies for
spin-1/2 fields. The chiral anomalies were already studied by Alvarez-Gaume´ and
Witten and the trace anomalies in [9], but we have treated the Yang-Mills ghosts
and the Majorana fermions on equal footing with the bosons and obtained a uniform
path integral treatment. Moreover, our derivation makes a detailed and complete
treatment for any anomaly possible, including all normalizations.
On the more technical side, we have seen that the Hamiltonian Hˆ in the operator
formalism and the Hamiltonian function H in the path integral are related by the
formula Hˆ = (H)W , where (H)W contains in general terms of order h¯ and h¯
2. If Hˆ
is Einstein invariant, the corresponding action in the path integral is not Einstein in-
variant (although the transition element is); rather there are noncovariant ΓΓ terms.
Conversely, if the action is the naive action, Hˆ will contain h¯ and h¯2 terms. In par-
ticular, the supersymmetric Hamiltonians (whose ambiguity was fixed by requiring
hermiticity and Einstein invariance) do not lead to the usual classically supersym-
metric action in the path integral. Rather, there are extra terms proportional to h¯2.
For chiral anomalies, though, these extra terms in the action do not contribute, which
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explains why the results of Alvarez-Gaume´ and Witten [2] are correct (that they are
correct can be checked by doing loop calculations in the corresponding quantum field
theory, see [2] and [38]). For trace anomalies, the extra terms do matter. Here higher
loop calculations are needed and we stressed that the noncovariant vertices (of the
form ΓΓ and ωω) as well as our new Feynman rules must be taken into account, even
when one uses normal co-ordinates, to obtain the correct results.
This concludes our analysis of quantum mechanical path integrals. One might
wonder whether the subtleties we have found in one dimension have a counterpart in
higher dimensions. For local field theories this seems unlikely, because we expect that
possible extra terms in the path integral will be proportional to δn−1(~x), and hence
would vanish in dimensional regularization. However, in non-local field theories, such
as Yang-Mills theories in the Coulomb gauge [13, 15], there might be effects. This is
under study.
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A Appendices
A.1 A 3-loop computation
We check that there are no counterterms beyond the two-loop counterterm in (13) by
performing a 3-loop calculation in a model which describes a free particle, but which
has been cast into the form of a non-linear sigma model by a nontrivial co-ordinate
transformation. This extends the two-loop phase space calculation of [14]. We shall
then redo the calculation in configuration space and show that we obtain the same
result (Matthews’ theorem).
We consider a free massive point particle on the interval −∞ < t < ∞ with
L = 1
2
q˙2 − 1
2
q2 and substitute q = Q+ 1
3
Q3. Then the action becomes
L(Q, Q˙) =
1
2
Q˙2(1 +Q2)2 − 1
2
Q2(1 +
1
3
Q2)2 (174)
and the Hamiltonian is H(Q,P ) = 1
2
P 2(1 +Q2)−2 + 1
2
Q2(1 + 1
3
Q2)2. The first-order
action in phase space reads
L(Q,P ) = (PQ˙− 1
2
P 2 − 1
2
Q2) + Lint(Q,P )
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Lint(Q,P ) =
1
2
P 2(2Q2 +Q4)(1 +Q2)−2 − 1
3
Q4 − 1
18
Q6
= P 2Q2 − 3
2
P 2Q4 − 1
3
Q4 − 1
18
Q6 + . . . (175)
We consider the vacuum self-energy at the 3-loop level. There are
(i) “clover-leaf graphs” from the P 2Q4 and Q6 couplings with three loops all meet-
ing at one point,
(ii) a string of three loops with two four-point vertices. We call such a string a PP
string (or PQ string or QQ string) if the equal-time contractions at the ends
of the string consist of two P lines (or one P and one Q line, or two Q lines.
Since an equal-time PQ contraction vanishes, this exhausts all possibilities.)
(iii) watermelon graphs with 4 propagators between 2 vertices.
(iv) a one-loop contribution from the extra two-loop interaction ∆V ; since ∆V
is of order h¯2, this one-loop graph contributes also at order h¯3. To evaluate
∆V = 1
8
ΓijkΓ
j
iℓg
kl we note that gij = (1 +Q
2)2 and find
∆V =
h¯2
2
Q2(1 +Q2)−3 =
h¯2
2
Q2 + . . . (176)
There is no R term since the metric is flat in this model. For the phase-space
calculation we use the propagators
< P (σ)P (τ) > = < Q(σ)Q(τ) >=
1
2
e−i|σ−τ |
< P (σ)Q(τ) > = − < Q(σ)P (τ) >= −i
2
e−i|σ−τ |ǫ(σ − τ) (177)
and further the equal-time contractions
< P (σ)P (σ) >=< Q(σ)Q(σ) >=
1
2
;< P (σ)Q(σ) >=< Q(σ)P (σ) >= 0
(178)
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We find the following results
From P 2Q2 − 3
2
P 2Q4 From − 1
3
Q4 − 1
18
Q6 Cross terms
clover = − 9i
16
clover = − 5i
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P − P string = i
16
string = i
4
QP string = −i
4
Q−Q string = i
16
QQ string = i
4
P −Q string = −i
8
watermelon (no PQ) = i
16
watermelon = i
24
watermelon (two PQ) = i
4
watermelon (two PQ) = i
4
watermelon (four PQ) = i
16
From ∆V : −i
4
(179)
Adding all contributions, we find the correct result: the sum of the vacuum self-
energies vanishes at the three-loop level. This demonstrates that at the 3-loop level
no further counterterms are present in the phase space path integral.
In the configuration space path integral, there are extra vertices and an extra term
in the Q˙Q˙ propagator. According to Matthews’ theorem, the final answer should be
the same as in the phase space approach. We now check this. The QQ propagator
is the same, while the Q˙Q propagator in configuration space is equal to the PQ
propagator in phase space. The Q˙Q˙ propagator differs from the PP propagator by a
Dirac delta function
〈Q˙(σ)Q˙(τ)〉 = 1
2
e−i|σ−τ | + iδ(σ − τ), (180)
which is due to differentiation of the time-ordering θ(σ − τ) and θ(τ − σ) functions.
The action contains also ghosts,
L(Q, Q˙, b, c, a) =
1
2
(Q˙Q˙+ bc + aa)(1 +Q2)2 − 1
2
Q2(1 +
1
3
Q2)2, (181)
whose only role is to cancel products of Dirac delta functions. We shall now show
that the contribution from the extra vertices in the Hamiltonian approach equals the
contributions of the extra terms with one Dirac delta function in the configuration
space approach.
The extra vertices in the phase space approach are Lint(P,Q)−Lint(Q˙, Q)
∣∣∣
Q˙=P
=
−2P 2Q4. Hence we get only an extra contribution to the clover leaf graph. Since
−3/2P 2Q4 gave −9i/16 according to (179), we now get 4/3 times this contribution
contribution extra vertices in phase space = −3i
4
. (182)
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In the configuration space approach, all delta functions in the clover leaf graph
cancel, since for every Q˙Q˙ contraction there is a compensating bc and aa contraction.
In the graph with a string of three loops, no delta functions remain if one of the outer
loops is a Q˙Q˙ contraction. The graph with one Q˙ in an outer loop vanish. Hence
only the graph in which the inner loop contains two Q˙Q˙ contractions yields an extra
contribution. This contribution comes from the graph with two Q˙2Q2 vertices. It
contains a term proportional to δ(σ−τ)2 which cancels against the contribution from
similar graphs with an internal ghost loop. Only the terms with one delta function
remain and one finds
extra contribution to string = − i
4
. (183)
Finally there are the watermelon graphs. We must consider graphs with two Q˙Q˙
propagators and graphs with one Q˙Q˙ propagator. However, the latter do not con-
tribute because they also contain a 〈Q(σ)Q˙(τ)〉 and a 〈Q˙(σ)Q(τ)〉 propagator, and the
integral
∫
δ(σ− τ)ǫ(σ− τ)ǫ(τ −σ)dσdτ vanishes according to our rules. In the graph
with two 〈Q˙Q˙〉 propagators we again need the term proportional to one δ(σ − τ).
extra contribution watermelon graphs = − i
2
. (184)
Since (182) equals the sum of (183) and (184), Matthews’ theorem is verified in this
model at the three-loop level. The extra potential in (176), being proportional to
two Christoffel symbols, will not contribute below the three-loop level in normal co-
ordinates. However, at the three-loop level it does contribute. Note that the usual
co-ordinate transformation from arbitrary co-ordinates to normal co-ordinates will
yield correct results in the one- and two-loop computation, but will yield an incorrect
result at the three-loop level. In our model, this is very clear: in normal co-ordinates,
the action (174) reverts to a free model, but the extra potential in (176) would yield
a spurious contribution in the normal co-ordinates q.
A.2 Higher derivative theories
To test our rules in a higher-derivative and higher dimensional model, we consider a
massive real scalar field ϕ with rather singular interactions [39]
L = − 1
2
∂µ ϕ∂
µ ϕ− 1
2
m2ϕ2 − 1
4
λ (∂µ ϕ∂
µ ϕ)2 (185)
One novelty that appears in this example is the need to introduce ‘Lee-Yang’ ghosts
which couple to derivatives of the scalar fields, see (203).
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The conjugate momentum is defined by
π(x) =
δL
δ ϕ˙ (x)
= ϕ˙+ λ
δ Lint
δ ϕ˙
(
ϕ, ~▽ϕ, ϕ˙
)
= ϕ˙+ λ ϕ˙
[(
~▽ϕ
)2 − ϕ˙2] , (186)
and the Hamiltonian density is given by
H = π ϕ˙−L
(
ϕ, ~▽ϕ, ϕ˙
)
= π f (ϕ,▽ϕ, π ; λ)− L
(
ϕ, ~▽ϕ, f
)
=
∞∑
n=0
λnH(n) (ϕ,▽ϕ, π)
It is straightforward to find the first few terms of H,
H(0) = 1
2
[π2 + (~∇ϕ)2] + 1
2
m2ϕ2
H(1) = −Lint(ϕ, ~∇ϕ, π) = 14 [π2 − (~∇ϕ)2]2
H(2) = 1
2
[
δLint
δϕ˙
(ϕ, ~∇ϕ, π)]2 = 1
2
π2[π2 − (~∇ϕ)2]2 (187)
The terms linear in λ yield the same vertices as in the Lagrangian approach, namely
Lint(ϕ, ~∇ϕ, π), but with ϕ˙ replaced by π. Extra with respect to the Lagrangian
approach are the vertices in H(2). In the interaction picture where one uses the free
field equations and in-fields ϕin and πin, one replaces πin by ϕ˙in.
On an infinite t-interval the boundary conditions on the bra and ket vacuum are
that they are the lowest energy states. For the Feynman propagator one then obtains
< 0|Tϕ(x)ϕ(y)|0 >=
∫
d4k
(2π)4
−i
k2 +m2 − iǫe
ik(x−y) (188)
For the ϕπ propagator one finds
< 0|Tϕ(x)π(y)|0 >=< 0|Tϕ(x)ϕ˙(y)|0 >= ∂
∂y0
< 0|Tϕ(x)ϕ(y)|0 > (189)
because ∂
∂y0
hitting θ(x0−y0) produces a δ(x0−y0) times a commutator [ϕ(~x, t0), ϕ(~y, t0]
which vanishes. However, for the ππ propagator one obtains an extra term
< 0|Tπ(x)π(y)|0 >=< 0|T ϕ˙(x)ϕ˙(y)|0 >=
=
∂
∂x0
∂
∂y0
< 0|Tϕ(x)ϕ(y)|0 > −δ(x0 − y0)[ϕ(x), π(y)]
=
∂
∂x0
∂
∂y0
< 0|Tϕ(x)ϕ(y)|0 > −ih¯δ4(x− y) (190)
More generally we have
< 0|T∂µϕ(x)∂νϕ(y)|0 > = ∂
∂xµ
∂
∂yν
< 0|Tϕ(x)ϕ(y)|0 >
−ih¯δµ0δν0δ4(x− y) (191)
51
In momentum space we find
< 0|T∂µϕ(x)∂νϕ(y)|0 >=
∫
d4k
(2π)4
( −ikµkν
k2 +m2 − iǫ − ih¯δµ
0δν
0
)
eik(x−y). (192)
The same phase space propagators are obtained from the path integral by inverting
the kinetic matrix of the fields ϕ and π.
We shall now consider elastic ϕϕ scattering. There are the extra vertices and the
extra terms in the unequal-time propagator to use, but we shall also need equal-time
contractions. They are given by
< 0|∂µϕ(x)∂νϕ(x)|0 >=
∑
~k
kµkν
2ωV
=
∫
d3~k
(2π)3
kµkν
2ω
(193)
These equal-time contractions are the same in the Lagrangian approach as in the
Hamiltonian approach. We shall not try to regulate these divergent expressions, but
we shall only use that for kµkν equal to kikj one may replace kikj by
1
3
δij~k
2, while
for kµkν equal to kik0 one obtains zero. We shall denote the corresponding divergent
integrals by
I(~k2) =
∫ d3~k
(2π)3
~k2
2ω
, I(k20) =
∫ d3k
(2π)3
k20
2ω
I(kikj) =
1
3
δijI(~k
2), I(kik0) = 0 (194)
(where k20 = ω
2). The equal-time contractions in the Hamiltonian approach are thus
equal to those in the Lagrangian approach. Our aim is to show that the extra terms
with I(~k2) and I(k20) in the Hamiltonian approach (due to extra vertices in Hint)
cancel algebraically with similar terms in the Lagrangian approach (due to the term
iδ0µδ
0
νδ
4(x− y) in the propagator).
Recalling the vertices
Hint = λH(1) + λ2H(2) + . . .
=
λ
4
(∂µϕ∂
µϕ)2 +
1
2
λ2ϕ˙2(∂µϕ∂
µϕ)2 + . . . (195)
there are 3 graphs to be computed, shown in figure 1.
In (I) we find the combination (< pµ(x)pν(y) > +iδ
0
µδ
0
ν(x − y))(< pρ(x)pσ(y) >
+iδ0ρδ
0
σδ
4(x− y)) where we have written the Feynman propagators as a sum of phase
space propagators plus contact terms. The two cross terms yield extra terms pro-
portional to the equal-time contractions < pµ(x)pν(x) >. Since the phase space
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IIII II
Figure 1: The three graphs to be computed. Arrows indicate where the noncovariant
propagator or the extra vertex is to be used.
propagators are continuous at x = y, there are no subtleties in taking the equal-time
limit. In (II) the equal-time contraction is the same in phase-space and in configura-
tion space, but the vertex H(2) is extra in phase space. Finally, in (III) the propagator
in the loop is the same in phase space as in configuration space for the same reason,
but the propagator connecting the two vertices has a noncovariant piece. The net
effect of these noncovariant pieces in the propagator is to contract the propagator to
a point. Hence, all 3 graphs become topologically of the form of figure (II), which
makes the cancellation possible. We now study in more detail whether the extra
contributions from (I) and (III) in the Lagrangian approach are equal to the extra
contribution from (II) in the Hamiltonian approach.
For (I) we need the contractions in
SI =
(−i)2
2!
T
∫
λH(1)(x)d4x
∫
λH(1)(y)d4(y)
=
−λ2
32
T
∫
∂µϕ∂
µϕ∂νϕ∂
νϕ(x)d4x
∫
∂ρϕ∂
ρϕ∂σϕ∂
σϕ(y)d4y (196)
As first contraction we can take < ∂νϕ(x)∂σϕ(y) >, it comes with a statistical fac-
tor 4 × 4 = 16. The second contraction can then still be done in 3 different ways
(∂νϕ∂σϕ, ∂νϕ∂ρϕ or ∂µϕ∂ρϕ) ; however, to avoid double-counting, we need to multiply
with a factor 1/2. Hence
SI =
−λ2
32
16
2
[(∂µϕ)
2(x) < ∂νϕ(x)∂σϕ(y) >< ∂
νϕ(x)∂σϕ(y) > (∂ρϕ)
2(y)
+ 4(∂µϕ)
2(x) < ∂νϕ(x)∂σϕ(y) >< ∂
νϕ(x)∂ρϕ(y) > ∂
σϕ(y)∂ρϕ(y)
+ 4∂µϕ(x)∂νϕ(x) < ∂
µϕ(x)∂ρϕ(y) >< ∂
νϕ(x)∂σϕ(y) > ∂
ρϕ(y)∂σϕ(y)]
(197)
In each pair of contractions we make the substitution
< ∂µϕ(x)∂νϕ(y) >< ∂ρϕ(x)∂σϕ(y) >=
< pµ(x)pν(y) + iδ
0
µδ
0
νδ
4(x− y) >< pρ(x)pσ(y) + iδ0ρδ0σδ4(x− y) > (198)
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and retain only the two cross terms, replacing δ4(x − y)pρ(x)pσ(y) by equal-time
contractions for which we then use (193). This yields
SI = − i
2
(∂µϕ)
4I(k20)− 2i(∂µϕ)2∂σϕϕ˙I(k0kσ)
− 2i∂µϕ∂ρϕϕ˙2I(kµkρ) (199)
In SII we find four different contractions, leading to
SII = − i
2
[
4ϕ˙2∂µϕ∂νϕI(kµkν) + 2ϕ˙
2(∂ϕ)2I(kνk
ν)
+ 8ϕ˙∂µϕ(∂ϕ)2I(k0kµ) + (∂ϕ)
4I(k0, k0)
]
(200)
Finally, in (III) there are two different contractions, yielding
SIII = −i(∂ϕ)2ϕ˙2I(kµkµ) + 2i(∂ϕ)2ϕ˙2I(k20) (201)
We tabulate the results by decomposing each (∂µϕ)
2 into (∇ϕ)2 − ϕ˙2, and for nota-
tional simplicity we write ~k2 instead of I(~k2), and k20 instead of I(k
2
0). We find then
the following extra terms
(∇ϕ)4~k2 (∇ϕ)4k20 (∇ϕ)2ϕ˙2~k2 (∇ϕ)2ϕ˙2k20 ϕ˙4~k2 ϕ˙4k20
(I) : 0 −1/2 −2/3 1 + 2 0 −1/2− 2− 2
(III) : 0 0 −1 3 1 −3
(II) : 0 −1/2 −2/3− 1 1 + 4 + 1 1 −2 − 1− 4− 1/2
(202)
Since the sum of (I) and (III) is equal to (II), we conclude that Matthews’ theorem
is satisfied in this example. Note that this conclusion is not based on a particular
regularization scheme; rather the cancellation is algebraic.
Finally we must account for the terms with [δ4(x−y)]2 in (197). In the Lagrangian
approach, one integrates out the momenta by a saddle-point method. This means
that one must evaluate ∂
2
∂p2
(pq˙ −H(p, q)) = − ∂2
∂p2
H(p, q) = − ∂2
∂p2
(pq˙(p)− L(q, q˙(p))).
Using ∂
∂p
L(q, q˙(p)) = p∂q˙
∂p
one finds
∂2
∂p2
[pq˙ −H(p, q)] = −∂q˙
∂p
= − 1∂p
∂q˙
= − 1
∂2L
∂q˙2
Hence the a, b, c ghosts one needs to add are given by
L(ghosts) = b
∂2L
(∂q˙)2
c+ a
∂2L
(∂q˙)2
a
In our case this yields
L(ghosts) = b
(
1 + λ
{
(∇ϕ)2 − 3ϕ˙2
})
c+ same with a. (203)
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The δ4(x− y)2 terms from (197) are easily seen to be proportional to [(∇ϕ)2 − 3ϕ˙2]2,
and the ghost loops cancel these singular terms since the bc and aa propagators are
proportional to δ4(x− y).
This concludes our discussion of this example and of Matthews’ theorem, which
states that the Hamiltonian and Lagrangian approaches to perturbative quantum
field theory are equivalent. We used it to test our rules in a one-dimensional and
a four-dimensional model. Crucial was the correct definition of equal-time contrac-
tions. It is often stated that equal-time contractions are ill-defined, but if one wants
to compute loop corrections in non-linear σ models, one must deal with them. Equal-
time contractions are, in fact, already needed in a much better known area: the Ward
identity for the self-energy of charged massive scalars coupled to photons are only sat-
isfied if one includes equal-time contractions. These seagull-graphs can be computed
with dimensional regularization and are nonvanishing, but since they correspond to
< q(x)q(x) >, they are the same in Hamiltonian and Lagrangian formalism and are
the limit of x tending to y of < q(x)q(y) >. The equal-time contractions we consid-
ered included < q˙(x)q˙(x) > and < q˙(x)q(x) >, and these are not the same as obtained
from the limit y tending to x.
A.3 The covariant spin-3/2 Jacobian15
In order to obtain a covariant expression for the spin-3/2 transformation rule un-
der space-time transformations, and as a consequence a covariant expression for the
corresponding Jacobian, we must take certain linear combinations of Einstein trans-
formations and local Lorentz transformations. For spin-1/2 fields, this is easy and
well-known, as we now show. Afterwards we consider the more complicated case of
spin-3/2 fields. To wet the appetite of the reader for this problem, we first quote
the final results, which were obtained by Fujikawa for spin-1/2 [17], used by Alvarez-
Gaume´ and Witten [2] and further studied in [40, 41]
spin 1/2 : δAW ψ˜ = χ
µDµψ˜ +
1
2
(Dµχ
µ)ψ˜
Dµψ˜
a = ∂µψ˜
a +
1
4
ωµ
mn(γmγn)
a
bψ˜
b − 1
2
Γµν
νψ˜a
spin 3/2 : δAW ψ˜m = χ
µDµψ˜m +
1
2
(Dµχ
µ)ψ˜m + [(Dmχ
n)− (Dnχm)]ψ˜n
Dmχ
n = em
µ(∂µχ
n + ωµ
n
pχ
p), χn = eµ
nχµ
Dµψ˜m = ∂µψ˜m + ωµm
nψ˜n +
1
4
ωµ
pqγpγqψ˜m − 1
2
Γµν
νψ˜m (204)
15These results were obtained in collaboration with R. Endo.
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The fields ψ˜ and ψ˜m are world-scalar densities of weight 1/2, namely ψ˜ = g
1/4ψ and
ψ˜m = g
1/4ψm with ψm = em
µψµ. Thus the covariant derivatives contain a term Γµν
ν .
Further the spin-3/2 field ψm, the so-called gravitino field, is a Lorentz vector-spinor.
This explains the term ωµm
nψ˜n in its covariant derivative.
The last two terms in the spin-3/2 transformation rule describe a local Lorentz
transformation which acts on the vector indices with parameter D[µχn], whereas the
first two terms contain a local Lorentz transformation which acts on the spinor indices
with parameter χµωµ
m
n. At first sight these rules do not seem to correspond to a
linear combination of the usual transformations. We now proceed to demystify these
expressions. We begin with the easier case of spin-1/2.
For spin-1/2, we define Einstein, local Lorentz and “covariant” transformations
by
δE(χ
µ)ψ˜ = χµ∂µψ˜ +
1
2
(∂µχ
µ)ψ˜
δℓL(λ
mn)ψ˜ =
1
4
λmnγmγnψ˜
δcov(χ
µ) = δE(χ
µ) + δℓL(χ
µωµ
mn) (205)
Thus for the spinor field ψ˜ one has
δcov(χ
µ)ψ˜ = χµ∂µψ˜ +
1
2
(∂µχ
µ)ψ˜ +
1
4
χµωµ
mnγmγnψ˜
= χµDµψ˜ +
1
2
(Dµχ
µ)ψ˜ (206)
In order to obtain a covariant result, we have added in the last line two terms with
Christoffel symbols whose sum cancels, as follows from
Dµχ
µ = ∂µχ
µ + Γµν
µχν
Dµψ˜ = ∂µψ˜ +
1
4
ωµ
mnγmγnψ˜ − 1
2
Γµν
νψ˜ (207)
We can, of course, add further covariant terms. A particular combination which
will play a role is
δsym(χ
µ) ≡ δcov(χµ) + δℓL(D[mχn])
D[mχn] =
1
2
[(Dmχn)− (Dnχm)] (208)
For the spinor field ψ˜ we then obtain
δsym (χ
µ) ψ˜ = χµDµψ˜ +
1
2
(Dµχ
µ)ψ˜ +
1
4
[(Dmχn)− (Dnχm)]
2
γmγnψ˜ (209)
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To illustrate where this particular combination of Einstein and Lorentz transfor-
mations comes from, we evaluate δsym on the vielbein. First we compute δcov on the
vielbein
δcov(χ
ν)em
µ = χν∂νem
µ − (∂νχµ)emν + χνωνmnenµ
= −∂mχµ + χν(∂νemµ + ωνmnenµ)
= −∂mχµ + χν(−Γνρµemρ) ≡ −Dmχµ (210)
where we defined ∂m = em
ν∂ν and used the vielbein postulate. The transformation
law defined in (208) then yields
δsym(χ
ν)em
µ = −Dmχµ + 1
2
(Dmχ
n −Dnχm)enµ
= −1
2
(Dmχ
µ +Dµχm) (211)
Hence, if the vielbein would have been symmetric in its two indices m and µ to begin
with, then a transformation with δsym keeps that symmetry. For this reason one
might call the transformation δsym a “symmetric Einstein transformation”, namely
an Einstein transformation with parameter χµ which, as far as it acts on the vielbein,
has been made symmetric by suitable local Lorentz transformations whose parameter
also depends on χµ. For spin-1/2 fields, both δcov in (206) and δsym in (209) are
manifestly covariant, and at this point it is not clear which one to choose for the
computation of gravitational anomalies. As we shall see, δAW is actually equivalent
to both. For spin-3/2, only one of them is covariant, as we now discuss.
To understand the spin-3/2 transformation rule in (204), we first compute δcov
on a spin-3/2 field ψ˜m. We find
δcovψ˜m = χ
µ∂µψ˜m +
1
2
(∂µχ
µ)ψ˜m + χ
µωµm
nψ˜n +
1
4
χµωµ
pqγpγqψ˜m
= χµDµψ˜m +
1
2
(Dµχ
µ)ψ˜m (212)
where again in the last line the two Christoffel symbols cancel. Hence, the proposed
spin-3/2 law can be rewritten as
δAW ψ˜m =
[
δcov(χ
µ) + 2δ
(1)
ℓL
(
D[mχn]
)]
ψ˜m (213)
where the superscript (1) indicates that this Lorentz transformation only acts on the
spin-1 (vector) index of ψ˜m, but not on its spinor index. Compare this now with the
symmetric spin-1/2 rule
δsymψ˜ =
[
δcov(χ
µ) + δℓL
(1/2)(D[mχn])
]
ψ˜ (214)
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where the superscript (1
2
) indicates that this Lorentz transformation acts on the spinor
indices. These rules for the spin-1/2 and spin-3/2 fields do not seem to agree at
all. However, they are nevertheless equivalent, due to a surprising identity found by
Fujikawa, Toniya, Yasuda and Endo [17, 41]. Namely, if one uses /D /D as regulator
both for the spin-1/2 case and for the spin-3/2 case, the anomalies due to 1
2
δcov(χ
µ)
are equal to minus those coming from δℓL
(1/2)(D[mχn]) :
1
2
δcov(χ
µ) ∼ −δℓL(1/2)(D[mχn]) (215)
Using this equivalence, the proposed transformation rules for the spin-1/2 and the
spin-3/2 field in (204) turn out to be the same combination of Einstein and local
Lorentz transformations, after all
spin 1/2 : δAW = δcov = 2δcov + 2δℓL
1/2(Dχ) = 2δsym
spin 3/2 : δAW = δcov + 2δℓL
(1)(Dχ)
= 2δcov + 2δℓL
1/2(Dχ) + 2δℓL
(1)(Dχ)
= 2δsym (216)
Note the relative factor 2 between δcov and δsym [42].
It remains to prove that the anomalies coming from 1
2
δcov(χ) are the same as
those from −δℓL(1)(Dχ). We begin with the spin-1/2 fields. We take ψ˜ and ψ˜m to
be left-handed, whereas the fields ˜¯ψ and ˜¯ψm are independent right-handed fields in
Euclidean space. (So ψ¯ is not ψ† in Euclidean space. In Minkowski space ψ¯ = iψ†γ0).
We expand the spin-1/2 fields as follows:
ψ˜ =
∑
n
an ψ˜n,L +
∑
α
cαχ˜α,L ;
˜¯ψ =
∑
n
bn ψ˜n,R
† +
∑
β
dβ ζ˜β,R
† (217)
where ψ˜n = g
1/4ψn and ψn are an orthonormal set of solutions of the Dirac equation
with non-vanishing eigenvalue
i /Dψn = λnψn ; ψn,L =
1 + γ5√
2
ψn ; ψn,R =
1− γ5√
2
ψn∫
ψ˜m
†(x)ψ˜n(x)dx = δmn , i /˜Dψ˜n = λnψ˜n , /˜D = g1/4 /Dg−1/4 (218)
Of course, the chiral anomaly is equal to the number of χ’s minus the number of ζ ’s,
but we will rewrite this expression in a way where the difference between ψ, χ and ζ
disappears.
For every eigenfunction ψn of the Dirac equation with nonvanishing eigenvalue
λn, there is another one, γ5ψn, with eigenvalue −λn. Hence, the “massive modes”
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come in pairs, which can be combined on a chiral basis into ψn,L and ψn,R, and∫
ψ˜mL
†ψ˜nRdx = 0 ,
∫
ψ˜mL
†ψ˜nLdx =
∫
ψ˜mR
†ψ˜nRdx = δmn (219)
where we used the orthogonality of ψm and γ5ψn. (They are orthogonal because they
are eigenfunction with different eigenvalues). In addition there are some zero modes,
solutions of /Dψ = 0. These we can always take to be left- and/or right-handed. They
also appear in the expansion of ψ˜ and ˜¯ψ, respectively, but they need not come in
pairs. We have denoted them by χα,L and ζβ,R in (217).
The Jacobian J for an infinitesimal transformation δψ˜ and δ ˜¯ψ follows from
δan =
∫
dxψ˜n,L
†δψ˜ , δbn =
∫
dxδ ˜¯ψψ˜n,R (220)
and similarly for δcα and δdβ. For δAW we obtain then the following Jacobian
JAW − 1 = −
∫
dx
{∑
n
ψ˜nL
†
[
χµDµ +
1
2
(Dµχ
µ)
]
ψ˜n,L
+
∑
α
χ˜αL
†
[
χµDµ +
1
2
(
Dµχ
µ
)]
χ˜αL
+
∑
n
ψ˜n,R
†
[←
Dµ χ
µ +
1
2
(Dµχ
µ)
]
ψ˜n,R
+
∑
β
ζ˜β,R
†
[←
Dµχ
µ +
1
2
(Dµχ
µ)
]
ζ˜β,R
}
(221)
where ψ
←
Dµ= ∂µψ
† − 1
4
ψ†ωµmnγmγn. The minus sign always appears in Jacobians
for fermions. We now rewrite the massive modes in terms of ψ˜n and γ5ψ˜n, but the
zero modes we keep as they appear, except that we add a factor γ5 or −γ5 to the
left-handed or right-handed zero modes, respectively. (These factors γ5 or −γ5 equal
unity, of course). This yields
JAW − 1 = −
∫
dx
{∑
n
ψ˜n
†
[
χµDµ+
←
Dµ χ
µ + (Dµχ
µ)
]
ψ˜n
+
∑
n
ψ˜n
†γ5
[
χµDµ−
←
Dµ χ
µ
]
ψ˜n
}
−
∫
dx
{∑
α
χ˜αL
†
[
χµDµ +
1
2
(Dµχ
µ)
]
γ5χ˜αL
+
∑
β
ζ˜βR
†
[←
Dµ χ
µ +
1
2
(Dµχ
µ)
]
γ5ζ˜βR
}
(222)
Partially integrating, all massive modes without factor γ5 cancel, while the rest yields
JAW − 1 = −
∫
dx
[∑
n ψ˜n
†γ5 [2χµDµ + (Dµχµ)] ψ˜n
+
∑
α χ˜αL
†γ5
[
χµDµ +
1
2
(Dµχ
µ)
]
χαL +
∑
β ζ˜βR
†γ5
[
χµDµ +
1
2
(Dµχ
µ)
]
ζ˜βR
] (223)
59
We would like to recognize this as a sum over a complete set of states. At first sight
there is a mismatch in the first term which seems a factor 2 too large with respect to
the other terms. However, the complete set of massive solutions contains not only ψ˜n
but also γ5ψ˜n, and rewriting 2ψ˜nγ5ψ˜n for the massive modes as ψ˜nγ5ψ˜n + ψ˜−nγ5ψ˜−n
with ψ˜−n ≡ γ5ψ˜n by definition, we arrive at
JAW − 1 = −
∫
dx
∑
N
ϕ˜N
†γ5
[
χµDµ +
1
2
(Dµχ
µ)
]
ϕ˜N (224)
where ϕ˜N is the complete set of eigenfunctions, so that N runs over all eigenfunctions:
n > 0, n < 0, and all zero modes.
To regulate the infinite sum over N , we add to each term a factor exp(−λ2N/M2)
and will let M tend to infinity at the end. Using
e−λ
2
N
/M2ϕN = e
/D /D/M2ϕN (225)
we obtain
JAW − 1 = −
∫
dx
∑
N
ϕ˜N
†γ5
[
χµDµ +
1
2
(Dµχ
µ)
]
e
˜/D ˜/D/M2ϕ˜N (226)
where we recall the definition /˜D = g1/4 /Dg−1/4, with D/ without Γµνν term. All terms
with Γµν
ν cancel in (226), so from now on no explicit Γµν
ν are present.
Since the set ϕN is a complete set
∑
N ϕ˜N(x)ϕ˜N
†(y) = δ(x− y), we have
JAW − 1 = −Tr
(
γ5
1
2
(χµDµ +Dµχ
µ)e
˜/D ˜/D/M2
)
Dµ = ∂µ +
1
4
ωµ
mnγmγn (227)
where the trace Tr indicates integrating over space and summing over spinor indices.
This trace has been evaluated using plane waves. Due to the g±1/4 in D˜/ , the
Einstein anomaly indeed did cancel [37], see below (103). However, by using the
cyclicity of the trace we can rewrite this as
JAW − 1 = −Tr(1
2
γ5(χ
µg−1/4Dµg1/4 + g−1/4Dµg1/4χµ)e /D /D/M
2
) (228)
In the corresponding non-linear sigma model this becomes
JAW − 1 = 1
2πh¯
Tr(γ5(χ
iπi + πiχ
i) exp(−βHˆ/h¯)) (229)
with Hˆ given in (113) and πi = pi − h¯i2 ωiabψaψb. Note that the Jacobian is Weyl-
ordered. One can from here compute the gravitational anomalies.
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For local Lorentz transformations,
δψ˜ =
1
4
λmnγmγnψ˜ , δ
˜¯ψ = −1
4
λmn ˜¯ψγmγn (230)
one may proceed in a similar manner. One finds then for chiral spinors ψ˜ the following
Lorentz anomaly
JℓL − 1 = −Tr
(
γ5
[
1
4
λmnγmγn
]
e
˜/D ˜/D/M2
)
(231)
Using cyclicity of the trace, all factors of g1/4 and g−1/4 now cancel, and one obtains
JℓL − 1 = −Tr(1
4
γ5λ
mnγmγn exp(−βHˆ/h¯)) (232)
Now that we have found expressions for the Einstein and Lorentz anomalies, we
can prove the relation δcov ∼ −12δℓL for the spin-1/2 fields. We use the identity∫
Tr
(
γ5
(
/χ /D + /D /χ
)
e
˜/D ˜/D/M2
)
= 0 (233)
which follows from cyclicity of the trace and /Dγ5 = −γ5 /D. Since the difference
between /D /D as regulator and /˜D /˜D involves terms which are proportional to M−2
in the path integral, and only the M-independent terms yield the anomaly while
there are no singular terms in M for chiral anomalies, we may replace /˜D /˜D by /D /D
in (233). Then we can indeed use the cyclicity of the trace. (Chiral anomalies are
rather insensitive to the details of the regulator. For trace anomalies, such details do
matter, but for trace anomalies fortunately we do not need (233)). Hence
0 =
∫
Tr
(
γ5
(
χµDµ +Dµχ
µ + γ[µγν] (χµDν +Dµχν)
)
e /D /D/M
2
)
dx
=
∫
Tr
([
γ5 (χ
µDµ +Dµχ
µ) + γ5γ
[µγν] (χµDν −Dνχµ)
]
e /D /D/M
2
)
dx
=
∫
Tr
([
γ5 (χ
µDµ +Dµχ
µ) + γ5γ
[µγν](Dµχν)
]
e /D /D/M
2
)
dx
= −2An,cov(χµ)− 4An,ℓL(D[mχn]) (234)
This concludes the proof of the identity in (215) for spin-1/2.
For spin-3/2 we use the same identity in (233), and all steps in (234) are the
same. Note that the local Lorentz transformations with D[mχn] only act on the
spin-1/2 indices of the spin-3/2 field. Thus (215) is also proven for spin-3/2. The
regulator /˜D /˜D now acts in a combined spinor-vector space, but it is diagonal in the
vector indices, i.e., it acts on ψm the same for all m.
To see whether this regulator is obtained from the gauge-fixed spin-3/2 action,
we note that the spin-3/2 action in d dimension reads
L0 = −1
2
ψ¯µγ
[µγνγρ] Dνψρ (235)
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After adding a gauge fixing term [43]
Lfix = d− 2
8
ψ¯µγ
µγνγρDνψρ (236)
and choosing a new basis for the spin-3/2 fields
χµ = ψµ − 1
2
γµγ · ψ (237)
the action becomes a sum of Dirac actions [42]
L0 + Lfix = χ¯µ /Dχµ = χ¯m /Dχm (238)
The field χm transforms of course in the same way as ψm under space-time transfor-
mations and the regulator for the spin-3/2 field χm is thus /D /D, for the same reasons
as for the spin-1/2 field.
A.4 Chiral anomalies in gravitational couplings from Feyn-
man diagrams in quantum mechanics
In this appendix we will derive the chiral anomaly in gravitational couplings using
Feynman diagrams and the Feynman rules developed in the text. Starting point will
be equations (126) and (129) derived in section 3.1. As explained there, we only have
to consider one-loop diagrams. An arbitrary connected one-loop diagram consists of
k vertices from (129) and k propagators. There are in principal many different ways
to contract the vertices with each other, but using partial integration (in this case
one can verify it is allowed) and the anti-symmetry of Rijab in the indices i, j, one
can always move the time derivative in (129) from qj to qi. This implies that all
different contractions of the vertices yield the same contribution. The total number
of contractions is 2k−1(k − 1)!, which combines with the factor 1/k! from expanding
(129) in the total symmetry factor 2k−1/k for each diagram. If we always contract a
q˙ from one vertex with a q from another vertex, we find the following expression for
Sloops, the set of connected one-loop diagrams
− 1
h¯
Sloops =
∞∑
k=1
2k−1
k
(−R
4β
)k
(−βh¯)kak (239)
where Rk is Ri2i1R
i3
i2 . . . R
i1
ik
with Rij = g
ik(x0)Rkjab(ω(x0))ψ
a
bgψ
b
bg, and ak denotes the
integral
ak =
∫ 0
−1
dτ1 . . .
∫ 0
−1
dτk(τ2 + θ(τ1 − τ2)) · · · (τk + θ(τk−1 − τk))(τ1 + θ(τk − τ1)) (240)
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This expression is cyclically symmetric. To proceed, we compute
∑∞
k=1
yk
k
ak. This
can be rewritten as
y
2
+
∫ 1
0
dα
α
(
α
d
dα
)( ∞∑
k=1
yk
k
∫ 0
−1
dτ1 . . .
∫ 0
−1
dτk
×(ατ2 + θ(τ1 − τ2)) · · · (ατk + θ(τk−1 − τk))(ατ1 + θ(τk − τ1))) . (241)
Here, we introduced a parameter α in the expression for ak, which will turn out to
make things much simpler. Notice that if we put this parameter equal to zero, we are
left with an integral over a product of theta functions, which vanishes, except when
k = 1, and then it equals 1/2 in view of θ(0) = 1/2, and this explains the first term
y/2 in (241). The derivative d/dα in (241) can act on any of the k factors in the
integral, but by cyclic symmetry these all give the same contribution and we choose
it to hit only the last factor and put an extra factor of k in front. This yields
y
2
+
∫ 1
0
dα
α
( ∞∑
k=1
yk
∫ 0
−1
dτ1 . . .
∫ 0
−1
dτk(ατ1)(ατ2 + θ(τ1 − τ2)) · · · (ατk + θ(τk−1 − τk))
)
.
(242)
Note that we now have broken the cyclic symmetry of (240). If we expand the brackets
inside the integral, we get a large sum of terms, each of which factors into a product
of integrals of the form∫ 0
−1
dτm . . .
∫ 0
−1
dτm+l(ατm)θ(τm − τm+1) · · · θ(τm+l−1 − τm+l). (243)
For l = 0, the integrand is just ατm. This integral depends only on l, enabling us to
write (242) as
y
2
+
∫ 1
0
dα
α

 ∞∑
p=1
[ ∞∑
k=1
yk
∫ 0
−1
dτ1 . . .
∫ 0
−1
dτk(ατ1)θ(τ1 − τ2) · · · θ(τk−1 − τk)
]p . (244)
The integral in (243) equals −α/(l + 2)!, and we find
∞∑
k=1
yk
k
ak =
y
2
+
∫ 1
0
dα
α

 ∞∑
p=1
[ ∞∑
k=1
yk
−α
(k + 1)!
]p .
=
y
2
+
∫ 1
0
dα
α

 ∞∑
p=1
[−α
y
(ey − 1− y)
]p .
=
y
2
+
∫ 1
0
dα
α

 1
1 + α
y
(ey − 1− y) − 1

 .
= log
(
y/2
sinh(y/2)
)
(245)
This shows that −1
h¯
Sloops =
1
2
log
(
h¯R/4
sinh(h¯R/4)
)
(246)
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Thus, after a rescaling of the fermions, we find that the anomaly is given by
An =
∫ n∏
i=1
dxi0
√
g(x0)
∫ n∏
a=1
dψabg exp
[
1
2
log
( −iR/8π
sinh(−iR/8π)
)]
(247)
Clearly, there is only a gravitational γ5 anomaly in n = 4k dimensions. In principle,
this expression is ambiguous, since it is not clear whether R4 means tr(R2)tr(R2) or
tr(R4). However, the precise meaning follows from the derivation above. First one
has to write down a Taylor series for the logarithm, then one has to replace Rm by
tr(Rm) everywhere, and only then should one take the exponential. The advantage
of writing the anomaly in the form (247) is that it is given directly in terms of R,
rather than in terms of its eigenvalues [2].
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