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QUANTITATIVE MAXIMAL VOLUME ENTROPY RIGIDITY ON ALEXANDROV
SPACES
LINA CHEN
Abstract. We will show that the quantitative maximal volume entropy rigidity holds on Alexandrov spaces.
More precisely, given N,D, there exists ǫ(N,D) > 0, such that for ǫ < ǫ(N,D), if X is an N-dimensional
Alexandrov space with curvature ≥ −1, diam(X) ≤ D,h(X) ≥ N − 1 − ǫ, then X is Gromov-Hausdorff
close to a hyperbolic manifold. This result extends the quantitive maximal volume entropy rigidity of [9] to
Alexandrov spaces.
1. Introduction
Volume entropy of a compact manifold M is a geometric invariant that is closely related with topological
entropy of geodesic flow, simplex volume, bottom spectrum of Laplace in the universal cover of M and so
on. It measures the asymptotic exponential growth rate of the volumes of metric balls in the universal cover
of a compact manifold. Precisely, for M a compact N -manifold, the volume entropy of M is defined as
h(M) = lim
R→∞
ln vol(BR(p˜))
R
,
where p˜ ∈ M˜ , the universal cover of M . By [23], the limit always exists and independent of p˜.
For a compact N -manifoldM with RicM ≥ −(N−1), by Bishop volume comparison, h(M) ≤ N −1. And
when h(M) = N − 1, Ladrappier-Wang [22] showed that M is a hyperbolic manifold. We call this result the
maximal volume entropy rigidity. When h(M) is close to N − 1, in [9], with Rong and Xu, we showed that
the quantitative maximal volume entropy rigidity holds, i.e., M is diffeomorphic and is Gromov-Hausdorff
close to a hyperbolic manifold. For non-smooth metric spaces, in [20], Jiang generalized the maximal volume
entropy rigidity to Alexandrov spaces; Later, in [5], Conell-Dai-Nu´n˜e.Zimbro´n-Perales-Sua´rez.Serrato-Wei
showed that in RCD∗(−(N − 1), N)-spaces the maximal volume entropy rigidity holds and they also pointed
out that the quantitative maximal volume entropy rigidity holds under an additional non-collapsing condition,
i.e., the measure of a unite ball in the space has a definite positive lower bound. At the same time, they
conjecture that the non-collapsing condition is not necessary. For a compact RCD∗(K,N) space (X, d,m),
the volume entropy is defined as
h(X) = lim sup
R→∞
ln m˜(BR(x˜))
R
,
where (X˜, d˜, m˜) is the universal cover of (X, d,m) (the existence is proved by [24], see Theorem 2.5), x˜ ∈ X˜
and this limit is independent of x˜ and m˜ (cf. [29, 4]).
In this note, we will show that the quantitative maximal volume entropy rigidity holds on Alexandrov
spaces:
Theorem 1.1. Given N > 1, D > 0, there exists ǫ(N,D) > 0 such that for 0 < ǫ < ǫ(N,D), if a compact
N -dimensional Alexandrov space X with curvature ≥ −1 satisfies that
h(X) ≥ N − 1− ǫ, diam(X) ≤ D,
then X is Ψ(ǫ|N,D)-Gromov-Hausdorff close to an N -dimensional hyperbolic manifold, where Ψ(ǫ|N,D)→ 0
as ǫ→ 0 and N,D fixed.
The idea of the proof of Theorem 1.1 is similar as Theorem D in [9]. And from the proof below (Section 4),
we could see that the idea can also be applied in RCD∗-spaces. Since an N -dimensional Alexandrov space with
curvature ≥ k is also an essentially non-branching RCD∗((N − 1)k,N)-space ([27],[2]), in the following, we
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will discuss in the essentially non-branching RCD∗-spaces except where we will use the generalized Margulis
lemma proved by Xu-Yao [36] in Alexandrov spaces.
Now, we briefly describe the things we need to do. Firstly, we will show that the universal cover X˜ of X
has an almost warped product structure, where we will prove a quantitative version of Theorem 1.2 in [5]:
a functional type condition which implies an almost metric cone structure (see Section 4.1, Proposition 4.2).
Then we pointed out that Theorem 3.10 in [12] (see also [13, Theorem 4.2]) holds when Xi is a universal cover
of a compact RCD∗(K,N)-space where originally assume Xi is simply connected (see section 3). Then with
Xu-Yao’s generalized Margulis lemma in Alexandrov spaces, we derived the continuity of volume entropy in
our situation by the same argument as in [9] which implies the non-collapsing of X . And last, notice that
the free limit isometric action results ([9, Theorem 2.1]) holds in RCD∗(K,N)-spaces, the proof is complete
(see Section 4.2).
The author would like to thank Shicheng Xu for the recommendation of the topic of this note.
2. Prelminaries
In this section, we will supply some notions and properties we need in the proof of Theorem 1.1. In the
following, we assume a metric measure space (X, d,m) satisfies that the geodesic space (X, d) is complete,
separable and locally compact andm is a nonnegative Radon measure with respect to d and finite on bounded
sets. We refer reader to the survey [1] for an overview of the topic and bibliography about curvature-dimension
bounds in metric measure spaces.
2.1. Calculus tools in metric measure spaces. Consider a metric measure space (X, d,m). A curve
γ : [0, 1] → X is called a constant speed geodesic if d(γ(s), γ(t)) = |s − t|d(γ(0), γ(1)), for s, t ∈ [0, 1]. Let
Geo(X) be the class of constant speed geodesics in X . Let C([0, 1], X) be the space of continuous curves with
weak convergence topology and let P(C([0, 1], X)) be the space of Borel probability measures of C([0, 1]). For
each t ∈ [0, 1], define the evaluation map et : C([0, 1], X)→ X by et(γ) = γ(t). We say π ∈ P(C([0, 1], X)) is
a test plan if there is a constant c > 0, such that
(et)∗(π) ≤ cm, ∀ t ∈ [0, 1],
∫ ∫ 1
0
|γ˙(t)|dtdπ(γ) <∞,
where |γ˙(t)| = limh→0 d(γ(t + h), γ(t))/|h|. Let S2(X, d,m) be the set of f : X → R, such that there exists
G ∈ L2(X,m), ∫
|f(γ(1))− f(γ(0))|dπ(γ) ≤
∫ ∫ 1
0
G(γ(t))|γ˙(t)|dtdπ(γ), ∀ test plan π,
where G is called a weak upper gradient of f . Let |∇f |w be the minimal (in m-a.e. sense) weak upper
gradient of f . The Cheeger energy defined on S2(X, d,m) can be written as
Ch(f) =
1
2
∫
|∇f |2wdm.
Definition 2.1. Let W 1,2(X, d,m) = L2(X,m) ∩ S2(X, d,m) endowed with the norm
‖f‖2W 1,2 = ‖f‖2L2 + 2Ch(f).
We say (X, d,m) is infinitesimally Hilbertian if W 1,2(X, d,m) is an Hilbert space, i.e., the Cheeger energy is
a quadratic form.
In the following, we always assume that (X, d,m) is an infinitesimally Hilbertian space. For an open subset
Ω ⊂ X , let W 1,2loc (Ω) be the space of function f : Ω→ R that locally equal to some function in W 1,2(X, d,m).
For f, g ∈W 1,2loc (Ω), define
Γ(f, g) = lim inf
ǫ→0
|∇(g + ǫf)|2w − |∇g|2w
2ǫ
.
In fact Γ(f, g) can be achieved by taking limit directly (cf. [15]). The map Γ :W 1,2loc (Ω)×W 1,2loc (Ω)→ L1loc(Ω)
is symmetric, bilinear and Γ(f, f) = |∇f |2w. Let D(∆,Ω) be the space of f ∈ W 1,2loc (Ω) satisfies that there
exists a Radon measure µ on Ω such that
−
∫
Γ(f, g) =
∫
gdµ
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holds for any Lipschitz function g : Ω→ R, supp g ⊂⊂ Ω. µ is clearly unique and we call it the distributional
Laplacian of f and denote it by ∆f |Ω. By the definition, it is obvious that D(∆,Ω) is a vector space and the
Laplacian is linear. If f ∈ W 1,2(X, d,m)∩D(∆, X) and ∆f = hm for some h ∈ L2(X,m), we say f ∈ D(∆)
and denote ∆f = h.
Proposition 2.1 ([14]). Assume (X, d,m) is infinitesimally Hilbertian. For an open set Ω ⊂ X, a Lipschitz
function f : Ω→ R, if there exists a Radon measure µ on Ω such that for any Lipschitz function g : Ω→ R≥0
with supp g ⊂⊂ Ω,
−
∫
Γ(f, g)dm ≤
∫
gdµ,
then f ∈ D(∆,Ω) and ∆f ≤ µ.
2.2. RCD∗(K,N)-spaces. Here we quickly recall some basic definitions and properties of RCD∗(K,N)-spaces.
The notion of metric measure spaces with curvature bounded below dimension bounded above which
denoted by CD-condition were introduce by Lott-Villani ([21]) and Strum ([33, 34]) independently.
For a metric measure space (X, d,m), let P2(X) be the space of Borel probability measures µ on (X, d)
satisfying
∫
X
d(x0, x)
2dµ(x) <∞ for some x0 ∈ X . For µ, ν ∈ P2(X), define
W2(µ, ν) =
(
inf
∫ ∫ 1
0
|γ˙(t)|2dtdπ(γ)
) 1
2
,
where the infimum is taken among all π ∈ P(C([0, 1], X)) with (e0)∗(π) = µ, (e1)∗(π) = ν. The minimal
is always exists and is concentrated on Geo(X). We call the plan π which achieves the minimal an optimal
transportation and denote the set of optimal transportations by OpGeo(µ, ν). In fact, W2 is a distance on
P2(X), and (P2(X),W2) is a geodesic space provided (X, d) is a geodesic space (cf. [35]).
Given a function φ : X → R ∪ {−∞} not identically −∞, its c-transform φc : X → R ∪ {−∞} is defined
as
φc(x) = inf
y∈X
d2(x, y)
2
− φ(y).
We call φ is c-concave if φcc = φ.
For N ≥ 1,K, let σK,N : [0, 1]× R+ → R be as
σtK,N (θ) =


+∞, Kθ2 ≥ Nπ2,
sin(tθ
√
K/N)
sin(θ
√
K/N)
, 0 < Kθ2 < Nπ2,
t, Kθ2 = 0,
sinh(tθ
√
−K/N)
sinh(θ
√
−K/N) , Kθ
2 < 0.
and let
τ tK,N (θ) = t
1
N σtK,N−1(θ)
N−1
N .
Definition 2.2. Given K ∈ R, N ≥ 1, we say a metric measure space (X, d,m) is a CD(K,N)-space if for
any two measures µ0, µ1 ∈ P2(X) with bounded support and contains in m’s, there exists π ∈ OpGeo(µ0, µ1)
such that for each t ∈ [0, 1]
−
∫
ρ
1− 1
N
t dm ≤ −
∫
τ1−tK,N (d(γ(0), γ(1)))ρ
− 1
N
0 (γ(0)) + τ
t
K,N (d(γ(0), γ(1)))ρ
− 1
N
1 (γ(1))dπ(γ),
where (et)∗π = ρtm + µt, µt⊥m. We call (X, d,m) is a CD∗(K,N)-space if the above inequality holds with
σtK,N instead of τ
t
K,N .
We say (X, d,m) is essentially non-branching if for µ, ν ∈ P2(X) with bounded support, each π ∈
OpGeo(µ, ν) is concentrated on a Borel set of non-branching geodesics. In the following, we always assume
a metric measure space is essentially non-branching.
Let
snH(r) =


sin
√
Hr√
H
, H > 0;
r, H = 0;
sinh
√−Hr√−H , H < 0.
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If CD(K,N) holds locally on a family of sets covering X , we call X satisfies CDloc(K,N). A question is if
CDloc(K,N) implies CD(K,N). It is known by [7], CD
∗
loc(K,N) is equal to CD
∗(K,N). And at the local
level
⋂
K′<K CD
∗
loc(K
′, N) coincide with
⋂
K′<K CDloc(K
′, N). Then by [10], [26], the following holds
Theorem 2.1 (Generalized Bishop-Gromov relative volume comparison). Let (X, d,m) be a CD∗(K,N)-
space, N > 1. For x ∈ X, r > 0, let sm(x, r) = lim supδ→0m(Br+δ(x) \Br(x))/δ. The following holds
sm(x, r)
snN−1H (r)
and
m(Br(x))∫ r
0 sn
N−1
H (t)dt
are non-increasing in r, where r < π√
H
, if H = KN−1 > 0.
Definition 2.3. A metric measure space (X, d,m) is a RCD∗(K,N)-space if it is an infinitesimally Hilbertian
CD∗(K,N)-space.
In RCD∗(K,N)-space, by [16], [8], we have that
Theorem 2.2 (Generalized Laplacian comparison). For RCD∗(K,N)-space (X, d,m), let o ∈ X and let
r(x) = d(x, o). Then r ∈ D(∆) and
∆r ≤
√
|K|(N − 1) · sn
′
H(r)
snH(r)
m.
In RCD∗(K,N)-space, the splitting theorem and volume cone rigidity have been proved:
Theorem 2.3 ([14]). Let (X, d,m) be a RCD∗(0, N)-space, N > 1. If X contains a line, then (X, d,m)
splits, i.e., (X, d,m) is isometric to (R× Y, dR × d′,Haus1×m′), where Haus1(·) is 1-dimensional Hausdorff
measure and (Y, d′,m′) ∈ RCD∗(0, N − 1).
Theorem 2.4 ([28]). Let (X, d,m) be a RCD∗(0, N)-space, x ∈ X, N > 1. If there are R > r > 0 such that
m(Br(x))
m(BR(x))
=
( r
R
)N
,
then BR(x) is isometric to a ball BR(x
∗) ⊂ (C(Z), x∗), where C(Z) is a metric cone over Z, Z ∈ RCD∗(N −
2, N − 1), x∗ is the cone point.
Note that for RCD∗(K,N)-spaces, K 6= 0, there are corresponding metric rigidity results as in above
theorem.
For a metric space (X, d), we say a connected covering space π˜ : (X˜, d˜) → (X, d) is a universal cover of
(X, d) if for any other covering π : (Y, d′)→ (X, d), there is a continuous map f : X˜ → Y , such that π◦f = π˜.
A universal cover may not exists in general (see [32, Example 17]). In [24], Mondino-Wei showed that each
RCD
∗(K,N)-space has a universal cover.
Theorem 2.5 ([24]). If a metric measure space (X, d,m) ∈ RCD∗(K,N), K ∈ R, N ≥ 1, then (X, d,m) has
a universal cover space (X˜, d˜, m˜) ∈ RCD∗(K,N).
In the above theorem, we take d˜, m˜ such that π˜ : X˜ → X is distance and measure non-increasing and is a
local isometry (the existence of d˜ see [30]).
For a metric space (X, d) which has a universal cover (X˜, d˜), denote π¯1(X) as the revised fundamental
group of X , i.e., the deck transformations of X˜ and π¯1(X) acts on (X˜, d˜) isometrically. For π¯1(X) we
have that: (i) for each α ∈ π¯1(X), there is γ ∈ π1(X, x) which we can treat it as a deck transformation
on X˜ and denote it by Φ(γ) , such that α = Φ(γ); (ii) If X˜ is simply connected, then Φ is an isometry,
i.e., π¯1(X) = π1(X, x). By Gromov, the fundamental group of a compact Riemannian manifold is finitely
generated, for the revised fundamental group of a compact RCD∗(K,N)-space, the same result holds.
Lemma 2.6. Let (X, d,m) ∈ RCD∗(K,N), K ∈ R, N ≥ 1, be a compact metric space with diam(X) ≤ D,
then π¯1(X) is finitely generated by loops of length < 3D.
Proof. By the proof of [24, Theorem 2.7, Theorem 3.1], we know that the universal cover X˜ is isometric to a
δ-cover X˜δ of X for some δ > 0, whose fundamental group π1(X˜
δ, p˜) is isometric to the group generated by
α−1βα, where α is a path from p to β(0), β is a loop in Bδ(q), for some q ∈ X .
We say a loop γ ∈ π1(X, p) is trivial in the revised sense if γ ∈ π1(X˜, p˜).
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Take a maximal subset A of X such that p ∈ A and for each xi, xj ∈ A, xi 6= xj , d(xi, xj) ≥ δ8 . By
Generalized Bishop-Gromov relative volume comparison Theorem 2.1, |A| ≤ c(N,K, δ,D). Let eij be the
shortest geodesic between xi, xj when d(xi, xj) ≤ δ4 . For each α ∈ π¯1(X), let γ ∈ π1(X, p) be the projection
of the shortest curve from p˜ to α(p˜) in X˜. Divide γ into pieces of length ≤ δ4 with cut points p = γ(0) =
γ(t0), γ(t1), · · · , γ(tm). For each γ(ti) there is xki such that d(γ(ti), xki) ≤ δ4 . Take a shortest geodesic ci
from γ(ti) to xki . Then the loop γ|[ti,ti+1] ∗ ci+1 ∗ eki+1,ki ∗ c−1i is trivial in the revised sense. Thus γ is
homotopy in the revised sense to e = ek0,t1 ∗ ek2,k3 ∗ · · · ∗ ekm,k0 , i.e., Φ(e) = α. Let hj be a shortest geodesic
from p to xi and let γi,j = hi ∗ ei,j ∗ h−1j . Then π¯1(X) can be generated by {γi,j} with |γi,j | < 2D+ δ. Since
|A| is finite, π¯1(X) is finitely generated. 
3. Equivariant Gromov-Hausdorff convergent structure in RCD∗-spaces
In the section, we will generalize [12, Theorem 3.10] (see also [13, Theorem 4.2]) to spaces which may
not be simply connected but universal covers of compact RCD∗(K,N)-spaces. This structure of equivariant
Gromov-Hausdorff convergent sequences will be used in the proof of non-collapsing of X in Theorem 1.1.
Consider a sequence of pointed geodesic spaces (Xi, di, pi) and (X, d, p). We say (Xi, di, pi) is Gromov-
Hausdorff convergent to (X, d, p), denoted by (Xi, di, pi)
GH→ (X, d, p), if there are ǫi → 0 and maps fi :
B 1
ǫi
(pi)→ B 1
ǫi
+ǫi(p), fi(pi) = p that each is an ǫi-Gromove-Hausdroff approximation (briefly, ǫi-GHA), i.e.,
satisfies the following two properties:
(i) ǫi-embedding: |di(xi, x′i)− d(fi(xi), fi(x′i))| ≤ ǫi, ∀xi, x′i ∈ B 1ǫi (pi);
(ii) ǫi-onto: B 1
ǫi
(p) ⊂ Bǫi(fi(B 1
ǫi
(pi))).
Assume Xi (resp. X) admits a closed isometric action Gi (resp. G), we say that (Xi, pi, Gi) is equivariant
Gromov-Hausdorff convergent to (X, p,G) if there are ǫi → 0, ǫi-GHAs fi and φi : Gi(ǫ−1i ) → G(ǫ−1i + ǫi),
ψi : G(ǫ
−1
i )→ Gi(ǫ−1i + ǫi), such that for gi ∈ Gi(ǫ−1i ), g ∈ G(ǫ−1i ), xi ∈ B 1ǫi (pi),
d(fi(xi), φi(gi)(fi(g
−1
i (xi))) ≤ ǫi,
d(g(fi(xi)), fi(ψi(g)(xi))) ≤ ǫi,
where Gi(R) = {gi ∈ Gi, di(pi, gi(pi)) ≤ R}.
Theorem 3.1 ([11], [12]). Assume (Xi, pi)
GH→ (X, p) and Xi admits a closed isometric action Gi. Then
there is a closed isometric group G on X such that by passing to a subsequence, (Xi, pi, Gi) is equivariant
Gromov-Hausdorff convergent to (X, p,G) and (Xi/Gi, p¯i)
GH→ (X/G, p¯).
For metric measure spaces, we say (Xi, di,mi, pi) is measured Gromov-Hausdorff (briefly mGH) convergent
to (X, d,m, p), if for each R > 0, there are measurable ǫi-GHAs fi : (BR(pi), pi)→ (BR+ǫi(p), p) and
(fi)∗
(
mi|BR(pi)
)
→ m|BR+ǫi (pi)
in the weak topology of measures.
Assume (Xi, di,mi) is mGH convergent to (X, d,m) and Xi ∈ RCD∗(K,N). By the compactness of
RCD
∗(K,N)-spaces, we have that X is a RCD∗(K,N) space ([2]). Let (X˜i, d˜i, m˜i) be the universal cover of
(Xi, di,mi) (Theorem 2.5) and let Γi = π¯1(Xi) acting isometrically on X˜i. Then by Theorem 3.1, by passing
to a subsequence, we have the following communicate diagram:
(X˜i, p˜i,Γi)
GH−−→ (X˜, p˜, G)
↓πi ↓π
(Xi, pi)
GH−−→ (X, p)
By [18] or [31], Γi, G are Lie groups. Let G0 be the identity component of G. Comparing with [12, Theorem
3.10] ([13, Theorem 4.2]), we have that
Theorem 3.2. Let Xi, X˜i,Γi, X˜,X,G,G0 be as above. Assume that X is compact. Then there are normal
subgroups Γiǫ ⊂ Γi such that
(i) Γiǫ is generated by Γi(ǫ) for some ǫ > 0;
(ii) (X˜i, p˜i,Γiǫ) ie equivariant Gromov-Hausdorff convergent to (X˜, p˜, G0);
(iii) for i large, Γi/Γiǫ is isometric to G/G0.
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Note that in [12, Theorem 3.10], they considered an equivariant Gromov-Hausdorff convergent sequence
of metric spaces (X˜i, p˜i,Γi)→ (X˜, p˜, G), G0 ⊂ G and derived the same results as in Theorem 3.2 where they
also assume that (1) G is finitely presented; (2) G/G0 is discrete; (3) Γi acts properly discontinuous and free;
(4) X˜i is simply connected; (5) G0 is generated by G0(R0), for some R0 > 0; (6) π1(BR0(p˜), p˜) is surjective
in π1(X˜, p˜). And in [13, Theorem 4.2], they showed without the conditions (1) and (6) the same results
hold. Here, in Theorem 3.2, the conditions (2), (3), (5) holds obviously. The weaker condition that X˜i is a
universal cover of a compact RCD∗(K,N)-space plays the same role as that X˜i is simply connected in [13,
Theorem 4.2]. In our application below, X˜ is the k-dimensional simply connected hyperbolic space form.
Since the proof of Theorem 3.2 is verbatim as [13, Theorem 4.2], we will only mention the key points in
the proof here. There are two steps. First, construct Γiǫ by the equivariant Gromov-Huasdorff convergence.
Second, show this Γiǫ is what we want.
The first step is group constructions where they only used the fact that (X˜i, p˜i,Γi) is equivariant GH-
convergent to (X˜, p˜, G). By definition we have ǫi-approximations (fi, φi, ψi):
fi : Bǫ−1i
(p˜i)→ Bǫ−1i +ǫi(p˜),
φi : Γi(ǫ
−1
i )→ G(ǫ−1i + ǫi),
ψi : G(ǫ
−1
i )→ Γi(ǫ−1i + ǫi).
By the definition of pointed equivariant GH convergence, we did not know the whole relations between Γi
and G, but connections between Γi(R) and G(R) for large R. For large i, fixed 10D < R < ǫ
−1
i . Consider
Γ′i(R) = {γ ∈ Γ(R), φi(γ) ∈ G0}.
Let
Λi(R) = Γi(R)/Γ
′
i(3R), H(R) = G(R)/G0(3R),
Vi(R) = BR(p˜i)/Γ
′
i(3R), W (R) = BR(p˜)/G0(3R).
Obviously Λi(R), H(R) are quotient pseudo-groups. Now construct the groupification Hˆ as Hˆ = FH(R)/NH(R),
where FH(R) is the free group generated by {eγ , γ ∈ H(R)} and NH(R) is the normal group generated by
{eγ1γ2e−1γ2 e−1γ1 , γ1, γ2, γ1γ2 ∈ H(R)}. And define Λˆi = FΛi(R)/NΛi(R) similarly.
For non-complete pseudo-covering spaces Vi(R),W (R) of Xi, X respectively, construct covering space W
as the connected component contains (e, p¯) of Hˆ × W (R)/ ∼, where (gγ, x) ∼ (g, γx) for g ∈ Hˆ , γ ∈
H(3R), x, γx ∈ W (R) and construct Vi as a covering of Xi similarly.
Now for the quotient group actions Hˆ, Λˆi on Hˆ ×W (R)/ ∼, Λˆi×Vi(R)/ ∼ which is defined as g((h, x)) =
(gh, x) respectively, let H,Λi be the subgroup that preserving W,Vi respectively.
By the constructions, for (Vi,Λi) and (W,H) we could show that (i) Λi, H acts properly discontinuous on
Vi,W respectively; (ii) Λi is a free action; (iii) Λi is isometric to H ; (iv) Vi/Λi = Xi,W/H = X (see [12,
A1.12, 13, 14]).
Let π¯ : Vi → Xi and let Γ′iR = π¯∗(π¯1(Vi)). The second step is to show that for sufficient large R, Γ′iR is
what we want.
Firstly, we have that Γi/Γ
′
iR = Λi and Γ
′
iR ∩ Γi(R) = Γ′i(R). We get this result by a similar argument as
[12, A1.15] where we used the fact that X˜ is a universal cover of X ∈ RCD∗(K,N) and φ : π1(X)→ π¯1(X)
is surjective instead of that X˜ is simply connected.
Next, we only need to show that Γ′′iR = Γ
′
iR for i large, where Γ
′′
iR is the group generated by Γ
′
i(R). Note
that the discreteness of G/G0 and compactness of X˜/G = (X˜/G0)/(G/G0) implies that G/G0 is generated
by (G/G0) (3D) where D = diam(X) (see Lemma 2.6). With the fact that G0 is generated by G0(ǫ) for
sufficient small ǫ > 0 (G0 is a connected Lie group), we have that G is generated by G(4D). Now we can
write elements in Γi by ψi(g) where g ∈ G(4D). Then the result can derived by the same argument as in [13,
Theorem 5.8-5.13].
4. Proof of Theorem 1.1
As the proof of Theorem D in [9]. Consider a sequence of RCD∗(−(N − 1), N)-spaces, (Xi, di,mi) which
is measured Gromov-Hausdorff convergent to (X, d,m) and satisfies that
(4.1) diam(Xi) ≤ D, h(Xi) ≥ N − 1− ǫi → N − 1
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and the following commutative diagram
(4.2)
(X˜i, p˜i,Γi)
GH−−→ (X˜, p˜, G)
↓πi ↓π
(Xi, pi)
GH−−→ (X, p)
where Γi is the revised fundamental group of (Xi, di). To prove Theorem 1.1, we only need to show that
(X, d,m) is isometric to a hyperbolic manifold if in addition {Xi} are Alexandrov spaces with curvature
≥ −1.
In the following, we denote Ψ(ǫ1, · · · , ǫi|δ1, · · · , δj) as a function that goes to 0 as ǫ1, · · · , ǫi go to 0 and
δ1, · · · , δj are fixed. And let −
∫
Br(x)
f = 1m(Br(x))
∫
Br(x)
f .
4.1. Almost warped product structure. The main result of this section is
Theorem 4.1. Let X˜ be as in (4.1) and (4.2). We have that X˜ is isometric to Hk, k ≤ N .
To prove Theorem 4.1, we will show that X˜ is isometric to a warped product space R ×er Y . Then that
X˜ = Hk will be derived by the same discussion of Section 8 in [5] (see also [9, Lemma 4.4]). The almost
warped product structure, X˜
isom∼= R×er Y , can be seen from Proposition 4.1 and 4.2 below.
Proposition 4.1. Let (X, d,m) be a RCD∗(−(N − 1), N)-space and let p˜ ∈ X˜. If
diam(X) ≤ D, h(X) ≥ N − 1− ǫ,
then for R > 2D, there are rn →∞, xn ∈ BD(p˜), γn ∈ Γ = π¯1(X), such that
(4.1.1) there is p˜n = γn(p˜) such that rn − 2R < d(p˜n, xn) < rn + 2R and fn,R(y) = d(y, p˜n) − d(xn, p˜n)
satisfies
−
∫
BR(xn)
∆fn,R ≥ N − 1−Ψ(ǫ, r−1n |N,D);
(4.1.2) for each y ∈ BR(xn) there exists qn(y) ∈ X˜ such that d(qn(y), p˜n) = rn + 5R and
d(y, qn(y)) + d(y, p˜n) ≤ rn + 5R+Ψ(ǫ, r−1n |N,D).
Proposition 4.2. Let (X, d,m) be a complete RCD∗(−(N−1), N)-space. Given D > 0, for each R > 2D > 0,
if the above (4.1.1) and (4.1.2) hold on X, then there is an RCD∗(0, N−1)-space Y such that X is Ψ(ǫ|N,D)-
measured Gromov-Hausdorff close to R×er Y .
To prove Proposition 4.2, we need the following properties of Cheeger energy ([17, Theorem 6.8]):
Proposition 4.3 ([17]). Assume (Xi, di, pi) ∈ CD∗(K,N) that is measured Gromov-Hausdorff convergent
to (X, d,m). The following holds:
(4.3.1) If fi ∈ L2(Xi,mi) is weakly convergent to f ∈ L2(X,m) and sup
∫ |fi|2dmi <∞, then
lim inf
i→∞
Ch(fi) ≥ Ch(f);
(4.3.2) For each f ∈ L2(X,m), there is a sequence fi ∈ L2(Xi,mi) such that fi is convergent to f and
Ch(f) = lim
i→∞
Ch(fi).
Proof of Proposition 4.2. By the compactness of RCD∗(K,N)-spaces, consider a sequence of RCD∗(−(N −
1), N)-spaces, (Xi, di,mi, pi) which is measured Gromov-Hausdorff convergent to (X, d,m, p) and satisfies
that for ǫi → 0, R > 2D, there are rn →∞, xin,R ∈ BD(pi) such that
(1) there is pin ∈ Xi such that rn − 2R < di(xin,R, pin) < rn + 2R and for f in,R(y) = di(y, pin)− di(xin,R, pin)
−
∫
BR(xin,R)
∆f in,R ≥ N − 1−Ψ(ǫi, r−1n |N,D);
(2) for each y ∈ BR(xin,R) there exists qin(y) ∈ Xi such that di(qin(y), pin) = rn + 5R and
d(y, qin(y)) + d(y, p
i
n) ≤ rn + 5R+Ψ(ǫi, r−1n |N,D).
We will show that X = R×er Y where Y is a RCD∗(0, N − 1)-space.
Assume xin,R → xR ∈ X as n → ∞, i → ∞. Since f in,R is 1-Lipschitz, by Arzela-Ascoli theorem, there is
1-Lipschitz function fR : BR(x)→ R, such that f in,R → fR as n→∞, i→∞.
8 LINA CHEN
Claim 1: For fR, we have that in BR(xR),
∆fR = N − 1.
Let φ : X → R be a Lipschitz function with supp(φ) ⊂⊂ BR(xR). By (4.3.2), there is a sequence of
Lipschitz functions φi : Xi → R with supp(φi) ⊂⊂ BR(xin,R), φi → φ and Ch(φi)→ Ch(φ). By (4.3.1) and
the increasing of ǫ 7→ |∇(g+ǫf)|2w−|∇g|2w2ǫ
ǫ→0→ Γ(f, g) (cf. [15]), for each ǫ > 0,∫
X
Γ(fR, φ) ≤
∫
X
|∇(φ + ǫfR)|2w − |∇φ|2w
2ǫ
=
1
ǫ
(Ch(φ+ ǫfR)− Ch(φ))
≤ lim inf
n,i→∞
1
ǫ
(
Ch(φi + ǫf
i
n,R)− Ch(φi)
)
= lim inf
n,i→∞
∫
Xi
|∇(φi + ǫf in,R)|2w − |∇φi|2w
2ǫ
.
In above inequality, let ǫ→ 0, then we have that∫
X
Γ(fR, φ) ≤ lim inf
n,i→∞
∫
Xi
Γ(f in,R, φi).
Replacing fR and f
i
n,R by −fR and −f in,R respectively, then by the same argument as above and the linearity
of Γ(·, ·), we have
−
∫
X
Γ(fR, φ) ≤ − lim sup
n,i→∞
∫
Xi
Γ(f in,R, φi),
i.e., we have that ∫
X
Γ(fR, φ) = lim
n,i→∞
∫
Xi
Γ(f in,R, φi).
Then by the generalized Laplacian comparison Theorem 2.2,
∆f in,R(y) ≤ (N − 1)
coshdi(y, p
i
n)
sinhdi(y, pin)
= N − 1 + Ψ(r−1n |N,D),
and if in addition φ, φi ≥ 0, we have that
−
∫
X
Γ(fR, φ) = lim
n,i→∞
∫
Xi
φid∆f
i
n,R ≤ lim
n,i→∞
∫
Xi
φi(N − 1 + Ψ(r−1n |N,D))dmi =
∫
X
φ(N − 1)dm.
Now by Proposition 2.1, ∆fR exists and
∆fR ≤ N − 1, on BR(xR).
For the opposite inequality, take δj → 0 and a sequence of cut off functions as in [5, Proposition 3.6],
ψj : X → R,
ψj(x) =


δj , x ∈ B¯R−δj (xR);
R− d(s, xR), x ∈ AR−δj ,R(xR) = BR(xR) \ B¯R−δj (xR);
0, otherwise,
then ψj ∈ W 1,2(X, d,m). As above argument, take ψij : Xi → R, such that ψij → ψj , Ch(ψij) → Ch(ψj) as
i→∞ and ψij
∣∣
B¯R−δj (x
i
n,R
)
= δj , ψ
i
j(x) = 0 for x ∈ Xi \BR(xin,R) and 0 ≤
ψij
δj
≤ 1. Then
∫
BR(xR)
ψj∆fR =
∫
BR−δj (xR)
δj∆fR +
∫
AR−δj,R(xR)
ψj∆fR
=
∫
AR−δj,R(xR)
Γ(ψj , fR) = lim
n,i→∞
∫
AR−δj,R(x
i
n,R
)
Γ(ψij , f
i
n,R)
= lim
n,i→∞
∫
BR−δj (x
i
n,R
)
δj∆f
i
n,R +
∫
AR−δj,R(x
i
n,R
)
ψij∆f
i
n,R.
Devide δj in above inequality,∫
BR−δj (xR)
∆fR +
∫
AR−δj,R(xR)
ψj
δj
∆fR = lim
n,i→∞
∫
BR−δj (x
i
n,R)
∆f in,R +
∫
AR−δj,R(x
i
n,R)
ψij
δj
∆f in,R.
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Since 0 ≤ ψjδj ≤ 1, we have that
ψj
δj
∆fR is uniformly absolutely continuous with respect to ∆fR. Thus∫
AR−δj,R(xR)
ψj
δj
∆fR → 0, as δj → 0.
And similarly, ∫
AR−δj,R(x
i
n,R
)
ψij
δj
∆f in,R → 0, as δj → 0.
Now by above discussion and (1) and let δj → 0, we have that∫
BR(xR)
∆fR = lim
n,i→∞
∫
BR(xin,R)
∆f in,R ≥ (N − 1)m(BR(xR)).
Together with ∆fR ≤ N − 1 on BR(xR), we have that
∆fR = N − 1, in BR(x).
Claim 2: For each a ∈ (−R,R), afR is c-concave and satisfies
(afR)
c = −afR − a
2
2
.
As in [14], since fR is 1-Lipschitz, for each x, y ∈ X ,
afR(x) − afR(y) ≤ |a|d(x, y) ≤ a
2
2
+
d2(x, y)
2
.
Now by the definition of c-transform,
(afR)
c(y) ≥ −afR(y)− a
2
2
.
For the opposite inequality, note that for each yin ∈ BR(xin,R), by (2),
d(qin(y
i
n), x
i
n,R) ≤ d(qin(yin), yin) + d(yin, xin,R) ≤ rn + 5R+Ψ− d(pin, yin) +R
≤ rn + 5R+Ψ− (d(pin, xin,R)− d(xin,R, yin)) +R ≤ rn + 5R+Ψ− rn + 2R+ 2R
≤ 9R+Ψ,
d(qin(y
i
n), y
i
n) ≥ d(pin, qin(yin))− d(pin, xin,R)− d(xin,R, yin) ≥ 2R,
where Ψ = Ψ(ǫi, r
−1
n |N,D).
For 0 ≤ a ≤ R, fixed y ∈ BR(xR). Assume yin → y and qin(yin)→ q(y). Let γin : [0, d(yin, qin(yin))]→ Xi be
a unit speed minimizing geodesic from yin to q
i
n(y
i
n). By (2),
d(pin, y
i
n) ≥ d(pin, γin(a)) ≥ d(pin, yin) + a−Ψ.
Assume γa → ya ∈ X , then
d(ya, y) = a.
And
fR(ya)− fR(y) = lim
n,i→∞
f in,R(γa)− f in,R(yin) = lim
n,i→∞
d(pin, γa)− d(pin, yin) = a.
By the definition of c-transform, we have that
(afR)
c ≤ d
2(ya, y)
2
− afR(ya) = a
2
2
− a(a+ fR(y)) = −a
2
2
− afR(y).
For the case a > 0, take a point in the minimal geodesics from pin to y
i
n as the behavior of q
i
n(y
i
n) (see
[14, 15]), by the same argument as above, we can also derive that
(afR)
c(y) ≤ −afR(y)− a
2
2
.
Claim 3: |DfR| = 1 on BR(x), where DfR(y) = lim supz→y |f(z)−f(y)|d(z,y) .
This argument is similar as the one in [25]. First, |DfR| ≤ 1. And by above argument, for each y ∈ BR(x),
for a→ 0, there is ya such that d(ya, y) = a and fR(ya)− fR(y) = a, then
|DfR|(y) = lim sup
z→y
|fR(z)− fR(y)|
d(z, y)
≥ lim
a→0
|fR(ya)− fR(y)|
d(ya, y)
= 1.
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Since for each R, there is fR on BR(x) such that the above holds, by Arzela-Ascoli theorem, we may
assume that fR → f . And f satisfies that
(i) ∆f = N − 1 on X ;
(ii) |Df | = 1 on X .;
And for each a ∈ (−R,R), since f is 1-Lipschitz and fR → f ,
(af)c = inf
x∈X
(
d2(x, y)
2
− af(x)
)
≤ inf
x∈BR(xR)
(
d2(x, y)
2
− af(x)
)
≤ −a
2
2
− af(y),
we have that
(iii) for each a ∈ R, af is c-concave and (af)c = −af − a22 .
Now by Theorem 1.2 in [5], X is isometric to a warped product space R ×er Y , Y is an RCD∗(−(N −
1), N − 1)-space. 
Note that in the proof of [5, Theorem 1.2], they used [3]’s result to derive the Lagrangian flow. Here, we
could use the c-concavity of af for each a ∈ R and the results in [19], to construct the Lagrangian flow.
The proof of Proposition 4.1 is similar as Lemma 3.4 in [5]. As Proposition 3.5 in [5], we have
Lemma 4.2. Let (X, d,m) be as in Proposition 4.1 and let (X˜, d˜, m˜) be its universal cover. Then for p˜ ∈ X˜,
R > 2D, there exist rn →∞ such that
lim
n→∞
sm˜(p˜, rn + 5R)
sm˜(p˜, rn − 5R) ≥ e
10R(N−1−ǫ).
And by Proposition 3.6 in [5], for r(y) = d(p˜, y),∫
Bt(p˜)\{p˜}
∆r = sm˜(p˜, t).
The by Lemma 4.2 and Theorem 2.2 we have that
Lemma 4.3. Let X˜, r(y) be as above, then for An = Arn−5R,rn+5R(p˜),∣∣∣∣−
∫
An
∆r − (N − 1)
∣∣∣∣ ≤ Ψ(ǫ, r−1n |N,R).
Now fixed n. Let E be the maximal subset of x˜i ∈ An such that for i 6= j, BR(x˜i)∩BR(x˜j) = ∅. Then we
will find a subset E′ ⊂ E, such that for each x˜i ∈ E′, (4.1.1) and (4.1.2) hold.
Let F =
⋃
x˜i∈E BR(x˜i), then by Theorem 2.1 and the doubling property, we have that
(4.3)
m˜(F )
m˜(An)
≥ c(N,R) > 0.
Let S = {x ∈ An, ∃z ∈ X˜, d(p˜, z) = d(p˜, x) + d(x, z) = rn + 5R}. Let E1(η) = {x˜i ∈ E, m˜(BR(x˜i)\S)m˜(BR(x˜i)) < η}
and let F1(η) =
⋃
x˜i∈E1(η)BR(x˜i). Then again by Theorem 2.1 and Lemma 4.2, as [9, Lemma 5.5], we have
that
(4.4)
m˜(F1(η))
m˜(F )
≥ 1− η−1Ψ(ǫ|N,R).
Let E2(η) =
{
x˜i ∈ E,
∣∣∣−∫BR(x˜i)∆r − (N − 1)
∣∣∣ ≤ η−1Ψ(ǫ, r−1n |N,R)} and let F2(η) = ⋃x˜i∈E2(η)BR(x˜i).
Then by Lemma 4.3 and (4.3), as [9, Lemma 5.8],
(4.5)
m˜(F2(η))
m˜(F )
≥ 1− η.
Take η suitable small and let E′ = E1(η) ∩E2(η). Now by (4.3)-(4.5) and consider a deck transformation
of X˜, Proposition 4.1 is derived.
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4.2. Non-collapsing and Free limit group action. Let (Xi, di,mi) be as in (4.1), (4.2). Then by Theorem
3.2 and Theorem 4.1, we have the following diagram:
(4.6)
(X˜i, p˜i,Γi)
GH−−→ (Hk, p˜, G)
↓π˜i ↓π˜
(Xˆi, pˆi, Γˆi)
GH−−→ (Xˆ, pˆ, Gˆ)
↓πˆi ↓πˆ
(Xi, pi)
GH−−→ (X, p)
where by Theorem 3.2, there exist Γiǫ → G0, Xˆi = X˜i/Γiǫ, Γˆi = Γi/Γiǫ, pˆi = π˜i(p˜i), Xˆ = Hk/G0, Gˆ = G/G0
and Γˆi
isom∼= Gˆ.
As the same idea in [9, Theorem D], we could show that G0 = {e}, i.e., G act discretely and thus
h(Xi)→ k − 1.
In [36], Xu-Yao proved the generalized Margulis lemma in Alexandrov spaces.
Theorem 4.4 ([36]). Given N , there are ǫ(N), c(N) > 0, such that for an N -dimensional Alexandrov space
X with curvature ≥ −1, for x ∈ X, the subgroup of fundamental group at x that generated by loops of length
≤ ǫ(N) contains a nilpotent subgroup with index ≤ c(N).
In (4.6), if, in addition, {Xi} are N -dimensional Alexandrov spaces with curvature ≥ −1, then by [9,
Theorem 2.5] we have that G0 = {e}. Then by the same argument as [9, Theorem 4.5], we have h(Xi)→ k−1
and thus k = N .
Now, to complete Theorem 1.1, we only need to show that the discrete group G acts freely on HN .
For a metric measure space (X, d,m, x) and r > 0, consider the rescaled and renormalized metric measure
space (X, r−1d,mxr , x), where
mxr =
(∫
Br(x)
1− d(x, y)
r
dm(y)
)−1
m.
If (X, d,m) ∈ RCD∗(K,N), then (X, r−1d,mxr ) ∈ RCD∗(r2K,N).
In the proof of the free limit action [9, Theorem 2.1], we need two fact: (i) the universal cover is non-
collapsing and the volume convergence theorem holds which guarantees that the limit action is trivial iff the
convergent sequence of isometric actions is trivial; (ii) the Reifenberg condition which guarantees that for
each point y˜i ∈ X˜i with any rescalings ri → 0, (Xi, r−1i di, yi) GH→ (RN , dRN , 0). And then we could use the
properties of isometric actions on RN to derive that the limit isometric group action has no fixed point. In
(4.6), the fact (i) holds obviously. For the fact (ii), we have the following,
Theorem 4.5. Assume a sequence of RCD∗(K,N)-spaces, (Xi, di,mi, xi) is measured Gromov-Hausdroff
convergent to an N -dimensional Riemannian manifold (M, g, x) with sectional curvature bounded above by H ′.
Then for each sequence ri → 0, if (Xi, ridi,mxiri , xi) is measured Gromov-Hausdorff convergent to (Y, d,m, y),
we have that (Y, d,m, y) = (Rn, dRN , cHaus
N , 0), where c =
(∫
B1(0)
1− |y|dHausN (y)
)−1
.
Proof. Since (Xi, di,mi, xi)
mGH→ (M, g, x), by the compactness of RCD∗(K,N) spaces and [34, Theorem 1.7]
we have that (M, g) has Ricci curvature ≥ K and for r < R < 1,∣∣∣∣mi(Br(xi))mi(BR(xi)) −
vol(Br(x))
vol(BR(x))
∣∣∣∣→ 0, i→∞.
Then as i→∞, by volume comparison, we have that
∣∣∣∣mxiri (Br(xi))mxiri (BR(xi)) −
( r
R
)N ∣∣∣∣ ≤
∣∣∣∣mxiri (Br(xi))mxiri (BR(xi)) −
vol(Br(x))
vol(BR(x))
∣∣∣∣
+max
{∣∣∣∣∣ vol(B
H
rir)
vol(BHriR)
−
( r
R
)N ∣∣∣∣∣ ,
∣∣∣∣∣ vol(B
H
rir)
vol(BH
′
riR)
−
( r
R
)N ∣∣∣∣∣
}
→ 0,
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where vol(BHr ) is the volume of the ball with radius = r in the simply connected space form with sectional
curvature = H and H = KN−1 . And thus
m(Br(y))
m(BR(y))
=
( r
R
)N
.
Note that (Y, d,m) ∈ RCD∗(0, N) and the above equality holds for R → ∞ (Rri < 1). Thus by Theorem
2.4, we have that (Y, d,m, y) is isometric to (C(Z), dC(Z),mC(Z), y), where Z ∈ RCD∗(N − 2, N − 1), y is the
cone vertex.
If C(Z) is not isometric to RN , then as the discussion in [6, Theorem 9.69], take z ∈ C(Z), zi ∈
(Xi, r
−1
i di,m
xi
ri ), such that zi → z. Let si = r−1i di(zi, xi). Then si → dC(Z)(z, y) = s. As above we
have that
mxiri (Br+si(zi))
mxiri (BR+si(zi))
→
(
r + s
R+ s
)N
.
Again by Theorem 2.4, passing to a subsequence, we have (Xi, r
−1
i di) ⊃ BR+si(zi) → BR+s(z), where
BR+s(z) is a ball in a cone with vertex z. Thus C(Z) can be also viewed as a cone with vertex at z. Then a
ray from z to y can be extended to a line. By splitting Theorem 2.3, we have C(Z) = RN , a contradiction. 
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