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A FAMILY OF SCHUR MULTIPLIERS FOR TRIANGULAR
OPERATORS WITH APPLICATIONS
N. CHALMOUKIS AND G. STYLOGIANNIS
ABSTRACT. We construct a family of Schur multipliers for lower trian-
gular matrices on 퓁푝, 1 < 푝 < ∞ related to 휃-summability kernels, a
class of kernels including the classical Fejer, Riesz and Bochner kernels.
From this simple fact we derive diverse applications. Firstly we find a
new class of Schur multipliers for Hankel operators on 퓁2, generalizing
a result of E. Ricard. Secondly we prove that any space of analytic func-
tions in the unit disc which can be identified with a weighted 퓁푝 space,
has the property that the space of its multipliers is contained in the space
of symbols 푔 that induce a bounded generalized Cesáro operator 푇푔 .
1. INTRODUCTION
Consider the classical sequence spaces 퓁푝, 1 < 푝 < ∞ of all 푝−summable
infinite sequences {푥푘}푘≥0. These spaces have a “privileged" Schauder ba-
sis, namely the elements 푒푘 ∶= {훿푘푛}푘≥0, with respect to which a bounded
linear operator 퐴 ∈ (퓁푝) has a representation
[퐴] = (⟨퐴푒푘, 푒푛⟩)0≤푘,푛
as an infinite matrix, where the pairing ⟨⋅, ⋅⟩ is the standard 퓁푝− pairing.
Usually we denote by 푎푘푛 the entries of the matrix representation. From
now on we shall make little distinction between a bounded linear operator
itself and its matrix representation. A Schur multiplier is an infinite matrix
푆 = (휎푘푛)푘푛 such that
푆 ⊙ 퐴 ∶= (휎푘푛푎푘푛)푘푛 ∈ (퓁푝), ∀퐴 ∈ (퓁푝).
The pointwise product ⊙ is usually referred to as Schur or Hadamard mul-
tiplication. An application of the closed graph theorem shows, that we can
naturally define a norm on the space of Schur multipliers
‖푆‖푝 ∶= sup{‖푆 ⊙ 퐴‖(퓁푝) ∶ ‖퐴‖(퓁푝) ≤ 1}.
With this norm and the ⊙ multiplication the space of all Schur multipliers,
denoted by 푝 is a commutative Banach algebra. The study of this space, as
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an object with inherent interest, has been initiated in the seminal paper of
Bennett [4]. Since then, there has been a growing interest in Schur multipli-
ers (see for example [1], [5], [12] ).
In particular it seems the case that quite a few problems in operator theory,
but also in the study of spaces of analytic functions can be formulated in
terms of Schur multipliers. We will return to this point later, providing also
some applications of our main results.
Often in applications one only needs to know that a givenmatrix is a Schur
multiplier for a sub-class of matrices, more often than not for Hankel and
Toeplitz matrices. The drawback when studying Schur multipliers for such
classes is that a product of two Schur multipliers for e.g. Hankel matrices
need not be a Schur multiplier for Hankel matrices (same for Toeplitz etc)
hence such Schur multipliers do not form a Banach algebra.
What we propose here is to study Schur multipliers for lower (equiva-
lently upper) triangular operators. By lower triangular operator we intent an
operator which leaves invariant the set of functions which a have a zero of
order 푛 at the origin, for every 푛 ≥ 1.
This choice is motivated by several reasons. For one thing, Schur mul-
tipliers for lower triangular operators form a closed Banach sub-algebra of
푝, which we shall denote by ◺푝 , and therefore the tools from the classical
theory of Banach algebras are available. Moreover, a little less obvious is
that elements in ◺
2
are in fact Schur multipliers for Hankel operators on 퓁2
(see Section 2.1).
For Toeplitz operators this is not the case, but we will see that many ex-
amples of matrices in ◺
2
that we are going to construct will in fact be also
Schur multipliers for Toeplitz matrices.
Our first main theorem provides a simple way of constructing non trivial
Schur multipliers for lower triangular matrices.
Theorem 1.1. Let 휃 ∈ 퐶(ℝ) with support in [−1, 1], such that
|휃̂(푥)| = (|푥|−푎),
for some 푎 > 1. Then the matrix
Θ ∶=
{
휃
( 푘
푛 + 1
)}
0≤푘≤푛
is a Schur multiplier for lower triangular matrices on 퓁푝, 1 < 푝 < ∞.
The proof of the above theorem uses only elementary techniques. In fact
if one considers the kernel 퐾휃
푛
corresponding to the generating function 휃
퐾휃
푛
(푡) ∶=
∑
|푘|≤푛
휃
( 푘
푛 + 1
)
푒푖푘푡,
the theorem follows by elementary manipulations and some simple point-
wise estimates of these kernels.
There is a variety of examples of functions 휃 satisfying the hypothesis of
the theorem. A comprehensive list for example can be found in [21, Chapter
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2.11], but some particular kernels including the so called Bocher - Riesz
kernels are of special interest.
Corollary 1.2. Let 훾 > 0, 푎 > 0, 푝 > 1, we define the matrix
퐹푎,훾 ∶=
((
1 −
( 푘
푛 + 1
)훾)푎)
0≤푘≤푛.
Then 퐹푎,훾 belongs to ◺푝 . Moreover we have the Schur norm estimates
(1) ‖퐹푎,훾‖푆◺푝 = 훾(푎2), for ℕ ∋ 푎→ ∞, 훾 > 0,
(2) ‖퐹1,훾‖푆◺푝 = 푎(훾2), for 푎, 훾 ∈ ℕ ⧵ {0}.
The big O notation should be interpreted as usual. For example in (1) it
means that there exists a positive constant 푐훾 depending on 훾 such that for 푎
sufficiently large natural number, the quantity 푐훾푎
2 bounds the norm of 퐹푎,훾
and similarly for (2). This quantitative estimates are important for further
applications of the theorem and they are obtained by a careful examination
of the constants involved (see Section 3).
It is interesting to notice that in the special case 훾 = 푎 = 1 we have the
familiar coefficients of the Fejer kernel. A natural question that comes to
mind is how sharp is such a theorem. The case of the Fejer kernel is quite
indicative. First of all 퐹1,1 is not a Schur multiplier on 퓁
푝 for that would defy
the following criterion by Bennett [4] for 푝 = 2 and Coine [11] for 푝 ≠ 2.
Suppose that 푆 = (휎푘,푛) is a Schur multiplier and that the iterated limits
lim
푘
lim
푛
휎푘,푛 =∶ 퓁1, lim
푛
lim
푘
휎푘푛 =∶ 퓁2
exist. Then 퓁1 = 퓁2. An easy way to get around this problem is to ask if the
matrix (
푘
푛 + 1
)
0≤푘≤푛
is a Schur multiplier, which differs by 퐹1,1 only by the identity in 푆
◺
푝
. Sur-
prisingly enough, even this matrix satisfies Bennett’s criterion it is still not a
Schur multiplier. This can be seen by considering it’s action on the discrete
Hilbert transform.
 ∶= ( 1
푛 − 푘
)
푘≠푛.
One has,( 푘
푛 + 1
)
0≤푘<푛 ⊙ =
(푛 − 푘 + 1
푛 − 푘
1
푛 + 1
)
0≤푘<푛 +
( 1
푛 − 푘
)
0≤푘<푛.
One the rightwe have the sumof a bounded operator (dominated by twice the
Cesáro matrix) and an unbounded one (the lower truncation of the discrete
Hilbert transform), which proves our point. Similar considerations can be
carried out for other values of 훾 and 푎.
Our second result is more or less a consequence of Corollary 1.2 and the
elementary theory of Banach algebras. Again we shall see in Section 2.1
that this theorem has interesting applications.
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Theorem 1.3. For any 휆 ∉ 퐷(0, 1) ∩퐷(−1, 1), 훾 > 0, the matrices
푋1 ∶=
{ (푛 + 1)훾
푘훾 + 휆(푛 + 1)훾
}
0≤푘≤푛, 푋2 ∶=
{ 푘훾
푘훾 + 휆(푛 + 1)훾
}
0≤푘≤푛
belong to ◺
푝
, 1 < 푝 < ∞.
Organization of the material. We have organized the paper as follows. In
the next section we shall discuss the applications of our main results giving
the proofs assuming that Theorems 1.1 and 1.3 are true. In Section 3 we
prove Theorems 1.1 and 1.3. In the last section we discuss a mostly open
problem about the extensibility of an element in 퓁푝. Finally there exists
an appendix wherein we provide the pointwise estimates of the Fejer-Riesz
kernels with appropriate constants.
2. APPLICATIONS
2.1. Schur multipliers for Hankel matrices. The first application we are
going to draw is a generalization of the following result due to Ricard [20].
Theorem 2.1 ([20]). The matrix(
푘 + 1
푘 + 푛 + 1
)
푘,푛
is a Schur multiplier for bounded Hankel matrices on 퓁2.
It worth’s mentioning that this result apart from the independent interest
that it might have, it answers a question of Davindson and Paulsen about
CAR-valued Foguel-Hankel operators which are similar to a contraction (for
more details see [20] and [13]). The following corollary can be considered
as an asymmetric version of Ricard’s theorem.
Corollary 2.2. For Re 휆 > 0, the matrices( 푘 + 1
푘 + 휆푛 + 1
)
푘,푛
are Schur multipliers for Hankel operators on 퓁2.
Proof. This is more or less a corollary of Theorem 1.3 together with a the-
orem of Bonami and Bruna in [6], which says that if  is a bounded Han-
kel operator on 퓁2 then its triangular truncation, denoted by Π() is also
bounded on 퓁2. Therefore if 푆 ∈ ◺
2
푆 ⊙ = 푆 ⊙ Π() ∈ (퓁2).
Now notice that since Re 휆 > 0 it holds true that 휆, 1∕휆 ∉ 퐷(−1, 1), there-
fore Theorem 1.3 applies to both 휆 and its reciprocal. Furthermore,
(1) 푘 + 1
푘 + 휆푛 + 1
−
푘 + 1
푘 + 휆푛 + 휆
=
(푘 + 1)(휆 − 1)
(휆푛 + 푘 + 1)(휆푛 + 푘 + 휆)
.
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Which proves that also the matrix(
푘 + 1
푘 + 휆푛 + 1
)
푘≤푛
is a Schur multiplier for lower triangular matrices, since the matrix on the
right hand side of equation (1) is bounded as a product of a bounded Hilbert
type matrix and a matrix in 푆◺
2
, by Theorem 1.3. Since also the set of Schur
multipliers for Hankel operators is closed under taking the transpose of a
matrix ( 푘 + 1
푘 + 휆푛 + 1
)
푘,푛
=
( 푘 + 1
푘 + 휆푛 + 1
)
푘≤푛 +
1
휆
( 푛 + 1
푘 +
1
휆
(푛 + 1)
)푡
푘≤푛
− diag
{ 푛 + 1
휆(푛 + 1) + 1
}
푛≥0.
Which justifies the claim. 
It would be interesting to know if the theorem of Bonami and Bruna re-
mains valid when 푝 ≠ 2, or for weighted 퓁2 spaces, but this appears to be
a subtle question. The problem seems to be that the proof of Bonami and
Bruna uses the Nehari theorem and also some delicate estimates for the bi-
linear Hilbert transform due to Lacey and Thiele [16].
We should also mention that our approach is completely different from
the one followed by Ricard, which uses Hardy space theory.
2.2. Generalized Cesáro operators on weighted 퓁푝 spaces. If one iden-
tifies in the usual way the Hardy space in the disc 퐻2(픻) of power series
with square summable coefficients, with 퓁2, then the Cesáro operator takes
the form of a weighted integration operator, which we call 퐶 ,
퐶푓 (푧) =
1
푧 ∫
푧
0
푓 (푡)
1 − 푡
푑푡.
There is a certain generalization of this operator which turns out to be impor-
tant for applications in Hardy space theory. Namely for an analytic function
푔 in the disc we define the generalized Cesáro operator
푇푔푓 (푧) ∶= ∫
푧
0
푓 (푡)푔′(푡)푑푡.
(The factor 푧−1 is ommited since it doesn’t change the boundedness prop-
erties of 푇푔). Such operators, originated in the work of Calderon [9] and
Pommerenke [19] have been studied in most of the prominent examples of
spaces of analytic functions (see for example [2], [3], [7], [14], [17]).
Here we would like to focus on a particular feature of these operators,
which connects them with the multiplier space of a space of analytic func-
tions.
Let 푋 a Banach space of analytic functions in the unit disc and suppose
again 푔 is an analytic symbol. We can define the multiplication operator as
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follows
푀푔푓 ∶= 푓푔, ∀푓 ∈ 푋.
The space of symbols 푔 such that the corresponding operator푀푔 is bounded
on푋 , equipped with the norm induced by the operator푀푔 is called themul-
tiplier space of 푋 and denoted usually by Mult(푋). Same kind of reason-
ing leads to the space 푇 (푋), the space of symbols that induced generalized
Cesáro operators which are bounded on 푋. Both spaces are in all concrete
cases very important spaces associated to the function theory in the space
푋.
For example if푋 = 퐻푝, theHardy space in the unit disc, thenMult(퐻푝) =
퐻∞ and 푇 (퐻푝) = 퐵푀푂퐴 (analytic functions of bounded mean oscillation
), when 1 ≤ 푝 < ∞, or if 푋 = 퐴푝, 1 ≤ 푝 < ∞, the Bergman space in the
unit disc, thenMult(퐴푝) = 퐻∞, 푇 (퐴푝) =  (Bloch space).
The commonpattern seems to be that, even if푀(푋) contains only bounded
analytic functions the space 푇 (푋) is a space strictly containing Mult(푋),
which is more adopted to the function theory in 푋. This folklore percep-
tion is often expressed by saying that 퐵푀푂퐴 is the “right analogue" of퐻푝
when 푝→ ∞, and similarly for  and 퐴푝.
The fact thatMult(푋) ⊆ 푇 (푋) can be intuitively explained by the follow-
ing observation. Suppose that we call 휕 the derivative operator, and I the
integration operator, i.e.
I 푓 (푧) ∶= ∫
푧
0
푓 (푡)푑푡,
we have a relation of the form
푀푔 − 푇푔 = I ◦푀푔◦휕.
Although this suggest a similarity between the operators푀푔 and푀푔 − 푇푔,
it has to be taken with a grain of salt. The problem is that 휕 usually is not
bounded on 푋 and I is not exactly the inverse of 휕.
When, instead, one asks even the most basic questions about Mult(퓁푝)
and 푇 (퓁푝), 푝 ≠ 2 they seem intractable. More precisely we identify the se-
quences in 퓁푝 with the space of analytic functions in the unit disc with the
same Taylor coefficients, therefore we can see 퓁푝 as a Banach space of an-
alytic functions in the unit disc and the above definitions make sense. The
problem of understanding Mult(퓁푝) is not new (see the interesting survey
[10]) with a lot of open problems. While there hasn’t been systematic re-
search on 푇 (퓁푝) (the authors intent to return to the study of this space in a
feature work).
But what about our previous remark? Is it true at least that Mult(퓁푝) ⊆
푇 (퓁푝), 1 < 푝 < ∞? We are able to give an affirmative answer in great gen-
erality using again the Schur multipliers for lower triangular matrices that
we constructed. The class of spaces in which our result applies are spaces
of analytic functions in the unit disc which can be isometrically identified
with a weighted 퓁푝 space. To be more precise, let 휔 ∶= {휔푛} a sequence of
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(positive) weights, such that
(2) lim sup
푛
휔푛
휔푛+1
≤ 1.
Then for a sequence {푎푛} ∈ 퓁
푝(휔) the powerseries with coefficients {푎푛}
converges in the unit disc and therefore it has meaning to talk about 퓁푝(휔)
as a space of analytic functions in the unit disc.
Theorem 2.3. For any 푝 ∈ (1,∞), and any weight 휔 which satisfies (2)
Mult(퓁푝(휔)) ⊆ 푇 (퓁푝(휔)).
Proof. By the definition of the norms involved, the diagonal operator
푈 ∶ 퓁푝 ↦ 퓁푝(휔)
푈 ∶= diag
{ 1
휔
1∕푝
푛
}
is a surjective isometry. Therefore by a standard computation on the mono-
mials we see that for an analytic symbol 푔 with coefficients 푔푘 the multipli-
cation operator푀푔 on 퓁
푝(휔) is isometrically equivalent (through 푈 ) to the
operator (푔푛−푘휔1∕푝푛
휔
1∕푝
푘
)
0≤푘≤푛,
acting on the (unweighted) 퓁푝. While 푇푔 is isometrically equivalent to((
1 −
푘
푛 + 1
)푔푛−푘휔1∕푝푛
휔
1∕푝
푘
)
0≤푘≤푛,
on 퓁푝. At this point the theorem is a direct corollary of Theorem 1.1 for the
Fejer kernel. 
An interesting consequence of this theorem is that it provides a completely
operator theoretic proof of the fact that퐻∞ ⊆ 퐵푀푂퐴,.
3. PROOF OF THE MAIN THEOREMS
The proof of the the following elementary lemma can be found scattered
around the literature. We provide a short proof of it for the sole purpose of
completeness.
Lemma 3.1. Let 휃 ∈ 퐶(ℝ) with support contained in [−1, 1], and
|휃̂(푥)| = (|푥|−푎),
for some 푎 > 1. Then the kernel
푘휃
푛
(푡) ∶=
∑
|푘|≤푛
휃
( 푘
푛 + 1
)
푒푖푘푡
satisfies
(1) ‖푘휃
푛
‖퐿1(핋 ) ≤ ‖휃̂‖퐿1(ℝ).
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(2) |푘휃
푛
(푥)| ≤ 푐min{푛 + 1, (푛 + 1)−(푎−1)|푥|−푎},
for an absolute constant 푐 > 0.
Proof. Consider the corresponding continuous kernel
퐾휃
푇
(푥) ∶ = ∫
푇
−푇
휃
( 푡
푇
)
푒푖푡푥푑푡
= 푇 휃̂(푥푇 ).
By the Poisson summation formula we have that
푘휃
푛
(푥) =
∑
푘∈ℤ
퐾휃
푛
(푥 + 2푘휋).
Hence,
‖푘휃
푛
‖퐿1(핋 ) ≤ ‖퐾휃푛‖ = ‖휃̂‖퐿1(ℝ) < +∞.
Also,
|푘휃
푛
(푥)| ≤ (2푛 + 1)‖휃‖퐿∞(ℝ).
Finally,
|푘휃
푛
(푥)| ≤ 푛∑
푘∈ℤ
|휃̂(푛푥 + 2푘푛휋)|
≤ 푐푛∑
푘∈ℤ
1|푥푛 + 2푘휋푛|푎
≤ 2푐 푎
푎 − 1
1|푥|푎푛푎−1 , 푥 ≠ 0.

Theorem 1.2 will now follow from a slightly more general result.
Theorem 3.2. Let {휑푛} ⊂ 퐿
1(핋 ) be a family of kernels which satisfy:
(1) 휑푛 is a trigonometric polynomial of degree 푛.
(2) ‖휑푛‖퐿1 ≤ 휌,
(3) |휑푛(푡)| ≤ 휌min{푛 + 1, 1(푛+1)푎푡푎+1}, 푎 > 0,−휋 < 푡 < 휋.
Then the matrix
Φ ∶=
{
휑̂푛(푘)
}
푘,푛
is a Schur multiplier for lower triangular matrices on 퓁푝 for 푝 > 1. Further-
more,
‖Φ‖◺푝 = 푎,푝(휌), as 휌→ ∞.
Proof. Suppose now that 푥 = (푥푘) ∈ 퓁
푝. By Hölder’s inequality and the
fact that ‖휑푛‖퐿1 ≤ 휌 we have that,
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‖Φ⊙퐴(푥)‖푝
퓁푝
=
∞∑
푛=0
|||||
푛∑
푘=0
푎푛푘휑̂푛(푘)푥푘
|||||
푝
=
∞∑
푛=0
|||||∫
휋
−휋
휑푛(푡)
푛∑
푘=0
푎푛푘푥푘푒
푖푘푡 푑푡
2휋
|||||
푝
≤휌 푝푞
∞∑
푛=0
∫
휋
−휋
||휑푛(푡)|| ⋅ |||||
푛∑
푘=0
푎푛푘푥푘푒
푖푘푡
|||||
푝
푑푡
2휋
≤2푝−1휌 푝푞
∞∑
푛=0
∫
휋
−휋
||휑푛(푡)|| ⋅ |||||
푛∑
푘=0
푎푛푘푥푘(푒
푖푘푡 − 1)
|||||
푝
푑푡
2휋
+ 2푝−1휌
푝
푞
∞∑
푛=0
|||||
푛∑
푘=0
푎푛푘푥푘
|||||
푝
≤2푝−1휌푝
∞∑
푛=0
(푛 + 1)∫|푡|< 1
푛+1
|||||
푛∑
푘=0
푎푛푘푥푘(푒
푖푘푡 − 1)
|||||
푝
푑푡
2휋
+ 2푝−1휌푝
∞∑
푛=0
∫ 1
푛+1
<|푡|<휋
1
(푛 + 1)푎|푡|푎+1
|||||
푛∑
푘=0
푎푛푘푥푘(푒
푖푘푡 − 1)
|||||
푝
푑푡
2휋
+ 2푝−1휌
푝
푞 ‖퐴‖푝‖푥‖푝
퓁푝
.
Lets call the two main terms appearing above (I) and (II) in order of appear-
ance. In order to estimate these terms, for 푛 ∈ ℕ we define
(3) 푆푛(푡) ∶=
푛∑
휆=0
||||||
휆∑
푘=0
푎휆푘푥푘(푒
푖푘푡 − 1)
||||||
푝
.
Notice that if we define a sequence 푦푘 = 푥푘(푒
푖푘푡 − 1) for 0 ≤ 푘 ≤ 푛, 푦푘 = 0
otherwise we have that
(4) 푆푛(푡) =
푛∑
휆=0
||||||
휆∑
푘=0
푎휆푘푦푘
||||||
푝
≤ ‖퐴(푦)‖푝
퓁푝
≤ ‖퐴‖푝 푛∑
푘=0
|푥푘|푝|푒푖푘푡 − 1|푝.
(Notice that this is the only place where we use the assumption that 퐴 is
lower triangular.) With this estimate in hand we go back to estimate (I) and
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(II). Fix푀 > 0 and by Abel’s summation by parts we have
I = ∫
휋
−휋
푀∑
푛=0
(푛 + 1)휒[|푡|< 1
푛+1
](푡)
|||||
푛∑
푘=0
푎푛푘푥푘(푒
푖푘푡 − 1)
|||||
푝
푑푡
2휋
= ∫
휋
−휋
푀∑
푛=0
(푛 + 1)휒[|푡|< 1
푛+1
](푡)
(
푆푛(푡) − 푆푛−1(푡))
) 푑푡
2휋
= ∫
휋
−휋
푀−1∑
푛=0
(
(푛 + 1)휒[|푡|< 1
푛+1
](푡) − (푛 + 2)휒[|푡|< 1
푛+2
](푡)
)
푆푛(푡)
푑푡
2휋
+ ∫
휋
−휋
(푀 + 1)휒[|푡|< 1
푀+1
](푡)푆푀 (푡)
푑푡
2휋
≤
푀−1∑
푛=0
(푛 + 1)∫ 1
푛+2
<|푡|< 1
푛+1
푆푛(푡)
푑푡
2휋
+ (푀 + 1)∫
1
푀+1
−
1
푀+1
푆푀 (푡)
푑푡
2휋
≤
∞∑
푛=0
(푛 + 1)∫ 1
푛+2
<|푡|< 1
푛+1
푆푛(푡)
푑푡
2휋
+
2푝
휋
‖퐴‖푝‖푥‖푝
퓁푝
=∶ I′ +
2푝
휋
‖퐴‖푝‖푥‖푝
퓁푝
.
But,
I′ ≤2‖퐴‖푝 ∞∑
푛=0
(푛 + 1)∫
1
푛+1
1
푛+2
푛∑
푘=0
|푥푘|푝(푘푡)푝푑푡
≤ 2‖퐴‖푝 ∞∑
푘=0
푘푝|푥푘|푝 ∞∑
푛=푘
1
(푛 + 1)푝+1
≤ 2‖퐴‖푝 ∞∑
푘=0
푘푝|푥푘|푝 ∫
∞
푘
1
푥푝+1
푑푥
≤ 2
푝
‖퐴‖푝‖푥‖푝
퓁푝
.
For (II) we use a similar method. Fix푀 > 0,
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푀∑
푛=0
∫ 1
푛+1
<|푡|<휋
1
(푛 + 1)푎|푡|푎+1 |||
푛∑
푘=0
푎푛푘푥푘(푒
푖푘푡 − 1)
|||푝 푑푡2휋
=∫
휋
−휋
푀∑
푛=0
1
(푛 + 1)푎
휒[ 1
푛+1
<|푡|<휋](푡)|||
푛∑
푘=0
푎푛푘푥푘(푒
푖푘푡 − 1)
|||푝 푑푡2휋|푡|푎+1
≤
∞∑
푛=0
(
1
(푛 + 1)푎
−
1
(푛 + 2)푎
)
∫ 1
푛+1
<|푡|<휋 푆푛(푡)
푑푡
2휋|푡|푎+1
+
1
(푀 + 1)푎 ∫ 1
푀+1
<|푡|<휋 푆푀(푡)
푑푡
2휋|푡|푎+1
≤
∞∑
푛=0
(
1
(푛 + 1)푎
−
1
(푛 + 2)푎
)
∫ 1
푛+1
<|푡|<휋
푛∑
푘=0
|푥푘|푝|푒푖푘푡 − 1|푝 푑푡
2휋|푡|푎+1‖퐴‖푝
+
2푝
푎휋
‖퐴‖푝‖푥‖푝
퓁푝
=
∞∑
푘=0
|푥푘|푝 ∞∑
푛=푘
(
1
(푛 + 1)푎
−
1
(푛 + 2)푎
)
∫ 1
푛+1
<|푡|<휋
|푒푖푘푡 − 1|푝
2휋|푡|푎+1 푑푡‖퐴‖푝
+
2푝
휋푎
‖퐴‖푝‖푥‖푝
퓁푝
=II′ +
2푝
푎휋
‖퐴‖푝‖푥‖푝
퓁푝
.
We estimate the integral in II’ as follows:
∫ 1
푛
<|푡|<휋
|푒푖푘푡 − 1|푝|푡|푎+1 푑푡2휋 ≤ 2푘푝 ∫
1
푘
1
푛
푡푝−푎−1
푑푡
2휋
+ 2푝+1 ∫
휋
1
푘
1
푡푎+1
푑푡
2휋
≤ 1
휋
(
1
푝 − 푎
+
2푝
푎
)푘푎.
Here note that we can always assume that 푎 ≤ 1, so 푝 > 푎. Consequently,
II′ ≤ 1
휋
(
1
푝 − 푎
+
2푝
푎
)푘푎
∞∑
푛=푘
(
1
(푛 + 1)푎
−
1
(푛 + 2)푎
)
≤ 1
휋
(
1
푝 − 푎
+
2푝
푎
).

Corollary 1.2 now follows by known estimates on the Fourier transform
of an elementary function.
Lemma 3.3. [8, Lemma 2] Let 푎, 훾 > 0 and
휙푎,훾 (푥) ∶= max{0, (1 − |푥|훾)}푎.
Then
휙̂푎,훾(푥) ≤ 푐(푎, 훾)|푥|−min{1,훾,푎}−1
12 N. CHALMOUKIS AND G. STYLOGIANNIS
In order to obtain the quantitative behaviour of the Schur multiplier norm
claimed in Corollary 1.2 we need the following quantitative estimates for
the constant 푐(푎, 훾) in the previous lemma
(1) 푐(푎, 훾) = 훾 (푎2), for ℕ ∋ 푎 → ∞, 훾 > 0,
(2) 푐(푎, 훾) = 푎(훾2), for 푎, 훾 ∈ ℕ ⧵ {0}.
The way to obtain these estimates is based on calculus arguments and the
proof of [8, Lemma 2]. A discussion of the proof can be found in the ap-
pendix.
The second main theorem will follow from some considerations on the
spectrum of the elements in ◺
푝
.
Proof of Theorem 1.3. Let us denote by 푋⊙푁 the 푁 th Hadamard power of
a matrix (i.e. the matrix with every entry elevated to the power 푁). From
Theorem 1.2 we have that
lim
푁→∞
‖퐹⊙푁
1,훾
‖ 1푁◺푝 = lim푁→∞‖퐹푁,훾‖
1
푁
◺푝 ≤ lim푁→∞푁
2
푁 = 1.
The existence of the limit is guaranteed by the fact that we are in a Banach
algebra. By the spectral radius formula we know that
휎(퐹1,훾) ⊆ 퐷(0, 1),
where 휎(퐹1,훾) denotes the spectrum of the Schur multiplier operator. Denote
now by◺ the lower triangular matrix with all entries below or on the diag-
onal equal to 1. By a similar argument and a second application of Theorem
1.2
lim
푁→∞
‖(◺ − 퐹1,훾)⊙푁‖ 1푁◺푝 = lim푁→∞‖◺ − 퐹1,푁훾‖
1
푁
◺푝
= lim
푁→∞
‖◺ − 퐹1,⌊푁훾⌋−1‖ 1푁◺푝
≤ lim
푁→∞
(⌊푁훾⌋ − 1) 2푁
= 1.
Combining both estimates we arrive at
휎(퐹1,훾) ⊆ 퐷(0, 1) ∩퐷(1, 1).
Hence, if 휆 ∉ 퐷(−1, 1) ∩퐷(0, 1) the matrix
(휆 + 1)◺ − 퐹1,훾 = (휆 +
(
푘
푛 + 1
)훾
)0≤푘≤푛
is invertible in ◺
푝
. But the inverse is obtained just by taking the algebraic
inverse of the entries of the matrix pointwise, i.e.
((휆 + 1)◺ − 퐹1,훾)
−1 = (
(푛 + 1)훾
푘훾 + 휆(푛 + 1)훾
)0≤푘≤푛.
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To see why also 푋2 is in ◺푝 compute
(◺ − 퐹1,훾)((휆 + 1)◺ − 퐹1,훾)
−1 = (
푘훾
푘훾 + 휆(푛 + 1)훾
)0≤푘≤푛,
which also belongs to ◺
푝
.

3.1. Extensibility of Schur multipliers for lower triangular operators.
In this short section we would like to draw attention to a problem connected
to multipliers in ◺
푝
that we think that is very interesting. Suppose that a
lower triangular matrix 푆 has the following property. There exists a matrix
푇 ∈ 푝 such that
Π(푇 ) = 푆.
If this happens we say that 푇 extends to a Schur multiplier in 푆푝. Of course
if 푇 is such it is also a Schur multiplier for lower triangular matrices on 퓁푝.
The converse it is not at all clear.
Problem 3.4. Is it true that every element in◺
푝
, 1 < 푝 < ∞ can be extended
to a Schur multiplier in 푝 ?
In particular we do not know whether the examples constructed in Corol-
lary 1.2 and Theorem 1.3 satisfy this extensibility property. A necessary
condition that a Schur multiplier for lower triangular operatrs has to satisfy
in order to be extensible is to be completely bounded as an operator on the
space of bounded lower triangular operators. That is because every Schur
multiplier in 퓁2 is completely bounded [18, Theorem 5.1].
In the particular case that 푎 ∶= {푎푘}푘≥0 and 푝 = 2 is a sequence of com-
plex numbers and 푇푎 is the corresponding (lower triangular) Toeplitz matrix,
it can be seen without difficulty that this is indeedÎť the case.
Proposition 3.5. For 푎 and 푇푎 as before, 푇푎 ∈ 푆
◺
2
if and only if
휏(푧) ∶=
∑
푘≥0
푎푘푧
푘
is a Cauchy transform of a finite (complex) Borel meausre on the unit circle.
Proof. If 휏 is such, that means that there exists a finite Borel measure 휇 such
that 푎푘 are the positive Fourier coefficients of 휇. Then by [4, Theorem 8.1]
푇푎 extends to a Schur multiplier in 푆2. Suppose now that 푇푎 ∈ 푆
◺
2
. Let us
denote by ∗ the coefficient wise multiplication of two power series. Then
for a bounded holomorphic function ℎ we have
‖푇푎 ⊙ 푇ℎ‖퓁2 = ‖푇휏∗ℎ‖퓁2 = ‖휏 ∗ ℎ‖퐻∞ < +∞.
In other words 휏 is a coefficient self-multiplier for퐻∞, and this is equivalent
[15, Theorem 10.1.2] to being a Cauchy transform of a finite Borel measure.

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A similar reasoning, with the aid of the theorem of Bonami and Bruna
[6] shows that this is also the case when we consider multipliers of the form
Π() where is a Hankel type matrix.
4. APPENDIX
Proof of Lemma 3.3. We have that
(5) 휙̂푎,훾(푥) = 2∫
1
0
(1 − 푡훾)푎푐표푠(푥푡) 푑푡.
The proof breaks down in the following two cases.
Case I: Let 푎 ∈ ℕ, 훾 ≥ 1. In this case we integrate by parts twice in (5) and
estimate in the obvious way.
Case II: Let 푎 ∈ ℕ, 0 < 훾 < 1. This is the more tricky case and we generally
follow [8, Lemma 2]. In order to not overload the exposition with calcula-
tions we try only to highlight the modifications of the original proof in order
to get the quadratic growth.
We make use of the following decomposition of unity:
휓1(푥) + 휓2(푥) + 휓3(푥) = 1, 푥 ∈ [0, 1],
휓푖 ∈ 퐶
∞
푐
(ℝ) as in [8, Lemma 2]. Let 퐶휓푖 = max{sup{|휓 (푛)푖 (푥)|, 푥 ∈
ℝ}, 푛 = 0, 1, 2}. Then
휙̂푎,훾(푥) = 퐼1(푥) + 퐼2(푥) + 퐼3(푥)
with 퐼푖(푥) = ∫ 10 (1 − 푡훾)푎휓푖(푡)푒푖푥푡 푑푡. By integrating 퐼2 twice by parts one
finds that
|퐼2(푥)| ≤
(
4푎2훾
(
훿
2
)훾−2
+ 1
)
퐶휓2 ⋅
1|푥|푛 = 퐶1(푎, 훾) 1|푥|푛 , 푛 = 1, 2.
The integral 퐼1 is estimated as in [8, Lemma 2]. This gives :
|퐼1(푥)| ≤ 7푎2훾 + 2푎2 + 2
훾
퐶휓1 ⋅
1|푥|1+훾 = 퐶2(푎, 훾) 1|푥|1+훾 .
For 퐼3 we work as follows: Performing the change of variable 푦 = 1 − 푡
gives
퐼3(푥) = ∫
1
0
(1 − (1 − 푦)훾)푎휙3(1 − 푦)푒
푖푥(1−푦) 푑푦.
Integrating by parts twice we estimate:
|퐼3(푥)| ≤ (2 + 5푎2훾(1 − 훿)훾−2)퐶휓3 ⋅ 1|푥|푛 = 퐶3(푎, 훾) 1|푥|푛 , 푛 = 1, 2.
A FAMILY OF SCHUR MULTIPLIERS... 15
Summarizing
퐼(푥) ≤ max{퐶1, 퐶2, 퐶3} 1|푥|훾+1 .

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