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We study the effects of primordial magnetic fields on the inflationary potential in the context of
a warm inflation scenario. The model, based on global supersymmetry with a new-inflation-type
potential and a coupling between the inflaton and a heavy intermediate superfield, is already known
to preserve the flatness required for slow-roll conditions even after including thermal contributions.
Here we show that the magnetic field makes the potential even flatter, retarding the transition and
rendering it smoother.
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I. INTRODUCTION
Magnetic fields are ubiquitous in the universe. They
have been observed up to galaxy clusters [1] and super-
clusters [2] (for comprehensive reviews see Refs. [3]) and
there is indirect evidence, from gamma-ray observations
of blazars [4], of a pervasive intergalactic magnetic field,
with a lower bound of 10−16 − 10−15 Gauss. Despite
their widespread presence, their origin is currently un-
known. There are two basic possibilities for their genera-
tion: they could be either primordial or produced during
processes associated to large scale structure formation.
The growing observational evidence for the presence of
magnetic fields at all astrophysical scales strengthens the
idea of the primordial origin of cosmic magnetism. This
possibility has in turn two related consequences for the
cosmological model: on the one hand, the mechanisms for
their generation, development and amplification have to
be found and on the other, it is necessary to consider their
contribution, together with temperature corrections, into
the scenario of the very early universe evolution.
A series of mechanisms for the early generation of mag-
netic fields have been proposed [5–8] (see also Ref. [9] for
a review). However, none of these mechanisms is problem
free. The difficulty is to obtain both the required scale
and amplitude to match the presently observed fields.
Some mechanisms have also addressed the generation
of magnetic fields during inflation. One of these relies
on the fact that large-scale cosmological magnetic fields
can be created by the same mechanism that generates
density fluctuations, i.e., quantum fluctuations in the
Maxwell field that are excited inside the horizon and are
expected to freeze-out as classical electromagnetic waves
once they cross the Hubble radius. These initially static
electric and magnetic fields can subsequently lead to cur-
rent supported magnetic fields, once the excited modes
reenter the horizon. Nevertheless, the problem is to tie
these seeds to present observations since magnetic fluc-
tuations that survive a period of de Sitter expansion are
typically too weak to match the present observations, as
long as magnetic fields decay adiabatically with the uni-
verse expansion. To avoid this huge suppression, either
a mechanism that breaks conformal invariance of elec-
tromagnetism must be introduced [5], [10] (see however
[11]), or we have to rely on the fact that the curvature
of the background space can modify this adiabatic de-
cay law [12]. Another possible mechanism is to consider
that non-Abelian gauge theories may have a ferromagnet-
like vacuum (Savvidy vacuum), with a non-zero magnetic
field, even at high temperatures [13, 14]. The formation
of this non-trivial vacuum state at GUT scales can give
rise to a Maxwell magnetic field imprinted on the comov-
ing plasma. An obstacle to inflationary magnetogenesis
is the so-called back reaction problem [15], that consists
on the observation that the generation of magnetic fields
during inflation increases the energy density of the elec-
tromagnetic field, which can eventually dominate over
the inflaton energy.
Whether or not these primordial magnetic fields
(PMF) survive up to the present epoch and are able to
match the observed cosmic fields, there are good chances
that they were present during the early universe, where
phase transitions also provided suitable conditions for
their generation, such as charge separation, turbulence
and departure from equilibrium. PMF directly inter-
act with baryons, modifying these particles’ evolution
and velocity, and indirectly influence photons, through
the tight coupling between baryons and photons at that
epoch. Cold dark matter is also indirectly affected,
through gravitational interaction. In order to gain some
insight on the features and strength of PMF, one can re-
sort to cosmic observational events to provide clues for
the building of a cosmological magnetic model.
The effects of PMF on cosmological phase transitions
have been widely studied. These phase transitions in-
clude the electroweak phase transition [16–18], with par-
2ticular emphasis on the baryogenesis process (See [19] for
a review; see also [20]), or the supersymmetry phase tran-
sition [21]. The studies include also the effects of PMF on
the cosmic background radiation (see e.g. [22] and refer-
ences therein), on the nucleosyhtesis process (a detailed
review can be found in [23]), on structure formation [24]
and on the primordial gravitational waves spectrum [25].
Assuming that the PMF power spectrum PB(k) de-
pends on k as a simple power law function on large scales,
PMF are fully described by two parameters: the spectral
index, nB (an important parameter for the discrimina-
tion between models of magnetogenesis) and the root-
mean-square of the field smoothed over length scale λ,
Bλ. Alternatively, in some works, bounds on the total
magnetic field energy density are found, and not on the
smoothed amplitude of the magnetic field. Limits ob-
tained at different events typically involve different co-
herence scales, which are related to the Hubble horizon
size at that epoch. The reported strengths are usually
scaled to present values (B0), assuming adiabatic evolu-
tion.
From nucleosynthesis, an upper bound of B0 ≤ 3 ×
10−7 G, at length scales of the order of the Hubble hori-
zon size at BBN time (which today corresponds approx-
imately to 100 pc) [26] or an updated value 〈B0〉 ≤
1.5 × 10−6 G (related to the contribution to the lo-
cal field amplitude B from all wavelengths) [27] can be
found. From the large-scale structure formation process,
the imprints of PMF can be searched for through the
thermal-SZ effect, leading to the bound B0 ∼ 10−8 G
(see e.g. [28] and references therein), the Lyman-alpha
forest: B0 ∼ 10−9 G, at scales 1 Mpc for a range of nearly
scale invariant models, corresponding to magnetic field
power spectrum index n ≃ −3 [29], or the matter power
spectrum, leading to the bound of B0 ∼ 1.5− 4.5× 10−9
G and nB ∈ [−3,−1.5], considering the total magnetic
field energy density [30].
A lot of work has been done in the field of the obser-
vational constraints considering different aspects of the
interaction of primordial magnetic fields with the CMB,
as well as different features and scales of these cosmic
fields (see for example [31] and references therein). Con-
straints have been derived using the CMB temperature
and polarization power spectra [32, 33], Faraday rotation
[34] and studying its non-Gaussian correlations, consid-
ering the bispectrum [35], as well as the trispectrum [36].
The upper bounds that are established are between a
few and tenth of nano Gauss. Let us consider, in par-
ticular, the last bounds obtained from Planck data. The
constraints with the Planck+WP likelihood, where WP
stands for WMAP9 large-scale polarization likelihood,
are B1Mpc < 4.1 nG, with a preference for negative spec-
tral indices at the 95% confidence level. These limits are
improved using Planck+WP+highL to B1Mpc < 3.4 nG,
where highL means that data from ACT (Atacama Cos-
mology Telescope) and SPT (South Pole Telescope) at
high angular scales are used [32]. These new constraints
are consistent with, and slightly tighter, than previous
limits from CMB.
In view of these constraints, in this work we consider
the possibility of having PMF with magnitudes of the
order of nano Gauss, scaled to present days. With these
values, the hierarchy of scales in the problem is estab-
lished as eB < m2 ≪ T 2, with m a characteristic mass
scale and T , the temperature.
Inflation has been considered both as a process that
constrains as well as one able to generate PMF, whereas,
as far as we know, the implications on the cosmic infla-
tion potential of these PMF have not yet been explored.
In particular, given that the warm inflation model aims
to fully include the effect of all the interactions on the
inflaton dynamics, it is important to consider these PMF
at the inflation epoch. In this work we study the effects
of PMF on the warm inflationary potential.
The paper is organized as follows: In Sec. II, we
recall the basic features of the warm inflation scenario
and recall the calculation involving purely thermal ef-
fects [46]. In Sec. III, we introduce the formalism that
allows to include the thermo-magnetic contributions to
the self-energies of the heavy sector and through them
the modification to the vacuum energy. We show that
the magnetic field contributes to the flattening of the
inflation potential and thus preserves the conditions for
slow roll. Finally we summarize and conclude in Sec.
IV. We leave for the appendices the explicit calculations
of the thermo-magnetic corrections to the heavy sector
masses and effective potential in the presence of a mag-
netic background.
II. THE MODEL
A. Warm inflation
Early models of inflation -dubbed super-cooled models
(see e.g. [38] for a review)- assumed very little interaction
of the inflaton with all other fields until the reheating pro-
cess, at the end of inflation. With the proposal of warm
inflation [39, 40], this picture changed: the inflaton is now
assumed to interact with other fields, both during the in-
flationary expansion as well as at reheating, in a contin-
uous and more natural way. It is a model where (near)
thermal equilibrium conditions are maintained during the
inflationary expansion, with no need for very flat poten-
tials, nor for a tiny coupling constant. The model does
require a dissipative component Γ of sizable strength as
compared to the expansion rate of the universe. This is
opposed to the standard inflationary scenario where the
damping term comes only from the universe’s expansion.
This additional dissipation is responsible for producing
radiation since during an exponential expansion, the dis-
sipation is dissolved very quickly and a source of radia-
tion is needed. In this way, the equation of motion for
the inflaton φ becomes
3φ¨+ (3H + Γ)φ˙+ VT,φ = 0, (1)
where H is the Hubble parameter, and VT,φ is the deriva-
tive with respect to φ of the inflaton effective poten-
tial (usually taken as the finite temperature one-loop
Coleman-Weinberg potential). Warm inflation requires
Γ > 3H .
On the observational side, Planck’s results establish a
series of constraints on the abundant family of inflation-
ary potentials proposed up to now [41]. Given that the
lack of detection of primordial non-gaussianites is a ro-
bust experimental result, stringent bounds on a series of
inflationary scenarios can be established, among these,
warm inflation. It follows that the strongly-dissipative
regime required for this scenario is constrained, never-
theless this remains still viable (see however [42] and ref-
erences therein, for a possible overproduction of graviti-
nos). It is interesting to note that not only the potentials
typically employed in warm inflation models (new, nat-
ural, hybrid-type inflationary potentials) survive the se-
vere Planck’s analysis, but also that some potentials that
are essentially ruled out by Planck in the context of cold
inflation, are completely in agreement with observations
when the inflation evolves in a thermal bath [43–45].
Since in warm inflation radiation is produced during
the whole epoch of inflation, light fields, associated to
this radiation, must be present in the Lagrangian. In
these models, the inflaton interacts all the time with
other fields, but its direct interaction with the light fields
brings up some inconsistencies. Since the inflaton has a
large expectation value, fields that interact directly with
it acquire large masses. This fact is inconsistent with the
radiation-like nature of such fields. Alternatively, one
could limit the value of the coupling between the infla-
tion and the light fields. However this would require an
extremely low upper bound for the coupling, which in
practice would make the interaction negligible. In view
of these observations, a heavy field is introduced. This
field acts as a mediator for the inflaton decay into light
fields. This mechanisms results in a two step process of
radiation production, φ → χ → y˜y˜, where φ represents
the inflaton, χ the intermediary field and y˜ the light sec-
tor, composed of fermions Φy and scalars y. Also, in
order to keep the flatness of the potential, one can resort
to work within the framework of supersymmetry, since
with such scenario, quantum fluctuations from fermions
and bosons cancel out, which is a welcome feature to
avoid spoiling the slow-roll conditions that are necessary
for the flatness of the potential.
Once radiation is present during the whole inflation
epoch, it is important to compute thermal corrections
coming from the light particles to verify whether in a
finite temperature environment the slow-roll conditions
are still maintained. It has been shown that in the con-
text of supersymmetry [44, 46] and natural inflation [47],
the quantum and radiative corrections do not spoil the
slow-roll conditions required for inflation.
We start by briefly describing the supersymmetric
model used in Ref. [46] and the results when considering
only finite temperature corrections.
Within the above mentioned conditions, the superpo-
tential is
W = gΦΛ2 − gΦX2, (2)
where the scalar components of the chiral superfields Φ
and X are ϕ and χ, respectively. Λ is a constant. The
scalar interaction terms are derived from the superpoten-
tial in Eq. (2) as
LS = −|∂ΦW |2 − |∂XW |2. (3)
Defining φ =
√
2 Re(ϕ), the inflaton potential, up to one
loop coprrection is
V (φ) =
1
2
g2M2s
[
φ2 ln
(
φ2
φ0
)
+ φ20 − φ2
]
, (4)
where φ0 is the vev of the inflaton field.
To complete the two stage decay process, a light sector
Y is introduced and its interaction with the heavy field
X is given by:
Wlight = −hXY 2. (5)
Furthermore, a Yukawa sector is added to represent the
interaction between the scalar and the fermionic sector:
LYukawa = −1
2
∂2W
∂φn∂φm
ψ¯nPLψm − 1
2
∂2W ∗
∂φ∗n∂φ∗m
ψ¯nPRψm,
(6)
where φm is a superfield and
PL,R = (1∓ γ5)/2. (7)
The quantum corrections to the inflaton potential are
shown to be small due to fermion-boson cancellations.
The contribution from thermal corrections to the infla-
ton mass coming from heavy sector loops is Boltzmann
suppressed. These X fields are too heavy to be pro-
duced on shell and only appear as virtual χ (bosons)
and Ψχ (fermions) pairs, that decay into the light fields.
The heavy fields also decay to inflaton particles through
χ → yyφ but this is a sub-leading process compared to
χ → y˜y˜, [43]. Furthermore, it is assumed that there is
a soft SUSY breaking in the heavy sector and that light
radiation thermalizes.
We are interested in the full set of interactions that
involve the inflaton and the χ field, that can be read
off from the scalar (Ls) and fermion (Lf ) sectors of the
Lagrangian, given by
Ls = g2|Λ2 − |χ|2|2 + 4g2|ϕ|2|χ|2
+ 4h2|y|2|χ|2 + h2|y|4 + 2gh(y2ϕ†χ† + y†2ϕχ) (8)
Lf = g(ϕψχPLψχ + ϕ†ψχPRψχ)
+ h(χψyPLψy + χ
†ψyPRψy)
+ 2g(χψχPLψϕ + χ
†ψχPRψϕ)
+ 2h(yψyPLψχ + y
†ψyPRψχ), (9)
4ΨΧ ΨΧ
yi
Ψy
FIG. 1. Feynman diagram for the heavy fermion sector self-
energy. Double line indicates particles can couple to an ex-
ternal magnetic field.
where y is the scalar field component of the chiral super-
field Y , Ψi denotes the fermion fields coming from the
different sectors, g and h are coupling constants and Λ
is a mass scale. Normalizing the density perturbation
amplitude to the cosmic microwave background leads to
coupling constants g and h ∼ 0.1 and a mass scale of up
to Λ ∼ 1011GeV .
Since the only particles that thermalize are the light
ones, namely y˜, the thermal effects come from the χ
and Ψχ self-energies, containing y˜ propagators. These
self-energies can in turn be computed by means of a
Hard Thermal Loop (HTL) approximation (see e.g. [49]).
Loops containing heavy particles are suppressed. The
external particles can either be χ or Ψχ fields and their
masses satisfy T ≪ mχ,mΨχ . Therefore, the only Feyn-
man diagrams that need be computed to include both
the thermal and the magnetic corrections to the boson
and fermion masses are the ones depicted in figs. 1 and 2.
B. Thermal contribution
Working in the imaginary-time formalism of thermal
field theory and adopting the notation where four (three)-
momenta are written in upper (lower) case letters, the
fermion self-energy, corresponding to fig. 1 is obtained
[48, 49] from
Σ(P ) = −4h2 T
∑
n
∫
d3k
(2π)3
(K/− P/)∆(K)∆˜(P −K),
(10)
where ∆ and ∆˜ denote boson and fermion propaga-
tors, respectively. ∆(K) ≈ K−2. k0 = 2nπT is a bo-
son whereas k0 = (2n + 1)πT corresponds to a fermion
Matsubara frequency, respectively. In the infrared limit
(p0 = 0, p→ 0), Eq. (10) leads to
m2f ≡ Σ ≈
h2T 2
2
. (11)
The contributions from the three diagrams in fig. 2 are
given explicitly by
Π(P )a = h
2 T
∑
n
∫
d3k
(2π)3
Tr [K/(K/− P/)] ∆˜(K)∆˜(K−P ),
(12)
Χ
Χ
Ψy
Ψy
HaL
Χ Χ
yi
HbL
Χ
Χ
yi
yi
HcL
FIG. 2. Feynman diagram for the heavy boson sector self-
energy. Double line indicates particles can couple to an ex-
ternal magnetic field.
which in the HTL limit becomes
Π(P )a = −4h2 T
∑
n
∫
d3k
(2π)3
K2∆˜(K)∆˜(K − P )
≈ 1
6
h2T 2. (13)
Similarly,
Π(P )b = 4h
2 T
∑
n
∫
d3k
(2π)3
∆(K)
≈ 1
3
h2T 2, (14)
and
5Π(P )c = 4g
2h2φ2 T
∑
n
∫
d3k
(2π)3
∆(K)∆(K − P )
(15)
The contribution from this last self-energy is subdom-
inant for the case where T is the largest of the scales
and hereafter we discard it. On the other hand, the con-
tribution from diagrams (a) and (b) define the thermal
correction to the boson mass
m2b ≡ Πa +Πb ≈
h2T 2
2
. (16)
In addition to thermal corrections, primordial mag-
netic fields can also modify the thermodynamic potential.
In the next section we compute thermo-magnetic correc-
tions, adopting the same approach as in Ref. [46] where
only thermal contributions were considered. We use the
Schwinger proper-time method to account for the influ-
ence of a magnetic background.
III. THERMO-MAGNETIC CONTRIBUTION
A. Self-energies
In order to preserve invariance under U(1) transfor-
mations, the only charged fields in the model can be y
and ψy. The magnetic corrections are obtained from the
loop corrections to the propagators of the heavy fields χ
and ψχ, in the same way that the thermal corrections
were obtained. We work with a constant magnetic field
of strength B along the z axis and with the assumption
that the hierarchy of scales eB < m2y << T
2 is obeyed,
where my is the mass of the fields inside the loop.
To include the effect of an external magnetic field, we
use Schwinger’s proper-time method [50], where the mo-
mentum dependent propagators for charged scalars and
fermions coupled to the external field take the form
DB(k) =
∫ ∞
0
ds
cos eBs
× exp
{
is(k2|| − k2⊥
tan eBs
eBs
−m2b + iǫ)
}
,
(17)
and
SB(k) =
∫ ∞
0
ds
cos eBs
× exp
{
is(k2|| − k2⊥
tan eBs
eBs
−m2f + iǫ)
}
×
[
(mf + 6k||)eieBsσ3 −
6k⊥
cos eBs
]
,
(18)
respectively. We have adopted the notation k2|| = k
2
0−k23 ,
k2⊥ = k
2
1 + k
2
2 , and σ
3 = iγ1γ2 = −γ5 6u 6b, where 6 u and
6 b are four-vectors describing the plasma rest frame and
the direction of the magnetic field, respectively.
It has been shown that, by deforming the contour of
integration, Eqs. (17) and (18) can be written as [51, 52]
DB(k) = 2i
∞∑
l=0
(−1)lLl(2k
2
⊥
eB )e
− k
2
⊥
eB
k2|| − (2l+ 1)eB −m2b + iǫ
, (19)
SB(k) = i
∞∑
l=0
dl(
k2
⊥
eB )D + d
′
l(
k2
⊥
eB )D¯
k2|| − 2leB −m2f + iǫ
+
6k⊥
k2⊥
, (20)
where dl(α) ≡ (−1)ne−αL−1l (2α), d′n = ∂dn/∂α,
D = (mf + 6k||) + 6k⊥
m2f − k2||
k2⊥
,
D¯ = γ5 6u6b(mf + 6k||), (21)
and Ll, L
m
l are Laguerre and associated Laguerre poly-
nomials, respectively. Performing a weak field expansion
in Eqs. (19) and (20) [51, 52] it is possible to carry out the
sum over Landau levels to write the scalar and fermion
propagators as power series in eB, which up to order
(eB)2 read as
DB(k) =
i
k2 −m2b
− (eB)2
(
i
(k2 −m2b)3
+
2ik2⊥
(k2 −m2b)4
)
≡ D0(k) + (eB)2D2(k) (22)
SB(k) = i
6k +mf
k2 −m2f
+ i
γ5 6u 6b(k|| +mf)(eB)
(k2 −m2f )2
− i 2(eB)
2k2⊥
(k2 −m2f )4
(mf + 6k|| + 6k⊥
m2f − k2||
k2⊥
)
≡ S0(k) + (eB) S1(k) + (eB)2S2(k). (23)
Using these propagators to compute the self-energies,
Eqs. (10), (13) and (14), we obtain the leading order
corrections, from thermal and magnetic effects, to the
heavy sector boson and fermion masses which, as we show
in Appendices A and B, can be written as
m2b(T,B) ≈ m2b
(
1− 2my
πT
− m
2
y
2π2T 2
[
ln
(
m2y
(4πT )2
)
+ 2γ
E
− 1
]
− 1
12π
(eB)2
m3yT
)
(24)
m2f (T,B; r) ≈ m2f
(
1− 1
3
r(eB)
πmyT
+
11
12π
(eB)2
m3yT
)
, (25)
where r = ±1 represents the two possible spin orienta-
tions of the fermion with respect to the magnetic field.
6These masses are then used to correct the fermion and
boson propagators
S−1 ∼ P 2 +m2Ψχ , (26)
G−1 = P 2 +m2χ, (27)
which in turn modify the effective inflaton potential
Vχ =
∫
d4P
(2π)4
ln det(G−1)
−
∫
d4P
(2π)4
ln det(S−1S∗−1)−1/2. (28)
B. Effective potential
The boson and fermion masses differ not only because
their magnetic field dependence is different, as given by
Eqs. (24) and (25), but also due to the introduction of a
soft SUSY breaking term which contributes with M2s to
the square of the boson mass [46]
m2χ(T,B) = 2g
2φ2 +m2b(T,B) +M
2
s ,
m2Ψχ(T,B; r) = 2g
2φ2 +m2f (T,B; r). (29)
The complete one-loop inflaton potential, including
thermal and magnetic effects, can be written as
V (φ, T,B) = −π
2
90
g∗T 4 + Vχ(φ, T,B), (30)
where Vχ(φ, T,B) is made of a boson and a fermion
pieces, that can be evaluated by means of Eqs. (28). To
deal with the infinities that these integrals contain, we
introduce an ultraviolet cutoff Λuv. Due to supersym-
metry the boson and fermion terms proportional to the
higher powers of Λuv cancel out and, as we show in Ap-
pendix B, the total potential Vχ is given in the weak field
limit by
Vχ(φ, T,B) =
M2s
(
m2Ψχ +m
2
b(T,B)
)
16π2
×
(
1−
∑
r=±1
m2f (T,B; r)−m2b(T,B)
2M2s
)
×
(
ln
(
m2Ψχ +m
2
b(T,B)
m02Ψχ
)
− 1
)
+
M2sm0
2
Ψχ
16π2
, (31)
where we have used Eq. (29) and have defined m0Ψχ ≡√
2gφ0.
From Eq. (31) one can notice that in the absence of su-
persymmetry breaking and considering only the thermal
contribution, the potential vanishes. This happens be-
cause in such a case the fermion and boson masses, mψχ
and mχ, are the same and in the HTL approximation
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FIG. 3. Color on-line. Effective potential as a function of
φ/φ0 at zero magnetic field for three different temperatures
scaled to T0, the critical temperature for the phase transition
to take place in the absence of the magnetic field. Note that
as the temperature increases symmetry is restored.
the self-energies from where these masses are obtained,
become equal. On the other hand, the magnetic contri-
bution tends to break supersymmetry.
Figure 3 shows the effective potential normalized by
V0 ≡ V (0, 0, 0) as a function of φ/φ0 in the absence
of magnetic field for three different temperatures scaled
to T0, the critical temperature for the phase transition
to take place in the absence of the magnetic field. We
note that the effective potential shows the expected ther-
mal properties; as temperature increases symmetry is re-
stored.
Figure 4 shows the effective potential as a function of
φ/φ0 for different values of the magnetic field strength
scaled to T 20 and a fixed temperature corresponding to
the broken symmetry phase. Note that the magnetic
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FIG. 4. Color on-line. Effective potential as a function of
φ/φ0 for different values of the magnetic field strength and a
fixed temperature. Note that as the magnetic field increases,
the effective potential becomes shallower and thus the phase
transition is delayed.
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FIG. 5. φmin/φ0 as a function of the the magnetic field. The
minimum in the broken phase grows with the field strength
and the curvature of the effective potential near the origin
becomes flatter.
field effects are small, since we are considering a very
weak field, however, as can better be seen in the fig-
ure’s inset, with increasing magnetic field the effective
potential becomes shallower which means that the infla-
ton’s potential becomes a bit flatter and therefore that
the phase transition is delayed since this last requires a
lower temperature to take place.
Figure 5 shows the behavior of φmin/φ0 as a function of
the magnetic field. Note that the minimum in the broken
phase grows as a function of the field strength. Here, the
temperature is decreasing in order to allow the transition
to develop. This behavior also implies that the curvature
of the effective potential near the origin becomes flatter.
That the magnetic field delays the phase transition is
also shown in fig. 6 where we plot the behavior of the
temperature where the minima of the effective potential
in the broken symmetry phase coincide, as a function
of the magnetic field. This temperature is a decreasing
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FIG. 6. Temperature where the minima of the effective po-
tential in the broken symmetry phase coincide, as a function
of the magnetic field.
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FIG. 7. Color on-line. Effective potential as a function of the
soft SUSY-breaking parameter Ms. As Ms decreases, sym-
metry is restored.
function of the field strength.
Figure 7 shows the behavior of the effective potential
as we vary the soft SUSY-breaking parameter Ms. Note
that, as expected, when Ms decreases, symmetry is re-
stored. The effect of the mass of the light particles on
the effective potential is shown in fig. 8. Symmetry tends
to also be restored as the mass of the light particles in-
creases.
IV. SUMMARY AND CONCLUSIONS
In this work we have studied the effects that a possible
primordial magnetic field can have on the inflation’s po-
tential, taking as the underlying model a warm inflation
scenario. The model is based on global supersymmetry
and a coupling between the inflaton and heavy interme-
diate superfields which are in turn coupled to light par-
ticles. The inflaton decay is therefore a two step pro-
cess and the effects of the magnetic field are felt by the
light charged particles which produce a modification to
the masses of the heavy intermediate fields that receive
thermo-magnetic corrections. We have shown that the
presence of the magnetic field delays the phase transition
and makes the effective potential flatter than when con-
sidering purely thermal corrections, rendering the tran-
sition smoother.
The working assumption is a simple scenario whereby
the magnetic field scales adiabatically with the universe
expansion from the end of the inflationary epoch. How-
ever, to be on the safe side and consider that the field
strength is probably the smallest of the energy scales
at that epoch, we have adopted a conservative scenario
where the intensity of the field and the temperature are
related by eB = aT 2, where a≪ 1. This approach should
allow some room to include scenarios where the observed
field in the current epoch has been amplified for instance
by a field helicity, and thus corresponds to a weaker field
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FIG. 8. Color on-line. Effective potential as a function of
φ/φ0 for different values of the light particle’s mass. As the
mass increases, symmetry tends to be restored.
during inflation than the one obtained by a simple adi-
abatic expansion. Other kinds of evolution discussed in
the literature are possible such as an anisotropic expan-
sion driven by the magnetic field itself, the interpretation
of the progenitor magnetic field as a proper average of
small flux elements which depends on the properties of
the random fields when cosmic magnetic fields are tan-
gled on scales smaller than the observed ones, the en-
hancing of the magnetic field induced by the inverse cas-
cade phenomenon driven in turn by a magnetic helicity
and the phenomenon of back reaction to electromagnetic
fields during inflation (see for instance Refs. [14, 22, 53–
55]).
The generation of the widespread magnetic fields in
the universe is an open problem. Some works report on
the possibility of effectively generating observationally in-
teresting large-scale magnetic fields during inflation (see
e.g. Refs. [14, 56, 57]). In particular, in Ref. [14], the
authors work in the context of warm inflation, and con-
sider the possible role of helicity for magnifying magnetic
seeds emerging from a Savvidy vacuum scenario. Never-
theless, we stress that the magnetogenesis mechanism is
not the central problem in our work. Our main drive
is to consider the observed field magnitudes at present
to get a simple upper bound for the strength of the pri-
mordial fields during inflation and thus to have a definite
hierarchy of scales. The application of these ideas to a
particular model is for the time being outside the scope
of this work where the main focus is to present a general
scenario and to show the modifications that a magnetic
field can induce on the inflationary potential within the
context of warm inflation.
Although the flatness of the potential is not spoiled by
the presence of the magnetic field, more detailed and sys-
tematic studies of the effects on the slow roll conditions
as well as on dissipation and estimates within particular
models, need to be carried out. This work is on its way
and it will be reported elsewhere.
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Appendix A: Femion self-energy
Here we show the details of the calculation for the
fermion self-energy in Fig. 1, at finite temperature in
the presence of an external magnetic field.
The fermion self-energy in vacuum is given by
Σ = −2h2
∫
d4k
(2π)4
(SB(p− k)− γ5SB(p− k)γ5)DB(k),
(A1)
where DB(k) and SB(p − k) are the boson and fermion
propagators, respectively. In the weak field approxima-
tion, eB < m2, these are given by Eqs. (22) and (23).
Therefore the self-energy can be written as
ΣB(p) = Σ0(p) + eB Σ1(p) + (eB)2Σ2(p), (A2)
where
Σ0(p) = −2h2
∫
d4k
(2π)2
[S0 − γ5S0γ5]D0 (A3)
Σ1(p) = −2h2
∫
d4k
(2π)2
[S1 − γ5S1γ5]D0 (A4)
Σ2(p) = −2h2
∫
d4k
(2π)2
[(S0 − γ5S0γ5)D2
+ (S2 − γ5S2γ5)D0] , (A5)
where we omit to write explicitly the argument of each
propagator. Note that according to Eq. (A1), all fermion
propagators have argument (p− k) and all boson propa-
gators have argument (k).
Using the imaginary-time formalism, the finite tem-
perature effects in Eq. (A2) are introduced by the re-
placements k0 → −iωn with ωn = 2nπT for bosons and
ωn = (2n+ 1)πT for fermions, together with∫
d4k
(2π)4
→
∑∫ d4K
(2π)4
≡ T
∞∑
n=−∞
∫
d3k
(2π)3
. (A6)
Hereafter we calculate each term in Eq. (A2) in the HTL
approximation. Let us start by calculating the first term
in Eq. (A2) which is written as
Σ0T = −4h2
∑∫ d4K
(2π)4
(6K− 6P )∆˜(P −K)∆(K), (A7)
with ∆˜(K) ≡ (K2 +m2ψy)−1 and ∆(K) ≡ (K2 +m2y)−1.
After performing the sum over the Matsubara frequencies
9and the integral over the solid angle in Eq. (A7), we get
Σ0T = −4h2
∑
r=±1
(iγ4(I
r
1 + I
r
2 )− γipˆi(Ir3 − Ir4 )) , (A8)
with
Ir1 =
∫
k2dk
(2π)2
nb(E1)
2E1
r(E1 − rp0)Θ(rE1, k, 1) (A9)
Ir2 =
∫
k2dk
(2π)2
nf (E2)
2
rΘ(rE2, k,−1) (A10)
Ir3 =
∫
k2dk
(2π)2
nb(E1)
2E1
(
1
2p
)
× [2− (−2rE1p0 + p20 + p2)Θ(rE1, k, 1)] (A11)
Ir4 =
∫
k2dk
(2π)2
nf (E2)
2E2
(−1
2p
)
× [2− (−2rE2p0 + p20 + p2)Θ(rE2, k,−1)] ,(A12)
where E21 ≡ k2+m2y and E22 ≡ k2+m2ψy denote the light
particles’ energies and nb(E1) and nf (E2) are the Bose-
Einstein and Fermi-Dirac distributions, respectively. The
function Θ(rE, k, α) is defined as
Θ(rE1, k, α) ≡
1
2kp
ln
[−2rE1p0 + 2kp+ p20 + p2 + α(m2y −m2ψy )
−2rE1p0 − 2kp+ p20 + p2 + α(m2y −m2ψy )
]
.
(A13)
In the HTL approximation E ≈ k and nf,b(E) ≈ nf,b(k),
so, each of Iri reduces to
Ir1 =
1
2
Ir2 = −
T 2
48
r
p
Q0
(
rp0
p
)
(A14)
Ir3 = −
1
2
Ir4 =
T 2
48
1
p
(
1− rp0
p
Q0
(
rp0
p
))
, (A15)
with
Q0(x) =
1
2
ln
(
x+ 1
x− 1
)
. (A16)
Using Eq. (A14) and Eq. (A15) into Eq. (A8), the fermion
self-energy becomes
Σ0T = −
m2f
2p
{
iγ4Q0
(
p0
p
)
+ γipˆi
[
1− p0
p
Q0
(
p0
p
)]}
,
(A17)
where in order to perform the sum over r, we used the
property
rQ0(rx) = Q(x) (A18)
and mf ≡ h√2T is the thermal correction to the mass of
the heavy fermion ψχ.
The second term in Eq. (A2) reads
Σ1T = 4h
2γ5 6u 6b
∑∫ d4K
(2π)4
(6K|| − 6P||)∆˜2(P −K)∆(K),
(A19)
which can be easily calculated by noticing that
Σ1T = −4h2γ5 6u 6b
× ∂
∂m2Ψy
∑∫ d4K
(2π)4
(6K|| − 6P||)∆˜(P −K)∆(K). (A20)
By comparing Eqs. (A20) and (A7), it is not difficult to
see that Eq. (A20) can be rewritten as
Σ1T = −4h2γ5 6u 6b
×
∑
r=±1
∂
∂m2Ψy
(iγ4(I
r
1 + I
r
2 )− γ3pˆ3(Ir3 − Ir4 )) . (A21)
which in the HTL approximation becomes
Σ1T = −
m2f
πmyT
γ5 6u 6b
(
iγ4 − γ3pˆ3 p
2
0 + p
2
2pp0
)
p2p0
(p2 − p20)2
.
(A22)
The last term of Eq. (A2) at finite temperature reads
Σ2T = −4h2
∑∫ d4K
(2π)4
∆˜(P −K)∆(K)
×
[
−(6K− 6P )∆2(K)− 2(6K− 6P )⊥∆˜2(P −K)
+2K2⊥(6K− 6P )∆3(K)
+2(P −K)2⊥(6K− 6P )∆˜3(P −K),
]
(A23)
which can be rewritten as
Σ2T = 4h
2
∑∫ d4K
(2π)4
[
1
2
∂2
∂(m2y)
2
(6K− 6P )
+
∂2
∂(m2ψy )
2
(6K− 6P )⊥ + 1
3
∂3
∂(m2y)
3
K2⊥(6K− 6P )
+
1
3
∂3
∂(m2ψy )
3
(P −K)2⊥(6K− 6P )
]
∆(K)∆˜(P −K).
(A24)
To take care of the angular integration we separate
Eq. (A24) as follows
Σ2T = (Σ
2
T )I + (Σ
2
T )J , (A25)
where
(Σ2T )I ≡ 4h2
∑∫ d4K
(2π)4
[
1
2
∂2
∂(m2y)
2
(6K− 6P )
+
∂2
∂(m2ψy )
2
(6K− 6P )⊥
]
∆(K)∆˜(P −K) (A26)
and
(Σ2T )J ≡ 4h2
∑∫ d4K
(2π)4
[
1
3
∂3
∂(m2ψy )
3
(P −K)2⊥(6K− 6P )
+
1
3
∂3
∂(m2y)
3
K2⊥(6K− 6P )
]
∆(K)∆˜(P −K). (A27)
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Since Eq. (A26) is similar to Eq. (A7), it is simple to see
that Eq. (A26) can be rewritten as
(Σ2T )I = 4h
2
[
1
2
∂2
∂(m2y)
2
(iγ4(I
r
1 + I
r
2 )− γipˆi(Ir3 − Ir4 ))
+
∂2
∂(m2ψy )
2
(γ⊥i pˆ
⊥
i (I
r
3 − Ir4 )),
]
(A28)
which in the HTL approximation reduces to
(Σ2T )I = 4h
2
[
−1
2
iγ4Q0
(
p0
p
)
−γi
(
1
2
pˆi − pˆ⊥i
)(
2−Q0
(
p0
p
))]
3πT
32m3yp
.
(A29)
In a similar fashion, the second term of Eq. (A25) can be
rewritten as
(Σ2T )J = 4h
2
[
1
3
∂3
∂(m2ψy )
3
+
1
3
∂3
∂(m2y)
3
)
]
×
∑
r=±1
[iγ4(J
r
1 + J
r
2 )− γipˆi(Jr3 − Jr4 )] , (A30)
where
Jr1 ≡
∫
k4dk
(2π)2
nb(E1)
2E1
r(E1 − rp0)
×
{−2rE1p0 + p20 + p2 +m2y −m2ψy
2k2p2
+
[
1−
(−2rE1p0 + p20 + p2 +m2y −m2ψy )2 − 4k2p2
4k2p2
]
×Θ(rE1, k, 1)
}
, (A31)
Jr2 ≡
∫
k4dk
(2π)2
nf (E2)
2E2
r
×
{−2rE2p0 + p20 + p2 −m2y +m2ψy
2k2p2
+
[
1−
(−2rE1p0 + p20 + p2 −m2y +m2ψy )2 − 4k2p2
4k2p2
]
×Θ(rE2, k,−1)
}
, (A32)
Jr3 ≡
∫
k4dk
(2π)2
nb(E1)
2E1
1
p
×
{
2
3
−
(−2rE1p0 + p20 + p2 +m2y −m2ψy )2
3(2kp)2
+
[
(−2rE1p0 + p20 + p2 +m2y −m2ψy )3
(2kp)2
−(−2rE1p0 + p20 + p2 +m2y −m2ψy )
11
11
]
Θ(rE1, k, 1)
}
(A33)
and
Jr4 ≡
∫
k4dk
(2π)2
nf (E2)
2E2
1
p
×
{
−2
3
+
(−2rE2p0 + p20 + p2 −m2y +m2ψy )2
3(2kp)2
+
[
(−2rE2p0 + p20 + p2 −m2y +m2ψy )3
(2kp)2
− (−2rE2p0 + p20 + p2 −m2y +m2ψy )
11
11
]
Θ(rE2, k,−1)
}
.
(A34)
In the HTL approximation Eq. (A30) becomes
(Σ2T )J = 4h
2 {iγ4T4 − γipˆiT2} πT
m3y
, (A35)
with
T4 ≡ −4p
3p0 + 10pp
3
0
32p3(p2 − p20)
+
(p2 − p20)(5p2 + 4p20)Q0
(
p0
p
)
32p3(p2 − p20)
(A36)
and
T2 ≡ −14p
5 + 9p3p20 + 14pp
4
0
48p3(p2 − p20)
+
3(7p4p0 − 2p2p30 − 5p50)Q0
(
p0
p
)
48p3(p2 − p20)
, (A37)
where we used the identity∫ ∞
0
dk
Eα
nb(E)
E
≃ 1
2
µǫπ(1−ǫ)/2Tm−α−1−ǫ
Γ
(
α+1+ǫ
2
)
Γ
(
α+2
2
) .
(A38)
The last result completes the calculation of the fermion
self-energy with thermal and magnetic effects. In ap-
pendix B, after we diagonalize the heavy fermion prop-
agator with thermal and magnetic effects, we shall ob-
tain explicitly the thermo-magnetic mass of the heavy
fermion.
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The boson self-energy is given by
m2b(T,B) = Πa +Πb, (A39)
where
Πa = −h2
∑∫ d4K
(2π)4
Tr[γ5SB(K)γ5SB(K − P )]
(A40)
and
Πb = 4h
2
∑∫ d4K
(2π)4
∆B(K). (A41)
In the HTL approximation each contribution in
Eq. (A39) reduces to
Πa = −4h2
(
−T
2
24
− 7ζ(3)
12(2π)4
(eB)2
T 2
)
(A42)
and
Πb = 4h
2
(
T 2
12
− myT
4π
− m
2
y
(4π)2
[
ln
(
m2y
(4πT )2
)
+2γE − 1
]
− T (eB)
2
96πm3y
)
. (A43)
In this way, we have for the boson self-energy:
m2b(T,B) = 4h
2
(
T 2
8
− myT
4π
− m
2
y
(4π)2
[
ln
(
m2y
(4πT )2
)
+2γE − 1
]
− T (eB)
2
96πm3y
)
, (A44)
where we have dropped the last subleading term in
Eq. (A42).
Appendix B: Thermo-magnetic effective potential
The one-loop effective potential is obtained by adding
up the fermion and boson contributions
Veff = Vb + Vf , (B1)
where
Vb =
∫
d4p
(2π)4
ln
[
p2 −m2χ +m2b(T,B)
]
(B2)
and
Vf = −1
2
∫
d4p
(2π)4
lnDet
[6p−mΨχ +ΣB(p)] , (B3)
with ΣB(p) and m2b(T,B) given by Eqs. (A2) and (A44),
respectively. The fermion determinant has the form
Det
[∑
r=±1
6Ar∆(r) −mΨχ
]
= m4 + (A+0
2 −A+3
2
)(A−0
2 −A−3
2
)
+(A+1 + iA
+
2 )
2(A−1 − iA−2 )2
−2(A+0 A−0 −A+3 A−3 )(A+1 + iA+2 )(A−1 − iA−2 )
−m2
[
A+0
2
+A−0
2 −A+3
2 −A−3
2
−2(A+1 + iA+2 )(A−1 − iA−2 )
]
, (B4)
where ∆(r) ≡ (1 + irγ1γ2)/2 and
Ar0 = p0 −
m2f
2p
[
Q0 +
reB
πmyT
2p3p0
(p20 − p2)2
+
(eB)2
4πTm3y
1
p2
(
(p2 + 2p20)Q0 +
5pp30 − 2p3p0
p2 − p20
)]
,
(B5)
Ar3 = p3 + pˆ3
m2f
2p
[
1− p0
p
Q0 − reB
πmyT
p2(p2 + p20)
(p20 − p2)2
− (eB)
2
4πTm3y
p0
2p3
(
(11p2 + 10p20)Q0 −
10p5 − 28pp40
3p0(p2 − p20)
)]
,
(B6)
Ar1,2 = p1,2 + pˆ1,2
m2f
2p
[
1− p0
p
Q0 − (eB)
2
4πTm3y
p0
p3
×
(
(7p2 + 5p20)Q0 −
14p5 − 9p3p0 − 14pp40
3p0(p2 − p20)
)]
.
(B7)
In the infrared limit this determinant reduces to
Det
[∑
r=±1
6Ar∆(r) −mΨχ
]
≃
∏
r=±1
[
pµp
µ −m2Ψχ(T,B)
]
,
(B8)
where
m2Ψχ(T,B; r) ≡ m2Ψχ +m2f (T,B; r), (B9)
with
m2f (T,B; r) ≡ m2f
(
1− r
3
eB
πmyT
+
11
12
(eB)2
πm3yT
)
(B10)
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accounts for thermal and magnetic effects to the heavy
fermion mass. Replacing Eq. (B8) into Eq. (B3), the inte-
gration over all momenta in Euclidean space in Eq. (B1)
becomes straightforward and we obtain
Vχ(φ, T,B) =
1
32π2
[
m4χ(T,B) ln
(
m2χ(T,B)
Λ2uv
)
−1
2
∑
r=±1
m4Ψχ(T,B; r) ln
(
m2Ψχ(T,B; r)
Λ2uv
)]
+ C,
(B11)
where we have introduced the ultraviolet cutoff Λuv that
together with the constant C are determined from the
renormalization conditions discussed below. Note that
the main divergences cancel out and the remaining ones
are due to the soft SUSY breaking term which we have
defined as the slight difference between the fermion and
boson masses, that is
m2χ = m
2
Ψχ +M
2
s , (B12)
where M2s is a small contribution compared with m
2
χ.
From Eq. (B11) one can note that if supersymmetry
is not broken, the effective potential vanishes. This hap-
pens since in this case the fermion and boson masses,
mψχ and mχ, are the same, and in the HTL approxima-
tion both self-energies, mf (T, 0) and mb(T, 0) are equal.
By imposing for T = 0 and eB = 0 the conditions
Vχ(φ, T,B)|φ=φ0 = 0, (B13)
∂
∂φ
Vχ(φ, T,B)
∣∣∣∣
φ=φ0
= 0, (B14)
to the potential in Eq. (B11), and neglecting terms pro-
portional to M4s and (m
2
f (T,B)−m2b(T,B))2, we finally
get
Vχ(φ, T,B) =
M2s
(
m2Ψχ +m
2
b(T,B)
)
16π2
×
(
1−
∑
r=±1
m2f (T,B; r)−m2b(T,B)
2M2s
)
×
(
ln
(
m2Ψχ +m
2
b(T,B)
m02Ψχ
)
− 1
)
+
M2sm0
2
Ψχ
16π2
.
(B15)
We have defined m0Ψχ ≡
√
2gφ0.
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