Potentials of Advanced Database Technology for Military Information Systems by Choenni, Sunil & Bruggeman, Ben
2-l 
Potentials of Advanced Database Technology for Military Information 
Systems 
Sunil Choenni” Ben Bruggemad 
a National Aerospace Laboratory, NLR, P.O. Box 90502, 1006 BM Amsterdam, The Netherlands 
bRoyal Netherlands Naval College, KIM, P.O. Box 10000, 1780 CA Den Helder, The Netherlands 
Abstract 
Research and development in database technology 
evolves in several directions, which are not necessar- 
ily divergent. A number of these directions might be 
promising for military information systems as well. In 
this paper, we discuss the potentials of multi-media 
databases and data mining. Both directions focuss on 
the handling of a vague information need of a user. In 
general, data mining systems allow a higher degree of 
vagueness than multi-media systems. Information sys- 
tems that are able to handle vague information needs 
adequately will improve the decision making process 
of militaries. 
1 Introduction 
Both the military and civil communities have come 
to the realisation that military information systems 
fundamentally differ from civil ones in some respects 
[6]. The difference started with the views that mil- 
itary and civil communities had on information sys- 
tems. The military community was and is looking for- 
ward to information systems that support the human 
decision making process in a time pressured dynamic 
environment with multiple, often conflicting, goals, es- 
pecially for command and control tasks. Databases in 
these information systems should be able to deal with 
high volume and of uncertain data at lower levels of 
the decision chain, and with aggregated information 
at higher decision making levels [12]. Furthermore, 
databases should be able to handle vague information 
needs. For a long time, the civil community had a less 
ambitious view on information systems. Civil infor- 
mation systems were developed to help employees in 
performing a number of tasks, often administrative, 
in an efficient way. This was realised by handing over 
routine actions to computers. Databases in civil infor- 
mation systems consisted of well-structured and true 
data. To retrieve data from these systems one should 
exactly specify what data is to be retrieved. In the 
sixties it was even worse, relevant data could only be 
retrieved if the system was exactly told how to nav- 
igate towards the data. As soon as the automation 
of routine jobs was well understood, research and de- 
velopment in civil information systems became more 
ambitious. Currently, research in databases evolves 
in several directions, which are not necessarily diver- 
gent [22]. A number of these directions appears to be 
promising for military information systems as well. In 
this paper, we discuss the potentials of multi-media 
databases and data mining for military information 
systems. Both directions focuss on the handling of a 
vague information need of the user. In general, data 
mining systems allow a higher degree of vagueness 
than multi-media systems. 
A multi-media database management system aims 
to reply to the (vague) information need by combin- 
ing different (advanced) types of data, such as audio, 
video, images, etc. We present an architecture that 
facilitates the storage and access to different types of 
media servers in an integrated manner. Main prop- 
erties of the architecture are modularity and extensi- 
bility. Depending on the imposed requirements and 
characteristics of an application, this architecture can 
be elaborated such that a tailored operational multi- 
media database system can be built, including a mil- 
itary multi-media database system. We report on the 
issues that play a role in building a military multi- 
media system from a database perspective. 
As noted before, a second direction that is promis- 
ing for military information systems is data mining. 
This direction has seen a recent surge in commer- 
cial development. Data mining has as goal to extract 
implicit, previously unknown, and potentially useful 
knowledge from large data sets. Extracted knowledge 
may support or be used in strategic decision making. 
In the military world, data mining can be applied to 
search for correlation between doctrines, to predict 
how an enemy will act based on large volumes of data 
collected about the enemy (in the past), to improve 
internal logistics, etc. To realise this task, data min- 
ing combines techniques from the fields of machine 
learning, statistics, artificial intelligence, and database 
technology. We discuss the requirements to mine op- 
erational databases successfully. Furthermore, we re- 
port on the results that we have obtained by mining 
two aircraft incident databases. 
The remainder of this paper is organised as follows. 
In Section 2, we motivate why advanced database 
technology might be interesting for military applica- 
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tions. In Section 3, we discuss the challenges and po- 
tential solutions for multi-media database systems. In 
Section 4, we give a brief state of the art in the field of 
data mining. Furthermore, we report on an applica- 
tion concerning aircraft incidents. Finally, the paper 
is concluded in Section 5. 
2 Military benefit 
As stated in the introduction, military applications 
put complex demands on information systems, espe- 
cially when information systems have to operate in 
non co-operative environments. Taking the develop- 
ments in the operational field into account, we expect 
that the demands that a military information system 
will have to meet may become even more complex. We 
note that these demands are partly yielded by tech- 
nological achievements. 
To meet the military demands on information sys- 
tems, the application of advanced information tech- 
nology, including database technology, as underpin- 
ning is inevitably. For example, the manoeuvrability 
of aerial targets have been increased. An impact of 
this increase is that the performance of classical meth- 
ods for trajectory tracking and prediction -which, in 
general, are based on simple dynamic models that do 
not exploit knowledge about a “situation”- suffers 
[7]. So, the development of alternative trajectory and 
predicting systems that include data and knowledge 
bases, which are able to handle fuzziness and uncer- 
tainty, is becoming interesting. 
Today, a number of trends may be distinguished 
in the world in which militaries are operating in. To 
mention some of these trends: 
l There is a growing need for joint and combined 
operations. In order to perform these operations 
successfully information from different and het- 
erogeneous sources should be processed and inte- 
grated in a consistent manner [12]. 
l Due to budget cuttings, military organizations (in 
many countries) should work more efficiently [26]. 
One way to achieve this is to automate a large 
number of tasks that is currently performed by 
human- beings. 
l Shorter reaction times are demanded. This 
means that we require high performance data pro- 
cessing tools [8]. 
l Soldiers are or will be equipped with advanced 
technologies and means, such as microphones, 
videos, digital maps, etc. 
l A wide variety of methods and techniques are ap- 
plied for intelligence gathering and data process- 
ing [8]. 
Each of these trends has in common that they strongly 
rely on information processing and integration tech- 
niques. For example, applications of a wide variety of 
methods and techniques for intelligence gathering will 
result in a (wide) diversity of information, each with 
their own characteristics, e.g., with regard to uncer- 
tainty measures, data types, etc. The challenge is to 
combine all information in order to select high quality 
information and to present this information in a suit- 
able way to the user. For the other above-mentioned 
trends a similar reasoning holds. 
We feel that both multi-media database manage- 
ment systems and data mining systems are useful to 
successfully implement these trends. We note that 
well-defined questions to well-defined databases can 
be handled by standard database technology. Multi- 
media database management systems are intended to 
reply on information needs that are vague and incom- 
plete. An example of such a question is: give me all 
information that is known about servo XY, in connec- 
tion with a defect. Data mining systems are aimed 
to answer more strategic kind of questions, such as: 
should we consider an enemy that is able to perform 
actions X and Y as dangerous or not? 
In the two successive sections, we discuss multi- 
media databases and data mining in more detail. 
3 Multi-media databases 
Many advanced applications, including military ap- 
plications, will profit from the integration of informa- 
tion from different media servers. This integration 
generally leads to a better assessment of a situation; 
moreover user interactivity will further improve the 
assessment. Integration and the support of user in- 
teractivity are major goals of multi-media databases. 
Within the scope of soldier modernization programs 
multi-media databases are promising, since soldiers 
are equipped with a wide variety of advanced technol- 
ogy and means, such as microphones, videos, maps, 
etc. Multi-media databases might also be useful in 
traditional situations as well, e.g., for off-site support. 
Suppose that in a state of war a ship at sea has prob- 
lems with its engine and several media servers (includ- 
ing handbooks) contain information about this type of 
engine, e.g., images of the engine, video fragments how 
to disconnect/connect several parts of the engine, au- 
dio fragments containing the functionality of the sev- 
eral parts of the engine, etc. A multi-media database 
system may help the crew in solving the problems 
at the ship by replying adequately to the informa- 
tion need of the crew. Suppose that the first guess of 
the crew is that something might be wrong with com- 
pression and formulates its information need as “give 
me all information about compression in a combustion 
chamber”. As a reply the system should integrate all 
information available on different media servers to ex- 
plain the functions and the use of the different parts 
of, for example, the combustion chamber in a suitable 
order. Furthermore, it might also be useful to demon- 
strate how the compression can be measured and what 
tools are proper for this purpose. We note that in a 
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state of war it is not always possible to let an expert 
come from land. 
In order to support above-mentioned applications, 
advanced database architectures and query handling 
techniques are required. In Section 3.1, we discuss 
such an architecture and in Section 3.2, we report on 
the challenges that this architecture entails for query 
handling. 
3.1 Architecture 
In order to support multi-media application, we feel 
that advanced database architectures, should provide 
developers the following components. 
Suitable user interfaces, in which users can ex- 
press their information need in a human friendly 
manner. 
A multi-media storage server which provides the 
capability to store and to access different types of 
data, e.g., images, video, audio, etc. 
Feature extractors. These extractors might be 
specialized algorithms that are able to extract rel- 
evant features from a piece of data. 
A meta database which contains features about 
the data stored on the multi-media storage server, 
such as color histograms, texture, annotated text, 
etc. 
A data dictionary which contains relevant infor- 
mation with regard to the whole system. 
As depicted in Figure 1, all these components are 
loosely connected to each other through a network 
(e.g., Internet), supporting the concept of modularity 
and extensibility. For example, if a novel feature algo- 
rithm has been made available extracting previously 
unknown features, it can be plugged in into the fea- 
ture extraction module and the meta database should 
be extended with a number of attributes or relations 
to store these features. The remainder of the system 
can be left untouched. This architecture is suitable 
for on-site as well as for off-site support for militaries. 
A more detailed description can be found in [25]. 
To be viable from a database perspective, the archi- 
tecture has to be supported by advanced query han- 
dling techniques that exploit the meta database. The 
challenge in the field of query handling is to devise 
techniques that analyse the information need of the 
user and maps the result to relevant features in the 
meta database. These features are used to identify 
the data that meet the information need and to lo- 
cate the data at the multi-media server. Suppose that 
a user provides an image and is interested in similar 
images stored on the server. To answer this informa- 
tion need, a mapping might be on color histograms. 
The color of the provided image can be computed and 
compared with the color histograms of the stored im- 
ages in the meta database. Images with similar color 
feature 
/ 
extractors 
user rl interface 
Figure 1: Architecture of a multi-media database sys- 
tem 
histograms are retrieved from the multi-media server 
and presented to the user. 
3.2 Query handling 
In order to handle user queries, traditional optimizers’ 
produce an evaluation plan for each query. This evalu- 
ation plan specifies the actual (basic) operations (i.e., 
joins, selections, etc.) and the order, in which these 
operations should be performed. The goal of the opti- 
mizer is to choose a cheap evaluation plan, primarily 
in terms of disk accesses. We note that, in general, it 
is infeasible for an optimizer to search for the cheapest 
plan, since the problem of query optimization is hard. 
However, query optimizers are performing quite well 
in finding a cheap evaluation plan for a single query 
[14, 241. 
For multi-media applications, traditional query op- 
timization techniques are inadequate for the following 
reasons. First, information needs formulated by a user 
are not exact as in traditional applications, but rather 
vague and incomplete. So, an optimizer should be able 
to handle vagueness and incompleteness. 
Second, an information need is often decomposed 
into a sequence of queries, and current database man- 
agement systems do not exploit multi query optimiza- 
tion techniques [5, 10, 201 but are focussed on the op- 
timization of a single query in isolation. Multi-query 
optimization techniques, which search for a plan of 
a sequence of queries instead of a single query, may 
considerably speed up the processing of information 
needs. For example, a user is searching for pictures of 
cheerful ladies in uniform (e.g., to promote an airline 
company). Let us assume that this need is decom- 
posed into two queries: 1) select all cheerful ladies and 
2) select all cheerful uniforms. If we have a small set 
of uniforms, it is better to search for a set of cheerful 
uniforms first, and then to select pictures of cheerful 
ladies wearing these uniforms. So, an optimizer should 
be able to determine the best order in which a query 
of sequence may be performed. 
1 An optimizer is a software module in a database manage- 
ment system that has as goal to speed up the processing of a 
query. This is mainly achieved by reducing the number of disk 
accesses. 
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query space feature space stored objects 
Figure 2: Mapping of information needs and objects on features 
Third, the search for a proper answer to an infor- 
mation need is an interactive process. Suppose that a 
multi-media database management system comes up 
with a set of cheerful ladies in uniform as a result 
on the above-mentioned information need. By means 
of this output, the user specifies more precisely what 
in her/his opinion should be understood by cheerful 
ladies, e.g., by assigning a rating to each picture of the 
selected set. On the basis of a subset of the pictures 
(e.g. those with high ratings), the system searches 
for pictures that better meets the information need 
of the user. This does not automatically mean that 
the originally selected set can be thrown away. It is 
very well possible that a user refers lateron to some 
pictures that were not interesting on the first glance. 
Therefore, it might be sensible to store some of the 
originally selected pictures. The challenge for novel 
optimizers is to decide what pictures should be stored 
and for how long. Current database management sys- 
tems do not take the interactive behaviour of users 
into account. Next generations database management 
systems may speed up the processing of information 
needs by exploiting the interactive behaviour of users. 
Although multi-query optimization and the ex- 
ploitation of interactive behaviour of users are impor- 
tant techniques to speed up the processing of infor- 
mation needs, we feel that an adequate handling of 
vagueness and incompleteness captured into a speci- 
fied information need is of crucial importance. If an 
information need is wrongly interpreted by a database 
management system -due to inadequate techniques 
to handle vagueness and incompleteness- compared 
to what a user has meant, the system will come up 
with answers that are not relevant. Therefore, we 
discuss this issue in more detail, and we argue that 
solutions for this issue are application dependent. 
In Section 3.1, we have noted that the meta 
database (see Figure 1) is exploited in processing an 
information need. This meta database contains fea- 
tures of the stored objects. In order to process an in- 
formation need, this is split into a number of queries. 
Each query is mapped into a set of features, which 
is used to search for objects that (hopefully) partly 
meet the information need. The results of all queries 
are combined to produce the final result to an infor- 
mation need. In Figure 2, we have sketched this pro- 
cess in a simplified form. The main challenge is to 
map a query into a set of relevant and useful features. 
Since this is a tough task, we know beforehand that a 
map on a feature for a query will be partly true and 
useful. Therefore, proposed solutions assign an uncer- 
tainty measure to each map. Different solutions differ 
in the uncertainty formalism (e.g., Bayesian theory, 
Dempster-Shafer theory, etc.) they choose [18, 231. 
So, we can distinguish two main problems in the map- 
ping of a query into a set of features. 
l How to translate a concept that appears in a 
query into a set of features (often defined before- 
hand) that might be quite abstract, such as color 
histograms, texture, etc. The usefulness of so- 
lutions to this problem is application dependent. 
The better we understand a concept, the better 
we can translate this concept into a useful set of 
features. For example, the term data fusion in 
the military world stresses on the combination of 
data coming from different sources, while in the 
database world the same term stresses on the cor- 
rectness of data to be stored. This also implies 
that the usefulness of a multi-media database sys- 
tem is determined by how well an application do- 
main is understood by a developer. 
l How to measure the “goodness” of a mapping of a 
concept to a feature, and how to propagate these 
measurements. We feel that the better we under- 
stand the first problem, the better we will be able 
to handle this problem. 
We note that research and development in both above- 
mentioned fields are still in their childhood. 
Another mapping that plays a role in Figure 2 is the 
mapping of stored objects into features. In the con- 
text of information retrieval, a considerable amount 
of research is devoted to this problem. In the field 
of information retrieval, one tries to find the relevant 
documents -given an information need- from a col- 
lection of stored documents. A widely accepted model 
to handle this problem is the following. For each doc- 
ument, a representative set of terms is extracted and 
stored, e.g. in a meta database. To each term, a term 
and a document frequency are assigned. The term 
frequency expresses the number of times that a term 
t appears in a document d, denoted as tf(t, d). The 
document frequency expresses the number of docu- 
ments in which a term t appears, denoted as df(t). 
The values for tf (t, d) and df (t) are used to retrieve 
relevant documents. 
To determine the probability that a document d is 
relevant for a given set of terms T we have to compute 
Pr(dlT). According to Bayes rule Pr(dlT) CC Pr(Tld) 
[16]. To determine Pr(T = tld), the following formula 
is widely used 
Pr(T = tld) = a1 df 0) tf (t7 4 
I&T df (t> + a2 I&T cut, 4 
Setting the proper values for CY~ and ~2 is often a 
matter of trial and error. 
Extension of the above-mentioned strategy for 
mapping objects to features is a promising direction 
in the field of multi-media databases. We note that 
capturing all mappings of Figure 2, into a consistent 
framework will be a significant progress in this field. 
Since the success of multi-media databases depends 
on the understanding of the concepts used in an ap- 
plication, it is important that militaries actively par- 
ticipate in the development of a new generation of 
military information systems. 
4 Data Mining 
The large amount of data stored in databases may 
serve two purposes. First, it may help in understand- 
ing a phenomenon, and second it may help to predict 
the outcome of similar phenomena. In our view, data 
mining is a powerful tool that contributes to the real- 
ization of these purposes. 
Data mining has as goal to extract potentially use- 
ful information from large databases by using a wide 
variety of methods and techniques, including statisti- 
cal ones, that is able to explore large data sets ef- 
ficiently. In practice it is seldom the case that a 
proper data set is available that can be directly mined. 
Therefore, we feel that the following four steps are 
equally important for effectively data mining. 
1. A so-called mining question should be formu- 
lated. This question should specify the kind of 
information one is looking for. In general, a min- 
ing question is formulated together with domain 
experts. 
2. Then, the data that may be used in order to an- 
swer the mining question should be selected, en- 
riched, cleaned, and integrated, i.e., constructing 
a data warehouse. Since intelligence gathering is 
an important activity in many military applica- 
tions, data enrichment is a key factor in building 
data warehouses successfully. 
3. A mining algorithm has to be selected/developed 
that will search the data warehouse for appropri- 
ate answers to the mining question. 
4. Finally, the answers of the search process should 
be presented in a way such that domain experts 
are able to understand and evaluate these an- 
swers. 
We note that these four steps are defined as Knowl- 
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edge Discovery in Databases (KDD) [15] and should 
be iteratively applied. In general, data mining is a 
highly interactive process. In practice, users start with 
a rough idea of the information that might be inter- 
esting, and during the mining session the user more 
explicitly specifies, based on, among others, the min- 
ing results obtained so far, which information should 
be searched for. 
In Section 4.1, we describe a comprehensive and 
extensible architecture that supports the above- 
mentioned steps. Since the mining step provides us 
arguments to assess the performance of data mining 
in military applications, we focus on a number of min- 
ing techniques in Section 4.2. Then, in Section 4.3, 
we briefly describe a data mining application that we 
have performed at our laboratory. 
4.1 KDD Architecture 
To be viable, a data mining tool should support all the 
steps distinguished for knowledge discovery. In Figure 
3, the architecture of a data mining tool is presented 
that supports all these steps. This architecture con- 
sists of a number of modules. The input consists of a 
mining question, the databases that should be mined, 
the algorithm that is selected for mining, and addi- 
tional requirements that may be posed by the user. 
For example, a user may demand that an attribute 
in a database should not be involved in the mining 
process for reasons of privacy (e.g., income of pilots). 
The user has the possibility to request intermediate 
mining results, and if desired, the user is able to mod- 
ify the input. An advanced graphical user interface 
is required to facilitate the presentation of the input 
and the interaction between tool and user. Mining re- 
sults should be presented in a way that can be easily 
interpreted by domain experts. 
Once the tool has received its input, it should ex- 
tract and pass proper information to a module that 
contains a suite of tools to set up a data warehouse 
on the one hand, and on the other hand it should for- 
malize the mining question such that it is understood 
by the selected mining algorithm. In general, the gen- 
eration of a data warehouse may be a complex task. 
Therefore, tools are required to support this task. For 
example, there is a practical need for tools that detect 
conflicting data, filter noisy data, etc. 
Once a data warehouse has been established, a min- 
ing algorithm will heavily interrogate the database to 
expose useful knowledge hidden in the database. Each 
2-6 
Mining 
Databases Requirements 
Selected Mining 
Question Algorithm ( 
Advanced 
Graphical User 
Interface 
formalized 
I Input update 
I  
Mining results 
> 
User 
request for 
mining results 
information 
to construct 
data warehouse 
question 
\1 
required 
queries 
, 
Tools to 
construct 
data warehouse 
> DBMS 
qep 
I 
qep 
DB . . . DB 
Data Warehouse 
query 
results 
Figure 3: Architecture of a data mining tool 
interrogation should be translated into a query that is 
understood by the underlying database management 
system (dbms). Therefore, a query generator should 
be part of a data mining tool. If a dbms receives a 
query, it generates an efficient query execution plan 
(qep), which describes step by step the operations 
to be performed in order to retrieve the result of a 
query from the data warehouse. Then, the query ex- 
ecution plan is performed, and the result is passed 
to the dbms, which passes it, in turn, to the mining 
algorithms module. 
Since the retrieval of data from databases is still 
a bottleneck [9, 141, the performance of a data min- 
ing tool depends on the query processing capabilities 
of a database management system (dbms). We have 
observed that mining algorithms may pose simultane- 
ously sequences of interdependent queries to a dbms 
and that exploitation of dependencies speed up query 
processing [5, 10, 201. S ince database management 
systems on the market place do not take advantage of 
this fact, we suggest to implement advanced query op- 
timization techniques on top of commercial database 
systems in order to gain performance. 
Our motivation to equip the mining algorithm mod- 
ule with a wide variety of algorithms is that some algo- 
rithms may very well be suited for some applications, 
while less suited for others. 
A wide variety of techniques are available for min- 
ing purposes (step 3) varying from classical tech- 
niques, such as regression, to more novel ones, such as 
evolutionary computing techniques. In the following, 
we discuss how to set up a mining algorithm mod- 
ule. We briefly discuss a number of mining techniques 
which might be included in such a module. 
4.2 Mining algorithm module 
During the past years many algorithms have been de- 
veloped and implemented for data mining tasks by 
the research as well as the commercial community. A 
proper question that raises up: “What mining algo- 
rithm do I need?“. Although a rough categorization 
is possible for the mining algorithms, the question re- 
mains tough to answer. Currently, we may distin- 
guish three categories of algorithms: classification al- 
gorithms, algorithms for association rules, and algo- 
rithms to mine time series databases. 
Classification has as goal to distribute ob- 
jects/tuples on the basis of common properties into 
a number of classes [l]. Algorithms for association 
rules are focussed towards the search of frequently oc- 
curring patterns in a database [2]. Mining algorithms 
for time series databases search for common patterns 
embedded in a database of sequences of events [4]. 
As motivated before, a mining algorithm module 
should be equipped with a wide variety of algorithms. 
In order to select the proper algorithm, a characteri- 
zation of each type of algorithms is necessary. Then, a 
system or an expert may choose an algorithm for the 
problem at hand. 
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In Figure 4, we illustrate for classification problems 
how such a module may be set up. On the basis of 
a number of characteristics that may be relevant in 
choosing a mining technique, a tree is constructed. 
Suppose we have a mining problem and we know that 
attributes ~1, x2, x3, . . . . X~ are linear dependent on an 
attribute y. If we are searching for a function to de- 
scribe this dependency, then a linear regression tech- 
nique might be a good choice for this task. For a 
more detailed characterization of a number of mining 
techniques, we refer to Section 4.2.2 
Today, the majority of the mining algorithms are 
focussed towards association rules and classification. 
In the following we give a brief overview of the algo- 
rithms in these fields. 
4.2.1 Association rules 
The field of association rules has been inspired by 
databases that store items purchased by a customer 
as a transaction [2, 3, 151. A planning department 
may be interested in finding associations between sets 
of items. An example of such an association may be 
that 90% of the transactions that purchase diapers 
also purchase beer. This might be a good reason to 
place these two items close to each other to provide 
the customer a better service. 
For reasons of convenience, we model a supermar- 
ket database as a relation basket(ii,&,is, . . ..ik). in 
which ij, 1 5 j 5 k, is a binary attribute that records 
whether an item has been sold or not. Note that a tu- 
ple in the database corresponds to a shopping basket 
at the counter. 
Let I be the sets of all items, X, Y c I, and s(X) 
the percentage of baskets containing all items in X. 
Then, X + Y is a association rule with regard to 
ti and t2 iff s(XY) 2 ti and w 2 t2, in which 
Y g X. The latter equation expresses the confidence 
in a rule, while the former equation guarantees that 
itemsets should have a minimum size, and therefore a 
minimum support. 
The problem is to find all rules that have min- 
imum support and confidence greater than the de- 
fined threshold values ti and t2. In general, two steps 
are distinguished in solving this problem. In step 1, 
all itemsets that have minimum support are selected. 
And in step 2, for each itemset X found in step 1 and 
any 2 c X, all rules that have minimum confidence 
are generated. 
Suppose that we have the following four trans- 
actions: Tl = {a, b,c}, T2 = {a, b,d}, T3 = 
{a,d,e} and TJ = {a, b,d}. Let the minimum sup- 
port and minimum confidence be 0.7 and 0.9 respec- 
tively. Then, the following itemsets meet the mini- 
mum support. s({a}) = 1, s({b}) = 0.75, s({d}) = 
0.75, s({ab}) = 0.75, and s({ad}) = 0.75. The valid 
association rules are 2: b -+ a and d + a, both with 
2Note that a + b is not a valid rule, since $$ = y < 0.9. 
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Figure 4: Module of mining algorithms 
confidence 1 .O. made for classical techniques as well. 
Having obtained the itemsets that meet the mini- 
mum support, step 2 is straightforward. The solution 
for step 1 is harder. A simple solution for step 1 is 
to form all itemsets and obtain their support in one 
pass over the data. However, this solution is computa- 
tionally infeasible, since the number of itemsets grows 
exponentially with the number of items. The chal- 
lenge is to minimize the complexity and the number 
of passes over the database. A large number of papers 
in the literature report on various type of solutions 
for this problem, exploiting mathematical properties 
as well as domain knowledge. 
4.2.2 Classification 
As noted before, classification has as goal to distribute 
the tuples of a database into a number of, whether or 
not pre-defined, classes. In general, if the classes are 
not pre-defined, the term clustering is used. In the 
remainder of this section, we restrict ourselves to the 
case that the classes are pre-defined. 
Today, the most popular classification techniques 
are based on decision trees, while evolutionary tech- 
niques are gaining considerable attention. Classical 
techniques, such as regression, kernel density meth- 
ods, etc. are still appropriate for many data mining 
tasks. Due to space limits, we briefly characterize de- 
cision trees and two evolutionary techniques namely, 
genetic algorithms and neural networks3. Our charac- 
terization is based on the following terms: the assump- 
tions on which a technique is based, the quality of the 
solution produced by a technique, and the “complex- 
ity” of a technique. Such a characterization can be 
Decision trees[21] This type of algorithms picks an 
attribute as root, and splits it on all possible values, 
resulting in a tree with depth 2. If all corresponding 
tuples to a leaf are in a same class C, label that leaf 
with C. As long as leafs are unlabeled: choose a new 
attribute and expand the tree by splitting it on all 
possible values again. This process terminates until 
all leafs have been labelled. Algorithms based on de- 
cision trees differ in the way a choice is made for an 
attribute that will be split. 
Assumption: None. 
Quality of solution: The results of decision trees are 
easily interpreted and are useful as long as the trees 
are not too large. In general, large trees have a higher 
misclassification rate than small ones. There are tech- 
niques to determine the right size of a tree. 
Complexity: The most expensive operation is the 
splitting of an attribute on attribute values and the 
classification of all tuples according to these values. 
Furthermore, a tree grows exponentially with the 
number of attributes. 
3For an overview of classical techniques in the context of 
data mining, we refer to [13], which is available upon request. 
Genetic algorithms[19] Genetic algorithms start 
with an initial population. Traditionally, an indi- 
vidual/object in the population is represented as a 
string of bits. The quality of each individual is com- 
puted, called the fitness of an individual. On the basis 
of these qualities, a selection of individuals is made. 
Some of the selected individuals undergo a minor mod- 
ification, called mutation. For some pairs of selected 
individuals a random point is selected, and the sub- 
strings behind this random point are exchanged, called 
cross-over. The selected individuals, whether or not 
modified, form a new generation and the same proce- 
dure is repeated with the new generation until some 
defined criterion is met. 
Assumption: A representation of a population and a 
quality measure should be defined. 
Quality of solution: Genetic algorithms have been suc- 
cessfully applied in a wide variety of applications. In 
some cases, it is proven that it converges to a local 
optimum. In other cases, experiments show that con- 
vergence occurs. 
Complexity: The most expensive operation is the com- 
putation of the fitness function. A genetic algorithm 
searches different (small) parts of a search space. The 
complexity is linear with the number of individuals 
in a population and the number of generations that 
should be investigated. 
Neural networks[l7]: A neural network is a func- 
tion that maps input patterns to output patterns. 
It consists of nodes and connections between nodes. 
Nodes are organised in layers, one input layer, a num- 
ber of hidden layers, and an output layer. A node 
in layer i is connected with all nodes in layer i + 1. 
The connections are labelled with a weight. The in- 
put nodes receive binary values from their environ- 
ment. The other nodes compute a function from their 
weighted input and propagate the result. The func- 
tion looks as follows: 
in which Vj denotes the value of node j, wj,k the 
weight of the connection between node j and node 
Ic, and g is a function. The output of the network 
strongly depends on the function g. Often g is defined 
as follows: 
9= 
1 ifx-8,zO 
0 otherwise 
in which 13, is a threshold value. 
To make the network learn the correct function, we 
let it adjust the weights using a set of input-output 
pairs. A simple idea for an adjustment scheme is: 
if a network gives a wrong answer, the weights are 
adjusted proportionally to their contribution to the 
wrong answers. 
Assumption: At least one hidden layer is necessary to 
approximate continuous functions. 
Quality of solution: Depends on an appropriate choice 
of the parameters, such as number of nodes, hidden 
layers, etc. In general, this is a tough task. 
Complexity: The computation of the values that 
should be propagated is the most expensive opera- 
tion. Furthermore, once a network is established, the 
complexity is linear with the input. The number of 
connections grows also linear with the addition of a 
node in a layer. 
4.3 An Application 
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At NLR, we have developed and implemented a re- 
targetable data mining tool for classification tasks 
that is running in a Microsoft environment [ll]. Re- 
targetable means that the tool can be integrated with 
other database management systems, such as ORA- 
CLE, without much effort. Our mining tool is cur- 
rently equipped with a mining algorithm module, a 
query generator module, and a simple user interface. 
The mining algorithm module consists of a genetic- 
based mining algorithm. The architecture of the tool, 
called SHARVIND, is depicted in Figure 5. The tool 
takes as input a mining question, which actually se- 
lects the part of the database where interesting knowl- 
edge should be searched, and possibly requirements 
(e.g., not to use certain attributes in the mining pro- 
cess) posed by a user. Then, a random number of 
expressions, called initial population, is selected. We 
note that an expression is a conjunction of predicates 
defined over a number of database attributes. The ini- 
tial population is manipulated by applying the cross- 
over and mutation operators. Since we require the 
number of tuples that satisfy an individual/expression 
to compute the fitness of an individual, individuals are 
translated into corresponding SQL queries which are 
passed to the MS Access dbms. The fittest individuals 
are selected to form the next generation and the ma- 
nipulation process is repeated until no significant im- 
provement of the population can be observed. As out- 
put, the tool delivers expressions whose corresponding 
number of tuples falls in a user-defined interval. 
We have mined two real-life databases with the 
tool. Both databases contain aircraft incident data, 
one is set up by the Federal Aviation Administration 
(FAA) in the USA, referred as FAA database, and the 
other is set up by the Joint Research Centre (JRC) in 
Italy, referred as ECCAIRS database. We note that 
the FAA database is obtained from the Internet and 
is mined at our laboratory, while the JRC database is 
mined on location. In the FAA database aircraft inci- 
dent are recorded from 1978 to 1995, while ECCAIRS 
is recently in production. 
The ECCAIRS database consists of 36 relations 
and about 300 attributes. Two major relations of 
the database are the ACS and the OCCS relations. 
The ACS relation contains information with regard 
to aircraft, such as manufacturer, motor, speed of 
the aircraft, etc., and information about the environ- 
ment in which the aircraft is involved, such as weather 
conditions. The OCCS relation describes in general 
terms an occurrence (incident or accident) and con- 
tains general information with regard to an occur- 
rence, for example, time and location of an occurrence, 
etc. The relation ACCS contains 5202 tuples and 186 
attributes and OCCS contains 5202 tuples and 27 at- 
tributes. Although the number of tuples is not large, 
mining might be interesting due to the large number 
of attributes 
However, currently 17 relations do not contain any 
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Figure 5: Architecture of SHARVIND 
tuples, while other relations consist of tuples having 
many NULL values. So, in order to make the database 
suitable for mining, we have cleaned the database. 
We have removed attributes that have less than 2000 
entries filled in, attributes whose values consist of 
natural language, attributes that are fully functional 
dependent on another attribute, and attributes with 
high and low selectivity factors. 
After performing the removals, we have joined the 
relations ACS and OCCS and 64 attributes were left 
for mining. 
At NLR, the FAA database is implemented as a sin- 
gle table that is sorted on an attribute, called report 
number, which served as primary key. In the follow- 
ing, we mean by the FAA database, the database as 
it is implemented and filled at our laboratory. 
The FAA database consists of more than 70 at- 
tributes and about 60.000 tuples. As in the case of 
ECCAIRS, this database contains also NULL values, 
redundant data, and attributes with very high and 
low selectivity factors. Therefore, we have cleaned 
this database in the same way as ECCAIRS, in or- 
der to make it suitable for mining. After cleaning 30 
attributes were left and 60.000 tuples. 
We have mined both databases by posing several 
questions concerning safety aspects to our tool. We 
start with the question “What are the profiles of 
risky flights ?” We have posed to the FAA databases 
some additional mining questions (concerning safety 
aspects), such as “Given the fact an incident was due 
to operational defects not inflicted by the pilot, what 
is the profile of this type of incident”, etc. We have 
presented the mining results to safety experts at our 
laboratory and the overall conclusion was that the an- 
swers to the mining questions were correct and promis- 
ing. The mining results helped safety experts to gain 
insight in the databases and hopefully also knowledge 
in future. For example, an unexpected result from the 
FAA database was the following association: 
aircraft-damage is (‘minor’) A primary-flight-type is 
(‘personal’) A type-of-operation is (‘general operating 
rules’) A flight-plan is (‘none’) A pilot-rating is (‘no 
rating’) -+ pilotinduced. 
This association means that pilots without flight cer- 
tificates and flight plans who are flying in private air- 
craft are causing more incidents than other groups. 
This result was on the first glance a bit strange for 
our safety expert, since pilots without flight certifi- 
cates are not allowed to fly. After a while it appeared 
that the association was correct and our safety ex- 
pert was able to explain the association. The pilots 
without certificates appeared to be students whose in- 
cidents were recorded in the FAA database as well. 
5 Conclusions 
We have discussed a number of trends that may be dis- 
tinguished in the military community. To implement 
these trends successfully, an adequate processing of 
various types of information with acceptable perfor- 
mance is required. In this paper, we have briefly in- 
troduced the field of multi-media databases and data 
mining. We have touched on the potentials of these 
fields for the next generation of military information 
systems as well as the challenges they entail. 
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