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3s2p inelastic x-ray scattering of CaF 2
F. M. F. de Groot
Solid State Physics, University of Groningen, Nijenborgh 4, 9747 AG Groningen, The Netherlands
~Received 17 August 1995; revised manuscript received 14 November 1995!
In this paper the 3s2p inelastic x-ray scattering ~IXS! cross sections of CaF2 are analyzed using a ligand-
field multiplet approach. All dipole matrix elements necessary for the IXS cross section are calculated and it is
shown that interference effects are not negligible. The important possibility to map out a specific character of
the 2p53d1 intermediate states is explained. The experimental results of Rubensson et al. are reproduced with
the ligand field multiplet model and the Kramers-Heisenberg equation of inelastic x-ray scattering. The values
found for the ligand-field splitting (20.91 eV! and the 3s3d exchange splitting ~1.2 eV! differ from the results
fitted to experiment.
I. INTRODUCTION
In the last five years a wealth of experimental data has
been gathered on core spectroscopies of CaF2 . With the im-
provement of the resolution of soft x-ray monochromators at
synchrotron radiation sources,1 sharp-structured x-ray ab-
sorption spectra were obtained. In fact the structures ob-
tained @with a Lorentzian broadening of only 80 meV in case
of the lowest energy peaks of CaF2 ~Ref. 2!# are in many
cases sharper than the tabulated core hole lifetime
broadenings.3 CaF 2 has been a much studied system for at
least two reasons: ~1! it can be considered as a prototype
system in many theoretical approaches and serves to test the
theoretical predictions and also to develop the theoretical
models into the new field of high-resolution spectra; ~2! the
interfaces of CaF2 with Si and GaAs are important for ap-
plications in the semiconductor industry and also the study of
these interfaces reached new openings in the understanding
of interfaces in general, partly due to the possibility to pre-
pare high-quality interfaces.4 In the present paper for all
property ~1! is important, that is the electronic structure of
CaF2 is simple to explain: CaF 2 is rather ionic and has a
large band gap of approximately 12 eV. The valence band is
formed by the fluorine 2p band and the first empty ‘‘band’’
contain the 3d states. This is not to say that the valence band
is 100% pure F 2p and in fact there is some admixture of Ca
3d , 4s , and 4p character, as quantified by band structure
calculations.5,6 However, an important aspect that is implied
is that the valence band consists of six electron states and
there is a large gap to the ten hole states originating from the
3d band and further hole states due to the other empty bands.
The valence band has been studied with photoemission
and with 3p resonant photoemission (3p RPES!. Its width,
at half maximum height, is approximately 3.3 eV and the
maximum dispersion of the peak position is only 2.3 eV.4 In
this same paper the first ‘‘high-resolution’’ 2p x-ray absorp-
tion spectra were published, with an initial analysis in which
the seven peaks observed were described qualitatively ~and
as turned out later, not completely correct! to a combination
of multiplet effects and interface effects. The quantitative
interpretation of the 2p x-ray absorption spectrum revealed
that there are indeed seven transitions possible, but two are
too close to be separated so six peaks are observable.2 A
study of Himpsel and co-workers showed that the seventh
observable peak is related to an intrinsic surface effect due to
the relatively shallow probing depth of electron-yield
detection.7 The seven possible final states relate to the seven
multiplet states of the 2p53d1 final state. As has been de-
scribed in detail2 this 2p53d1 state is subject to large mul-
tiplet effects caused by the strong 2p3d Coulomb and ex-
change interactions. The multiplet effects dominate the other
energy effects due to the ligand field and the 2p spin-orbit
coupling. The 3d spin-orbit is weak ~8 meV! and its inclu-
sion does not modify the picture presented. For a detailed
analysis of the symmetry effects the readers is referred to
Refs. 2 and 8.
Only recently has the 2p excitation been used to reso-
nantly enhance photoemission processes.9 2p RPES has been
used to study the valence band,10–15 but also shallow core
excitations like 3s and 3p have been studied at the 2p
resonance.15–18 The 2p hole state gives also rise to reso-
nances in Auger channels like 2p3p3p resonant Auger elec-
tron spectroscopy ~RAES!.16,19 The mechanism for both
RPES and RAES is identical and both occur due to two-
electron Auger matrix elements. Their only difference is that
the photoemission final states can be reached directly by di-
pole transitions from the ground state. The possible RAES
final states are 3s 3s , 3s 3p , and 3p 3p two-hole states, all
with the presence of the excited 3d electron. The RPES final
states are the one-hole states 3s and 3p . In case of CaF2 the
3d band is empty and 3d RPES does not occur. With respect
to the interpretation of 2p RPES experiments there is a de-
bate regarding the question if there ‘‘exists’’ any resonance.12
In the one interpretation there is, in contrast to 3p RPES, no
resonance effect and one observes a mere addition of the
photoemission channel and the indirect ‘‘Auger’’ channel.12
This viewpoint might seem somewhat strange if one realizes
that one is considering in the RPES process a situation in
which the initial and final states are identical and in which
two paths exist between them. It might be possible that these
effects are too small to be observed, as apparently they are in
some cases. What one is effectively discussing are two
mechanisms for the decay of a ‘‘2p core hole,’’ or better the
2p3d exciton. There are many decay routes of a 2p3d ex-
citon, i.e., the various radiative and nonradiative decay chan-
nels. For the problem as sketched above it is important to
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divide these channels into two classes. One class fills the 2p
hole and the other class modifies the state but leaves a 2p
hole present. To this second category belong the so-called
Coster-Kronig Auger channels that describe the decay of a
2p1/2 hole into a 2p3/2 hole. As has been argued in Ref. 19
such decay channels can in principle occur also within the
2p3/2 (L3) edge. The 2p!2p8 Auger decay channels, which
might be indicated with terms like ‘‘dephasing’’ or ‘‘relax-
ation,’’ leave the system in an ionized state. If such channels
dominate the intermediate state changes its nature ~i.e., its
number of electrons! with the consequence that the final state
reached is not identical to the one reached directly by pho-
toemission, thereby removing the interference effects. Thus
the debate might be rendered a debate as to whether
‘‘dephasing’’ or ‘‘core hole decay’’ dominates. In fact for
several systems this question can be partly answered from an
analysis of, for example, their 2p3p3p RAES spectral
shapes. As shown in the data of Elango and co-workers,16 in
case of the 2p3p3p RAES of CaF2 ‘‘core-hole decay’’
dominates, but for the 2p1/2 states the effects of dephasing,
followed by normal Auger, are clearly visible. The debate
started with the interpretation of metallic systems such as Ni,
which are much more ‘‘covalent’’ and for which indeed the
dephasing will be more important and likely to be
dominant.12 However, the effects of resonant core-hole decay
have been shown to exist too.13 The dynamics of nonradia-
tive decay is also important for the interpretation of the in-
elastic x-ray scattering cross sections ~see Sec. III!.
Many different names are used to denote the process in
which one comes in with a photon of energy v , detecting a
photon with energy v8. Names used include core-core in-
elastic x-ray scattering ~core-core! resonant Raman scatter-
ing, resonant x-ray emission,20 and threshold-excited soft
x-ray fluorescence.21 The process obviously is an inelastic
scattering process, but to distinguish the present process
from other inelastic x-ray scattering ~IXS! processes one can
add the label ‘‘core-core’’ ~or specifically 3s2p!, or alterna-
tively use the label ‘‘Raman,’’ which denotes a resonant pro-
cess via a localized electronic state. The equivalent terms
resonant x-ray emission and threshold-excited soft x-ray
fluorescence denote the close relation to resonant photoemis-
sion. They are derived from the experimental situation for
which the x-ray emission ~fluorescence! cross section is mea-
sured at a series of excitation energies close to an x-ray ab-
sorption edge.
The study of core-core inelastic x-ray scattering experi-
ments is a rather new field. Due to the low cross sections a
large number of photons is necessary to obtain sufficiently
accurate experimental data. Ha¨ma¨la¨inen et al. measured the
3p1s inelastic x-ray scattering cross sections of manganese
systems22 and the 4d2p IXS spectra for dysprosium.23 For
the 3p1s IXS spectra it has been determined that ~1! the 1s
lifetime broadening disappears and ~2! one can use two dif-
ferent decay channels and separate spin up and spin down in
a so-called ‘‘local-spin-selective’’ x-ray absorption experi-
ment. The use of a 1s core state for the resonance has some
important consequences such as the absence of interference
effects, essentially because there is only one core state ~per
spin! that resonates.24 This is not the case for the 4d2p IXS
spectra of rare earths as discussed by Carra, Fabrizio, and
Thole.25 Also in the present case of 3s2p IXS interference
effects will be important.
The 3s2p IXS spectra of CaF2 have been measured re-
cently by Rubensson et al.21 Their findings will be discussed
in Sec. III, where a comparison will be made of the theoreti-
cal results with these experiments. In Sec. II the theoretical
procedure is outlined.
II. THEORY
The 3s2p inelastic x-ray scattering cross section is domi-
nated by resonant scattering via the 2p53d1 intermediate
states. This reduces the calculation to the transitions of
3d0, via 2p53d1, to 3s13d1 states. The effects of charge
transfer are small and will be neglected. They are discussed
in Sec. III. Both the x-ray absorption and x-ray emission
steps conserve the local charge and it has been shown that in
those experimental conditions ionic systems like CaF2 can
be described in close detail by the ligand field
approximation.2,8
Inelastic scattering from localized core states can be de-
scribed with the so-called generalized Kramers-Heisenberg
formula:26,27




with v and v8 as, respectively, the incoming and outgoing
x-ray energies. i0 represents the 3d0 ground state, x the
2p53d1 intermediate states, and f the 3s13d1 final states. All
angular ~polarization! degrees of freedom have been taken
from Eq. ~1!.27 L f indicates a Lorentzian broadening of the
3s13d5 final states and GE the experimental broadening,
which is approximated with a Gaussian. For the present case
of 3s2p inelastic x-ray scattering it is important to calculate
the dipole matrix elements ^3s13d1@G8#urqu2p53d1@G#& and
^2p53d1@G#urqu3d0&. The denominator indicates that a reso-
nance occurs if the incoming x-ray energy (v) equals the
energy difference between the intermediate state (Ex) and
the ground state (Ei0). Interference effects are important be-
cause the energy separation between the intermediate states
is of the same order of magnitude as their lifetime broaden-
ing (Gx).
First the symmetries of the states and their respective en-
ergies are discussed, followed by a section on the actual
calculation of the necessary matrix elements and with Eq. ~1!
of the resulting IXS cross sections.
A. Symmetries
Starting from a situation with all bands completely full or
empty has the advantage of strong restrictions on the pos-
sible symmetry states. Important ingredients for the possible
symmetries are the dipole selection rule, the projection rules
for different symmetry groups, and the multiplication rules
used to combine symmetries of two electrons or used to
combine the L and S symmetry states with spin-orbit cou-
pling. For readers not familiar with group theory these rules
are briefly introduced in the Appendix.28
Ligand field multiplet calculations have been performed
for the 3d0 initial state, the 2p53d1 intermediate states, and
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the 3s13d1 final states in cubic symmetry. The respective
symmetries of the configurations in atomic and cubic sym-
metries are given in Table I. The cubic symmetries are given
with their LS-like term symbols 2S11L , where L is given
with the Scho¨nfliess notation of its irreducible representa-
tion. To specify completely the symmetry states it is neces-
sary to project also the S quantum numbers to cubic symme-
try and to couple the spin and orbit representations to J-like
total symmetry representations. All total symmetry represen-
tations are given with square brackets.
The 3d0 initial state consists of only one state with L5S
5J50 giving a cubic symmetry of 1A1@A1# . The 2p53d1
intermediate states have the atomic symmetries given by the
multiplication of 2P times 2D , yielding singlet and triplet
states of P , D , and F . The change from atomic (SO3) to
cubic (Oh) symmetry projects P to T1 and splits D into E
and T2 . ~cf. Appendix!. Multiplying the representations of
both electrons yields the singlet and triplet states of, respec-
tively, T1 , T2 , T1 , T2 , E , and A2 symmetry. This gives a
total number of 25 different total symmetry states. It can be
checked ~from the Appendix! that these are respectively, 2
states of @A1# symmetry, 3 @A2# states, 5 [E] states, 7 @T1#
states and 8 @T2# states. All these 25 states are possible
within the 2p53d1 state in cubic symmetry, but they cannot
all be reached from the ground state. Which symmetries do
have a finite transition strength depends on the dipole selec-
tion rules. As the ground state has symmetry @A1# the only
possible states reachable with a dipole transition must have
@T1# symmetry and only 7 of the 25 states acquire intensity.
They are indicated with boldface in Table I. The 3s13d1 final
states are found by multiplying 2S with 2D . Within cubic
symmetry these states are projected to 8 states as given in
Table I. From these 8 states only the @A2#-symmetry states
cannot be reached by the dipole selection rule from the
@T1# symmetry intermediate states.
B. Energies
The respective energies of the different symmetry states
have been calculated using a Hartree-Fock-based program.
The initial state consists of a single symmetry and its energy
is set to zero. The relative energies of the 3s13d5 final states
are determined by the 3s3d exchange integral, the ligand
field splitting, and the 3d spin-orbit coupling. The 3s3d ex-
change integral splits the states into triplets and singlets and
the ligand field splits the states of T2 and E symmetry. Both
the 3s3d exchange splitting and the ligand field splitting are
of the order of 1 eV and they give rise to 4 states, given in
LS symmetry by, respectively, 3E , 3T2 , 1E , and 1T2 . The
spin-orbit coupling of the 3d electron (zd) is very small for
divalent calcium, only 8 meV. For atomic symmetries the
3D state is split into 3D3 , 3D2 , and 3D1 separated by,
respectively, 32zd and zd . Due to the ligand field the 3d spin-
orbit coupling is partly quenched, from a J52 state to an
effective J51 state. The 3d spin-orbit coupling splits the
3T2 state into, respectively, @T1# , [E], @T2# , and @A2# total
symmetry states. The energy differences between
@T1#1@E# and @T2# equals the 3d spin-orbit coupling, while
the energy difference between @T2# and @A2# is equal to 12
zd . These energy separations occur for all cases where the
ligand field strength is considerably larger than the 3d spin-
orbit coupling. The 3E state is split into @T1# and @T2# but
their energies are equal.
The situation for the 2p53d1 intermediate states is similar
and the states are split by the ligand field, 2p3d exchange,
and the small 3d spin-orbit coupling. An important differ-
ence, however, is that the 2p3d exchange integral is large
and takes a more complex form. This has been described in
detail in the analysis of the 2p x-ray absorption spectral
shape.2 For a 2p3d interaction the ‘‘exchange’’ integral is
written with three Slater integrals F2, G1, and G3 which are
of the order of 10 eV. They cause the occurrence of small
‘‘prepeaks’’ and a complete reordering of the intensities of
the various peaks.
C. Matrix elements and IXS cross sections
The calculations have been performed with the COWAN
~Ref. 29! and BUTLER ~Ref. 30! computer codes, describing,
TABLE I. The respective symmetries of the configurations involved for the ground state, intermediate
states, and final states. All states in boldface can be actually reached from the @A1# ground state symmetry,
via, respectively, one and two dipolar transitions.
Configuration Atomic symmetries Cubic symmetries (LS) Cubic symmetries [J]
3d0 1S 1(A1) @A1#
# @A1# ^ @T1#5@T1#
@T1# ,@T2# ,@T1# ,@T2# ,@E# ,@A2#
2p53d1 2P^ 2D 1,3(T1T2T1T2EA2) @T1T2EA1# ,@T1T2EA2# ,@T1T2EA1#
@T1T2EA2# ,@T1T2# ,@T2#
# @T1# ^ @T1#5@A1ET1T2#
3s13d1 2S^ 2D 1,3(ET2) @E# ,@T2# ,@T1T2# ,@T1T2EA2#
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respectively, the atomic multiplets and their projection to cu-
bic symmetry.8 The COWAN program calculates the average
energies of the 3d0, 2p53d1 and 3s13d1 configurations. The
absolute energies resulting from the Hartree-Fock-
~HF-!based program are off by some eV. To make a close
comparison to the experiments in the remainder of this paper
the absolute energies of the configurations have been set to
experiment. That is the energy position of the highest-energy
peak in the 2p x-ray absorption spectrum has been set to
352.3 eV and the energy position of the highest-energy peak
in the 3s2p IXS spectrum has been set to 48.64 eV.21 The
parameters used in the ligand field multiplet model are given
in Table II. They are exactly the same as in Ref.2, where it
has been shown that they reproduce the 2p x-ray absorption
spectrum of CaF2 in great detail.
In order to determine all possible matrices the seven tran-
sitions 3d0!2p53d1@G# must be calculated for the excita-
tion. The decay step is described with a 737 matrix for all
transitions 2p53d1@G#!3s13d1@G8# . Table III gives all
energy-positions of the intermediate and final states and all
matrix elements. The first column gives the 2p53d1 energies
and the second column the ‘‘x-ray absorption’’ matrix ele-
ment. The other columns contain the decay matrix elements
between the seven intermediate states and the seven final
states, which are indicated at the top. The matrix elements do
have a positive or negative sign, important for the interfer-
ence effects. The overall intensity of each of the seven exci-
tation states integrated over the decay channels is equal and
also the intensities to each of the seven final states integrated
over the intermediate states is equal. This comes about as the
overall intensity originates from the 3s!2p transition. The
details of the 2p3d and 3s3d couplings give the spectral
shapes but do not alter the overall intensity. Table III con-
tains the information necessary to determine the inelastic
x-ray cross sections. Additional parameters needed are the
2p lifetime broadening (G2p), the 3s lifetime broadening
(G3s), and for the simulation of experiments also the spread
of the incoming and outgoing x-ray energies, both assumed
to be Gaussians.
An approximate picture to describe the IXS cross sections
is to assume that they are given as the 2p x-ray absorption
cross section multiplied for each intermediate state by the
various 3s2p x-ray emission cross sections. This approxima-
tion neglects completely the interference effects. Under this
approximation the matrix elements in Table III can be trans-
formed to intensities. These intensities are given in Table IV,
where the intensities for the ~close to! degenerate final states
have been added. The overall intensities are given as
I~G ,G8!5u^3s13d1@G8#urqu2p53d1@G#&u2
3u^2p53d1@G#urqu3d0&u2. ~2!
The 734 matrix of intensities is plotted in Fig. 1. The x
axis gives the energies of the incoming x-ray energy and the
y axis the energy difference of the incoming and outgoing
energies. That is, on the x axis the 2p53d1 states have con-
stant energy and on the y axis the 3s13d1 states have con-
stant energies. The integral over the y axis gives the 2p x-ray
absorption cross section. In Table IV also the ligand field
nature and the spin nature of the seven 2p53d1 states have
been given. For example, the peak at the highest energy has
87% T2 character and 13% E character;19 it has 46% triplet
character and 54% singlet character. All 3s13d5 states are
100% pure in T2 or E character and they are also very close
to 100% pure in triplet or singlet character. This implies that
the sum of the intensities of 2p53d1!3s13d1@T2# transi-
tions is equal to the percentage of T2 character of the inter-
mediate states. This can be seen in Table IV and Fig. 1 where
the T2-like intermediate states decay essentially to T2 final
states.
TABLE II. Parameters used in the ligand field multiplet calcu-
lation. The ligand field value has been optimized to the 2p x-ray
absorption spectral shape. All Slater integrals have been reduced to




zp52.4 eV HF calculation
zd511 meV HF calculation
F253.03 eV HF calculation
G152.01 eV HF calculation
G351.14 eV HF calculation
10Dq520.91 eV Set to experiment
3s13d1 Final states:
zd58 meV HF calculation
G153.00 eV HF calculation
Splitting of 1.2 eV
10Dq520.91 eV Splitting of 0.91 eV
TABLE III. All dipole transition matrix elements for the 3d0!2p53d1 excitation and
2p53d1!3s13d1 decay. The signs are important for the interference effects.
Energy ^2p3d& 3E@T1# 3E@T2# 3T2@T1# 3T2@E# 3T2@T2# 1E@E# 1T2@T2#
46.53 46.53 47.44 47.44 47.44 47.73 48.64
346.6 0.1059 20.7413 20.6344 20.1061 0.1374 20.0243 20.1305 20.0035
347.2 0.2598 0.4245 20.3828 20.1966 20.2900 20.1673 20.6558 20.3037
347.5 0.0597 0.1051 0.0891 20.7226 0.4311 20.4910 0.0985 0.1487
348.1 0.1632 0.1791 20.0233 20.1115 0.6378 0.6875 20.2686 20.0558
348.9 20.8513 20.2501 0.2623 20.4959 20.3068 0.2997 0.1870 20.6353
350.9 0.3900 20.3842 0.5894 0.1845 0.1726 20.2548 20.5994 20.1294
353.3 1.0070 20.1294 0.1616 20.3678 20.4247 0.3205 20.2766 0.6797
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The important consequence of this observation is that the
final states map out the character E versus T2 and singlet
versus triplet of the intermediate states, thereby creating a
direct experimental route to determine the character of the
2p x-ray absorption excitons. By setting the detector to a
certain decay channel one can determine directly its spread
over the x-ray absorption spectrum. This procedure has been
used, for example, to separate spin-up and spin-down states
in so-called ‘‘local spin selective x-ray absorption.’’24 Simi-
larly this can be used in the present case to obtain a T2
symmetry projected x-ray absorption spectrum. There is one
major problem in doing this, namely, that interference effects
will tend to destroy this nice picture of a 100% pure decay
channel. In fact it will be shown below that this destruction
is very effective.
D. The importance of interference effects
Figure 2 gives the full result using the matrix elements of
Table III and a Lorentzian broadening of 0.2 eV for the 2p
holes and 0.4 eV for the 3s holes. A small Gaussian spread in
the incoming x-ray energies of 0.25 eV has been used. No-
tice that as for Fig. 1 it has been chosen to plot v2v8 versus
v , instead of a v8 versus v plot. The reason for this is that
the constant final-state spectra are directly visible. At first
sight Fig. 2 looks very much like a broadened version of Fig.
1, suggesting that interference effects are not dramatic for the
actual IXS cross section ~but see below!.
In experimental studies it is customary to plot a spectral
shape, that is a particular cross section of Fig. 2. Three often
used spectral shapes are the following: ~a! the resonant x-ray
emission spectrum I(v8)uv , which is a cross section along
the y axis. Experimentally this is the most common cross
section because one only has to scan the detector with fixed
incoming x-ray energy. The spectrum plotted as
I(v2v8)uv identifies with this cross section. The only dif-
ference is that the spectrum is shifted over v , which is done
in order to align identical final states if two excitation ener-
gies are compared. ~b! The constant final-state spectrum
I(v)uv2v8 is a cross section along the x axis at a fixed point
on the y axis in Fig. 2. With a constant final-state spectrum
one can map out certain features of the intermediate states as
indicated in the previous section. ~c! The cross section
I(v)uv8, which is the detection of the excitation spectrum
obtained at a fixed decay energy. This leads to a somewhat
complex result. In Fig. 2 it identifies with a cross section
taken at 245°, i.e., the same amount of change in v2v8
and v .
In order to investigate more closely the importance of
interference effects in Fig. 3 a series of spectra I(v2v8)uv
is plotted, where the excitation energy v is chosen at the
seven peaks of the absorption spectrum. The bottom spec-
TABLE IV. Intensities of excitation and decay obtained by squaring all matrix elements, multiplying
excitation and decay and adding the degenerate final states.
Energy Intensity % E Triplet 3E 3T2 1E 1T2
46.53 47.44 47.73 48.64
346.6 0.011 97% 98% 1068 34 19 .01
347.2 0.067 76% 48% 2205 1018 2903 622
347.5 0.003 3% 96% 6 339 3 7
348.1 0.026 10% 92% 87 2378 192 8
348.9 0.724 16% 56% 9524 31161 2536 29250
350.9 0.152 85% 62% 7532 1959 5467 254
352.3 1.014 13% 46% 4349 42439 7763 46865
FIG. 1. Intensity line plot of the IXS cross sections, calculated
as the x-ray absorption intensity times the x-ray emission intensity.
Excitation energy (v) on x axis; final-state energy (v2v8) on y
axis. The seven 2p53d1 intermediate states are visible along the x
axis and the four 3s13d1 final states are visible along the y axis.
FIG. 2. Intensity plot of the IXS cross sections, calculated using
Eq. ~1!, that is including interference effects. Excitation energy
(v) on x axis; final-state energy (v2v8) on y axis. A Gaussian
broadening of 0.25 eV ~HWHM! has been used, together with the
lifetime broadenings G2p50.2 and G3s50.4 eV.
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trum relates to the first small prepeak at 346.6 eV and the top
spectrum relates to the highest peak at 352.3 eV. The spectra
of the two large peaks at 348.9 and 352.3 eV have been
reduced to 20% with respect to all other spectra. In Fig. 3
three sets of theoretical spectra are given. The spectrum in-
dicated with dots is the decay spectrum of the particular in-
termediate state, which is excited. The dashed spectrum is
the decay spectrum without interference but with the inclu-
sion of the Lorentzian tails of the neighboring intermediate
states at the energy of excitation. This spectrum will be in-
dicated as the noninteracting superposition of Lorentzians.
The solid spectrum is the spectrum for which interference
effects have been included.
From Fig. 3 the following observations can be made: For
the two main peaks in the excitation spectrum all three pro-
cedures to calculate the decay spectrum give identical re-
sults. This is easy to understand as there is one channel that
completely dominates, hence the Lorentzian tails of the
neighbors can be neglected. This implies that interference
effects cannot be effective because then two channels are
needed that have approximately the same size of effective
matrix elements, that is a matrix element weighted by the
lifetime broadening at a certain energy difference from the
peak. There is a considerable interference for most small
peaks, for example, the peak 350.9 eV ~second from the top!.
This is the case because there is a considerable overlap of the
Lorentzian tails of the two large peaks at both sides. Al-
though the lifetime broadening is only 0.2 eV and the energy
difference is 1.4 eV with the main peak at 352.3 eV, its
intensity is a factor of 8 larger with the result that it still
influences the excitation at 350.9 eV. The noninteracting su-
perposition of the Lorentzian spectrum ~dashed! clearly
shows a shoulder at 48.6 eV, related to the influence of the
tails of the main peak. However, this shoulder disappears
again if interference is turned on ~solid!. The reason is that
the interference for this 48.6-eV peak is destructive, as can
be seen from Table III. Using the numbers in Eq. ~1!, one
adds a negative number (0.39320.12) to a positive one
~proportional to 1.030.67) and squares. Using Table III one
deduces that the interference effects are constructive for the
47.7 state but destructive for all transitions to the 47.4 states.
From Fig. 3 one can observe that the overall effect for the
peak at 47.5 eV is constructive.
One can observe in Fig. 3 that in all comparisons of
interference-on ~solid! and interference-off ~dashed! the inte-
grated intensities of the solid and dashed line are equivalent,
or in fact identical as the integrated intensity is conserved by
a sum rule. Relatively large interference effects can be seen
for the spectra excited at 347.5 and 348.1 eV. These two
energies relate to weak excitations, hence the decay spectrum
is dominated by the Lorentzian tails of the neighbours, which
have 20 to 30 times more intensity at only 0.3 and 0.6 eV
away. That is, interference effects are largest if two channels
have a comparable effective strength at a certain energy.31
In conclusion, at all energies away from the main peaks
the interference effects will be visible, especially at those
energies with equivalent effective strengths. Interference ef-
fects can be destructive or constructive. This depends on the
sign of the matrix elements for excitation and decay, as given
in Table III.
E. The detection of specific decay channels
Above it has been argumented that it is possible to map
out directly the amount of T2 character, or triplet character,
within the 2p x-ray absorption spectrum. Because the
3s13d1 final states are ~close to! 100% pure in ligand field
and spin character, by putting the detector on such a final
state one can map out its character. In this section it will be
shown how this appealing picture is largely destroyed by
interference effects.
A similar approach has been used for the 3p1s inelastic
x-ray scattering cross sections of manganese compounds.
The 3p53d5 final states contain two energy regions almost
pure in their spin character and separated by more than 10
eV.24,32,33 This situation has been used to map out the spin-
selective x-ray absorption states. In the present case of 3s2p
inelastic x-ray scattering these T2-selective or triplet-
selective x-ray absorption spectra can be plotted directly by
making a cross section through Fig. 2 along the x axis at a
particular final state energy v2v8. These so-called
constant-final-state spectra ~cfs! are plotted in Fig. 4 for the
energies related to the four 3s13d1 final-state energies. For
the curves in Fig. 4 both the overlap of the Lorentzians and
FIG. 3. Cross sections I(v2v8)uv through Fig. 2 at the excita-
tion energies indicated on the right. The dotted lines gives the decay
of only the excited state at precisely the energy indicated. The
dashed lines include the Lorentzian tails of the neighboring states
and the solid lines include interference effects. The spectra with
excitation energies at 348.9 and 352.3 have been divided by 5.
Broadenings as in Fig. 2.
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the interference effects have been included. These four
curves should be compared with the numbers as given in
Table IV. This comparison is correct for the 1T2 peak de-
tected at 48.64 eV. For the other decay channels it is wrong:
The 1E and 3T2 channels at 47.73 and 47.44 eV are too
close to each other to be separated, given the 3s lifetime
broadening. It can be observed in Fig. 4 that both spectra are
similar. In the case of the spectrum taken at v2v8546.53
eV the Lorentzian tails of the neighboring peaks are too
strong to relate the observed spectral shape quantitatively to
the 3E character. From these observations one can conclude
that in the present the case only the 1T2 peak at 48.64 eV can
be used to map out the character of the intermediate states.
Concerning the broadening mechanism it is noted that in
case of the 3p1s inelastic x-ray scattering cross sections the
decay channel is also used to remove the lifetime broadening
of the intermediate state,23 or better, the 1s lifetime broad-
ening of about 2.0 eV is replaced by the 3p lifetime broad-
ening of about 0.4 eV. In the present case this implies that the
2p lifetime broadening of about 0.2 eV is replaced by the 3s
lifetime broadening of 0.4 eV. In other words the spectrum
becomes intrinsically broader instead of sharper. The actual
situation is even worse due to the additional interference ef-
fects, which are not present for a 1s hole. From this analysis
it is clear that the use of particular decay channels to map out
a particular character should be used with great care. The
final state used for the mapping must be separable from the
other final states and the intermediate states at stake should
also be in a situation insensitive to interference effects.
III. COMPARISON WITH EXPERIMENT
In this section the theoretical results will be compared to
the experimental IXS spectra as measured by Rubensson
et al. 21 They measured the 3s2p x-ray emission spectra at
several positions within the 2p x-ray absorption edge. The
experiments were done with a resolution of 0.6 eV @full
width at half maximum ~FWHM!# for the incoming x rays
and 0.4 eV ~FWHM! for the outgoing x rays. In Fig. 5~a!
seven theoretical resonant 3s2p x-ray emission spectra are
plotted. All spectra are given with their theoretical intensity
including interference, that is by using Eq. ~1!. For conve-
nience the seven spectra have been given an offset, chosen to
be their excitation energy ~minus 345 eV!. Note that the
photon energies are plotted and the energy axis runs in the
opposite direction from Fig. 3.
In Fig. 5~b! the theoretical spectra are compared with the
experimental spectra taken at the four main peaks at 347.4,
349.0, 350.9, and 352.3 eV in the experimental spectrum.
The theoretical spectra are taken at the same energies, with
the exception of the second peak, which is taken at 348.9 to
be positioned exactly at the maximum of the peak. The theo-
retical spectra have been determined using Eq. ~1!, with life-
time broadenings G2p50.2 and G3s50.45 eV, convoluted
with a Gaussian broadening of 0.27 eV ~HWHM!, chosen in
order to mimic the experimental broadening. The experimen-
tal spectra are shown on the same scale. The theoretical spec-
tra have been given a small flat background in order to re-
produce the flat background of the experimental spectra. The
highest peak is normalized to experiment and all other peaks
are plotted with their theoretical intensity ratio. Also the en-
ergy position of the highest peak is aligned with experiment
~because the multiplet calculations are always some eV
wrong as far as absolute energies are concerned2!.
Before discussing in detail the comparison between
theory and experiment it is noted that in the theory all atomic
parameters ~Slater integrals! have been kept at their atomic
values and the ligand field splitting has been kept at 20.91
eV as determined by x-ray absorption. No additional param-
eter enters the calculation, apart from the broadenings. Com-
paring theory and experiment, one notices the following
things: ~1! The spectral widths are equivalent, in particular
there are in general two structures in each spectrum. ~2! The
relative shifts of the spectra are identical in theory and ex-
periment. ~3! The relative overall intensities are ~with the
exception of the 347.4-eV peak! similar. ~4! There is an extra
structure at a constant kinetic energy of 302.0 eV for the
spectra excited at 350.9 eV and 352.3 eV. ~5! The two main
peaks have a double-peaked structure in the theory and only
a shoulder in the experiment.
These five points will now be discussed in more detail. ~1!
FIG. 4. Constant final-state spectra
I(v)uv2v8. Top: spectra for the 1E state
(v2v8547.73 eV, dashed! and for the 3T2 state
(v2v8547.44 eV, solid!. Bottom: spectra for
1T2 with v2v8548.64 eV ~dashed! and for
3E with v2v8546.53 eV ~solid, multiplied by
2.5!.
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That the overall widths agree is no surprise as the general
model of the 3s13d1 final states split by 3s3d exchange and
ligand field is well known ~and the theoretical spectra have
been convoluted with a Gaussian to mimic the experiment!.
~2! The relative energy shifts are largely determined by the
energy shifts between the excitation energies. The energy
difference between the two largest spectra is exactly equal to
this energy shift, because they reach the same two final states
as discussed above. There is in theory and experiment ex-
actly the same variation in the energy shifts as the Eg states
reach different final states as the T2g states. ~3! That the
relative intensities of all but the 347.4 spectrum are in close
agreement between theory and experiment implies that the
experiment detects a fluorescence yield that is proportional
to the prediction with the model, in other words, it is propor-
tional to the x-ray absorption intensity. Though this is no big
surprise, it is noted that this is not always the case as has
been shown for fluorescence yield detection using the
3d!2p emission.34 Variations can in principle occur due to
overall intensity fluctuations in some decay channels, which
will to some extent influence all other channels. However, as
noted above the 3s!2p is constant and the dominant Auger
channels do show almost no variation ~see Ref. 34 and ref-
erences therein!, thus the integrated intensity equals the x-ray
absorption cross section. The fact that the intensity of the
347.4-eV peak is higher in experiment can be explained due
to the relatively large contribution of surface-related states at
this energy, as has been shown in Ref. 7. ~4! As explained in
Ref. 21 the extra peak at 302.0 eV is a consequence of the
decay from the ionized state 2p5« reached directly or via
Coster-Kronig decay. This will be discussed in the next sec-
tion.
~5! Perhaps the most significant point is that the two larg-
est spectra, related to the T2 intermediate states at 348.9 and
352.3 eV, do show a clear double-peaked spectrum in theory,
while in experiment they do show only a shoulder. The en-
ergy separation of the two peaks seems to be exactly correct
but the intensity of the 1T2 final state is too high as com-
pared with the 3T2 final state ~plus the 1E final state; cf.
Table IV!. There are several potential origins for this differ-
ence. ~a! In the theoretical simulation a constant 2p lifetime
broadening has been assumed that is known to be not exactly
correct.2 A different broadening will influence the degree of
interference effects but as these effects are very small for the
two main peaks ~cf. Fig. 3! the estimated maximal effect is
less than 1%. ~b! Also the potential influence from surface-
related states7 can be expected to be very small, though they
will have the correct tendency in lowering the 1T2 states. ~c!
The model used in Ref. 21 assumes a variation in 3s3d
exchange and also a variation in the ligand field splitting. For
the peak ratio it is important to note that variations as large
as 30% in the exchange interaction and ligand field interac-
tion have an effect of only about 1% on the decay matrix
elements. Thus even if these variations occur they will not
affect significantly the intensities. ~d! A large change in the
relative intensity of the two peaks occurs when the excitation
energy is shifted over the peak maximum. Shifts of only 0.1
eV can result in intensity variations of up to 10%. Knowing
that the incoming x rays have a spread of 0.6 eV, this might
cause some intensity variations, more if the intensity distri-
bution of the incoming x rays does not follow a Gaussian.
However, as the incoming x-ray energy is set exactly at the
peak maximum this effect should be small. ~e! Other possi-
bilities include a difference in the effect of charge transfer
FIG. 5. ~a! The resonant x-ray emission spectra I(v8)uv at the
excitation energies are given on the right. All intensities given on
the same scale. ~b! Comparison with experiment for the four main
peaks in the absorption spectrum. The experimental spectra at 347.4
eV ~small! and 349.0 eV ~large! are given with diamonds. The
spectra taken at 350.9 eV ~small! and 352.3 eV ~large! are given
with crosses. The four theoretical spectra have an offset adapted to
experiment. The series of four spectra are aligned and normalized at
the peak-maximum of the 352.3 eV peak only.
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~see Ref. 24!. However, none of these effects seems to be
large enough to explain this discrepancy by itself. Therefore
no final conclusion can be reached to explain this difference
between theory and experiment.
From the theoretical calculations a number of conclusions
can be drawn that differ from the spectral analysis in Ref. 21.
For example, a ligand field splitting of 20.91-eV is found in
contrast to the fitted 21.02 eV ~triplet! and 21.36 eV ~sin-
glet! values. The 20.91-eV value has been optimized to the
2p x-ray absorption spectrum, which was reproduced in
great detail.2 It is difficult to understand why the ligand field
should be larger for a 3s13d1 configuration than for the
2p53d1 configuration. Also the large difference between sin-
glet and triplet ligand field strengths is not supported by the
2p x-ray absorption spectrum, that is, both the 2p3/2 and
2p1/2 parts of the spectrum can be simulated accurately with
exactly the same ligand field splitting. In the present multip-
let model also a single exchange splitting of 1.2 eV states has
been used ~for both t2g and eg), while the experimentally
fitted values are 0.85 (eg) and 1.19 (t2g) eV.
To show clearly the two different sets of 3s13d1 peaks in
Fig. 6 both the theoretical positions ~right! and the experi-
mentally optimized fits ~left! are plotted. An important con-
sequence from the theoretical numbers is that the ordering of
states is different from the fitted one. The 1E state is at lower
binding energy than the 3T2 state in the experimental fit.
Because in the experimental fit there is no necessary condi-
tion on the symmetry of each peak it is possible to exchange
the labels 1E and 3T2 . Another possibility would be to refit
experiment with the condition that the ligand field splitting
be fixed to 20.91 eV for both triplet and singlet states. A
consequence of the difference in assignment of the 3s13d1
states is a large difference in the triplet to singlet intensity
ratio of each of the 2p53d1 intermediate states. The fitted
results are that the T2 states contain around 70% triplet char-
acter, whereas the result of the ligand field multiplet calcu-
lations are that both T2 states have around 50% triplet char-
acter. Also the two largest E states have around 50% triplet
character. The three low-intensity peaks are dominated by
triplet character (.92%!. These theoretical percentages ~cf.
Table IV! have been determined without the inclusion of the
Lorentzian tails and their interference effects.
The peak at 302.0 occurs at constant photon energy
(v8) in contrast to all peaks discussed so far that occur at a
constant binding energy (v2v8). As has been discussed in
Ref. 21 the constant kinetic energy peak at 302.0 eV is re-
lated to radiative decay from an ionized 2p5« core hole,
where « denotes a free electron. The 2p53d1!3s13d1 de-
cay intensity (In) is then compared with the decay from the
ionized state 2p5«!3s1« (I i). To make the analysis more
transparant in Fig. 7 the situation of the creation and annihi-
lation of a 2p core hole is sketched in as far as necessary for
the analysis of the 3s2p IXS spectra. In this figure Pn is the
3d0!2p53d1 dipole transition to a neutral final state and
Pi relates to the ionizing 3d0!2p5«s transition. This ion-
ized final state, which also includes «d , is referred to as 11 .
Both states with the 2p core hole decay via 3s!2p matrix
element. The overall intensity of Xn and Xi must be equal.
The 2p53d1 final state can decay via a Coster-Kronig Auger
channel (Cc) to 2p5«s if a 2p5«s continuum state occurs at
the same energy as a 2p53d1 state. Apart from this channel
FIG. 6. 3s13d1 final-state energy diagram, comparing the re-
sults fitted to experiment ~left! and the ligand field multiplet ~LFM!
results ~right!. Experimental ligand field splittings are, respectively,
1.02 eV ~triplet! and 1.36 eV ~singlet!, compared with the LFM
value of 20.91 eV. The 3s3d exchange splittings are indicated with
the arrows.
FIG. 7. Diagram indicating all relevant channels in which a 2p
core hole is created and annihilated. Horizontally each column rep-
resents an ionization state as indicated at the top. Vertically each
row represents a particular type of core hole as indicated on the left.
The row indicated with Auger decay includes all possible configu-
rations reachable by Auger decay from the 2p core hole. C indi-
cates Auger decay, where Cc is a Coster-Kronig Auger transition.
Both Cx and Cx* indicate all Auger channels annihilating the 2p
hole. P indicates x-ray absorption transitions and X x-ray emission
decay, where the subscript n implies a neutral intermediate and final
state and i an ionised (11) state. For example, a transition series
can be 3d0!2p53d1!2p5«s!3s1«s .
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there are a series of other Auger decay channels, all annihi-
lating the 2p core hole. They are, together with all other
radiative decay channels, collected under the term Cx . The
overall size of the Auger channels is larger for 2p53d1
(Cx*) compared to 2p5«s (Cx) due to relatively strong decay
channels involving the 3d electron.34,35
The complete flow diagram is sketched in Fig. 7. The
neutral final state, or resonant, decay intensity (In) is given
as PnXn . Taking account of other decay channels annihilat-
ing a 2p hole and the Coster-Kronig channel this number
must be corrected with a factor (12Cc2Cx*). The constant
kinetic energy intensity (I i) is given as PiXi . To this channel
must be added the route via the Coster-Kronig decay.
(PnCcXi) and both channels must be corrected with
(12Cx). From experiment it is known that for shallow core
holes the Auger channels dominate over radiative channels.







Cc ,eff is an effective measure of the Coster-Kronig decay and
its value is renormalized due to the removal of Cx . This
equation has been used to analyze the intensity ratio of In
and I i .21 A complication is that all channels involving
2p53d1 intermediate states have a strong symmetry depen-
dence in their decay channels. If one attempts to calculate all
creation and annihilation processes theoretically, the Coster-
Kronig decay poses a problem.
In case of CaF 2 it has been noticed21,16,19 that Coster-
Kronig transitions occur at energies lower than expected.
One might expect the continuum states to start at an energy
given by the energy difference of the 2p level and the bot-
tom of the conduction band. From a combination of 2p pho-
toemission ~348.9 eV!, valence-band photoemission ~top at
28.0 eV! and optical spectroscopy ~band gap is 12.1 eV!
one deduces that the continuum states start at 348.9 1 12.1
2 8.0 5 353.0 eV.21 However, there is clear evidence, both
from 3s2p IXS and 2p3p3p resonant Auger, that at energies
below 353.0 eV Coster-Kronig processes occur. In Ref. 19
the Coster-Kronig channels have been discussed in the
framework of charge transfer. It has been shown that if the
decay channel 2p53d1!2p5«s is forbidden because the en-
ergy difference (DE) is positive then in most cases the
charge-transfer-induced channel 2p53d2L!2p53d1L«s is
open because its energy difference is given as DE2U3d3d .
The amount of charge transfer in CaF2 is low because the
3d1L configuration is at an energy of the order of the band
gap ~12.0 eV! above 3d0. Thus this channel will have very
low weight in the ground state and also in the 2p x-ray
absorption final state.19 It shows, however, that there are de-
cay channels down to lower energies than expected from the
single-particle picture. The detailed study of these decay
channels needs further experiments such as the detection of a
much finer grid of excitation energies measured with higher
experimental resolution. Radiative decay channels such as
3s2p-IXS and nonradiative channels such as 2p3p3p reso-
nant Auger or 2p resonant photoemission will all show the
evidence of these Coster-Kronig decay channels.
IV. CONCLUDING REMARKS
The calculation of the 3s2p inelastic x-ray scattering
cross section has been given for CaF2 by making use of a
ligand field multiplet model. The different ingredients of the
ligand field multiplet model such as symmetries, energies,
and dipole matrix elements have been discussed in detail,
including the different origins of the energy splittings such as
the ligand field splitting, the 3s3d exchange splitting, and
the 3d and 2p spin-orbit couplings. All necessary dipole
matrix elements have been given and it has been shown that
interference effects are not negligible.
The detection of specific decay channels to map out, for
example, T2 or triplet character of the 2p53d1 intermediate
states is explained. Theoretically this character can be deter-
mined precisely, but it is outlined that the experimental route,
which exists in principle, is in practice largely troubled by
overlap and interference effects.
The experimental results of Ref. 21 are reproduced with
the ligand field multiplet model and the Kramers-Heisenberg
equation of inelastic x-ray scattering. The theoretically deter-
mined values of the ligand field splitting (20.91 eV! and the
3s3d exchange splitting ~1.2 eV! differ from the results fit-
ted to experiment. It is outlined that consistency of the model
requires the ligand field strength to be 20.91 eV.
Coster-Kronig decay is observed, both in 3s2p IXS and
2p3p3p resonant Auger, at energies lower than expected
from the accepted models. This remains a challenging prob-
lem, which needs to be resolved by a series of high-
resolution 3s2p IXS and 2p3p3p resonant Auger experi-
ments.
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APPENDIX
The dipole selection rules, spin-orbit coupling, and crystal
symmetry reduction all have consequences for the symme-
tries involved. Here some group theory results are repro-
duced from Sugano, Tanabe, and Kitamura.28
A. Multiplication table in atomic symmetry
A multiplication table is used to couple two electrons in
different shells or to couple the L and S quantum numbers in
spin-orbit coupling. In atomic symmetry it just states that if
L51 and S51 then J can be 0,1 or 2; that
P^D5P ,D ,F , etc.
The dipole selection rule states that the L-quantum num-
ber must be changed by one and that the spin is conserved
(DS50). Important is the selection rules for J , which state
that DJ521,0,11, with the additional condition that J can-
not be zero in both the initial and final state. From the sym-
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metry point of view this implies that the dipole selection rule
can be expressed exactly with [P] symmetry.
B. Projection rules from atomic to cubic symmetry
The projection rules govern the splitting of atomic states
under symmetry reduction to cubic symmetry. Both S and P
states are not split, a d-electron is split into T2 and E , etc.
Note that the dipole selection rule can be represented in cu-
bic symmetry with T1 symmetry.
Atomic Cubic
Dimension Name Name Dimension
1 S ~0! A1 1
3 P ~1! T1 3
5 D ~2! E , T2 213
7 F ~3! A2 , T1 , T2 11313
9 G ~4! A1 , E , T1 , T2 1121313
C. Multiplication table in cubic symmetry
The multiplication of irreducible representations in cubic
symmetry: Consider for example a 3T2 state. The spin-orbit
coupling implies that first the triplet (S51) state is projected
to T1 , followed by a multiplication of T1 with T2 to give the
four overall-symmetry states as quoted in the table below.
The dipole operator has T1 symmetry and the possible final
states can be found by multiplying the initial-state symmetry
with T1 .
A1 A2 E T1 T2
A1 A1 A2 E T1 T2
A2 A2 A1 E T2 T1
E E E A1A2E T1T2 T1T2
T1 T1 T2 T1T2 A1ET1T2 A2ET1T2
T2 T2 T1 T1T2 A2ET1T2 A1ET1T2
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