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Abstract
Computer-aided Cytological Grading Systems for Fine Needle Aspiration
Biopsies of Breast Cancer
Muneera Alsaedi, Ph.D.
Concordia University, 2019
According to the American Cancer Society, breast cancer is the world's most commonly diagnosed
and deadliest form of cancer in women. A major determinant of the survival rate in breast cancer
patients are the accuracy and speed of the malignancy grade determination. This thesis considers
the classication problem related to determining the grade of a malignant tumor accurately and
eciently. A Fine Needle Aspiration (FNA) biopsy is a key mechanism for breast cancer diagnosis as
well as for assigning grades to malignant cases. Carrying out a manual examination of FNA demands
substantial work from the pathologist which may result in delays, human errors, and consequently
lead to misclassied grades. In this context, the most common grading system for microscopic
imaging for breast cancer is the Bloom and Richardson (BR) histological grading system which is
based on the evaluation of tissues and cells. BR is not directly applicable to FNA biopsy slides due
to distortion of tissue and even cell structures on the cytological slides. Therefore, in this thesis,
to grade FNA images of breast cancer, instead of the BR grading scheme, six known cytological
grading schemes, three newly proposed cytological grading schemes, and ve grading systems based
on convolutional neural networks were proposed to automatically determine the malignancy grade
of breast cancer.
First, considering traditional Machine Learning methods, six cytological grading systems (CA-CGSs)
based on six cytological schemes used by pathologists for FNA biopsies of breast cancer were proposed
to grade tumors. Each system was built using the cytological criteria as proposed in the original
CGSs. The six considered cytological grading schemes in this thesis were Fisher's modication of
Black's nuclear grading, Mouriquand's grading, Robinson's grading, Taniguchi et al's, Khan et al's
and Howell's modication in mitosis count criteria. To fulll this task, dierent sets of handcrafted
features using customized image processing algorithms were extracted for classication purpose.
The proposed systems were able eciently to classify FNA slides into G2 (moderately malignant)
or G3 (highly malignant) cases using traditional machine learning algorithms. Additionally, three
new cytological grading systems were proposed by augmenting three of the original CGSs by adding
the low magnication features. However, the systems were not sensitive enough with regards to G3
iii
cases due to the low number of available data samples. Therefore, a data balancing was performed
to improve the sensitivity for G3 cases. Consequently, in the second objective of this work, data
sampling and RUSBoost methods were applied to the datasets to adjust the class distribution and
boost the sensitivity performance of the proposed systems. This enabled a sensitivity improvement
of up to 30% which highlights the signicance of class balancing in the task of malignancy grading
of breast cancer.
Additionally, due to the considerable time and eorts required for handcrafted features-based cyto-
logical grading systems in order to achieve ecient feature engineering results, a deep learning (DL)
approach was proposed to avoid the aforementioned challenges without compromising the grading
accuracy. Thus, in this thesis, ve dierent pre-trained convolutional neural network (CNN) mod-
els, namely GoogleNet Inception-v3, AlexNet, ResNet18, ResNet50, and ResNet101, combined with
dierent techniques to deal with unbalanced data, were used to develop automated computer-aided
cytological malignancy grading systems (CNN-CMGSs). According to the obtained results, the
proposed CNN-CMGS based on GoogleNet Inception-v3 combined with the oversampling method
provides the best accuracy performance for the problem at hand.
The results demonstrated that the proposed CGSs are highly correlated since they share some of the
cytological criteria. Further, the overall accuracy of the CGSs is roughly the same and overall, the
handcrafted features-based CGSs performed best even in the absence of class distribution rebalanc-
ing. Overall, for case classication, the best results were obtained for computer-aided CGSs based
on the modied Khan et al.'s and Robinson's schemes with accuracies of 97.77% and 97.28%, respec-
tively. Meanwhile, for patient classication, the overall best results were obtained for computer-aided
CGSs based on the modied Khan et al.'s and modied Fisher's schemes with accuracies of 96.50%
and 95.71%, respectively. These results surpass previously reported results in the literature for
computer-aided CGS based on BR histologic grading. Moreover, in clinical practice, Robinson's
typically has the best diagnostic accuracy with the highest reported experimental accuracy rate of
90%. Thus, the obtained results demonstrate that computer-aided breast cancer cytological grad-
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As one of the deadliest forms of cancer with an alarming rate of mortality, breast cancer certainly
represents a threat to all adult women. According to the American Cancer Society [1], in 2019, an
estimated 268,600 new cases of invasive breast cancer were expected to be diagnosed among women
in the United States (US) along with about 2,670 new cases expected in men. Breast cancer is the
leading cause of cancer death among women aged 20 to 59 years in the US. Further, in 2018, breast
cancer was the world's most commonly diagnosed and deadliest form of cancer among women. Also,
approximately 40,610 women and 460 men were expected to die from breast cancer in 2017 [1].
Moreover, from 2005 to 2014, the rate of invasive and in situ breast cancer cases lightly increased
among women over the age of 50 (see Figure 1). This rate has been steadily increasing by 0.2%
yearly since the mid-1990s among women under the age of 50, as shown in Figure 1. On the other
hand, there are discrepancies between rich and poor countries in terms of treatment facilities and
even a lack of early detection. Concretely, this means that approximately 90 per 100,000 women
in Eastern Europe and 30 per 100,000 women in Eastern Africa are diagnosed with breast cancer
annually. Among them, about 15 per 100,000 do not survive the disease [2]. In medical terms, breast
cancer is dened as "a malignant tumor that starts in the cells of the breast. A malignant tumor
is a group of cancer cells that can grow into (invade) surrounding tissues or spread (metastasize) to
distant areas of the body" [3]. To increase the chances of recovery, breast cancer has to be detected
and treated in its very early stages. Indeed, the eectiveness of the treatment largely depends on
the timely detection and precise grading of the disease.
Over the years, doctors and pathologists have eciently used Fine Needle Aspiration (FNA) slides
for the diagnosis of breast lesions [4]. Carrying out a manual examination of FNA is associated with
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Figure 1: Rates for invasive and in situ breast cancer cases per age at diagnosis [1].
a substantial amount of work to the pathologists (an average of 80 slides per day, having thousands
of cells each) [5], which is a challenging task and can lead to missed or delayed, and consequently,
misclassied grades due to excessive fatigue. Further, according to current pathology-based studies,
two signicant types of errors have a major impact on breast cancer grading. The rst type is
related to pathologic misinterpretation errors that ranged from 5 to 50.7% [6]. The second type is
due to the nature of breast cancer lesion and can go up to 68% [7]. Therefore, due to the mentioned
limitations, it is of paramount importance to provide an expert second opinion or mechanism to
verify the accuracy of the grade provided by the FNA manual exam. This is particularly important
for the cases where pathologists required further manual examinations for FNA. For example, it
helps to avoid over-treatment for low malignancy grade patients and allows screening on a large
scale to identify systematic errors.
1.1 The problem
The classication problem related to determining the grade of a malignant tumor accurately and
in a timely manner is the research problem we seek to address in this thesis. It is widely known
that early stage tumors can be treated. While it is widely known that treating advanced stage
tumors is dicult, early stage tumors can be more easily treated; thus, early detection can save
lives. For early-stage treatment, mastectomy has now been replaced by breast-conserving surgery
(lumpectomy) followed by local radiotherapy. Other treatments given to advanced stage patients
include combinations of chemotherapy and hormonal therapy [8]. The aim of this work is to propose
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an automatic cytological malignancy grading system for FNA biopsies of breast cancer. Pathologists,
on a daily basis, go through hundreds of cytological images for grading breast cancer. Grading a
large number of images with a huge amount of cells is both challenging and tiring. In addition, in
some cases, further examination is required by a specialist. In this context, human errors can occur
which can threaten the survival of a patient. Thus, there is a signicant need for a computer-aided
malignancy grading system for FNA biopsies which not only accurately determines the cancer grade
but also assists pathologists by providing a second opinion in dicult or challenging situations. In
this thesis, a classication of the malignancy is proposed using cytological grading schemes which,
to the best of the author's knowledge, have never been investigated in the area of computer science.
The following section discusses the intended approach to solve this problem.
1.2 The approach
The problem of classifying malignancy of breast cancer is approached via three objectives which are
listed as follows:
1. First objective: Six computer-aided cytological grading systems (CA-CGSs) for FNA biopsy
of breast cancer, each having its own scheme with criteria that describe the malignancy level
of the cancer cells, were rst proposed using traditional classication systems. These systems
take cytological images as input, and output the grade (G2 or G3) of the tumor. The images
used in this thesis are from two magnication levels (1) High (400X) and (2) Low (100X).
Basically, three of these systems use only the high magnication images and the other three
systems use both low and high to evaluate and assign a malignancy grade for FNA biopsies.
Thus, as the second stage of this objective, new original modied versions of three of the six
CGSs that were used only the high magnication images were proposed. Several fundamental
stages were applied to the images to segment them and then to estimate specic cellular and
nuclear properties for the classication purpose. The traditional approach of classication,
which requires a lot of manual tasks and is time-consuming, was used. Moreover, since the
distribution of the classes in the used dataset was not uniform, automatic classication of the
cancer grade was compromised for low data samples as compared to high data samples. This
kind of problem is generally called an imbalanced classication problem.
2. Second objective:The aim is to solve the imbalanced classes distribution problem of the used
datasets in this research. As mentioned earlier, imbalanced dataset create classication errors
for the data with fewer samples often referred to as minority class. This induces a reduction
in the performance accuracy of the classication models on the minority class predictions.
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Three data balancing techniques have been used in this thesis to solve this problem, namely
(1) Oversampling, (2) Undersampling, and (3) Hybrid RUSBoost. The oversampling method
duplicates the data of the minority class such that the majority and minority classes both have
the same number of samples and consequently, the denition of majority and minority class
is no longer valid using this technique. In contrast, in the undersampling technique, only a
few randomly selected data samples from the majority class are used in order to equate both
classes. The hybrid RUSBoost is a random undersampling combined with AdaBoost classier
where, in contrast to other data sampling techniques, the boosting is used for weak learners.
The application of these techniques not only improved the classication performance for the
minority class predictions but also the overall accuracy of the system.
3. Third objective: Despite the high performance achieved by CNN models for the malignancy
diagnosis of breast cancer using dierent imaging modalities, the malignancy grading prob-
lem for cytological images of breast cancer has been much less studied using CNN models.
Further, traditional classication systems heavily rely on accurate image segmentation and
handcrafted feature extraction tasks which are time-consuming and require domain expertise.
Thus, considering the aforementioned challenges, we focused on proposing the rst CNN-based
computer-aided cytological malignancy grading system (CNN-CMGS) for cytological images
of FNA biopsies of breast cancer to address the gap in the available literature and to facilitate
the mentioned diculties and challenging tasks associated with traditional classication sys-
tems. The convolutional neural network models are a combination of lters and functions that
help automatically classify the FNA biopsy images of breast cancer without all the aforemen-
tioned pre-processing and segmentation stages. The results obtained from the CNN models
are promising and less time-consuming as compared to traditional classication systems. The
only trade-o which was found in this thesis was the overall accuracy of the CNN-based CMGS
for the patient classication task, which is 4% more than handcrafted features-based CGSs.
1.3 Main contributions
In this thesis, six CGSs for assigning the malignancy grades of breast cancer were proposed. The
classication involves traditional approaches including image pre-processing, data balancing tech-
niques, and lastly, CNN models to predict the malignancy grades of cancer in less time and with an
accuracy comparable to that of the traditional approaches. The main contributions of this work are
as follows:
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1. Proposed nine novel computer-aided CGSs for FNA biopsies of breast cancer based on pathology-
guided handcrafted features.
2. Introduced a novel method for the estimation of three nuclear features; namely, the mitosis
count (MCC), naked tumor nuclei (NTCN), and nuclear-cytoplasmic ratio (NCR) cytological
characteristics of cytological systems.
3. Proposed the rst CNN-based CA-CMGS for breast cancer along with the adaptation of data
sampling with CNN models.
4. Analyzed dierent data sampling techniques and demonstrated the superiority of the oversam-
pling data (OS) for both traditional and CNN-based classication models.
All of the above contributions are described in the subsequent chapters of this thesis.
1.4 Research publications
The work in this research has been published in the following papers:
 Alsaedi, M., Fevens, T., Krzy»ak, A., & Jele«, . (2017, November). Cytological malignancy
grading systems for ne needle aspiration biopsies of breast cancer. In 2017 IEEE International
Conference on Bioinformatics and Biomedicine (BIBM) (pp. 705-709). IEEE.
 Alsaedi, M., Fevens, T., Krzy»ak, A., & Jele«, . (2018, May). Hybrid RUSBoost Versus Data
Sampling to Address Data Imbalance for Breast Cancer Cytological Malignancy Grading. In
2018 International Conference on Pattern Recognition and Articial Intelligence (ICPRAI)
(pp. 545551).
1.5 Structure of the thesis
This thesis consists of six chapters as follows:
Chapter 2 presents breast cancer from a medical point of view and reviews the literature related
to computer-aided diagnosis and grading of breast cancer.
Chapter 3 introduces six handcraft-based CGS systems for cytological malignancy grading. This
chapter also includes several steps for image pre-processing and traditional machine learning classi-
cation. Furthermore, three modied CGSs based on low magnication features are introduced.
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Chapter 4 applies imbalanced data techniques to adjust the class distribution and to boost the
performance of classication systems.
Chapter 5 introduces the rst CNN-based cytological malignancy grading system for FNA biopsies
of breast cancer with dierent data types.




Background and literature review
Breast cancer is posing a real threat to women across the world. According to the International
Agency for Research on Cancer (2018) [9], nowadays, breast cancer is the second most common and
deadliest cancer. Also, among females, it is the most commonly diagnosed cancer and the leading
cause of cancer death, followed by colorectal and lung cancer. Further, according to the last statistics
of 2017, [9] it was anticipated that there will be about 2.1 million newly diagnosed female breast
cancer cases in 2018, accounting for almost 1 in 4 cancer cases among women.
Breast cancer can be described as a heterogeneous tumor resulting in a complex disease with dierent
morphological and biological characteristics. The intra and inter tumor diversity of breast cancer
is high. Patients with breast cancer have internal diversities as well. Breast cancer management
heavily relies on the availability of ecient clinical and pathological prognostic and predictive factors.
These factors inuence diagnosis. According to medical researchers, to signicantly diminish breast
cancer mortality rates, early, proper, and accurate diagnosis of the disease is required. Typically, two
major obstacles in overcoming breast cancer are its detection time and the accuracy with which the
malignancy degree is determined. A substantial amount of research works have focused on breast
cancer detection, either medically or using computer simulations. However, it is impossible to start
breast cancer therapy unless the malignancy grade is precisely determined. Therefore, an important
step is to accurately grade tumors so that the most appropriate medical regimen is selected, which
requires extensive knowledge and experience from the pathologist responsible for the diagnosis.
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2.1 Pathology-based diagnosis of breast cancer
A prime reason for the increase in the number of global deaths due to breast cancer is the lack of
proper diagnosis at very early stages. Medical examinations are of utmost importance in this case.
An important and often used diagnosis method for breast cancer is the so-called triple-medical test
which is based on three medical examinations and is used to achieve high condence in the diagnosis.
It includes breast self-examination (called "palpation", carried out by the patients themselves),
screening examinations (mammography or ultrasound) and Fine Needle Aspiration (FNA) biopsy
(abnormal tissue collection from a suspicious area by a syringe with a ne needle) [10]. A biopsy is
a medical procedure that removes a part or the integrity of a tumor. In this context, FNA has its
own pros and cons. To begin with, FNA does not require the skin to be cut (excised biopsy from a
tumor). Moreover, the FNA procedure is not time-consuming. Normally it is possible to diagnose
the patient on the same day. Compared to other histological approaches (tissue excision) carried
out during surgery, FNA is far less invasive and inexpensive. In cases which it is properly performed
and a high quality cytopathology service is available, FNA is proven to be safe, simple, fast, and
cost-eective [11]. However, this technique also suers from several limitations. For instance, when
using FNA, there is a high probability of sampling error occurrence due to the wrong position of the
sample. Additionally, FNA heavily relies on the breast cytopathology expertise of the pathologist,
making it a pathologist-dependent method. There is also frequently a lack of reliable histological
architecture (tissue structure). Finally, since FNA involves the extraction of material from the
patient's body, it is very important that the extraction is done accurately. Therefore, the extraction
itself is a challenge that further complicates the FNA. Indeed, a marginal error in the material
extraction can result in the destruction of the tissue structure, leading to diculties in evaluating
the tumor features precisely. Thus, the procedure has to be undergone in a thoroughly professional
manner, to ensure that the patient is not put under inappropriate treatment [11].
Furthermore, the FNA test also has two potential diagnosis downsides as a consequence of which
an additional imaging or cytopathological assessment is required. One of the downsides is that, as
mentioned above, extraction should be done accurately; if not, the extracted tissue material can be
diagnosed as normal cells when they are indeed cancerous cells. This leads to inaccurate diagnosis,
known as a false negative result of the FNA examination. The false negative result might cause
a missed or delayed diagnosis of breast cancer which decreases the survival chances of the patient
[12]. The FNA test presents a 2% to 4% false negative rate which is signicantly lower than other
tests such as the mammogram, where about 6% to 46% of women with invasive cancer have a
false negative mammogram, usually more common in younger women, with dense breasts, and who
have mucinous, lobular, or rapidly growing cancers [13, 12]. Further, FNA may provide limited
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information about the breast cancer type identication. More precisely, they cannot determine if
the cancer is invasive or non-invasive (ductal carcinoma or in situ) [12]. The other downside of the
FNA biopsy test is that the extracted tissue material can be diagnosed as cancerous cells when they
are indeed normal cells. This causes a false positive result and can range between 0.2 and 0.3% [14].
Among the aforementioned three tests, FNA biopsy is the most important and is performed as a
pre-operative test to evaluate breast lumps [15]. It can also sample dierent areas of the lesion, in
contrast to core needle biopsy, which is a method used to take a small amount of suspicious tissue
from the breast using a larger needle [16, 17]. There are other types of biopsies, such as core-needle
biopsy which, depending on the case, involves the removal of either a small lesion portion or the
entire , and surgical or excision biopsy, which is based on the removal of either the entire tumor
or a small part of it during surgery. The doctor's judgment of the appropriate biopsy type to be
performed depends on various factors. These factors involve the appearance, size, and location of
the suspicious area in the breast. Figure 2 shows a graphical representation of the dierent biopsy
types.
The key feature of the FNA biopsy is that it is used by pathologists to distinguish malignant and
benign tumors and to assign grades to malignant cases. In particular, it allows the classication
of tumors, therefore providing specic and suitable treatment to the patient as early as possible.
Early diagnosis is life-saving, cost-eective, and requires less aggressive therapy. The classications
include malignancy diagnosis and malignancy grading problems.
2.1.1 Diagnosis of breast cancer
Once an FNA is carried out, the collected specimen is put on a glass slide and stained. The type
of staining depends on the type of cell structures to be visualized. When the specimen is stained,
a microscopic examination is performed to detect the presence of malignancy in a tumor. Once the
breast cancer is conrmed, the pathologist provides more cancer details (type, malignancy grade,
and malignancy stage) which will be later combined with specic factors (prognostic and predictive)
to determine the progression of the case. Predictive factors enable the prediction of the undertaken
treatment while prognostic factors allow for the prognosis of the overall survival (OS) and disease-free
survival (DFS) rates [2, 10].
2.1.2 Malignancy grading of breast cancer
Once a tumor is diagnosed as malignant, the issue becomes more complex. Determining the malig-
nancy degree (grading) is of paramount importance at this point since, depending on the grade of
the tumor, proper prognostic treatment should be provided to the patient in a timely manner. The
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Figure 2: Biopsy types [17] .
key objective of this study is to investigate the cytological grading systems of breast cancer with
the aim of proposing a computer-aided cytological grading framework for breast cancer using the
cytological data of the FNA slide.
What is the grade of a breast tumor? How is it determined?
The tumor grade provides a description of a malignant tumor in terms of how its tissue and cells
look under a microscope to a pathologist. Hence, it indicates the likelihood of tumor cells to grow
and spread. Consequently, to classify tumor cells, grading systems or schemes are used. Depending
on the type of cancer, these schemes vary. Generally, malignant tumors can be graded as 1, 2, or
3, depending on the degree of abnormalities in the cancerous cells and their nuclei. However, if the
grading system is not specied for a certain cancer type, pathologists usually use a grading system
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that consists of the following tumor classication [18]:
 GX: Grade cannot be determined.
 G1: Well dierentiated cells (assigned as low grade).
 G2: Moderately dierentiated cells (assigned as intermediate grade).
 G3: Poorly dierentiated cells( assigned as high grade).
 G4: Undierentiated cells (assigned as high advantage grade).
If the cancer type is specied, such as breast cancer, prostate cancer, blood cancer, etc., pathologists
usually use a specic grading system according to the type of cancer. Therefore, in cytological
grading systems of breast cancer (research problem addressed in this thesis), malignant tumors can
be graded as G1, G2, or G3. In G1, the appearance and arrangement of tumor cells within the slide
look similar to normal cells. These tumors grow and spread slowly. Meanwhile, the appearance and
arrangement of cell nuclei in G2 and G3 tumors are dierent from normal cells. Thus, G2 and G3
tumors tend to grow very quickly and spread faster than lower grade tumors [18]. The three major
categories of malignancy grades and the corresponding medical interpretation that are used to help
select and manage the most appropriate remedy for each breast cancer case are [18]:
 G1: Cancerous cells are well dierentiated w.r.t healthy cells (allocated to low grade).
 G2: Cancerous cells are moderately dierentiated w.r.t healthy cells (allocated to intermediate
grade).
 G3: Cancerous cells are poorly dierentiated w.r.t healthy cells (allocated to high grade).
As mentioned earlier, the purpose of malignancy grading is to select the most suitable treatment
for the patient. Generally, two types of grading systems are used by pathologists to grade the
malignancy of breast tumors, namely the histological and the cytological grading of breast cancer.
Histological grading systems:
Several schemes are used to grade breast cancer histologically. However, the most widely used
systems for breast tumor grading are based on the Bloom Richardson (BR) histological grading
scheme [19]. In 1957, Bloom and Richardson came up with an innovative approach to grade breast
tissue histologically. The survival rate from breast cancer is strongly correlated to the histological
grade [20]. This system is particularly useful for histological images (see Figure 3) of thin slices
of surgically excised tumor biopsies where the tissue structure is mostly preserved allowing for a
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determination of tubule formations and cell nest structures (maintain or preserve the tissue and cell
structures).
Figure 3: Example images of one case, (a) Low magnication (100x) and (b) High magnication
(400x), from [21] .
In the BR system, three scales (1,2 or 3) are considered to evaluate the three malignancy factors:
Tubules Formation, Cell Pleomorphism and MCC. Tubules Formation describes the presence of a
tubular arrangement of the cells, Cell Pleomorphism denotes variations in the size, shape and staining
of the nuclei, and MCC characterizes the mitotic activity of cells per their life. The malignancy of the
tumor is assigned a grade which is based on the summation of the three scales of the aforementioned
malignant factors and therefore, tumor malignancy is classied as grade G1, G2 or G3 [19]. The
Nottingham Bloom Richardson (NBR) scheme is another widely used system to grade breast cancer
histologically. The scheme is a modication of the BR scheme which includes a malignant indicator
to check the involvement of lymph nodes in the tumor (metastasis) [22, 23, 24]. Histological grading,
in spite of having the inherent capability of being able to predict overall and metastasis-free survival
(local and regional breast cancer), suers from potential limitations. Because of the irregularities
in the cells' shapes, determining the level of malignancy consumes eort and time, due to inter and
intra observation variations [25]. Analysis of histological images is not usually performed in-depth.
Thus, signicant malignancy information related to the internal cell structures (such as nuclei and
their nucleolus) can be obtained by the deep cytology evaluation for cytological images of the FNA
slides [26].
Cytological grading systems:
Due to the aforementioned diculties associated with histological grading, cytological grading (cy-
tology means the cells study in terms of structure, function and chemistry) using FNA biopsies was
developed. The technique of FNA biopsy was rst described in 1847 and was introduced in clinical
practice by Ellis and Martin in the 1930s [27]. In recent years, FNA biopsy material is increasingly
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being used in numerous centers in North America for pre-operative diagnosis of breast cancer [28].
Attempts have been made to identify various prognostic parameters or grading on FNA material to
determine the best therapy for patients with breast cancer [29]. For an FNA biopsy, the material is
extracted by a needle and smeared, usually non-uniformly, on a glass to create a slide for cytological
imaging. This may result in the partial destruction of the tissue structure, and sometimes even of the
nuclei of cells. Since this loss of tissue structure complicates the determination of tubule formation,
combined with diculties in scoring mitoses [30], cytological grading schemes, based on cell nuclei
characteristics such as architecture, nuclear chromatin, dissociation of cells, nuclear features, etc.
(see Figure 4), have been proposed instead of histologic schemes like the BR. These features display
the aggressiveness of cancerous cells and utilize them to allocate grades for malignant tumors.
Figure 4: The general organization of a typical cell taken from [31].
Dierent studies have been conducted to evaluate cytological grading schemes for FNA biopsy slides
with the aim of determining which system corresponds best to the BR-histological grading scheme
and can be accepted by pathologists as a gold standard [32, 33, 29]. However, nding a solution
to this problem is quite challenging due to the fact that the FNA slides are of low-resolution and
are distorted by dierent medical stains. Therefore, the dependence on pathologists is drastically
increased. In this thesis, to overcome the aforementioned diculties, six computer-aided cytologic
grading systems for FNA biopsies are proposed, each system is tailored to follow the cytological
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characteristics dened by each of the published six cytological grading schemes used by pathologists.
The nuclear characteristics derived from FNA slides, specically for the malignancy grading problem,
refer to the level of cell mutation; therefore, cytological grading uses NG to a large extent. Examples
of considered nucleus characteristics are the size and shape of the nucleus, the number and size of
nucleoli, and the chromatin clumping which are used by Fisher's modication of Black's nuclear
grading [34], Mouriquand's grading [35], Robinson's grading [36], and others [37, 38, 39]. Table 1 lists
the considered cytological grading schemes together with their associated cytological characteristics.
For instance, to grade cancer,the cytological characteristics for a typical scheme shown in Table
1 is evaluated according to the corresponding scoring mechanism dened in Table 2. This table
summarizes the scoring methods of the aforementioned schemes. The scoring mechanism leads to a
nal malignancy grade which is determined by adding the scores of the malignancy characteristics
associated with the considered cytological scheme.
To give more details about the six considered cytological grading schemes and their associated cyto-
logical criteria we discuss below the schemes as reported in the pathology-based studies. According
to [40, 41], four systems (Robinson's [36], Howell's [37], khan et al. [38], and Taniguchi et al. [39]) out
of the six mentioned schemes have used an objective scoring with categorical order for each criteria.
Fisher's system [34] has no scoring method to score the criteria whereas Mouriquand's [35] system
has a scoring method but not in the same categorical order.
To start, Fisher's system [34] does not use scoring methods like other systems and is a modication
of Black's nuclear grading (NG) which studies the evaluation of the nuclear characteristics. Anisonu-
cleosis, nuclear membrane, nuclear chromasia, nucleoli, chromatin pattern and mitoses count are the
six criteria used by Fisher's methods to grade the cancers cytologically as NG G1, G2, and G3.
Mouriquand's system [35] gave a score of 03 for four criteria namely cellular characteristics, nuclear
features, nucleolus, and mitotic gures. Based on this method, cancers are graded G1 if the total
score is <5, graded G2 if the total score is in the range of 69, and graded G3 if the total score is
>10. In all the discussed cytological schemes, the cancers are graded G1, G2 and G3 to indicate
the low (well-dierentiated cells), intermediate (moderately dierentiated cells) and high (poorly
dierentiated cells) malignancy tumors, respectively.
Robinson's scheme [36] consists of six cytological criteria namely cell dissociation, nuclear size, cell
uniformity, nucleolus, nuclear margin and nuclear chromatin that were used to grade the tumors. A
score of 1-3 is given to each of these criteria and the tumor is graded by summing up the scores.
Consequently, the cancers that score in the range of 6 to 11 are graded G1, a score of 12 to 14 is
graded G2, and a score between 15 and 18 is graded G3.
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Howell's system [37] is similar to the BR hist-grading system but with a modication on the mitotic
count criterion. In Howell's system, cancers are cytologically graded using three criteria which are:
Tubule formation, nuclear pleomorphism, and MCC. With respect to the modication of mitosis
count criterion, a score of 1 is assigned to cancers when there is 0-1 mitosis per 10 hpf, a score of
2 in case there are 24 mitoses per 10 hpf, and score 3 if there is >5 mitoses per 10 hpf. The nal
cancer grades are set to G1, G2, and G3 for scores in the range of 35, 6-7 and 8-9, respectively.
Six malignancy criteria, namely cellular pleomorphism, nuclear size, nuclear margins, nucleoli, naked
tumor nuclei, and mitotic count were used to grade the tumors in Khan et al.'s system [38]. Here,
a score of 1-3 is given to each of these criteria and the cancers are been graded G1 if the combined
score is in the 6-10 range, grade G2 for a score between 11 and 14 and grade G3 if the score exceeds
14.
Finally, Taniguchi et al. [39]'s system consists of seven malignancy criteria, namely necrosis, cellular
size, NCR, nuclear pleomorphism, nucleoli, chromatin density, and chromatin granularity. Likewise,
all the criteria are scored in the range of 1-3 except the cellular necrosis which is scored 1 or 0
(for more details about the necrosis criterion see section 3.1.1). Here, grade G1 is assigned for the
cancers if the total score ranges between 6 and 9, grade G2 if the total score is between 10 and 11,
and grade G3 if the total score is grater than 11.
Despite the dierent opinions related to the extent of information that can be drawn from breast
FNA biopsy, most cytopathologists agree that NG should be done on the FNA slide of primary and
metastatic breast cancer [40]. This is because it provides valuable information to oncologists which
allows them to better plan the treatment of the patients [23]. The concept of NG was introduced
by Black et al. [42] in 1955. Fisher et al. [43] performed some subtle modications on the NG
and applied it in cytological smears. In the last few decades, numerous studies assessing NG in
breast carcinoma have emerged. The cytological criteria of NG include architecture, background,
dissociation of cells and many more, along with nuclear characteristics [40].
Based on the nal score, the tumor is assigned a grade, menly G1, G2 or G3 indicating low (well-
dierentiated cells), intermediate (moderately-dierentiated cells) and high (poorly-dierentiated
cells) malignancy, respectively.
Although FNA slides have been eciently used for years for the diagnosis of breast lesions [4],
the manual examination is a challenging task which necessitates a great deal of work from the
pathologists and can lead to misclassied grades. Therefore, there is a need for a mechanism to verify
the accuracy of the grade provided by the FNA manual exam which has led to increasing interest in
computer-aided cytological image analysis. An automatic, objective malignancy diagnosis can assist
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Cytological Grading Schemes Cytological criteria
Fisher's Modication of Black's NG Scheme [34] Anisonucleosis, nuclear membrane, nuclear chroma-
sia, nucleoli, chromatin pattern and mitosis count
criteria
Mouriquand's Grading Scheme [35] Cellular characteristics, nuclear features, nucleolus
and mitosis count criteria
Robinson's Grading Scheme [36] Cell dissociation, nuclear size and uniformity, ap-
pearance of nucleoli, nuclear margin and nuclear
chromatin criteria
MSBR Grading Scheme After Howell's Modication
in mitosis count criteria [37]
Tubule formation, nuclear pleomorphism, and mito-
sis count criteria
Taniguchi et al. Grading Scheme [39] Cell necrosis, cellular size, nuclear-cytoplasm ratio,
nuclear pleomorphism, nucleoli, chromatin granular-
ity criteria
Khan et al. Grading Scheme [38] Cellular pleomorphism, nuclear size, nuclear mar-
gins, nucleoli, naked tumor cell nuclei and mitosis
count criteria
Table 1: Cytological grading system examples [40].
inexperienced, overworked, or fatigued pathologists to avoid grading errors by providing a second
expert opinion, particularly for uncertain cases that would require further manual examination by
a pathologist. This can contribute to avoiding over-treatment for low malignancy grade patients. It
can also allow for screening on a large scale to help identify systematic errors.
2.2 Computer-aided grading systems for breast cancer
Due to the alarming number of yearly breast cancer-related deaths of middle-aged women, com-
puterized breast cancer diagnosis and grading have become one of the major research areas for
both medical image classication scientists and clinicians. Therefore, and given the aforementioned
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Table 2: Cytological grading system scoring methods [40, 41]. Abbreviations: TS: Total Score, Sc:
Score, NaN:Not a Number, CN: 1 presence or 0 absence.
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importance.
Researchers have been working on histology and cytology images of breast cancer for years. The
analysis of histopathology and cytopathology images can usually be done using similar computer
techniques to extract and classify image features in order to support the pathologists to achieve
more accurate diagnosis results. This thesis focuses on cytological images of FNA biopsies of breast
tumors. Image classication requires precise image analysis task to extract meaningful information
from images. This analysis is mainly based on the concepts of image processing, pattern recognition,
and machine learning algorithms. Obtaining a second opinion about the tumor diagnosis and grading
has been facilitated by the classication task. Two fundamental approaches can be applied to
accomplish the tumor classication task, namely the traditional and deep learning (DL) approaches.
2.2.1 Classical computer-aided grading systems
Automated breast tumors grading (tumor grade assignment) based on the traditional approach
requires precise analysis of the cytological image content with the aim of extracting meaningful
handcrafted features which will be used later for classication purposes [44]. Computer-aided cyto-
logical grading systems based on traditional methods make use of image processing and traditional
machine learning algorithms to make a thorough analysis of the images of the tumors. Preprocess-
ing, segmentation, feature extraction, feature selection, and classication are the basic components
commonly used in automatic diagnosis or grading systems based on handcrafted feature engineering.
Image preprocessing :
Image Preprocessing is a fundamental step in every computer-aided grading system. The purpose of
the preprocessing stage is to intelligently limit the abnormality search, without interfering with the
crucial details of the image. Low-quality images might have severe noise or low-intensity contrast
with weak edges. In order to identify the tumor region precisely, it is important to enhance the
quality of the images by performing some image preprocessing techniques [45]. These techniques
include image denoising using specic lters to reduce the image noise depending on the features of
the image, image resizing to modify the range of intensity values of the image pixels, contrast image
enhancement including histogram stretching to increase the contrast and equalization to enhance
the contrast [46]. Image preprocessing is a very important step to aid precise image segmentation,
especially for FNA images where they produced via dierent microscopic, magnications as well
as they composed dierent medical staining (see Figure 5). Furthermore, the eectiveness of the
feature extraction task depends on the eectiveness of the segmentation results and in turn, this
stage is the key to achieving accurate segmentation results
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Figure 5: Dierent examples of the cytological images with both magnications, (a),(c), (e) and (g)
low magnication (100x power) and (b),(d), (f) and (h) high magnication (400x power) belong to G2
cases from JELEN_MERGE02 dataset .
Image segmentation :
In order to further identify and classify the disease, extracting proper cell nuclei regions from the
images is mandatory [26, 47]. Image segmentation is a process of extracting signicant information
from the image background. Automated image segmentation is generally challenging due to the large
variability (dierent microscopes, stains, cell types, cell densities) and complexity of the data (possi-
bly time-lapse images, acquired at multiple wavelengths, using multiple microscopes, and containing
large numbers of cells) as shown in Figure ??. Therefore, the development of a generally applicable
image segmentation method becomes a potential challenge [48]. Segmentation can be divided into
two categories based on the image magnication, namely segmentation for low magnication images
(LMI) and segmentation for high magnication images (HMI).
Image segmentation for the images with low magnication uses a group-based feature extraction
task and is not capable of performing in-depth segmentation of the image objects. On the other
hand, highly magnied images require more sophisticated methods of segmentation as they are used
for extracting cell nuclei related features. These features not only require accurate nuclear boundary
estimation (to calculate shape-based features) but also staining intensity level determination of all
nuclei as well as the extraction of other features such as cell cytoplasm features. Thus, accurate nuclei
segmentation results yield an accurate estimation of dierent types of cellular and nuclear features.
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Common segmentation approaches which have been used on cytological images in early segmentation
approaches include intensity thresholding, edge detection and region growing [10, 48, 26]. Intensity
thresholding ensures that cells have distinct intensities compared from the background. It is carried
out by using threshold values to separate objects from the background.
The global thresholding technique of Otsu's method also can be used. This method uses the gray level
histogram to nd the optimal threshold value that can be used to minimizes the weighted within-
class variance or maximize the weighted between-class variance of the thresholded foreground and
background pixels [49, 47]. However, this method has some drawbacks such as it partitions the
grayscale histogram of an image into two classes, which are not equivalent to real environmental
problems where images usually have a dierent number of classes. Further, it requires uniform
illumination that is dicult to achieve on medical images, but it can be used as an addition to any
other method. In other cases, edge detection (rst-order dierential ltering) is used. In general,
neighbor pixel intensity analysis or gradient variations are applied to identify the boundaries between
objects and background. Most common representations of the neighborhood of the pixels are the
four-connected neighborhood and the eight-connected neighborhood. Edge detection usually uses
special lters such as Canny and Sobel [26]. A linking procedure [48] follows thereafter. The main
objective of edge linking is to shape signicant borders. Elimination of the weak edges and linking
broken edge segments are then carried out [26].
Hough transform (HT), allowing detection of image shapes, is another edge-based segmentation
approach. HT (mostly circular and elliptical) performs well when the object's edges are not fully
preserved [10, 50, 51], as well as when the images are noisy in nature. Circular and Elliptical
HT dier in terms of computational complexities (Five parameters for Elliptical against three for
Circular). Both have been chosen based on the assumption of nuclei shape being close to either
elliptical or circular [52]. Depending on the analytical description of the shape of interest, HT works
on the principle of mapping image points to a Hough space (accumulator). A limitation of this
approach is that the accumulator space becomes larger as the number of free parameters increases.
According to our experimental preliminary results, this algorithm performed poorly and failed for
70% of the images in the FNA image.
Machine learning based algorithms such as clustering-based and active contour techniques have
been recently proposed, with the aim of improving the segmentation results. Logistic regression
segmentation algorithms can be applied when prior knowledge of objects such as training samples or
the number of clusters is available. Unsupervised learning such as k-means and mean shift clustering
can be applied to group image points to dierent objects, without a set of labeled samples. K-means
clustering is one of the most common clustering algorithms used to carry out segmentation. This
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∣ Ii − µk ∣
2 (1)
Where Ii is the intensity of the image point Xi in the class Sk, µk is the current mean of Sk, and
Pk = ∑
i∈Sk
pl, where pl is the normalized histogram of unit intensity.
On the other hand, mean shift clustering does not assume prior knowledge of the number of clusters.
The image space can be characterized by a certain probability density function while carrying out
the segmentation of the 2-dimensional red green blue (RGB) image. All the pixels in the image can
be represented as points in a 3D grid. The probability density function (PDF) runs over each point
in the grid with a speechied bandwidth. This results in a PDF surface with specied peaks. The
mean shift algorithm will try to group all the points of the image close to their respective peaks,
thereby making clusters of data. This resulting cluster, when mapped back to the image, gives the
segmented result.











Where K(X) is the kernel with bandwidth h. the gradient ascent procedure is guaranteed to converge
to a point where ▽f(X) = 0, i.e., the local maximum (mode).
In addition to the segmentation techniques described above, another popular approach used for
specically reecting the boundaries of input objects is active contour or snake. By using this
approach the segmentation can be done with high accuracy and provide closed and smooth contours
[26]. Once the initial boundary contours are fed as input to the algorithm, the contours are mapped
to the desired original boundaries of the image objects. The tting process of the active contours
specically takes into account two types of energy: Internal energy Eint dened within the curve,
and External energy Eext calculated from the image. Eint maintains the curve smoothness (during
deformation), whereas Eext measures the edginess of the surface through which the image contour
passes. The purpose is to minimize the total energy, which is obtained by adding the two associated
energies as follows[10, 53].
Esum = Eint +Eext (3)
Gray level quantization is a segmentation approach which relies on the nuclei textural description. In
order to generate the gray level co-occurrence matrix (GLCM) to estimate texture features [10, 54],
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second order statistics are used. Considering pairwise combinations of grey levels, the conditional j
thatoint probabilities Cij are calculated (see 4) for the image spatial windows. The schema assumes








Where Pij is the frequency of occurrence of the two grey levels i, j and G is the number of quantized
gray levels. A co-occurrence dependency matrix is generated, with the element (i, j) of the matrix
representing the probability Cij . From the dependency matrix, some features, such as the entropy,
contrast, correlation and energy, can be extracted with the purpose of identifying textures.
After the completion of the segmentation phase, a set of dierent features can be extracted from
the detected cell nuclei regions as well as some other cell organisms such as the cytoplasm regions.
The features can then be introduced to classiers as an input vector (Classication Stage). The
extracted features should correspond to the cytological-based characteristics as mentioned earlier
(see Table 1) in the Introduction chapter. To achieve this goal, the selected features should reect
the biological changes (morphological, polymorphic and textural) of cancerous cells, which closely
reect pathological cytological characteristics used by the CGSs.
Features extraction :
Feature extraction is a process through which a set of new features is created from the original
image. This process is mandatory for general image processing and computer vision applications
such as object detection, pattern recognition, and image classication. For the malignancy grading
of the breast cancer problem, as mentioned earlier, usually dierent magnications of images are
used during the feature extraction process (100x,200x,400x and 600x). However, in this thesis, due
to the collected dataset, we considered only two magnications of images, namely LMI with 100x
power and HMI with 400x power. Among the numerous features that can be extracted from cytolog-
ical or histological images of breast cancer, binary features (area, perimeter, convexity, eccentricity,
centroid, orientation, projection, etc.), momentum-based features (features that are rotation scaling
translation (RST) invariant), histogram-based features (describe the occurrence frequency of inten-
sity values in the image), textural features (to measure the texture information of the nuclei) that
can be obtained using dierent methods such as second-order statistical using GLCM and GLRLM
(describe a combination of repeated patterns of pair of pixels with a regular frequency), local bi-
nary patterns (determines a label for each pixel in an image based on estimating a threshold value
of the 3x3 neighborhood of each pixel with respect to the center pixel and uses the histogram of
the labeled pixels as a texture descriptor), and wavelet coecient (low or high-frequency features
22
extraction from the wavelet decomposition of an image), are the most important ones [10, 26, 55, 56].
Features selection and dimensionality reduction :
To determine the most discriminative features of the initial set of candidate features, feature selection
or dimensionality reduction (DR) stages are important to improve the eciency of the classication
system [26]. Feature selection is dierent from DR since feature selection methods include and
exclude attributes present in the data without changing them, whereas the DR method creates
new combinations of attributes [57]. Feature selection for supervised classication tasks can be
accomplished on the basis of the correlation between features. Such a feature selection process can
be benecial to a variety of common machine learning algorithms [58].
Algorithms like fast correlation-based feature selection (FCBF), Markov blanket lter (MBF), and
correlation-based feature selection (CFS) use the discriminating criteria for feature selection. Cor-
relation coecient or statistical tests like t-test or f-test are used in these approaches to lter the
features. These methods are very simple, fast, and also independent of the classication algorithm.
Some of the other signicant approaches such as sequential forward selection (SFS) where rele-
vant features are added one by one, beginning with an empty set, sequential backward elimination
(SBE) where irrelevant features are removed in backward direction and genetic algorithms which
are optimization algorithms starting from a group of points coded as a nite length alphabet [59].
In order to transform feature points to a low dimension, DR tools are commonly used. The feature
points are transformed in order to yield a feasible selection and classication (linear and non-linear
techniques). The linearly separable points in the feature space, linear techniques like principal
components analysis (PCA), linear discriminant analysis (LDA), and MDS are used. On the other
hand, for inherently nonlinear biomedical structures, nonlinear techniques like spectral clustering,
isometric mapping, locally linear embedding (LLE), and Laplacian eigen maps (LEM) perform best.
In order to identify the malignancy level of a tumor, classication algorithms can be applied based
on the simplied feature vectors obtained by DR techniques. The classication process begins after
a set of good discriminative features are selected. The purpose of this phase is to identify or classify
the grade of malignant breast tumors.
Classication task :
In the classication stage, the classication algorithms compare a set of pre-derived training sample
features to the input image features [26]. The main goal of a classication method is to identify
the class to which a certain case belongs. In other words, an FNA cytological image (the used
dataset in this thesis) is classied using classiers that take a feature vector as an input and come
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up with the specic grade of malignancy that belongs to a certain case. Pattern classication
is the approach used to discriminate various classes of patterns. Each classication method is
expected to misclassify some of the input patterns. Dierent metrics are used to measure the
performance of classication algorithms such as the Error Rate (the lower the error the better
the classication obtained [10]), accuracy (the number of correctly predicted samples divided by the
total number of predicted samples), ROC curve (is a probability curve that summarizes the trade-o
between the true positive and false-positive rates for a classication model), etc. In the classication
process, the dataset is divided into three subsets (training, validation, and testing) for the purpose of
examining the accuracy of the classication algorithm. The classiers learn the optimal parameter
(e.g. weights of connections between neurons in an ANN) settings while using the training subset.
The validation subset is used to validate and select the best model (that minimizes overtting which
occurs when a classication model doesn't generalize well from training dataset to unseen dataset)
for the classication task. Finally, the testing subset is used to report the algorithm prediction
errors.
To classify the data (feature vector) there is a wide selection of classiers that can be used. To start,
the naive Bayes (NB) classier [60] is one of the most common techniques that consider the prior
and conditional probabilities associated with the dataset [10]. It is based on the assumption that
all the relevant probabilities are known and that the attributes of a feature vector are statistically
independent [61].
The K-nearest neighbors (KNN) [62] is another popular classication algorithm that relies on the
closest association between the pattern (closest class, the distance among k-neighbors) and the
neighbors based on the Euclidean distance calculation. Here, the Euclidean distance is used to
calculate the distances between the training samples and the test samples [10, 63]. The class is
assigned to the sample for which the distance is smallest.
The decision tree (DT) algorithm [62] is a classier where the top node in a decision tree is known
as the root node, interior nodes represent the features and branch represents a decision rule. Each
leaf node represents the outcome (contains a response such as 'true' or 'false). The decision path is
the path from the root to the correct leaf.
Individual decision trees tend to overt the dataset. However, the random forest of decision trees
(RFDT) [64] can be used instead to reduce the eect of overtting and improve generalization. RFDT
is in fact an ensemble of DTs forming one of the most used supervised learning algorithm because
of its simplicity and exibility. Usually, this algorithm is trained with the Bootstrap aggregating
(bagging) method which used to improve the stability and accuracy of algorithms by combining
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weak models to increase the overall result. To split a node, only a random subset of the features is
usually considered by the algorithm.
Moreover, the articial neural network (ANN) [60] is another signicant classication method that
should be considered in this work. Depending on the architecture, neural networks can be classi-
ed into single-layer neural networks (one layer of neurons), where each neuron connects directly
to an input variable and contributes to an output variable, multilayer networks, also called as a
multilayer perceptron which is a cascade of single-layer perceptrons (at least two separate layers
and output signal) and Recurrence neural networks (the signal depends on the output through the
loopback). Two signicant hyperparameters are the number of layers and the number of nodes in
each hidden layer controls the architecture of an ANN. These hyperparameters experimentally de-
termine according to the underlying problem and the dataset. For example, for a linearly separable
dataset (a line can be used to separate two classes), a single-layer neural network can be used to
classify samples. Whereas, for the not linearly separable dataset which the case for most real-world
problems, a multilayer perceptron can be used to classify the samples of dierent classes by drawing
shapes around samples in some high-dimensional space to classify these samples. A traditional feed-
forward multilayer neural network consists of an input layer (receives input variables), an output
layer (produces the output variables), and many hidden layers (layers of neurons between the input
and output layers). An ANN works by combining a few neurons together in such a way that the
neurons can interact with one another, making it capable of processing input data and providing a
decision (output) [10, 65, 66]. An example of a standard multilayer ANN is shown in Fig. 6.
In order to separate two or more classes of patterns or data points, support vector machines (SVM)
[48, 68] can be used. It is another discriminative method dened by a separation of the two classes
through hyperplane. The algorithm works under the hypothesis that nding a better hyperplane
(maximizes the margin) that gives the largest distance to the training examples. The boundary
points are called support vectors. Nonlinear feature space with the kernel Trick can be visualized as
an extension of the original linear SVM. Kernel functions are based on inner products of two feature
vectors [26].
2.2.2 Deep learning-based approach for computer-aided grading system
Deep learning has achieved high accuracy in dierent applications including in medical image classi-
cation tasks. According to numerous studies related to DL networks, CNN or ConvNet architectures
are better for image classication tasks since they have some additional layers besides those in the
standard neural network (input, hidden and output layers). Those additional layers use spatial
structures of the input image to extract image features which are used later for image classication
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Figure 6: Example of typical structure of a feed-forward multilayer neural network composed of input,
output and two hidden layers taken from [67].
purposes. Hence, dierent CNN architectures can be used to build a malignancy grading system
to classify our FNA biopsy images. Using a CNN architecture, a classication model can learn to
perform classication tasks directly from images without the need for the manual feature extraction
procedure. According to the classication problem and the amount of training dataset, we can con-
struct a network from scratch and train it to classify the FNA images or we can use a pre-trained
model to perform transfer learning and retrain the model to classify our FNA image dataset.
CNN algorithms can have tens or hundreds of layers with a huge number of learnable parameters.
Each layer learns to detect dierent features of an image. For each image, dierent windows or lters
of dierent resolutions can be utilized to extract various low-level (colors and edges) and high-level
(more specic to image objects) features according to the selected windows. The output of each
convolved image is used as an input to the next layer.
Although there are dierent types of CNN architectures, they share common signicant layers,
namely the convolutional layer which extracts features from the input image by convolving it with
a set of lters based on performing a wise multiplication (multiplying two matrices element by
element), the ReLU which maps negative values to zero and preserves positive values to speed up
the training process (uses to introduce nonlinearity to a classication model after performing linear
operations during the convolutional layers), the pooling layer that reduces the spatial size of the
feature maps independently to reduce the amount of learnable parameters and computations, and
26
the fully connected layer which computes the class scores based on the combined feature maps.
Further, there are three important hyperparameters that control the size of the output volume for
any CNN model. These hyperparameters are the depth size which corresponds to the number of
lters required in each layer, the stride that represents the amount of sliding or shifting of the lters
over the input volume, and zero-padding by means of adding zero around the border of an input
volume to preserve the original size of the input volume.
Regarding the computer-aided grading system in this thesis, dierent ConvNets can be used to
determine the malignancy level of FNA biopsies of breast cancer. However, for small training sets,
it is not eective to train a network from scratch (high computational cost due to a huge number
of parameters) to get high accuracy for the specic problem at hand. Therefore, it is more ecient
to perform a transfer learning with pre-trained deep network models such as AlexNet, GoogLeNet
(Inception-v1,v2,v3 or v4), Residual Networks (ResNet18, 50, 101), and VGG-19, to quickly learn
the new classication task using our dataset. Transfer learning help in building an accurate model
in a very timesaving way by starting the learning process based on considering low-level patterns
that have been learned previously via solving a dierent problem using pre-trained CNN models. To
begin with, AlexNet (2012) [69] is 8 layers deep, 5 of them are convolutional layers, which could be
followed by max-pooling layers, and 3 fully-connected layers. Further, it is composed of 60 million
parameters and 650,000 neurons (see Fig. 7). Furthermore, it has been trained on more than a
million images from the ImageNet database and can classify images into 1000 object categories. The
network considered outperformed the previous state-of-the-art in the imageNet large scale visual
recognition competition (ILSVRC)-2012 since it has achieved the lowest top-1 and top-5 error rates
of 37.5% and 17.0%, respectively.
Figure 7: The overall architecture of AlexNet CNN taken from [69].
Another popular and better speed and accuracy performance image classication CNN is GoogLeNet
(2014) [70], that has been trained on 1.2 million images from the ImageNet database and can
classify images into 1000 object categories. GoogLeNet was created based on the idea that some
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of the activation maps (the output of a given convolution lter) are unnecessary (with zero value)
or redundant due to the high correlations among these activation maps. In most deep learning
architectures, this causes a weak connection among the mentioned activation maps which can be
interpreted in such a way that not all the activation maps will have a connection with all the inputs.
In this regards, inspection models of GoogLeNet handle this issue by approximating this weak
connection using a spatial organization of dierent sizes of convolution layers to capture dierent
details at varied scales (5 × 5, 3 × 3, 1 × 1). In other words, dierent lters in dierent layers are
trying to activate dierent parts of an image. Some lters seeking on edge detection, others are
detecting a particular region of the image such as its central point and others are detecting the
image background. Thus, rather than manually determining which type of convolution is the best to
use at each layer, the developers included all types of convolutions and let the model decide which
type is best for a particular convolution layer.
Several versions of the GoogLeNet network have been constructed. The original version of GoogLeNet,
the so-called Inception-v1, consists of 22 layers in depth and has 7.0 million parameters. The net-
work was considered better than the previous state-of-the-art in the ILSVRC-2014 competition by
achieving a top-5 error rate of 6.67% (see Fig. 8).
Figure 8: The overall architecture of GoogLeNet-Inception-v1 network taken from [70].
The Inception-v1 model of GoogleNet network consists of a spatial organization of convolution layers,
dierent in sizes and types from convolution layers in other networks such as AlexNet and ResNet,
called Inception model where dierent lters are utilized in parallel. Precisely, each Inception consists
of 1 × 1 convolution, 3 × 3 convolution, 5 × 5 convolution, and 3 × 3 max pooling. These layers work
together for the previous input and again stack together at the output (see diagram (a) of Fig. 9).
However, in GoogLeNet or Inception-v1, 1 × 1 convolution is used as a dimensionality reduction for
feature maps (decrease the number of learnable parameters by reducing the number of computations
in the network) to reduce the input to large convolutions such as (3 × 3, 5 × 5). Thus, to reduce
the dimensionality in the originally introduced Inception model, 1× 1 convolution was added to the
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Inception model which aimed to decrease the number of parameters in each Inception (see diagram
(b) of Fig. 9). Further, by using local response normalization and a global average pooling at the
end of the network, the top-1 accuracy of GoogleNet has been improved by about 0.6%.
For Inception-v2 and Inception-v3, the authors successfully increased the accuracy and reduced
the computational complexity in these two versions by reducing the dimensions and adding some
techniques such as batch normalization and factorization. To begin with, the Inception-v2 model
[71, 72], also known as the Inception-batch normalization (BN) module, was developed with the
aim of reducing many of the calculation operations and also to avoid the overtting problem that
can occur in the Inception-v1 model. Basically, in CNN models, layer's input is inuenced by
parameters (the weights and biases of the neurons) are shared in all the input layers. This leads to
an unstable distribution to internal layer inputs (due to weights update) that create the so-called
internal covariate shift [73]. Thus, BN helps in speeding up the training process of these models by
normalizing the inputs of each layer to alleviate this Internal Covariate Shift problem. More precisely,
BN provides some regularization eect which reduces generalization error that in turn minimizes
overtting eect. Thus, in this version of GoogLeNet, rstly, the BN technique was introduced
and a 5x5 convolution was factorized into two 3x3 convolution operations to improve computational
speed as shown in Fig. 10. This step reduced the computational cost in this version as compared to
Inception-v1 where a 5x5 convolution is 2.78 times more expensive than a 3x3 convolution according
to the study. Secondly, to further reduce the dimensionality and avoid overtting problems, an
asymmetric convolution was performed by applying additional factorization process to factorize
large convolutions into small convolutions. Thus, n × n factorize into 1 × n and n × 1 with the aim
of decreasing the computational cost (see Fig. 11). As an example, consider that n=3 to achieve
the equivalent of the previous diagram (b) of Fig. 10. Thirdly, the lter banks in this module were
expanded wider to remove the representational bottleneck of the Inception-v1 style as shown in Fig.
12.
The Inception-v3 model [72] consists of 48 layers. In this third version of GoogLeNet, all of the
three upgrades steps that mentioned in Inception-v2 model were maintained as well as the following
upgrades were added in this version: RMSProp optimizer (to nd the optimum values or the best
solution), factorized 7x7 convolutions into three 3 Ö 3 convolutions (to reduce the dimensionality),
BN-auxiliary instead of BN has been introduced which allows the normalization of the fully connected
layer not only the convolution layers like in previous versions of GoogLeNet and label smoothing (
regularizing term) was added to the loss function to prevent the network from overtting.
The Inception-v4 model [74] is the most simplied and uniform architecture of the GoogleNet network
that introduced the reduction blocks concept. A reduction blocks idea was introduced in this version
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Figure 9: Original and modied Inception style for GoogLeNet-Inception-v1 model, (a) Original
Inception without dimensionality reduction (b) Modied inception with dimensionality reduction taken
from [70].
Figure 10: The Inception-v2 model or Inception-BN network of GoogLeNet, (a) The Original Incep-
tion module and (b) The modied Inception module with dimensionality reduction where the 5 Ö 5
convolution in diagram (a) is replaced (factorized) by two 3 Ö 3 convolution in diagram (b), taken from
[72].
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Figure 11: The GoogLeNet-Inception-v2 after factorizing each n × n convolutions (consider n=3 to
achieve the equivalent of the diagram (b) of Fig. 10) into 1 × n and n × 1 in this diagram, taken from
[72].
Figure 12: The GoogLeNet-Inception-v2 after making the Inception module wider by expanding the
lter bank outputs, taken from [72].
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where the large scale structure of the Inception-v4 networks was shown in diagram (a) of Fig. 14.
Using this reduction idea the authors explicitly modied the width and height of the grid which was
not possible in the old versions. This version has three main Inception modules, named Inception-
A (35x53 grid decreased to 17x17 dimension grid in Reduction-A block), Inception-B (17x17 grid
decreased to 8x8 dimension grid in Reduction-B block) and Inception-C (see Fig. 13). Both the
original blocks of Inception A and B as well as their reduction versions are shown in diagram (a) of
Fig. 14 and diagram (b) of Fig. 14 illustrates an example of the Inception-A block that was used of
the inception-v4 network as reported in [74].
Figure 13: The Inception modules A,B and C used in Inception v4 taken from [74].
ResNet is another signicant deep learning method. The idea behind ResNet, shown in Fig. 15, is to
introduce an identity shortcut connection that aims to skip one or more layers due to the vanishing
gradients problem associated with very deep neural networks. The vanishing gradients problem
refers to the diculty occur during the network training and convergence of CNN models where the
gradient will be vanishingly small which in turn prevent the parameters update of the early layer
required during training these models. Thus, ResNet can eciently train networks with 100-1000
layers and still achieve reliable performance. Thus, ResNets are built based on the concept of dividing
a very deep neural network into small blocks of networks linked through skip or shortcut connections
to form a bigger or deeper network (see Fig. 16). The network has been trained to extract rich
feature representations using a subset of 1.2 million images of ImageNet and can classify the images
into 1000 object categories. Further, the network was validated using 50,000 validation images and
tested using 100,000 testing images. According to the network depth, there are ve versions of
residual networks that are ResNet18 (18 layers deep), ResNet34 (34 layers deep), ResNet50 (50
layers deep), ResNet101 (101 layers deep), and ResNet152 (152 layers deep) as reported in [75].
Using an ensemble model, ResNet won 1st place in the ILSVRC-2015 classication competition with
the top-5 error rate of 3.57%. According to the ResNet developers, the ResNet-101 network has
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Figure 14: Inception-v4 network, (a) The overall diagram of the Inception-v4 network, (b) The
Inception-A where used in this Inception-v4 verion of GoogLeNet taken from [74].
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fewer parameters than other deep networks and it can converge well. Further, it achieved the best
classication error with 6.43%.
Figure 15: A building block of Residual learning taken from [75].
Figure 16: The overall architecture of ResNet-50 taken from [76].
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2.3 Performance evaluation for binary classication problem
Many standard performance measures can be used to evaluate classication systems. Thus, with
the aim of evaluating the performance accuracy of dierent classication systems, whether they are
created based on traditional or deep learning methods, various techniques such as leave-one-out or
general k-fold cross validation are used. Further, a confusion matrix can be computed to describe
the performance of a classication model. More precisely, it is a table used to summarize how many
samples of dierent classes were correctly and incorrectly classied by the model (see Table 3). True
positive (TP), false positive (FP), true negative (TN) and FN are the four categories into which the




Negative TN FP TN + FP
Positive FN TP FN + TP
Total TN + FN FP + TP
Table 3: Example of confusion matrix table for two class problem .
To begin with, TP represents the number of positive class samples that are correctly classied as
positive, FP denotes the number of negative class samples that incorrectly got classied as positive,
TN is the number of negative class samples that were correctly classied as negative, while FN
indicates the number of positive class samples that got incorrectly classied as negative [77]. The
testing subset grading results can be classied into one of the four aforementioned categories. Based
on these categories, dierent performance matrices, such as accuracy, specicity, and precision can be
computed from the confusion matrix (see Fig. 17) [78]. Accuracy measures the proportion of all true
samples to total samples. The sensitivity scales the system's accuracy in identifying positive samples,
while the specicity grades the accuracy of the system in nding negative samples. The precision
measures the proportion of true positive samples to all positive samples. Accurate computerized
diagnosis is a reection of high values of both sensitivity and specicity. The area under the receiver
operating characteristic (ROC) curve is a result of the sensitivity and specicity combination where
the larger the area, the better the performance of the system [78].
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Figure 17: The four dierent performance metrics that be calculated using confusion matrix table
.
2.4 Literature survey of breast cancer diagnosis and malig-
nancy grading problems
In this section, we address the related literature from three aspects, namely the traditional method
for classication, unbalanced class distribution problems, and DL classication system.
With regards to pathology-based studies, many of these studies recommended that cytological grad-
ing should be part of all FNA reports of breast carcinoma so that preoperative prognostication
could be evaluated [32, 33, 29]. However, the features for cytological grading are not well estab-
lished. There have been dierent conclusions regarding the importance of these features and their
correlation with the standard grading system on histology.
Robinson et al. [36] noticed that there was a direct correlation between all the cytological scores
in their grading scheme and the histological scores of the BR scheme. They concluded that cell
dissociation and appearance of nucleoli are the most powerful predictive factors. With reference
to Robinson's schema, Saha et al. [40] found that, except the cell size and nucleoli, the cytological
parameters of Robinson's system had signicant importance in predicting the nal cytological grade.
Taniguchi et al. [39] found that CN had a non-signicant or weaker correlation with the nal cyto-
logical grade while Chhabra et al. [79] found a strong correlation between each cytological feature
and cytological grade.
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To this day, there is no reliable method for cytological grading which closely matches the histological
grading system [32]. The clinicians often put little importance on this valuable prognostic parameter
due to subjective evaluation and absence of uniformity. Pandey et al. [32] evaluated and compared
Robinson's and Mouriquand's cytological grading systems for breast carcinoma and examined their
correlations with Nottingham modication of Scar Bloom Richardson (SBR) histological grading.
The authors reported a concordance of approximately 83.33% between Robinson's system and SBR,
and of 66.66% between Mouriquand's system and SBR. Further, they stated that Robinson's system
showed a diagnostic accuracy of 90% with 91.30% sensitivity while Mouriquand's approach had
an accuracy of 76.66% with 95.65% sensitivity. Das et al. [33] conducted a double-blind study
to evaluate Robinson's and Mouriquand's cytological grading systems. The main objective of this
study was to determine which one of these two systems was corresponding best with the histological
BR-scheme. According to their results, Robinson's system showed a diagnostic accuracy of 80.76%
with 77.77% specicity while Mouriquand's method gave 84.60% accuracy with 33.33% specicity.
According to the discussed pathology-based studies, although the examined CGS systems were found
to have similar concordance with histological grading, Robinson's method was considered the best
because of its simplicity and reproducibility.
Saha et al. [40] evaluated and compared the six published cytological grading systems (see Fig. 1)
with Nottingham modication of the SBR's method. The comparison was performed by testing
concordance, association, and correlation with the result obtained by the SBR histological grad-
ing method using a dataset of 57 patients with breast carcinoma. The study reported that all
six cytological grading systems correlated strongly and positively with the SBR grading method.
Further, Robinson's system achieved the best correlation and concordance with 79.9% and 77.19%,
respectively, followed by Mouriquand's method which obtained 71.5% and 77.19% correlation and
concordance, respectively. The aim of reviewing pathology-based studied was to gure out which of
these six systems is more correlated to the histological grading systems that recommended among
pathology-based study to use as references to evaluate the computer-aided grading systems based
on cytological images.
With regards to computer-aided grading systems for breast cancer, histological grading studies are
rst reviewed because a large focus of pathological image analysis has been on automated grading for
histopathological slides. Moreover, these studies provide a more comprehensive view of the disease
and its biological eect on tissues structures (the underlying tissue architecture being preserved by
the preparation process) and can help acquire some ideas about the most eective techniques and
algorithms that can be used as rst attempts to examine the malignancy grading task on our FNA
dataset. To begin with, Distinguishing method between graph-based features and high-grade for
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breast cancer histology specimens, based on the presence or absence of lymphocytic inltration, was
proposed by Basavanhally et al. [80]. The authors automatically detected Lymphocytes through a
segmentation scheme, comprised of NB classier and template matching. The graph-based feature
approach, in conjunction with an SVM classier, was used in the classication stage and achieved
a classication accuracy of 89.50%. Doyle et al. [81] presented an image-analysis approach to auto-
matically distinguish low and high grades of breast cancer from histology images. The methodology
involved the extraction of over 3,400 image features (textural and nuclear architecture based) from
a database of 48 breast biopsy tissue images (30 cancerous and 18 benign). In order to reduce the
dimensionality of the feature set, spectral clustering was used. In the classication stage, SVM
was used for two purposes, namely to dierentiate benign and malignant cases and to facilitate the
categorization of cancer malignancy grades. An accuracy of 95.8% in distinguishing cancer from
non-cancer using texture-based characteristics, and of 93.3% in distinguishing high from low grades
of cancer using architectural features were achieved. Naik et al. [82] contributed to the automated
detection and segmentation of nuclear and gland structures in histology image slides. Image informa-
tion retrieved from three scales, namely low-level information (pixel values), high-level information
(relationships between pixels for object detection), and domain-specic information (relationships
between histological structures) were integrated. The NB classier and level set algorithms were
used to extract low-level information. The NB classier determines a contour to search around the
likelihood pixels that belong to an object of interest. Meanwhile, the high-level information was re-
trieved using level-set and template matching algorithms (shape models used to identify glands and
nuclei from the low-level likelihood scenes). Further, dierent morphological and nuclear features
were extracted for automated grading of various cancers like prostate and breast and for dierenti-
ating cancerous and non-cancerous breast histology specimens. The strength of the proposed model
is that it incorporates low-level, high-level knowledge, and structural constraints imposed thorough
domain knowledge. According to the study results, the highest accuracy was 95.19% for grade 3 vs.
grade 4 classication task.
As highlighted earlier, the main objective of this thesis is to propose a computer-aided grading
system for FNA biopsy of breast cancer to precisely determine the malignancy grade of cancer as
early as possible. The existing literature is quite limited with regards to this problem. Cytological
images often result from the least invasive biopsies. Additionally, the characteristics of cytological
images, i.e. presence of isolated cells along with their clusters and absence of more complicated
structures (tissue and glands, which are available in histological images) make it easier to analyze
these specimens compared to histology. In the context of our problem (malignancy grading for FNA
biopsy of breast cancer), we specically analyze the work of Jele« et al. [83]. Their work is the only
relevant contribution to the problem stated above.
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Jele« et al. [83] presented the rst automatic malignancy grading framework to identify the ma-
lignancy grade for breast cancer cytological images of FNA biopsies. Their approach was based
on adapting the histological BR scheme [19] to grade cytological FNA slides. The BR scheme [19]
grades breast carcinomas by adding the scores of three characteristics: Degree of Structural Dier-
entiation (e.g. tubule formation), Nuclei Pleomorphism, and MCC. Based on the obtained value
for the three added scores mentioned, the tumor is allocated one of the three grades: G1, G2, or
G3 representing low, intermediate, and high malignancy, respectively. Histological grades describe
features related to tumor dierentiation and proliferation (from well-dierentiated for a low grade
to poorly dierentiated for a high grade). From the results presented in the paper, the best average
accuracy which is of 82.7% was achieved using a multilayer perceptron (MLP) classier and the
other obtained results from SVM, SOM and PCA classiers were less by about 1-2% according to
the study.
Recently, aiming to improve their previous work [83], Jele« et al. [84] studied the features extracted
from FNA biopsy images to determine their relative discriminatory power and cross-correlations
with the objective of reducing the dimensionality of the feature vector with a minimal inuence on
the accuracy. The best average accuracy of 87.1% was achieved using a feedforward neural network
classier with correlation measure to reduce the feature vector from 33 features down to 15.
Similarly, there have been other signicant research works related to [83]. This includes the work by
Bru¹dzi«ski et al. [85] which determined the breast cancer malignancy grade (high and intermediate)
using a web-based automated classication system. They compared three segmentation methods,
namely k-means, fuzzy c-means (FCM), and watershed. FCM was the most computationally inten-
sive among the three studied segmentation methods and gave the most accurate nuclei segmentation
results. The highest classication accuracy of 89.02% was recorded for the multilayer perceptron
using a set of cellular and nuclear features extracted from LMI and HMI, respectively. The aim of
including this study within the reviewed studies berceuse the best-achieved classication accuracy
for malignancy grading problem was based on FCM segmentation results.
Additionally, based on the BR grading scheme and MLP, Jele« et al. [86] developed a classication
system for grading cancer malignancy. A high-performance result of 93.08% accuracy was achieved
with an error rate of 13.5%. Further, Jele« et al. [53] analyzed the role of nuclear segmentation
from FNA biopsy slides and its inuence on malignancy classication, by comparing three powerful
segmentation approaches and testing their impact on the classication of breast cancer malignancy.
Common classiers like MLP, self organizing maps (SOM), PCA, and SVM were analyzed. Level Set
Segmentation yielded the best results and led to a good feature extraction with the lowest average
error rate of 6.51% over four dierent classiers. The best performance was recorded for MLP with
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an error rate of 3.07% using FCM segmentation. The usage of cell groups as a malignancy classi-
cation feature was analyzed by Jele« et al. [87] by comparing discriminatory powers of calculated
features and classifying error rates showing the feature discriminatory power on the classication. A
cytological image segmentation process with FCM method was carried out by Krawczyk et al. [88],
using an application of adaptive splitting and selection (AdaSS) ensemble classier to design an ef-
cient clinical decision support system for breast cancer malignancy grading. A dedicated ensemble
model was used to exploit local areas of competence in the decision space to combat imbalanced
classes in the dataset, resulting in better accuracy.
On the other hand, imbalanced datasets present signicant challenges to the machine learning com-
munity. Typically, traditional classiers may be biased towards the majority class which might lead
to poor predictive accuracy over the minority class. Many attempts have been made to deal with un-
balanced data in classication problems using dierent techniques such as data sampling, algorithmic
level, and ensemble learning. Batista et al. [89] did a comprehensive investigation and evaluation of
dierent existing methods that deal with the problem of class imbalance. The study provided evi-
dence that the class imbalance problem does not systematically hinder the performance of learning
systems; however, it is a critical problem for the classication task if overlapping characteristics are
shared between classes. Krawczyk et al. [90] proposed a comprehensive, automatic clinical decision
support system for breast cancer malignancy grading. The proposed system performs image analysis
of biopsy slides using three dierent image segmentation methods (fuzzy c-means color segmentation,
level set active contours technique and gray-level quantization method) with the aim of accurately
segmenting cell nuclei regions for feature extraction purpose. Further, to handle the problem of
an imbalanced dataset, an ensemble classier named EUSBoost was used in this study. EUSBoost
algorithm combines a boosting scheme with evolutionary undersampling to create a balanced train-
ing sets for each one of the base classiers in the nal ensemble. The aim of using the evolutionary
approach was to select the most signicant samples for the classier learning step with respect to the
overall accuracy performance. According to the study results, level-set active contours segmentation
algorithm gave the highest discriminative power features. Further, the extracted features have shown
that EUSBoost was able to outperform state-of-the-art ensemble classiers when it used with an
imbalanced dataset. Mazurowski et al. [91] examined the inuence of data imbalance in simulated
training datasets with the purpose of developing an ANN classier for automated medical diagnosis
systems. The authors constructed the ANN with two techniques involving classical backpropagation
and particle swarm optimization (PSO). Based on the study results, it was concluded that even a
low ratio of class imbalance in a training set could deteriorate the classier performance. This is due
to the fact that in real-environment data, there are other diculties combined with the problem of
imbalanced class distribution that can hinder the learning process of classication models such as
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small sample size and data overlapping characteristics (samples from dierent classes share similar
characteristics). Further, the study showed that backpropagation is better than PSO for imbalanced
training data especially with small data samples and a large number of features. Guo et al. [92]
conducted a study which included the combination of boosting and an ensemble-based learning al-
gorithm. This algorithm generated the data to re-balance their original imbalanced dataset which
included two classes. With their method, the samples with high correlation criteria (hard samples)
from both the classes were identied during the boosting algorithm execution. A new independent
synthetic dataset was generated for both classes and added to the original training dataset. There-
fore, the distribution of the classes and the weights in the new training dataset were re-balanced
using this methodology.
In recent years, deep learning-based methods such as CNN models have demonstrated impressive
results for object detection and classication in a variety of domains including medical diagno-
sis [93, 94, 95, 96]. Recent studies in the digital pathology domain show the high accuracy of
ConvNets-based frameworks for breast cancer diagnosis. Bejnordi et al. [97] applied automated
machine learning techniques on 2387 digital images of benign and malignant breast biopsies to in-
vestigate mammographic abnormalities among 882 patients aged between 40 and 65 years. The
proposed techniques accurately discriminated between stroma surrounding of invasive cancer images
and stroma from benign biopsies with 0.962 area under the ROC curve. Rakhlin et al. [98] developed
a computational approach based on deep convolution neural networks for breast cancer histology
images. The authors have utilized several pre-trained deep neural network architectures including
ResNet-50, InceptionV3, and VGG-16, as well as gradient boosted trees classier to perform a four-
class classication task (normal, benign, in situ carcinoma, and invasive carcinoma) and a two-class
classication task to detect carcinomas or non-carcinoma cases. According to the study results, the
accuracy of 87.2% was obtained from the four-class classication and 93.8% from two-class classi-
cation. Lao et al. [21] designed a case-based diagnosis approach for histopathological images using
ConvNets. Their approach was able to make a diagnosis decision based on features learned in a
combination of multiple magnication levels (40x, 100x, 200x and 400x). The study results showed
that the case-based approach achieved better performance than the state-of-the-art methods when
evaluated on the BreaKHis dataset. Recently, ejmo et al. [99] presented a deep learning approach
for automatic classication of breast tumors based on FNA biopsies to distinguish benign from ma-
lignant cases (malignancy diagnosis problem). The authors used two types of convolutional neural
networks, i.e. GoogLeNet and AlexNet, in their proposed method. The method has been tested
on cytological samples derived from 50 patients including 25 benign cases and 25 malignant cases
and it started by dividing the cytological specimen of 200000 × 100000 pixels into small patches of
size 256 × 256 pixels. Then, an SVM classier was used to select the training and validation data
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patches to guarantee the presence of a suitable amount of cell material in each selected patch. The
best accuracy obtained was of 83% by the GoogLeNet model.
As discussed above, the rst computer-aided malignancy grading system for breast cancer cytological
images of FNA biopsies were presented by Jele« et al. [83] based on adapting the histological Bloom-
Richardson (BR) scheme [19] to grading cytological FNA slides. However, a cytological image of an
FNA smear may be lacking the histopathologic features, such as a cellular structure, that a scheme
like BR-scheme is based upon. The aim of the current research is to instead consider cytological
grading systems such as Robinson's grading [36] as the basis of computer-aided CGSs for breast
cancer FNAs. To achieve this objective, in this thesis, six computer-aided cytologic malignancy
grading systems are proposed for FNA biopsies of breast cancer. Each one is designed to follow the




systems for ne needle aspiration
biopsies of breast cancer based on
pathology-guided handcrafted
features
There are two techniques which can be used for computer-aided diagnosis systems: (1) the traditional
machine learning technique using handcrafted features, and (2) deep learning-based CNN. CNN has
achieved high accuracy in dierent applications including medical image classication; however,
monitoring meaningful features that reect medical interpretations by CNN models is not possible.
Furthermore, there is a linear relationship between the amounts of data required and the size of
the training model. Thus, it is not recommended to use a CNN model when dealing with limited
datasets because when a small dataset is fed to a model that has a large number of parameters such
as CNN, it will fail to learn the patterns and easily overt. On the other hand, the performance of
the majority of the traditional classication algorithms requires an accurate image segmentation as
well as handcrafted feature engineering. Handcrafted feature engineering results in highly correlated
features related to the medical characteristics specic to the dened problem, which is not possible
in CNN. Considering the above-mentioned issues with CNN, the upcoming sections of this chapter
43
focus on proposing computer-aided grading systems based on the traditional classication methods.
3.1 Automating the six well-known cytological grading sys-
tems of breast cancer
The rst objective of this thesis was to propose six computer-aided cytological grading systems for
FNA biopsy of breast cancer based on pathology-guided handcrafted features extraction. The six
considered cytological grading schemas in this thesis are published in pathology-based studies. For
these systems, to determine dierent sets of meaningful handcrafted features that reect the bio-
logical behavior of cancerous cells, the features were selected to simulate, accurately and eciently,
the gradual malignancy change of the breast cancer cells as described by the cytological character-
istics in the six considered cytological grading schemes (see Table 1). By doing so, the black-box
aspect decision-making process of systems like those based on arbitrarily chosen features determined
by convolutional neural networks is minimized [100]. The clinical adaptation of computer-aided
diagnostic and malignancy grading tools is dependent on the transparency of the decision-making
process which is hindered by the lack of interpretability of such automatic systems.
As mentioned in the literature review section, the rst computer-aided malignancy grading system
for cytological images of FNA breast cancer biopsies was presented by Jele« et al. [83] based on
adapting the histological BR scheme [19] to grading cytological FNA slides. However, a cytological
image of an FNA smear may be lacking the histopathologic features such as the cellular structure
that a scheme like BR is based upon. The aim of the current study is to instead consider cytological
grading systems such as Robinson's grading [36] as the basis of computer-aided CGSs for breast
cancer FNAs. To achieve this objective, in this section, six computer-aided cytologic malignancy
grading systems are proposed for FNA biopsies of breast cancer, which are based on the six published
cytological grading schemes (see Table 1). In this section, we give a full description of the proposed
methodology for the grading systems and discuss each of their fundamental stages: Pre-processing,
segmentation, features extraction, features selection, and classication. Further, we present the
obtained experimental results and provide discussions and conclusions.
3.1.1 The methodology of the proposed frameworks
With respect to the rst objective of this thesis, six CGSs for FNA biopsies of breast cancer were pro-
posed based on handcrafted features. Dierent segmentation methods, features extraction, feature
selection algorithms, and classiers were considered and examined in the methodology to achieve our
objective. Further, the sets of features that represent the cellular (from the LMI) and nuclear (from
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the HMI) characteristics were calculated for the classication purpose. By converting the criteria of
the CGSs into classication problems, the proposed frameworks were able to evaluate and assign a
malignancy grade (G2 or G3) to an FNA slide. Entire details about the used dataset in this thesis
were discussed in Appendix A. Five fundamental stages, detailed in what follows, are embedded in
these CGSs, namely image pre-processing, segmentation, feature extraction, feature selection, and
classication.
The owchart of the proposed cytological grading systems is presented in Figure 18. The main
objective of the proposed grading systems is to determine the malignancy grade of FNA biopsies of
breast cancer. As an input, we feed a pair (each pair is processed separately) of images (LMI and
HMI) belonging to a certain patient, to the CGSs. For the segmentation of the HMI, as shown in the
owchart, rst, the images are enhanced by means of color deconvolution, contrast enhancement,
and quantization processes in the pre-processing stage to yield better quality images. Second, we
segment nuclei and cytoplasm regions from HMIs using a hybrid segmentation (GVF-MO) method
and apply a nuclei ltration procedure to use only well-segmented nuclei for the feature extraction
purpose in the segmentation stage. Third, dierent morphologic, pleomorphic and texture nuclear
and cellular features are estimated. Next, an optimal subset of features is selected by Fisher's
method for the classication purpose. For LMI, only the red channel images are extracted and a
FCM algorithm is applied on this channel to segment these images. Finally, using the optimal subset
of features from LMI and HMI, the systems are able to determine the malignancy grade (G2 or G3)
of a given tumor biopsy (for either case or patient classication) in the classication stage. The
lack of low malignancy (G1) images in this thesis is caused by the fact that these cases very rarely
require FNA, and in recent years, there were only a few cases at the Medical University of Wrocªaw
we collected the FNA biopsy images from.
Image pre-processing stage :
FNA slides are saved as three-channel RGB images, whose components are highly correlated and
are mixed with dierent medical stains. Thus, it is dicult to obtain accurate image segmenta-
tion without performing some pre-processing techniques on those images. In this case, the FNA
uses Hematoxylin-Eosin staining where Hematoxylin (blue) mainly stains the cell nuclei, and Eosin
(magenta-red) stains cell cytoplasm. To aid in the image segmentation, as a pre-processing step,
we perform color deconvolution as described by Ruifrok and Johnston [101] to determine the con-
tribution or eect of the dierent stain levels in the images. Our goal was to extract the nuclei and
cytoplasm layers by separating the contribution of the hematoxylin (nuclei) and eosin (cytoplasm)
stains from the original images. Typically, the intensity values of the images have a non-linear
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Figure 18: Overview of the workow for the nine dierent cytological grading systems (CGSs).
relationship with the stain level. This implies that the stain level information cannot be directly
separated from the RGB image. To solve this issue, the optical density (OD) matrix for each channel
of RGB images was used because it has a linear relationship with the concentration of absorbing
the material. The OD matrix is constructed from the amount of the stains and their absorption
factors. Thus, it can be used to separate the contribution of multiple stains in a specimen, where
each strain of the specimen is described by a particular optical density for the light in each of the
three RGB channels. The OD matrix can be represented by a 3x1 OD vector dening the stain in
the OD space of RGB channels. As exemplied in the matrix below (represents the OD matrix for
the combination of hematoxylin, eosin, and DAB), the OD values of 0.18, 0.20 and 0.08 for the R, G,













Hematoxylin 0.18 0.20 0.08
Eosin 0.01 0.13 0.01
DAB 0.10 0.21 0.29
In principle, to perform the color deconvolution, an orthogonal transformation of the above matrix
has been taken, but before that, the ODmatrix must be normalized in order to balance the absorption
factor of each stain accurately by dividing each OD value by the length of the stain. As an example















Next, the inverse of the normalized OD matrix was used to separate the contribution of each stain
color in the image. The process of separating the colors is known as color deconvolution. To get the
nalized stained layers, the inverse of the OD matrix is multiplied with the image (see Figure 19).
The following matrix represents the color deconvolution matrix corresponding to the above example














Figure 19: Example images of the color-deconvolution process for an intermediate malignancy case
from JELEN16 dataset. (A) original image, (B) Hematoxylin layer, (C) Eosin layer and (D) DAB layer.
To improve the quality of the extracted Hematoxylin layer (nuclei layer), we adjusted the intensity
values using contrast enhancement. A multi-level threshold was computed for the adjusted image
using Otsu's method; then, the quantization process was applied using the estimated threshold
values to segment the image into three regions represented by distinct labels. The resulting labeled
image was converted into a color RGB image for the purpose of visualizing the labeled regions.
A representative example of the results obtained from these three steps is shown in Figure 20.
Finally, for segmentation, the active contour method (GVF-snake), where the segmentation method
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consists of GVF-snake and MO, and which requires an initial curve was used. In this context, the
boundaries between the regions in the green and blue channels of the extracted image were used as
initial contours to extract nuclei and cytoplasm regions, respectively (see Figure 21).
Figure 20: Example images of the pre-processing steps for the hematoxylin channel image: (A)
contrast-enhanced image, (B) labeled image by quantization process and (C) colored RGB image.
Figure 21: Example of the extracted green and blue channel images that were used as initial contours
with the GVF-MO: (A) represents the green channel image and (B) represents the blue channel image.
Image segmentation stage :
Precise image segmentation is a key factor in achieving an accurate classication result. Medical
image segmentation is one of the most challenging and essential tasks in most computer-aided diag-
nosis systems. This is due to large complexity and variability of appearances and shapes of image
objects (inhomogeneous in nature) [102]. Cytological images originating from dierent sources may
dier signicantly due to their imaging method or smear preparation. The low quality of images
caused by the use of a dierent camera, microscope lighting conditions, and staining material makes
the segmentation dicult (see Figure 22). In addition, dierent and overlapped objects (nuclei,
cytoplasm, red blood cells) inside the image (see Figure 23) further complicate the process [103]. In
order to automate the image segmentation process and to achieve more accurate segmentation re-
sults, dierent sophisticated segmentation approaches have been examined in this study to perform
nuclei isolation.
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Figure 22: Examples of low quality HMIs of JELEN_MERGE01 dataset.
Figure 23: Examples of dierent and overlapped objects in the cytological images from the
JELEN_MERGE01 dataset, (a) dierent sizes and shapes of nuclei, (b) dierent nuclei, RBC and cyto-
plasm regions, (c) overlapped nuclei regions.
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As mentioned earlier, two magnication images (low with 100x size and high with 400x size) have
been used in this study. Thus, for the LMIs, a FCM clustering algorithm was used for the segmenta-
tion of clusters and single nuclei regions (see Figure 24 and Figure 25). For the HMIs, according to
our experimental results, a hybrid segmentation method, namely a combination of the GVF-Snake
algorithm and morphological operations (MO) (process an image based on shapes) which we desig-
nated as GVF-MO, was selected to segment these images, giving more precise nuclei and cytoplasm
boundary results compared to other examined methods such as the level set (LS) method [104] and
FCM. Though the Snake algorithm was originally proposed by Kass et al. [105] a modied version
was introduced by Xu et al. [106] due to the limitation in the traditional snake which it required
the initial contour to be placed close to the object to prevent it from converging to a local mini-
mum. Thus, the GVF-snake handles this problem because it includes a new energy eld that has
the desired properties of a large capture range as well as the existence of an energy that guides
the initial contour to detect boundary concavities [107]. The GVF-snake was initialized outside the
boundaries of the nuclei; hence, it didn't pass the strong edge of nuclei boundaries to penetrate the
boundaries of nuclei and this algorithm combined with morphological operations reached the same
contours of the nuclei for most of the segmented images. The aim of adding the MO is to ll holes
(a set of pixels) in the segmented nuclei by adjusting the nucleus pixels based on the neighborhood
pixel values.
On the other hand, the LS approach shows good segmentation results for nuclei boundaries, but it
failed to accurately segment some images due to the low quality of these images. Thus, this algorithm
was unable to pass the boundaries in order to reach inside most of the nuclei regions. Further, this
algorithm produced double boundaries instead of the desired single boundary for each nucleus as
shown in Figure 26. With regards to the FCM results, due to variations in the nuclei sizes and
shapes in the cytological images, tuning the algorithm was challenging and it was dicult to obtain
accurate results. Moreover, it is very time-consuming if the data is very large as the case with a large
number of nuclei existing in most of the cytological images. Thus, estimating the membership matrix
was time-consuming as the boundaries of each nucleus had to be segmented individually. Therefore,
most of the obtained nuclei regions were clusters of connected nuclei with irregular boundaries (see
Figure 27). As a result, the GVF-MO method was selected for nuclei segmentation because it showed
the best results for most segmented images. Two phases of segmentation are involved at this stage:
Nuclei and cytoplasm segmentation.
Nuclei segmentation: In the rst stage of nuclei segmentation, we use GVF-MO (dened above)
to segment the nuclei regions. A parametric active contour or snake is a powerful segmentation
method used to achieve sub-regions with continuous boundaries. It is a curve move based on internal
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Figure 24: Examples of the nal segmented boundaries for the LMI obtained from FCM approach,
(a-c) belongs to G2 samples, (d-f) belongs to G3 samples.
Figure 25: Examples of the binary images for the LMI obtained from FCM approach, (a-c) belongs
to G2 samples, (d-f) belongs to G3 samples.
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Figure 26: Examples of the nal segmented boundaries for nuclei regions of HMI belongs to G2 sample
obtained by LS approach. The red borders in (a) and (b) images highlight examples of double nuclei
boundary results. The black borders in (c) image highlight examples of inaccurately segmented nuclei
boundaries (did not fully capture the actual nuclei boundaries. The double boundaries are highlighted
in green).
Figure 27: Examples of the nal segmented boundaries for nuclei regions of HMI belongs to G3 sample
obtained by FCM approach. The red borders in the images highlighted the results of the example of
inaccurately segmented nuclei boundaries. The FCM results illustrate a continuous boundary (high-
lighted in green) that encapsulates several cells or groups of cells rather than boundaries of individual
cells.
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snake energy that forces the curve to be smooth and continuous, and external image energy that
forces the curve to search for desirable image properties such as lines, edges or object boundaries.
The main concept of the active contour or snake algorithm is the use of initial boundaries (extracted
green or blue channel images in this thesis) represented by closed contours. Then, it iteratively
modies the contours by applying size shrinking (it meets the edge of the objects) or expansion
processes to the contours according to the mentioned internal and external energies (estimated
from the image). The shrinking or expansion processes represent the evolution of the contours
and perform based on energy function minimization. The snake's convergence occurs when the
internal and external energies interact where the minimum energy is located. The method intends




Where Eint represents the internal energy of the snake and Eimage represents the external energy
of the image.
As we mentioned above, due to traditional snakes' limited ability of handling only simple structure
objects and their sensitivity to their initial conditions (contour must be placed close to the object),
the GVF-snake was used to address these limitations. In GVF-snakes, the gradient vector ow eld
Fext = V (x, y) is derived from the following energy function:











Where V(x,y) is the eld vector ow of image, f is the edge map and µ is a decreasing function of
the gradient magnitude.
In addition to the use of GVF-snake, MO have been used in this stage to correct the boundaries
and ll the holes in the segmented nuclei regions. This method (GVF-MO) provides a powerful
interactive tool for image segmentation (see Figure 28).
As a second stage of the nuclei segmentation, we applied a watershed algorithm to separate individual
nuclei from clusters of connected nuclei that were indistinguishable to the GVF-MO. Although
good segmentation results from the GVF-MO method, it cannot separate touching nuclei where the
outputs obtained from the rst stage of nuclei segmentation were mixtures of separate nuclei regions
as well as clusters of connected nuclei that were assumed to be large nuclei by the GVF-Snake. Figure
29 shows an example of the initial nuclei segmentation results where there are clusters of connected
nuclei as well as individual nuclei regions outputted by the GVF-MO segmentation method. To re-
segment the clusters of connected nuclei and increase the number of separated nuclei for the feature
extraction purpose, we utilized a watershed segmentation algorithm (powerful tool to handle such
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Figure 28: Examples of nal segmentation results by GVF-MO for HMIs of the JELEN_MERGE01
dataset: (A) represent an intermediate malignancy, while (B), (C) and (D) correspond to high malig-
nancy.
a problem) based on mathematical morphology watersheds as proposed by Malpica et al. [108] to
separate touching nuclei (clusters) in the images. This step of separating clusters of connected nuclei
led to the improvement of the overall segmentation results because it produced enough separated
nuclei for feature extraction purposes. This is due to the fact that obtained results from the GFV-
snake for some of the images were only clusters of connected nuclei, and for some other images,
a few individual nuclei and clusters of connected nuclei which required the second stage of nuclei
segmentation (see Figure 30).
The watershed algorithm eectively segmentd the clusters of connected nuclei regions into individual
nuclei based on the nuclear size (NS). Specically, we examined the nuclei size criterion and supposed
that if the nuclei sizes are bigger than a specic, experimentally determined NS, we assumed that
those sizes belong to clusters of nuclei. So, in stage two, we applied the watershed segmentation
algorithm to re-segment those nuclei clusters to individual nuclei (see Figure 31).
The algorithm works based on nding catchment basins (nuclei regions) and watershed lines in
an image by considering the image as a surface in which light pixels are high and dark pixels
are low. Thus, the algorithm focuses on marking nuclei regions and background locations. To
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achieve this goal, rstly, we computed the distance transform (binary image), that represents the
distance from every pixel to the nearest nonzero-valued pixel, of the image's complement. Secondly,
we negated the computed distance transform to convert the bright areas into catchment basins.
Thirdly, we computed the watershed transform for the resulted image that nds the catchment
basins or watershed ridge-lines in the image. The watershed transform is the so-called label matrix
in which positive integer values are the locations of each nucleus. Finally, we used the zero-valued
elements of the estimated label matrix, that are located along the watershed lines, as a mask to
separate the nuclei in the original image.
Figure 29: Initial segmentation results using GVF-MO method for intermediate malignancy case of
JELEN16 dataset: (A) binary image produced by applying the segmentation process and (B) segmented
boundaries of nuclei on the original image.
Figure 30: Examples of segmented images by GVF-MO which required further nuclei segmentation
step to separate the clusters into individual nuclei in (a) and (b) images where the highlighted parts
represent examples for only clusters of connected nuclei existing in the image, while in (c) image, the
highlighted parts represent examples of few numbers of single nuclei existing in the image.
To summarize the nuclei segmentation task using the green channel image obtained by the color
deconvolution process, we rst cleaned the border components by removing all connected components
that touch any border of the image to faster the segmentation process. The next, we adjusted the
contrast of the green channel image. Then, we applied multilevel thresholds using Otsu's method and
applied a quantization process on the basis of multilevel thresholds to segment the image into three
regions by distinct labels. Finally, we converted the three labeled regions image into three colors
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Figure 31: Examples of individual nuclei obtained from re-segment the above clusters by the watershed
algorithm.
RGB image to achieve a better visualization. All these steps were performed as a pre-processing
stage to aid the image segmentation task. To perform nuclei segmentation, we fed the enhanced
image to GVF-MO method where the GVF-snake algorithm accurately isolated most of the nuclei
regions as the rst step of the nuclei segmentation task. Then, we removed small cell nuclei that have
size 15 pixels or less (to remove noisy nuclei regions) that helped in tuning the segmentation method
to isolate most the reasonable nuclei sizes in the images for better feature extraction results. Then,
we lling holes of rough nuclei and corrected the nuclei boundaries using MO to get smoother nuclei
regions. In the second stage of nuclei segmentation, we applied the watershed algorithm, as some
clusters of connected nuclei didn't separate into individual nuclei regions when they were assumed
to be large size nuclei by the GVF-Snake. The watershed algorithm separated these clusters into
individual nuclei based on NS criterion (NS=100 was selected experimentally as threshold value to
resegment the clusters of nuclei). Thus, the watershed algorithm maintained the nuclei size with 100
pixels or less; if the nuclei size was greater than 100 pixels, the algorithm would assume the nuclei
belonged to a cluster of connected nuclei, and would therefore resegment the cluster into individual
nuclei.
Nuclei ltration: In the cytological images, some of the nuclei clusters were not completely re-
segmented following the application of the watershed algorithm due to the poor quality of some of
the images. Further, the presence of red blood cells, and false-positive results caused by geometric
arrangements in the background were incorrectly identied as nuclear boundaries. To avoid this
problem, at this point, we mimicked the process of a pathologist seeking out nuclei regions with
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clear structures and used their expert knowledge to evaluate their characteristics and lter the
determined nuclear regions. The results from the watershed segmented nuclei were classied as well-
segmented (used for feature extraction and classication purpose) or poorly-segmented (ignored
results) nuclei. To perform this task, we adapted the nuclei ltration procedure as proposed by
Filipczuk et al. [52], who applied their procedure to the results of the CHT, where three features
were estimated from segmented regions and used to classify these regions as correct or incorrect
nuclei regions, whereas we adapted the procedure to the results of the watershed algorithm using
specic nuclear morphological features. To do so, rst, for all the segmented nuclei regions, seven
nuclear features were calculated: Euler number (the total number of pixels in a nucleus minus the
total number of holes in that nucleus), size (estimated based on the length of a nucleus), entropy
(measures the nucleus disorder), homogeneity (the closeness of the distribution of nucleus pixels),
energy (measures the nucleus uniformity), correlation (how correlated a pixel is to its neighbor of a
nucleus) and standard deviation (uniformity of nuclei). An SVM classier, with a Gaussian radial
basis kernel function in which the scale of the Gaussian kernel was decided heuristically, was trained
using these features to classify the segmented regions as well or poorly-segmented (including joined or
overlapped nuclei and false positives) nuclei. The used dataset was prepared manually and contained
2211 nuclei regions, 1273 of which were well-segmented nuclei, and the remaining 938 classied as
poorly-segmented. Using the JELEN_MERGE01 dataset (dened in Appendix A), the obtained
classication accuracy was 80.24% evaluated using the 5-fold cross-validation technique. Figures 32
and 33 show representative examples of the well and poorly-segmented nuclei region results. Though
we obtained a misclassication rate of 20%, the classied individual well-segmented nuclei regions
from each image were sucient to classify the image as belonging to an intermediate (G2) or high
(G3) malignancy grade.
Figure 32: Example of well-segmented nuclei for intermediate malignancy case from the JELEN08
dataset.
Cytoplasm segmentation: In this phase of the segmentation, the combination of GVF-MO
was used to segment the cytoplasm regions using the hematoxylin layer images on the base of
the blue channel images. The cytoplasm segmentation was applied in order to mimic cytoplasm
characteristics, as in some of the cytological schemes (Fisher's [34] and Taniguchi et al. [39] grading
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Figure 33: Example of poorly-segmented nuclei results for intermediate malignancy case from the
JELEN08 dataset: (a and c) false positive results and (b and d) overlapped nuclei.
schemes). In other words, cytological criteria such as nuclear chromasia (measures the nuclear
density or color) and NCR (the ratio of the nuclei size to the cytoplasm size of a cell) are required
to examine the characteristics of the cytoplasm. The cytoplasm segmentation begins with the color
separation, quality enhancement and quantization procedures for images as explained in the nuclei
segmentation stage. Finally, the blue channel images of the new colored RGB images (originally of
hematoxylin layer images) are fed into GVF-MO as initial contours for the cytoplasm segmentation
purpose. The well-segmented nuclei, as well as the segmented cytoplasm regions, are used in the
next stage of feature extraction to estimate sets of dierent cellular and nuclear features. Figures
34 and 35 show examples of the nal nuclei and cytoplasm segmentations of G2 and G3 samples,
respectively.
Figure 34: Final cytoplasm and nuclei segmentation results using GVF-MO for intermediate malig-
nancy case from the JELEN08 dataset, where the green color boundaries represent nuclei regions, while
the blue color boundaries correspond to cytoplasm regions.
In summary, the GVF-MO segmentation method was selected experimentally and applied for two
tasks, namely nuclei segmentation and cytoplasm segmentation.
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Figure 35: Final nuclei and cytoplasm segmentation results using GVF-MO for high malignancy case
from the JELEN16 dataset, where the green color boundaries represent nuclei regions, while the blue
color boundaries correspond to cytoplasm regions.
Handcrafted feature extraction stage:
For most computer-aided diagnosis systems, feature extraction is as important as image segmenta-
tion. The choice of more relevant handcrafted features yield good classication results. This section
elaborates on the extraction of dierent sets of cellular and nuclear features that reect the biological
behavior of cancerous cells using the segmented nuclei and cytoplasm regions from HMI as well as
the segmented regions from the LMI. The feature extraction involves two phases. In the rst phase,
to reect the cell dissociation and cellular characteristics criteria that are respectively present in
Robinson's and Mouriquand's schemes, a set of three structural features (area of groups, number
of groups and dispersion) were extracted from LMIs (100x) for each case. These features were able
to characterize the cells' ability to form clusters or to disperse within the image (see Figure 36) as
proposed by Jele« et al. [83].
Figure 36: Example images belong to G2 samples from the JELEN16 dataset illustrate cluster and
individual nuclei regions. The blue outlines highlight the clusters regions while red borders highlighted
the individual nuclei regions.
In the second phase of the feature extraction, dierent nuclei characteristic features, that are required
in all six developed grading frameworks, were evaluated. To achieve this goal, this phase was divided
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into three stages to estimate three dierent sets of nuclear features. These features are derived from
HMIs (400x) only and represent the nuclear pleomorphic, textural, and morphologic characteristics.
The aforementioned features are capable of providing accurate information about the shape, size,
and staining information of cell nuclei. The ve nuclear pleomorphic features [83, 103] are estimated
to reect the nuclear size, anisonucleosis (morphological manifestation of nuclear injury), cellular
pleomorphism, nuclear pleomorphism, and nuclear feature malignancy factors (see Figure 37) of the
discussed grading schemes. These features reect the variance in the shape and size of cells and
their nuclei as shown in Figure 37.
Figure 37: Examples of variation in size, shape and margin of cell nuclei of G2 samples from the
JELEN08 dataset.
On the other hand, in order to calculate nuclear textural features, gray-level co-occurrence matrix
(GLCM) and gray-level run-length matrix (GLRLM), as used by Filipczuk et al. [52], were estimated.
The GLCM matrix describes how often dierent combinations of pixel grey levels occur in an image.
The GLRLM matrix gives the size of homogeneous runs for each gray level. The extracted textural
features (the full list of these features was displayed at the end of this section) based on these two
matrices were able to reect the characteristics of nucleoli, nuclear chromatin, nuclear chromasia,
chromatin pattern, and chromatin granularity malignancy factors (interpret the hyperchromatism
or very dark nuclei) of these grading schemes (see Figures 38 and 39). A total of 21 features were
estimated: 10 textural features from the rst matrix and 11 from the second.
The last estimated group of features was a set of 16 nuclear morphologic features that reected the
nuclear margin (measures the irregularity of the nuclear membrane), cell uniformity (measures the
similarity in size and shape of cell structure), nuclear membrane (measures the irregularity of the
membrane that encloses the nucleus and is another indicator of the nuclear margin), and cellular
size. These features describe the irregularity or variance of the size, shape, and margin of cells
and their nuclei. The mean and variance were then calculated for each of the mentioned features
(pleomorphic, textural and morphologic) resulting in a total of 84 dierent nuclear features. These 84
nuclear polymorphic, textural and morphologic features have been used with all cytological grading
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Figure 38: Examples of hyperchromatism or highly pigmented (dark purple to black) nuclei regions
belonging G2 samples from the JELEN_MERGE01 dataset. The dark staining or hyperchromatism (very
dark purple-black regions illustrated above) indicate an increase in DNA; in other words, visible abnor-
malities in the nuclei.
schemes (Table 1), except for Howell's scheme [37] which only included the nuclear polymorphic
features out of the three estimated features sets, one mitosis feature, and three low magnication
cellular features. The other estimated features of this scheme were the MCC and the three cellular
features estimated from the LMIs.
Figure 39: Examples illustrating the highly pigmented (granularity) of chromatin (being granular) in
cell nuclei belong to G2 samples from the JELEN08 dataset. Highly pigmented, clumped granules in
chromatin within the nucleus indicate cell mutation and malignancy criterion.
Due to limitations associated with the cytological images, the malignancy criteria that involved these
cytological schemes (Table 1) were modied to facilitate the implementation of these schemes. One
of the biggest challenges during the feature extraction stage was related to the estimation of certain
cytological criteria, including the CN, cellular characteristics, MC and NTCN. To begin with, CN
is a form of cell injury due to external factors (infection, toxins, or trauma) which lead to type-T3
cell death due to autolysis [109]. From a medical point of view, it is dened as an irreversible loss
of plasma membrane integrity [110]. Mostly, this loss of the integrity of cell membranes exists in
the cytological images due to the disintegration of tissue and cell structures during the material
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extraction and FNA slides staining (See Figure 40). Therefore, we sought to nd ecient features
that could be used to reect the mentioned criteria using the cytological images. To achieve this
goal, several relevant research papers were reviewed. In the study of Alvarez et al. [110], the CN has
been dened based on three signicant morphological criteria, namely plasma membrane rupture,
dilatation of cytoplasmic organelles and loss of nuclear and cytoplasmatic details of a cell.
Figure 40: Examples of necrosis cell images in select G2 samples taken from the JELEN_MERGE01
dataset. The holes within the cells, outlined in red, indicate the possibility of cell necrosis. .
In contrast, Rello et al. [111] proposed dierent morphological criteria (apoptotic cell rounding
and shrinkage and the appearance of membrane bubbles in early CNC necrosis) to distinguish cell
death mechanisms. Meanwhile, Kroemer et al. [112] proposed a comprehensive study to discuss the
classication of cell death based on four dierent criteria: morphological, enzymological, functional
and immunological. The study concluded that although the morphological criteria are mostly used
to estimate dierent types of cell death, there is still a need to nd the best biochemical mechanism
that would classify the cell death types accurately.
In addition, CNC itself consists of several stages that start with a cell shrinking process followed by
the extension of the plasma membrane and the separation of cell fragments into apoptotic bodies.
Thus, a comprehensive study is required in order to discuss the automated detection of cell death
by CNC in breast cancer. Further, samples of the FNA biopsy images should be previously pre-
pared to examine the CNC and its types as they provide a good indicator of the cytological tumor
grading problem. Given these diculties and limitations in detecting the CNC malignancy factor
in cytological images, CNC was ignored in this thesis.
Another major challenge was related to some of the cellular characteristics of malignant tumors
such as lack of dierentiation, known as anaplasia (see Figure 41); pleomorphism, which reects the
variety of change in size and shape of cancerous cells (see Figure 37) and their nuclei; and, irregular
chromatin within nuclei (see Figure 42). Typically, to estimate these criteria, ecient segmentation
of cell boundaries is required; a similar approach was employed for nuclear segmentation (nuclei
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segmentation means the process of segmenting the center part of a cell which diers from cell
segmentation, which segments the whole cell structure). However, this task seemed to be very
challenging to accomplish with the cytological images due to the presence of similar pixel intensity
values belonging to the cell membrane and background regions. Moreover, most of the cell structures
are get destroyed during the material extraction and staining procedure. Hence, the cellular criteria
were estimated in terms of their nuclei characteristic variability. In other words, the cellular criteria
were evaluated based on the corresponding nuclei change that occurs due to the transformation of
normal cells into cancerous cells in malignant tumors. This assumption is based on the fact that
the biological behavior of any cancerous cell is usually observed rst in its nucleus. In the reviewed
pathology-based studies [32, 113], the authors have estimated the nuclear size instead of the cell size
using Robinson's grading schema, due to the limitation of cell structures in the cytological slides of
FNA.
Figure 41: Example of lack of cell dierentiation in select G2 samples taken from the JELEN18
dataset.
Figure 42: Examples of chromatin variance (smoothly or clumped chromatin) within nuclei in select
G2 samples taken from the JELEN16 dataset.
The third challenge was the estimation of the mitosis count (MC) criterion that describes the mitotic
activity of cells per high-power eld in the diagnosed slide. Generally, each cell divides into two
identical cells, then each one of the two produced cells divides to produce two cells, and so on (see
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Figure 43). In other words, a mother cell is divided into two identical cells during its life cycle; this
division is called bio-mitosis. However, if the mitosis results in more than two identical daughter cells
the situation becomes an abnormal case of mitosis which requires the determination of an important
malignancy criterion, namely the number of mitosis (see Figure 44). According to Veta et al. [114],
the proliferative activity of breast tumors, which is routinely estimated (counting the mitotic gures
in Hematoxylin and Eosin stained cytology sections), is considered to be one of the most important
prognostic markers. However, mitosis counting is exhausting, subjective, and suers from a low
inter-observer agreement limitation.
Figure 43: Graphical representation of cell division taken from the [115].
In this study, to estimate the mitosis count malignancy factor we used the methodology of Irshad
[116]. The author successfully estimated the MCC in a set of histological images of breast cancer by
estimating a set of 143 morphological and textural features for each candidate in dierent images of
red (RGB), blue (RGB), V (HSV), L (Lab) and L (Luv) selected channels. Finally, a decision tree
classier was used.
Figure 44: Examples of tumor cells with Mitotic gure activity in select G2 samples taken from the
JELEN16 dataset.
Likewise, in order to estimate the MCC, 25 morphological and textural features were calculated
from each candidate in the ve aforementioned channels. Among these 25 features, 18 features
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were used from the previous study and extracted from the GLCM and GLRLM matrices; and seven
features (perimeter, uniformity of nuclear size, uniformity of nuclear shape, nuclear irregularity,
nuclear smoothness and nuclear roundness) were added based on the experimental results. The goal
was to include specic morphological features for this estimation due to the limitations available in
the cytological images related to the cell structures. These features were then used to classify the
extracted mitosis candidates as mitosis, non-mitosis, and ignored candidates.
In this study, with respect to the modication of MCC for cytological grading schemes, a score of
1 was assigned to cancers in cases with there was 0-1 mitosis per image, a score of 2 in cases with
there were 24 mitosis, and score of 3 in case with there were >5 mitoses. Thus, based on the
described pathology-based characteristics for mitosis counting of CGSs, an SVM with the Gaussian
radial basis kernel function was used to estimate the number of mitosis per image for each case.
The SVM classier was trained on a manually-prepared dataset of 1853 candidates that consisted of
129, 203, and 1521 mitosis, non-mitosis and ignored candidates, respectively (see Figure 45). The
overall accuracy results of MCC and score classication were 80.43% and 65.22%, respectively, which
have been evaluated using 5-fold cross-validation and a Receiver Operating Characteristics (ROC)
curve. Thus, a ROC curve was used to evaluate the performance measurement of the classication
model of the estimation of MCC. More precisely, in this thesis, we extended the ROC curve (usually
used for binary classication problems) to evaluate the multi-class (mitosis, non-mitosis, and ignored
candidates) classication for mitosis count by binarizing the output. Thus, we computed a ROC
curve and ROC area for each class (see Figure 46). The TP and FP rates were estimated and then
used to draw the curves that display the tradeo between sensitivity and specicity. According to
the ROC plot, the closer the curve to the left-hand border and the top border of the ROC space,
the higher the accuracy of the test.
Figure 45: Examples of bio-normal, abnormal mitosis nuclei and ignored candidate of an intermediate
malignancy case from JELEN16 dataset. (A) represents a normal mitosis sample, (B-D) represent
abnormal mitosis samples and (E) represents an ignored sample.
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Figure 46: ROC curve results of the three predictors of mitosis, non-mitosis and ignored candidates.
Finally, our last challenge was related to the naked tumor cell nuclei (NTCN) estimation which
required some information that could be provided by direct observation (ground truth) such as the
standard nuclei size (NS), which is dicult to determine using FNA images. NTCN is a malignancy
criterion that interprets the nuclear budding (developing buds) form [41] that is already estimated
implicitly by the nuclear polymorphic features and the presence of cell nuclei with highly atypical
morphology in the breast tumor. It is characterized by features such as round to polygonal cells,
indistinct cell borders, etc. [117]. However, atypical bare nuclei are rarely seen and the clinical
signicance of this nding is uncertain [118]. Even though some of the estimated pleomorphic and
morphological features estimate the naked characteristic which has been dened implicitly, the highly
atypical changes in nuclear size were estimated based on taking the ratio of the nuclei number with
very large and very small sizes to the total number of nuclei involved in the image to capture the
variance range of nuclei size within each image.
According to the implemented cytological schemes (Table 1), features can be computed from a pair of
high and low magnication images that belong to each patient. For example, in the implementation
of Robinson's [36], Howell's [37], and Mouriquand's [35] grading systems, features from a case of a
pair of 100x and 400x magnication images are computed to extract a set of dierent cellular and
nuclear features that are used to classify a given case or patient. For the other three implemented
cytological schemes, the information of the 100x images is ignored. Precisely, in the implementation
of Taniguchi et al. [39], Khan et al. [38] and Fisher's[34] grading schemes, a set of dierent nuclear
features are computed from only the 400x magnication images that belong to each case in the
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assignment of a malignancy grade to a given case or patient. The nal number of the estimated
features for each of the six proposed CA-CGS were 87, 89, 88, 88, 89, and 24. They represent
Robinson's [36], Fisher's[34], Khan et al.'s [38], Taniguchi et al.'s [39], Mouriquand's [35], and
Howell's [37] grading schemes, respectively. The reason that for Howell's system we estimated only
24 features, is that these 24 features were estimated according to the malignancy characteristics of
Howell's CGS. As Howell's system is based on three malignancy criteria - nuclear pleomorphism,
mitosis count, and tubule formation - we estimated twenty nuclear pleomorphic features that reect
the change in shape and size of nuclei (nuclear pleomorphism); one for mitosis count; and, three low
magnication cellular features that identify the cells' ability to form clusters or disperse within the
image (metastasis).
Below is a detailed description of all meaningful estimated sets of features (See Table 1, and the
rst four paragraphs in this section to get more information about how the estimated features were
used eciently in this thesis to interpret the malignancy characteristics of each of the considered
CGS systems). Features extracted from 100x magnication images involve three cellular structural
features as follows:
 Area of a group (Ag): Cells tend to form clusters within the image. Ag is an average
number of nuclei pixels within the cluster. A large value of this feature means a lower number
of large clusters in the segmented image (binary image).
 Number of groups (Ng): Represents the number of clusters in the segmented images (binary
image). A large value of this feature considers a large number of small groups in the image.
 Dispersion (D): Reects the spreading of cells within an image and describes the variability
among cluster areas (estimated as the average of distance among centroid of all nuclei).
The features of x400 magnication images involve the following sets:
1. The nuclear pleomorphic features include the ve following features:
 Area (A): The total number of pixels in a nucleus.
 Radius (R): Dened as an average of the radial line segments from the centroid of the
nucleus to the boundary points.
 Eccentricity (Ecc): The ratio of the distance between the foci of an ellipse, and the
length of its major axis (Ecc = 0 for a circle and Ecc =1 for a line segment).
 Convexity (Cx): The ratio of the nucleus area and its convex hull, which is the minimum
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area of the convex polygon that can contain the nucleus.
 Compactness (Cn): This feature can be estimated by calculating the area of the shape
to the shape contour length COMP = Area/Perimeter.
2. The nuclear morphologic features involves sixteen features as follows:
 Major Axis length (Mxl): The length of the major axis of the ellipse (a closed curve
composed of points in which the sums of the distances from the foci (two xed points) to
each point are equal).
 Minor axis length (Mxl): The length of the minor axis of the ellipse.
 Mean R, G, and B values: They represent the mean of pixel values of the nucleus in
each of Red, Green and Blue channel, respectively.
 Variance R, G, and B values: They represent the variance of pixel values of the
nucleus in each of Red, Green and Blue channels, respectively.
 Distance to the Centroid (DTc): The distance between the centroid of all of the
nuclei in the image to the centroid of a single nucleus.
 Mean value of luminance (ML): Describes the mean of the perceived brightness of a
color.
 Variance value of luminance (VL): Describes the variance of the perceived brightness
of a color.
 Uniformity of size(SiU): Is the standard deviation of the nucleus area.
 Uniformity of shape(ShU): Is the standard deviation of the nucleus boundary points.
 Irregularity(IRr): Uses entropy of intensity values of image pixels as a measure of
randomness which is equivalent to irregularity. This, a high value of entropy represents
more irregularity and loss represents less irregularity.
 Smoothness(Sm): Is estimated based on the area solidity (proportion of the pixels in
the convex hull that are also in the region) computed as Area/ConvexArea. Thus, a
higher solidity value means a smoother shape and a lower value means a less smooth
shape.
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 Roundness(Rd): Is based on the eccentricity of the boundary points of nuclei as mea-
suring parameter where values near to 0 mean more rounder shapes and values near to 1
mean less round shapes.
3. The nuclear texture features involve two sets of features estimated using GLCMs (corresponds
to the number of occurrences of pairs of gray levels of an image) and GLRLMs (gives the size
of homogeneous runs for each gray level of an image).
(a) The ten nuclear co-occurrence features of GLCMs for horizontal (0○), vertical (90○) and
diagonal (45○) & (135○), and eight gray-levels are as follows:
 Contrast: Used to measure the intensity dierence between a pixel and its neighbor
within an image. Contrast range = [0 (size(GLCM, 1) − 1)2].
Contrast =∑
r,c
∣r − c∣2g(r, c) (5)
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(6)
 Energy: Also referred to as "unformity" within literature, which means the sum of




 Homogeneity: The closeness of the distribution of elements in the GLCM to the
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 Inertia(BR): Is dened as the contrast value after converting an RGB image into a










(r, c)g(r, c) (11)
 Cluster-shade(V): Is a measure of the skewness of a matrix. When the value of
the cluster shade is high, the image is asymmetric. Is estimated base on the mean of
the V channel image of HSV color space.
Cluster − shade(V ) =∑
r,c
((r − µr) + (c − µc))
3g(r, c) (12)
 Cluster-prominence(V): Is also a measure of matrix asymmetry. When the value
of cluster prominence is high, the image is less symmetric. We also estimated this
feature using the V channel images of HSV color space.
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Cluster − prominence(V ) =∑
r,c
((r − µr) + (c − µc))
4g(r, c) (13)
 Hara-correlation(V): Is estimated based on calculating the correlation from the
gray-level co-occurrence matrix of the V channel image of HSV color space.
Hara − correlation(V ) =∑
r,c
(r, c)g(r, c) − µ2
S2
(14)





1 + (r − c)2
(15)
where g(r, c) is the normalized gray-level co-occurrence matrix (its sum is one) for an
arbitrary distance & angle, and each element (r, c) in this matrix is the joint probability
of occurrence of the pixel pairs with a dened spatial relationship having gray-level values
r and c in the image. gr is the marginal row probabilities & gc is the marginal column
probabilities µr and µc are the mean gray-level intensities of gr & gc, respectively; Sr and
Sc are the standard deviations of gr & gc, respectively.
(b) The eleven nuclear run-length features calculated using GLRLMs for horizontal (0○),
vertical (90○), and diagonal (45○) & (135○), and eight gray-levels are as follows:
 Short run emphasis (SRE): used to measure the distribution of short runs.
 Long run emphasis (LRE): used to measure the distribution of long runs.
 Gray-level non-uniformity (GLN): measures the distribution of runs over the
gray values.
 Run length non-uniformity (RLN): measures the distribution of runs over the
run lengths.
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 Run percentage (RP): Measures the ratio between the number of realized runs
and the maximum number of potential runs.
 Low gray-level run emphasis (LGRE): measures the distribution of low gray-
level values.
 High gray-level run emphasis (HGRE): measures the distribution of the higher
gray-level values.
 Short run low gray-level emphasis (SRLGE); emphasizes runs in the upper left
quadrant of the GLRLM, where short run lengths and low gray levels are located.
 Short run high gray-level emphasis (SRHGE); emphasizes runs in the lower
left quadrant of the GLRLM, where short run lengths and high gray levels are located.
 Long run low gray-level emphasis (LRLGE): emphasizes runs in the upper right
quadrant of the GLRLM, where long run lengths and low gray levels are located.
 Long run high gray-level emphasis (LRHGE): emphasizes runs in the lower
right quadrant of the GLRLM, where long run lengths and high gray levels are located.
As we mentioned before, the mean and variance were then calculated for each of the mentioned
features (pleomorphic, textural and morphologic) giving a total of 84 dierent nuclear features (see
Table 4 and Table 5. Next, an optimal subset of features was selected for classication purpose in
the following stage.
In Table 4, the estimated features of the six examples of G3 and G2 cases eectively reect the
biological behavior of cancerous cells, where, for an example, the irregularity-M feature (a measure
of randomness), the higher irregularity value indicates the more randomness cells, and in its turn
indicates a more advanced malignancy case) values of the high malignancy grade G3 cases are mostly
higher than the irregularity-M values of intermediate malignancy grade G2 cases. Another example,
the smoothness-V (a measure of area solidity) values for G2 cases are higher than the smoothness-V
values of G3 cases which indicate that the lower smoothness case, the higher malignancy grade.
In Table 5, again the estimated three cellular features of the six examples of G3 and G2 cases
eectively reect the biological behavior of cancerous cells. For example, the number-of-groups
values of the G3 cases are higher than the number-of-groups values for G2 cases. This is due to the
fact that in G3 cases, there are many single nuclei regions that considered as a separated group as
compared to G2 cases, where they have individual nuclei and clusters of connected nuclei. Thus,
the number of groups in these cases lower than in G3 cases.
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Features names Case1 Case2 Case3 Case4 Case5 Case6
Irregularity-M 0.73939 0.80240 0.76832 0.72529 0.74217 0.69294
Homogeneity-M 0.14583 0.15293 0.15827 0.18716 0.18682 0.21386
Smoothness-V 0.02360 0.01323 0.01724 0.02156 0.02011 0.02759
Roundness-M 0.74948 0.75179 0.75218 0.78747 0.76995 0.82181
Area-M 14.9051 1.16796 1.15148 18.5134 16.7030 2.81764
Radius-M 1.3733 0.5979 0.5937 1.3403 1.2602 0.7787
Eccentricity-V 0.04570 0.02335 0.02011 0.07353 0.07113 0.04486
Entropy-V 0.24242 0.21670 0.24167 0.56932 0.60087 0.51855
Uniformity-of-Size-V 25.2034 8.2784 11.1287 30.0434 28.8085 27.1052
Irregularity-V 0.24242 0.21670 0.24167 0.56932 0.60087 0.51855
Energy-M 0.00315 0.00391 0.00384 0.00628 0.00647 0.00882
Convexity-V 0.0068 0.0002 0.0002 0.0171 0.0159 0.0026
Entropy-V 0.2424 0.2167 0.2417 0.5693 0.6009 0.5185
Mitosis-Cont 1 5 1 8 0 3
Distance-To-Centroid-M 21.8988 18.8125 17.0889 14.9842 16.4705 13.5706
Naked-Nuclei 0.9517 0.9648 0.7742 0.8871 0.9032 0.8269
Mean-Red-M 58.475 82.317 74.375 56.003 58.799 52.897
Pathologist-based grades G3 G3 G3 G2 G2 G2
Table 4: Some of the calculated high magnication features along with their pathologist-based grades
for selected cases of JELEN_MERGE01 dataset.
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Features names Case1 Case2 Case3 Case4 Case5 Case6
Area-of-groups 25141 37387 24395 26610 1902 29509
Number-of-groups 1490 802 1179 88 42 441
Dispersion 432.45 332.74 440.70 369.17 425.23 333.39
Pathologist-based grades G3 G3 G3 G2 G2 G2
Table 5: The three calculated low magnication features along with their pathologist-based grades for
selected cases of JELEN_MERGE01 dataset.
Feature selection stage :
Feature selection plays a central role in helping reduce the high-dimensionality and the noise of
the data by removing redundant and irrelevant features. According to the experimental results of
this stage in the current study as well as the literature that has employed dierent methods for
feature selection, it is suggested that the presence of ineective features degrades the performance
of the classiers, particularly if a small training dataset is used to train classication models, and is
combined with an additional unbalanced class distribution problem where there are more samples
belonging to one class as compared to the other classes (such as in our dataset). Chan et al. [119]
proposed a computer-aided diagnosis scheme for the classication of true and false detections of
masses on a dataset of mammogram images. In the study, the authors employed a stepwise feature
selection method and successfully selected a small subset of eective features from huge feature
spaces. In alternate steps, one feature is added to or removed from the selected feature set. Based
on their method the classier could correctly identify benign cases from malignant ones using the
determined small subset. Goldberg et al. [120] selected a subset of features based on the evaluation
of the discriminatory ability of the individual feature to distinguish malignant lesions from benign
ones in ultrasound images. Wu et al. [121] picked a subset of features based on the average value
variation of the individual feature between the two classes. In the study of Lo et al. [122], priority
was assigned to each feature based on the eectiveness of each individual feature on the classication
accuracy, priority was assigned for each feature. Then, a subset of features that provided the highest
classication accuracy was selected and the features that had the lowest priority were eliminated.
Recently, a complete study and survey on the dierent types (wrappers, embedded, and lter) of
feature selection algorithms for classication problems based on the complexity of these algorithms
was published by Roo [123]. The study provided a systematic comparison between these methods
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with respect to the accuracy, precision rate, and the stability of the priority of the features with
a dierent dataset. Further, handcrafted features, as well as features extracted with a deep CNN,
have been used by the author.
Similarly, in this work, to reduce the high dimensionality of the nal feature vector, we examined two
supervised learning and lter (correlation-based) feature selection methods including Relie's and
Fisher's feature selection method as proposed by Roo [123]. The former is an iterative randomized
method and evaluates the quality of the features based on how well the values of these features can
distinguish examples of data that are similar to each other, while the latter computes the scores
of features depending on the ratio of inter-class separation and intra-class variance. According
to the obtained classication results using these methods, we selected Fisher's feature selection
methods, which showed the more relevant and non-redundant subset of features and yielded better
classication results (see Table 6).
Classication stage :
In this section, the classication stage of the implemented cytological schemes is discussed. At this
point, the six proposed frameworks based on the six original CGSs have determined feature vectors
(see Tables 4 and 5) corresponding to the cytological characteristics for each CGSs, which are
then subjected to feature reduction to come up with a 30% optimal subset of features determined
experimentally from the total number of features. To determine the malignancy level of FNA
biopsies, nine dierent classiers that take each feature vector as an input and return one of the
two malignancy grades (G2 or G3) as output are used. The classiers used were LDA, feedfoward
neural networks (FFNN), SVM, MLP, DT [62] adaptive boosting of decision trees (DT-AdaBoost)
[60] RFDT [64], NB [60] and KNN [62].
The proposed frameworks consist of two classication schemes: case classication and patient clas-
sication [103, 52]. The case classication scheme involves a single feature calculation, while patient
classication involves multiple feature calculations across multiple cases (dierent locations at a
single tissue). More precisely, in the case classication scheme, a feature vector is independently
computed for each pair of images with high and low magnications, or only the high magnication
image that belongs to each patient, and each case is classied separately. The results of the case
classication represent multiple classication results for the patient. In the patient classication
scheme, to classify a certain patient as G2 or G3, the nal classication is achieved by the majority
voting of the classication results of the individual cases for that patient. Thus, if 50% or more of
the cases belonging to a patient are classied as G2, the patient is classied as G2; otherwise, they
are classied as G3.
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Table 6: Example of the selected subset of features of the combined high and low magnication feature
by Fisher method.
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3.1.2 Experimental Results :
In this section, simulation results are presented for the six computer-aided malignancy grading
frameworks for FNA biopsies of breast cancer based on the six cytological grading schemes (Table
1). The parameters for nuclei size, feature selection, and the cross-validation value were subjected to
dierent experimental attempts on our datasets with respect to the underlying problem. For nuclei
segmentation, the parameter NS, chosen experimentally on the test set of 400x magnication images,
was set to 100 pixels, which was determined based on the area that represents the total number of
pixels in a nucleus. Given the experimental results on feature vector reduction, for each implemented
cytological scheme, the dimensionality of the nal feature vector was reduced to 30% of the total
number of the estimated features using Fisher's feature selection method as this percentage yielded
the highest performance accuracy. The proposed method was tested using the k-fold cross-validation
technique for k = 5. More precisely, the dataset was randomly divided into 5 equal-sized subsets
(meaning we randomly shued the dataset into 5 subsets). Of 5 subsets, one subset was used as the
validation data to test the model performance and the other 4 subsets were used as training data.
Then, the process was repeated 5 times; each time, one certain subset was used as the validation
data. After completing the 5 folds cross-validation, we averaged the 5 folds results to obtain the
nal estimation of one run.
It is important to mention here that there are inconsistencies in the number of samples belonging
to each class (patient and case). In other words, we have dierent numbers of patients belonging
to each class, with very few patients belonging to the malignancy G3 class. Also, each patient has
a dierent number of cases ( for example, one patient may have one case, whereas another patient
has three or four cases). Moreover, each case has a dierent number of low and high magnication
images. For these limitations, we didn't take patient information into account when dividing cases
into training and testing. Although dividing dataset by cases may lead to increased accuracy, there
may be an increased bias of the results as the same patient information may appear in both training
and testing les. However, cross-validation based on data splitting by patients is the subject of
further research and the relevant paper will be submitted for publication in due course.
Further, since using the k-fold cross-validation technique randomly divided the samples into training
and testing subsets with each fold, 30 runs for each classier were performed to optimize the obtained
results. Moreover, the 95% condence intervals were calculated, using the Student's t-distribution,
for the obtained classication accuracies to provide a robust indication of the performance abilities
of these frameworks.
Using the JELEN_MERGE01 (combined JELEN08 and JELEN16) dataset, Tables 7 and 8 show
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the results obtained for the six CA-CGSs. In these tables, for each of the six grading frameworks,
the 95% condence intervals of the accuracies per 30 runs are given for each of the nine classiers
used. According to these results, in terms of case classication, Khan's scheme performs best,
followed by Robinsonet al.'s and then Taniguchi et al.'s. In terms of patient classication, Khan's
scheme also performs best, followed by Robinsonet al.'s and then Mouriquand et al.'s. Moreover,
in terms of classier results per computer-aided grading scheme, it is readily apparent that the
SVM nearly always yields the statistically signicant best performance with the three exceptions
of Howell's, Khan et al.'s and Taniguchi et al.'s, where the combination of DT-AdaBoost, FFNN,
and RF, respectively, perform marginally better than SVM for case classication. Based on this
result, for the remaining experimental results, only the SVM classier was considered. Thus, with
respect to the SVM classier results, Robinsonet al.'s CA-CGS achieved the best performance for
the case classication problem (consistent with existing pathologist-based literature) while Khan et
al.'s CA-CGS achieved the best performance for the patient classication problem.
To better understand the performance of CA-CGS based on Robinson's scheme (the best grading
system for the case classication problem out of the six proposed CA-CGS based on the SVM
classier results in this study) for case classication, in Table 9, its performance was compared to
that of Jele« et al. [83] using the JELEN08 dataset. While, in Table 10, the performance of CA-CGS
based on Robinson's scheme was compared to that of Jele« et al. [84] using the JELEN_MERGE01
dataset. Whenever a direct comparison is possible, the current computer-aided framework based on
Robinson's scheme outperforms the average accuracy results of Jele« et al. by more than 10% for
both studies. These results give signicant evidence that cytological images of FNA smears may be
lacking the histopathologic features, such as a cellular structure, that a grading scheme like BR is
based upon and which, in turn, is the base of the computer-aided malignancy grading system by
Jele« et al..
In terms of classication accuracy evaluation for the proposed CA-CGS systems, the standard over-
all performance accuracy (estimated by the correct predicted samples to the total number of the
predicted samples) has been used as the standard evaluation method for all the proposed CA-CGS
systems in this study. Thus, to evaluate the robustness of the new proposed CA-CGSs, we com-
puted the confusion matrix to compare the two classication schemes (case and patient). Also,
for all the proposed systems, we computed the average of the accuracy per 30 runs, and the three
other measures, that are, the sensitivity, specicity and precision rates based on the SVM classier
results. More precisely, training of the model was performed using 5 cross-validations. Following
the training, predictions were made on the test set. The confusion metrics and the accuracy of









Robinson's SVM 97.37 ± 0.49% 95.38 ± 1.15%
[36] LDA 96.51 ± 0.54% 93.26 ± 1.04%
DT+AdaBoost 96.22 ± 0.54% 94.05 ± 1.14%
RF 95.97 ± 0.59% 94.16 ± 0.98%
FFNN 95.76 ± 0.96% 92.32 ± 1.49%
MLP 95.62 ± 1.06% 93.22 ± 1.94%
DT 93.75 ± 1.04% 92.48 ± 1.39%
KNN 92.95 ± 1.03% 89.52 ± 1.58%
NB 83.03 ± 0.39% 83.65 ± 0.71%
Mouriquand's SVM 95.12 ± 0.25% 95.27 ± 1.24%
[35] KNN 94.06 ± 0.90% 88.97 ± 1.27%
RF 93.56 ± 0.68% 92.32 ± 0.94%
DT+AdaBoost 93.31 ± 0.24% 92.01 ± 0.21%
LDA 93.29 ± 0.33% 92.11 ± 1.06%
MLP 92.40 ± 1.13% 90.21 ± 1.85%
DT 91.04 ± 1.04% 90.68 ± 1.81%
FFNN 91.02 ± 0.24% 92.01 ± 0.21%
NB 83.71 ± 0.08% 82.64 ± 0.44%
Howell's DT+AdaBoost 89.93 ± 1.17% 89.36 ± 2.02%
[37] FFNN 89.05 ± 0.41% 85.60 ± 0.43%
RF 87.63 ± 1.05% 85.02 ± 1.27%
KNN 86.88 ± 1.25% 82.91 ± 1.27%
LDA 86.06 ± 0.98% 84.55 ± 1.12%
SVM 85.53 ± 0.16% 86.35 ± 0.22%
DT 83.69 ± 1.48% 83.38 ± 2.22%
MLP 82.65 ± 0.49% 76.40 ± 0.87%
NB 81.86 ± 0.25% 80.89 ± 0.21%
Table 7: The 95% condence interval results of the accuracies of the rst three of nine used CA-
CGSs using the JELEN_MERGE01 dataset. These three CA-CGSs are based on both low and high









Fisher's SVM 93.44 ± 0.79% 92.78 ± 1.34%
[34] RF 91.24 ± 0.70% 91.94 ± 1.02%
DT+AdaBoost 90.82 ± 0.82% 90.84 ± 1.42%
LAD 90.62 ± 1.03% 90.42 ± 1.26%
DT 90.28 ± 0.93% 92.27 ± 1.80%
KNN 88.63 ± 0.84% 84.65 ± 1.54%
MLP 88.49 ± 1.43% 86.56 ± 2.47%
FFNN 87.55 ± 1.60% 85.92 ± 2.04%
NB 76.32 ± 0.90% 76.71 ± 0.89%
Khan et al. FFNN 97.58 ± 0.62% 97.11 ± 0.84%
[38] LDA 97.01 ± 0.61% 96.28 ± 1.01%
SVM 96.75 ± 0.58% 96.24 ± 1.22%
RF 95.72 ± 0.60% 93.74 ± 1.13%
DT+AdaBoost 94.81 ± 0.87% 92.32 ± 1.46%
MLP 93.45 ± 1.40% 92.22 ± 2.46%
KNN 92.42 ± 1.01% 88.20 ± 1.63%
DT 92.40 ± 1.39% 92.16 ± 1.65%
NB 81.82 ± 0.49% 82.16 ± 0.97%
Taniguchi et al. RF 95.97 ± 0.54% 93.80 ± 0.95%
[39] LDA 95.61 ± 0.73% 92.91 ± 1.63%
SVM 95.30 ± 0.79% 94.23 ± 1.18%
DT+AdaBoost 94.93 ± 0.73% 92.32 ± 1.53%
MLP 92.99 ± 1.33% 90.79 ± 1.96%
FFNN 92.85 ± 1.81% 90.68 ± 3.22%
DT 92.83 ± 1.21% 92.06 ± 1.56%
KNN 92.12 ± 0.79% 87.14 ± 1.37%
NB 81.30 ± 0.48% 80.79 ± 1.14%
Table 8: The 95% condence interval results of the accuracies of the next three of the nine used
CA-CGSs using the JELEN_MERGE01 dataset. These three CA-CGSs are based only on high mag-
nication features. The bolded values are the best results for each classier for each CA-CGS.
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SVM 80.61% 91.52% 70.00% 100% 100%
MLP 82.70% 95.50% 96.86% 92.05% 96.86%
LDA  96.38% 90.90% 97.74% 90.90%
RF  96.81% 96.41% 96.97% 92.58%
Table 9: Comparison of case classication based on Robinson's scheme [36] and Jele« et al. [83], using
the JELEN08 dataset. Jele« et al. results, where available were taken from [83]. Best results indicated
in bold.















SVM 76.24% 91.23% 56.82% 97.59% 94.04% 98.47%
MLP 76.2% 68.4% 86.4% 95.83% 97.82% 87.57%
FFNN 87.1% 94.7% 77.3% 94.63% 98.52% 78.99%
LDA    96.38% 90.90% 97.74%
RF    95.78% 84.14% 98.67%
Table 10: Comparison of case classication based on Robinson's scheme [36] and Jele« et al. [84],
using the JELEN_MERGE01 dataset. Jele« et al. results, where available were taken from [84]. Best
results indicated in bold.
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process is repeated 30 times to get 30 accuracies. Then, the average accuracy was estimated for 30
runs to achieve the optimized model result. Further, the overall confusion matrices of 30 runs were
computed to evaluate and describe the performance of the proposed systems on the two classica-
tion schemes (case and patient), and to investigate the misclassied cases and patients within these
30 runs with respect to the malignancy grading problem, as shown in Figure 47, where the overall
confusion matrices of 30 runs were calculated for Robinson's and Khan et al.'s systems, respectively.
Due to the fact that classication accuracy alone is not enough to evaluate the robustness of classi-
cation model with respect to solving the problem at hand, specically when used with an imbalanced
dataset, as we mentioned in the previous paragraph, we computed three measures from binary clas-
sication where we considered the G2 classication as the negative class and the G3 classication as
the positive class. These measures are i) sensitivitythe proportion of the correct G3 classications
over all G3 classications; specicitythe proportion of the correct G2 classications over all G2
classications; and precisionthe proportion of the correct G3 classications over all correct G3 and
G2 classications (see Tables 11 and 12).
In Figure 47, the diagonal cells to right of the matrices contain the number of the correctly (TN
and TP) classied samples by Robinson's and Khan's grading systems while the diagonal cells to
left cells of the matrices contain the number of the incorrectly (FP and FN) classied samples. For
instance, in the matrix (a), for the case confusion problem, 3922 (78.8% ) cases out of the 4980
cases were correctly classied as malignancy grade MG2. Similarly, 921 (18.5%) cases were correctly
classied as malignancy grade MG3. Also, 69 (1.4%) of the MG3 cases were incorrectly classied
as MG2 and 68 (1.4%) of the MG2 cases were incorrectly classied as MG3. A similar description
can be used to illustrate the patient confusion matrix (b) of Robinson's system, and the confusion
matrices (c and d) of Khan et al.'s system results.
In Table 11, for case classication, an extension of the comparison between Robinson's and the
other computer-aided classication schemes was performed using the SVM classier on the JE-
LEN_MERGE01 dataset. It was shown that beyond the best average accuracy and sensitivity,
Robinson's also has a very high specicity rate of 98.47% which is very close to the highest speci-
city of 98.64%, obtained by Khan et al.'s system. Regarding the precision, Robinson's yields a
relatively low result of 93.84%, being well outperformed again by Khan et al.'s which recorded
94.24%.
In Table 12, for patient classication, the comparison between Khan et al.'s and the other computer-
aided classication schemes was extended using the SVM classier on the JELEN_MERGE01
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Figure 47: Example of the calculated confusion matrices for 30 runs, (a) and (c) Case classication
confusion matrix, (b) and (d) Patient classication confusion matrix of Robinson's and Khan et al.'s












Robinson's ☆ 97.57% 93.93% 98.47% 93.84%
Fisher's 93.35% 75.25% 97.84% 89.68%
Khan et al. * 96.66% 88.68% 98.64% 94.24%
Taniguchi et al. 95.30% 84.94% 97.87% 90.92%
Mouriquand's 95.56% 88.68% 97.26% 89.09%
Howell's 85.64% 66.16% 90.47% 63.48%
Table 11: Evaluation results on case classication using the SVM classier on the JELEN_MERGE01
dataset for all the six cytological grading frameworks. Best results indicated in bold. ☆ - The rst best
CA-CGS. * - The second best CA-CGS.
dataset. It was shown that beyond the average accuracy, Khan et al.'s also has the best sensi-
tivity result. For specicity, Khan et al.'s has a respectable result of 98.61%, although Fisher's
achieved the best rate at 99.79%. For precision, Khan et al.'s has a relatively low result of 94.66%











Robinson's * 95.29% 85.77% 98.26% 93.99%
Fisher's 92.69% 70.00% 99.79% 99.20%
Khan et al. ☆ 96.24% 89.33% 98.40% 94.66%
Taniguchi et al.'s 94.23% 80.66% 98.47% 94.47%
Mouriquand's 95.02% 80.44% 99.58% 98.41%
Howell's 86.08% 61.33% 93.81% 75.91%
Table 12: Evaluation results on patient classication using the SVM classier on the JE-
LEN_MERGE01 dataset for the six cytological grading frameworks. Best results indicated in bold. ☆
- The rst best CA-CGS. * - The second best CA-CGS.
According to the achieved results of the six original CA-CGSs proposed in this section, the best
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results were obtained from the SVM classier for the computer-aided version of Robinson's and
Khan et al.'s cytological grading systems with accuracies of 97.57% and 96.66% for case classication
(where a case is a pair of 100x and 400x magnication images for a patient) and 95.29% and 96.24%
for patient classication, respectively.
However, a shortcoming of the six CA-CGSs is the discriminatory power of low magnication features
which were missing in three of those six CA-CGSs as well as the low performance on the minority
class (G3 Classication) prediction as compared to majority class (G2 classication) prediction.
Therefore, one aspect of the thesis is to examine the inuence of the low magnication features
(100x) on the accuracy performance of the CA-CGSs. Thus, as part of this examination, in the next
section, three modied CA-CGSs are proposed and discussed by adding low magnication features to
Fisher's, Khan et al.'s and Taniguchi et al.'s cytological grading systems which, until now, considered
only high magnication features (400x).
3.2 Developing three computer-aided cytological grading sys-
tems by modifying the three high magnication feature-
based cytological grading systems
As mentioned in the previous section, six computer-aided cytological grading systems (CA-CGSs)
were proposed for FNAs of breast cancer based on six published cytological malignancy grading
schemes (CGSs) used by pathologists. In these systems, to maintain a strong connection between
the decision-making process of the pathologist using one of these CGSs and the determination of the
computer-aided CGSs, the features used in our classication systems were carefully tailored to best
express the cytological characteristics used by the pathologist. In this section, due to the importance
of the low magnication features that were examined in the previously proposed CA-CGSs, three
new CA-CGSs were proposed by modifying three of the CA-CGSs that are proposed based on the
high magnication features only. To do so, we will add three low magnication features extracted
from the low magnication images to the three aforementioned CA-CGSs with the aim of testing the
impact of these cellular features on the overall accuracy performance. Three additional classication
frameworks were tested based on these modied CA-CGSs.
3.2.1 The methodology
To modify the three considered CA-CGSs, all the fundamental stages of the proposed methodology
in the previous section will be the same for the three modied CA-CGSs in this section. One change
85
is done in the classication stage where the features can now be computed from a pair of high
and low magnication images that belong to each case instead of using only the high magnication
features as used in the original versions. Therefore, features from a case of a pair of 100x and 400x
magnication images are computed to extract a set of dierent cellular and nuclear features that are
used later to classify a given case or patient. The nal number of the estimated features for these
three modied CA-CGSs were 92, 91, and 91. They represent the modied Fisher's, modied Khan
et al.'s and modied Taniguchi et al.'s grading schemes, respectively.
3.2.2 Experimental results
To evaluate the performance of the three modied CA-CGSs, this section discusses several compar-
isons among all nine proposed CA-CGSs as well as between the modied systems and their original
versions in terms of case and patient classication results. Further, the impact of the added low
magnication features on boosting the performance of the overall systems' accuracies were examined.
To begin with, in Table 13, we display the results obtained from the three modied CA-CGSs. For
the case classication, the SVM classier gave the best results out of the nine classiers used for each
of the three modied CA-CGSs. While, for patient classication, the SVM classier also showed the
best accuracy performance with one exception where the DT-AdaBoost classier achieved the best
accuracy performance for the computer-aided version of the modied Khan et al.'s system.
To better understand the performance of the modied Khan et al.'s scheme (the best system out
of the nine proposed CA-CGSs for case classication problem based on SVM classier) for case
classication, Table 14 compares the performance of the modied Khan et al.'s and Jele« et al. [83],
using the JELEN08 dataset. Table 15 compares the performance of the modied Khan et al.'s
and Jele« et al. [84] using the JELEN_MERGE01 dataset. The current computer-aided framework
based on the modied Khan et al.'s scheme outperforms the average accuracy results of Jele« et
al. by about 15% in [83] and about 7% in [84].
To evaluate the robustness of the three modied CA-CGSs, the average accuracy, sensitivity, speci-
city, and precision were estimated for 30 runs to get the optimized model's result. Further, the
overall confusion matrices of 30 runs were computed to evaluate the performance of the three mod-
ied frameworks on the case and patient classication schemes.
Two additional comparisons were performed in this study. The rst comparison was performed
in terms of the case and patient classication results among all nine CA-CGSs after adding the
low magnication features to the aforementioned three systems, while the second comparison was











SVM 96.45 ± 0.76% 95.71 ± 0.8%
RF 92.78 ± 0.79% 92.15 ± 0.10%
DT+AdaBoost 93.06 ± 0.9% 92.64 ± 0.8%
LAD 91.37 ± 0.8% 89.10 ± 0.11%
MLP 90.84 ± 1.17% 88.62 ± 1.90%
FFNN 90.58 ± 1.57% 89.04 ± 2.10%
DT 90.40 ± 0.92% 90.95 ± 0.99%
KNN 89.91 ± 1.23% 87.77 ± 2.09%
NB 78.81 ± 0.86% 80.00 ± 1.31%
Modied
Khan et al.'s
SVM 97.77 ± 0.57% 96.50 ± 1.14%
DT+AdaBoost 97.52 ± 1.62% 98.22 ± 1.93%
LDA 97.44 ± 0.67% 95.76 ± 1.18%
MLP 95.94 ± 0.93% 93.65 ± 1.43%
RF 95.66 ± 0.76% 93.28 ± 1.23%
DT 93.73 ± 1.32% 92,96 ± 1.78%
FFNN 95.48 ± 1.13% 92.85 ± 1.78%
KNN 92.87 ± 1.09% 90.10 ± 1.66%
NB 83.33 ± 0.49% 84.97 ± 1.02%
Modied
Taniguchi et al.'s
SVM 97.24 ± 0.69% 95.29 ± 1.19%
LDA 96.62 ± 0.70% 93.49 ± 1.26%
FFNN 96.32 ± 1.18% 92.75 ± 1.61%
DT+AdaBoost 96.14 ± 0.64% 93.65 ± 0.99%
MLP 96.14 ± 0.84% 93.70 ± 1.54%
RF 95.74 ± 0.53% 93.33 ± 0.90%
DT 93.55 ± 1.24% 92.48 ± 1.78%
KNN 92.89 ± 1.05% 89.57 ± 1.45%
NB 82.85 ± 0.31% 83.12 ± 0.73%
Table 13: The 95% condence interval results of the accuracies of the three modied CA-CGSs using
the JELEN_MERGE01 dataset. These three CA-CGSs are the same CGSs from Table 31 that have
been modied by the addition of low magnication features. The bolded values are the best results for
each classier for each CA-CGS.
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SVM 80.61% 97.53% 92.56% 99.49% 98.64%
MLP 82.70% 95.21% 97.87% 88.46% 95.61%
FFNN  92.02% 93.33% 88.71% 95.49%
DT+AdaBoost  91.37% 68.71% 100% 100%
LDA  91.66% 81.79% 95.55% 88.34%
Table 14: Comparison of case classication based on modied Khan et al.'s scheme [38] and Jele« et
al. [83], using the JELEN08 dataset. Jele« et al. results, where available were taken from [83]. Best
results indicated in bold.















SVM 76.24% 91.23% 56.82% 97.77% 95.65% 98.29%
MLP 76.2% 68.4% 86.4% 95.94% 98.62% 85.15%
FFNN 87.1% 94.7% 77.3% 95.48% 98.34% 83.93%
DT+AdaBoost    97.52% 95.96% 99.09%
LDA    97.45% 90.70% 99.12%
Table 15: Comparison of case classication based on modied Khan et al.'s scheme [38] and Jele« et
al. [84], using the JELEN_MERGE01 dataset. Jele« et al. results, where available were taken from
[84]. Best results indicated in bold.
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of Fisher's, Khan et al.'s and Taniguchi et al.'s grading systems and their modied versions.
Starting with the rst comparison, in Table 16, for case classication, the comparison between
modied Khan et al.'s and the other computer-aided classication schemes using SVM on the JE-
LEN_MERGE01 dataset is presented. We can see that beyond average accuracy and sensitivity,
the modied Khan et al.'s also achieved the same high specicity of 98.29% like the original Khan et
al.'s system. For precision, the modied Khan et al.'s achieved a relatively low precision of 93.34%.











Robinson's * 97.28% 93.33% 98.27% 93.09%
Fisher's 93.35% 75.25% 97.84% 89.68%
Khan et al.'s 96.66% 88.68% 98.64% 94.24%
Taniguchi et al.'s 95.30% 84.94% 97.87% 90.92%
Mouriquand's 95.56% 88.68% 97.26% 89.09%
Howell's 85.64% 66.16% 90.47% 63.48%
Modied Fisher's 96.44% 88.89% 98.32% 92.93%
Modied Khan et al.'s ☆ 97.77% 95.65% 98.29% 93.34%
Modied Taniguchi et al.'s 97.24% 93.03% 98.29% 93.16%
Table 16: Evaluation results on case classication using the SVM classier on the imbalanced JE-
LEN_MERGE01 dataset for all nine CA-CGSs after adding the low magnication fetuses. Best results
indicated in bold. ☆ - The rst best CGS. * - The second best CGS.
In Table 17, for patient classication, the comparison between modied Khan et al.'s and the
other computer-aided classication schemes using the SVM classier was expanded on the JE-
LEN_MERGE01 dataset. We can see that, beyond average accuracy and sensitivity, the modied
Khan et al.'s also has a respectable rate of specicity at 97.98% though Fisher's achieved 100% of
specicity. For precision, modied Khan et al.'s has a relatively low precision of 93.50% being well
outperformed again by Fisher's at 100%.












Robinson's 95.29% 85.77% 98.26% 93.99%
Fisher's 92.69% 70.00% 99.79% 99.20%
Khan et al. 96.24% 89.33% 98.40% 94.66%
Taniguchi et al.'s 94.23% 80.66% 98.47% 94.47%
Mouriquand's 95.02% 80.44% 99.58% 98.41%
Howell's 86.08% 61.33% 93.81% 75.91%
Modied Fisher's * 95.71% 82.00% 100% 100%
Modied Khan et al.'s ☆ 96.50% 91.77% 97.98% 93.50%
Modied Taniguchi et al.'s 95.29% 86.22% 98.12% 93.60%
Table 17: Evaluation results on patient classication using the SVM classier on the JE-
LEN_MERGE01 dataset for all nine CA-CGSs after adding the low magnication features. Best
results indicated in bold. ☆ - The rst best CA-CGS. * - The second best CA-CGS.
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and the modied versions of these CA-CGSs based on the SVM classier results, considering the
JELEN_MERGE01 dataset. In Table 18, for case classication, the three modied computer-aided
frameworks of Fisher's, Khan et al.'s and Taniguchi et al. 's outperform the original versions of these
systems by 3.9%, 1.11% and 1.94%, respectively. For instance, this means that modied Fisher's
system will be able to correctly classify 4 more cases in a group of 100 cases.
In Table 19, for patient classication, the computer-aided frameworks based on the modied Fisher's,
Khan et al.'s, and Taniguchi et al.'s systems outperform their original versions by 3.2%, 0.26% and
1.6%, respectively. Consequently, this implies that Fisher's scheme will be able to correctly classify
2 more patients, assuming the 63 patients presented in the study. Moreover, the computer-aided
framework based on the modied Khan et al.'s system performers best compared to the other eight












Fisher's 93.35% 75.25% 97.84% 89.68%
Khan et al. 96.66% 88.68% 98.64% 94.24%
Taniguchi et al. 95.30% 84.94% 97.87% 90.92%
Modied CA-CGSs
Modied Fisher's ☆ 96.44% 88.89% 98.32% 92.93%
Modied Khan et al.'s 97.77% 95.65% 98.29% 93.34%
Modied Taniguchi et al.'s 97.24% 93.03% 98.29% 93.16%
Table 18: Evaluation results on case classication using the SVM classier on the JELEN_MERGE01
dataset for the three original and three modied CA-CGSs. Best results indicated in bold. ☆ - The
best improved result after adding 100x features.
According to the achieved results after modifying the Fisher's, Khan et al.'s, and Taniguchi et al.'s
systems, the best results were obtained from the SVM classier for the computer-aided version of
the modied Khan et al.'s with accuracies of 97.77% and 96.50% for the case and patient classica-
tion, respectively. Further, with respect to all nine CA-CGSs, the best two accuracies for the case













Fisher's 92.69% 70.00% 99.79% 99.20%
Khan et al. 96.24% 89.33% 98.40% 94.66%
Taniguchi et al.'s 94.23% 80.66% 98.47% 94.47%
Modied CA-CGSs
Modied Fisher's ☆ 95.71% 82.00% 100% 100%
Modied Khan et al.'s 96.50% 91.77% 97.98% 93.50%
Modied Taniguchi et al.'s 95.29% 86.22% 98.12% 93.60%
Table 19: Evaluation results on patient classication using the SVM classier on the JE-
LEN_MERGE01 dataset for the three original GGSs and their modied versions. Best results indicated
in bold. ☆ - The best improved result after adding 100x features.
respectively. Meanwhile, for the patient classication, the best two accuracies of 96.50% and 95.71%
were obtained by the modied Khan et al.'s and modied Fisher's, respectively.
3.3 Conclusions
The discriminatory power of the handcrafted extracted features on the accurate determination of the
malignancy grades for FNA biopsies of breast cancer was studied in the rst section of this chapter.
Furthermore, the impact of the low magnication features on boosting the performance accuracy of
the malignancy grading systems of breast cancer was investigated in the second section.
To achieve the mentioned goals, six computer-aided cytological grading systems (CGSs) for FNA
biopsies of breast cancer based on the six published cytological malignancy grading schemes used by
pathologists (Robinson's CGS; Khan et al.'s CGS; Fisher's CGS; etc.) were proposed in section 3.1.
In section 3.2, three modied CGSs were proposed by adding the low magnication features that
were estimated from the low magnication images to each of the Fisher's, Khan et al.'s and Taniguchi
et al.'s systems. The idea behind the modication of these systems was to add low magnication
cellular features that reect the tubule formation information missing in the cytological images.
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For most classiers used, for all nine CA-CGSs, the achieved average accuracy reached 90% for any
given sample (for both case and patient classication) with one exception where Howell's system
achieved 80% to 85% average accuracy for both the case and patient classication. Considering the
results obtained from only the original six CA-CGSs and based on the SVM classier, Robinson's
system achieved the highest accuracy performance of 97.57% out of the proposed six CA-CGSs
for the case classication which is consistent with pathologist-based studies. Khan et al.'s system
achieved the highest accuracy performance of 96.24% out of the six original CA-CGSs for patient
classication.
On the other hand, considering all nine CA-CGSs, the best results, for case classication, were
obtained by the SVM classier for computer-aided versions of the modied Khan et al.'s and Robin-
son's systems with accuracies of 97.77% and 97.28%, respectively. For patient classication, the best
results were obtained by the SVM classiers for computer-aided versions of the modied Khan et
al.'s and modied Fisher's systems with accuracies of 96.50% and 95.71%, respectively. Furthermore,
the modied Khan et al.'s achieved the highest accuracy performance for both case and patient clas-
sication problems out of all nine proposed CA-CGSs. Finally, the overall performance accuracies
of the three modied CA-CGSs outperformed their respective original versions. In this chapter, the
discriminatory power of the handcrafted extracted features was addressed to eectively determine
the malignancy grades for FNA biopsies of breast cancer. On the other hand, the impact of the
low magnication features on boosting the performance accuracy of the malignancy grading systems
of breast cancer was studied. Medical image classication based on traditional machine learning
algorithms requires a thorough analysis of image components using image processing algorithms. In
this chapter, the focus was to adopt dierent algorithms to precisely segment the regions of interest
in the FNA biopsy images. Further, dierent methods were used to handcraft meaningful and pow-
erful features that simulate the pathology-based criteria for the cytological grading of breast cancer
cells. To achieve this goal, there was an accuracy versus complexity trade-o in the above-mentioned
simulations.
Although the results were satisfactory, by closely analyzing the sensitivity of Fisher's and Howell's
systems, which were merely 70% and 60%, respectively, it is apparent that the grade G3 classication
rate was not promising even when the precision was very high. This problem is due to the class
imbalance which means that there is more G2 data compared to G3 and consequently, the model
was biased for G2 which leads to the misclassication of G3. Therefore, the next chapter considers
the problem of class imbalance.
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Chapter 4
Data sampling techniques to handle
imbalance classication for
malignancy grading of breast cancer
The performance of existing traditional learning algorithms can be aected by dierent learning
aspects. Numerous studies in the elds of machine learning and data mining have noted that these
aspects may include a class imbalance or unbalanced data problems in classication models [89].
When a dataset contains more samples belonging to one class (majority class) as compared to other
classes (minority classes), it is called an imbalanced dataset. In class imbalanced classication,
classiers can achieve very poor performance accuracies on the minority classes in comparison to the
majority class. This poor performance with regards to the minority classes is undesirable. In the
case of unbalanced data, in general, traditional classication algorithms tend to focus on minimizing
the misclassication on predicted classes. These classiers are likely to ignore the dierence between
minority and majority classes which leads to a decrease in the sensitivity of the classication system.
In this chapter, the focus is on the performance improvement of the nine CGSs proposed in the
previous chapter when used with an imbalanced class distribution dataset, resulting in imbalanced
classication problems. To improve the performance of these systems when dealing with imbalanced
data, we consider the use of two data sampling techniques, namely oversampling the minority class
and undersampling the majority class, as well as the Hybrid RUSBoost ensemble-learning algorithm
that combines random undersampling and boosting techniques to adjust the data class distribution.
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4.1 The methodology
The main objective of using data balancing techniques is to enhance the performance accuracy of
the nine cytological grading systems proposed in the previous chapter, which face diculties related
to the nature of the data used (imbalanced dataset). Thus, with the purpose of alleviating the inu-
ence of the imbalanced class distribution problem on the classication accuracy, two data sampling
and hybrid ensemble-boosting approaches are performed to adjust the class distribution by equally
re-balancing the two classes (50:50) before the classication stage. The data sampling techniques
include the use of oversampling or undersampling to achieve a balanced (50:50) class distribution.
The oversampling technique overcomes the imbalanced class distribution by adding samples to the
minority class by either duplicating the samples or adding new samples, whereas the undersampling
technique handles this problem by eliminating samples from the majority class. In this study, the
oversampling technique was performed by randomly selecting and duplicating some samples from
the malignancy grade G3 (the minority class)to balance the minority and majority classes, while
the undersampling technique was performed by randomly selecting and deleting some samples from
the malignancy grade G2 (the majority class) to balance the minority and majority classes. On
the other hand, the RUSBoost boosting-based ensemble learning approach [124] combines boosting
(using the AdaBoost algorithm) with random undersampling to create an ensemble classication
model (used to make predictions on new data using a collection of individual learners such as DT,
KNN, and discriminant). This approach improves the performance accuracy of models trained on
skewed data. When RUSBoost is employed, it will remove samples from the majority class until mi-
nority and majority class samples are equal in number. AdaBoost, a boosting algorithm, iteratively
modies sample weights that were incorrectly classied in order to ensure correct classication in
subsequent iterations. This technique is particularly useful as minority class samples are likely to
be misclassied when they are assigned higher weights in dierent iterations. When combined with
RUSBoost, which uses random undersampling, the class distribution is rebalanced and weak learners
are improved. For the RUSBoost method, two hyperparameters were selected experimentally for an
optimal combination of speed and accuracy. To begin with, we specied the ratio of undersampling
of the majority class with respect to minority class as [2 1]. Thus, since we have 33 G3 samples and
133 G2 samples, by setting this ratio every learner in the ensemble was trained on 66 samples of
G2 class and 33 samples of G3 class. Further, we set the number of ensemble learning cycles as 300
trees to be performed. Typically, a good prediction model requires between a few hundred to a few
thousand weak learners. Thus, after dierent values of iterations were examined, such as 100, 200,
300, 400, 500, and 600, we selected 300 as the number of iterations for an optimal combination of
speed and accuracy.
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After applying the data rebalancing technique, the newly obtained results from the nine CA-CGSs
after adjusting the class distribution in the dataset were compared with their old results using the
imbalanced dataset obtained in the previous chapter. The comparison was done in terms of the
overall performance accuracies and the other important measurements to evaluate the performance
of each classier.
4.2 Experimental results
The methodology of the CA-CGSs remains the same after adjusting the class distribution for these
systems. Thus, for nuclei segmentation, the parameter NS, chosen experimentally on the test set
of 400x magnication images, was set to 100 pixels. For the feature selection process, for each
implemented cytological scheme, using Fisher's feature selection method, the nal feature vectors
were reduced by 70%. In addition, the dataset was divided randomly into training and testing
(validation) subsets using the k-fold cross-validation technique for k = 5. Once again, we didn't take
patient information into account when dividing cases into training and testing due to the limitations
associated with the datasets (see Experimental Results in Chapter 3). Moreover, to optimize the
accuracy performance of the results, 30 runs for each classier were performed. Lastly, the 95%
condence intervals were calculated, using the Student's t-distribution, for the obtained classication
accuracies to provide a robust indication of the performance abilities of these frameworks.
According to the results obtained in chapter 3, the best classication results were obtained for
the SVM classier using the JELEN_MERGE01 dataset, considering only the original six CA-
CGSs results, for the case classication, Robinson's and Khan et al.'s systems achieved the best
accuracies which were of 97.57% and 96.24%, respectively. For patient classication, Khan et al.'s
and Robinson's systems achieved the highest accuracies of 9.24% and 95.29%, respectively. Whereas,
considering the results obtained of all nine CA-CGSs, the modied Khan et al.'s and Robinson's
systems achieved the highest accuracies of 97.77% and 97.28%, respectively, for case classication,
while the modied Khan et al.'s and modied Fisher's systems achieved the highest accuracies of
96.50% and 95.71%, respectively, for patient classication.
In this chapter, to eliminate the imbalanced class distribution problem in the used JELEN_MERGE01
dataset, as well as to enhance the overall performance accuracy of the proposed nine CA-CGSs and
specically, to improve the sensitivity rate of some of these proposed CA-CGSs, two data resam-
pling and RUSBoost approaches were used. The JELEN_MERGE01 dataset consists of 266 samples,
where 33 of the samples belong to the G3 (positive class), and 133 samples belong to the G2 (nega-
tive class). After applying the mentioned rebalance data techniques to adjust the class distribution
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to a 50:50 ratio among the two classes, the new training dataset using the oversampling technique
was contained 266 samples, while the new training dataset using the undersampling technique was
contained 66 samples. With the oversampling technique, there is no loss in information. However,
the training time will be increased due to the added samples. Also, it can lead to an overtting
problem, because the classication algorithm learns to classify the same samples multiple times. In
contrast, with the undersampling technique, there is a loss of information due to the deleted samples,
but the training time of the classiers will be decreased. On the other hand, though the random
undersampling technique in the RUSBoost approach leads to loss of information, the boosting algo-
rithm implicitly handles this problem [124]. The only side eect that we noticed with this algorithm
is that it necessitates long training times, required to train the boosting-ensemble as compared with
other data sampling techniques. According to the obtained results in this thesis, the oversampling
technique achieved the best overall results for the used dataset. As a comparison between the two
data sampling techniques and the RUSBoost approach, the experimental results, shown in Figures
4851, demonstrate that, among the nine considered classiers, overall the classiers considered,
data sampling techniques outperformed the average accuracy of the RUSBoost approach by at least
8% for all the original six CA-CGSs (with 95% condence intervals indicated) for the case and
patient classication.
Figure 48: Khan's case classication results before and after adjusting the class distribution for all
the used classiers.
To evaluate the robustness of the proposed frameworks on the test subset using the rebalanced
dataset, confusion matrices were used to compare the two classication schemes (case and patient
schemes). Further, the accuracy average was computed as well as the three other measures: the
sensitivity, specicity, and precision rates as shown in the below Tables 2029.
On the other hand, to evaluate the best classication results (best classier), for case classication,
considering only the six original CGSs, in Tables 20 and 21, the comparison between the best two
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Figure 49: Robinson's case classication results before and after adjusting the class distribution for
all the used classiers.
Figure 50: Fisher's patient classication results before and after adjusting the class distribution for
all the used classiers.
Figure 51: Khan's patient classication results before and after applying class data sampling tech-
niques for all the used classiers.
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schemes of Khan et al.'s and Robinson's and the other computer-aided classication schemes based
on the best six classication results were expanded using the JELEN_MERGE01 dataset after




Previous New Sensitivity Specicity Precision
SVM-OS 96.66% 99.07% 99.14% 98.94% 98.95%
DT+AdaBoost-OS 94.81% 98.67% 99.74% 97.59% 97.65%
RF-OS 95.72% 98.54% 99.49% 97.59% 97.64%
FFNN-OS 97.58% 97.61% 96.34% 98.89% 98.87%
DT-OS 92.40% 96.93% 97.59% 96.26% 96.32%
MLP-OS 93.45% 96.50% 94.93% 98.07% 98.02%
Table 20: Evaluation results (all the metrics calculated based on oversampled dataset except the
previous value based on the imbalanced dataset) of the rst best case classication for the six best
classiers using the JELEN_MERGE01 dataset for Khan's cytological grading frameworks. Best results
indicated in bold. OS - Oversampled dataset. Previous: using imbalanced dataset, New: using balanced
dataset.
Similarly, in Tables 22 and 23, for patient classication, the comparison between the best two schemes
of Fisher's and Khan et al.'s and the other computer-aided classication schemes based on the best
six classication results using the JELEN_MERGE01 dataset after adjusting class distribution is
shown.
For the case and patient classication, as shown in the above Tables 2023, the overall performance
accuracies were improved for all six classier results of the best two CA-CGSs. However, considering
only the SVM classier results with the oversampling technique for these original CA-CGSs indicates
that the best two CA-CGSs with the rebalanced dataset were Khan et al.'s followed by Robinson's
systems for the case classication and Robinson's followed by Khan et al.'s systems for the patient
classication.
Since three CA-CGSs were modied by adding the low magnication features to each of Khan et al.'s,





Previous New Sensitivity Specicity Precision
SVM-OS 97.28% 98.94% 98.85% 98.39% 98.42%
DT+AdaBoost-OS 96.22% 98.86% 99.59% 98.12% 98.14%
FFNN-OS 95.76% 98.62% 98.32% 98.92% 98.91%
RF-OS 95.97% 98.13% 99.19% 97.06% 97.13%
MLP-OS 95.76% 98.03% 96.94% 99.12% 99.10%
DT-OS 93.75% 97.04% 97.41% 96.66% 96.71%
Table 21: Evaluation results (all the metrics calculated based on oversampled dataset except the
previous value based on the imbalanced dataset) of the second best case classication for the best six
classiers using the JELEN_MERGE01 dataset for Robinson's cytological grading frameworks. Best






Previous New Sensitivity Specicity Precision
DT+AdaBoost-OS 90.84% 98.96% 99.87% 97.91% 98.21%
SVM-OS 92.69% 96.05% 95.87% 96.25% 96.70%
RF-OS 91.24% 98.02% 98.24% 97.77% 98.06%
DT-OS 92.27% 96.18% 95.03% 97.50% 97.76%
FFNN-OS 85.92% 94.91% 94.23% 95.51% 94.88%
MLP-OS 76.71% 93.81% 94.86% 92.90% 92.18%
Table 22: Evaluation results (all the metrics calculated based on oversampled dataset except the
previous value based on the imbalanced dataset) of the rst best patient classication for the best
six classiers using the JELEN_MERGE01 dataset for Fisher's cytological grading frameworks. Best






Previous New Sensitivity Specicity Precision
DT+AdaBoost-OS 92.32% 98.70% 99.39% 97.91% 98.20%
RF-OS 93.74% 98.64% 98.78% 98.47% 98.67%
SVM-OS 96.24% 98.35% 98.66% 97.98% 98.24%
FFNN-OS 97.11% 97.50% 97.29% 97.69% 97.39%
MLP-OS 92.22% 96.79% 96.25% 97.27% 96.87%
DT-US 92.16% 96.11% 92.66% 99.55% 99.58%
Table 23: Evaluation results (all the metrics calculated based on oversampled dataset except the
previous value based on the imbalanced dataset) of the second best patient classication results for the
best six classiers using the JELEN_MERGE01 dataset for Khan's cytological grading frameworks.
Best results indicated in bold. US - Undersampled dataset. OS - Oversampled dataset. Previous: using
imbalanced dataset, New: using balanced dataset.
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CA-CGSs with the imbalanced data (see Tables 24 and 26) and the rebalanced JELEN_MERGE01
dataset was performed in this chapter. The evaluation was based only on the SVM classier and the
oversampling technique results, as together they achieved the best accuracy performances for almost
all the CA-CGSs (see Tables 25 and 27). In table 25, for case classication, the CA-CGS based on
the modied Khan et al.'s followed by the modied Taniguchi et al.'s systems achieved the two best
accuracies among all nine CA-CGSs with the rebalanced JELEN_MERGE01 dataset. Similarly, in
table 27, for patient classication, the CA-CGS based on modied Khan et al.'s followed by the












Robinson's * 97.28% 93.33% 98.27% 93.09%
Fisher's 93.35% 75.25% 97.84% 89.68%
Khan et al.'s 96.66% 88.68% 98.64% 94.24%
Taniguchi et al.'s 95.30% 84.94% 97.87% 90.92%
Mouriquand's 95.56% 88.68% 97.26% 89.09%
Howell's 85.64% 66.16% 90.47% 63.48%
Modied Fisher's 96.44% 88.89% 98.32% 92.93%
Modied Khan et al.'s ☆ 97.77% 95.65% 98.29% 93.34%
Modied Taniguchi et al.'s 97.24% 93.03% 98.29% 93.16%
Table 24: Evaluation results of case classication using the SVM classier on the imbalanced JE-
LEN_MERGE01 dataset for all nine proposed CA-CGSs. Best results indicated in bold. . ☆ - The
rst best CA-CGS. * - The second best CA-CGS.
To evaluate the robustness of the modied three CA-CGSs as well as to determine the best CA-CGS
among all nine CA-CGSs after adjusting the class distributions in the used dataset, the average of
the four measurements, accuracy, sensitivity, specicity, and precision were estimated for 30 runs to
get the optimized model result. Further, the confusion matrices, were calculated for the best case
and patient classication systems among all nine proposed CA-CGSs as shown in Figure 52.












The six original CA-CGSs with re-balanced dataset
Robinson's 98.94% 98.85% 98.39% 98.42%
Fisher's 98.13% 98.29% 97.97% 97.98%
Khan et al. 99.07% 99.14% 98.94% 98.95%
Taniguchi et al. 98.06% 98.07% 99.14% 99.04%
Mouriquand's 98.16% 98.57% 99.14% 99.15%
Howell's 97.16% 99.07% 95.26% 95.44%
The three modied CA-CGSs with re-balanced dataset
Modied Fisher's 99.17% 98.49% 99.85% 99.84%
Modied Khan et al.'s ☆ 99.83% 99.69% 99.97% 99.97%
Modied Taniguchi et al. * 99.58% 99.82% 99.34% 99.34%
Table 25: Evaluation results of case classication based on the SVM-OS results using the rebalanced
JELEN_MERGE01 dataset for all nine CA-CGSs. Best results indicated in bold. ☆ - The rst best
CA-CGS. * - The second best CA-CGS.
Figure 52: Example of the calculated confusion matrices for 30 runs for the best-modied system













Robinson's 95.29% 85.77% 98.26% 93.99%
Fisher's 92.69% 70.00% 99.79% 99.20%
Khan et al. * 96.24% 89.33% 98.40% 94.66%
Taniguchi et al.'s 94.23% 80.66% 98.47% 94.47%
Mouriquand's 95.02% 80.44% 99.58% 98.41%
Howell's 86.08% 61.33% 93.81% 75.91%
Modied Fisher's 95.71% 82.00% 100% 100%
Modied Khan et al.'s ☆ 96.50% 91.77% 97.98% 93.50%
Modied Taniguchi et al.'s 95.29% 86.22% 98.12% 93.60%
Table 26: Evaluation results of patient classication using the SVM classier on the imbalanced
JELEN_MERGE01 dataset for all nine CA-CGSs. Best results indicated in bold. ☆ - The rst best












The six original CA-CGSs with re-balanced dataset
Robinson's 98.86% 99.63% 97.98% 98.27%
Fisher's 96.05% 95.87% 96.25% 96.70%
Khan et al. 98.35% 98.66% 97.98% 98.24%
Taniguchi et al.'s 97.50% 96.66% 98.47% 98.64%
Mouriquand's 98.08% 98.09% 99.13% 99.14%
Howell's 97.12% 98.30% 95.76% 96.38%
The three modied CA-CGSs with re-balanced dataset
Modied Fisher's 98.05% 96.36% 100% 100%
Modied Khan et al.'s ☆ 99.61% 99.27% 100% 100%
Modied Taniguchi et al.'s * 98.99% 99.57% 98.33% 98.56%
Table 27: Evaluation results of patient classication based on the SVM-OS results using the rebalanced
JELEN_MERGE01 dataset for all nine CA-CGSs. Best results indicated in bold. ☆ - The rst best
CA-CGS. * - The second best CA-CGS.
al.'s and modied Fisher's systems and their original versions was undergone in this chapter in terms
of the used imbalanced and re-balanced JELEN_MERGE01 dataset (see Tables 28 and 29).
Imbalanced data cause biasing towards the majority class while the minority class is usually ne-
glected, due to which the sensitivity and precision of the system is decreased (see Figures 53 and
54). To handle this issue, a rebalancing of the system was done using the oversampling method
as it gave the best results out of the three selected methods: oversampling, undersampling, and
RUSBoost. By doing so, for case classication, for all nine CA-CGSs, the overall accuracy was
improved overall by 4.19% with a standard deviation of 3.66%. Howell's system's accuracy for case
classication improved signicantly by 13.47%. This means that this system was biased towards the
majority class compared to the minority class. A similar trend was observed for patient classication
in which the overall accuracy improved by 4.11% with a standard deviation of 2.70%, while Howell's












Original CA-CGSs with imbalanced dataset
Fisher's 93.35% 75.25% 97.84% 89.68%
Khan et al. 96.66% 88.68% 98.64% 94.24%
Taniguchi et al. 95.30% 84.94% 97.87% 90.92%
Original CA-CGSs with rebalanced dataset
Fisher's 98.13% 98.29% 97.97% 97.98%
Khan et al. 99.07% 99.14% 98.94% 98.95%
Taniguchi et al. 98.06% 98.07% 99.14% 99.04%
Modied CA-CGSs with imbalanced dataset
Modied Fisher's 96.44% 88.89% 98.32% 92.93%
Modied Khan et al.'s 97.77% 95.65% 98.29% 93.34%
Modied Taniguchi et al.'s 97.24% 93.03% 98.29% 93.16%
Modied CA-CGSs with rebalanced dataset
Modied Fisher's 99.17% 98.49% 99.85% 99.84%
Modied Khan et al.'s 99.83% 99.69% 99.97% 99.97%
Modied Taniguchi et al.'s 99.58% 99.82% 99.34% 99.34%
Table 28: Evaluation results of case classication based on the SVM for the three original and the
three modied CA-CGSs before and after rebalancing the class distribution of used JELEN_MERGE01












Original CA-CGSs with imbalanced dataset
Fisher's 92.69% 70.00% 99.79% 99.20%
Khan et al. 96.24% 89.33% 98.40% 94.66%
Taniguchi et al. 94.23% 80.66% 98.47% 94.47%
Original CA-CGSs with rebalanced dataset
Fisher's 96.05% 95.87% 96.25% 96.70%
Khan et al. 98.35% 98.66% 97.98% 98.24%
Taniguchi et al. 97.50% 96.66% 98.47% 98.64%
Modied CA-CGSs with imbalanced dataset
Modied Fisher's 95.71% 82.00% 100% 100%
Modied Khan et al.'s 96.50% 91.77% 97.98% 93.50%
Modied Taniguchi et al.'s 95.29% 86.22% 98.12% 93.60%
Modied CA-CGSs with rebalanced dataset
Modied Fisher's 98.05% 96.36% 100% 100%
Modied Khan et al.'s 99.61% 99.27% 100% 100%
Modied Taniguchi et al.'s 98.99% 99.57% 98.33% 98.56%
Table 29: Evaluation results of patient classication based on the SVM for the three original and the
three modied CA-CGSs before and after rebalancing the class distribution of used JELEN_MERGE01
dataset. Best results indicated in bold.
108
Another major concern is the sensitivity of the system which improved by 13.13% overall with a
standard deviation of 9.21% for all nine CA-CGSs. For case classication, two interesting systems
in which the sensitivity signicantly improved are Fisher's and Howell's. Fisher's and Howell's
improved as they are biased towards the majority class, so by rebalancing the data, they lost the
bias and consequently, the sensitivity rate improved. The same phenomenon was observed for
patient classication in which Fisher's and Howell's showed a signicant improvement of the overall
sensitivity of the CA-CGSs by 17.32% with a standard deviation of 9.07% (see Figures 55 and 56).
There was no signicant improvement in specicity of the case and patient classications for CA-
CGSs which is expected, because the specicity is the measure of the majority class for which there is
enough data for the training. Nonetheless, there is a slight decrease of the specicity in Robinson's,
Fisher's, and Khan's systems for patient classication because of the discriminative abilities of some
of the estimated features or due to the data overlapping characteristics problem (samples from
dierent classes share the same characteristics) for these systems. For precision measurement, there
is an overall improvement of 9.81% and 5.68% with a standard deviation of 8.46% and 6.30% for
the case and patient classication, respectively. In this case, also, Howell's system showed a major
improvement by 31.96% and 20.47%, respectively. However, for patient classication, the specicity
in the case of Fisher's system decreased by 2.5%. This could again be due to data overlapping
characteristics and the type of features related to the cytological malignancy criteria of the system.
Figure 53: Example of the sensitivity and precision rates of the Fisher's and Howell's systems for
the case classication using the imbalanced JELEN_MERGE01 dataset. SC-Imbal: The imbalanced
dataset sensitivity rates for the case classication. SC-Bal: The balanced dataset sensitivity rates for
the case classication.
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Figure 54: Example of the sensitivity and precision rates of the Fisher's and Howell's systems for the
case classication using the balanced JELEN_MERGE01 dataset. SC-Imbal: The imbalanced dataset
sensitivity rates for the case classication. SC-Bal: The balanced dataset sensitivity rates for the case
classication.
Figure 55: Example of the sensitivity rates of the Fisher's and Howell's systems for the patient
classication using the imbalanced JELEN_MERGE01 dataset. SC-Imbal: The imbalanced dataset
sensitivity rates for the case classication. SC-Bal: The balanced dataset sensitivity rates for the case
classication.
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Figure 56: Example of the sensitivity rates of the Fisher's and Howell's systems for the patient
classication using the balanced JELEN_MERGE01 dataset. SC-Imbal: The imbalanced dataset sen-
sitivity rates for the case classication. SC-Bal: The balanced dataset sensitivity rates for the case
classication.
SC-Bal: The balanced dataset sensitivity rates for the case classication.
4.3 Conclusions
In this chapter, we considered the usage of the RUSBoost ensemble-learning algorithm and two
data sampling techniques to overcome the diculty that occurs with the imbalanced classication
problem of breast cancer cytological malignancy. Following a detailed comparison between the two
data sampling techniques and the RUSBoost approach, the experimental results showed that the data
sampling techniques outperformed the average accuracy of the RUSBoost approach by at least 8%
for all the original six cytological grading systems. Furthermore, it was found that data sampling
techniques, particularly oversampling, were able to enhance the overall performance accuracy of
all nine proposed computer-aided cytological grading schemes. More precisely, the performance
accuracy of all nine CA-CGSs was improved by 4.19% overall with a standard deviation of 3.66%
for case classication and 4.11% with a standard deviation of 2.70% for patient classication based
on the SVM classier.
Considering only the six original CA-CGSs, Khan et al.'s and Robinson's systems achieved the
best performance accuracies for case classication, while Fisher's and Khan et al.'s achieved the
best performance accuracies for patient classication. On the other hand, considering all nine CA-
CGSs, the best two accuracies for case classication ware 99.83% and 99.58%, obtained by the
111
SVM classier with the oversampling technique for computer-aided versions of the modied Khan et
al.'s and modied Taniguchi et al.'s, respectively. For patient classication, the obtained accuracies
were 99.61% and 98.99%, also obtained by the SVM classier with the oversampling technique for
the computer-aided version of the modied Khan et al.'s and modied Taniguchi et al. systems,
respectively.
Moreover, the sensitivity rate of Fisher's and Howell's systems witnessed a signicant improvement
after rebalancing the class distribution, while, for patient classication, there a slight decrease of
specicity in Robinson's, Fisher's, and Khan's systems which might be due to the features correlation
or the discriminative abilities of some of the estimated features for these systems. Furthermore, the





malignancy grading systems for ne
needle aspiration biopsies of breast
cancer based on convolutional neural
networks
Recently, DL has emerged as a promising technique, surpassing common approaches, solving chal-
lenging problems in several areas such as image classication, speech recognition, and object de-
tection [93, 94, 95, 96]. DL produces information based on the automatic extraction of the ele-
mentary characteristics such as color, texture, and motion of an object in an image which is not
user-dependent. Therefore, the performance of these systems does not degrade for dierent users
since feature extraction is automatic and not subjective. On the other hand, traditional ML algo-
rithms heavily rely on the handcrafted estimated features that require domain expertise. Although
the feature extraction task is automatic, not manual, its robustness is still subjective to dierent
users with respect to their domain knowledge. More precisely, with respect to the underlying prob-
lem for this study, to determine the malignancy grade of FNA images, in each of the proposed
CA-CGS, an important step is to accurately segment cell nuclei regions for feature extraction and
subsequent classication purposes (as we discussed in chapter 3). Unfortunately, traditional analysis
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for cytological images of FNA biopsies of tissue is challenging due to the fact that cells tend to nat-
urally generate clusters of connected nuclei regions, or nests. Thus, it is dicult to achieve accurate
separated nuclei regions as required for accurate feature calculation. Furthermore, the malignancy
grading tasks as studied in these papers [83, 125] are dened according to specic histopathology/-
cytopathology grading systems that require careful analysis of FNA images to determine specic
nuclear and cellular characteristics that reect the biological behavior of cancerous cells. Thus, this
challenge of determining the most appropriate handcrafted features to be used by traditional classi-
ers has further complicated the task of automating the diagnosis and grading systems to assist the
specialists in their manual examinations of FNA biopsies.
Meanwhile, DL focuses on learning multiple features of images which aid in tasks such as image
classication and face recognition. These features are abstracted from dierent levels of the image
representation coming from the DL network. For instance, an image can be shown as a vector of
intensity values for pixels or regions of interest. A key signicance of DL methods is automating
manual work such as handcrafted feature engineering using ecient networks [126]. A CNN model is
basically a deep neural network which consists of multiple hidden layers of convolution and pooling
functions in addition to the activation function. It does not require an image segmentation process
and eciently replaces the handcrafted features with ecient feature learning layers and hierarchical
feature extraction techniques [126]. By making use of CNN models, we can automatically extract
features and abstractions from the underlying data without the need of consuming a lot of time
and eort to accomplish dierent fundamental tasks of the image analysis that are usually used
by traditional classication models. Despite the signicant performance that have been obtained
using CNN models for the problem of computer-aided diagnosis and malignancy grading systems for
breast cancer using various modalities such as histopathology [127, 128, 129, 130], ultrasonography
[131], MRI [132], and mammography [133], the malignancy grading problem for cytological images
of breast cancer, on the other hand, has been much less studied using CNN models. To the best of
our knowledge, the existing literature is more limited for this problem and has been done primarily
using conventional approaches of image processing and traditional machine learning algorithms.
In this chapter, we address the gap in existing literature by proposing the rst CNN-CGS for FNA
biopsies of breast cancer. To achieve our goal, a variety of pre-trained CNN architectures such as
AlexNet, GoogleNet-inception-v3, and ResNet were used in this thesis. Pre-trained CNN models
were used, as training CNN from scratch requires a massive amount of data samples, which are
required for optimal performance of a CNN model. However, for datasets with few data samples,
as is the case with the datasets used in this study, pre-trained CNNs [134] with weights previously
trained using the ImageNet dataset [135] can be then used to initialize the lower layers of our CNN
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models and the model can then be ne-tuned on the target dataset. The main concern of this chapter
is to investigate the discriminatory power of the CNN-based features for the cytological grading
problem for breast cancer and compare it with the discriminatory power of the previously extracted
handcrafted-based features and to determine the best performance model of CNN architectures for
the underlying the cytological grading problem for FNA biopsies. Here, dierent evaluation methods
were used to evaluate the robustness of the proposed CNN-based models.
5.1 The methodology of the proposed frameworks
With the aim of studying the impact of CNN-based extracted features versus handcrafted extracted
features on the overall performance accuracy of the malignancy grading problem for FNA biopsies
for breast cancer, a variety of CNN architectures were studied to propose computer-aided cytological
malignancy grading systems (CNN-CMGs) for FNA biopsies of breast cancer. Formerly, six CA-
CGSs were proposed to determine the malignancy grades for FNA biopsies of breast cancer based
on estimating dierent morphologic, polymorphic and textural handcrafted extracted features. Par-
ticularly, each system was tailored to follow the cytological characteristics and a scoring system was
dened for each of the considered six grading schemes. According to the obtained results, the best
results using imbalanced dataset were obtained for the SVM classier for computer-aided versions of
the Robinson's and Khan et al.'s cytological grading systems with accuracies of 97.28% and 96.66%
for case classication and 95.29% and 96.24% for patient classication, respectively (see tables 30
and 31). On the other hand, after adjusting the class distribution among the proposed six CGSs,
for the case and patient classication, the best results using the rebalanced dataset were obtained
by the SVM classier and the oversampled technique for the computer-aided version of Khan et al.'s
and Fisher's CGSs with accuracies of 99.07% and 98.13%, respectively.
In this thesis, due to the small size of the collected training dataset, a transfer learning and ne-tuning
method were performed on dierent types of pre-trained image classication networks (AlexNet,
Inception-v3, and ResNet) to propose CNN-CMGs for FNA biopsies of breast cancer. The used
networks have been previously trained to extract powerful and meaningful features from dierent
types of natural images of ImageNet. Thus, they were used as a starting point to learn the underlying
classication task for this chapter (malignancy grading for FNA images).
Further, we considered four types of inputs of images, all taken from the JELEN_MERGE dataset,
for the training and testing of the CNN models used:












Robinson's 97.28% 93.33% 98.27% 93.09%
Khan et al. 96.66% 88.68% 98.64% 94.24%
Mouriquand's 95.56% 88.68% 97.26% 89.09%
Taniguchi et al. 95.30% 84.94% 97.87% 90.92%
Fisher's 93.35% 75.25% 97.84% 89.68%
Howell's 83.87% 59.89% 89.82% 59.62%
Table 30: Evaluation results on the case classication based on the SVM classier on the imbalanced












Khan et al. 96.24% 89.33% 98.40% 94.66%
Robinson's 95.29% 85.77% 98.26% 93.99%
Mouriquand's 95.02% 80.44% 99.58% 98.41%
Taniguchi et al.'s 94.23% 80.66% 98.47% 94.47%
Fisher's 92.69% 70.00% 99.79% 99.20%
Howell's 84.60% 54.88% 93.88% 74.59%
Table 31: Evaluation results on the patient classication based on the SVM classier on the imbalanced
JELEN_MERGE01 dataset for all six original CA-CGSs from section 2 of chapter 3. Best results
indicated in bold.
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nuclear characteristics in the FNA cytological images. These characteristics are strong malig-
nancy indicators since cancerous cells tend to be irregularly shaped with greater size variance
than normal cells. In particular, three of the six cytological grading schemes listed in Tables
30 and 31 use only high magnication images to assign malignancy grades.
2. Low magnication (100x) images only. Low magnication images capture larger scale charac-
teristics, such as the dispersion level of cells in FNA images which represents a good malignancy
indicator since cancerous cells tend to be more widely dispersed with less cellular structure.
3. Combined low and high magnication images. Here, FNA images of both magnications (100x
and 400x) were combined while ignoring the type of magnication for each image. A similar
approach was used by Bayramoglu et al. [136] where they proposed a magnication indepen-
dent approach for malignancy diagnosis of the histopathological breast cancer images of the
BreaKHis data set [137], ignoring the magnication information of the images and training a
unique CNN classier for all magnications (40x, 100x, 200x, and 400x).
4. Concatenated images of pairs of 100x and 400x images. Here, pairs of 100x and 400x magni-
cation images, each pair of images coming from the same patient, are concatenated and scaled
to the same size as the original images (see Figure 57 for example and Tables 32 and 33 for
images sizes used). The merging of the two magnications is similar to the case classication
used in our previous work [125] and related work on histological images [21].
In all the above types of inputs, the patient label information was retained.
However, for unbalanced datasets such as our datasets, it is useful to investigate properly re-balancing
the distribution of the classes. Therefore, to handle this crucial problem, the class distribution in
our dataset was adjusted to improve the performance of the proposed CNN-CMGs. For this pur-
pose, three approaches were examined, in addition to using the original unbalanced datasets. In the
rst approach, the data augmentation process was applied to transform the training data for each
epoch. This approach helps prevent the CNN from overtting as well as help the model to learn
the exact details of the training images. To apply augmentation, the training images were randomly
ipped horizontally (left-right direction) with 50% probability and randomly translated up to 30
pixels horizontally and vertically. Also, the images were randomly scaled up to 10% horizontally
and vertically. In the second and third approaches, two data sampling techniques were utilized,
oversampling (minority class) and undersampling (majority class), to achieve a balanced (50:50)
data distribution. For the oversampling technique, to overcome imbalanced class data distribution,
randomly duplicated samples were added to the minority class (G3 in our datasets). The undersam-
pling technique, on the other hand, handles this problem by randomly eliminating samples from the
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majority class (G2 in our datasets).
5.2 Classication Tasks
The classication task of the presented CNN-CMGs for FNA biopsies of breast cancer based on
dierent pre-trained CNN architectures is discussed in this section. To determine the malignancy
level of FNA biopsies, pre-trained CNN models were used to perform the classication directly from
the images. The CNN models take an image as an input and, as an output, respond with a label
associated with the objects in the image as well as the probabilities for each of the object categories
based on implicitly extracted features by the networks. Since pre-trained CNN models were used in
this study, the feature extraction task becomes easier and faster to accomplish compared to the time
and eort required to train a full network from scratch. As previously mentioned, three dierent
CNN models were used in this thesis. First, we used AlexNet (2012) [69], a network consisting of
8 layers in-depth, 5 of which are convolutional layers, which signicantly outperformed all the prior
competitors and won the ILSVRC-2012 competition by achieving a top-5 test error rate of 15.3%.
Then we used an Inception-v3 model of GoogleNet, featuring 48 layers in depth. GoogleNet (2014)
[70], which consists of 22 layers in-depth, won the ILSVRC 2014 competition by achieving a top-5
error rate of 6.67%. Finally, we used the Residual Neural Network (ResNet) (2015) [75], which
achieved a top-5 error rate of 3.57% and won the 1st place on the ILSVRC-2015 classication task.
Specically, for this thesis, three dierent versions of ResNet were used which were 18, 50 and 101
layers in-depth.
According to pathology-based studies, some of the published cytological schemes have only been used
on high magnications images of 400x power to determine the malignancy grade (low, intermediate
or high) of breast cancer. However, other cytological grading schemes have been provided a sequence
of images with dierent magnications to determine the malignancy grade of breast cancer. It was
not required to mimic any of the published pathology-based cytological grading schemes to develop
these particular CNN-based systems; however, the importance of the image magnications on the
malignancy grading process in the current grading systems, as is the case with the handcrafted-
based proposed CGSs in chapter 3, was considered. Thus, the proposed CNN-CMGs consists of two
classication schemes: Image classication and patient classication [103, 52]. Image classication
involves a single feature calculation, while patient classication involves multiple feature calculations
across multiple images with two dierent magnications that belong to a certain patient. Precisely,
the image classication task included three dierent methods of classication to determine which
method would give the best accuracy performance for the proposed CNN-CMG systems. In the
rst method, both magnications of FNA images (100x and 400x) were used to classify each case,
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but the relationship between each pair of images present in our dataset was not considered in this
method. Thus, each image, whether 100x or 400x, was treated as a separated case. In the second
method, since some of the cytological grading schemes use only high magnication images to assign
malignancy grades for a certain case, only the high magnication images were used to determine
the malignancy level for each case belonging to a certain patient. In the third method, due to
the importance of the low magnication features in determining the dispersion level of cancerous
cells in FNA images (which represent a good malignancy indicator in most CGSs), only the low
magnication images were used to determine the malignancy level for each case that belong to a
certain patient. On the other hand, in the patient classication, to classify a certain patient as G2 or
G3, the nal classication results are achieved by majority voting of the image classication results
(combined low and high, low only or high only) for a certain patient. Thus, if at least 50% of the
images that belong to a certain patient are classied as G2, the nal classication result of that
patient is considered as G2; otherwise, it is classied as G3.
In this chapter, due to the fact that each pair of images with 100x and 400x magnications creates
a single case of multiple cases belonging to a certain patient in our used dataset, primitive attempts
were performed to classify each case (pair of images) that belongs to a certain patient individually.
To do so, each pair of images with 100x and 400x magnication were concatenated to create a single
case. Then, the resulting concatenated images out of each pair were resized to the input image layer
of each of the used CNN models (see Figure 57). Next, each concatenated pair of images with 100x
and 400x (representing a single case) were classied separately. The patient classication in this
scenario is obtained by taking the majority voting of the case classication results that belong to
each patient instead of taking the majority voting of the image classication results that belong to
each patient, as the scenario in the previous two methods.
Figure 57: Example images of one case, (a) Low magnication (100x), (b) High magnication (400x)
and (c) concatenated pair of images, from JELEN18 dataset.
In terms of classication accuracy evaluation for the used pre-trained networks, the standard top-1
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accuracy (to estimate the correct predicted samples to the total number of the predicted samples) has
been used as the standard evaluation method for all the examined pre-trained CNN models in this
chapter. However, if the dataset is unbalanced like our dataset, it is better to properly re-balance the
distribution of the classes as well as include other evaluation methods such as sensitivity, specicity,
etc. Therefore, to handle this crucial problem, the class distribution in our dataset was adjusted to
improve the performance of the proposed CNN-CMGs. To do that, three approaches were examined
for this purpose. In the rst approach, the data augmentation process was applied to transform
the training data for each epoch. This approach protects the network from overtting problems
and it helps the model memorize the exact details of the training images. The training images
were randomly ipped along the vertical axis and randomly translated up to 30 pixels horizontally
and vertically. Meanwhile, in the second and third approaches, two data sampling techniques,
oversampling (minority class) and undersampling (majority class), were utilized to achieve a balanced
(50:50) data distribution and to therefore enhance the performance of the proposed grading systems.
The oversampling technique overcomes the imbalanced class data distribution by adding samples
to the minority class (G3 in our dataset) by either duplicating the samples or adding new samples,
whereas the undersampling technique handles this problem by eliminating samples from the majority
class (G2 in our dataset).
5.3 Experimental Results
In this section, simulation results for the proposed computer-aided malignancy grading framework
for FNA biopsies of breast cancer are discussed. The presented malignancy grading system is based
on ve dierent pre-trained CNN models that were retrained using two magnications of FNA
biopsy images. To retrain these convolution networks, a set of training options were determined
using stochastic gradient descent with momentum. This algorithm is used to update the weight
and bias parameters of the networks during the learning process to minimize the loss function by
gradually moving in the direction of the negative gradient of the loss. Further, to get rid of local
minima of the errors, a momentum term was added to nd the global minima such that the accuracy
of the networks is improved. The selected training options were determined carefully according to
the training process results for each of the examined CNN model as well as the percentage of data
division (training, testing, and validation subsets). In Table 32, the tuning options were given for
each CNN model with 70% training set and 30% validation set of data division, while in Table 33,
the tuning options were given for each CNN model with 50% training set and 50% validation set of
data division. However, the achieved results from the ve CNN models show that 70% training set
and 30% validation set of data division gave the best classication results, thus, this percentage of
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data division were considered and their results were reported in this chapter. Figure 58 composed
of the nal and full training options that were used for the examined pre-trained CNN models on











Inception-v3 224x224x3 10 20 1e-3
ResNet101 224x224x3 10 6 1e-4
ResNet50 224x224x3 10 6 1e-4
ResNet18 224x224x3 10 6 1e-4
AlexNet 227x227x3 100 20 1e-3
Table 32: Training options for the used pre-trained CNN models using 70% training and 30% testing











Inception-v3 224x224x3 10 6 1e-4
ResNet101 224x224x3 10 15 1e-6
ResNet50 224x224x3 10 15 1e-6
ResNet18 224x224x3 10 15 1e-6
AlexNet 227x227x3 100 20 1e-3
Table 33: Training options for the used pre-trained CNN models using 50% training and 50% testing
sets of JELEN_MERGE02 dataset.
Since we used pre-trained networks with the transfer learning process in this thesis, we ne-tuned
these networks to learn our new classication task using FNA images. This method is much faster and
easier to accomplish than constructing and training a convolutional network from scratch, especially
for small datasets such as in our case. To carry out the transfer learning, for each convolutional
network model used, the early layers that already learned low-level features such as edges, blobs, and
colors were maintained. The nal layers that learned task-specic features (high-level features) were
replaced with new layers in order to learn new features related to the problem at hand (malignancy
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Figure 58: The nal and full training options for the used pre-trained CNN models using the JE-
LEN_MERGE02 dataset. The learning Rate values indicate initial learning rates. The default values
of the momentum and weight decay for the stochastic gradient descent with momentum were used with
all the examined CNN models since they gave the best performance. For Alexnet, we set weight decay
0.004, initial learning rate 1e-3, and drop factor 0.1 to decrease the learning rate by it every 8 epochs
(epoch consists of 3 iterations) during the training. The n/a values indicate that the learning rate
remains constant throughout the training. For these models, to learn faster in the newly added layers
as compared to the transferred layers, we multiplied the W-B-factor 10 by the global learning rate to
determine the learning rate for the weights and biases for the new fully connected layers.
grading) using our FNA images. Then, the number of classes was updated according to our new
dataset used in this thesis. Next, the training options for each pre-trained network were determined
according to the information details in Tables 32 and 33. Further, some earlier layers were frozen
for some of the used CNN models by setting the learning rates in those layers to zero to speed up
the training process. Freezing is a benecial procedure for pre-trained networks because it saves
a lot of training time and frozen layers won't change any values during network training (their
weights are calculated and trained previously) (see Figure 59). To test the method proposed in this
chapter, we used the k-fold cross-validation technique, where k was set to k = 5, to divide the raw
dataset into training and test sets. Once again, we didn't take patient information into account
when dividing cases into training and testing due to the limitations associated with the datasets
(see Experimental Results in Chapter 3). Further, the training set was manually divided into 70%
training and 30% validation or 50% training and 50% validation subsets with the aim of examining
which data division yields the best performance. Moreover, due to the fact that by using the k-fold
cross-validation technique the samples have been divided randomly into training and testing subsets
with each fold, 10 runs for each used CNN model were performed to optimize the obtained results.
Additionally, the 95% condence interval was calculated, using the Student's t-distribution, for the
obtained classication accuracies, to provide a robust indication of the performance abilities of these
CNN-based malignancy grading frameworks.
The proposed CNN-CMGs were used for two classication schemes: image classication and patient
classication [103, 52]. Image classication, performed during each fold of an experimental run,
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Majority
Figure 59: Overview of the workow for the cytological malignancy grading systems (CNN-CMGs)
based on CNN models.
involved the CNN-CMG systems assigning the input image output of either G2 or G3. On the other
hand, for the patient classication to classify a certain patient as G2 or G3, the nal classication
results were achieved by majority voting of the image classication results for all the input images
belonging to that patient. The patient classication was performed at the end of each experimental
run. Thus, if at least 50% of the images that belong to the patient were classied as G2, the nal
classication result of that patient is considered as G2; otherwise, they were classied as G3.
In terms of classication accuracy evaluation for the used networks, the standard top-1 accuracy
(estimated by the correct predicted samples to the total number of the predicted samples) has
been used as the standard evaluation method for all the examined CNN-CMGs models in this
study. In addition, we computed three measures from binary classication where we considered
the G2 classication as the positive class and the G3 classication as the negative class. These
measures are i) sensitivitythe proportion of the correct G2 classications over all G2 classications;
specicitythe proportion of the correct G3 classications over all G3 classications; and precision
the proportion of the correct G2 classications over all correct G2 and G3 classications. To evaluate
the robustness of the CNN-CMGS models, we computed the overall confusion matrix for each run
of ve folds while computing the two classication schemes (image and patient).
To evaluate the robustness of the proposed frameworks, the overall confusion matrices for each run
per ve folds were estimated to compare the two classication schemes (image and patient) as well
as to investigate the misclassied images and patients for each run with respect to the malignancy
grading task (see Figure 61). Also, the average of the accuracy per 10 runs, as well as the three other
measures, that are, the sensitivity, specicity, and precision rates for each of the utilized pre-trained
CNN models in the chapter, were computed.
In gure 61-(a), the diagonal cells to the right (451 and 74) in the matrix include the number
of correct (TN and TP) classication samples by the GoogleNet-inception-v3 network, whereas
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Figure 60: Example of the calculated confusion matrices for one run per 5 fold cross-validation. (a)
Image classication confusion matrix and (b) Patient classication confusion matrix for CNN-CMG
system based on GoogleNet-inception-v3 with imbalanced JELEN_MERGE02 dataset .
the diagonal cells to the left (32 and 17) in the matrix include the number of incorrect (FP and
FN) classication samples by the GoogleNet-inception-v3 network. For instance, in this image
confusion matrix, of all the classied FNA images, 451 (78.6% ) images out of all 574 images were
correctly classied as malignancy grade G2. Similarly, 74 (12.9%) samples were correctly classied
as malignancy grade G3 of all used images. Also, 32 (5.6%) of the malignancy grade G3 images were
incorrectly classied as G2 and 17 (12.9%) of the G2 images were incorrectly classied as G3. The
same illustration applies to the patient confusion matrix results.
In terms of CNN results per computer-aided cytological grading system (CGS), four comparisons
were performed while taking into account the problem of imbalanced class distribution in our used
dataset. The rst comparison was performed to measure the performance ability of the proposed
CNN-CMGSs using the original imbalanced JELEN_MERGE02 dataset for both image and patient
classication tasks. The three other comparisons were performed to measure the impact of the data
augmentation and data sampling (undersampling and oversampling) approaches on improving the
performance ability of the proposed CMGSs, designed based on pre-trained CNN models.
For the rst image classication pattern (combined 100x and 400x), the results obtained from the
pre-trained CNN using the combined low and high magnication images of the original imbalanced
JELEN_MERGE02 dataset illustrate that the GoogleNet-inception-v3 networks performed better
than the other CNN models. For image classication, in Table 34, beyond the best average accu-
racy and sensitivity rates, GoogleNet-inception-v3 also almost shared the best precision rate with
ResNet101, while for patient classication, in Table 35, GoogleNet-inception-v3 achieved the best
accuracy, sensitivity, and precision rates once again, sharing the best specicity with ResNet101, at












Inception-v3 89.98% 95.98% 63.49% 92.08%
ResNet101 87.78% 92.60% 66.50% 92.45%
ResNet50 87.03% 92.79% 61.60% 91.45%
ResNet18 86.89% 94.40% 53.77% 90.06%
AlexNet 85.35% 93.03% 53.12% 89.94%
Table 34: Evaluation results on image classication of the proposed computer-aided CNN-CMGSs
using the ve examined CNN networks on the combined low and high magnication images of the











Inception-v3 90.48% 100% 55.00% 89.29%
ResNet101 88.17% 97.07% 55.00% 88.97%
ResNet50 86.73% 97.56% 46.36% 87.17%
ResNet18 86.92% 99.14% 41.36% 89.38%
AlexNet 86.35% 98.78% 39.54% 86.14%
Table 35: Evaluation results on the patient classication of the proposed computer-aided CNN-
CMGSs using the ve examined CNN networks on the combined low and high magnication images of
the original imbalanced JELEN_MERGE02 dataset. Best results indicated in bold.
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As we mentioned before, the other comparison has been done among the examined CNN networks
versus the data augmentation and rebalancing data techniques that were used to adjust the class dis-
tribution to improve the performance ability of the proposed CMGSs using the JELEN_MERGE02
dataset. To begin with, for data augmentation results presented in Tables 36, the GoogleNet-
Inception-v3 network performs better than the other networks, reaching the best overall accuracy
and sensitivity, while the ResNet50 network achieved the best specicity and precision for image
classication. In Table 37, for patient classication, once again, the GoogleNet-Inception-v3 net-
work reached the best overall accuracy and sensitivity while the ResNet101 network achieved the











Inception-v3 88.41% 95.47% 57.26% 90.82%
ResNet101 87.05% 92.88% 61.32% 91.42%
ResNet50 86.56% 92.09% 62.16% 91.50%
ResNet18 85.90% 94.25% 49.05% 89.10 %
AlexNet 83.72% 95.14% 33.27% 86.38%
Table 36: Evaluation results on image classication for the proposed CNN-CMGSs using the ve
considered CNN networks on the combined low and high magnication images of the augmented JE-
LEN_MERGE02 dataset. Best results indicated in bold.
On the other hand, for data sampling results, two data sampling techniques were performed as
mentioned above, to begin with, data undersampling results are shown in Tables 38 and 39 using
the combined low and high magnication images of the undersampled JELEN_MERGE02 dataset.
For image classication, the ResNet101 network achieved the best overall accuracy and sensitivity
rates and the AlexNet network reached the best specicity and precision rates. Meanwhile, both the
GoogleNet-Inception-v3 and AlexNet achieved the best specicity rates, and again, AlexNet reached
the best precision. In Table 39, for patient classication, the AlexNet network reached the best
overall accuracy, specicity, and precision rates while the GoogleNet-Inception-v3 and ResNet101
networks both reached the best sensitivity.
For data oversampling results, in Table 40, the GoogleNet-Inception-v3 network achieved the best
overall accuracy, sensitivity, specicity, and precision rates for image classication, whereas in Table












Inception-v3 88.84% 99.87% 47.72% 87.72%
ResNet101 87.98% 98.17% 50.00% 88.02%
ResNet50 86.82% 97.19% 48.18% 87.56%
ResNet18 84.71% 98.53% 33.18% 84.61%
AlexNet 81.34% 99.30% 41.39% 81.28%
Table 37: Evaluation results on patient classication for the proposed computer-aided CNN-CMGSs
using the ve CNN networks on the combined low and high magnication images of the augmented











ResNet101 91.03% 93.01% 89.05% 89.49%
Inception-v3 90.51% 90.18% 90.84% 90.89%
AlexNet 90.37% 89.90% 90.84% 90.94%
ResNet50 89.85% 91.41% 88.30% 88.70%
ResNet18 89.05% 91.41% 86.69% 86.69% 87.32%
Table 38: Evaluation results on image classication for the proposed computer-aided CNN-CMGSs
using the ve examined CNN networks on the combined low and high magnication images of the












AlexNet 94.83% 95.74% 94.09% 93.11%
Inception-v3 94.00% 96.11% 92.27% 91.24%
ResNet101 93.00% 96.11% 90.45% 89.25%
ResNet50 92.00% 95.00% 89.54% 88.27%
ResNet18 90.25% 95.55% 85.90% 84.90%
Table 39: Evaluation results on patient classication for the proposed computer-aided CNN-CMGSs
using the ve examined CNN networks on the combined low and high magnication images of the
undersampled JELEN_MERGE02 dataset. Best results indicated in bold.












Inception-v3 96.36% 94.12% 98.61% 98.55%
AlexNet 94.68% 91.98% 97.38% 97.24%
ResNet18 93.64% 89.40% 97.88% 97.70 %
ResNet50 92.70% 87.32% 98.07% 97.86%
ResNet101 92.62% 87.22% 98.03% 97.80%
Table 40: Evaluation results on image classication for the proposed computer-aided CNN-CMGSs
using the ve examined CNN networks based on the combined low and high magnication images of
the oversampled JELEN_MERGE02 dataset. Best results indicated in bold.
According to the CNN results per computer-aided CMGS, it is readily apparent that the GoogleNet-
Inception-v3 network nearly always has the statistically signicant best performance with the two
exceptions of ResNet101 (best for image classication) and AlexNet (best for patient classication)
networks with the data undersampling approach. Based on these results, for the remaining exper-
imental results, we will only consider the GoogleNet-Inception-v3 network. Thus, with the rest of












Inception-v3 99.71% 99.75% 99.54% 99.87%
AlexNet 98.17% 97.80% 99.87% 99.87%
ResNet18 96.73% 95.97% 99.54% 99.87%
ResNet50 96.34% 95.48% 99.54% 99.87%
ResNet101 95.00% 93.65% 100% 100%
Table 41: Evaluation results on patient classication for the proposed computer-aided CNN-CMGSs
using the ve examined CNN networks on the combined low and high magnication images of the
oversampled JELEN_MERGE02 dataset. Best results indicated in bold.
of the GoogleNet-Inception-v3 per image magnication and data type (imbalanced, augmented, un-
dersampled, and oversampled). For the second pattern of classication where we used only the
high magnication images to classify a certain case, in Tables 42 and 43 we display the results of
the four evaluation methods that we obtained from the GoogleNet-Inception-v3 network using only
the high magnication images that belong to each case. For image classication, in Table 42, the
oversampled dataset reached the best overall accuracy, specicity, and precision rates, whereas the
the imbalanced dataset achieved the best sensitivity. For patient classication, in table 43, again,
the oversampled dataset reached the best overall accuracy, specicity, and precision rates, while the










Imbalanced data 84.89% 94.33% 43.39% 88.12%
Augmented data 83.07% 92.87% 40.00% 87.26%
Undersampled data 80.66% 81.13% 80.18% 81.05%
Oversampled data 94.14% 90.47% 97.81% 97.66%
Table 42: Evaluation results on image classication for the proposed computer-aided CNN-
CMGSs based on the GoogleNet-Inception-v3 network on only the high magnication images of JE-











Imbalanced data 85.96% 98.17% 40.45% 86.16%
Augmented data 82.50% 96.21% 31.36% 84.04%
Undersampled data 82.65% 87.40% 76.81% 82.73%
Oversampled data 96.25% 95.60% 98.63% 99.62%
Table 43: Evaluation results on patient classication for the proposed computer-aided CNN-
CMGSs based on the GoogleNet-Inception-v3 network on only the high magnication images of JE-
LEN_MERGE02 dataset. Best results indicated in bold.
In Tables 44 and 45, for the third pattern of image classication where we only considered the low
magnication images to classify a certain case, we display the results of the four evaluation methods
that we achieved from the GoogleNet-Inception-v3 network using only the low magnication images
that belong to each case. For image classication, in table 44, the oversampled dataset reached the
best overall accuracy and specicity rates, whereas the the imbalanced dataset achieved the best
specicity and precision rates. For the patient classication, in table 45, the oversampled dataset
reached the best overall accuracy, specicity, and precision rates, while the imbalanced dataset










Imbalanced data 89.98% 96.21% 62.45% 91.89%
Augmented data 87.18% 94.46% 54.90% 90.30%
Undersampled data 82.92% 84.33% 81.50% 82.49%
Oversampled data 92.50% 93.53% 88.63% 90.13%
Table 44: Evaluation results on image classication for the proposed computer-aided CNN-
CMGSs based on the GoogleNet-Inception-v3 network on only the low magnication images of JE-
LEN_MERGE02 dataset. Best results indicated in bold.
As we mentioned before in the classication section, primitive attempts were performed to classify











Imbalanced data 90.00% 100.00% 52.72% 88.81%
Augmented data 87.78% 98.04% 49.54% 87.90%
Undersampled data 84.48% 90.00% 77.72% 83.64%
Oversampled data 96.25% 95.60% 98.63% 99.62%
Table 45: Evaluation results on patient classication for the proposed computer-aided CNN-
CMGSs based on the GoogleNet-Inception-v3 network on only the low magnication images of JE-
LEN_MERGE02 dataset. Best results indicated in bold.
G3. In Tables 46 and 47, we display the results of the four evaluation methods that we obtained
from the GoogleNet-Inception-v3 network using the concatenated pairs of images that belong to each
patient. For the case classication, in table 46, the oversampled dataset reached the best overall
accuracy of 84.61%, whereas the augmented data achieved the best sensitivity and specicity, while
the imbalanced dataset achieved the best precision rates. For patient classication, in table 47,
the oversampled dataset reached the best overall accuracy, specicity, and precision rates, while the










Imbalanced data 81.11% 90.42% 40.18% 87.05%
Augmented data 81.15% 90.55% 86.99% 86.99%
Undersampled data 76.41% 78.67% 74.15% 76.17%
Oversampled data 84.61% 84.16% 85.06% 85.21%
Table 46: Evaluation results on case classication for the proposed computer-aided CNN-CMGSs based
on the GoogleNet-Inception-v3 network on the concatenated images of each pair of JELEN_MERGE02
dataset. Best results indicated in bold.
5.3.1 Comparison with State-of-the-Art
A direct comparison with previous work, based on handcrafted features and traditional classiers











Imbalanced data 81.34% 94.39% 32.72% 84.11%
Augmented data 82.01% 94.75% 34.54% 84.56%
Undersampled data 81.16% 86.19% 76.36% 79.01%
Oversampled data 90.48% 90.12% 91.81% 97.61%
Table 47: Evaluation results on patient classication for the proposed computer-aided CNN-
CMGSs based on the GoogleNet-Inception-v3 network on the concatenated images of each pair of
JELEN_MERGE02 dataset. Best results indicated in bold.
whereas in this current work image classication is considered. Nonetheless, in Figure ??, we give a
side by side comparison table. The main comparison that can me made is with patient classication.
As can clearly be seen, in terms of average accuracy, the current work achieves more than 3%
improvement over previous work, while sensitivity, specicity and precision are all improved as well.
Figure 61: Comparison of CA-CGSs from chapter 3 and the best result from this chapter on the
JELEN_MERGE02 dataset .
5.4 Discussion and conclusions
The motivation behind using DL was to get rid of the images preprocessing task for the classication
of malignancy grading problem. However, this technique comes with its own challenges. One of
the challenges faced was again related to the imbalanced data problem which strongly impacted
the specicity performance of the used CNN. Specically, although GoogleNet-Inception-v3 had
achieved accuracy close to 90% for both image and patient classication, the specicity in both the
case and patient were close to 60% and the tendency for the specicity to decrease for imbalanced
data was in agreement with the study of handcrafted based feature systems (low performance from
the CNN models on the minority class prediction that represent the G3 samples). This means that
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imbalanced data is a signicant problem for both ML and CNN systems as they become highly
biased towards the majority class and less sensitive to the minority class.
According to the literature [138, 139, 140], to solve the problem of imbalanced data, a generation
of synthetic samples using data augmentation was usually performed for image classication based
on CNN models, specically for limited or imbalanced data. However, the results obtained were not
in line with the related literature and showed the same trend as the results networks dealing with
imbalanced data. This happened because data augmentation did not improve the balancing of the
data but instead increased the number of data in the same proportion for both the majority and
minority class, which implies that the ratio of the classes remains the same. This urged us to further
investigate the rebalancing of the dataset as was performed for handcrafted based CA-CGSs.
The techniques applied for rebalancing were undersampling and oversampling. With regard to un-
dersampling, the best results were obtained for ResNet-101 with an accuracy of 91.03% for image
classication and specicity close to 90%, illustrating that the network is trained for handling minor-
ity classes, thereby reducing the bias of the network. Meanwhile, for patient classication, AlexNet
gave the highest accuracy performance of 94.83% with a specicity close to 95%.
Though the specicity was improved for all the networks, the highest value achieved was 94.09%,
which means there is still almost a 6% error for detecting the minority class, G3. Thus, aiming to
improve this high error rate, the oversampling method was applied which resulted in an improve-
ment of the accuracy of the system as well as an increase of the specicity to 98.61% by using
GoogleNet-Inception-v3 for image classication. For patient classication, the specicity rose to
100% for ResNet101 but the accuracy using ResNet101 was only 95%, which is an indication of
overtting in the minority class. Thus, GoogleNet-Inception-v3 was preferred over all the networks
with an accuracy of 99.71% and a specicity rate of 99.54%, thereby solving both the overtting
and rebalancing problems. Indeed, applying the oversampling technique greatly decreased the biases
which consequently improved the specicity by approximately 40%. Thus, it is highly recommended
to balance the data before using any CNN model.
Typically, the results from both magnications or only high magnication are preferred for predicting
the malignancy grading of CGSs. Only low magnication images are typically ignored by doctors for
the grading of cancer. Therefore, in this research, special attention was given to low magnication
images to classify the malignancy grading of CGSs. A total of 288 low magnication images out
of which 235 G2 and 53 G3 images were classied using GoogleNet-Inception-v3 by applying the
oversampling technique. An accuracy of 92.50% and 96.25% was achieved with a specicity of
88.63% and 98.63% for image and patient classication, respectively. These results showed that low
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magnication also plays an important role in determining the malignancy grade of cancer, and the
results obtained are highly correlated with the previously modied CA-CGSs.
After considering image and patient classication, case classication was taken into account by
concatenating high and low magnication image which considered both the magnication features
instead of two separate images. The advantage was to consider the case classication problem which
was not possible from the previous DL methods. Again, GoogleNet-Inception-v3 was preferred with
the oversampling technique to give an accuracy of 84.61% and 90.48% for the case and patient
classication, respectively. The accuracy for this classication is low as compared to the previous
results which might be due to the loss of information from the concatenation and resizing process.
This process is a proof of concept and a step forward for the future work which will concatenate
the results from the separated low and high magnication networks, and provides the nal case




In this chapter, a summary of the main contributions of this thesis and the possible impact as we
noticed from the possible impact of our research is discussed. Further, limitations, and important
future work directions are reported.
6.1 Summary of thesis contributions
1. Proposed nine computer-aided CGSs for FNA biopsies of breast cancer: Due to
the alarming number of yearly breast cancer-related deaths in middle-aged women, automatic
diagnosis and grading of cancer cells have become one of the major research areas for both
medical image classication scientists and clinicians. Three main objectives to accurately
automate the malignancy grading problem for FNA biopsies of breast cancer were considered
in this thesis. To begin with, six computer-aided CGSs for FNAs of breast cancer based
on six published cytological malignancy grading schemes used by pathologists (Robinson's
CGS; Khan et al.'s CGS; Fisher's CGS; etc.) were proposed as well as three novel CA-CGSs
based on modications to the original versions of Fisher's, Khan et al.'s and Taniguchi et al.'s
systems by adding the low magnication features to the original systems. To maintain a strong
connection between the decision-making process of the pathologist using one of these CGSs
and the determination of the computer-aided CGSs, in our classication systems, the features
were estimated and used to best express the cytological characteristics used by pathologists.
The following is a summary of the main contributions of this thesis.
 Cytological image segmentation task: One of the most important steps in the clas-
sication of cytological images is the pre-processing of the images in order to aid machine
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learning algorithms in the accurate classication of images. First, color deconvolution
was performed using optical density matrix. This step was done to separate color infor-
mation from cytoplasm and nuclei regions in order to improve the image segmentation
results. Next, image contrast enhancement, another pre-processing step, was conducted
using histogram stretching to adjust image intensity values which increase the contrast
of the output images. This step is essential for the obtainment of the initial enhanced
boundary after applying multi-level thresholds by Otsu's segmentation method. Then,
the quantization process was done on the basis of the calculated multi-level thresholds
to segment the images into three regions distinguished by three dierent colors. It was
thereafter converted to new, enhanced RGB images to extract the channel of interest. It
is highlighted here that all these steps were performed in order to get a good initial mask
to feed into the image segmentation algorithm where the GVF-snake algorithm was used
due to its ability to detect each and every pixel of the boundaries of the interesting object.
It is a parametric algorithm which requires an initial contour, thus the green boundaries
achieved via the previous steps were supplied as an initial contour to segment nuclei re-
gions, whereas blue boundaries were used to segment cytoplasm regions. Although the
GVF-MO gave good segmentation results, due to dierent sizes of the nuclei region in the
images, the algorithm was not able to separate some of the clusters of the nuclear regions
and considered them to be one big nucleus. This was undesirable since the aim was to
detect each nuclei region for the feature extraction purpose. To solve this issue, the wa-
tershed algorithm was applied to the top of this segmented result. The most interesting
feature of this algorithm is its ability to segment the cluster of the connected nuclei based
on the given diameter of the nuclei region. In this work, the size of the nuclei region
was determined numerically to be 100 pixels. This means that if the size of the object is
greater than the given diameter, then it is considered as a cluster of connected nuclei and
is re-segmented to individual nuclei. In the nal segmented images obtained, there were
nuclei regions, and also some unwanted regions such as red blood cells overlapping nuclei,
and arrangements in the background, treated as nuclei regions. In the nal segmentation
step, nuclei ltration was applied according to seven numerically estimated features us-
ing the SVM classier with manually labeled training data. The accuracy achieved was
80.24%, evaluated using 5-fold cross-validation technique. The whole preprocess ensured
that only nuclei regions were used for the feature extraction task while bad nuclei regions
were ignored. The robustness of the segmentation was evaluated based on the classica-
tion accuracy results. Typically, precise image segmentation results yield accurate feature
extraction which in turn produce accurate classication results (was evaluated based on
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the ground truth labels).
 Handcrafted feature extraction task: Following the segmentation, the feature ex-
traction stage was implemented using the considered six CGSs where each CGS has its
own cytological criteria to determine the malignancy grade of cancer. These criteria were
mimicked in this thesis to determine the malignancy grade of cancer. In this context,
there were challenges related to the estimation of some of these features. The rst chal-
lenge was the mitosis estimation because the FNA images were not made for this purpose.
To solve this issue, the mitosis was estimated using nuclei division instead of cells based
on 25 morphological and textural features. This was possible because a nuclei division
reects a cell division. The second challenge was to estimate CN (a type of cell death)
because during the image preparation cell death can occur naturally due to material ex-
traction and the staining procedure. Thus, it was not possible for FNA cytological images
to estimate whether cell death occurred due to a disease or not. The third challenge was
to estimate naked tumor nuclei which becomes dicult due to the signicant variations in
the sizes of the nuclei. To solve this issue, the ratios of the number of very big nuclei and
very small nuclei to the total number of nuclei in each image were calculated according to
a threshold value experimentally determined based on nuclei size criteria, where it naked
nucleus was assumed if exceeding that threshold value. On the other hand, because the
cell structure is not preserved for cytological images, the fourth challenge was related
to the cellular characteristics. Instead, nuclear features were used to determine cellular
characteristics. For example, if cellular uniformity was to be estimated then it was corre-
lated with the nuclear uniformity due to the fact that any change in the cell starts from
its heart, the nucleus.
 Feature selection and classication tasks: For the feature selection purpose, a corre-
lation score between the features and the labeled output was calculated using the Fisher
feature selection algorithm. The top 30% of the features were selected as the optimal sub-
set for the classication purpose. For the classication task, two classication schemes
were performed: the case (each case classied individually) and patient classication
(each patient classied based on taking majority voting of his cases classication results).
Further, nine dierent classiers were used in both classication schemes to classify the
malignancy grade of cancer. It was found that out of the nine used classication algo-
rithms the SVM performed best for both case and patient classication for most of the
proposed CGSs.
2. Rebalancing the class distribution: The results obtained from the classication algorithm
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systems were satisfactory; however, there was a signicant problem with data imbalance. The
performance of existing traditional learning algorithms can be aected by dierent learning
aspects. An imbalanced dataset is a dataset that contains more samples belonging to one
class (so-called majority class) compared to the other classes (namely minority classes). In
class imbalanced classications, classiers can usually achieve more sensitive rates towards the
majority class and low sensitive rates towards the minority class which leads to poor perfor-
mance accuracy on the minority class in comparison to the majority class. Thus, in this work,
three dierent data balancing techniques, namely, oversampling, undersampling, and, Hybrid
RUSBoost, were considered to increase the sensitivity performance in the minority class. The
results show a signicant improvement in the sensitivity and precision of the classiers com-
pared to the imbalanced data classication case. This means that the resulting classiers are
no longer biased towards one class and will perform better irrespective of the given class. One
of the side eects of the oversampling technique was overtting to the training data due to
which the accuracy was compromised by a slight margin.
3. Introducing the deep learning approach for the problem of breast cancer grading:
Although useful, it is noted that the complete process of handcrafted features-based CGSs is
time-dependent and very subjective to the individual's experience. Therefore, there was a need
to introduce a system which is less subjective and less time-consuming. To this end, DL was
introduced to facilitate all the above mentioned manual tasks by means of an automated and
equally accurate approach. According to the results obtained, in terms of the computer-aided
grading system per CNN model, the pre-trained GoogleNet-inception-v3 network outperformed
the other examined pre-trained networks for both image and patient classication results.
The pre-trained network was used because, originally, the data was very limited and deep
learning requires a lot of data. Since the pre-trained network was pre-trained on natural
images and which dier from medical images, the accuracy was slightly compromised. The
other challenge was related to the imbalanced data which impacts the sensitivity of the data.
This was solved using the oversampling method, which achieved the best accuracy as compared
to other datasets and has signicantly improved the performance of the proposed CNN-based
CMGSs compared to the case with the original imbalanced dataset.
4. Results evaluation The overall obtained results conclude that CGSs have high correlation
among each other since they share some of the malignant criteria and their accuracy are very
close to one another. Thus, doctors can use any one of them except Howell's system. This may
be due to the lack of inclusion of more nuclear characteristics. These results demonstrate that
computer-aided breast cancer malignancy grading systems using FNA might be able to achieve
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accuracy rates comparable to its more invasive histopathological BR system counterpart.
6.2 Overall evaluation results for the proposed grading sys-
tems
For the traditional classication system, Robinson's-based CA-CGS achieved the best results for the
case classication problem with (97%) overall accuracy, outperforming the accuracy of the pathology-
based studies (90%) and the previous work by Bru¹dzi«ski et al (89.02%).
For patient classication problem, Khan et al.'s-based CGS achieved the best accuracy of (96%),
which is a trustworthy result since it is the best with imbalanced data (96.50%) and rebalanced data
(99.61%).
Ultimately, the modied version of Khan et al.'s was determined to be the best for both case and
patient classication tasks (x percentage and y percentage, respectively).
For the CNN-based grading system, Inception-V3 CA-CMGS was determined to be the the best
with 99.71
Finally, we recommend the modied Khan et al.'s CA-CGS and Inception-V3 CNN-CMG systems
to be used in real medical environments, as they are not only the most accurate systems, but also
save time, costs, and most importantly, save lives.
6.3 Open problem and future work
This thesis sought to automatize the cytological malignancy grading task for FNA biopsies of breast
cancer. The aim was to precisely distinguish between the classied samples as belonging to malig-
nancy grade G2 or G3, where a variety of image processing and machine learning algorithms as well
as deep learning models were used for this purpose. The research topics covered in the dissertation
provide multiple possible extensions. The following is a summary of possible future work.
To date, there are several open points that can be summarized here:
1. Dataset expansion and consistency: Collecting more training dataset from both case and
patient samples will improve the overall accuracy performance due to the fact that adding
more training dataset will decrease the overtting problem. Further, the consistency in the
number of cases that belong to each patient will enhance the accuracy performance for the
patient classication.
139
2. Expand low magnication features: Due to the discriminatory power of the low magni-
cation features on boosting the overall performance accuracy of the grading systems, it will
be worthy to expand these features.
3. Maintain direct cooperation with medical centers: Because of the challenging work and
some limitations during feature extraction to simulate variety sets of features to reect the
pathology-based criteria of the grading systems, it is substantial to provide direct cooperation
with breast cancer medical centers to overcome the limitations associated with the estimation
of the malignant criteria.
4. Collect a ground truth for the breast cancer datasets: Due to the mentioned challenges
and limitations associated with the feature extraction, it is essential to provide ground truth
information of the used breast cancer dataset such as the normal nuclei size, labeled MC and
labeled CN features.
5. CNN-based case classication model: Implementation of the convolutional neural net-
works for the case classication problem which was not systematically considered in this thesis.
6. Collect low malignancy grade G1 samples: Collection of low malignancy grade G1 sam-
ples to develop a comprehensive cytological grading for FNA biopsies for breast cancer that
could provide great assistance to breast cancer medical centers.
7. Single cell analysis: It will be more worthwhile to consider the single cell analysis by in-
vestigating the cell segmentation task and cellular morphological and polymorphic feature
extraction. This will improve the overall performance of the cytological grading systems since
it will consider the cell's evaluation, and not only the nuclear evaluation.
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Appendix A
Dataset of FNA biopsies
Five sets of data were being used to test the proposed computer-aided cytological grading systems
(CGSs). The dataset contains FNA biopsy images collected during examinations from the Depart-
ment of Pathology and Oncological Cytology of the Medical University of Wrocªaw, Poland. The
images belong to two classes of cancer malignancy, namely intermediate (G2) and high (G3) ma-
lignancy grades. The lack of low malignancy (G1) images is caused by the fact that these cases
very rarely require FNA only a few cases were reported in recent years at the Medical University
of Wrocªaw. Preparation of the slides includes staining with Haematoxylin and Eosin. Regions of
interest on the slides were digitalized with a resolution of 96 dots per inch (dpi) and a size of 764x572
pixels. Each dataset consists of images obtained with two dierent magnications (100x and 400x)
of the same tissue region for each patient. The 100x low magnication images are obtained by mul-
tiplying the 4x value of object power by the 10x value of eyepiece power. Whereas, the 400x high
magnication images are obtained by multiplying the 40x value of object power by the 10x value of
eyepiece power (see Fig. 62).
This pair of images (100x and 400x) describes a single case used for malignancy determination for a
specic patient. The malignancy grading for all the patients was histopathologically validated using
surgical biopsies graded using BR grading [19]. Each of the ve datasets divided into two subsets
depending on the malignancy grades (G2 and G3) of the samples. Further, for each sample, there
is two magnication of the slides (100x and 400x) as described below for each of the used dataset.
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Figure 62: The estimation of total magnication of cytological medical images used by pathologists
taken from .
A.1 JELEN08 dataset
The rst set labeled JELEN08, as used by Jele« et al. [83], was taken from 22 patients and includes
14 patients with grade G2 (comprising 33 cases of pairs of 100x and 400x images) and 8 patients
with grade G3 (comprising 13 cases of pairs 100x and 400x images). The gures 6366 examples of
the images belong to G2 and G3 cases with the low and high magnications from JELEN08 dataset.
A.2 JELEN16 Dataset
The second set named JELEN16, as used in Jele« et al. [84], is taken from 41 patients and includes
34 patients with grade G2 (comprising 100 cases of pairs of 100x and 400x images) and 7 patients
with grade G3 (comprising 20 cases of pairs of 100x and 400x images). The original resolution of the
images of this database was 2070x1548 pixels at 200 dpi. Thus, the size of the images was resized
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to 764x572 pixels at 96 dpi to normalize the size of all the images in the datasets used. The gures
6770 examples of the images belong to G2 and G3 cases with the low and high magnications from
JELEN16 dataset.
A.3 JELEN18 Dataset
The third set named JELEN18 is taken from 41 patients and includes 34 patients with grade G2
(comprising 100 cases of pairs of 100x and 400x images) and 7 patients with grade G3 (comprising
20 cases of pairs of 100x and 400x images). The original resolution of the images of this database
also was 2070x1548 pixels at 200 dpi. Thus, the size of the images was resized to 764x572 pixels at
96 dpi as the size of the previous two datasets with the aim of normalizing the size of all the images
in the datasets used. The gures 7174 examples of the images belongs to G2 and G3 cases with
the low and high magnications from JELEN18 dataset.
A.4 JELEN_MERGE01 and JELEN_MERGE02 Datasets
The fourth dataset labeled JELEN_MERGE01 combines the JELEN08 and JELEN16 sets into a
single dataset with a total of 63 patients. Whereas, the fth dataset named JELEN_MERGE02
combines the JELEN08, JELEN16, and JELEN18 sets into a single dataset with a total of 104
patients.
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Figure 63: Example of low magnication images of G2 cases from JELEN08 dataset.
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Figure 64: Example of high magnication images of G2 cases from JELEN08 dataset.
159
Figure 65: Example of low magnication images of G3 cases from JELEN08 dataset.
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Figure 66: Example of high magnication images of G3 cases from JELEN08 dataset.
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Figure 67: Example of low magnication images of G2 cases from JELEN16 dataset.
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Figure 68: Example of high magnication images of G2 cases from JELEN16 dataset.
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Figure 69: Example of low magnication images of G3 cases from JELEN16 dataset.
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Figure 70: Example of high magnication images of G3 cases from JELEN16 dataset.
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Figure 71: Example of low magnication images of G2 cases from JELEN18 dataset.
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Figure 72: Example of high magnication images of G2 cases from JELEN18 dataset.
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Figure 73: Example of low magnication images of G3 cases from JELEN18 dataset.
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Figure 74: Example of high magnication images of G3 cases from JELEN18 dataset.
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