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ABSTRACT
Modern machine learning often operates in the regime where the number of param-
eters is much higher than the number of data points, with zero training loss and
yet good generalization, thereby contradicting the classical bias-variance trade-off.
This benign overfitting phenomenon has recently been characterized using so called
double descent curves where the risk undergoes another descent (in addition to the
classical U-shaped learning curve when the number of parameters is small) as we
increase the number of parameters beyond a certain threshold. In this paper, we
examine the conditions under which Benign Overfitting occurs in the random feature
(RF) models, i.e. in a two-layer neural network with fixed first layer weights. We
adopt a new view of random feature and show that benign overfitting arises due to
the noise which resides in such features (the noise may already be present in the data
and propagate to the features or it may be added by the user to the features directly)
and plays an important implicit regularization role in the phenomenon.
1 Introduction
A fundamental task of modern machine learning is to estimate a function from a large (potentially
noisy) dataset, where the key is to be able to generalize to new data: given training data {(xi, yi)}ni=1
drawn from a probability measure ρ defined on X × Y , we learn a predictor f such that f(x) is
close to the true label y for the previously unseen data point (x, y). The estimating function f is
commonly chosen from some hypothesis spaceH, and typically takes the following form:
f(x) =
s∑
i=1
βiz(x,wi),
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where s typically grows with n and represents the number of features in the model, β1, . . . , βs ∈ R
are the coefficients, z is some non-linear function and w1, . . . , ws are the parameters associated
with z. The learning task boils down to estimating βi’s and wi’s from noisy training data. A widely
adopted estimation procedure is called the Empirical Risk Minimization (ERM), where for a loss
function l, we find the f ∈ H with minimum training risk 1
n
∑n
i=1 l(yi, f(xi)). We often mitigate
the mismatch between minimizing the training risk and minimizing the true risk Eρ [l(y, f(x))] (our
ultimate objective) by formulating the Regularized ERM given by
f := arg min
f∈H
1
n
n∑
i=1
l(yi, f(xi)) + λΩ(f). (1)
Here, Ω(·) is a measure of the function complexity, λ is a hyperparameter that controls the com-
plexity of the function and, hence, the capacity of our hypothesis space. Notable examples of
Regularized ERM learning include support vector machines [1], random Fourier features [2] and
neural networks and deep learning [3]. In all of these examples, the choice of λ is informed by the
classical learning wisdom that suggests that we should balance between underfitting and overfitting
[4, 5]:
• If λ is too large, predictors fromH are likely to be too simple and may underfit the data and
return both high training and true risk.
• If λ is too small, predictors are too complex such that they are likely to overfit the data and
return small training risk but high true risk.
Therefore, tuning λ is of great importance as it trades off the capacity of the hypothesis space H
and the prediction accuracy, which forms the classical U-shape learning curve [5, Figure 2.11].
However, this classical learning theory has been challenged over recent years. In kernel regression,
it has been observed that the lowest prediction error often occurs when λ = 0 (see e.g. [6, Figure 1]
& [7, Figure 1]). In addition, as demonstrated in Figure 1 and Table 2 in [8], state-of-the-art deep
networks are often trained to the interpolation regime where estimators perfectly fit the training
data (i.e. they fit perfectly even the noise present in the labels, which is indicative of overfitting),
yet they still generalize well to new examples. Similar behaviour is also observed by interpolating
kernel machines and deep networks even in the presence of significant label noise. Finally, in a
series of insightful papers [6, 9, 10], it was pointed out that the prediction accuracy for interpolating
models empirically often exhibits the so called double descent behaviour. In this framework, when
the model complexity is small, i.e. s < n, we are in the classical U-shape regime. As s approaches
n, the training risk goes to 0 while the true risk grows very large. However, as soon as s passes
the threshold of n, the true risk starts decreasing again. Empirically, it was also observed that the
minimum true risk achieved as s→∞ is lower than the minimum risk achieved in the s < n regime.
This benign overfitting phenomenon for the interpolating estimator has drawn much interest in the
machine learning community over the last two years. In kernel regression, [7] derive the learning
risk of the interpolating estimator and show that with certain properties of the kernel matrix and
training data, there is an implicit regularization coming from the curvature of the kernel function
which guarantees a good prediction accuracy. [9] experimentally demonstrate the double descent
curve in linear and non-linear regression cases, and [10] subsequently provide a finite sample
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analysis of the excess risk for the interpolating estimator in some special settings (where it is
assumed that the responses and features are jointly Gaussian). By appealing to random matrix
theory, [11] obtain the asymptotic behaviour of the prediction accuracy in the linear regression
setting with correlated features, where sample size n and the covariate dimension d both approach
infinity with asymptotic ratio d/n → γ ∈ (0,∞). They also study the asymptotic behaviour of
the variance term in the random non-linear feature regression setting. Recently in [12], by letting
n, d and s all go to infinity such that d/n and n/s remain bounded, the exact derivation of the
double descent curve has been rigorously studied in the random feature regression setting and
the asymptotic behaviour is attained. Concurrently, [13] has further extended the analysis of [12]
by relaxing the Gaussian assumptions on the data distribution while all other settings are held
the same. A similar asymptotic behaviour of the excess learning risk is obtained and a precise
characterization of double descent is demonstrated. Finally, [14] which is most related to our work,
studied the upper and lower bound on the excess risk by assuming that the covariates belong to an
infinite-dimensional Hilbert space and follow a sub-exponential distribution. Through investigating
the finite sample learning risk behaviour, they explicitly give the conditions for the overfitted
linear regression model to have optimal prediction accuracy. Intuitively, the covariance operator
spectrum has to decay but slowly enough so that the sum of the tail of its eigenvalues should be
large compared to n.
While many results have been proposed since the benign overfitting was observed, it seems that
there is no satisfying answer explaining how this phenomenon happens in general. Also, to the best
of our knowledge, current literature seems to overlook an important factor: noise that may exist in
the covariates x or in the features z(x,w). Recall that given training data {(xi, yi)}ni=1, the classical
learning assumes the data to be independently identically distributed (i.i.d) samples from joint
distribution ρ on which the true risk is also evaluated. The prediction function is to be estimated by
applying learning algorithm to the observed x (the covariates) or z(x,w) (the features), where x and
z(x,w) are assumed to have no noise. However, in practice, the covariates or the features will often
be noisy. The noise may already be present in the data (e.g. arising due to imperfect measurement
equipment), or it may be added by the user (as we will elaborate later). In this contribution, we
show that such noise in fact acts as an implicit regularizer and gives rise to the benign overfitting
phenomenon. We study the effect of the covariates noise under the Random Feature model [2]
using features sampled via Gaussian process formalism. The Random Feature model was initially
introduced as an effective way of scaling up kernel methods and its approximation properties have
been extensively studied in the literature (see [15, 16, 17, 18, 19]). Random Feature model can
be regarded as a two-layer neural network with randomly sampled then fixed first layer weights.
As a result, this model has attracted much attention as a first step in understanding deep networks
[20, 21, 22, 23, 24]. In our framework, similar to the classical learning, we first transform the
covariate x to a feature vector z(x,w) through a non-linear random map z (parametrised by w),
followed by applying regression to the feature vector z(x,w). However, a key difference in our
work is that we assume each feature vector z(x,w) to be corroded with some noise ξ. As discussed
before, there are two possible sources of ξ. The first kind is added deliberately by the user, where
a noise term ξ is added to z(x,w). The second could be the noise which already resides in the
covariates x, i.e. xξ0 = x+ ξ0, giving rise to a noisy feature. Hence, to simplify the notation, we
will thereafter write the noisy feature as zξ(x,w) = z(x,w) + ξ, where z(x,w) is the true feature
while ξ represents the noise attached to z(x,w). Regression is then performed on the noisy feature
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zξ(x,w). In this noisy feature setting, we are interested in how the presence of ξ will affect the
generalization performance of the interpolating estimator. Specifically, we make the following
contributions:
• By assuming ξ to have a normal distribution, Theorem 1 establishes a precise relationship
between ξ and the excess learning risk. This characterization explains how ξ can act as an
implicit regularization in both finite sample and asymptotic cases: allowing us to choose
large overparametrized models while preventing the explosion of learning risk;
• In the setting of regression with Gaussian Process Features (see Section 2.2), Proposition 1
provides a nearly matching upper and lower bound for excess learning risk of the interpo-
lating estimator and details the conditions for the interpolating estimator to exhibit benign
overfitting. Proposition 1 serves as the motivation for us to explore the noisy features;
• In Corollary 1, we extend our analysis of the excess learning risk to the case where ξ follows
a subgaussian distribution. Our results demonstrate that as long as ξ decays with s at a
prescribed rate, benign overfitting will occur, whereas the shape of the distribution is not a
key component in driving these phenomena;
• In Corollary 2, we analyze the behaviour of the excess learning risk bound from Corollary 1
and explicitly show that our analysis on the excess learning risk leads to the double descent;
• Our characterization of the relationship between ξ and the excess learning risk reveals that
if ξ is chosen to decay according to a certain rate of s, it is possible for the excess learning
risk to reduce to 0. Hence, by choosing a learning machine with potentially much more
parameters than the number of data points, it is possible to achieve the optimal risk with a
carefully designed decay of ξ;
All of the above results apply to both finite sample case as well as the asymptotic case, the results are
valid for data of arbitrary dimension. In addition, our results only impose very weak conditions
on the kernel structure, i.e. as long as its corresponding covariance operator is of trace class (See
Assumption A.1). This is fundamentally different than the existing analysis for non-linear feature
map [12, 13], which only work for the Gaussian kernel. More importantly, our results have no
specific assumptions on the data generation distribution, which is a significant improvement over
existing work [25, 12], as they often assume the Guassian data generation distribution.
2 Definitions and Notations
2.1 Regularised ERM and Kernel Ridge Regression
Let x and y be random variables with joint probability distribution ρ(x, y) = ρx(x)ρy(y|x). In this
article, we consider the regression problem where response variable y is real-valued and we use the
squared loss l(y, f(x)) = (y − f(x))2.
In the regularised ERM with the squared loss, the optimal estimating regression function is given by
f∗(x) = E(y|x = x).
Let X = [x1, . . . , xn]T and Y = [y1, · · · , yn]T denote the training inputs and outputs. Given the
function fˆ estimated based on (X, Y ), we will consider the notion of excess risk as a measure of its
generalization performance [26]:
RX(fˆ) = ExEY |X [(fˆ(x)− f∗(x))2|X]. (2)
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Note that the excess risk is conditional on the training inputs X as emphasized by our notation RX .
However, when the context is clear, we will drop the subscript X for brevity.
An important class of regularized ERM problems is kernel ridge regression (KRR) which we
describe next.
Definition 1. (Kernel Ridge Regression (KRR)) Given training example {(xi, yi)}ni=1 from ρ, a
kernel K and its corresponding RKHS H, KRR problem is the regularised ERM in Eq.(1) with l
being the squared loss and Ω(·) being the squared RKHS norm:
fˆλ := arg min
f∈H
1
n
n∑
i=1
(yi − f(xi))2 + λ‖f‖2H. (3)
Here, λ is the regularization parameter. Applying the representer theorem [27, Theorem 5.5],
the solution to Eq.(3) can be written as fˆ(x) = K(x,X)(K + nλI)−1Y , where K(x,X) =
[K(x, x1), . . . , K(x, xn)]
T and Ki,j = K(xi, xj) is the Gram matrix.
2.2 Random Feature Approximation
Traditionally, random feature approximation is a simple way to construct a finite-dimensional
approximation of an infinite-dimensional kernel introduced by [2]. However, in this paper, we will
adopt a new perspective on random feature approximation. Specifically, we consider kernel ridge
regression learning with kernel K based on Gaussian process features. By the Karhunen-Loeve
expansion theorem [28, Theorem 4.3], also see [29, Lemma 3.3 and 3.7], under suitable condition
of X and K, a Gaussian process fK ∼ GP(0, K) has the expansion as
fK(x) =
P∑
i=1
λ
1/2
i ei(x)wi,
where wi’s are i.i.d ∼ N (0, 1) and (λi, ei)Pi=1 are the eigensystem corresponding to Mercer’s
decomposition [28, Theorem 4.2] of K:
K(x, y) =
P∑
i=1
λiei(x)ei(y),
with {ei}Pi=1 being an at most countable orthonormal set of L2(dρ) and {λi}Pi=1 a sequence of
non-increasing strictly positive eigenvalues.
In this article, kernel K can be infinite-dimensional, i.e. P =∞. However, in our analysis, we will
also define a low-rank kernel k that approximates K by only using the top p < P eigenvalues and
eigenvectors of Mercer’s decomposition:
k(x, y) =
p∑
i=1
λiei(x)ei(y).
In addition, if we denote V = [e1(·), . . . , ep(·)]T , V (x) = [e1(x), . . . , ep(x)]T and D =
[λ1, . . . , λp], then we can write
k(x, y) = V (x)TDV (y).
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From now on, we will use kernel k and whenever we need to refer to K, we will treat K as the limit
of k when p→ P . For GP f ∼ GP(0, k), we can express it using Karhunen-Loeve expansion
f = V TD1/2w,
where w is a p-dimensional Gaussian random vector with each entry being standard normal random
variable.
Now if we sample w(1), . . . ,w(s) i.i.d ∼ w, and let z(w(i), ·) = V TD1/2w(i), then
z(w(1), ·), . . . , z(w(s), ·) are i.i.d sample paths ∼ GP(0, k), such that Ew(z(w(i), x)) = 0 and
Ew(z(w(i), x)z(w(i), y)) = k(x, y). In addition, we let
zx(W) =
1√
s
WTD1/2Vx;
Z = [zx1(W), . . . , zxn(W)]
T =
1√
s
V (X)D1/2W;
where
W = [w(1), . . . ,w(s)] ∈ Rp×s, V (X) = [V (x1), . . . , V (xn)]T .
It is easy to verify that k(x, y) = Ew [zx(W)Tzy(W)] and K = Ew(ZZT ).
Covariance Operator We define the following various forms of covariance operator:
• Let Σ be the population covariance operator for kernel k with eigenvalue matrix D:
Σ = Ex
{
D1/2V (x)V (x)TD1/2
}
.
• Let Σˆ be the sample estimate of Σ
Σˆ =
1
n
n∑
i=1
D
1
2V (xi)V (xi)
TD
1
2 .
Let Dˆ = diag(λˆ1, . . . , λˆn) be the eigenvalue matrix of Σˆ, then asymptotically
lim
n→∞
Σˆ = Σ, lim
n→∞
Dˆ = D;
• Let Σˆs be the random feature approximation of Σˆ with s features.
Σˆs =
1
n
ZTZ.
The eigenvalue matrix is denoted to be Dˆs = diag(λˆs1, . . . , λˆ
s
N), where N = min{n, s}, and
we have
lim
s→∞
Σˆs = Σˆ, lim
s→∞
Dˆs = Dˆ.
We let ‖A‖ be the L2 norm ifA is a vector and the operator norm ifA is an operator. Since zx(W) is
a valid random feature vector approximating the kernel k, we use these features to perform standard
(linear) ridge regression on these features.
Definition 2. (Random Feature Ridge Regression) Given feature vectors and response variables
{(zxi(W), yi)}ni=1, we define:
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• the random feature regression to be:
βλ := arg min
β∈Rs
1
n
‖Y − Zβ‖2 + λs‖β‖2, (4)
• the minimum norm least square (MNLS) estimator as:
min
β∈Rs
‖β‖2, such that ‖Zβ − Y ‖2 = min
β0
‖Zβ0 − Y ‖2.
We denote the RKHS spanned by Z to be H˜s and we will omit s when the context is clear. By the
projection theorem, it is easy to see that the closed form solution of the MNLS estimator is
β˜ = Z(ZZT )†Y = (ZTZ)†ZTY, (5)
where A† denotes the pseudoinverse for matrix A.
2.3 Bias-Variance Decomposition
The analysis of the excess learning risk often starts with the bias-variance decomposition. Hence,
we present the bias-variance decomposition and introduce some relevant notation here to ease our
following discussion. The following lemma gives the bias-variance decomposition and its proof in
Appendix A is a simple non-linear extension of the one in [11].
Lemma 1. Let β˜ be the MNLS estimator as Eq.(5) associated with feature matrix Z. Let f˜(x) =
zx(W)
T β˜ be the prediction from the MNLS estimator at a test point x. Denote Π = (ZTZ)†ZTZ−I
and recall f∗(x) = E(y|x = x), if we assume that f∗ ∈ H˜ such that f∗(x) = zx(W)Tβ∗ for some
β∗ ∈ Rs, then the following decomposition of the excess risk of β˜ holds:
R(β˜)1 := R(f˜) = BR +VR
BR = Ex
[(
EY |X [f˜(x)]− f∗(x)
)2]
= Ex‖zx(W)TΠβ∗‖2
VR = ExVarY |X(f˜(x))
= Ex
{
EY |X‖zx(W)T (ZTZ)†ZT (Y − f∗(X))‖2
}
.
where f∗(X) = [f∗(x1), · · · , f∗(xn)]T .
Lemma 1 states that in the realizable case (f∗ ∈ H˜), the decomposition splits the excess risk into
bias (BR) and variance (VR). Classical learning theory on bias-variance trade-off [5, Chapter 2.9]
claims that when model is relatively simple, BR is large but VR is small. As the model complexity
increases, BR decreases while VR increases. This forms the familiar U-shape learning curve. This
paradigm has been challenged recently [6, 9, 10], and new analysis indicates that the learning
curve undergoes the so called double-descent phenomenon. In this contribution, we argue that
this phenomenon can be viewed in light of the noisy features, which has been overlooked in the
previous literature.
It should be noted that the above decomposition applies to the realizable case. One might encounter
the unrealizable case where f∗ /∈ H˜. In this case, if we denote the best predictor from H˜ to be fH˜,
then the difference between fH˜ and f∗ also contributes to the excess learning risk. We denote this
additional term in excess risk by MR (which can be thought of as the approximation error). The
excess learning risk in the unrealizable case is hence comprised of MR, BR and VR.
1Note that we have parametrised the prediction function f˜ by β˜, hence we write R(β˜) instead of R(f˜).
7
A PREPRINT - AUGUST 10, 2020
3 Benign Overfitting with Noisy Random Features
In this section, we discuss how the behaviour of the excess learning risk of the MNLS estimator is
affected by the noise in the features and how the new evolution of the excess learning risk leads to
benign overfitting and, in particular, to the double descent phenomenon. In the following discussion,
we let P > p > n, s without loss of generality.
As discussed, we consider the noisy feature setting: zξ(x,w) = z(x,w) + ξ. We denote the s-
dimensional noisy feature as zξx(W) = zx(W) + ξ , where ξ = [ξ1, . . . , ξs]
T with ξ1, . . . , ξs i.i.d ∼
ξ. In addition, recall we define the feature matrix as Z = [zx1(W), . . . , zxn(W)]
T . In the noisy
setting, we write the noisy feature matrix as Zξ = Z + Ξ, where Ξ = [ξij] ∈ Rn×s with each ξij
i.i.d ∼ ξ. We let H˜ξ to be the RKHS spanned by the noisy feature matrix Zξ. Finally, similar to
Eq.(5), we write the MNLS estimator for Zξ as β˜ξ.
We first list our assumptions (which we will use throughout the paper):
A.1 The RKHS Condition: Assume P =∞ and ∫X K(x, x) dρX (x) = C0 (0 < C0 <∞);
A.2 Label Noise Condition: X ⊂ Rd, and y = f∗(x) +  with E() = 0 and Var() = σ2;
A.3 Best Predictor Condition: f∗ ∈ H˜ξ, the best predictor is contained in the hypothesis space
and has the form of f∗(x) = zξx(W)
Tβξ∗;
A.4 Feature Noise Condition: ξ ∼ N (0, σ20) and 1n‖ZTZ‖  1n‖ZTΞ‖  1n‖ΞTΞ‖ for all s.
This assumption will be made more specific in Section 4.2.2.
Assumption A.1 is a weak condition to ensure K is trace class, i.e., Tr(ΣK) < ∞, and admits
Mercer’s decomposition. This further implies the Mercer’s decomposition for the low rank kernel
k. A.2 is a standard regression assumption. A.3 assumes we are in the realizable case which is a
relatively strong assumption when number of features s is small. We will discuss the unrealizable
case in Section 3.2. A.4 describes the shape and size of the feature noise ξ, and guarantees that
1
n
‖ZTξ Zξ‖ is dominated by 1n‖ZTZ‖. Note that we need σ20 to decay with the number of features s
with rate at least O(s−1). This is to ensure that the variance of the feature vector does not explode
as Var(zξx(W)) ≥ Var(ξ) = sσ20 .
In the noisy setting, the excess learning risk R(β˜ξ) admits the bias-variance decomposition similar
to Lemma 1. We will denote the bias and variance term as Bξ and Vξ respectively. We are now
ready to present our analysis of the excess learning risk in the noisy feature regime.
Theorem 1. Under Assumptions A1-A4, denote N = min{n, s}, Πξ = (ZTξ Zξ)†ZTξ Zξ − I . Recall
W is a p× s matrix with Wij i.i.d ∼ N (0, 1), let λW = ‖WTW‖. Let b, c > 1 be two universal
constants, for any δ1, δ2 ∈ (0, 1) and log( 1δ1 ) < s/c, log( 1δ2 ) < s/b, with probability at least
1− δ1 − δ2, we have
Bξ ≤ c
{
λW
s
‖Σ‖
√
log
(
14r(Σ)
δ1
)
/n+ log
(
1
δ1
)(
σ0
√
s+ σ20s
)}
· ‖Πξ‖2‖βξ∗‖2, (6)
Vξ ≤ b log
(
1
δ2
){
Tr(Σ)
σ0n
+
√
s
n
+
sσ0
n
}
σ2. (7)
Theorem 1 explains precisely how ξ affects the excess learning risk. In fact, the upper bound on
the bias and variance term serve as the certificate that asymptotically the MNLS estimator β˜ξ will
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obtain optimal prediction accuracy, assuming σ20 decays with the number of features s.
We now let σ20 = ω0s
−(1+β), for some universal constants ω0, β > 0. By Lemma 6, ‖Πξ‖ ≤ 1. Since
λW is of order O(p), if limp,s→∞ p/s = c0 ∈ (0,∞) and lims→∞ σ0
√
s = 0, then Bξ converges to
0. This implies that we need β > 0. For Vξ, we can see that it is dominated by the first term in the
bracket, which is of order O(s
1+β
2 /n). As a result, if we let s = o(n
2
1+β ), then Vξ decays to 0.
Overall, Theorem 1 states that the following conditions are required to observe the benign overfitting:
• limp,s→∞ p/s = c0 ∈ (0,∞);
• σ20 = ω0s−(1+β), ω0, β > 0;
• s = o(n 21+β ).
Denote α = 2
1+β
, we can see that if we choose β ∈ (0, 1), then benign overfitting can be observed
as long as s = o(nα), in the sense that limn→∞ s/nα = 0. However, in this case α = 21+β > 1, we
have lims,n→∞ s/n→∞. In other words, if β ∈ (0, 1), then overfitted model with s n can still
generalize well.
In addition, the listed conditions also indicate that in case we have β > 1, we can still observe that
the excess learning risk converges, but we need α < 1 which is a underfitting case since s < n in
the sense that lims,n→∞ s/n = 0.
Motivation Before providing a sketch proof of Theorem 1, we first state our motivation for
considering noisy feature zξ(x,w). The motivation arises from analyzing the excess risk of the
MNLS estimator in the noiseless version, i.e., β˜ in Eq.(5). Proposition 1 establishes nearly matching
upper and lower bounds for the excess risk of β˜. The proof is in Section 4.1.
Proposition 1. Consider the regression problem Eq.(4) with feature matrix Z. Let c, c, > 1 be some
universal constants and define
k∗ = min{0 ≤ j ≤ n,
∑N
i>j λˆi
λˆj+1
≥ cN}.
Let δ ∈ (0, 1) and log(1
δ
) ≤ N/c, then with probability greater than 1− δ, we have
R(β˜) = BR +VR ≤ cλW
s
‖Π‖2‖β∗‖2‖Σ‖
√
log
(
14r(Σ)
δ
)
/n
+c log
(
1
δ
)
σ2
s
n
Tr(Σ)∑n
i>k∗ λˆi
, (8)
where r(Σ) = Tr(Σ)/‖Σ‖. We can also lower bound the risk as:
R(β˜) ≥ c′ log
(
1
δ
)
σ2
s
n
Tr(Σ)∑n
i>k∗ λˆi
. (9)
Inspecting Eq.(8), we can see that as long as limp,s→∞ p/s = c0, the bias term BR decays (since
λW = O(p)). Therefore, if the variance term decays, then R(β˜) decreases to 0. As a result,
Proposition 1 states that we need the following conditions for β˜ to have optimal prediction accuracy:
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1. The covariance operator is of trace-class;
2. The sum of the tail eigenvalues of Σˆ is on the order of N , i.e., there exists a k∗ such that∑n
i>k∗ λˆi = Θ(N) .
3. lims,n→∞ sn
1∑n
i>k∗ λˆi
= 0.
The first conditions is a standard requirement for a typical learning problem, where the last
condition states that we need s to be of order o(n2) since N = n in the overfitting case. While
these two conditions seems reasonable, the second condition seems at odds with the first condition.
Namely, according to the classical concentration inequality, ‖Σ − Σˆ‖ → 0 as n → ∞, we
hence have
∑N
i>k λˆi ≤ Tr(Σˆ) which is finite and does not grow with N . However, traditional
concentration theory requires that the observed samples {xi}ni=1 are i.i.d from the marginal
distribution ρx(x). Hence, Σˆ = 1n
∑n
i=1D
1/2VxiV
T
xi
D1/2 is simply an empirical estimate of
Σ =
∫
D1/2VxV
T
x D
1/2dρ(x). However, if the feature z(x,w) is corroded with noise ξ, then this
will distort the behaviour of Σˆ. We qualitatively discuss the effect of ξ below, in order to provide an
intuition on how benign overfitting arises.
Recall the definitions of Σ, Σˆ and Σˆs in Section 2.2, in the noiseless setting, Σˆs = 1
n
ZTZ ∈ Rs×s.
As s → ∞, Σˆs → Σˆ, implying Dˆs → Dˆ. In the noisy setting, suppose the feature matrix is
corroded with some i.i.d noise: Zξ = Z+ Ξ, the covariance matrix now is
Σˆsξ =
1
n
ZTξ Zξ =
1
n
(ZTZ+ ΞTZ+ ZTΞ + ΞTΞ).
Denote Dˆsξ to be the eigenvalues of Σˆ
s
ξ. As s → ∞, we approximately have Dˆsξ ≈ diag(λˆs1 +
σ20, . . . , λˆ
s
n + σ
2
0). Since λˆ
s
i decays, there will be a k
∗ < n, s such that λˆsi > σ
2
0,∀i < k∗. However,
λˆsi is on the same scale of σ
2
0 for all i > k
∗, in the sense that
λˆsi + σ
2
0
λˆsj + σ
2
0
≈ Θ(1), for all i, j > k∗.
Since Σˆsξ has at most N eigenvalues, summing up the tails gives∑N
i>k∗(λˆ
s
i + σ
2
0)
λˆsk∗+1 + σ
2
0
≈ Θ(N).
This indicates that the sum of the tail eigenvalues of the covariance matrix Σˆsξ is of the order of N ,
leading to the decay of R(β˜). This further motivates us to quantify how exactly the noise ξ affect
the behaviour of the excess learning risk in Theorem 1. Below we provide a sketch of the proof for
Theorem 1.
Proof. (Sketch of Proof for Theorem 1) The proof starts with the Bias-Variance decomposition. We
employ the noisy feature version of Lemma 1, where the excess learning risk is decomposed to
the bias term Bξ and the variance term Vξ. While the treatment to Bξ is relatively standard, the
heavy part is on how to analyze Vξ. The key is to express the Vξ to be a sum of the outer product of
random vectors with each entry being i.i.d standard Gaussian random variables. After that, we apply
concentration inequalities to the outer products which gives us the desired results. For detailed
derivation, please refer to Section 4.2.
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3.1 Benign Overfitting with Subgaussian Noisy Features
Theorem 1 demonstrates that if ξ is Gaussian with decaying variance, then benign overfitting can
be observed. However, Gaussian noise is sometimes a strong assumption. A close investigation of
Theorem 1 indicates that the key driving force of benign overfitting is that σ20 decays with s, not the
shape of ξ. Hence, we conjecture that benign overfitting will occur even if we have non-Gaussian
distributions. It turns out that a simple extension of Theorem 1 would allow us to generalize our
results to subgaussian noise. Hence, we modify Assumption A.4 to
A.4′ Feature Noise Condition: ξ is a subgaussian in the sense that ξ = σ20u, where u is mean 0,
variance 1 and σ2u-subgaussian, i.e.,
E(exp(tu)) ≤ exp
(
σ2u
2
t2
)
.
Our results below confirm that benign overfitting can indeed also be observed in the subgaussian
noise setting.
Corollary 1. Under A.1-4’, for some universal constant b, c > 1 and δ1, δ2 ∈ (0, 1) where log( 1δ1 ) <
s/c and log( 1
δ2
) < s/b, with probability at least 1− δ1 − δ2, we have
Bξ ≤ cσ2u
λWs ‖Σ‖
√
log(
14r(Σ)
δ1
)/n+ log(
1
δ1
)(σ0
√
s+ σ20s)

· ‖Πξ‖2‖βξ∗‖2, (10)
Vξ ≤ bσ2u log(
1
δ2
)
{
Tr(Σ)
σ0n
+
√
s
n
+
sσ0
n
}
σ2. (11)
The behaviour of the excess learning risk in the subgaussian case is almost identical to the Gaussian
case up to some constant. As discussed in the Gaussian case, this leads to the decaying of the
learning risk asymptotically. The results verify our conjecture that as long as the noise ξ decays with
s, we will observe benign overfitting. Corollary 1 further confirms that the noise ξ in the covariate
or feature vector can serve as an implicit regularizer to prevent overfitting.
3.2 The Double Descent Phenomenon
The classical U-shape learning curve [5, Figure 2.11] has been largely challenged recently [6, 9, 10],
as empirically it is often observed that the relationship between the prediction accuracy and the
complexity of the learning machine exhibits the so called the double descent phenomenon. Looking
at the solid line in Figure 1 [9], the double descent curve states that when we first increase the
capacity of the hypothesis spaceH, the excess learning risk decreases but starts to increase as we
keep increasing the model complexity. The excess learning risk increases to the maximum (or
potentially diverges to infinity) at some interpolation threshold. After that, as we keep increasing
the complexity ofH, the excess learning risk decreases either to a global minimum or vanishes to
zero. Overall, it forms a double descent curve.
The double descent phenomenon has attracted much research interest recently while a concluding
answer has not been discovered in general. In this section, we try to provide an answer to how
double descent occurs as a result of noisy features through analyzing the behaviour of the excess
11
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Figure 1: The double descent curve: picture from [9]
.
learning risk in Corollary 1.
Before delivering our results, we first state our notations and assumptions to ease discussion. Recall
in Lemma 1, we have decomposed the excess learning risk into the misspecification error MR (or
Mξ in the noisy feature setting), the bias BR (or Bξ) and the variance VR (or Vξ). Connection
between Corollary 1 and the double descent is through analyzing these errors in the noisy feature
setting: Mξ, Bξ and Vξ. We next list our assumptions in connecting our results with the double
descent.
A.5 Feature Noise: Assume that σ20 = ωs
−(1+β), for some universal constant ω and α, where
β ≥ 0;
We now demonstrate the behaviour of the excess learning risk from Corollary 1 in two scenarios:
the finite sample scenario and the asymptotic scenario.
Corollary 2. Under Assumptions A.1− 6, the behaviour of the excess learning risk R(β˜ξ) can be
described as the following:
1. Finite sample case (n fixed and n, s p < P ):
a. s < n:
Bξ = 0; Vξ = n
−1O(s
1+β
2 );
b. s = n:
Bξ = O(
p
n3/2
) +O(n−β),
Vξ = O(n
β−1
2 + n−
1
2 + n−
1+β
2 );
2. Asymptotic case (limp,s→∞ p/s = c0):
Bξ = O(s
− 1
2 + s−β),
Vξ = O(s
1+β
2 n−1);
Proof. Proof of Corollary 2 is simply applying σ20 = O(s
α) into Eq.(10) and Eq.(11). In addition,
in the asymptotic case, we have express both p and n as a quantity of s.
12
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We first look at the asymptotic case. Corollary 2 explicitly shows that as long as β > 0, and
s = o(n
1+β
2 ), then both Bξ and Vξ converges to zero, indicating benign overfitting occurs in this
setting.
Now for the finite sample case where s < n, Corollary 2 states that the bias is zero while the
variance Vξ increases with s. Hence the excess learning risk increase with s. However, Corollary 1
assume we are in the realizable case (f∗ ∈ H˜). When s is small, this is unlikely to happen. As a
result, on top of Bξ and Vξ, we have the misspecification error Mξ. In another words, in the finite
sample case where s < n, the excess learning risk is now R(β˜ξ) = Mξ +Vξ.
Intuitively we can see that Mξ decreases as we increase s, and typically, when s is small, Mξ
dominates the excess learning risk. As we increase s, Mξ decreases and Vξ increases up to some
point, where Vξ start to dominate the excess learning risk. As a result, we will observe that the
excess learning risk decreases with s initially and after some point, it starts to increase with s, which
forms the classical U-shape curve.
As we keep increasing s to the interpolation threshold where s = n, Corollary 2 shows that the
bias term Bξ starts to kick in and dominates the excess learning risk by the term O
(
p
n3/2
)
, because
n, s p at this point. In particular, if we use kernel K where P =∞, then the bias BR diverges to
infinity.
Furthermore, if we keep increasing s so that we pass the interpolation threshold, the excess learning
risk is now dominated by Bξ and Vξ. As discussed earlier, if β > 0, and s = o(n
2
1+β ), then both
terms vanish to zero asymptotically, driving the excess learning risk to converge to the global
minimum. In particular, if β ∈ (0, 1), then the overfitted model with s n can still have excess
learning risk to converge to its global minimum. Overall, Corollary 2 gives us the precise description
of the double descent curve. In Figure 2, we give an sample path of how our upper bound evolves
with the number of features s. We can see that it closely resembles the double descent curve in
Figure 1 from [9]. Note that while ploting Figure 2, we have assumed that Mξ decays with s at
order O(s−1) for simplicity. If we vary the decay rate, the shape of the curve is similar.
Figure 2: The evolution of the upper bound from Corollary 2
.
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4 Proofs
In the proof, we use b1, b2, · · · > 1 and c1, c2, · · · > 1 to denote universal constants.
4.1 Proof of Proposition 1
The proof of Proposition 1 starts with the analysis of each term in the bias-variance decomposition.
We first deal with the bias term BR.
Upper Bound of BR: The following lemma gives the upper bound on the bias term.
Lemma 2. The bias can be upper bounded as:
∫
X
‖zx(W)TΠβ∗‖2dρ(x) ≤ λW
s
‖Π‖‖Σ− Σˆ‖‖β∗‖2
Proof. Using the property of pseudoinverse, we have
ZTZΠ = ZTZ(I − (ZTZ)†ZTZ) = 0.
Combining the two, we have
BR = Ex
{
β∗Πzx(W)zx(W)TΠβ∗
}
= β∗Π
(
1
s
WTΣW
)
Πβ∗
= β∗Π
(
1
s
WTΣW − 1
n
ZTZ
)
Πβ∗
= β∗Π
(
1
s
WTΣW − 1
s
WT ΣˆW
)
Πβ∗
=
1
s
β∗Π
(
WT (Σ− Σˆ)W
)
Πβ∗
≤ 1
s
‖β∗‖2‖Π‖2‖Σ− Σˆ‖‖WTW‖ = λW
s
‖Π‖2‖Σ− Σˆ‖‖β∗‖2
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Upper Bound of VR: The upper bound of the variance term is a bit involving, we split it into
several steps. We first note that some simple algebra yield a basic upper bound:
VR =
∫
X
E
{
zx(W)
T (ZTZ)†ZTTZ(ZTZ)†zx(W)
}
≤ σ2
∫
X
zx(W)
T (ZTZ)†ZTZ(ZTZ)†zx(W)
= σ2Ex(zx(W)T (ZTZ)†zx(W))
= σ2ExTr(zx(W)zx(W)T (ZTZ)†)
= σ2
1
s
Tr(WTEx(D1/2VxV Tx D1/2)W(ZTZ)†)
= σ2
1
s
Tr(WTΣW(ZTZ)†)
= σ2
1
s
Tr(WTΣW(WT
1
s
D1/2V (X)V (X)D1/2W)†)
=
σ2
n
Tr(WTΣW(WT
1
n
D1/2V (X)V (X)D1/2W)†)
=
σ2
n
Tr(WTΣW(WT ΣˆW)†)), (12)
As point out before, Σ and Σˆ are both positive semidefinite, so they admit eigendecompostion,
denoted as Σ = V DV T and Σˆ = Vˆ DˆVˆ T . We now denote wi ∈ Rs to be the i-th column of WT .
Since standard normal vector is invariant under orthonormal transformation,
Eq.(12) =
σ2
n
Tr(WTV DV TW(WT Vˆ DˆVˆ TW)†))
=
σ2
n
Tr(WTDW(WT DˆW)†))
=
σ2
n
p∑
i=1
λiw
T
i (W
T DˆW)†wi
=
σ2
n
p∑
i=1
λiw
T
i (
N∑
i=1
λˆiwiw
T
i )
†wi, (13)
note last equality is because Σˆ has at mostN non-zero eigenvalues, where we recallN = min{n, s}.
To control the variance term, we need to study Eq.(13). To this end, we define the following terms:
Aˆ =
N∑
i=1
λˆiwiw
T
i , Aˆk =
N∑
i>k
λˆiwiw
T
i
Aˆ is a sum of N rank one operator, so it has at most N non-negative eigenvalues. We let µ1(Aˆ) ≥
· · · ≥ µN(Aˆ) to be its eigenvalues. We now study the properties of these eigenvalues (the proof
follows closely from [25, Lemma 4]).
Lemma 3. With probability at least 1− δ, we have
N∑
i=1
λˆi − Λ ≤ µN(Aˆ) ≤ µ1(Aˆ) ≤
N∑
i=1
λˆi + Λ (14)
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where
Λ =
32
9
λˆ1(log 1
δ
+N log 9) +
√√√√(log 1
δ
+N log 9)
N∑
i=1
λˆ2i

Hence, there is a universal constant c such that if δ ∈ (e−N/c, 1), then with probability at least 1− δ
1
c
N∑
i=1
λˆi − cλˆ1N ≤ µN(Aˆ) ≤ µ1(Aˆ) ≤ c
N∑
i=1
λˆi + cλˆ1N (15)
In addition, with the same probability bound, we have
1
c
N∑
i>k
λˆi − cλˆk+1N ≤ µN(Aˆk) ≤ µ1(Aˆk) ≤ c
N∑
i>k
λˆi + cλˆk+1N. (16)
Proof. There are two scenarios here, i.e. s > n or s < n. We start with s > n, i.e. N = n. For
any unit vector v ∈ Rs, we have vTwi ∼ N (0, 1), this implies that vTuiwTi v = (vTwi)2 ∼ χ21.
Applying Lemma 9, we have for any unit vector v, with probability at least 1− δ,
|vT Aˆv −
n∑
i=1
λˆi| ≤ 2λˆ1 log 1
δ
+ 2
√√√√log 1
δ
n∑
i=1
λˆ2i .
Now since Aˆ has at most n non-negative eigenvalues, we let the n dimensional subspace spanned by
Aˆ as An, let Nω to be the ω-net of Sn−1 with respect to the Euclidean distance, where Sn−1 is the
unit sphere in An. We let ω = 1
4
, implying that |Nω| ≤ 9n. Apply union bound, for every v ∈ N,
we have with probability at least 1− δ
|vT Aˆv −
n∑
i=1
λˆi| ≤ 2λˆ1(log 1
δ
+ n log 9) + 2
√√√√(log 1
δ
+ n log 9)
n∑
i=1
λˆ2i .
By Lemma 10, since ω = 1
4
, for any v ∈ Sn−1, we have
|vT Aˆv −
n∑
i=1
λˆi| ≤ 32
9
λˆ1(log 1
δ
+ n log 9) +
√√√√(log 1
δ
+ n log 9)
n∑
i=1
λˆ2i
 := Λ.
Thus, with probability 1− δ, we have
‖Aˆ−
n∑
i=1
λˆiIn‖ ≤ Λ.
We further simplify Λ now. Notice that when δ ≥ exp(−n/c1), (log 1δ + n log 9) ≤ c2n. Hence,
Λ ≤ c2λˆ1n+
√√√√c2nλˆ1 n∑
i=1
λˆi
≤ c2λˆ1n+ 1
2
c2c3λˆ1n+
1
2c3
n∑
i=1
λˆi (we use
√
xy ≤ x+ y
2
)
Combining this with Eq.(14) yields Eq.(15). Using the same proof with Aˆk replacing Aˆ, we obtain
Eq.(16). The case for s < n follows the same procedure, hence we omit its proof here.
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Lemma 4. For universal constants c, recall the definition of k∗ as
k∗ = min{0 ≤ j ≤ n,
∑N
i>j λˆi
λˆj+1
≥ cN},
we then have for δ ∈ (exp(−N/c), 1) such that with probability greater than 1− 2δ,
VR ≤ cσ2 s
n
Tr(Σ)∑N
i>k∗ λˆi
.
Proof. Since Aˆ − Aˆk =
∑k
i=1 λˆiwiw
T
i is positive semidefinite, we have that µN(Aˆ) ≥ µN(Aˆk).
By Lemma 3, with probability greater than 1− e−N/c1 , we can lower bound the smallest non-zero
eigenvalue of Aˆ as
µN(Aˆ) ≥ µN(Aˆk) ≥ 1
c1
N∑
i>k
λˆi − c1λˆk+1N.
Assuming there is 0 ≤ j ≤ n such that∑Ni>j λˆi ≥ cλˆj+1N and c > c21, we have
µN(Aˆ) ≥ 1
c1
N∑
i>j
λˆi − c1
c
N∑
i>j
λˆi =
1
c1c2
N∑
i>j
λˆi.
Thus,
VR ≤ Eq.(13) ≤ σ
2
n
p∑
i=1
µN(Aˆ)
−1λiwTi wi
≤ σ
2
n
(
1
c1c2
N∑
i>j
λˆi)
−1
p∑
i=1
λiw
T
i wi
using Lemma 8, we have for some universal constants c3, c4, with probability greater than 1−e−s/c3 ,
wTi wi ≤ c4s. Hence, if we choose c > c21 such that 1− e−N/c ≤ 1− e−s/c3 , then with probability
greater than 1− 2e−N/c, we have for k∗,
VR ≤ cσ2 s
n
Tr(Σ)∑N
i>k∗ λˆi
.
Lemma 5. There exists a universal constant c and δ ∈ (exp(−N/c), 1) such that with probability
greater than 1− 2δ, we have
VR ≥ cσ2 s
n
Tr(Σ)∑N
i>k∗ λˆi
.
Proof. The proof is similar to the upper bound, where the difference is that we use the upper bound
of µ1(Aˆ) to obtain the lower bound of VR.
Now equipped with the above tools, we are ready to prove Proposition 1.
Proof. We start with the case s > n implying N = n. For the upper bound, combining Lemma 1, 2
and 4 yields the result. For the lower bound, we simply notice that R(β˜) ≥ VR and apply Lemma 5
to achieve the result.
In case s ≤ n, we use the same results except that now BR = 0.
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4.2 Proof of Theorem 1
We deal with the bias first in the next section.
4.2.1 Upper Bound on Bias
We first notice that
Bξ =
∫
X
‖zξx(W)TΠξβξ∗‖2dρ(x)
= Ex
{
βξT∗ Πξz
ξ
x(W)z
ξ
x(W)
TΠξβ
ξ
∗
}
= βξT∗ Πξ
{
Ex(zξx(W)zξx(W)T )−
1
n
ZTξ Zξ
}
Πξβ
ξ
∗
By definition, we know
1
n
ZTξ Zξ =
1
n
(Z+ Ξ)T (Z+ Ξ)
=
1
n
(ZTZ+ ZTΞ + ΞTZ+ ΞTΞ)
Thus,
Ex(zξx(W)zξx(W)T )−
1
n
ZTξ Zξ = Ex(zξx(W)zξx(W)T )−
1
n
ZTZ (17)
− 1
n
ZTΞ (18)
− 1
n
ΞTZ (19)
− 1
n
ΞTΞ (20)
Upper Bound Eq.(17) By definition, we have
zξx(W)z
ξ
x(W)
T = (zx(W) + ξ)(zx(W) + ξ)
T
= zx(W)zx(W)
T + zx(W)ξ
T + ξTzx(W) + ξξ
T
As a result,
Eq.(17) = Ex
{
zx(W)zx(W)
T − 1
n
ZTZ
}
(21)
+Ex(zx(W)ξT ) (22)
+Ex(ξzx(W)T ) (23)
+ξξT (24)
Eq.(21) = 1
s
(WTΣW−WT ΣˆW), its operator norm can be trivially upper bounded by λW
s
‖Σ−Σˆ‖,
where we recall λW = ‖WTW‖. We now denote ξ = σ0u, where u ∈ Rs with each entry being
i.i.d standard normal by definition of ξ . Recall that zx(W) = 1√sW
TD
1
2Vx, we have
zx(W)ξ
T =
σ0√
s
WTD
1
2Vxu
T .
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Let w(i) ∈ Rp denote the i-th column of W, we have
w(i)TD
1
2Vx =
p∑
j
√
λjej(x)w
(i)
j ∈ R
is a normal random variable. Immediately, we can see that it has mean 0 and variance
Var(w(i)TD
1
2Vx) =
∑p
j λjej(x)ej(x) = k(x, x). we hence can write W
TD
1
2Vx =
√
k(x, x)w,
where w ∈ Rs is a vector with each entry being i.i.d ∼ N (0, 1). As a result,
zx(W)ξ
T =
σ0√
s
WTD
1
2Vxu
T
=
σ0√
s
√
k(x, x)wuT ,
Hence, by Lemma 8, for some universal constant c1, c2, c3 with probability greater than 1− 2e−s/c2 ,
we can now upper bound Ex(zx(W)ξT ) that as:
‖Ex(zx(W)ξT )‖ = ‖Ex( σ0√
s
√
k(x, x)wuT )‖
≤ σ0√
s
‖
√
Ex(k(x, x))‖‖w‖‖uT‖
≤ σ0√
s
√
C0
√
c1s
√
c1s By Lemma 8
≤ c3σ0
√
s. (25)
Thus, Eq.(22) ≤ c3σ0
√
sI . Eq.(23) has the same upper bound as Eq.(22) since they have exactly the
same eigenvalues.
For Eq.(24), we notice that ‖ξξT‖ = ξTξ = σ20‖u‖2 ≤ σ20c1swith probability greater than 1−e−s/c2 .
Combining this all together, we have with probability greater than 1− 3e−s/c2 ,
‖Eq.(17)‖ ≤ ‖Eq.(21)‖+ ‖Eq.(23)‖+ ‖Eq.(22)‖+ ‖Eq.(24)‖
≤ λW
s
‖Σ− Σˆ‖+ 2c3σ0
√
s+ c1σ
2
0s (26)
Upper Bound Eq.(18) & Eq.(19) Recall that Z = 1√
s
V (X)D
1
2W, and Σˆ =
1
n
D
1
2V (X)TV (X)D
1
2 has eigenvalues λˆ1, · · · , λˆn. Hence, 1√nD
1
2V (X)T has singular values as
{
√
λˆi}ni=1. And for some orthonormal basis UˆX ∈ Rp×p and VˆX ∈ Rn×n, 1√nD
1
2V (X)T must admit
singular value decomposition as
1√
n
D
1
2V (X)T = UˆXDˆX VˆX ,
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where DˆX ∈ Rp×n is the matrix with diagonal elements being the singular values and 0 otherwise.
We therefore have:
1
n
ZTΞ =
1
n
√
s
WTD
1
2V (X)TΞ
=
1√
ns
WT UˆXDˆX VˆXΞ
=
1√
ns
WT DˆXUσ0,
=
σ0√
ns
N∑
i
√
λiwiu
T
i
where U = [u1, . . . ,un]T ∈ Rn×s with each entry being i.i.d ∼ N (0, 1). We now apply Lemma 12
to the above equation. Notice that
∑
i λˆi is finite by our assumption and recall N = min{n, s} ≤
n, s, we conclude with probability greater than 1− e−n/c4 ,
‖ 1
n
ΞTZ‖ = ‖ 1
n
ZTΞ‖ ≤ σ0√
ns
c5N
√∑
i
λˆi = c6σ0
N√
ns
≤ c6σ0 < c6σ0
√
s. (27)
Upper Bound Eq.(20) For this, we simply notice that
1
n
ΞTΞ =
σ20
n
UTU
=
σ20
n
n∑
i
uiu
T
i .
Therefore by Lemma 3, Eq.(15), with probability greater than 1− e−N/c7
‖ 1
n
ΞTΞ‖ = ‖σ
2
0
n
n∑
i
uiu
T
i ‖
≤ σ
2
0
n
‖
n∑
i
uiu
T
i ‖
≤ σ
2
0
n
1
c7
+ c7N by Eq.(15)
= c8
σ20N
n
≤ c8σ20 < c8σ20s, (28)
note that in step 3, the appearance of N is because U ∈ Rn×s, as a result, UTU has at most N
non-zero eigenvalues. Last inequality is a result of a simple fact that N ≤ n. Now combine Eq.(26),
(27) and (28) and Lemma 7, taking the universal constants c = max{c1, . . . , c8}, with probability
greater than 1− e−N/c
Bξ ≤ c
(
λW
s
‖Σ‖
√
log(
14r(Σ)
δ
)/n+ σ0
√
s+ σ20s
)
‖Πξ‖2‖βξ∗‖2, (29)
where we recall r(Σ) = Tr(Σ)‖Σ‖ .
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4.2.2 Upper Bound on Variance
For the variance, we have
Vξ =
∫
X
E‖zξx(W)T (ZTξ Zξ)†ZTξ ‖2dρ(x)
=
∫
X
E
{
zξx(W)
T (ZTξ Zξ)
†ZTξ 
TZξ(Z
T
ξ Zξ)
†zξx(W)
}
dρ(x)
≤ σ2
∫
X
zξx(W)
T (ZTξ Zξ)
†ZTξ Zξ(Z
T
ξ Zξ)
†zξx(W)dρ(x)
= σ2Ex
{
zξx(W)
T (ZTξ Zξ)
†zξx(W)
}
= σ2Ex
{
Tr[zξx(W)z
ξ
x(W)
T (ZTξ Zξ)
†]
}
=
σ2
n
Tr
{
Ex[zξx(W)zξx(W)T ](
1
n
ZTξ Zξ)
†
}
=
σ2
n
Tr
{
Ex[zx(W)zx(W)T ](
1
n
ZTξ Zξ)
†
}
(30)
+
σ2
n
Tr
{
Ex[zx(W)ξT ](
1
n
ZTξ Zξ)
†
}
(31)
+
σ2
n
Tr
{
Ex[ξzx(W)T ](
1
n
ZTξ Zξ)
†
}
(32)
+
σ2
n
Tr
{
ξξT (
1
n
ZTξ Zξ)
†
}
(33)
Notice
1
n
ZTξ Zξ =
1
n
ZTZ+
1
n
ZTΞ +
1
n
ΞTZ+
1
n
ΞTΞ.
For 1
n
ΞTΞ, we have by Eq.(28), with probability greater than 1− e−s/b2 ,
‖ 1
n
ΞTΞ‖ ≤ b1σ20.
On the other hand, according to Eq.(27), we have with probability 1− e−s/b4
‖ 1
n
ΞTZ‖ = ‖ 1
n
ZTΞ‖ ≤ b3σ0.
Combine together, we have
‖ 1
n
ZTξ Zξ‖ = ‖
1
n
ZTZ+
1
n
ZTΞ +
1
n
ΞTZ+
1
n
ΞTΞ‖
≥
∣∣∣∣‖ 1nZTZ‖ − ‖ 1nΞTΞ‖ − ‖ 1nZTΞ‖ − ‖ 1nΞTZ‖
∣∣∣∣
≥ ‖ 1
n
ZTZ‖ − ‖ 1
n
ΞTΞ‖ − ‖ 1
n
ZTΞ‖ − ‖ 1
n
ΞTZ‖ (Under A.5)
≥ ‖ 1
n
ZTZ‖ − 2b3σ0 − b1σ20. (34)
Under A.4, we have assumed that ‖ 1
n
ZTZ‖≫ ‖ 1
n
ZTΞ‖≫ ‖ 1
n
ΞTΞ‖. Here we specifically assume
that:
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A.4 ‖ 1
n
ZTZ‖ ≥ 3b3σ0 + b1σ20 .
Notice that A.4 is a relatively weak assumption. We let σ20 = ω0s
−α where ω0 is some universal
constant and α is the decay rate. Then it is easy to see that we can always adjust ω0 such that A4
holds.
Equipped with A.4, we can now further lower bound Eq.(34) to be b3σ0. Thus, with probability
greater than 1− e−s/b5 ,
Eq.(30) =
σ2
n
Tr
{
Ex[zx(W)zx(W)T ](
1
n
ZTξ Zξ)
†
}
=
σ2
ns
Tr
{
WTΣW(
1
n
ZTξ Zξ)
†
}
=
σ2
ns
Tr
{
UTDU(
1
n
ZTξ Zξ)
†
}
=
σ2
ns
p∑
i
λiu
T
i (
1
n
ZTξ Zξ)
†ui
≤ σ
2
ns
Tr(Σ)b4s {b3σ0}−1
= b6σ
2 Tr(Σ)
n
σ−10 .
= b6σ
2 Tr(Σ)
σ0n
Also, with probability greater than 1− e−s/b7
Eq.(31) =
σ2
n
Tr
{
Ex[zx(W)ξT ](
1
n
ZTξ Zξ)
†
}
=
σ2
n
Ex
{
ξT (
1
n
ZTξ Zξ)
†zx(W)
}
≤ σ
2
n
‖Ex
{
ξT (
1
n
ZTξ Zξ)
†zx(W)
}
‖
≤ σ
2
n
µN(
1
n
ZTξ Zξ)
−1‖Ex(ξTzx(W))‖
≤ σ
2
n
{b3σ0}−1 b8σ0
√
s (by Eq.(25))
= b9σ
2
√
s
n
.
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Finally, with probability greater than 1− e−s/b10
Eq.(33) =
σ2
n
Tr
{
ξξT (
1
n
ZTξ Zξ)
†
}
=
σ2
n
{
ξT (
1
n
ZTξ Zξ)
†ξ
}
≤ σ
2
n
ξTξ {b3σ0}−1
≤ σ
2
n
c1σ
2
0s {b3σ0}−1 by Lemma 8
= b11σ
2 sσ0
n
.
Combining above all together, we have with probability greater than 1− e−s/b
Vξ ≤ b
{
Tr(Σ)
σ0n
+
√
s
n
+
sσ0
n
}
σ2.
4.3 Proof of Corollary 1
The proof is similar to the proof of Theorem 1 except we will use a different concentration inequality.
As usual, we start with bias-variance decomposition. In the subgaussian scenario, the bias-viarance
decomposition is exactly the same as that in the Gaussian case, with the only difference being the
shape of the noise. As a result, we will adopt the same notation as in Section 4.2 except that the
noise is now σ20σ
2
u-subgaussian. Furthermore we use a1, a2 . . . to denote constants that only depend
on σu.
4.3.1 Upper Bound on Bias
Bξ = β
ξT
∗ Πξ
{
Ex(zξx(W)zξx(W)T )−
1
n
ZTξ Zξ
}
Πξβ
ξ
∗,
where
Ex(zξx(W)zξx(W)T )−
1
n
ZTξ Zξ = Ex
{
zx(W)zx(W)
T − 1
n
ZTZ
}
+Ex(zx(W)ξT ) + Ex(ξzx(W)T ) + ξξT
− 1
n
ZTΞ− 1
n
ΞTZ− 1
n
ΞTΞ.
We need to upper bound Ex(zx(W)ξT ), ξξT , 1nZ
TΞ and 1
n
ΞTΞ.
Firstly, for Ex(zx(W)ξT ), we have
zx(W)ξ
T =
σ0√
s
WTD
1
2Vxu
T =
σ0√
s
√
k(x, x)wuT .
where we recall w ∈ Rs is a vector with each entry being i.i.d ∼ N (0, 1) and u ∈ Rs is a vector
with each entry being i.i.d σ2u subgaussian. We can upper bound Ex(zx(W)ξT ) with probability
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greater than 1− e−s/c1 as:
‖Ex(zx(W)ξT )‖ ≤ σ0√
s
‖
√
Ex(k(x, x))‖‖w‖‖uT‖
≤ σ0√
s
√
C0
√
c2s
√
a1s By Lemma 8 and Lemma 16
= a2σ0
√
s.
Secondly, for ξξT , ‖ξξT‖ = ξTξ = σ20‖u‖2 ≤ a3σ20s with probability greater than 1 − e−s/c3 by
Lemma 16.
Moreover, for 1
n
ZTΞ, using the rotation invariance for subgaussian distribution, we similarly have
1
n
ZTΞ =
σ0√
ns
N∑
i
√
λiwiu
T
i
Now each entry of wi is 1-subgaussian and ui is σ2u-subgaussian, applying Lemma 17, with
probability greater than 1− e−s/c4 we obtain
‖ 1
n
ΞTZ‖ ≤ σ0√
ns
c5σuN
√∑
i
λˆi = a4σ0
N√
ns
≤ a4σ0 ≤ a4σ0s.
Finally, for 1
n
ΞTΞ, by appealing to [25, Lemma 4], which is the subgaussian version of Lemma 3
and asserts that ‖∑ni uiuti‖ ≤ a5n with probability greater than 1− e−s/c6 , we can upper bound
‖ 1
n
ΞTΞ‖ = ‖σ
2
0
n
n∑
i
uiu
T
i ‖
≤ σ
2
0
n
‖
n∑
i
uiu
T
i ‖
≤ a5σ
2
0N
n
≤ a5σ20 ≤ a5σ20s
Combining above results together, with probability greater than 1− e−s/c we upper bound the bias
as:
Bξ ≤ ac
{
λW
s
‖Σ‖
√
log(
14r(Σ)
δ
)/n+ σ0
√
s+ σ20s
}
‖Πξ‖2‖βξ∗‖2.
4.3.2 Upper Bound on Variance
Vξ =
σ2
n
Tr
{
Ex[zx(W)zx(W)T ](
1
n
ZTξ Zξ)
†
}
+
σ2
n
Tr
{
Ex[zx(W)ξT ](
1
n
ZTξ Zξ)
†
}
+
σ2
n
Tr
{
Ex[ξzx(W)T ](
1
n
ZTξ Zξ)
†
}
+
σ2
n
Tr
{
ξξT (
1
n
ZTξ Zξ)
†
}
,
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‖ 1
n
ZTξ Zξ‖ = ‖
1
n
ZTZ+
1
n
ZTΞ +
1
n
ΞTZ+
1
n
ΞTΞ‖
≥
∣∣∣∣‖ 1nZTZ‖ − ‖ 1nΞTΞ‖ − ‖ 1nZTΞ‖ − ‖ 1nΞTZ‖
∣∣∣∣
≥ ‖ 1
n
ZTZ‖ − ‖ 1
n
ΞTΞ‖ − ‖ 1
n
ZTΞ‖ − ‖ 1
n
ΞTZ‖ (Under A.5)
≥ ‖ 1
n
ZTZ‖ − 2a4σ0 − a5σ20. (35)
In the subgaussian case, we modify A.5 to the following:
A.5 ‖ 1
n
ZTZ‖ ≥ 3a4σ0 + a5σ20 .
As a result, we have ‖ 1
n
ZTξ Zξ‖ ≥ a4σ0. Following the similar argument as in the Gaussian case we
can upper bound the variance with probability greater than 1− e−n/b
Vξ ≤ a′b
{
Tr(Σ)
σ0n
+
√
s
n
+
sσ0
n
}
σ2.
5 Conclusion
The benign overfitting phenomenon has attracted much research interest since it was first observed
by [8, 6, 9]. Our paper continues the line of work in [10, 25, 11], and focuses on developing a
theoretical understanding of this phenomenon. Through analyzing the learning risk of the MNLS
estimator, we first provide a nearly matching upper and lower bound for the excess learning risk
and point out one possible explanation for benign overfitting: the noises ξ in the covariates or the
features. While being overlooked in the literature, we discover that ξ plays an important implicit
regularization role during learning. Later, by incorporating ξ into our analysis, we explicitly derive
how the learning risk is affected by ξ. Our analysis describes how the double descent curve happens
and in addition, indicates that it is possible to achieve the global optimum bias-variance trade-off
by varying the decay rate of ξ. Our results may shed new light on the theoretical understandings
of modern deep learning, which open doors for future studies of the design of the deep learning
architecture. Furthermore, our results apply to any finite sample data size or asymptotic case
with arbitrary data dimension and rely on very weak assumptions of the kernel with almost no
assumptions on the data generating distribution.
There are several extensions that we believe worth exploring. Firstly, although our results shed light
on the two-layer neural network with fixed first layer weights, we would like to understand what
would happen if we could optimize the first layer weights, i.e. optimizing W in our model. How ξ
can affect the optimization procedure is a very interesting direction to investigate. In addition, we
would like to analyze the role of the noise ξ in the models with different loss functions.
Acknowledgment The author would like to thank Chao Zhang and Zhongyi Hu for fruitful
discussion and proofreading.
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A Bias-Variance Tradeoff
Proof. Recall the MNLS estimator has the form of
f˜(x) = zx(w)
T β˜ = zx(w)
T (ZTZ)†ZTY.
Under our assumptions, Y = f∗(X) + , where f∗(X) = Zβ∗ and  = [1, · · · , n]T . Hence,
R(β˜) = Ex,(f˜(x)− f∗(x))2 = Ex,(zx(w)T β˜ − zx(w)Tβ∗)2
= Ex,
{
zx(w)
T (ZTZ)†ZT (f∗(X) + )− zx(w)Tβ∗
}2
= Ex,
{
zx(w)
T (ZTZ)†ZT + zx(w)T ((ZTZ)†ZTZ− I)β∗
}2
=
∫
X
‖zx(W)T [(ZTZ)†ZTZ− I]β∗‖2dρ(x) +
∫
X
E‖zx(W)T (ZTZ)†ZT‖2dρ(x).
We then replace  with Y − f∗(X).
B Bias-related Inequaity
Lemma 6. Let Z ∈ Rn×s be a feature matrix. In case s ≤ n, we have ‖Π‖ = 0, otherwise,
‖Π‖ ≤ 1.
Proof. In case s < n, we have (ZTZ)† = (ZTZ)−1. As a result ‖Π‖ = 0. If s > n, by [11, Lemma
1], we know that I − (ZTZ)†ZTZ is a projection onto the null space of Z. Hence, if we pick any
vector from that space, we have (I − (ZTZ)†ZTZ)v = v. Thus,
‖I − (ZTZ)†ZTZ‖ ≤ 1.
Lemma 7. Let Σ and Σˆ denote the covariance operator and sample covariance operator respec-
tively, then for δ ∈ (0, 1), we have with probability at least 1− δ,
‖Σ− Σˆ‖ ≤ c‖Σ‖
√
log(
14r(Σ)
δ
)/n,
where r(Σ) = Tr(Σ)‖Σ‖ and c0 is some universal constant.
Proof. For Σ− Σˆ, we first notice that2
Σ− Σˆ = Σ− 1
n
D1/2V (X)TV (X)D1/2
= Σ− 1
n
n∑
i=1
D1/2VxiV
T
xi
D1/2
:= Σ− 1
n
n∑
i=1
φ(xi)φ(xi)
T
=
n∑
i=1
1
n
(Σ− φ(xi)φ(xi)T )
:=
n∑
i=1
Ri (36)
2As p→∞, both Σ and Σˆ are operators. Hence, we have misused the notation ATB to represent inner product between operator
A and B. But our analysis is not affected by this notation.
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Now we trivially have E(Ri) = 0. In addition,
Ri 4
1
n
Σ 4 ‖Σ‖
n
I =
‖Σ‖
n
I
Ri < − 1
n
φ(xi)φ(xi)
T < − 1
n
‖φ(xi)‖2I < −‖Σ‖
n
I
As a result, we have ‖Ri‖ ≤ λ1n .
E(R2i ) =
1
n2
E(Σ− φ(xi)φ(xi)T )2
=
1
n2
{
E(φ(xi)φ(xi)T )2 − 2Σφ(xi)φ(xi)T + Σ2
}
=
1
n2
{
E(φ(xi)φ(xi)T )2 − Σ2
}
4 1
n2
E(φ(xi)φ(xi)T )2 =
1
n2
E(φ(xi)φ(xi)Tφ(xi)φ(xi)T )
4 ‖Σ‖
n2
E(φ(xi)φ(xi)T ) =
‖Σ‖
n2
Σ
4 ‖Σ‖
2
n2
I
Thus we have,
∑n
i=1 E(R2i ) 4
‖Σ‖2
n
I . Hence, we have ‖∑ni=1 E(R2i )‖ ≤ ‖Σ‖2n . Using [30, Operator
version of Theorem 3.1], for any δ ∈ (0, 1), with probability greater than 1− δ, we have
‖Σ− Σˆ‖ ≤ c‖Σ‖
√
log(
14r(Σ)
δ
)/n.
C Probability Bound on Sequences and Matrix Norms
Lemma 8, 9 and 10 are from [14, Eq.(4) & (5), Lemma 20 & 22].
Lemma 8. Let u ∈ Rn such that each entry of u is i.i.d N (0, 1). Then there are universal constant
c1, c2, c3 ≥ 1 such that for δ ∈ (0, 1), with probability more than 1− δ, we have:
‖u‖2 ≤ n+ c1
(
log(
1
δ
) +
√
n log(
1
δ
)
)
,
furthermore with probability greater than 1− δ, δ ∈ (exp(−n/c2), 1), we have
‖u‖2 ≤ c3n.
Lemma 9. Let {ξi}ni=1 be i.i.d. random variables from χ21, and {λi}ni=1 is a non-negative and
non-increasing sequence such that
∑n
i=1 λi <∞. Then for any δ ∈ (0, 1), with probability at least
1− δ
n∑
i=1
λi (ξi − 1) ≤ 2λ1 log(1
δ
) + 2
√
log(
1
δ
)
∑
λ2i
Lemma 10. (-net argument) Let A ∈ Rn×n be a symmetric matrix, and N is an -net on the unit
sphere Sn−1 with  < 1
2
. Then we have
‖A‖ ≤ (1− )−2 max
a∈N
∣∣aTAa∣∣
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Lemma 11. Let {wi}∞i=1, {ui}∞i=1 be two sequences of i.i.d random variables distributed as standard
normal. Moreover, let {λi}∞i=1 be a sequence of non-negative, non-increasing numbers such that∑n
i=1 λ
2
i <∞. Then with probability greater than 1− δ, for any δ ∈ (0, 1), we have
∞∑
i=1
λiwiui ≤ c1λ1 log(1
δ
) +
√
c2 log(
1
δ
)
∑
i
λ2i ,
where c1, c2 are some universal constants.
Proof. Using Markov Inequality and for any τ > 0, we have that:
P (
∞∑
i=1
λiwiui ≥ t) = P (exp(τ
∞∑
i=1
λiwiui) ≥ eτt)
≤ e−τt
∏
i=1
E(eτλiwiui)
= e−τt
∏
i=1
(
1
1− (τλi)2 )
1
2 (by Lemma 13)
= exp(−τt− 1
2
∑
i=1
log(1− (τλi)2)),
provided τλi < 1. Now for any x ∈ (0, 1),
log(1− x) = −
∫ x
0
1
1− tdt
≥ −
∫ x
0
1
(1− t)2dt
= − x
1− x. (37)
As a result
exp(−τt− 1
2
∑
i=1
log(1− (τλi)2)) ≤ exp(−τt−
∑
i=1
− (τλi)
2
1− (τλi)2 )
≤ exp(−τt+ τ
2
1− (τλ1)2
∑
i=1
λ2i )
≤ exp
{
−τt+ τ
2
1− (τλ1)2
∑
i=1
λ2i +
τ
2λ1
[log(
1
τ
+ λ1)− log(1
τ
− λ1)]
}
Note that for the last inequality, we have 1
τ
− λ1 > 0, since τλ1 < 1. Now we let
x = τt− τ
2
1− (τλ1)2
∑
i=1
λ2i −
τ
2λ1
[log(
1
τ
+ λ1)− log(1
τ
− λ1)],
we have
t =
x
τ
− 1
τ
1
( 1
τ
)2 − λ1
∑
i=1
λ2i −
1
2λ1
[log(
1
τ
+ λ1)− log(1
τ
− λ1)].
Optimize over τ−1, this gives
τ−1 =
√
λ21 +
√
λ21
∑
i λ
2
i
x
.
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Checking the conditions, we see that τλi = λi(
√
λ21 +
√
λ21
∑
i λ
2
i
x
)−1 < 1, implying τ−1 is a valid
choice. Now with this choice, some simple algebra shows that there are constants c1, c2 such that
t ≤ c1λ1x+
√
c2x
∑
i
λ2i .
This gives
P (
∞∑
i=1
λiwiui ≥ c1λ1x+
√
c2x
∑
i
λ2i ) ≤ exp(−x).
Let exp(−x) = δ, for some δ ∈ (0, 1) completes the proof.
Lemma 12. Let {wi}∞i=1 and {ui}∞i=1 be two sequence of random vectors where the entry of
each wi ∈ Rn and ui ∈ Rn is i.i.d N (0, 1). Furthermore, let {λi}∞i=1 be a sequence of non-
negative, non-increasing numbers such that
∑
i=1 λ
2
i < ∞. Denote A =
∑
i=1 λiwiu
T
i . Let
µ1(A) ≥, · · · ,≥ µn(A) be its eigenvalues. Then for any δ ∈ (exp(−n/c2), 1), with probability at
least 1− δ, we have
−c1n
√∑
i
λ2i ≤ µn(A) ≤ µ1(A) ≤ c1n
√∑
i
λ2i ,
where c1, c2 are some universal constants.
Proof. For any unit vector v ∈ Rn, we have that both vTwi and vTui are distributed as N (0, 1)
and independent. Hence with 1− δ,
|vTAv| = |
∑
i=1
λiv
Twiu
T
i v|
≤ c3λ1 log(1
δ
) +
√
c4 log(
1
δ
)
∑
i
λ2i
Now we apply the -net method to Sn−1 with  = 1
4
, implying |N| < 9n. This gives
‖A‖ ≤ c3λ1(log(1
δ
) + n log 9) +
√
c4(log(
1
δ
) + n log 9)
∑
i
λ2i .
Now when δ > exp(−n/c2), (log(1δ ) + n log 9) ≤ c5n. Noticing λ1 ≤
√∑
i λ
2
i , we can simplify
the above results to be
‖A‖ ≤ c1n
√∑
i
λ2i .
D Moment Generating Function of Product of Random Variables
Lemma 13. Let x, y be two independent random variables from N (0, 1), then the moment generat-
ing function of the product is as following:
Mxy(t) =
1√
1− t2 ,
provided t < 1.
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Proof. By definition, assuming t < 1, we have
E(etxy) =
1
2pi
∫ ∞
−∞
∫ ∞
−∞
etxye−
x2
2 e−
y2
2 dxdy
=
1
2pi
∫ ∞
−∞
e−
y2
2
∫ ∞
−∞
exp(−1
2
(x2 − 2txy))dxdy
=
1
2pi
∫ ∞
−∞
e−
y2
2 e
t2
2
y2
∫ ∞
−∞
exp(−1
2
(x− ty)2)dxdy
=
1√
2pi
∫ ∞
−∞
exp(−1
2
(1− t2)y2)dy
=
1√
1− t2
E Concentration Inequality on Subgaussian and Subexponential Random Variables
Lemma 14. Let x, y be centered σ2x-subgaussian and σ2y-subgaussian random variables respectively,
i.e.,
E(exp(tx)) ≤ exp(σ
2
x
2
t2), E(exp(ty)) ≤ exp(σ
2
y
2
t2).
We then have that, for a universal constant c1, the product of x and y is a centered c1σxσy-
subexponential random variable, i.e.
E(exp(txy)) ≤ exp(c21σ2xσ2yt2).
Proof. We compute the moment generating function directly,
E(exp(txy)) = E{E(exp(txy)|y)}
≤ E{exp(σ
2
x
2
t2y2)}
≤ exp
(
c2
σ2x
2
σ2y
2
t2
)
= exp(c1σ
2
xσ
2
yt
2),
provided |t| ≤ (c1σxσy)−1. Note that for the last inequality, we have used the results from [31,
Proposition 2.5.2].
Below are two concentration results for subexponential and subgaussian random variables from [14,
Corollary 23 & 24].
Lemma 15. Suppose we have a sequence of non-increasing and non-negative numbers {λi}∞i=1
such that
∑∞
i=1 λi <∞. In addition, we have a sequence of i.i.d centered, σ-subexponential random
variables {ξi}∞i=1, then there is a universal constant c1 such that for probability greater than 1− δ,
δ ∈ (0, 1), we have
|
∑
i
λiξi| ≤ c1σmax
(
λ1 log(
1
δ
),
√
log(
1
δ
)
∑
i
λ2i
)
.
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Lemma 16. let u ∈ Rn be a random vector with each coordinate being a mean 0, unit variance,
σ2u-subgaussian random variable. Then there is a universal constant c1 such that with probability
greater than 1− δ, we have
‖u‖2 ≤ n+ c1σ2u
(
log(
1
δ
) +
√
n log(
1
δ
)
)
.
In particular, if δ ∈ (exp(−n/c2), 1),
‖u‖2 ≤ c3σ2un,
for some universal constants c2, c3.
Lemma 17. Let {wi}∞i=1 and {ui}∞i=1 be two sequence of random vectors where the entry of
each wi ∈ Rn and ui ∈ Rn are i.i.d centered, unit variance σ2w and σ2u-subgaussian random
variables. Furthermore, let {λi}∞i=1 be a sequence of non-negative, non-increasing numbers such
that
∑
i=1 λ
2
i < ∞. Denote A =
∑
i=1 λiwiu
T
i . Let µ1(A) ≥, · · · ,≥ µn(A) be its eigenvalues.
Then for any δ ∈ (exp(−n/c2), 1), with probability at least 1− δ, we have
−c1σwσun
√∑
i
λ2i ≤ µn(A) ≤ µ1(A) ≤ c1σwσun
√∑
i
λ2i ,
where c1, c2 are some universal constants.
Proof. The proof is similar to Lemma 12 by noticing that for any unit vector v ∈ Rn, vTwiuTi v is
a c1σwσu-subexponential random variable according to Lemma 14. Applying Lemma 15 and -net
argument to every unit vector in Sn−1 yields our results.
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