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We propose shortcuts to adiabaticity which achieve fast and stable control of the state of a charged
particle in an electromagnetic field. In particular we design a non-adiabatic change of the magnetic
field strength in a Penning trap which changes the radial spread without final excitations. We apply
a streamlined version of the fast-forward formalism as well as an invariant based inverse engineering
approach. We compare both methods and examine their stability.
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I. INTRODUCTION
The coherent manipulation of quantum systems for
quantum technologies, fundamental studies, or metrol-
ogy often requires control protocols of external param-
eters that are fast and stable with respect to perturba-
tions. This has motivated the development of shortcuts
to adiabaticity (STA), which are schemes that reach the
fidelities of adiabatic processes in shorter times, keeping
or even enhancing their stability; shortcuts to adiabatic-
ity have been reviewed in [1].
The fast expansion or compression of a particle state
driven by a time dependent trap frequency is one of the
paradigmatic operations for which STA have been de-
veloped, both in theory [2] and experiment [3, 4]. In-
teracting particles in an expanding/compressing external
harmonic potential such as ion chains [5], Bose-Einstein
condensates [6], or classical gases [7], have also been
studied. There are many applications for fast expan-
sion/compression, such as controlled cooling/heating of
the state [8, 9], implementation of quantum engines and
refrigerators based on cyclic expansions and compressions
[10, 11], fast switching between manipulations suited for
a low trap frequency or for a high trap frequency config-
uration [5], or efficient sympathetic cooling [12, 13]. Fun-
damental aspects such as the quantification of the third
law of thermodynamics [10, 14] have also been examined.
Real traps are of course three-dimensional, but most of
the theory work deals with 1D traps with time dependent
frequencies whose effective realization is not straightfor-
ward. Torrontegui et al. [15] studied the fast expansions
of cold atoms in a three-dimensional Gaussian-beam op-
tical trap. The radial and axial frequencies are coupled
and as a consequence some shortcut schemes that work in
1D were in fact restricted to certain parameter domains,
and others failed completely. Traps with uncoupled ra-
dial and axial frequencies are of interest to perform clean
STA expansions/compressions and such a possibility is
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indeed provided by the Penning trap.
In this paper, we will put forward shortcut schemes to
control a charged particle in a Penning trap. A Penning
trap uses a combination of a uniform and unidirectional
magnetic field and an electrostatic quadrupole potential.
This potential is typically created using three electrodes
which are hyperboloids of revolution. Penning traps are
commonly used for accurate measurement of the proper-
ties of different charged particles [16].
Since different operations on the trapped charged par-
ticle (preparation, measurement, or interactions) may re-
quire or benefit from different extensions of the density
cloud, our aim is to change this extension rapidly without
producing final excitations. Therefore, we shall construct
schemes to decrease the radial extension of the particle’s
wave function, without producing final excitations, by
changing the magnetic field intensity.
We shall first design such shortcuts by means of the
fast-forward formalism. The basic fast-forward formal-
ism for a particle in a time dependent potential (with-
out an electromagnetic field) was first introduced by S.
Masuda and K. Nakamura [17, 18]. Later a streamlined
version of this formalism was developed in [19]. This
streamlined formalism has been applied for example to
engineering of fast and stable splitting of matter waves
[20] and to achieve rapid loading of a Bose-Einstein con-
densate into an optical lattice [21]. Another strategy to
design shortcut schemes is based on Lewis-Riesenfeld in-
variants [2, 22]. Applications of this strategy are reviewed
in [1].
In the following section we will develop a streamlined
version of the fast-forward formalism in the general case
of a charged particle in an electromagnetic field. In Sec-
tion III, we will review the known eigenstates of a particle
in a a Penning trap. In section IV, we apply the stream-
lined formalism to change the state from an eigenstate
of one magnetic field strength to that of a larger field
strength. We also compare it with an inverse engineering
approach based on Lewis-Riesenfeld invariants and exam-
ine the stability versus systematic errors in the magnetic
field. Finally, in Section V we discuss our results.
2II. GENERAL STREAMLINED FORMALISM
A fast-forward formalism including an electromagnetic
field was introduced in [23]. We shall now put forward a
streamlined version.
A. Main equations
We consider a spinless charged particle as spin will
not play any role in the trap configuration considered
below. The Schro¨dinger equation for this particle in an
electromagnetic field is given by
i~
∂
∂t
Ψ = H(t)Ψ, (1)
where the Hamiltonian (expressed in some chosen gauge
e.g. the Coulomb gauge) is given in coordinate represen-
tation by
H(t) =
1
2m
(
~
i
∇− q ~A(t, ~r)
)2
+ qφ(t, ~r), (2)
with q being the charge, ~A the vector potential and φ the
scalar potential (both real). We write Ψ as
Ψ(t, ~r) = α(t, ~r)eiβ(t,~r), (3)
where α(t, ~r), β(t, ~r) ∈ R. Note that Ψ(t, ~r) corresponds
to the fast-forwarded state ΨFF in [23]. ~A and qφ corre-
spond to the driving potentials ~AFF and VFF in [23].
Inserting the ansatz (3) into Eq. (1) and then multi-
plying the equation by e−iβ(t,~r), we get for the real part
of the result
0 = − ~
2
2m
∆α+
1
2m
(
q ~A− ~∇β
)2
α+
(
qφ+ ~
∂β
∂t
)
α,
(4)
and for the imaginary part
~
∂α
∂t
=
~
2m
∇
(
q ~A− ~∇β
)
α+
~
m
(
q ~A− ~∇β
)
∇α. (5)
To write these two equations in a more compact way, let
us define
~χ := ~A− ~
q
∇β, Φ := φ+ ~
q
∂β
∂t
. (6)
The electric and the magnetic fields are now given by
~E = −∇Φ− ∂~χ
∂t
, ~B = ∇× ~χ. (7)
Using these definitions of ~χ and Φ, the two equations (4)
and (5) simplify to
Φ =
~
2
2mqα
∆α− q
2m
~χ2, (8)
and
∂α
∂t
− q
2m
(∇~χ)α− q
m
~χ∇α = 0. (9)
These are the two main equations.
Note that ~χ and Φ as well as the main equations (8)
and (9) are invariant under a gauge transformation Λ
acting in the usual way
~A→ ~A+∇Λ, φ→ φ− ∂Λ
∂t
and Ψ → e i~ qΛΨ, (10)
i.e., β → β + q
~
Λ and α is unchanged.
B. Inverse engineering and boundary conditions
Let the initial state of the system ψ0(~r) ≡ α0(~r)eiβ0(~r)
be an eigenstate of the initial time independent Hamil-
tonian
H0 =
1
2m
(
~
i
∇− q ~A0
)2
+ qφ0, (11)
with eigenvalue E0. (The eigenstates of the Penning trap
are reviewed in the following section.) The goal is to
design a scheme ( ~A(t, ~r) and φ(t, ~r)) such that the final
state (at t = T ) of the system, ψT (~r) ≡ αT (~r)eiβT (~r), is
an eigenstate of the final (time independent) Hamiltonian
HT =
1
2m
(
~
i
∇− q ~AT
)2
+ qφT , (12)
with eigenvalue ET . The Hamiltonian should be con-
tinuous at initial and final time, i.e., H(0) = H0 and
H(T ) = HT .
In the inversion protocol we first design α(t, ~r) and
β(t, ~r) fulfilling the boundary conditions
α(0, ~r) = α0(~r), α(T,~r) = αT (~r),
β(0, ~r) = β0(~r), β(T,~r) = βT (~r). (13)
In the next step, we have to solve for ~χ in Eq. (9). The
function Φ is then given by Eq. (8). Because the Hamil-
tonian should be changing continuously at initial and fi-
nal time, ~χ must fulfill the following boundary conditions
~χ(0, ~r) = ~A0 − ~
q
∇β0, ~χ(T,~r) = ~AT − ~
q
∇βT . (14)
A consequence of these conditions can be seen by evaluat-
ing Eq.(9) at the initial and final time (see also Appendix
A). This leads to
∂α
∂t
(0, ~r) = 0,
∂α
∂t
(T,~r) = 0. (15)
The boundary conditions of Φ can be seen by evaluat-
ing Eq. (8) at initial and final time leading to (see also
3Appendix A)
Φ(0, ~r) = φ0(~r)− 1
q
E0 = φ0(~r) + ~
q
∂β
∂t
(0, ~r),
Φ(T,~r) = φ0(~r)− 1
q
ET = φ0(~r) + ~
q
∂β
∂t
(T,~r). (16)
These conditions are equivalent to
∂β
∂t
(0, ~r) = − 1
~
E0, ∂β
∂t
(T,~r) = − 1
~
ET . (17)
Finally, the vector potential and the scalar potential in
the chosen gauge are then given by
~A(t, ~r) = ~χ(t, ~r) +
~
q
∇β(t, ~r), (18)
φ(t, ~r) = Φ(t, ~r)− ~
q
∂β
∂t
, (19)
and the electric and magnetic fields are given by Eq. (7).
The above boundary conditions guarantee that the
magnetic field is continuous at the initial and final time.
To make the electric field continuous at the initial and
final time, we also impose
∂~χ
∂t
(0, ~r) = 0,
∂~χ
∂t
(T,~r) = 0. (20)
III. ENERGY EIGENSTATES OF A PENNING
TRAP
Let us introduce cylindrical coordinates {r, θ, z} where
x = r cos θ and y = r sin θ, and define the orthogonal
unit vectors
rˆ =
 cos θsin θ
0
 , θˆ =
 − sin θcos θ
0
 , zˆ =
 00
1
 . (21)
For the Penning trap, we assume a homogeneous mag-
netic field in z direction, ~B = Bz zˆ, and an electrostatic
field of the form ~E = Er rˆ + Eθ θˆ + Ez zˆ, where
Er =
mω2z
2q
r, Eθ = 0, Ez = −mω
2
z
q
z. (22)
The vector potential and the scalar potential can be writ-
ten as
~A =
rBz
2
θˆ, φ =
mω2z
4q
(
2z2 − r2) . (23)
The corresponding Hamiltonian reads
H = − ~
2
2m
∆+
m
2
ω˜2r2 − ωLz + 1
2
mω2zz
2, (24)
where ω˜2 = ω2 − ω2z/2, ω = qBz/(2m) and Lz = ~i ∂∂θ
is the z-component of the angular momentum operator.
Lz commutes with the rest of the Hamiltonian, so it rep-
resents a conserved quantity. The Hamiltonian (24) is
separable into a Hamiltonian depending on r and θ and
a Hamiltonian depending solely on z. The correspond-
ing Schro¨dinger equation can be solved by a product of a
function of r and θ and a function of z. The z-dependent
function describes the dynamics of a harmonic oscillator
with axial (angular) frequency ωz which we assume to
have a fixed value. Since we shall consider Bz as the
time dependent external parameter, the non-trivial part
of interest is the function that depends on r and θ. Hence
we focus solely on this part. We also assume qBz > 0.
The energy eigenfunctions are
ψN,M,l(r, θ) = fN,M,l(r) exp (iMθ) , (25)
where
fN,M,l(r) =
1√
2π
√
N !
(N + |M |)!
1
l
[
r√
2l
]|M|
× exp
(
− r
2
4l2
)
L
|M|
N
(
r2
2l2
)
, (26)
N,M ∈ Z , L|M|N (q) are the generalized Laguerre Poly-
nomials, defined by
LaN (Q) =
Q−aeQ
N !
dN
dQN
(e−QQN+a), (27)
and the constant l is defined by
l =
√
~
2mω˜
. (28)
M is the quantum number associated with the z
component of the angular momentum operator (i.e.
LzψN,M,l(r, θ) = M~ψN,M,l(r, θ) ) and N is a quantum
number that determines the radial structure. l ∈ R is the
characteristic radial length scale of the wavefunction; it
is determined by the magnetic field Bz and the axial fre-
quency ωz via Eq. (28). The energy eigenvalues are
EN,M = ~ω˜ (2N + |M |+ 1)− ~ωM, (29)
where N = 0, 1, ... and M is an integer. Alternatively,
using N˜ := 2N + |M |, the energy eigenvalues are often
written as E = ~ω˜(N˜ + 1) − ~ωM with N˜ = 0, 1, ....
and M = −N˜,−N˜ + 2, ..., N˜ − 2, N˜ . For example, these
eigenfunctions were previously found for ω˜ = ω in [24].
IV. VARYING THE MAGNETIC FIELD
STRENGTH
We would like to design the time dependence of
the magnetic field so that the system starts from
the eigenstate ψN,M,l0(r, θ) at initial time t = 0
with magnetic field Bz(0) = Bz,0 and ends in the
4eigenstate ΨN,M,lT (r, θ) at final time t = T with
magnetic field Bz(T ) = Bz,T , i.e. Ψ(0, r, θ) =
ψN,M,l0(r, θ), Ψ(T, r, θ) = ψN,M,lT (r, θ), where l0 =√
~/(2mω˜(0)), lT =
√
~/(2mω˜(T )), and ω˜(t) =√
(qBz(t)/(2m))
2 − ω2z/2. The frequency ωz should be
kept constant. Of course, this can be done in an adiabatic
way but here we want to derive a shortcut to adiabatic-
ity. As an example, we will examine a way to decrease
the characteristic length scale, l0 → lT .
A. Streamlined formalism
Following the algorithm presented in Section II, we
start by choosing the following ansatz for the time evo-
lution of the wavefunction
α(t, r) =
√
N !
(N + |M |)!
1√
2πl(t)
(
r√
2l(t)
)|M|
× exp
(
− r
2
4l(t)2
)
L
|M|
N
(
r2
2l(t)2
)
, (30)
and β(t, θ) = Mθ + ζ(t). For the boundary condi-
tions (13), it follows α(0, r) = fN,M,l0(r) and α(T, r) =
fN,M,lT (r) and so we get the condition l(0) = l0, l(T ) =
lT . Moreover, we get ζ(0) = ζ(T ) = 0.
As the next step, we have to solve the main equation
(9). We assume that ~χ does not depend on θ, i.e. ~χ =
χr(t, r) rˆ + χθ(t, r) θˆ. Equation (9) then becomes
2mr
q
∂α
∂t
− χr
(
a+ 2r
∂α
∂r
)
− r∂χr
∂r
α = 0, (31)
and Eq. (8) becomes
Φ = − q
2m
(
χ2r + χ
2
θ
)
+
~
2
2mqα
(
1
r
∂α
∂r
+
∂2α
∂r2
)
.(32)
A solution of Eq. (9) is given by
χr(t, r) = −2m
q
1
r α2
∫ ∞
r
ds s α
∂α
∂t
(t, s). (33)
The solution when α and ~χ depend on θ can be found in
Appendix B.
For α given by Eq. (30), we get from Eq. (33) that
χr(t, r) = −m
q
rl′(t)
l(t)
, (34)
where the prime indicates a derivative with respect to
time. Note that this solution is independent of the quan-
tum numbers N and M .
The components of the physical fields can be written
as
Bz(t, r) =
1
r
∂(rχθ)
∂r
, (35)
Er(t, r) = − ∂
∂r
Φ− ∂χr
∂t
, Eθ(t, r) = −∂χθ
∂t
. (36)
We want a uniform magnetic field and a constant radial
electric field
(
Er =
mω2z
2q r
)
during the whole process. To
achieve a uniform magnetic field Bz = Bz(t) we set
χθ(t, r) =
r
2
Bz(t) +
g(t)
r
, (37)
with an arbitrary function g. The electric field compo-
nent Er is now
Er =
M2~2 − q2g(t)2
mqr3
+
r
4mq
(
q2B2z −
~
2
l(t)4
+
4m2l′′(t)
l(t)
)
. (38)
The demand Er =
mω2z
2q r leads to the choice g(t) =
−M~/q and
Bz(t) =
√
~2 − 4m2l(t)3l′′(t) + 2m2ω2z l(t)4
ql(t)2
, (39)
where qBz(t) > 0 is assumed. The electric field compo-
nents are finally
Er =
mω2z
2q
r, Eθ = − r
2
B′z(t). (40)
Now, we have
χ(t, r) =
[
r
2
Bz(t)− M~
qr
]
θˆ − m
q
rl′(t)
l(t)
rˆ. (41)
Following from Eq. (14), we get the boundary conditions
for ~χ
~χ(0, r) = ~A0 − ~
q
∇β0 =
(
rB0
2
− ~M
qr
)
θˆ,
~χ(T, r) = ~AT − ~
q
∇βT =
(
rBT
2
− ~M
qr
)
θˆ. (42)
With the χ given in Eq. (41), this is fulfilled if l′(0) = 0,
l′(T ) = 0, Bz(0) = B0, and Bz(T ) = BT . To fulfill
the last two conditions, we have to demand l′′(0) = 0,
l′′(T ) = 0.
The boundary conditions of Φ are fulfilled if the con-
ditions (17) are satisfied, i.e. if
∂ζ
∂t
(0) = − 1
~
E0, ∂ζ
∂t
(T ) = − 1
~
ET . (43)
A simple choice of ζ may be a polynomial of degree 3
that obeys all of the boundary conditions on ζ. Note
that the magnetic and the electric fields do not depend
on the choice of the time dependent global phase ζ(t).
An additional boundary condition on l(t) can be de-
rived by enforcing that the electric field is continuous at
t = 0 and t = T , see the conditions (20). This requires
5B′z(0) = 0 and B
′
z(T ) = 0. Differentiating the expression
(39) for Bz(t) with respect to time gives
B′z(t) = −
2
(
l′(t)
[
~
2 −m2l(t)3l′′(t)]+m2l(t)4l′′′(t))
ql3(t)
√
~2 − 4m2l(t)3l′′(t) + 2m2ω2z l(t)4
.
(44)
Noting the boundary conditions on l already derived, this
requires, in addition, that l′′′(0) = 0, l′′′(T ) = 0.
In summary, the boundary conditions for l(t) are
l(0) = l0 =
√
~
2mω˜ (0)
, l′(0) = l′′(0) = l′′′(0) = 0,
l(T ) = lT =
√
~
2mω˜ (T )
, l′(T ) = l′′(T ) = l′′′(T ) = 0.
(45)
These conditions are independent of the quantum num-
bers N and M .
If l(t) satisfies these boundary conditions, the corre-
sponding magnetic field and electric field are given by
Eqs. (39) and (40), and fulfill ∇ · ~E = 0 and ∇× ~B = 0.
They are also independent of the quantum numbers N
and M . If the system starts in the corresponding eigen-
state and if these fields are implemented, then the system
will end with fidelity 1 in the final state. We will show
that these schemes which do not change the quantum
number could be alternatively derived using an invariant
based approach.
B. Invariant based approach
A Lewis-Riesenfeld invariant is a Hermitian operator
I(t) fulfilling
∂
∂t
I(t) =
i
~
[I(t), H(t)]− , (46)
where H(t) is the Hamiltonian for the system. If we dis-
regard again the z dependent part, we find the following
invariant for the Hamiltonian (24),
I(t) = − l(t)
2
~2
∆− 2ml′(t)l(t)
(
~
i
∂
∂r
)
r
+
(
m2l′(t)2 +
~
2
4l(t)2
)
r2, (47)
where the function l(t) has to be a solution of the follow-
ing Ermakov-like equation
4m2
l′′(t)
l(t)
+ 4m2ω˜(t)2 − ~
2
l(t)4
= 0. (48)
(In [22], the case ω˜ = ω was examined and an invariant
was constructed. Eigenstates of this invariant which are
simultaneously eigenstates of Lz were also constructed
indirectly.) An explicit expression of the eigenstates of I
is
ΓN,M(t, r, θ) =
1√
2π
√
N !
(N + |M |)!
1
l(t)
[
r√
2l(t)
]|M|
× exp
(
− r
2
4l(t)2
)
L
|M|
N
(
r2
2l(t)2
)
exp (iMθ)
× exp
(
iml′(t)
2~l
r2
)
, (49)
where N,M ∈ Z and l(t) is a solution of Eq. (48). The
corresponding eigenvalue of I is (2N+ |M |+1)~2 and the
corresponding eigenvalue of Lz is M~. A more general
invariant (which allows for a time dependent mass) was
described in [25]. An eigenstate of a Lewis-Riesenfeld
invariant is a solution to the Schro¨dinger equation for
H(t) up to a time dependent phase ΠN,M (t) [22], which
is here given by
ΠN,M (t) =
∫ t
0
dt′
(
Mω(t′)− (N + 1)~
2ml(t′)2
)
. (50)
The idea is to do inverse-engineering by demand-
ing that the system follows the state Ψ(t, r, θ) =
ΓN,M(t, r, θ)e
iΠN,M (t). First, we choose an auxiliary func-
tion l(t) (which has to fulfill different conditions at initial
and final time, see below) and then we get ω˜(t) from Eq.
(48). At initial and final time the eigenstates of the in-
variant should coincide with the eigenstates of the Hamil-
tonian, i.e. [I(0), H(0)]− = 0 = [I(T ), H(T )]−. There-
fore, we have to impose the following boundary condi-
tions for the auxiliary function l(t):
l(0) = l0 =
√
~
2mω˜ (0)
, l(T ) = lT =
√
~
2mω˜ (T )
,
l′(0) = 0, l′(T ) = 0. (51)
From these boundary conditions and Eq. (48), it also
follows that l′′(0) = 0 and l′′(T ) = 0.
An additional boundary condition on l(t) can be de-
rived by enforcing that the electric field is continuous at
t = 0 and t = T . This leads to B′z(0) = B
′
z(T ) = 0
or l′′′(0) = l′′′(T ) = 0. The complete list of boundary
conditions is equivalent to Eq. (45) above. As already
mentioned, we can now design first an auxiliary function
l(t) fulfilling the above boundary conditions and then cal-
culate ω˜(t) and hence the magnetic field strength Bz(t)
from Eq. (48). The resulting formula for Bz(t) is the
same as Eq. (39) above.
Summarizing, the streamlined fast-forward formalism
and the invariant based approach provide two ways to
find the same boundary conditions for the auxiliary func-
tion l(t) in this setting. So, for varying the magnetic field
strength, both formalisms are equivalent as they both re-
quire that one chooses the auxiliary function l(t) fulfilling
these boundary conditions and then the corresponding
physical potentials can be calculated in the same way.
In the following we look at a numerical example of this
procedure.
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FIG. 1: Auxiliary function l(t) versus t.
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FIG. 2: (Color online) Frequency ratio ω˜(t)/ω˜(0) versus t;
µ → ∞ (red, dashed-dotted line), µ = 3 (black, solid line),
µ = 1 (blue, dotted line), µ = 0.672 (green, thick, solid line).
C. Numerical Example
Let us first set l(t) = l0λ(τ) where τ = t/T . From the
above formalism, the time dependence of ω˜ follows as
ω˜(t) = ω˜(0)
1
λ(τ)2
√
1− λ(τ)
3λ′′(τ)
µ2
, (52)
where µ = T ω˜(0). µ can be seen as the final time in
units of 1/ω˜(0). Therefore, decreasing µ corresponds to
decreasing the total time T of the process, with fixed
ω˜(0) (i.e. fixed ω0 =
qBz(0)
2m > 0 and fixed ωz). The limit
µ → ∞ would correspond to the adiabatic limit where
we get ω˜(t)/ω˜(0)→ 1λ2(τ) .
The corresponding magnetic field would then be given
by Eq. (39) or in dimensionless variables
Bz(t) =
~
ql20
1
λ(τ)2
[
1− λ(τ)
3λ′′(τ)
µ2
+
ν2
2− ν2λ(τ)
4
]1/2
(53)
where ν = ωzω0 is the ratio between the two initial fre-
quencies. This parameter ν is independent of the total
time T . We want to have a trap setting at initial and fi-
nal time, i.e. ω˜(0)2 and ω˜(T )2 should be positive. From
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FIG. 3: (Color online) Time evolution of |Ψ(t, r)|2 with N =
M = 0; t = 0 (green, thick, solid line), t = T/2 (black, thin,
solid line), t = 3T/4 (blue, dotted line), t = T (red, dashed-
dotted line).
this, ν must be in the range 0 ≤ ν < √2min{1, ωT/ω0}
where ωT =
qBz(T )
2m > 0.
Assuming a polynomial form of λ(τ) and using the
above conditions, λ(τ) can be expressed as
λ(τ) = 1− 20 (lT /l0 − 1) τ7 + 70 (lT /l0 − 1) τ6
−84 (lT /l0 − 1) τ5 + 35 (lT /l0 − 1) τ4. (54)
The final value of the magnetic field is chosen in this ex-
ample such that ω˜(T )/ω˜(0) = c = 10 (i.e. lT = l0/
√
10).
The ratio between initial and final magnetic field is then
Bz(T )
Bz(0)
=
√
c2
(
1− ν
2
2
)
+
ν2
2
.
Fig. 1 is the corresponding plot of l(t).
Fig. 2 shows ω˜(t) for different values of µ. For µ ≈
0.672 (green, thick, solid line) ω˜(t)2 > 0 is no longer
fulfilled for all times. The requirement that Bz(t) ∈ R
for all times results in a type of quantum speed limit of
the form
µ ≥ max
τ∈[0,1]
[
λ(τ)3λ′′(τ)
1 + ν2(2− ν2)−1λ(τ)4
]1/2
. (55)
As an example, the wavefunction at different times with
N = M = 0 can be seen in Fig. 3. The shown time
evolution is independent of µ, ν and depends only on the
chosen form of l(t).
D. Superposition
The electric and magnetic fields derived in the previ-
ous subsection are independent of the quantum numbers
N and M . Therefore, the fields can be also applied to
a superposition of different eigenstates with initial mag-
netic field B0 and they will produce a superposition of
eigenstates with final magnetic field BT with the same
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FIG. 4: (Color online) Fidelity F versus error ǫ; µ = 1, ν = 0.1
(blue, dotted line); µ = 1, ν = 1 (red, dashed-dotted line);
µ = 3, ν = 0.1 (black, thin, solid line); µ = 3, ν = 1 (green,
thick, solid line).
FIG. 5: (Color online) Systematic error sensitivity S versus
µ and ν.
populations as initially. Let us assume an initial wave-
function of the form
Ψ(0, r, θ) =
∑
N,M
cN,MΓN,M(0, r, θ), (56)
where ΓN,M (t, r, θ) are the eigenfunctions of the invari-
ant given in Eq. (49) and cN,M are (constant) complex
coefficients. Then it follows that the state at final time
will be
Ψ(T, r, θ) =
∑
N,M
cN,Me
iΠN,M (T )ΓN,M (T, r, θ), (57)
where ΠN,M is given in Eq. (50), so the populations in
the different eigenstates will be the same as initially, i.e.∣∣cN,MeiΠN,M(t) ∣∣2 = |cN,M |2.
E. Stability
It is important that the scheme is not only fast but
also stable concerning errors in the implementation. We
want to examine the stability of the protocol if there is
a systematic error in the magnetic field Bz(t). We as-
sume that the magnetic field is correctly implemented
before and after the process, for t ≤ 0 and t ≥ T . Nev-
ertheless, during the change of the magnetic field for for
0 < t < T , we assume that an inaccurate magnetic field
Bǫ(t) = Bz(t)(1 + ǫ) is implemented, where Bz(t) is the
correct one and ǫ a small relative systematic error which
is unknown but constant.
We will examine the final fidelity as a function of ǫ
for N = M = 0. The initial state is still Ψǫ(0) =
ψN=0,M=0,l0 . The solution of the Schro¨dinger equation is
then still given by Ψǫ(t) = Γ0,0(t)e
iΠ0,0(t) (see Eq. (49))
with l(t) replaced by ℓǫ(t), a solution of
4m2
ℓ′′ǫ (t)
ℓǫ(t)
+ 4m2
[(
qBǫ(t)
2m
)2
− ω
2
z
2
]
− ~
2
ℓǫ(t)4
= 0, (58)
with ℓǫ(0) = l0 and ℓ
′
ǫ(0) = 0. The fidelity at t = T is
now
F = |〈Ψ(T )|Ψǫ(T )〉|
=
2l(T )ℓǫ(T )√
(l(T )2 + ℓǫ(T )2)2 +
4m
~2
l(T )4ℓǫ(T )2ℓ′ǫ(T )
2
.(59)
Let l(t) be given again as in Eq. (54). We once again
fix ω˜(T )/ω˜(0) = c = 10, noting that the magnetic field
is assumed to be error-free at the initial and final time.
With these values fixed, the fidelity F only depends on µ,
ν and ǫ. Note ν must be in the range 0 ≤ ν < √2. The
fidelity F for different combinations of µ and ν versus ǫ
is shown in Fig. 4. One still gets a high fidelity even if
there is a small, systematic error in the implementation
of the magnetic field during the scheme. The scheme is,
in some range, stable concerning this type of systematic
error.
A sensitivity S of the scheme versus this systematic er-
ror can be defined as the negative curvature of the fidelity
at ǫ = 0, i.e. S = −∂2F∂ǫ2
∣∣
ǫ=0
. This sensitivity S versus
µ and ν is shown in Fig. 5. The sensitivity is increas-
ing with increasing ratio ν for fixed µ. For fixed ν the
sensitivity shows an oscillating behavior with increasing
µ. The sensitivity for arbitrary N and M is treated in
Appendix C.
In order to have even more stability against systematic
error in the magnetic field one could design a different
l(t) which minimizes the sensitivity S and still fulfills the
necessary boundary conditions (a similar strategy could
also be applied to other types of systematic errors or
random errors). As shown in Appendix C, it would be
sufficient to minimize S only for N,M = 0.
V. DISCUSSION
We have put forward shortcuts to adiabaticity for a
charged particle in an electromagnetic field focusing on a
8change of the radial spread in a Penning trap by modify-
ing the magnetic field intensity. Two methods have been
used for this: a streamlined version of the fast-forward
formalism for an electromagnetic field, and an invariant
based procedure. We have shown their equivalence for
this operation. In general the fast-forward formalism pre-
sented in this paper could be applied to other tasks for
which the invariant approach is not well suited, such as
transformations for individual states [19]. We also found
that a type of quantum speed limit applies. Moreover,
we have examined the scheme in the case of a systematic
error in the magnetic field and shown its stability.
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Appendix A: Boundary conditions for Φ(t, ~r)
Because ψ0(~r) ≡ α0(~r)eiβ0(~r) should be an energy
eigenvector of the Hamiltonian H0 with eigenvalue E0, it
follows from the real part of the corresponding stationary
Schro¨dinger equation that
0 = − ~
2
2m
∆α0 +
1
2m
(
q ~A0 − ~∇β0
)2
α0 + (qφ− E0)α0,
(A1)
and from the imaginary part that
0 =
~
2m
∇
(
q ~A0 − ~∇β0
)
α0 +
~
m
(
q ~A0 − ~∇β0
)
∇α0.
(A2)
Eq. (9) at initial time becomes
1
q
∂α
∂t
(0, ~r) =
1
2m
(∇~χ0)α0 + 1
m
~χ0∇α0 = 0, (A3)
because of Eq. (A2), and ~χ0 = ~A0 − ~q∇β0.
Eq. (8) at initial time becomes
Φ(0, ~r) =
~
2
2mqα0
∆α0 − q
2m
~χ20 = φ0 −
E0
q
(A4)
because of Eq. (A1). Similar calculations also apply to
the final time.
Appendix B: Solution of the main equations in polar
coordinates
We assume that α(t, r, θ) is given. We set
~χ = χr(t, r, θ) rˆ + χθ(t, r, θ) θˆ. (B1)
The main equation (9) now becomes
2mr
q
∂α
∂t
− 2χθ ∂α
∂θ
− ∂χθ
∂θ
α− χr
(
α+ 2r
∂α
∂r
)
−r∂χr
∂r
α = 0 (B2)
and Eq. (8) becomes
Φ = − q
2m
(
χ2r + χ
2
θ
)
+
~
2
2mqα
(
1
r2
∂2α
∂θ2
+
1
r
∂α
∂r
+
∂2α
∂r2
)
. (B3)
A solution of the main equation (B2) for χr in terms of
w = α2 and χθ can be written down,
χr = − 1
rw
∫ ∞
r
ds
[
ms
q
∂w
∂t
(t, s, θ)
−χθ(t, s, θ)∂w
∂θ
(t, s, θ)− w(t, s, θ)∂χθ
∂θ
(t, s, θ)
]
.
(B4)
Thus a function χθ can be chosen to determine (together
with the chosen α) the function χr.
Alternatively, a solution of the main equation for χθ in
terms of a and χr is given by
χθ = −fθ(r, t)
a
+
1
a
∫ θ
0
dρ
{
mr
q
∂a2
∂t
(r, ρ, t)
−rχr(r, ρ, t)∂a
2
∂r
(r, ρ, t)
−a2(r, ρ, t)
[
χr(r, ρ, t) + r
∂χr
∂r
(r, ρ, t)
]}
, (B5)
where χθ(r, θ + 2π, t) = χθ(r, θ, t).
Appendix C: Fidelity and sensitivity for arbitrary N
and M
For arbitrary N and M we get for the fidelity FN,M ,
by using [26],
FN,M = |〈Ψ(T )|Ψǫ(T )〉|
= Q1+|M|
∣∣∣P (|M|,0)N (1 − 2Q2)∣∣∣ , (C1)
where P are Jacobi’s polynomials and
Q =
2l(T )ℓǫ(T )√
(l(T )2 + ℓǫ(T )2)2 +
4m
~2
l(T )4ℓǫ(T )2ℓ′ǫ(T )
2
. (C2)
The result is valid for an arbitrary function l(t). Note
that FN=0,M=0 = Q = F , this is the special case given
in Eq. (59).
9The general sensitivity SN,M = − ∂
2FN,M
∂ǫ2
∣∣∣
ǫ=0
is
SN,M =
∂FN,M
∂Q
∣∣∣∣
Q=1
× SN=0,M=0, (C3)
where SN=0,M=0 = S is the special case discussed in the
main text. The factor
∂FN,M
∂Q
∣∣∣
Q=1
only depends on N
and M and is independent of the chosen l(t).
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