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ABSTRACT
Markov decision processes (MDPs) are widely used to model stochastic systems in many applications.
Several efficient algorithms including value iteration (VI), policy iteration and LP-based algorithms
have been studied in the literature to compute optimal policies for MDPs. However, these do not
scale well especially when the discount factor for the infinite horizon reward, λ, gets close to one,
which is the case in many applications. In particular, the running time scales as 1/(1− λ) for these
algorithms.
In this paper, we present significantly faster algorithms that outperform the current approaches both
theoretically and empirically. Our approach builds upon the connection between VI and gradient
descent and adapts the ideas of acceleration in smooth convex optimization to design faster algorithms
for MDPs. We show that the running time of our algorithm scales as 1/
√
1− λ which is a significant
improvement from the current approaches. The improvement is quite analogous to Nesterov’s
acceleration in smooth convex optimization, even though our function (Bellman operator) is neither
smooth nor convex. Our analysis is based on showing that our algorithm is a composition of affine
maps (possibly different in each iteration) and the convergence analysis relies on analyzing the joint
spectral radius of this carefully chosen Linear Time-Varying (LTV) dynamical system. We also study
the empirical performance of our algorithm and observe that it provides significant speedup (of two
order of magnitudes in many cases) compared to current approaches.
1 Introduction
Markov Decision Process (MDP) are widely used to model sequential decision-making problems under uncertainty. The
goal is to find a policy that maximizes the infinite horizon discounted reward, for a (fixed) discount factor λ ∈ (0, 1).
Several algorithms have been studied in the literature, including LP formulation, policy iteration (Howard [1960],Ye
[2011]), or value iteration (VI); we refer the reader to Puterman [1994] and Bertsekas [2007] for extensive reviews of
MDPs. However, none of these algorithm scale well when λ is close to 1 which is the case in many applications where
the effective horizon is large. In particular, the number of iterations before convergence scales as 1/(1− λ).
The goal in this paper is to design scalable algorithms to solve MDPs that are provably more efficient than current
approaches. Several faster algorithms have been proposed in this direction in the literature. The most widespread are the
Gauss-Seidel (GS-VI) and Jacobi (J-VI) algorithms, which iteratively apply operators that are variations of the Bellman
operator (see Section 6.3.3 in Puterman [1994]). The authors in Herzberg and Yechiali [1994], Herzberg and Yechiali
[1996] propose iterative algorithms based on one-step and k-step look-ahead, while Shlakhter et al. [2010] compose the
Bellman operator with a projection. We would like to note that even though these algorithms can be proved to converge
at linear rate at least as fast as VI, the exact convergence rate is not known. Furthermore, for most of the algorithms the
improved analysis relies on the structure of the transition kernel of the MDP.
Our contributions. Our first contribution is to identify a fundamental analogy between gradient descent (GD) and
value iteration (VI). In particular, considering (I − T )(v) as the gradient of an unknown function at v ∈ Rn, we
propose a first iterative algorithm, Relaxed Value Iteration (R-VI), for which we prove convergence at a linear rate,
under some fixed step sizes conditions that surprisingly match the conditions on step sizes of gradient descent. We
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would like to note, however, that the proofs for convergence of gradient descent can not be directly extended to our
setting.
Our main contribution is to propose Accelerated Value Iteration (A-VI), an iterative algorithm with linear convergence
rate that is provably significantly faster than current approaches. In particular, our algorithm returns an -optimal
policy in O
(
1√
1− λ · log
(
1
 · (1− λ)
))
iterations, improving significantly over O
(
1
1− λ · log
(
1
 · (1− λ)
))
the running time for VI. This is analogous to the improvement from the 1/ convergence for GD to the 1/
√
 convergence
of Accelerated GD (Nesterov [1983]). However, the convergence rate analysis is not at all analogous since our function
(Bellman operator) is neither smooth nor convex. To prove convergence of A-VI, we show that our algorithm is a
composition of carefully chosen affine maps (possibly different in each iteration). The convergence analysis relies on
analyzing the joint spectral radius of this Linear Time-Varying (LTV) dynamical system. This connection enables us to
prove a specific linear convergence rate that is strictly smaller than λ ( the rate for for VI), without any assumption on
the structure of the transition kernel P . To the best of our knowledge, this paper is the first to provide a provably faster
algorithm in such generality.
We would like to note that the convergence of our algorithm is not necessarily better than VI in transient iterations. In
particular, we present a family of hard instances of MDPs where the transient convergence of VI is a lower bound on
convergence rate of a large class of algorithms (including our algorithm) when the number of iterations is smaller than
the number of states. This is a key difference with smooth, convex optimization, where Nesterov’s accelerated gradient
descent is shown to converge faster than gradient descent, while attaining the optimal convergence rate over the class of
all smooth, convex functions.
We also conduct extensive numerical experiments demonstrating the significant speedup from the classical VI to R-VI
and A-VI, both when the states and actions spaces become large, as well as when the discount factor λ approaches 1.
Related Work. Considering algorithms for MDP from an optimization perspective has been studied in the literature.
Bertsekas and Tsitsiklis Bertsekas and Tsitsiklis [1996] show that one can regard the vector v − T (v) as the gradient of
some unknown function, for which the gradient vanishes at optimality, i.e. at the fixed point of the Bellman operator
T . The authors in Iutzeler and Hendrickx [2019] consider α-averaged (linear) operators instead of Bellman operators,
introduce an acceleration scheme and provide a rate of convergence. Puterman and Brumelle [1979] show that policy
iteration can be reformulated as a variant of the Newton algorithm in convex optimization. Furmston et al. [2016]
consider approximate Newton methods for policy search. Protasov and Cvetkovic Protasov and Cvetkovic´ [2018] show
that a variant of policy iteration has a global linear convergence rate, and a quadratic convergence rate as soon as the
current estimate is close enough to the optimal solution, which is analogous to the convergence behavior of the Newton
algorithm Boyd and Vandenberghe [2004]. However, none of these approaches give a provably faster convergence than
VI for general MDPs.
2 Preliminaries on MDP
A Markov Decision Process (MDP) is given by a tuple (S,A,P , r,p0, λ), where S is the set of states, A is the state of
actions. Let |S| = n < +∞, |A| = A < +∞. We call P ∈ Rn×A×n the transition kernel, r ∈ Rn×A the state-action
reward, p0 ∈ Rn+ the initial state distribution, and λ ∈ (0, 1) the discount factor. A (deterministic, stationary) policy
pi : S→ A maps each state to a chosen action. For each policy pi and transition kernel P , one can associate a value
vector in Rn, defined as vpii = Epi,P
[∑∞
t=0 λ
tritat
∣∣∣∣ s0 = i] ,∀ i ∈ S, where (it, at) is the state-action pair visited
at time t. The goal of the decision-maker is to compute a policy pi∗ that maximizes the expected discounted reward,
defined as R(pi) = p>0 v
pi. As we mention earlier, several algorithms have been studied, including value iteration, policy
iteration and linear programming based algorithms. We refer the reader to Puterman [1994] and Bertsekas [2007] for a
detailed discussion.
Since our iterative algorithm uses value iteration as a basic step, let us introduce it more specifically. Define the Bellman
operator T : Rn → Rn, where for v ∈ Rn,
T (v)i = max
a∈A
{ria + λ · P>iav},∀i ∈ {1, ..., n}. (2.1)
The operator T is an order-preserving contraction of (Rn, ‖ · ‖∞, where for any vector v,w ∈ Rn, we have v ≤ w ⇒
T (v) ≤ T (w), and ‖T (v)− T (w)‖∞ ≤ λ · ‖v −w‖∞. The value iteration (VI) algorithm is defined as follow:
v0 ∈ Rn,vs+1 = T (vs),∀ s ≥ 0. (VI)
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Following Puterman [1994], Chapter 6.3, the value vector v∗ of the optimal policy pi∗ is the unique fixed-point of the
operator T , and for any s ≥ 0, we have ‖vs − v∗‖∞ ≤ λs‖v0 − v∗‖∞. Moreover, we know that
‖vs − vs+1‖∞ ≤ (1− λ)(2λ)−1 ⇒ ‖vpis − v∗‖∞ ≤ , (2.2)
where vpis is the value vector of pis, the policy attaining the maximums in each rows of T (vs). Therefore, by choosing
the policy attaining the argmax on each row of T (vs) as in 2.1, one can recover an -optimal policy after a number of
iterations in
O
(
1
1− λ log
(
1
 · (1− λ)
))
. (2.3)
Therefore, we know that (i) lims→∞ vs = v∗, (ii) vs = v∗+O (λs) and (iii) each iteration takes a number of operations
in the order of n2 · A, while the number of iterations before convergence grows as 1/(1− λ). Therefore, when λ is
close to 1 (which is of interest for instance in reinforcement learning), VI does not scale well.
3 Value Iteration and Gradient Descent
In this section we make a connection between value iteration and gradient descent. In order to develop our accelerated
algorithm, let us first recall the main results on gradient descent. For a given differentiable function f : Rn → R and a
sequence of non-negative scalars (αs)s≥0, the gradient descent algorithm GD is described as:
v0 ∈ Rn,vs+1 = vs − αs∇f(vs),∀ s ≥ 0. (GD)
If additionally the function f is µ-strongly convex and L-Lipschitz continuous (L > µ > 0), the sequence (vs)s≥0
produced by GD does converge at a linear rate to vf the minimizer of f as soon as αs = α ∈ (0, 2/L),∀ s ≥ 0
(Chapter 2.1.5, Nesterov [2013b]). Moreover, the optimal rate is attained at the fixed-step size α = 2/(L + µ) for
which vs − vf = O (((κ− 1) / (κ+ 1))s), where κ = L/µ.
In order to compute an optimal policy pi∗, we want to compute the vector v∗, the unique solution of v∗ − T (v∗) = 0.
We can treat the vector v − T (v) = (I − T ) (v) as the gradient of an unknown function Rn → Rn, applied to the
vector v, and we are looking for a vector v∗ at which this gradient vanishes, i.e. for which ‖v∗ − T (v∗)‖∞ = 0. . Note
that since the operator T is a piece-wise affine map (as a maximum of affine maps, see Equation (2.1)), the operator
I − T is not necessarily differentiable. Inspired by this analogy, we consider the following algorithm.
v0 ∈ Rn,vs+1 = vs − αs (vs − T (vs)) ,∀ s ≥ 0. (R-VI)
We would like to note that this idea was also considered in Kushner and Kleinman [1971], Porteus and Totten [1978]
where the authors refer to it as relaxation. However, no convergence guarantee or formal connection to GD was
provided. Additionally, R-VI is reminiscent to Krasnoselskii-Mann (KM) iteration in non-expansive operator theory
(Chidume and Takens [2009]): when αs ∈ (0, 1),∀ s ≥ 0 and T is a non-expansive operator (λ = 1), R-VI is known to
converge to one of its fixed-point when αs = α ∈ (0, 1), but no rate is provided (Krasnoselskii [1955], Bauschke et al.
[2011], Chapter 5, Chidume and Takens [2009], Chapter 6). Note that in the case of a non-expansive operator, this
convergence result excludes the case α = 1, which recovers the original value iteration VI. We present the following
extension to the result for non-expansive operators.
Proposition 3.1. Consider a contraction operator T with constant λ ∈ (0, 1).
1. Let the step size in R-VI be αs = α ∈ (0, 2/(1 + λ)),∀ s ≥ 0. Then
‖vs − v∗‖∞ ≤ ‖v0 − v∗‖∞ · (λ · α+ |1− α|)s,∀ s ≥ 0.
The optimal rate is λ, attained when α = 1.
2. Let (αs)s≥0 be a sequence of non-negative scalars such that
∑+∞
n=0 αn = +∞, limn→+∞ αn = 0. Then
‖vs − v∗‖∞ ≤ ‖v0 − v∗‖∞ · O
(
exp
(
−
s∑
`=0
αs
))
,∀ s ≥ 0.
We present a detailed proof in Appendix A. We discuss here the choice of the upper bound 2/(1 + λ) for the step size.
The operator T is a non-increasing contraction operator with factor λ, and from the triangle inequality we have, for any
vectors v,w ∈ Rn,
(1− λ) · ‖v −w‖∞ ≤ ‖(I − T )(v)− (I − T )(w)‖∞, (3.1)
‖(I − T )(v)− (I − T )(w)‖∞ ≤ (1 + λ) · ‖v −w‖∞. (3.2)
3
Note that (3.1)-(3.2) are the analogous of the following inequalities for differentiable, µ-strongly convex, L-Lipschitz
continuous function f : Rn → R: for all vectors v,w ∈ Rn,
µ · ‖v −w‖2 ≤ ‖∇f(v)−∇f(w)‖2, (3.3)
‖∇f(v)−∇f(w)‖2 ≤ L · ‖v −w‖2. (3.4)
This strengthens our interpretation of I − T as ∇f , with ‖ · ‖∞ instead of ‖ · ‖2, and with µ = 1 − λ, L = 1 + λ.
Moreover, in Proposition 3.1, we note that our maximum fixed step-size guaranteeing convergence is 2/(1 + λ) = 2/L,
and that the optimal rate is λ = (1 + λ − (1 − λ))/(1 + λ + 1 − λ) = (L − µ)/(L + µ), attained for α = 1 =
2/(1 + λ+ 1− λ) = 2/(L+ µ), Therefore, the properties of GD for a function satisfying (3.3)-(3.4) do translate for
R-VI, for an operator T satisfying (3.1)-(3.2). Similarly, Proposition 3.1 is reminiscent to the following conditions of
convergence for gradient descent with varying step size:
∑+∞
n=0 αn = +∞,
∑+∞
n=0 α
2
n < +∞.
However, we would like to note that one can not readily extend to R-VI the proofs of convergence for GD, since the
norms ‖·‖∞ and ‖·‖2 differ fundamentally in that ‖·‖2 is naturally related to the scalar product ofRn, i.e. ‖v‖22 = v>v,
whereas this is not the case for ‖ · ‖∞. Therefore, we can not rely on scalar products and Taylor expansions of first order
in our proof of Proposition 3.1. Moreover, if one were to infer some new constants µ,L for (3.3)-(3.4) from (3.1)-(3.2)
and the equivalence of norms in finite dimension, one would obtain (in general) µ = (1− λ)/√n,L = √n(1 + λ),
essentially loosing a factor of n as regards to the convergence rate guarantee of GD. Additionally, even though the
optimal rate of R-VI is the same as for the classical VI, we see in our numerical experiments (Section 5, Figure 2) that
R-VI might perform better than VI in practice.
Finally, we would like to highlight that Proposition 3.1 remains true for any operator T that is a λ-contraction for
‖ · ‖∞. Therefore, one could in principle use R-VI in order to speedup the computation of other iterative methods that
rely on the fixed point of a contracting operator, for instance Boltzmann operator as a softmax (Asadi and Littman
[2017]), log-sum-exp operators (Haarnoja et al. [2017]), and robust Bellman operators for Robust MDPs (Iyengar
[2005],Wiesemann et al. [2013]).
4 First-order algorithms for solving MDPs.
In this section, we build upon the connection between VI and GD to present an accelerated value iteration algorithm.
4.1 Accelerated Value Iteration.
As we detailed in the previous section, one can consider the operator (I − T ) to be the gradient of an unknown function.
This stated, the goal is to find v∗ ∈ Rn where the ‘gradient’ vanishes, i.e. where v∗ = T (v∗). Accelerated Gradient
Descent (A-GD, Nesterov [1983],Nesterov [2013b]) has recently been extended to popular iterative methods such
as FISTA (Beck and Teboulle [2009]) and F-ADMM (Goldstein et al. [2014]). Building up on our analogy between
gradient descent and value iteration, we extend A-GD to an accelerated iterative algorithm for computing v∗, the unique
fixed point of the operator T , and show a significantly faster convergence rate than VI, without any assumption on the
underlying structure of the transition kernel P . In particular we propose the following Accelerated Value Iteration
(A-VI).
v0,v1 ∈ Rn,
{
hs = vs + γs · (vs − vs−1) ,
vs+1 ← hs − αs (hs − T (hs)) ,∀ s ≥ 1. (A-VI)
We have the following theorem.
Theorem 4.1. Let αs = α = 1/(1 + λ) and γs = γ =
(
1−√1− λ2) /λ, ∀s ≥ 1. Also, let κ = (1 + λ)/(1 − λ).
Consider a sequence (vs)s≥0, generated by A-VI. Then there exists a constant 0 such that for all 0 <  ≤ 0,
vs = v
∗ + o
((
1−
√
1
κ
+ 
)s)
,∀ s ≥ 0.
We detail the proof in Appendix B. The proof relies on the property of the Bellman operator T being a piece-wise affine
operator. At any step s ≥ 1, the iterate vs+1 is some affine function (which may change from iteration to iteration) of
R2·n applied to (vs,vs−1). This leads to a Linear Time-Varying (LTV) dynamical system formulation for the evolution
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of the sequence (vs)s≥0 (for literature on LTVs, see Klamka [1963],Vladimirov et al. [2000], and Jungers [2009],
Section 1.3.) We analyze the rate of convergence using the properties of the joint spectral radius of a well-chosen set of
linear operators that appears in our LTV. We prove that for a certain 0 > 0, the sequence (vs − v∗)s≥0 does converge
to 0 strictly faster than
(
1−√1/κ+ )s, for any 0 <  < 0. From (2.2) and Theorem 4.1, we can conclude that
A-VI returns an -optimal policy in a number of iterations
O
(√
1 + λ√
1− λ · log
(
1
 · (1− λ)
))
= O
(
1√
1− λ · log
(
1
 · (1− λ)
))
,
which is significantly smaller than the number of iterations required for VI, (2.3). Moreover, we can check that
1−√1/κ ≤ λ, with equality if and only if λ = 0 or 1, since we have that λ = 1−√1/κ+ √1− λ · (1−√1− λ2)√
1 + λ
.
Several remarks are in order. First, note that our choice of constants matches the usual choice for accelerated
gradient descent with fixed parameters. In particular, in Algorithm 2.2.11, Nesterov (Nesterov [2013b]) chooses
α = 1/L, γ = (
√
L − √µ)/(√L + √µ). From our analogies between VI and GD, and from (3.3)-(3.4) and (3.1)-
(3.2), we have µ = 1 − λ, L = 1 + λ, which corresponds to our choice of fixed parameters as α = 1/(1 + λ) and
γ =
(
1−√1− λ2) /λ. Similarly, our rate of convergence matches the rates of accelerated gradient descent, namely,
1−√µ/L.
Second, in smooth convex optimization, it can be challenging to estimate the value of the Lipschitz-constant L
(respectively, of the strong-convexity constant µ), thereby making it difficult to find the optimal step sizes. The authors
in Becker et al. [2011],Nesterov [2013a] propose backtracking schemes to evaluate optimal step-sizes. For our algorithm,
the Lipschitz-constant is replaced by (1 + λ) (respectively, the strong-convexity parameter is replaced by (1− λ)), and
it is the discount factor λ that needs to be evaluated. The value of the discount factor can be seen as a choice of the
decision-maker, depending on the impact of future rewards, i.e. depending on the effective time horizon.
Third, we obtain stronger guarantees than (3.1)-(3.2). In particular, for any vectors v,w ∈ Rn such that v ≤ w, we
have
(1− λ) · ‖v −w‖∞ ≤ ‖(I − T )(v)− (I − T )(w)‖∞, (4.1)
‖(I − T )(v)− (I − T )(w)‖∞ ≤ 1 · ‖v −w‖∞. (4.2)
Therefore, to get an even faster convergence rate, one could possibly choose more aggressive constants α = 1, γ =(
1−√1− λ)2 /λ, provided that the corresponding sequence of iterates (vs)s≥0 would be an ordered sequence of
vectors. Our analysis of A-VI does not enable us to conclude that the sequence of iterates (vs)s≥0 is increasing, and
we compare the performances of A-VI with the constants of Theorem 4.1 and with α = 1, γ =
(
1−√1− λ)2 /λ in
Section 5.
4.2 A hard MDP instance.
In this section, we show a lower-bound on the a class of ‘first-order’ iterative algorithms for MDP. We first recall the
analogous results for optimization. In optimization, a first-order algorithm minimizing a differentiable, µ-strongly
convex, L-Lipschitz function f : Rn → R satisfies the following condition on the sequence of iterates (xs)s≥0:
xs+1 ∈ x0 + span{∇f(x0), ...,∇f(xs)},∀ s ≥ 0. Nesterov (Nesterov [2013b]) provides lower-bounds on the
convergence rate of any first-order algorithm on the class of smooth, convex functions and on the class of smooth,
strongly-convex functions (Theorem 2.1.7, Theorem 2.1.13, Nesterov [2013b]). The proof relies on designing a
particularly ‘hard’ function. Additionally, Nesterov [2013b] proves that the rates of convergence of A-GD match these
lower-bounds and therefore that A-GD attains the optimal rate of convergence for these two classes of functions.
Given our interpretation of (v − T (v)) as a gradient, in our MDP setting we consider first-order algorithm as any itera-
tive method where the sequence of iterates (vs)s≥0 satisfies v0 = 0,vs+1 ∈ span{v0, ...,vs, T (v0), ...T (vs)}, s ≥ 0.
We prove the following theorem.
Theorem 4.2. For v0 = 0 and any 1 ≤ s ≤ n− 1, there exists an MDP instance (S,A,P , r,p0, λ) such that for any
sequence of iterates satisfying
v0 = 0,vs+1 ∈ span{v0, ...,vs, T (v0), ...T (vs)}, s ≥ 0,
we have
‖vs − v∗‖∞ ≥ λ
s
1 + λ
.
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We present a detailed proof in Appendix C. Note that A-VI is a first-order iterative algorithm for MDP. This implies
that in general, A-VI may not perform better than VI in intermediate steps, before the n-th iteration. We illustrate this in
Figure 1. Following Theorem 4.1, we know that A-VI will eventually converge faster afterward, and we demonstrate
this in our numerical experiments (see Figure 2,3). Note for our hard MDP instance (Figure 4 in Appendix C), A-VI
starts to converge faster than VI only after (at least) n iterations, while VI and R-VI follow a linear convergence rate
close to λ as proved in Proposition 3.1. This suggests that if one wants to compute an -optimal policy for a large  in a
high-dimensional MDP with an analogous structure as our hard MDP instance, VI might be a faster algorithm for this
particular instance.
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(a) n = 15, A = 1, λ = 0.99.
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Figure 1: Log of the error ‖vs − v∗‖∞ for iterates of VI,R-VI for α = 0.9 and α = 1.1 (RVI-(0.9) and RVI-(1.1)),
A-VI with the tuning of Theorem 4.1 (A-VI), A-VI with the more aggressive constants α = 1, γ = (1−√1− λ)2/λ
(AVI-2), on the hard MDP instance of Figure 4 in Appendix C. We also include (λs) for reference.
Finally, note that in A-VI need not to be a descent algorithm, i.e. it does not necessarily produce estimates that result in
a monotonically decreasing objective function. The objective value might increase for a few periods, before significantly
decreasing afterward (see Figure 1). This is analogous to oscillations for accelerated gradient descent (see for instance
O’donoghue and Candes [2015], Figure 1 for a detail study of the oscillation effect of A-GD).
5 Numerical study
In this section, we present results of our numerical study to compare compare the performances of VI, R-VI and A-VI.
Experimental setup. The simulations were performed on a laptop with 2.2 GHz Intel Core i7 and 8 GB of RAM. All
the simulations are averages of the running-times to obtain a 1-optimal policy over 10 samples of MDPs where the
parameters are drawn at random uniformly, the maximum reward being 100. We initialise the algorithms with v0 = 0
and, when applicable, v1 = T (v0) .
Running time for λ approaching 1. We fix n = 150 states and A = 100 actions and increase the discount factor.
Figure 2 presents (in a logarithmic scaling) the running time of value iteration VI with R-VI, and A-VI for two choices of
constant step sizes. We also compare our algorithms with Gauss-Seidel Value Iteration (GS-VI), a popular asynchronous
variant of VI (Porteus and Totten [1978],Puterman [1994], Herzberg and Yechiali [1994]), where (vs)s≥0 is computed
as vs+1,i = maxa∈A ria + λ ·
∑i−1
j=1 Piajvs+1,j + λ ·
∑n
j=i Piajvs,j , i ∈ S, s ≥ 0.
We first note that GS-VI does not perform necessarily faster than VI. There is no known convergence rate for GS-VI
and depending on the structure of the kernel P , it may converge faster than VI or not. R-VI outperforms VI for α = 1.1
but not for α = 0.9, which highlights the importance of the choice of step size in R-VI. The fact that R-VI with α = 1.1
outperforms VI is surprising, even though we would like to note that α = 1.1 is outside of the range (0, 2/(1 + λ)) for
the considered values of λ. Recall that for our analysis of Proposition 3.1, the optimal rate of convergence of R-VI is
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attained for a fixed step-size α = 1 corresponding to the classical value iteration VI. Our experimental results suggest
that the analysis of the proof of Proposition 3.1 in Appendix A could possibly be strengthened to prove that there are
some fixed step-size α 6= 1 for which R-VI achieves a convergence rate strictly smaller than λ. We also notice that A-VI
significantly outperforms the current state-of-the-art approaches (from one to two order of magnitudes in many cases),
both with the tuning of Theorem 4.1 and a more aggressive tuning α = 1, γ = (1−√1− λ)2/λ (corresponding to
L = 1, µ = 1 + λ).
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Figure 2: Logarithm of the running time of Value Iteration (VI), Gauss-Seidel Value Iteration (VI-GS),R-VI for α = 0.9
and α = 1.1 (RVI-(0.9) and RVI-(1.1)), A-VI with the tuning of Theorem 4.1 (A-VI), A-VI with the more aggressive
constants α = 1, γ = (1−√1− λ)2/λ (AVI-2). The number of states is n = 150, the number of actions is 100.
Running time for large instances. We also compare the performances of GS-VI, VI, R-VI, and A-VI for large MDP
instances. In particular, we consider n from 300 to 550, while the number of actions is A = n− 100. Figure 3 presents
the results. As before, A-VI with the parameter tuned as in Theorem 4.1 outperforms the other algorithms. A more
aggressive tuning (A-VI-2) corresponding to α = 1, γ = (1−√1− λ)2/λ performs even better.
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Figure 3: Logarithm of the running time of Value Iteration (VI), Gauss-Seidel Value Iteration (VI-GS),R-VI for α = 0.9
and α = 1.1 (RVI-(0.9) and RVI-(1.1)), A-VI with the tuning of Theorem 4.1 (A-VI), A-VI with the more aggressive
constants α = 1, γ = (1−√1− λ)2/λ (AVI-2). We fix the discount factor λ and we increase the number of states n,
while the number of actions is A = n− 100.
6 Conclusion
In this paper we present a fundamental connection between Gradient Descent and Value Iteration (VI) and build upon
this analogy and ideas from Nesterov’s acceleration to present a provably significantly faster algorithm for MDP. We
prove a lower-bound on the convergence rate of any first-order iterative method for solving MDP, which surprisingly
implies that there exists an MDP instance for which no first-order algorithm can converge faster than VI before the n-th
iteration, a significant difference with results in smooth, convex optimization. Finding some other hard MDP instances
with less structure could be of interest for future research. Our numerical experiments highlight the significant speedup
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in running time compared to state-of-the-art iterative algorithms, both for large-scale instances and for λ close to 1.
There are many interesting open questions arising from this work. For instance two specific directions that would be
particularly interesting are (i) to extend other acceleration schemes to fast algorithms for MDP, including momentum,
quasi-Newton and Newton methods, and (ii) to extend our results to a broader class of operators; Proposition 3.1
only relies on T being a contracting operator for ‖ · ‖∞, and it would be of interest to extend Theorem 4.1 to other
contractions such as log-sum-exp operators, (smooth) softmax operators and robust Bellman operators.
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A Proof of Proposition 3.1
Proof. 1. Let α ∈ R and s ≥ 0. We have
‖vs+1 − v∗‖∞ = ‖(1− α)vs + αT (vs)− v∗‖∞
= ‖(1− α)(vs − v∗) + α(T (vs)− v∗)‖∞
≤ ‖(1− α)(vs − v∗)‖∞ + α · ‖T (vs)− v∗‖∞ (A.1)
≤ |1− α| · ‖vs − v∗‖∞ + α · ‖T (vs)− T (v∗)‖∞ (A.2)
≤ |1− α| · ‖vs − v∗‖∞ + α · λ · ‖vs − v∗‖∞ (A.3)
≤ (λ · α+ |1− α|) · ‖vs − v∗‖∞, (A.4)
where (A.1) follows from triangle inequality, (A.2) follows from v∗ = T (v∗), and (A.3) follows from the
Bellman operator being a contraction with factor λ. We can therefore conclude that
‖vs − v∗‖∞ ≤ (λ · α+ |1− α|)s · ‖v0 − v∗‖∞,∀ s ≥ 0.
Now we can see that the function α 7→ (λ · α + |1 − α|) remains strictly smaller than 1 only for α ∈
(0, 2/(1 + λ)), and attains its minimum, λ, for α = 1.
2. Since lims→∞ αs = 0, there exists an integer s0 ∈ N such that αs0 ≤ 1,∀ s ≥ s0. The same reasoning as
above gives
‖vs − v∗‖∞ ≤
(
s−1∏
`=s0
(1− (1− λ)α`))
)
· ‖vs0 − v∗‖∞,∀ s ≥ s0.
Now we can conclude because
s−1∏
`=s0
(1− (1− λ)α`)) = O
(
exp
(
−
s∑
`=s0
αs
))
= O
(
exp
(
−
s∑
`=0
αs
))
.
Remark. Note in (A.1) we first make use of triangle inequality, then in (A.3) we make use of the contracting
property of of the operator T . Triangle inequality is tight if and only if the vectors involved are proportional with
a non-negative coefficient of proportionality, while we a priori do not have information on when the inequality
‖T (v) − T (w)‖∞ ≤ λ · ‖v − w‖∞ is tight. It could be of interest to study under which conditions the rate of
Proposition 3.1 is tight and if it could be improved, as suggested by our numerical experiments (Figure 2, 3 in Section
5).
B Proof of Theorem 4.1
For s ∈ N and i ∈ S, we have T (vs)i = maxa∈A{ria + λ · P>iavs}, and therefore there exists a policy pis such that
T (vs) = rpis + λ ·Lpisvs, where for all policy pi, the vector rpi ∈ Rn and the matrix Lpi ∈ Rn×n are defined as
rpi,i =
A∑
a=1
piiaria, Lpi,ij =
A∑
a=1
piiaPiaj ,∀ (i, j) ∈ S× S. (B.1)
Note that in (B.1), the policy pi can be randomized, i.e. we consider here that policies are maps from the set of states S
to the simplex of dimension A. Also, note that Lpi is always a stochastic matrix, i.e., Lpi is a non-negative matrix for
which each row sums to 1.
Let (vs)s≥0 the sequence of iterates of A-VI. We have
vs+1 = (1− α)hs + αT (hs)
= (1− α)(1 + γ)vs − (1− α)γvs−1 + α(1 + γ)λLpisvs − αγλLpisvs−1 + αrpi
= (1− α)(1 + γ)I + α(1 + γ)λLpisvs − (1− α)γI − αγλLpisvs−1 + αrpi.
10
Let us define xs ∈ R2·n,Bpi ∈ R(2·n)×(2·n), bpi ∈ R2·n as
xs =
[
vs
vs−1
]
,Bpi =
[
(1− α)(1 + γ)I + α(1 + γ)λLpis −(1− α)γI − αγλLpis
I 0
]
, bpi =
[
αrpis
0
]
.
(B.2)
We have proved that
xs+1 = Bpisxs + bpis . (B.3)
Remember that we have chosen α = 1/(1 + λ), γ = (1−√1− λ2)/λ. Let us define κ = √(1 + λ)/(1− λ). Some
algebra shows that
(1− α)(1 + γ) = α(1 + γ) = 1−
√
1/κ,
αγλ = (1− α)γ = α−
√
1/κ.
Therefore, we can simplify the matrix Bpis to
Bpis =
[
(1−√1/κ) (I +Lpis) −(α−√1/κ) (I +Lpis)
I 0
]
.
Let us write x∗ = (v∗,v∗) , where v∗ is the value vector of the optimal policy. We have the following key lemma.
Lemma B.1. There exists a sequence of policy (pˆis)s≥0 and a vector u(0) ∈ R2·n such that
xs = x
∗ +Bpˆis−1 · ... ·Bpˆi0u(0),∀ s ≥ 1.
Proof. We define u(0) ∈ Rn as u(0) = x0 − x∗. Now let us assume that for a given s ≥ 0,
xs = x
∗ + u(s). (B.4)
Let us write Fpi : R2·n → R2·n such that Fpi(x) = Bpix+ bpi. By definition of the Bellman operator as the maximum
of some affine operators, we have
xs+1 = max
pi
Fpi(xs),∀ s ≥ 0,
with the understanding that the maximum is taking row-by-row on the first n rows of the operator Bpi and the vector
bpi. Therefore we have
xs+1 = max
pi
Fpi(xs)
≥ Fpi∗(xs) (B.5)
≥ Fpi∗ (x∗) + Fpi∗ (xs − x∗)
≥ x∗ +Bpi∗ (xs − x∗) , (B.6)
where (B.6) follows from Fpi∗(x∗) = x∗. Now from (B.4), xs − x∗ = u(s), and therefore we have proved that
xs+1 ≥ x∗ +Bpi∗u(s).
Moreover,
xs+1 = max
pi
Fpi(xs)
= Fpis(xs)
= Fpis (x
∗) + Fpis (xs − x∗)
≤ x∗ +Bpis (xs − x∗) , (B.7)
where (B.7) follows from Fpi(x∗) ≤ x∗,∀ pi ∈ Π, by definition of x∗ = (v∗,v∗) and v∗ being the fixed point of the
Bellman operator. Again, using (B.4), we can conclude that
xs+1 ≤ x∗ +Bpisu(s).
Let us define the next vector u(s+ 1) as u(s+ 1) = xs+1 − x∗. Overall, we have proved that
xs = x
∗ + u(s)⇒ Bpi∗u(s) ≤ u(s+ 1) ≤ Bpisu(s). (B.8)
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We claim that (B.8) implies that there exists a (randomized) policy pˆis for which u(s+ 1) = Bpˆis+1u(s). Let us write
u(s) =
[
ts
ds
]
, for some vectors ts,ds ∈ Rn. Then (B.8) can be written[
(I +Lpi∗)
((
1−√1/κ) ts − (α−√1/κ)ds)
ts
]
≤
[
ts+1
ds+1
]
,
[
ts+1
ds+1
]
≤
[
(I +Lpis)
((
1−√1/κ) ts − (α−√1/κ)ds)
ts
]
This readily implies that ds+1 = ts. Moreover, for each row i ∈ {1, ..., n}, we have
ts+1,i ∈
[(
(I +Lpi∗)
(
(1−
√
1/κ)ts − (α−
√
1/κ)ds
))
i
,
(
(I +Lpis)
(
(1−
√
1/κ)ts − (α−
√
1/κ)ds
))
i
]
,
which for some appropriate coefficients θi ∈ [0, 1], 1 ≤ i ≤ n, can be written,
ts+1,i = θi
(
(I +Lpi∗)
(
(1−
√
1/κ)ts − (α−
√
1/κ)ds
))
i
+(1−θi)
(
(I +Lpis)
(
(1−
√
1/κ)ts − (α−
√
1/κ)ds
))
i
.
Therefore we construct the policy pˆis such that
pˆis,ia = θipi
∗
ia + (1− θi)pis,ia,∀ (i, a) ∈ S× A
and from (B.1) the definition of Lpi we obtain
ts+1 = (I +Lpˆis)
(
(1−
√
1/κ)ts − (α−
√
1/κ)ds
)
,
i.e., we have proved that
u(s+ 1) = Bpˆisu(s).
We can conclude that for any s ≥ 0,
xs = x
∗ + u(s)⇒ ∃ pˆis,xs+1 = x∗ +Bpˆisu(s).
Since this is also true for s = 0, we can conclude that there exists a sequence of policy (pˆis)s≥0 and a vector u(0) ∈ R2·n
such that
xs = x
∗ +Bpˆis−1 · ... ·Bpˆi0u(0),∀ s ≥ 1.
We will now prove the following lemma.
Lemma B.2. Let 0 =
√
1/κ.
For any 0 <  < 0, the sequence
 1(
1−√1/κ+ )sBpˆis−1 · ... ·Bpˆi0u(0)

s≥0
converges to 0.
Proof. Let us define the following set of matrices:
B = { 1
1−√1/κ+ Bpi | pi ∈ Π},
and let (ws)s≥0 be the sequence of vectors defined by
w0 =
1
(1−√1/κ+ )0u0,ws+1 = 1(1−√1/κ+ )Bpˆisws,∀ s ≥ 0. (B.9)
The recursion (B.9) is called a Linear Time-Varying (LTV) dynamical system (see Klamka [1963],Vladimirov et al.
[2000], and Jungers [2009], Section 1.3, where it is also referred to as switched dynamical system). Such a system is
said to be stable if for any sequence of policies (pˆi`)`≥0, for any initial condition w(0), it does converge to 0. Since B
is a bounded set of matrices (it is finite), we can apply Corollary 1.1 in Jungers [2009]: the sequence (w`)`≥0 is stable
if and only if ρ(B) < 1, where ρ(B) is the joint spectral radius of the set B. While for a matrix A, the spectral radius
ρ(A) of the matrix A is defined as the maximum modulus of its eigenvalues, the joint-spectral radius of the set B is
defined (among other equivalent definitions) by
ρ(B) = lim sup
s→∞
max
ρ
(
1
(1−√1/κ+ )Bpis · ... · 1(1−√1/κ+ )Bpi1
)1/s
| pi1, ..., pis ∈ Π
 .
Therefore, in order to prove our lemma it is sufficient to prove that ρ(B) < 1. We proceed in two steps.
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Spectral radius ofBpi . Recall that we have proved that for any policy pi, we have
Bpi =
[
(1−√1/κ) (I +Lpi) −(α−√1/κ) (I +Lpi)
I 0
]
.
To any eigenvalue of Lpi correspond (at most) two eigenvalues of Bpi , satisfying the following equation in ω:
ω2 − (µ+ 1)(1−
√
1/κ)ω + (µ+ 1)(α−
√
1/κ) = 0. (B.10)
The discriminant of (B.10) is ∆ = (µ+ 1)2(1−√1/κ)2 − 4(µ+ 1)(α−√1/κ). Using 1 + 1/κ− 2α = 0 and the
expression for the roots of a (complex) quadratic polynomial, we see that the leading eigenvalue of Bpi is attained for
µ = 1, which leads to ∆ = 0, and a unique solution ω∗ = 1−√1/κ. Moreover, the eigenvector associated with this
leading eigenvalue is e = (1, ..., 1). Therefore, for any pi ∈ Π, the spectral radius of 1
1−√1/κ+ Bpi is equal to
1−√1/κ
1−√1/κ+  < 1.
Common invariant subspace and joint-spectral radius of B. We have proved that all the matrices in B share (at
least) one common leading eigenvector, which is e. Therefore, we know that they all have an invariant nontrivial linear
subspace {a · e|a ∈ R}. This implies that the matrices in B are simultaneously trigonalizable, i.e. there exists an
invertible matrix Q and an integer n′ ∈≤ 2 · n for which
∀ pi ∈ Π,∃ Cpi ∈ Rn′×n′ ,Dpi ∈ R(2·n−n′)×n′ ,Epi ∈ R(2·n−n′)×(2·n−n′), such that Bpi = Q
[
Cpi Dpi
0 Epi
]
Q−1.
From Proposition 1.5 in Jungers [2009], since B is bounded and the matrices in B share a common invariant subspace,
the joint-spectral radius of B is given by
ρ(B) = max
pi∈Π
{ρ(Cpi), ρ(Epi)}.
Now, we know that
ρ(Cpi) ≤ 1−
√
1/κ
1−√1/κ+  , ρ(Epi) ≤ 1−
√
1/κ
1−√1/κ+  .
Indeed, the characteristic polynomial of any matrix in block upper-triangle form is the product of the characteristic
polynomials of its diagonal blocks, and we know that the joint-spectral radius of the matrix
1
1−√1/κ+ Bpi is equal
to
1−√1/κ
1−√1/κ+  . We can therefore conclude that ρ(B) = (1−√1/κ)/(1−√1/κ+ ) < 1.
Therefore, we can apply Corollary 1.1 of Jungers [2009], and
lim
s→∞
 1(
1−√1/κ+ )sBpˆis · ... ·Bpˆi1u(0)
 = 0.
We can therefore conclude that for all  ∈ (0, 0),
xs = x
∗ +Bpˆis−1 · ... ·Bpˆi0u0
= x∗ +
(
1−
√
1/κ+ 
)s 1(
1−√1/κ+ )s ·Bpˆis · ... ·Bpˆi0u0
= x∗ +
(
1−
√
1/κ+ 
)s
o (1)
= x∗ + o
((
1−
√
1/κ+ 
)s)
.
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C Proof of Theorem 4.2.
We first recall the results for lower-bounds of first-order algorithms in smooth convex optimization. Nesterov (Nesterov
[2013b]) provides the following two lower bound on the rate of convergence of any first-order algorithms.
Theorem C.1 (Th. 2.1.7, Nesterov [2013b]). For any x0 ∈ Rn and any step 1 ≤ k ≤ (1/2) · (n− 1), there exists a
convex, L-Lipschitz continuous function f such that for any sequence of iterates satisfying
xt+1 ∈ x0 + span{∇f(x0), ...,∇f(xt)},∀ t ≥ 0,
the following lower bounds hold:
f(xk)− inf
x∈Rn
f(x) ≥ 3L‖x0 − x
∗‖22
32 · (k + 1)2 , (C.1)
‖xk − x∗‖22 ≥
1
8
· ‖x0 − x∗‖22. (C.2)
Note the key condition that the number of step k is smaller than (1/2) · (n − 1). Therefore, in finite dimension,
some first-order algorithms might have a smaller rate of convergence than O (1/k2), after the first (1/2) · (n − 1)
iterations. In order to remove this condition, Nesterov [2013b] considers n = +∞, i.e. considers the space RN of
infinite sequences of scalars, and proves the following lower-bound for smooth, strongly-convex functions.
Theorem C.2 (Th. 2.1.13, Nesterov [2013b]). For any x0 ∈ RN and any step k ≥ 0, there exists a µ-strongly convex,
L-Lipschitz continuous function f such that for any sequence of iterates satisfying
xt+1 ∈ x0 + span{∇f(x0), ...,∇f(xt)},∀ t ≥ 0,
the following lower bounds hold:
f(xk)− inf
x∈RN
f(x) ≥ µ
2
·
(√
L/µ− 1√
L/µ+ 1
)2k
· ‖x0 − x∗‖22, (C.3)
‖xk − x∗‖22 ≥
(√
L/µ− 1√
L/µ+ 1
)2k
· ‖x0 − x∗‖22. (C.4)
Therefore, Nesterov’s A-GD achieves the optimal rate of convergence over the class of smooth, convex functions, as
well as over the class of smooth, strongly-convex functions.
We now prove Theorem 4.2, which states that there exists an MDP instance (S,A,P , r,p0, λ) such that no algorithm
can outperform VI during the first n steps, where n is the number of states.
Proof. Let us consider the following MDP. The discount factor is any λ ∈ (0, 1), there are n ∈ N states and one action.
The rewards are such that r1 = 1 and ri = 0 for all other states i. The state 1 is absorbing and for i ≥ 2, there is a
deterministic transition from i to i− 1.
Figure 4: An MDP where there are n states and one action. The state 1 is absorbing, r1 = 1 and there is no reward in
any other state. The arrows represent deterministic transitions.
It is easy to see that the (optimal) value vector is v∗i = λ
t−1/(1 − λ), i ∈ S. Let us consider a sequence of vectors
(vs)s≥0 such that v0 = 0 and
vs ∈ span{v0, ...,vs−1, T (v0), ...T (vs−1)}, s ≥ 0.
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We prove by recursion that for all s ≥ 0, i ∈ S, we have vs,i = 0 if i ≥ s + 1. This is true for s = 0 because
v0 = 0. Let us assume that this is true for v0, ..., vs−1. Then given the definition of T as in (2.1) and the fact that
ri = 0 for i ≥ 2 in the MDP of Figure 4, we have T (vt)i = 0 if i ≥ t + 2, for all t ≤ s − 1. Therefore, from
vs ∈ span{v0, ...,vs−1, T (v0), ...T (vs−1)} we see that vs,i = 0, for i ≥ s + 1, and we proved our recursion. The
state 1 is the only state where the decision-maker earns a reward; note that we essentially proved that any first-order
algorithm takes at least s steps to back-propagate the reward from 1 towards a state 1 ≤ s ≤ n.
Now we have, for 1 ≤ s ≤ n− 1,
‖vs − T (vs)‖∞ = ‖vs − T (vs)− (v∗ − T (v∗))‖∞ (C.5)
≥ (1− λ)‖vs − v∗‖∞ (C.6)
≥ (1− λ) max
1≤i≤n
|vs,i − v∗i |
≥ (1− λ) max
s+1≤i≤n
|vs,i − v∗i |
≥ (1− λ) max
s+1≤i≤n
|v∗i | (C.7)
≥ (1− λ) max
s+1≤i≤n
λi−1
1− λ
≥ λs,
where (C.5) follows from v∗ = T (v∗), (C.6) follows from (3.1) and (C.6), and (C.7) follows from vs,i = 0 for
i ≥ s+ 1. We can conclude since triangle inequality gives ‖vs − v∗‖∞ ≥ (1/(1 + λ)) · ‖vs − T (vs)‖∞.
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