Fast Lidar Clustering by Density and Connectivity by Hasecke, Frederik et al.
Fast Lidar Clustering by Density and Connectivity
Frederik Hasecke1,2, Lukas Hahn1,2 and Anton Kummert1
Abstract— Lidar sensors are widely used in various ap-
plications, ranging from scientific fields over industrial use
to integration in consumer products. With an ever growing
number of different driver assistance systems, they have been
introduced to automotive series production in recent years and
are considered an important building block for the practical re-
alisation of autonomous driving. However, due to the potentially
large amount of Lidar points per scan, tailored algorithms are
required to identify objects (e.g. pedestrians or vehicles) with
high precision in a very short time.
In this work, we propose an algorithmic approach for real-
time instance segmentation of Lidar sensor data. We show
how our method leverages the properties of the Euclidean
distance to retain three-dimensional measurement information,
while being narrowed down to a two-dimensional represen-
tation for fast computation. We further introduce what we
call skip connections, to make our approach robust against
over-segmentation and improve assignment in cases of partial
occlusion. Through detailed evaluation on public data and
comparison with established methods, we show how these
aspects enable state-of-the-art performance and runtime on a
single CPU core.
I. INTRODUCTION
Precise segmentation of object instances is an important
tool for a variety of applications ranging from object de-
tection to computer-aided data labelling. Lidar sensor data
is usually represented as a three-dimensional point cloud
in Cartesian coordinates. Hence it makes sense to consider
clustering algorithms to fulfil the task of object segmenta-
tion for this type of sensor. Classic spatial or multidimen-
sional point-based approaches [1][2] are suitable to solve
this problem, but suffer from long and fluctuating runtime.
This is a problem, especially for automotive applications
on embedded devices which are geared towards reliable
and fixed timings of operations. Other methods, like the
approach by Moosmann et al. [3], are targeted towards
Lidar point clouds, but are also too complex for real-time
application, since they work on finding clusters in the three-
dimensional domain. More recent works in this field [4][5][6]
use lower dimensional representations to segment clusters,
but still work sequentially in several iterations, resulting in
a potentially high and/or fluctuating runtime.
This work presents a Lidar point cloud segmentation ap-
proach which provides (1) a high level of accuracy in point
cloud segmentation, while (2) being able to run in real
time, faster than usual sensor recording frequencies at (3)
a constant rate with very little fluctuation independent of
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the scene’s context. We do so by avoiding the creation of a
three-dimensional point cloud from the range measurements
provided by the Lidar scanner and work directly on the laser
range values of the sensor. Alternatively, computations can
be applied to a cylindrical range image projection of the
three-dimensional point cloud. This approach circumvents
the problem of sparsity in the point cloud by forcing a two-
dimensional neighbourhood on each measurement and thus
offers the advantage of working with dense, two-dimensional
data with clearly defined neighbourhood relationships be-
tween adjacent measurements. We avoid a loop based imple-
mentation for the computation to bypass fluctuations in the
runtime depending on the number of objects and complexity
of the scene. A Python implementation of our approach runs
in real time on a single CPU core.
II. RELATED WORK
There is a large number of previous works on Lidar
instance segmentation especially in, but not limited to, au-
tomotive application. The main focus for most clustering
approaches is on improving segmentation accuracy and ex-
ecution time. Most of these separate objects in the three-
dimensional space, resulting in high accuracy but compara-
tively long runtime. Implementations of these can be found
in the DBSCAN [1], Mean Shift [7][8] and OPTICS [2]
algorithm.
Other approaches use voxelization to reduce the complexity
of the point cloud and find clusters in this representation
[9] or bird’s eye view projection coupled with the height
information to separate overlapping objects [10].
Moosmann et al. [3] proposed the use of a local convexity
criterion on the spanned surface of three-dimensional Lidar
points in a graph-based approach. While showing good re-
sults in urban environments and avoiding the additional step
of a ground plane extraction, the algorithm fails to achieve
real-time capability. Based on this work, Bogoslavskyi and
Stachniss [4] used a similar criterion - the spanned angle
between adjacent Lidar measurements in relation to the Lidar
sensor origin - to define the convexity of the range image
surface as a measure to segment objects. They further utilise
the neighbourhood conditions in the range image to display
a very fast execution time. Zermas et al. [6] exploit the same
relationship in scan lines of Lidar sensors to find break points
in each and merge the separate lines of channels into three-
dimensional objects in a subsequent step.
Other current methods use machine learning directly on
three-dimensional point clouds [11][12][13], projections into
a camera image [14], or on spherical projections of Lidar
points in the range image space [15], to segment object in-
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Fig. 1. Top: Range image representation of the raw distance measurements.
Bottom: Three-dimensional visualisation of the range measurements coupled
with the respective channel of origin and lateral position.
stances in point clouds. These results look very promising in
some cases, but suffer from a longer runtime, which currently
prevents application on embedded automotive hardware.
III. METHODS
The raw data of Lidar sensors is usually provided as a
list of range measurements, each coupled with a number
relating to the origin channel and the lateral position. These
two values are corresponding to the y and x position of the
measurement in the range image shown in FIGURE 1. These
values can also be used to create a three-dimensional rep-
resentation of the measurements, but doing so will increase
the computation time for the proposed method. Therefore,
we work directly on the raw two-dimensional representation.
FIGURE 1 shows an example of a range image as well as a
three-dimensional representation of Lidar measurements.
For the application of object segmentation we assume that
the Lidar is part of a ground-based vehicle. Therefore we
want to extract and discard the points belonging to the ground
plane from the computation. This will prevent the algorithm
from connecting two instances via this plane. Here, a simple
height based threshold is not sufficient, as the road surface
itself can be uneven. Pitching and rolling of the ego vehicle
can also influence the way the ground is perceived in the
sensor data. Since we have detailed information about the
Lidar sensor itself, we can use the angle position of each
given channel to determine the angle in which the laser beam
would hit a horizontal surface. We use this information to
exclude all range image values belonging to a horizontal
plane below a certain height. To do so, we compare each
cell of the range image with the neighbouring one above
using the equation
β = arctan (
d2 · sinα
d1 − d2 · cosα ),
in which the selected cell value is d2 and the one from
the cell above is d1 corresponding to the respective depth
Fig. 2. Trigonometrical relations used in the proposed clustering method.
Left: The angle measurement of Lidar points in the vertical direction can
be used to define a horizontal orientation for the ground plane extraction.
Right: With the Lidar Sensor in O, the lines OA and OB show two
neighbouring distance measurements. The distance between the two mea-
surements can be calculated using the spanned angle α between the points.
measurement. For the implementation, we use the function
atan2 instead of the arctan to ensure proper handling of all
quadrants of the Euclidean plane. As a result, we obtain an
image representing the angle values of the entrance angle in
relation to the point cloud surface. Together with a lookup
table of the channel angles δr with respect to the channel
r, we can now exclude all range image cells that have
a high probability of belonging to the ground. A similar
metric has been described by Chu et al. [16] to separate the
ground without a ground plane estimation. The left drawing
in FIGURE 2 depicts the relationship of the channel angles
δr to the surface angles βr.
After removing the Lidar measurements belonging to the
ground plane from the range image, we use a systematic
approach to create an object instance segmentation for Lidar
sensor data through clustering in the image space of the range
image. Inspired by the direct connectivity of Bogoslavskyi
and Stachniss [4], we exploit the neighbourhood relationship
of adjacent measurements in the range image. As visualised
in the right illustration of FIGURE 2, we compare the given
range values ||OA|| and ||OB|| for each pair of Lidar
measurements and apply the cosine law
D =
√
||OA||2 + ||OB||2 − 2 · ||OA|| · ||OB|| · cos (α)
D =
√
d21 + d
2
2 − 2 · d1 · d2 · cos (α)
to calculate the Euclidean distance D of the measured points.
The α angle is required for the calculation and usually
provided by the manufacturer of the Lidar sensor for both the
horizontal and vertical direction. Using the physical distance
between two measured points, we can define a threshold
value between those which are close enough together to
belong to the same object, or too far apart to be considered
neighbours on the same object. The distance of neighbouring
points on a given object is in general relatively dense.
The distances of those points in the range image from two
separate objects are substantially larger.
With use of the Euclidean distance as a threshold value,
we provide a single parameter implementation with a clear
physical meaning which is adaptable to different sensors.
By exclusively using variables which are given by the range
measurements and reducing the computational effort by pre-
calculating the cosine of the given angles, we can reduce the
calculation of the squared Euclidean distance to a total of
four multiplications, one addition and one subtraction.
D =
√
d21 + d
2
2 − 2 · d1 · d2 · cos (α)
D2 = d1 · d1 + d2 · d2 − 2 · cos (α)︸ ︷︷ ︸
Constant
·d1 · d2
D2 = d1 · d1 + d2 · d2 − c · d1 · d2
These operations are present and optimised in most embed-
ded devices and allow a much more efficient runtime for an
automotive application of this approach.
With the calculated threshold between each measurement, we
are able to connect all Lidar points in the range image into
separate clusters and background points. Here we intention-
ally decided against a loop based implementation to iterate
over all rows and columns of the range image to connect or
separate the cells in the image, as this tends to be susceptible
to disruptions in the runtime. Especially in scenes of multiple
small objects, which force many iterations of the outer loop.
We recommend the work by Bogoslavskyi and Stachniss
[4] for further reading on a loop based implementation of
a threshold calculation between measurements in a range
image implementation.
Our approach exploits the vectorised nature of the range im-
age by applying the connection or separation of neighbouring
points, without the use of a loop over the rows and columns
in the image. To do so, we create two virtual copies of the
range image and shift one copy over the x axis and the
other one over the y axis, thus shifting each measurement by
one cell in the x and y direction respectively. These shifted
images enable us to stack them on a third axis and compare
each value with his vertical and horizontal neighbour over
the whole multidimensional array.
By applying the threshold on these distance values calculated
for each measurement and its direct neighbourhood, we end
up with the original range image and two binary images
representing the connection or separation between two points
in the range image. For further use of these images and to
reduce the computational expenditure, the range image can
be reduced to a binary image representing the presence and
absence of Lidar measurements for the corresponding pixels
in the range image.
The three created binary images contain all required infor-
mation to segment the Lidar measurements of the whole
frame into clusters and background points. For this we
utilise a simple and efficient image processing algorithm; the
pixel connectivity. The 4-connected pixel connectivity, also
known as von Neumann neighbourhood, is defined as a two-
dimensional square lattice composed of a central cell and its
four adjacent cells. To apply the pixel connectivity on our
data, we need to combine the binary Lidar measurements
with the binary threshold images of connected measure-
ments. By arranging these three images as shown in FIGURE
3, we are able to apply 4-connectivity on the resulting image
to label each island of interconnected measurements as a
different cluster. The usage of this condition allows us to
avoid a loop based implementation once again. The resulting
Fig. 3. Combination of defined image representations for instance seg-
mentation. The red squares represent the Lidar range values, the yellow
and blue squares represent the horizontal and vertical connections of these
measurements respectively. The black cross depicts how a 4-connectivity
kernel is applied to the resulting combined image.
segmented image can now be subsampled to the original
range image. In a subsequent step we can apply a threshold
on the labelled clusters for objects below a certain number of
Lidar measurements to reduce false clusters resulting from
noise in the sensor, in our case we decided on a minimum of
100 points to be considered a cluster candidate. We have thus
segmented the measurements to connected components of
separate objects and non-segmented points which correspond
to the ground plane and background noise.
A. Skip connections
Due to the characteristics of Lidar sensors, namely the
sparsity (especially in vertical direction) and missing mea-
surements resulting from deflected laser beams, which have
no remission value back to the sensor, segmentation algo-
rithms like the proposed one can be prone to under- or over-
segmenting. Missing values can result in missing connections
between areas of the same object, due to which the direct
neighbourhood approach described above will over-segment
a single object into multiple clusters. Examples of such
challenging instances are shown in FIGURE 7.
To overcome the limitations of the direct neighbourhood
approach and to ensure a more robust segmentation, we have
extended the two-dimensional Euclidean clustering by what
we have named skip connections. For this, we reduce the
combined image shown in FIGURE 3 to a sparse matrix,
connecting only every second point in the vertical and
horizontal direction, thus connecting a subset of original
points. The schematic visualisation in FIGURE 4 displays a
connection of each measurement with its second neighbour.
Due to the known α angle between all measurements, we
can extend the Euclidean distance calculation from each
measurement to any other using the cosine law described
above. This allows us to robustly connect segments of
the same object, which have no direct connection due to
missing measurements in the range image. An example of
this improved segmentation can be seen in FIGURE 7. These
additional skip connections can be adjusted according to
the utilised sensor depending on the sparsity and proneness
to errors. In the results shown in SECTION IV we have
Fig. 4. Additional skip connections (dotted lines) between non-
neighbouring Lidar points on top of the direct connections via neighbouring
points (yellow and blue squares).
added two-skip connections as visualised in FIGURE 4. The
combined use of the direct connectivity of neighbouring
measurements and the skip connections enables a pseudo
three-dimensional Euclidean clustering while exploiting the
fast runtime of two-dimensional pixel connectivity. Thus, we
are able to improve the quality of the segmentation without
sacrificing our real-time ability.
IV. EXPERIMENTAL EVALUATION
We have set up the evaluation to prove our three claims
of (1) a high level of accuracy in point cloud segmentation,
(2) being able to run in real time at usual sensor recording
frequencies and (3) offering a constant processing rate with
very little fluctuation independent of the scene’s context. The
first experimental evaluation refers to the second and third
claim, the second experiment is mainly concerned with a
qualitative metric of the segmentation results.
A. Runtime
Following the experimental setup of [4][5] we designed
our first experiment on the provided data by Moosmann et
al. [17] to support the claim that the proposed approach can
be used for online segmentation. All listed methods have
been evaluated on the same Intel R© CoreTM i7-6820HQ CPU
@ 2.70 GHz. FIGURE 5 shows the execution time of the
four methods over the 2500 Frames dataset. Please note,
that we have removed the empty frames of the dataset from
the evaluation. The proposed method runs as fast as the
algorithm of [4][5] while suffering from less fluctuation due
to the vectorised implementation. A box-plot of the average
runtime of [4] and the proposed method can be seen in
FIGURE 6 which shows the fluctuating nature of the loop
based method as opposed to ours. As can be seen in FIGURE
5, the proposed method together with the additional skip
connections suffers from a slightly longer runtime, while still
running at a frequency above 30 Hz. This is three times faster
than the recording frequency of the used sensor.
B. Segmentation Results
For our evaluation, we use the dataset ”SemanticKITTI”
by Behley et al. [18] as ground truth for object instance
segmentation. For each ground truth object with more than
100 Lidar point measurements, we select the cluster of
Fig. 5. Frame-wise execution timings for a 64-beam Velodyne dataset [17].
Please note the logarithmic scale for the runtime.
Fig. 6. Averaged timings for segmenting approximately 2,500 scans from
a 64-beam Velodyne dataset [17] with our approach and the method by
Bogoslavskyi and Stachniss [4].
each algorithm with the most overlap with the ground truth.
Using these two lists of points, we calculate the Intersec-
tion over Union (IoU). We compute this metric for each
algorithm listed below, over all ten sequences with Lidar
instance ground truth in the dataset. We present the mean
and standard deviation of the IoUs with the best parameter
for each method. With our threshold parameter as 0.8m
on the direct neighbourhood implementation without skip
connections, we outperform [4][5] with the same average
runtime. Together with the proposed skip connections and our
distance threshold as 0.6m we manage to come very close
to the more general three-dimensional Euclidean distance
clustering algorithm DBSCAN as shown in TABLE I while
being on average faster by a factor of 17 and a maximum-
value difference by a factor of 60 due to the fluctuating nature
of the DBSCAN algorithm (80 and 225 times faster without
skip connections).
For a further evaluation of the instance-level performance,
we compute the average precision in a similar fashion as
established benchmarks for instance segmentation for image
data. We define 10 bins of point-wise overlap of the ground
truth and proposed clusters ranging from an IoU of 0.5 to
0.95 in steps of 0.05. We average the precision of all bins into
one single metric score, the Average Precision (AP) which is
shown in TABLE II for each method. We also additionally list
the AP for the overlap values of 50%, 75% and 95% in which
the evaluation is restricted to objects above the denoted IoU.
We show in TABLE II that we matched as many ground truth
instances as the DBSCAN algorithm for an IoU over 50%,
Method IoUµ IoUσ IoU0.5µ IoU0.5σ
Bogoslavskyi et al.[4][5] 63.75 32.19 81.31 11.58
Ours 65.29 33.07 83.37 11.72
Ours 66.64 32.74 83.70 11.30
(Skip Connections)
DBSCAN 67.61 34.92 86.59 11.04
TABLE I
COMPARISON OF THE INTERSECTION OVER UNION OF BOGOSLAVSKYI
ET AL. [4][5], DBSCAN [1], AND THE PROPOSED METHOD
Fig. 7. Left: Direct connectivity between neighbouring Lidar points.
Right: Additional skip connections between every second Lidar measure-
ment. The proposed skip connections enable a more accurate segmentation
of the car and reduce the over-segmentation of occluded objects as the truck
in the bottom figures.
while we are still above 60% AP for all instances with an
IoU over 75%. This is particularly important in the context of
driver assistance systems, since a missed instance is a bigger
problem than an object that was not matched perfectly. We
further proved, that the proposed skip connections improve
the results of our algorithm and help to find otherwise missed
objects.
V. CONCLUSION
We have presented an algorithm for real-time instance
segmentation of Lidar sensor data by using raw range
images. To make this approach more robust against over-
segmentation, we introduced what we call skip connections,
to use the larger neighbouring context for a more precise
assignment of measured points to an instance, especially in
cases of partial occlusion. These properties of our method
facilitate the preservation of three-dimensional information in
the measurements when being reduced to a two-dimensional
Method AP AP 50% AP 75% AP 95%
Bogoslavskyi et al.[4][5] 49.66 73.45 54.12 4.66
Ours 52.80 73.59 57.45 8.66
Ours 54.72 75.57 60.11 8.23
(Skip Connections)
DBSCAN 58.54 74.86 63.27 17.92
TABLE II
COMPARISON OF THE AVERAGE PRECISION OF BOGOSLAVSKYI ET AL.
[4][5], DBSCAN [1], AND THE PROPOSED METHOD
representation for fast computation. In a detailed evaluation,
we have shown, that our approach is as fast as comparable
state-of-the-art methods, while being more stable in its run-
time, and more importantly, providing an overall better per-
formance in instance segmentation. The experiments show,
that not only our accuracy in separating objects is higher
than with comparable approaches, but we are able to match
most ground truth instances that only the far more complex
DBSCAN algorithm was able to match. This is particularly
important in the context of driver assistance systems, since a
missed instance is a bigger problem than an object that was
not matched perfectly. We have also shown, that the proposed
skip connections improve the results of our algorithm and
help to find otherwise missed objects. The further use of
segmented point clouds for classification and to remove false
positives, is outside of the scope of this work and will be
covered in future publications.
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