

















































Background: One limitation of the empirical studies about
test-driven development (TDD) is knowing whether the de-
velopers actually followed the advocated test-code-refactor
cycle. Research dealt with the issue of process conformance
only in terms of internal validity, while investigating the
role of other confounding variables that might explain the
controversial effects of TDD. None included process confor-
mance as a fundamental part of the analysis.
Goal: We want to examine the impact of process confor-
mance on the claimed effects of TDD on external quality,
developers’ productivity, test suite quality.
Method: We used the data collected during a previous study
in order to create regression models in which the level of
process conformance is used to predict external quality, pro-
ductivity and tests thoroughness.
Result: Based on our analysis of the available data (n = 22),
we observe that neither quality (p-value=0.21), productivity
(p-value=0.80), number of tests (p-value=0.39) nor coverage
(p-value = 0.09) can be regressed from the level of TDD pro-
cess conformance.
Conclusion: Whilst based on a small sample, we raise con-
cerns about the way developers interpret TDD. We also
question whether the cost of strictly following TDD is go-
ing to pay-off in terms of external quality, productivity and
tests thoroughness.
1. INTRODUCTION
Test-driven development (TDD) is a software develop-
ment methodology that has been known since the beginning
of 2000s as a central practice of extreme programming [51,
31, 16]. TDD strayed also outside the extreme program-
ming movement due to its claimed positive effects on soft-
ware quality (both internal and external), test quality and
developers’ productivity [37, 5, 17], until becoming part of
the curricula for computer science and computer engineering
degrees [12, 39]. On the other hand, TDD has been criticized
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for its difficult integration into the everyday’s workflow, be-
ing counterintuitive and costly to implement [26, 7, 1].
TDD is based on the fast and short iteration of three
phases [5]:
1. Create a unit-test for a functionality not yet imple-
mented,
2. Develop the necessary code to make the test pass,
3. Refactor [15]
The need for upfront design is set aside and the unit-tests
drive the design and implementation decision. Hence TDD
should also be considered a design technique that produces
a test suite as a byproduct, rather then a testing technique
[11].
The need to validate the claims about TDD prompted the
software engineering research community to conduct several
empirical studies that in most cases resulted in controver-
sial results [44, 46]. One common argument reported in such
studies is that a model to understand and benchmark the
effects of TDD should include other variables, e.g. the skills
and experience, whether TDD is accompanied by another
development methodology. Some proposed TDD to be ac-
companied by other agile techniques, like pair-programming
[55, 32]; others focused on the skills of the TDD developers
[8, 40], while further studies investigated the central compo-
nent of TDD, i.e. unit-tests [13, 20].
A common theme in the existing evidence about the ef-
fects of TDD is that process conformance, i.e. the extent
to which the actual TDD cycle is followed, is considered
marginally and mostly reported as a threat to the internal
validity. In this study we propose a model (Fig. 1) in which
the relation between conformance to TDD and its effects is
formally investigated. Hence, the novelty of this study is
being the first to formally investigate the relation between
conformance to TDD and its postulated effects.
The paper is organized as follows: Section 2 presents a
review of the existing literature about process conformance
studies in software engineering, and of particular interest for
TDD research. Section 3 introduces the study context, the
metrics used, the research questions and hypotheses. Section
4 reports the analysis of the data and the results of the study.
The threats to validity are examined in Section 5, while the
results are discussed in Section 6. Finally, Section 7 presents
the conclusion and addresses future work.
Figure 1: Impact of process conformance on TDD
2. RELATED WORK
In this section we survey process conformance studies in
software engineering, and then examine the ones addressing
the subject specifically for test-driven development.
2.1 Studies About Process Conformance in SE
Sørumg̊ard defines process conformance in the context of
software development, informally as “the degree of agree-
ment between the software development process that is re-
ally carried out and the process that is believed to be car-
ried out” [48]. The author aimed to uncover the importance
of process conformance in software engineering field. The
study helped to uncover four key components to measure
process conformance in software development: model for
definition, measurement based on the model, an alternative
measurement and guidelines for modification of a process
[48].
The study by Cook and Jonathan [10], provides deeper
insight in the relationship between a formal model and its
execution for high lever processes in software development.
In particular they realized that if the the model and the
executions diverges, then something crucial is happening.
They proposed several metrics to aid the validation of a
process, along with the type of data to collect or rather
ignore. These metrics were demonstrated using the Test
Unit task from [29].
The lack of adequate process conformance measurements
in software engineering is pointed out by Silva and Travas-
sos [47]. In particular, the authors are concerned about the
obtrusiveness of the existing methods to gauge conformity.
They proposed and validated a tool in industrial settings
to support the adherence to the prospective-based reading
requirements elicitation methodology. The use of the tool
to keep the subjects conforming to the process resulted in a
significant reduction in the time needed for elicitation [47].
Notably, the authors reflect about the importance of mea-
suring process conformance in order to have a better under-
standing of the process itself.
Zazworka et al. [53] developed a new approach to identify
disconformities in software development lifecycle processes.
They defined a template for the completition of a process
and looked for patterns of non conformity in the collected
data. Further, they used data visualization techniques to
present and evaluate the risk associated with non conformity
behaviors. The authors claim that, with this approach, they
can find the deviations from the model already from the
start and throughout the whole process [53]. The method
presented in Zazworka et al. has been subsequently tested
to gauge process conformance during an XP course, and
identified process conformance violations as a major hinder
in instructing developers about new processes [54].
2.2 Studies About Process Conformance for
TDD
Different studies tackled the problem of quantify process
conformance, specifically for TDD. In particular, Wang and
Erdogmus [50] measures process with the goal of improv-
ing it by using micro-level analysis of the data extracted
from the developers’ IDE. They developed a tool that mines
Hackystat 1 data looking for patterns that are typical of the
TDD cycle (i.e. lines of code to lines of test ratio, testing
effort vs. production effort and timestamp).
Madeyski and Szala [33] conducted an experiment about
TDD effectiveness. In order to improve the internal validity
of their study they measured process conformance. Their
approach, similar to the previous, relied on the duration of
development events that were subsequently categorized into
passive and active. They were able to infer TDD process
conformance from the passive-to-active time ratio, conclud-
ing that TDD subjects attain higher active time than test-
last developers.
Also the studies by Johnson and Kou [27, 30], use low
level development episodes to calculate process conformance.
Through several heuristics, they were able to identify 22 dif-
ferent events that usually take place during the development
flow (e.g. adding a new class, compiling, executing the test
suite), and categorize them into 8 coarse-grained class. Each
sequence of episodes is then marked as TDD compliant or
not using a rules-based system,. They implemented a tool,
Zorro, and validated it by comparing the result of auto-
mated analysis to the manual analysis of a video recording
of the developers activity. Zorro classified correctly 89% of
the development episodes in the first run of the experiment
in university settings and 85% during the second run in in-
dustrial settings. Pedroso [41], presents the result of the
experimentation of an enhanced version of Zorro, Besouro,
which is 8% more precise.
3. STUDY DESIGN
With this study we want to understand the relationship
between process conformance and the the postulated bene-
fits of TDD, specifically improved external quality, improved
productivity, enhanced number of unit-tests written and im-
proved coverage [37, 4, 18, 19].
3.1 Research Questions
The main question this study tries to answer is:
What is the relationship between the conformance to TDD
and its observed effects?
In particular we want to investigate the impact on external
software quality, developers’ productivity and tests suite,
in terms of number of tests produced as well as the thor-
oughness of tests. To answer the research we constructed a
regression model (Sec. 4.3) for each of the variables under
study. We then took the same approach, but considering
two subgroups, low and high conformant subjects.
1A framework for collection and analysis of software develop-
ment process data — https://code.google.com/p/hackystat
Table 1: Summary of the study context variables
Variable
Subjects (Recruited / Observed / Retained) 33 grad., 25 undergrad. / 27 / 22
Subject Unit (Observed / Retained) 20 individuals, 7 pairs / 15 individuals, 7 pairs
Subject Type Mix of undergraduate and graduate students
Programming Environment Java, Eclipse, JUnit
Programming Task Robert Martin’s Bowling Scorekeeper
Programming Task Type Fine grained with incremental difficulty
Task’s user stories 13
Time to Complete the Task One lab session ∼ 3 hours
3.2 Study Context
The study reported in this paper is based on our controlled
experiment about the effects of TDD published elsewhere
[21]. In the study, the recruited subjects were randomly
divided into two groups (non-TDD and TDD) for experi-
mental purposes. The goal of the experiment was to check
whether significant differences exists between TDD devel-
opers and test-last developers, in terms of external quality
and productivity. Moreover, we investigated the correlation
between the number of the tests developed and the external
quality and productivity. In this paper we consider the data
gathered only from the TDD group to understand how the
level of conformance of the subjects to the prescribed TDD
process impacts external quality, productivity and test qual-
ity.
The software artifacts used in this study were produced
by senior undergraduate and junior graduate subjects in the
context of an academic course about software testing orga-
nized by the department of Information Processing Science
at the University of Oulu, Finland in the Fall term of 2012.
The subjects received 20 hours of hands-on training about
unit-testing and TDD. During the last session the subjects
were asked to implement the Bowling ScoreKeeper exercise
used for previous experiments [20, 13, 22] in a TDD fash-
ion. The session duration was 3 hours and we retained data
from 27 subject units, 20 single and 7 pairs. In our previous
study we assessed that there is no difference between pairs
and single developers [21].
It should be noted that, for the controlled experiment en-
compassing this study, we gathered data about the subjects
(including the ones in the non-TDD group) skills and ex-
perience using questionnaires. There were 41 novices and
15 professionals with experience varying between 6 months
and 10 years, with average of 2.6 years [21]. Although this
information can not be directly used for the purpose of our
study, it gives an idea of sample in terms of programming
experience. Table 1 summarizes the context in which the
study took place.
3.3 Data Collection
Before the experimental task and data collection phases,
the subjects agreed to participate to the study, although
the hypotheses were not disclosed to them. Along with the
list of user stories to implement, the subjects were given a
template project (30 LOC) containing the API and naming
conventions to be followed. Once the eperiment was over,
we collected the artifacts developed by all the subjects (pro-
duction and test code) and proceeded to examine them. We
removed 5 artifacts which were either empty or impossible to
compile, leaving us with 22 artifacts. The mean LOC value
was 186.27 (sd=101.82), the mean LOC for production code
was 82.59 (sd=39.61) while for test code 103.68 (sd=81.9).
3.4 Metrics







where #d.u.s. is the number of delivered user stories. A user
story is considered delivered when at least 50% of the accep-
tance tests associated with that user story pass. Whereas,





In other words, it represents the ratio of the passing assert
statements from the acceptance test associated with that
user story over all the assert statements associated with the
same user story. Our test suite included 56 acceptance tests
for the 13 user stories that constituted the task. QLTY is
a ratio variable that can vary in the interval [0, 1.0].






which represent the ratio of delivered user stories. It is im-
portant to note that equation 3 does not include a mea-
sure of the time necessary for each subject to complete the
task since the time was the same for all subjects (3 hours).
PROD is a ratio variable that can vary in the interval [0,
1.0].
The variable TEST was calculated by simply counting the
tests present in test suite developed by the subjects. TEST
is a ratio variable that can vary in the interval [1, ∞].
Along with TEST , a second measure that gauges the qual-
ity of the test suite developed by the subject is TCOV . It
represents the percentage of code covered by the tests [36].
Although several ways to calculate code coverage exists [28],
we adopted block coverage [25] as it was implemented by the
tool2 used during for the study. TCOV is a ratio variable
with interval [1, 100]. The level of conformance was calcu-





Conformance is then the percentage of the developers’ episodes
recognized as TDD compliant over all the episodes. CONF
is a ratio variable, that can be vary in the interval [0, 100].
2http://www.eclemma.corg
3https://github.com/brunopedroso/besouro
Table 2: Formal Hypotheses
Name H0 H1
HQLTY QLTY = β × CONF + α, β = 0 QLTY = β × CONF + α, β 6= 0
HQLTY (HC) QLTY (HC) = β × CONF (HC) + α, β = 0 QLTY (HC) = β × CONF (HC) + α, β 6= 0
HQLTY (LC) QLTY (LC) = β × CONF (LC) + α, β = 0 QLTY (HC) = β × CONF (HC) + α, β 6= 0
HPROD PROD = β × CONF + α, β = 0 PROD = β × CONF + α, β = 0
HPROD(HC) PROD(HC) = β × CONF (HC) + α, β = 0 PROD(HC) = β × CONF (HC) + α, β 6= 0
HPROD(LC) PROD(LC) = β × CONF (LC) + α, β = 0 PROD(LC) = β × CONF (LC) + α, β 6= 0
HTEST TEST = β × CONF + α, β = 0 TEST = β × CONF + α, β = 0
HTEST (HC) TEST (HC) = β × CONF (HC) + α, β = 0 TEST (HC) = β × CONF (HC) + α, β 6= 0
HTEST (LC) TEST (LC) = β × CONF (LC) + α, β = 0 TEST (LC) = β × CONF (LC) + α, β 6= 0
HTCOV TCOV = β × CONF + α, β = 0 TCOV = β × CONF + α, β = 0
HTCOV (HC) TCOV (HC) = β × CONF (HC) + α, β = 0 TCOV (HC) = β × CONF (HC) + α, β 6= 0
HTCOV (LC) TCOV (LC) = β × CONF (LC) + α, β = 0 TCOV (LC) = β × CONF (LC) + α, β 6= 0
3.5 Conformance criteria
Part of our hypotheses are built on the assertion that the
subjects could be splitted according to their conformance to
TDD (CONF ), i.e. low conformant (LC) and high confor-
mant (HC), and that the two groups are statistically differ-
ent. We looked at the descriptive statistics for the variable
CONF , n=22, mean=78.09, sd=21.65, median=85, and the
distribution of the data to select the median (85%) as a cut-
off value to split the dataset according the level of confor-
mance. In order to formally test for differences between the
two obtained groups we used a non-parametric test, since the
assumptions of homogeneity of variance (Levene’s test [23]
p < 0.05) and normality (Shapiro-Wilks’s test [49] p > 0.05)
are both violated.
The one-sided Mann-Whitney’s test [14] (CONF (HC) >
CONF (LC)) was significant (p << 0.05). Hence we con-
clude that, as expected, using the median value to split the
dataset into two groups, there is a statistically significant
difference between them in terms of process conformance.
The HC group contains 12 data points, while the LC
group 10. Having established the two groups of subjects
allows us to formally express the research hypotheses.
3.6 Hypotheses
The research question presented in Section 3.1 is formal-
ized in research hypotheses presented in Table 2. For the
regression study CONF is the independent variable (IV),
while QLTY , PROD, TEST and TCOV are the depen-
dent variables (DV). Through the test of the hypotheses we
want to identify the strength and the direction of the re-
lationship between the IV and each of the DV. The same
analysis is carried out considering the two groups, HC and
LC, separately.
3.7 Research Method
The main methodology used to test the hypotheses and
answer the research questions of this study is regression anal-
ysis [45]. Since the regression model presented in some of
the hypotheses operates on a subset of our data, we first
decided the criteria to split the dataset, then proceed to de-
scribe it, analyze possible outliers and correlations between
variables. Finally, we build the models necessary to answer
the research questions. All the analyses were carried out us-




This section reports results of the data analysis. In par-
ticular the description of the dataset, the assessment of cor-
relation between variables, and finally the actual regression
models.
4.1 Descriptive Statistics
The data was first analyzed by descriptive analysis. In
particular, the descriptive statistics for the variables QLTY ,
PROD, TEST , TCOV , CONF and their subgroups are
summarized in Table 3. Observing the means for the two
Table 3: Descriptive statistics for PROD, QLTY, TEST,
TCOV and sub-groups
Variable Mean Std.Dev. Min Median Max
QLTY 0.89 0.05 0.78 0.89 1.0
QLTY (HC) 0.89 0.054 0.83 0.89 1.0
QLTY (LC) 0.87 0.041 0.78 0.89 0.92
PROD 0.38 0.27 0.08 0.23 0.92
PROD(HC) 0.33 0.29 0.08 0.23 0.92
PROD(LC) 0.43 0.25 0.23 0.27 0.77
TEST 7.95 5.36 1.0 6.5 20.0
TEST (HC) 7.95 5.36 1 6.5 20
TEST (LC) 9.3 5.46 4 8 20
TCOV 81.25 18.83 32.1 88.15 99.5
TCOV (HC) 81.25 18.83 32.1 88.15 99.5
TCOV (LC) 87.98 11.24 66.7 90.4 99.2
groups regarding QLTY and PROD, the impression is that
more conformant subjects are slightly less productive al-
though the quality that they achieved is very close, although
slightly in favor of the high conformant group. It is impor-
tant to note that, for the same two outcomes, the stan-
dard deviation values are rather large if compared to the
means. Standard deviations are larger for HC groups for
the QLTY , PROD and TEST variables, indicating that
the data points are distant from the means and reflecting
greater uncertainty for the subjects in this group. Against
the expectation, TEST is greater for the the less conformant
subjects, hence also the mean value for TCOV is increased
for the LC group.
The histograms in Fig. 2 show the density distributions
of the variables under study as well as the estimated density
(a) QLTY (b) PROD
(c) TEST (d) TCOV
Figure 2: Density distribution for QLTY , PROD, TEST and TCOV .
functions for both conformance groups. The distribution for
the HC (2a) appears to be multi-modal, this might be a
clue about the presence of other sources of variation (e.g.
subjects’ skills, experience), although the small sample size
does not allow us to make any sound claim. Moreover, the
isolated bar on the right-hand side of the plot indicates the
possible presence of outliers. Also the distribution of the
PROD variable (2b) is multi-modal for both groups, with
the values condensed on the left indicating low productivity
for a substantial part of the subjects, and extreme values
candidate to be outliers for the HC group.
For both groups, the distributions of TEST is slightly
skewed left, pointing that a large part of the subjects wrote
few tests, which might be connected with the overall low
level of productivity. Moreover, the inspection of Fig. 2c
visually confirms that LC subjects tended to write more
tests than HC subjects.
On the other hand, the distribution of the TCOV variable
(Fig. 2d) is skewed on the right for both groups. This
might be again related to the fact that the few subjects
who wrote a high number of tests were able to achieve high
coverage, while the majority of subjects who wrote few tests
achieved low coverage. The plot confirms that the baseline
coverage of the subjects in the LC group is higher than their
counterparts in HC. The plot also show some value, on the
left hand side that are candidate to be outliers. At this stage
we left out the analysis of the outliers, and considered for
diagnose the outcome of the regression analysis 4.3.
4.2 Correlation Analysis
In order to probe into unusual interaction among the vari-
ables under study, we run a correlation analysis on the data
set as a sanity check. We tested the assumptions for Pear-
son’s r and Spearman’s ρ coefficients to decide which mea-
sure of correlation to adopt. Both measures assume that the
variables are at least interval and, in the case of Pearson’s r,
normally distributed. We used Shapiro-Wilk test of normal-
ity for all the variable and relative subgroups. According
to the result of the test only TCOV is normally distributed
(W = 0.86, p-value = 0.0072). Hence, we used Spearman ρ
to calculate all the correlations. The correlation coefficients,
along with their significance, are reported in Table 4.
Table 4: Results for correlation measure.




TCOV 0.01 0.53* 0.72***
CONF 0.28 -0.06 -0.19 -0.36
* p < 0.05
*** p < 0.001
The results indicate that there is a statistically significant
positive correlation between the number of tests and the de-
velopers’ productivity, as found in previous experiments [13,
20]. There is also a significant positive correlation between
the number of tests and the test coverage, which is expected
as having more tests increases the chances of covering dif-
ferent parts of a system [35, 34].
There is a weak correlation between test coverage and pro-
ductivity, which follows from one of the claim of the TDD
proponents: having a solid regression test suite allows the
developers to add new features without the fear of breaking
what has been previously implemented [5, 3]. Finally, none
of the variables is significantly correlated with the indepen-
dent variable CONF .
4.3 Regression analysis
Most of the previous studies on TDD used process con-
formance as a mean to check for internal validity [33, 30,
50]. In this section we analyze the data looking for analyti-
cal relationships between TDD process conformance and its
claimed effects.
Having only one IV (CONF ), our model consists of a
simple linear regression. We want to check whether CONF
has a linear relationship with QLTY , PROD, TEST and
TCOV . Using the data we collected, we used ordinary least
square (OLS)[9] in order to create model to test our hy-
potheses. Table 5 summarizes the results of our analysis.
None of the models are significant, although it is useful to
check the distribution of the data points and the shape of
the regression lines in order to understand the phenomenon.
The statistical assumptions beneath the OLS have been
evaluated as acceptable (p-value> 0.05) using gvlma method
[42]. After assessing the models, we screened them for un-
usual observations like outliers and leverage points. The
information about such points are combined in Figure 4.
Our perception is that those outlier observations are as-
sociated to very skilled subjects, maybe professionals, who
are not representative of the sample. We rebuilt the mod-
els using the dataset without the outliers.None yielded any
statistically significant coefficient. Table 6 summarizes the
results of the hypotheses test.
Table 6: Summary of hypotheses testing
Hypothesis Outcome
HQLTY Failed to reject H0
HQLTY (HC) Failed to reject H0
HQLTY (LC) Failed to reject H0
HPROD Failed to reject H0
HPROD(hC) Failed to reject H0
HPROD(LC) Failed to reject H0
HTEST Failed to reject H0
HTEST (HC) Failed to reject H0
HTEST (LC) Failed to reject H0
HTCOV Failed to reject H0
HTCOV (HC) Failed to reject H0
HTCV O(LC) Failed to reject H0
5. THREATS TO VALIDITY
The threats to validity analyzed in this section follow the
guidelines proposed by Wohlin et al [52] and share mostly
the same limitations as in our previous study [21].
The main threat to interal validity of our study is the se-
lection process. In fact, the subjects were not representative
of the population of developers. Although our results showed
not significant regression models, there might be other hid-
den variables that have a correlation with, or even cause, the
observed effects. We do not foresee it as critical due to our
experience in running other studies under similar settings
[20, 21]. Since the tool we used is able to recognize process
conformance to TDD up to 97% of the cases, we consider
process conformance a minor threat to validity.
Regarding construct validity, the main threat is mono-
operation bias since the constructs are studied using only
one task, and the mono-method bias due to the single metric
used to measure the variables. A threat due to interaction
with a different treatment, namely pair-programming, might
have taken place since — due to logistics limitations — some
subjects worked in pairs. Nevertheless, in the controlled ex-
periment encompassing this study [21] no confounding ef-
fects were found analyzing the same data. The side effects
of process conformance might not be visible, i.e. there are
other constructs (e.g. internal code quality) that are influ-
enced or have an influence on the independent variable and
were not observed or measured. Regarding social threats,
we do not foresee hypothesis guessing as influential since
the subjects were not aware of participating in the study
until its conclusion. The evaluation apprehension, human
tendency of being afraid of being evaluated [24], should not
be critical since the subjects knew that their performance
during the task were not used for the purpose of the course
evaluation. Whereas, the Hawthorne effect [2] might have
take place since the subjects were all the time observed by
the researchers. Finally, we as researchers did not have any
particular expectation over the results that might have bi-
ased the study.
The main conclusion validity treat to our study lies in the
low statistical power that our analysis could achieve due to
the limited sample size [38], although this is balanced by us-
ing only one estimator per model. One researcher analyzed
the data while the others acted like supervisors in order to
limit fishing for specific outcome, this in turn implies that
the error rate did not need to be adjusted.
The measures should be reliable since they were taken us-
ing automatic instruments — largely validated by previous
studies — without involving human judgment and subjectiv-
ity. The implementation of the single treatment was reliable,
since all the subjects developed the task at the same time
using the same development approach. The subjects under
study are supposed to be homogeneous by construct, being
all selected from the same population (i.e. computer science
students), nevertheless the analysis of the results showed
outliers that could be explained by subjects coming from
a different population (i.e. professional developers). Al-
though, we cannot provide formal evidence, such phenomena
poses a random heterogeneity of subjects threat to validity.
The interaction of selection and treatment as an external
validity threat applies to our study. The subjects were stu-
dents with little experience in programming and testing and
even less experience it test-driven development. Although it
might be difficult to generalize our findings to a population
of professional developers and software engineers, we need
to take into account that other studies [40, 43, 6] showed
how the more skilled student can perform at the same level,
or even outperform, more experience professionals. Finally,
the simple task might not be representative of a real-world
scenario — while we tried to make it more realistic by lim-
(a) CONF vs. QLTY (b) CONF vs. PROD
(c) CONF vs. TEST (d) CONF vs. TCOV
Figure 3: Scatter plot and linear regression lines for QLTY , PROD, TEST and TCOV for HC and LC groups. Confidence
interval 0.95
Table 5: Coefficient, significance level and R-squared for the regression models. DF=20 for the overall dataset, DF=8 for the
LC group, DF=10 for the HC group
Model β t-test p-value R2 (effect size) F-test
QLTY 6.1e-4 1.28 0.21 0.076 1.65
QLTY (HC) 3.4e-6 0.001 0.99 1.8e-7 1.81e-6
QLTY (LC) 3.2e-4 0.44 0.66 0.24 0.19
PROD -7.2e-04 -0.25 0.8 3.28e-3 0.06
PROD(HC) 0.007 0.56 0.58 0.03 0.31
PROD(LC) 0.002 0.52 0.61 0.03 0.27
TEST -0.04 -0.87 0.39 0.036 0.75
TEST (HC) 0.08 0.33 0.74 0.01 0.11
TEST (LC) -0.01 -0.17 0.86 0.003 0.03
TCOV -0.31 -1.72 0.09 0.12 2.98
TCOV (HC) -1.21 -1.22 0.24 0.13 1.49
TCOV (LC) -0.07 -0.38 0.70 0.01 0.14
iting the time, hence increase the pressure on the subjects
— posing an interaction of setting and treatment threat to
validity.
6. DISCUSSION
The trend of the regression lines for QLTY and PROD
(Fig. 3a and Fig. 3b) indicate that HC subjects delivered
artifacts with an higher baseline for quality at the expense
of productivity. Such subjects chose to use their time to
implement the user stories with high quality, but they did
not consider the thoroughness of the tests (Fig.3d). We can
speculate that part of the subjects, being novices, tended to
write a lot of tests (Fig. 3c), hence improving coverage but,
by focusing on the test-first feature of TDD and without
taking into account other features like refactoring, resulted
to be low conformant. On the other hand, the HC subjects
show an improvement in terms of TEST even if with a lower
baseline. The subjects in the LC group might have deviated
from the TDD process in order to deliver more user stories,
hence the high baseline productivity (Fig.3b) with a lower
quality if compared with the high conformant (Fig. 3a).
(a) CONF vs. QLTY (b) CONF vs. PROD
(c) CONF vs. TEST (d) CONF vs. TCOV
Figure 4: Influence plot. Data points above +2 or below -2 on the vertical y-axis are considered outliers. Above 0.2 on the
x-axis lie points with high leverage. The size of the circle is proportional to its influence on the regression model.
Since their attention to focus on quality was preceded with
getting things done, the quality of their code and tests are
uniform throughout as opposed to the HC subjects.
Furthermore, even though based on a small sample of
nonprofessionals, the results of this study are questioning
whether the effort of introducing and enforcing the TDD
practice among developers is truly beneficial. Our consider-
ation is that, although at the beginning the effects of high
conformance to TDD are not visible or hidden by other vari-
ables, they may manifest on the long run.
7. CONCLUSION
In this study we considered the pivotal role of process con-
formance when investigating the effects of TDD. Using data
gathered in a previous study with university students as sub-
jects, we devised regression models in which conformance to
TDD is used to predict external quality, developers’ produc-
tivity, number of developed tests and code coverage.
The data did not show any significant regression coeffi-
cient that could be used to create an effective linear model.
We came across the same results after dividing the dataset
into two sub-groups of high and low conformant subjects,
and analyzing them separately.
Although we did not observe any significant relationship
between the conformance to TDD and its claimed effects,
our interpretation of the regression models can shed some
light on the way developers approach the TDD cycle. It ap-
pears that the main concern of the subjects applying TDD is
to write a fair amount of tests — whether before of after the
actual production code — while omitting, for example, the
refactoring phase. At the same time we argue that the effort
put in implementing the TDD practice in the developers’
workflow does not yield a viable return on the investment,
at least in the short term.
Therefore, the intensions for future replications of this
study are twofold: we want to investigate more the actual
impact of TDD as a whole, and not only as a practice that
reinforces the writing of tests before implementing a feature,
while leaving out the prescribed refactoring phase. We want
to involve industrial partners in order to understand the ef-
fects of TDD in the long run. We will take into account and
control other variables that might inhibit the observation of
the claimed TDD effects, e.g. pre-existing subjects’ skill and
experience, the use of other development techniques along
with TDD, as well as increase the sample size in order to
improve the design of the study.
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