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We present a unified Boltzmann-transport theory for the drag resistivity ρD in two-component
systems close to a second-order phase transition. We find general expressions for ρD in two and
three spatial dimensions, for arbitrary population and mass imbalance, for particle- and hole-like
bands, and show how to incorporate, at the Gaussian level, the effect of fluctuations close to a
phase transition. We find that the proximity to the phase transition enhances the drag resistivity
upon approaching the critical temperature from above, and we qualitatively derive the temperature
dependence of this enhancement for various cases. In addition, we present numerical results for
two concrete experimental systems: i) three-dimensional cold atomic Fermi gases close to a Stoner
transition and ii) two-dimensional spatially-separated electron and hole systems in semiconductor
double quantum wells.
I. INTRODUCTION
The behavior of linear-response coefficients close to a
phase transition has a long history as an interesting field
of study. Two prime examples are the vanishing of the re-
sistivity at the superconducting phase transition and the
divergence of the magnetic susceptibility at a ferromag-
netic transition. Indeed, the behavior of these coefficients
is often the most important experimental signature in as-
sessing whether or not the system has reached an ordered
state. For example, deviations from the standard low
temperature T 2 dependence of the resistivity of a metal
may indicate non-Fermi-liquid behavior that could result
from a phase transition to a symmetry-broken state.
However, in electronic condensed-matter systems, the
theoretical calculation of these coefficients is often very
difficult, due to many competing phenomena: electron-
phonon coupling, presence of impurities, localization, and
Coulomb interactions between the carriers. The prime
advantage of a drag experiment is that it singles out the
effect of Coulomb interactions on a transport coefficient:
consider a system consisting of two layers, separated by
a barrier so that tunneling between the layers is absent.
In a drag experiment in this bilayer system, a current is
driven through one of the layers, denoted as the drive
layer. Due to momentum transfer, the carriers in the
other (the passive) layer are dragged along and a volt-
age drop over the passive layer is observed. The drag
resistance is defined as the ratio between the current in
the active or drive layer and the voltage drop over the
passive layer. Due to the spatial separation of the layers,
the Coulomb interaction between carriers in both layers
can be singled out as solely responsible for this effect,
which for this reason is called “Coulomb drag”. In cold
two-component Fermi gases a similar phenomenon can be
observed, where now the two (hyperfine) spin species play
the role of the carriers in the two layers. When a cloud
of atoms with one spin state moves relative to another,
interactions lead to momentum transfer and the second
spin species is also set into motion. This phenomenon is
called spin drag.
Coulomb drag was first observed in 19901 for electron-
electron bilayers and later also for electron-hole bilayers,2
for a review see Ref. [3]. In electron-hole bilayers the
electrons in one layer and holes in the other can form
excitons, which are expected to condense for low enough
temperatures. The behavior of the drag resistivity in
this condensed state was first studied in Ref. [4], and
its enhancement above the critical temperature was cal-
culated in Ref. [5]. An enhancement of the drag resis-
tivity has been measured experimentally,6 although ex-
citon condensation has not been confirmed. Also for a
topological insulator thin film, an enhancement of the
drag resistivity upon approaching the critical temper-
ature for (in this case topological) exciton condensa-
tion has recently been predicted.7 Spin drag was first
considered in semiconductors,8 where it gives rise to
a temperature-dependent difference between spin and
charge diffusion constants. This latter difference was
indeed observed experimentally.9 For ultracold fermions
with repulsive interactions, the one-dimensional situa-
tion was discussed in Ref. [10] and an enhancement of
the spin-drag resistivity was predicted close to the fer-
romagnetic (Stoner) transition11 and Bardeen-Cooper-
Schrieffer (BCS) transition.12 Enhancement of the col-
lision rate was observed in the BCS regime.13 Experi-
mentally, the spin-drag resistivity was measured in the
strongly interacting (unitary) regime of fermionic cold
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2atoms but an enhancement was not clearly observed.14
For ultracold bosons close to the Bose-Einstein condensa-
tion transition, Bose-enhanced scattering between atoms
was predicted to lead to an enhanced spin-drag resis-
tivity in three dimensions,15 which was indeed observed
experimentally.16
In this work we present a unified theory of drag phe-
nomena near a second-order phase transition – a the-
ory that encompasses the effects described in the previ-
ous paragraph and provides a framework for the study
of similar effects yet to be discovered. This theory is
based on quantum kinetic theory and Fermi’s golden rule
for the scattering amplitudes. Within these approxi-
mations, the theory is valid in both two and three di-
mensions, for particle- and hole-like bands, and for arbi-
trary imbalances in density and mass. We show how
to incorporate the effects of Gaussian critical fluctua-
tions close to a phase transition due to an instability
in a specific (Hartree, Fock, or Cooper) channel. More
precisely, adopting the Gaussian model of critical fluc-
tuations means that the dominant energy and wave vec-
tor dependence of the quasiparticle scattering amplitude
near the phase transition is calculated in terms of the
non-interacting, i.e., Gaussian, propagator of the fluctua-
tions of the order parameter. The benefit of this approach
is that we are therefore able to incorporate these fluctua-
tions within the transparent Boltzmann formalism which
allows a straightforward calculation of the transport co-
efficients. Truly critical fluctuations, resulting from in-
teractions between order-parameter fluctuations, are not
straightforwardly taken into account within this formal-
ism as it relies on a quasi-particle description, which
usually breaks down near the phase transition. When
critical fluctuations beyond the Gaussian level are im-
portant the diagrammatic approach is a more natural
starting point.17 Such fluctuations are important only in
the Ginzburg region,18 where our Boltzmann approach
ceases to be a good approximation.
The purpose of this article is twofold: on the one hand,
we present a unified view of the special cases considered
in our previous publications.7,11,12 On the other hand,
we present new details and improved results from our
general formalism for three-dimensional Fermi gases and
new results for electron-hole bilayers.
The remainder of the paper is organized as follows. In
Sec. II we introduce our formalism in the simple case of
the Boltzmann equation for a single species. In Sec. III
we solve the coupled Boltzmann equations of the two
species and find an expression for the drag resistivity in
terms of the collision integral. We derive a general ex-
pression for this collision integral in Sec. IV. Our results
for quadratic-dispersion systems, e.g. electrons in semi-
conductors and cold atoms, are given in Sec. V and for
linear-dispersion systems, e.g. massless Dirac fermions
in graphene, in Sec. VI. In Sec. VII we present analyt-
ical results for the behavior of the drag resistivity close
to the critical temperature, as well as numerical results
for specific systems. Our conclusions are in Sec. VIII. An
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FIG. 1: Electron and hole bands are drawn in red and blue
respectively for parabolic dispersion (a) and linear dispersion
(b). The chemical potentials are also indicated: µe is the
electron chemical potential, whereas µh denotes minus the
hole chemical potential.
appendix is included that details some calculational steps
that were skipped in the main text, but may yet benefit
the reader who is interested in applying the theory to
other systems.
II. SINGLE SPECIES RESULTS
We start by specifying the single-particle dispersion
relations that we will use:
ξ(k) = s(~2k2/2m− µ) or ξ(k) = s(~vk − µ) , (1)
for a quadratic and linear dispersion, respectively. Here,
~k is the momentum of the carrier and m their mass
(in case of a parabolic band). Alternatively, v is the
carrier velocity for linear dispersion. When the band is
“particle-like” s = 1 and when the band is “hole-like”
s = −1. Alternatively, we will say that for s = 1 the
band has a positive sign and for s = −1 a negative sign.
Note that when s = −1 the µ we introduce is actually
the negative of the chemical potential measured from the
top of the hole band (see Fig. 1).
Before writing two coupled Boltzmann equations to
calculate the drag resistivity, it is instructive to consider
the ordinary resistivity of a single species. Along the way
we define some quantities we need later on. To determine
this resistivity, we need to determine the non-equilibrium
carrier distribution f in the presence of a uniform force
field F . Note that, since we consider both mass transport
(in the case of cold-atom systems) and charge transport
(in the case of solid-state systems), we prefer to keep the
discussion general and use force rather than electric field
E. In the case of electrons the force is of course equal
to F = −|e|E, with −|e| the charge of a single electron.
The distribution function f(k(t)) is independent of posi-
tion and, in the absence of relaxation, obeys the equation
of motion
d
dt
f(k(t)) = k˙ · ∂kf(k) . (2)
In the relaxation-time approximation, one adds a phe-
nomenological term which relaxes f back to the equilib-
3rium Fermi-Dirac distribution on a time scale τ . As we
are interested in drag effects due to interactions we take
the simplest version of the relaxation-time approxima-
tion and ignore momentum dependence of the relaxation
time. Under the influence of a force F , we have ~k˙ = F .
Then, for a steady-state solution
1
~
F · ∂kf(k) = −1
τ
[f(k)− nF(ξ(k))] , (3)
where ξ(k) is the bare dispersion introduced above and
nF() = 1/(1 + exp(β)) is the Fermi-Dirac distribution
with β = (kBT )
−1 the inverse thermal energy.
We are interested in linear-response transport coeffi-
cients, so we take as an ansatz for the solution of Eq. (3)
the first-order expansion of a Fermi-Dirac distribution
shifted by a drift momentum ~kdrift:
f(k) = nF[ξ(k)]− s[kdrift · ∂kξ(k)] n′F[ξ(k)]
≡ nF(ξ(k)) + f (1)(k) , (4)
where n′F() = ∂nF(). The inclusion of the extra factor
s ensures that the average momentum of the ensemble of
particles is proportional to the carrier density n, i.e., the
number of electrons when s = 1 and the number of holes
when s = −1, so that
1
V
∑
k
~kf (1)(k) = ~kdriftn . (5)
We also need to evaluate the current density j:
j =
1
V ~
∑
k
[∂kξ(k)]f
(1)(k) . (6)
Note that, for the same reasons as mentioned before we
consider mass, rather than charge current, and omit a
prefactor −|e|. As a consequence, for the case of elec-
trons the resistivities found below should be multiplied
with a factor e2 to convert them to electrical resistivities.
Introducing the current-to-momentum conversion factor
C
C = − 1
dV ~
∑
k
[∂kξ(k)]
2 n′F(ξs(k)) , (7)
where d is the dimensionality, we obtain j = sCkdrift.
The conversion factor is easily determined to be
C =
~n
m
or C =
µ
4pi~
, (8)
for a quadratic and linear dispersion, respectively.
Using these definitions, we solve the Boltzmann equa-
tion Eq. (3) which, in the linear-response approximation,
reads
1
~
F · ∂knF(ξ(k)) = −1
τ
f (1)(k) . (9)
Performing the differentiation with respect to k on the
left-hand side of the above leads to kdrift = s(τ/~)F
and F = (~/Cτ)j, from which we identify the resistivity
F = ρj as
ρ =
m
nτ
and ρ =
4pi~2
µτ
, (10)
for a quadratic and linear dispersion, respectively. For
the quadratic dispersion we recognize the familiar Drude
result.
III. DRAG RESISTIVITY AND COUPLED
BOLTZMANN EQUATIONS
In this section we first introduce and then solve two
coupled Boltzmann equations and determine the drag re-
sistivity which is the focus of this article. We denote the
two species by the pseudospin label σ =↑, ↓ which can
either be hyperfine spin for the case of cold Fermi gases
or layer index in the case of double-layer systems. The
dispersions in Eq. (1) acquire the species label σ and are
ξσ(k) = sσ(~2k2/2mσ−µσ) or ξσ(k) = sσ(~vk−µσ) ,
(11)
for the quadratic and linear dispersion, respectively. Note
that we allow for a mass “imbalance” (i.e. m↑ 6= m↓) and
population imbalance (i.e. µ↑ 6= µ↓).
We will denote the number of degenerate fermion types
in a species by Nf , which will always be equal for both
species. For example, in an electron-hole double-layer,
Nf = 2, because both layers have spin degeneracy. In
double-layer graphene (two graphene sheets separated by
a tunnel barrier), Nf = 4, due to the presence of spin de-
generacy and two Dirac cones in each layer. The density
n is always the density of a single fermion type, the total
density of species σ is Nfnσ and the total carrier density
in the system Nf (n↑+n↓). We apply a species-dependent
force Fσ so that the equivalent of the linearized Boltz-
mann equation in Eq. (9) is the following system of two
coupled equations:
1
~
F↑ · ∂knF(ξ↑(k)) = − 1
τ↑
f
(1)
↑ (k) + Γ↑(k) ; (12)
1
~
F↓ · ∂knF(ξ↓(k)) = − 1
τ↓
f
(1)
↓ (k) + Γ↓(k) , (13)
where we introduced species-dependent intra-species re-
laxation times τσ. The Γσ(k) are the collision integrals
which give the net flux of particles into the state k of
species σ. We will specify them in the next section. We
substitute the expressions for f
(1)
σ to introduce the drift
momenta kdriftσ[
1
~
F↑ − s↑
τ↑
kdrift↑
]
· [∂kξ↑(k)]n′F(ξ↑(k)) = Γ↑(k) ; (14)[
1
~
F↓ − s↓
τ↓
kdrift↓
]
· [∂kξ↓(k)]n′F(ξ↓(k)) = Γ↓(k) . (15)
4To make connection to the current density, we multiply
with the group velocity and sum over k with the result
−C↑
[
1
~
F↑ − s↑
τ↑
kdrift↑
]
= Γ↑ ; (16)
−C↓
[
1
~
F↓ − s↓
τ↓
kdrift↓
]
= Γ↓ , (17)
where we defined Γσ = (N
2
f /V ~)
∑
k(∂kξσ(k))Γσ(k).
Below, we find that to first order in the drift momenta
the above yields Γ↑ = N2f (s↑Γ
S
↑k
drift
↑ + s↓Γ
Dkdrift↓ ) and
Γ↓ = N2f (s↓Γ
S
↓k
drift
↓ + s↑Γ
Dkdrift↑ ), where “S” labels the
contribution of collisions between particle of the same
species, and “D” labels the contribution of collisions from
particles of different species. Note that the coefficients for
the cross dependence are equal in both relations (i.e., ΓD
does not depend on pseudospin). After substituting these
expansions, we obtain the resistivity matrix relating F to
j (
F↑
F↓
)
=
(
ρ↑↑ ρ↑↓
ρ↓↑ ρ↓↓
)(
j↑
j↓
)
, (18)
with the drag resistivity ρD ≡ ρ↓↑ = ρ↑↓ =
−Nf~ΓD/C↓C↑. The intra-species resistivities are ρσσ =
~/NfCστσ −Nf~ΓSσ/C2σ. When the interspecies collision
integrals are zero, ρσσ reduces to the result obtained in
the previous section for the single-species problem and
Nf = 1.
IV. COLLISION INTEGRAL
In this section we determine the collision integral Γσ.
We start with the expression for the scattering rate from
Fermi’s golden rule and expand it to first order in the drift
momenta. Let ↑,k1 and ↓,k2 be the incoming states,
which are scattered onto the final states ↓,k3 and ↑,k4.
The rate for this process can be calculated from Fermi’s
golden rule:
R =
2piN2f
~V 2
|W (k1,k2,k3,k4)|2δk1+k2,k3+k4
× δ(ξ↑(k1) + ξ↓(k2)− ξ↓(k3)− ξ↑(k4))
× f↑(k1)f↓(k2)(1− f↓(k3))(1− f↑(k4)) . (19)
We note the presence of the standard Fermi’s golden rule
factors in Eq. (19): the delta functions ensuring energy
and momentum conservation and the interaction matrix
element W squared. Additionally, we see that each con-
tribution is weighted with the distribution functions of
the two incoming particles, and with one minus the dis-
tribution functions for the two outgoing particles. For
two-dimensional chiral electron systems described by a
massless Dirac equation, such as electrons in double-layer
graphene or topological insulator thin films, we should
multiply the right-hand side of the last equation with
the following form factors
1 + cos(φ4 − φ1)
2
1 + cos(φ3 − φ2)
2
, (20)
with φi the angle between ki and the x-axis. These form
factors encode suppressed backscattering in chiral elec-
tron systems. For simplicity, we will drop these factors
in the manipulations carried out in this section, and re-
instate them when we consider systems with linear dis-
persions in section VI.
To make our manipulations more tractable, we intro-
duce some shorthand notations: for i = 1, 4 we have
ξi = ξ↑(ki) and fi = f↑(ki), and for i = 2, 3 we have ξi =
ξ↓(ki) and fi = f↓(ki). Furthermore, the delta-function
expressing the conservation of momentum (δk1+k2,k3+k4)
will be indicated by δki , while the one expressing the con-
servation of energy [δ(ξ↑(k1) + ξ↓(k2)− ξ↓(k3)− ξ↓(k4))]
by δ(ξi). Using this new notation and dropping the argu-
ments of the many-particle scattering amplitude W , the
rate R becomes
R =
2piN2f
~V 2
δkiδ(ξi)|W |2f1f2(1− f3)(1− f4). (21)
For concreteness, we will now determine the collision in-
tegral for the ↑-species. The expression for the ↓-species
can be easily obtained by appropriately changing the la-
bels. The net flux of particle into the state ↑,k which is
Γ↑(k) is then
Γ↑(k) =
∑
k1,k2,k3,k4
R(δk4,k − δk1,k). (22)
The expression for Γ↑ is then
Γ↑ =
N2f
V ~
∑
k
(∂kξ↑(k))Γ↑(k) =
2pi
~2V 3
∑
ki
δkiδ(ξi)
× |W |2f1f2(1− f3)(1− f4)(∂kξ4 − ∂kξ1), (23)
where
∑
ki
is a shorthand notation for
∑
k1,k2,k3,k4
and
where ∂kξi ≡ [∂kξ↑(k)]k=ki and ∂kξi ≡ [∂kξ↓(k)]k=ki for
i = 1, 4 and i = 2, 3, respectively.
We perform the first-order expansion in the drift mo-
menta kdriftσ of the distribution functions fσ and obtain
to first order in the f
(1)
σ ’s
f1f2(1− f3)(1− f4)→
n1n2(1− n3)(1− n4)
×
(
f
(1)
1
n1
+
f
(1)
2
n2
− f
(1)
3
1− n3 −
f
(1)
4
1− n4
)
, (24)
where we dropped the zeroth-order term since it evalu-
ates to zero in the momentum summation. In the pre-
vious equation we introduced the shorthand notation
ni = nF(ξi). Substituting Eq. (24) and the expres-
sion for f
(1)
σ from Eq. (4) in Eq. (23) and using that
5n′F() = −βnF()[1− nF()] yields
Γ↑ =
2piβN2f
~2V 3
∑
ki
δkiδ(ξi)|W |2n1n2(1− n3)(1− n4)
(∂kξ4 − ∂kξ1)
{
s↑kdrift↑ · [(1− n1)∂kξ1 − n4∂kξ4] +
s↓kdrift↓ · [(1− n2)∂kξ2 − n3∂kξ3]
}
. (25)
When we interchange the labels of the incoming and out-
going states (specifically, when we transform k1 ↔ k4
and k2 ↔ k3), Γ↑ remains invariant. Taking the average
of the original expression for Γ↑ and the one transformed
in this way, and using that due to energy conservation
n1n2(1−n3)(1−n4) = n4n3(1−n2)(1−n1), and also that
the interaction W remains invariant under this transfor-
mation, we find that
Γ↑ = −
piβN2f
~2V 3
∑
ki
δkiδ(ξi)|W |2n1n2(1− n3)(1− n4)
× (∂kξ4 − ∂kξ1)
[
s↑kdrift↑ · (∂kξ4 − ∂kξ1)
+ s↓kdrift↓ · (∂kξ3 − ∂kξ2)
]
. (26)
In the Appendix we show that we may take the drift mo-
menta out of the summation provided that we introduce
a factor 1/d, so that we obtain
Γ↑ = N2f (s↑Γ
S
↑k
drift
↑ + s↓Γ
Dkdrift↓ ) ; (27)
Γ↓ = N2f (s↓Γ
S
↓k
drift
↓ + s↑Γ
Dkdrift↑ ) , (28)
where we again note that the cross contributions have the
same coefficient ΓD. The explicit expressions for these
coefficients are
ΓS↑ = −
piβ
d~2V 3
∑
ki
δkiδ(ξi)|W |2n1n2(1− n3)(1− n4)
(∂kξ4 − ∂kξ1)2 , (29)
ΓS↓ = −
piβ
d~2V 3
∑
ki
δkiδ(ξi)|W |2n1n2(1− n3)(1− n4)
(∂kξ3 − ∂kξ2)2 , (30)
and
ΓD = − piβ
d~2V 3
∑
ki
δkiδ(ξi)|W |2n1n2(1− n3)(1− n4)
(∂kξ4 − ∂kξ1) · (∂kξ3 − ∂kξ2) . (31)
We note that these results and the expression for the
drag resistivity ρD = −~ΓD/C↓C↑ are valid for two and
three dimensions, for a linear (after reinstating the form
factors Eq. (20) in needed) and quadratic dispersion, for
particle-like and hole-like bands, and arbitrary density
and mass imbalance.
We now comment on the signs of ΓD and ρD. We
stress that ρD is the transport coefficient relating the
mass (and not the charge) current to the force. The sign
of ΓD is s↑s↓, as can be seen by considering a quadratic
dispersion, so that the sign of ρD is −s↑s↓. Consider
the situation in which there is a non-zero current in the
“active” ↑ species j↑, and that the current in the pas-
sive ↓ species is held to zero by the force F↓, so that
F↓ = ρDj↑. Recall that the intra-species resistivities are
positive for both particle-like and hole-like bands. For
bands of equal character, interaction tend to equalize the
currents in both layers (or spin projections). Thus, for
bands of equal character, ρD is negative. When one of
the bands is particle-like and the other hole-like, ρD is
positive.
It is interesting to consider the relations between ΓS↑,↓
and ΓD. For a quadratic dispersion we substitute Eq. (11)
into Eqs. (29,30,31) and obtain
Γ↑ = −s↓m↓N2f |ΓD|
(
kdrift↑
m↑
− k
drift
↓
m↓
)
(32)
Γ↓ = −s↑m↑N2f |ΓD|
(
kdrift↓
m↓
− k
drift
↑
m↑
)
. (33)
When, kdrift↑ /m↑ = k
drift
↓ /m↓ the integrated collision in-
tegral vanishes and the resistivities are just given by the
decoupled single-species result. This condition is satisfied
when the drift velocities have the same magnitude, and
the drift momenta have the same direction. This is what
one expects for a Galilean invariant system. For the case
of a linear dispersion the Hamiltonian is not Galilean in-
variant and no simple relations between the ΓSσ and Γ
D
has been obtained.
A. Instability channels
At the methodological level, the main purpose of this
article is to show how to determine the collision inte-
gral ΓD in Eq. (31) incorporating the effect of Gaussian
fluctuations close to a phase transition. In the case of a
ferromagnetic transition these are magnetic fluctuations,
while in the case of superconductivity or exciton con-
densation, these are pairing fluctuations. These fluctu-
ations increase in strength when the system approaches
the transition and ultimately lead to a divergence of the
scattering amplitude at the critical temperature Tc. This
divergence occurs at energy ~ω = 0 and momentum
kp = 0, that are related to the energies and momenta
of the incoming particles in a way that depends on the
channel in which the instability occurs. To take into ac-
count these fluctuations and account for the dependence
of the scattering amplitude on ~ω and kp that is domi-
nant close to the phase transition, we should “decouple”
Eq. (31) in the correct channel. This decoupling is car-
ried out by introducing the appropriate auxiliary energy
variable ~ω through an integral over it. For example, in
the case of superconductivity between two bands with the
same character, the pole in the scattering amplitude (in
6Instability channel Combination ~ω kp
Hartree In ↑ with Out ↑ ξ1 − ξ4 k1 − k4 ≡ q
Fock In ↑ with Out ↓ ξ1 − ξ3 k1 − k3 ≡ Q
Cooper In ↑ with In ↓ ξ1 + ξ2 k1 + k2 ≡K
TABLE I: Overview of the three instability channels. In the
third and fourth columns we specify the energy and momen-
tum variables appropriate for this instability channel.
System Transition s↑, s↓ Channel
Cold gases Magnetism longitudinal 1,1 Hartree
Cold gases Magnetism transverse 1,1 Fock
Cold gases BCS 1,1 Cooper
Electron-hole bilayers Exciton condensation 1,-1 Fock
TI thin films Exciton condensation 1,-1 Fock
TABLE II: Overview of phase transitions in various systems
and their instability channels.
this case it is usually called the “many-body T matrix”)
lies at zero energy and zero center-of-mass momentum
of the two incoming particles ~ω = ξ1 + ξ2 = 0 and
kp = k1 + k2 = 0. Thus, in this specific case, we would
introduce ω as follows
δ(ξ1 + ξ2 − ξ3 − ξ4) =
∫
d(~ω) δ(ξ1 + ξ2 − ~ω)
× δ(ξ3 + ξ4 − ~ω) . (34)
The three possibilities of combining the incoming ↑
particle with energy ξ1 with i) the incoming ↓ particle
with energy ξ2, ii) the outgoing ↓ particle with energy
ξ3, and iii) the outgoing ↑ particle with energy ξ4, are
denoted as decoupling in the Cooper, Fock, and Hartree
channels, respectively. We summarize the properties of
these instability channels in Table I and give their Feyn-
man diagrams in Fig. 2.
In the next section, we discuss how to perform the de-
coupling of Eq. (31) in the three channels in full detail
for a quadratic dispersion. These results are valid for
arbitrary spatial dimensionality, band character, mass,
and density imbalance. In section VI we consider a
linear dispersion and restrict ourselves to the evalua-
tion of Eq. (31) in a system with exciton-condensation,
i.e., the decoupling of Eq. (31) in the Fock channel for
bands of opposite character. Then, in section VII B we
give some qualitative results and present quantitative re-
sults for the resistivity of three-dimensional cold Fermi
gases close to a Stoner transition and two-dimensional
spatially-separated electron and hole systems in semicon-
ductor double quantum wells. A list of phase transitions
in various systems and their instability channels can be
found in Table II.
...
...
k k’
k’-q
q,ω
(a) Hartree channel
k1= k2=
k3=k+qk4=
...
...
k’
k’+Q
Q,ω
(b) Fock channel
k+Qk1=
k2=kk3=
k4=
(c) Cooper channel
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FIG. 2: The three channels, Hartree (a), Fock (b), Cooper
(c) in which the scattering amplitudes can diverge for q, ω →
0, Q,ω → 0 and K,ω → 0 respectively. Notice that the
physical momentum transferred in the scattering process, k4−
k1, coincides with the channel momentum, q, in the Hartree
channel, but not in the Fock and Cooper channels.
V. QUADRATIC DISPERSION
For a quadratic dispersion, Eq. (31) simplifies to
ΓD = s↑s↓
piβ
dV 3
~2
m↑m↓
∑
ki
δkiδ(ξi)
|W |2n1n2(1− n3)(1− n4)(k1 − k4)2 , (35)
where we note that k1−k4 is just the momentum trans-
ferred in the scattering event. Before we discuss the var-
ious instabilities in different channels we note that when
we replace the scattering amplitude W by a constant, all
three instability channels should give the same result for
ΓD. This serves as an important check for the, sometimes
lengthy, analytical calculations presented below.
7A. Hartree instability
When the dominant energy and momentum depen-
dence of the effective interaction W is on the transferred
energy ~ω = ξ1 − ξ4 and momentum kp = k1 − k4 ≡ q
in the scattering event, the Hartree channel is the appro-
priate instability channel. We introduce an additional
integral over ~ω using the identity
δ(ξ1 + ξ2 − ξ3 − ξ4) =
∫
d(~ω) δ(ξ1 − ξ4 − ~ω)
× δ(ξ2 − ξ3 + ~ω) , (36)
and solve the delta function for momentum conservation
by writing k1 = k, k2 = k
′, k3 = k′+q, and k4 = k−q,
so that the k and k′ summations in Eq. (35) decouple:
ΓD = s↑s↓
piβ~2
dV m↑m↓
∑
q
∫
d(~ω) q2 |W (q, ~ω)|2
× 1
V
∑
k
δ(ξ↑(k)− ξ↑(k − q)− ~ω)nF(ξ↑(k))
× [1− nF(ξ↑(k − q))]
× 1
V
∑
k′
δ(ξ↓(k′)− ξ↓(k′ + q) + ~ω)nF(ξ↓(k′))
× [1− nF(ξ↓(k′ + q))] . (37)
Note that in the above result we have now explicitly indi-
cated the dominant dependence of the scattering ampli-
tude on q and ~ω and ignored any other dependence. We
will do this also for the other channels discussed below.
Making use of the identities
nF(x)[1− nF(y)] = [nF(y)− nF(x)]nB(x− y) ,
nB(x)nB(−x) = 1
4 sinh2(βx/2)
,
where nB(x) = [e
βx − 1]−1 is the Bose distribution, we
rewrite this expression as
ΓD = s↑s↓
β~2
4dpiV m↑m↓
∑
q
∫
d~ω
q2|W (q, ~ω)|2
sinh2(β~ω/2)
=mΠ↑(q, ~ω)=mΠ↓(q, ~ω) , (38)
where we have introduced the well-known polarizability
(Lindhard function)
Πσ(q, ~ω) =
1
V
∑
k
nF(ξσ(k + q))− nF(ξσ(k))
ξσ(k + q)− ξσ(k)− ~ω − i0+ ,
(39)
and we used that Πσ(q, ~ω) = Πσ(−q, ~ω) and
Πσ(q,−~ω) = Π∗σ(q, ~ω).
In the three-dimensional case we have19
=mΠσ(q, ~ω) = − m
2
σ
4pi~4βq
{β~ω +
log
[
1 + exp
(
β(σ(q/2) +mσω
2/2q2 − ~ω/2− µσ)
)]
− log [1 + exp (β(σ(q/2) +mσω2/2q2 + ~ω/2− µσ))]} .
(40)
In the two-dimensional case, we must resort to numerical
methods to determine =mΠσ at arbitrary temperatures.
Substitution of the result for =mΠσ into Eq. (38) leads to
our final expression for ΓD after decoupling in the Hartree
channel. The real part of Πσ, which is typically present
in the interaction W , can be obtained by a Kramers-
Kronig transform of =mΠσ. We note that since Π is an
intra-species quantity, the presence of imbalance in the
chemical potential or mass does not make the determi-
nation of Πσ more difficult as compared to the balanced
case.
B. Cooper instability
When the effective interaction W depends strongly on
the center-of-mass momentum K = k1 +k2 and total en-
ergy ~ω = ξ1 + ξ2 of the incoming particles, the Cooper
channel is the most appropriate channel to decouple the
collision integral in Eq. (35). In this case we thus intro-
duce the energy variable ~ω using the identity
δ(ξ1 + ξ2 − ξ3 − ξ4) =
∫
d(~ω) δ(ξ1 + ξ2 − ~ω)
× δ(ξ3 + ξ4 − ~ω) , (41)
and solve the delta function of momentum conservation
by setting k1 = K/2+k, k2 = K/2−k, k3 = K/2−k′,
and k4 = K/2 + k
′. We find:
ΓD = s↑s↓
piβ~2
dV 3m↑m↓
∑
k,k′,K
|W (K, ~ω)|2(k′ − k)2
[δ(ξ↑(K/2 + k) + ξ↓(K/2− k)− ~ω)
nF(ξ↑(K/2 + k))nF(ξ↓(K/2− k))]
{δ(ξ↑(K/2 + k′) + ξ↓(K/2− k′)− ~ω)
[1− nF(ξ↑(K/2 + k′))][1− nF(ξ↓(K/2− k′))]} . (42)
Expanding the factor (k′ − k)2 we can decouple the k
and k′ summations and obtain
ΓD = s↑s↓
β~2
2pidV m↑m↓
∫
d(~ω)
∑
K
|W (K, ~ω)|2
sinh2(β~ω/2)
[=m Ξ0(K, ~ω)=m Ξ2(K, ~ω)−=m Ξ21(K, ~ω)], (43)
8where we have introduced the following three “general-
ized pairing susceptibilities” (n = 0, 1, and 2)
=m Ξn(K, ~ω) = 1
V
=m
∑
k
Cn(k)
1− nF(ξ↑(K/2 + k))− nF(ξ↓(K/2− k))
~ω + i0+ − (ξ↑(K/2 + k) + ξ↓(K/2− k)) . (44)
Here C0(k) = 1, C1(k) = k, and C2(k) = |k|2. Note that
we introduced a minor abuse of notation for the sake of
accessibility of our formalism: although =mΞ1 and C1
are vector valued functions, they are not denoted by a
bold-faced symbol. In determining the susceptibility Ξ,
we restrict ourselves to the case of bands of equal charac-
ter s↑ = s↓ = 1. It will turn out that the case s↑ = −s↓
can be obtained by considering the susceptibility ∆ de-
fined in Eq. (58), obtained by performing the Fock de-
coupling in the case that the bands have equal character
s↑ = s↓. We will show this point explicitly in the next
section in which we perform the Fock decoupling.
To determine the generalized susceptibility it is conve-
nient to make a shift of the summation variable k such
that the denominator in Eq. (44) becomes independent
of the angle θ between k and K.20 We do not need to
shift the k as argument of the Cn’s, as can be seen by
making the shift for both k and k′ in Eq. (42) before
expanding the factor (k′ − k)2. The result is
=mΞn(K, ~ω) = 1
V
=m
∑
k
Cn(k)
1− nF(ξ↑(R↑K + k))− nF(ξ↓(R↓K − k))
~ω + i0+ − (ξ↑(R↑K + k) + ξ↓(R↓K − k)) , (45)
where Rσ = mσ/(m↑+m↓) and R↑+R↓ = 1. We convert
the summation to an integration and introduce the delta
function
=mΞn(K, ~ω) = − pi
(2pi)d
=m
∫
dkCn(k)
[1− nF(ξ↑(R↑K + k))− nF(ξ↓(R↓K − k))]
δ(µ↑+µ↓+~ω−(~2k2/2m↑+~2k2/2m↓+~2K2/2(m↑+m↓))),
(46)
where we choose K along the x-axis in the two-
dimensional case and K along the z-axis in the three-
dimensional case, and where we noted that =mΞ1(K, ~ω)
can only have a component in the direction of K. The
solution of the delta function is
k0 =
1√
~2/2m↑ + ~2/2m↓
√
µ↑ + µ↓ + ~ω − ~
2K2
2(m↑ +m↓)
.
(47)
This solution only exists when
K2 ≤ µ↑ + µ↓ + ~ω
~2/2(m↑ +m↓)
≡ K2max, (48)
which gives an upper bound for the length of K in
Eq. (43). For K > Kmax the imaginary part of Ξ is
zero. We solve the delta function and take into account
the Jacobian and the transformation rule for the delta
function, which leads for the three-dimensional case to
=mΞn(K, ~ω) = −pi
(2pi)2
∫ pi
0
dθCn(k)
k20 sin(θ)
2k0(~2/2m↑ + ~2/2m↓)
[1− nF(E↑(θ))− nF(E↓(θ))]. (49)
The expression for the two-dimensional case differs in the Jacobian and the upper-integration boundary for θ:
=mΞn(K, ~ω) = −pi
(2pi)2
∫ 2pi
0
dθCn(k)
k0
2k0(~2/2m↑ + ~2/2m↓)
[1− nF(E↑(θ))− nF(E↓(θ))]. (50)
In the previous equation, we defined the energies
E↑(θ) = ~2k20/2m↑ +m↑~2K2/2(m↑ +m↓)2 + cos(θ)~2k0K/2(m↑ +m↓)− µ↑ (51)
and
E↓(θ) = ~2k20/2m↓ +m↓~2K2/2(m↑ +m↓)2 − cos(θ)~2k0K/2(m↑ +m↓)− µ↓. (52)
Using the integrals∫ pi
0
dθ
sin(θ)
1 + exp(a+ b cos(θ))
= 2+
1
b
log
[
1 + exp(a− b)
1 + exp(a+ b)
]
,
(53)
and∫ pi
0
dθ
cos(θ) sin(θ)
1 + exp(a+ b cos(θ))
= −1
b
log [(1 + exp(a− b))(1 + exp(a+ b))] +
1
b2
(Li2(− exp(a− b))− Li2(− exp(a+ b))) , (54)
9where Lis(z) =
∑∞
k=1 z
k/ks is the polylogarithm, we can
determine the susceptibility =mΞn(K, ~ω) for the three-
dimensional case in closed form. However, the result-
ing expressions are not very enlightening and will not be
given explicitly. Substitution of the results for =mΞn
into Eq. (43) leads to our final expression for ΓD after
decoupling in the Cooper channel.
C. Fock instability
When the interaction depends strongly on the energy
and momentum difference of the incoming ↑ particle and
outgoing ↓ particle, the Fock channel is the appropriate
channel to decouple the collision integral Eq. (35). We
introduce a new energy variable ~ω = ξ1 − ξ3 using the
identity
δ(ξ1 +ξ2−ξ3−ξ4) =
∫
d~ωδ(ξ1−ξ3−~ω)δ(ξ2−ξ4 +~ω),
(55)
and the “conjugate” momentum variable Q = k1 − k3
by solving the momentum-conserving delta function by
k1 = k +Q, k2 = k
′, k3 = k, and k4 = k′ +Q. Then,
we have for ΓD
ΓD = s↑s↓
piβ~2
dV 3m↑m↓
∑
k,k′,Q
∫
d~ω|W (Q, ~ω)|2(k′−k)2
δ(ξ↑(k +Q)− ξ↓(k)− ~ω)nF(ξ↑(k +Q))(1− nF(ξ↓(k)))
δ(ξ↓(k′)−ξ↑(k′+Q)+~ω)nF(ξ↓(k′))(1−nF(ξ↑(k′+Q))).
(56)
We again expand the factor (k′ − k)2 and obtain
ΓD = s↑s↓
β~2
2pidV m↑m↓
∑
Q
∫
d~ω
|W (Q, ~ω)|2
sinh2(β~ω/2)
[=m∆0(Q, ~ω)=m∆2(Q, ~ω)−=m∆21(Q, ~ω)], (57)
where we defined:
=m∆n(Q, ~ω) = 1
V
=m
∑
k
Fn(k)
nF(ξ↑(k +Q))− nF(ξ↓(k))
ξ↑(k +Q)− ξ↓(k)− ~ω − i0+ . (58)
Here F0(k) = 1, F1(k) = k, and F2(k) = |k|2. Now, we
compare the susceptibilities for the Cooper and the Fock
channel, Ξ and ∆, respectively. Defining ξ˜↓(k) = −ξ↓(k)
we rewrite the fraction in Eq. (58) as
1− nF(ξ↑(k +Q))− nF(ξ˜↓(k))
~ω + i0+ − ξ↑(k +Q)− ξ˜↓(k)
, (59)
which is exactly the expression for Ξn(Q, ~ω) in Eq. (44)
with a switched character for the ↓-dispersion. Thus,
when determining Ξn and ∆n, we can restrict ourselves
to the case s↑ = s↓ = 1. When we need Ξn for dispersions
of opposite character (s↑ = −s↓), this is just obtained by
considering ∆n for bands of the same character (s↑ =
s↓ = 1).
Following up on the remarks made above, we now
determine ∆n(Q, ~ω) for bands of the same character
s↑ = s↓ = 1. The way the analysis proceeds depends on
whether or not there is mass imbalance. The reason is
that when m↑ = m↓ the terms with k2 cancel from the
denominator of the integrand of Eq. (58), whereas they
do not cancel in the mass-imbalanced case. For sake of
simplicity, we only consider the fully balanced case with
m↑ = m↓ ≡ m and µ↑ = µ↓ ≡ µ. Shifting k with Q/2,
we arrive at
=m∆n(Q, ~ω) = pi
(2pi)d
=m
∫
dkFn(k)
[nF(ξ↑(k+Q/2))−nF(ξ↓(k−Q/2))]δ((~2kQ/m) cos(θ)−~ω),
(60)
where θ is the angle between k and Q. In three dimen-
sions, we choose Q along the z-axis, so that θ is the polar
angle of k. In two dimensions, we choose Q along the x-
axis so that θ is the angle between k and the x-axis. After
some calculations, we arrive at the result
=m∆n(Q, ~ω) = pi
(2pi)d
∫ ∞
kmin
dkFn,d(k)
[nF ((k) + (Q/2)− µ+ ~ω/2)
− nF ((k) + (Q/2)− µ− ~ω/2)] , (61)
where (k) = ~2k2/2m and where kmin = m|~ω|/~2Q.
The functions F0,d depend on dimensionality:
F0,2(k) =
2k√
~4k2Q2/m2 − ~2ω2 and F0,3(k) =
2pikm
~2Q
.
(62)
Finally, F1,d(k) = (ωm/~Q)F0,d(k), and F2,d(k) =
k2F0,d(k). In the three-dimensional case, we can find
closed form expressions for ∆n using the following inte-
grals∫
dk
k
1 + exp(a(b+ k2))
=
k2
2
− 1
2a
log(1+exp(a(b+k2))),
(63)
and
∫
dk
k3
1 + exp(a(b+ k2))
=
k4
4
−k
2
2a
log(1+exp(a(b+k2)))
− 1
2a2
Li2(− exp(a(b+ k2))). (64)
where Lis(z) the polylogarithm defined after Eq. (54).
These expressions are, however, not particularly enlight-
ening and will not be given explicitly here.
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VI. LINEAR DISPERSION
For a linear dispersion, Eq. (31) simplifies to
ΓD = −s↑s↓ 1
4
piβv2
dV 3
∑
ki
δkiδ(ξi)|W |2n1n2(1−n3)(1−n4)
(kˆ4 − kˆ1) · (kˆ3 − kˆ2)
(
1 + kˆ1 · kˆ4
)(
1 + kˆ2 · kˆ3
)
, (65)
where we reinstated the chirality factors. The main pur-
pose of this section is to derive the expressions that were
the starting point of Ref. [7], where the drag resistivity
was determined in a topological insulator thin film close
to exciton condensation. Then, s↑ = 1 and s↑ = −1 and
the appropriate decoupling channel for this transition is
the Fock channel. For comparison, we also perform the
decoupling of Eq. (65) in the Hartree channel.
In Ref. [7], we used an approximation for ΓD in which
the chirality factors
(
1 + kˆ1 · kˆ4
)(
1 + kˆ2 · kˆ3
)
were set
to unity. The effect of the chirality factors is the sup-
pression of backscattering: 1 + kˆ1 · kˆ4 vanishes when k1
and k4 are directed oppositely. The pole in the scat-
tering amplitude W for the case of exciton condensation
occurs at Q = k1 − k3 = 0. The motivation for this
approximation is that the condition for backscattering
kˆ1 · kˆ4 = −1 is largely independent of the value of Q. In
other words, the suppression of backscattering does not
favor or suppress a particular value for the exciton mo-
mentum Q. In particular, discarding the chirality factors
will not have a qualitative influence on the behavior of
ΓD close to exciton condensation, which is determined by
the Q dependence of the integrand of Eq. (65).
A. Hartree Instability
When the interaction depends only on the transferred
energy ~ω = ξ1 − ξ4 and momentum kp = k1 − k4 ≡ q
in the scattering event, the Hartree channel is the appro-
priate instability channel. We introduce an additional
integral over ~ω using the identity
δ(ξ1 +ξ2−ξ3−ξ4) =
∫
d~ωδ(ξ1−ξ4−~ω)δ(ξ2−ξ3 +~ω),
(66)
and solve the momentum-conserving delta function by
k1 = k, k2 = k
′, k3 = k′ + q, and k4 = k − q, so that
the k and k′ summations in Eq. (65) decouple
ΓD = −s↑s↓piβv
2
dV 3
∑
k,k′,q
∫
d~ω|W (q, ~ω)|2
δ(ξ↑(k)− ξ↑(k − q)− ~ω)nF(ξ↑(k))(1− nF(ξ↑(k − q)))(
k − q
|k − q| − kˆ
)
·
(
k′ + q
|k′ + q| − kˆ
′
)
δ(ξ↓(k′)−ξ↓(k′+q)+~ω)nF(ξ↓(k′))(1−nF(ξ↓(k′+q))).
(67)
This expression can be rewritten as
ΓD = s↑s↓
βv2
4pidV
∑
k,k′,q
|W (q, ~ω)|2
sinh2(β~ω/2)
=mΠ↑(q, ~ω) · =mΠ↓(q, ~ω), (68)
where we defined the polarizability
Πσ(q, ~ω) =
1
V
∑
k
nF(ξσ(k + q))− nF(ξσ(k))
ξσ(k + q)− ξσ(k)− ~ω − i0(
k + q
|k + q| − kˆ
)
, (69)
and used that Πσ(q, ω) = −Πσ(−q, ω) and Πσ(q,−ω) =
−Π∗σ(q, ω). Using that Πσ(q, ω) is independent of sσ we
find
Πσ(q, ~ω) =
1
2pi
∫ pi
0
dθ
∫ ∞
0
kdk(
q + k cos(θ)√
q2 + k2 + 2kq cos(θ)
− cos(θ)
)
(nF(~v
√
k2 + q2 + 2kq cos(θ)− µσ)− nF(~vk − µσ))
δ(~v
√
k2 + q2 + 2kq cos(θ)− ~vk − ~ω), (70)
where we restricted the angular integration between 0
and pi. The delta function has the solution k = k0 with
k0 =
ω2 − v2q2
2v(qv cos(θ)− ω) (71)
when |ω|/vq < 1 and cos−1(ω/v) < θ ≡ θmin. After
solving the delta function, Πσ becomes
Πσ(q, ~ω) =
~
2pi
(vq)2 − (ω)2
2F
∫ pi
θmin
dθ
qv − ω cos(θ)
(ω − qv cos(θ))2{
nF
[(
~(ω2 − q2v2)
2(qv cos(θ)− ω) − µσ + ~ω
)
/T
]
−nF
[(
~(ω2 − q2v2)
2(qv cos(θ)− ω) − µσ
)
/T
]}
. (72)
Substitution of the result for =mΠσ into Eq. (65) leads to
our final expression for ΓD after decoupling in the Hartree
channel.
B. Fock Instability
When the interaction depends mainly on the energy
and momentum difference of the incoming ↑ particle and
outgoing ↓ particle, the Fock channel is the appropriate
channel to decouple the collision integral Eq. (35). We
introduce the energy variable ~ω = ξ1 − ξ3 using the
identity
δ(ξ1 +ξ2−ξ3−ξ4) =
∫
d~ωδ(ξ1−ξ3−~ω)δ(ξ2−ξ4 +~ω),
(73)
11
and the momentum variable Q = k1 − k3 by solving the
momentum-conserving delta function by k1 = k + Q,
k2 = k
′, k3 = k, and k4 = k′+Q. Then, we have for ΓD
ΓD = s↑s↓
piβv2
dV 3
∑
k,k′,Q
∫
d~ω|W (Q, ~ω)|2
(
k′ +Q
|k′ +Q| −
k +Q
|k +Q|
)
· (kˆ′ − kˆ)
δ(ξ↑(k +Q)− ξ↓(k)− ~ω)nF(ξ↑(k +Q))(1− nF(ξ↓(k)))
δ(ξ↓(k′)−ξ↑(k′+Q)+~ω)nF(ξ↓(k′))(1−nF(ξ↑(k′+Q))).
(74)
Expanding the inner product between the unit vectors,
we obtain after some rewriting
ΓD = s↑s↓
βv2
2pidV
∑
k,k′,Q
∫
d~ω|W (Q, ~ω)|2
[=m∆0(Q, ~ω)=m∆2(Q, ~ω)
−=m∆1a(Q, ~ω) · =m∆′1b(Q, ~ω)]. (75)
where we have defined the generalized susceptibility
=m∆n(Q, ~ω) = 1
V
=m
∑
k
Fn(k)
nF(ξ↑(k +Q))− nF(ξ↓(k))
ξ↑(k +Q)− ξ↓(k)− ~ω − i0 , (76)
where F0(k) = 1, F1a(k) = kˆ, F1b(k) = (k +Q)|k +Q|,
F2(k) = kˆ · (k + Q)|k + Q|. The reason that these F ’s
are more complicated than for the quadratic case is that
the exciton momentum Q does not cancel from the inner
product in Eq. (74). We note that from Eq. (75) we
obtain Eq. (3) of Ref. [7]. We evaluate =m∆n for s↑ = 1
and s↓ = −1, as is appropriate for the case of exciton
condensation. Evaluating the imaginary part of Eq. (76),
we find
=m∆n(Q, ~ω) = − 1
4pi
∫
kdk
∫ 2pi
0
dθFn(k, θ)
(1−nF(~v
√
k2 +Q2 + 2kQ cos(θ)−µ↑)−nF(~vk−µ↓))
δ(~ω + µ↑ + µ↓ − ~vk − ~v
√
k2 +Q2 + 2kQ cos(θ)).
(77)
The solution of the delta function is
k0 =
(~ω + µ↑ + µ↓)2 − (~vQ)2
2~v(~ω + µ↑ + µ↓ + ~vQ cos(θ))
, (78)
when ~ω+ µ↑ + µ↓ > ~vQ. Solving the delta function in
Eq. (77) leads to
=m∆n(Q, ~ω) = (~ω + µ↑ + µ↓)
2 − (~vQ)2
8pi(~v)2
∫ pi
0
dθFn(θ)
(~ω + µ↑ + µ↓)2 + (~vQ)2 + 2~vQ(~ω + µ↑ + µ↓) cos(θ)
[(~ω + µ↑ + µ↓) + ~vQ cos(θ)]3[
1− nF
(
− (~ω + µ↑ + µ↓)
2 − (~vQ)2
2[(~ω + µ↑ + µ↓) + ~vQ cos(θ)]
+ µ↓ + ~ω
)
−
nF
(
(~ω + µ↑ + µ↓)2 − (~vQ)2
2[(~ω + µ↑ + µ↓) + ~vQ cos(θ)]
− µ↓
)]
. (79)
The functions Fn(θ) are given by F0(θ) = 1, F1a(θ) =
cos(θ),
F1b(θ) =
[(~ω + µ↑ + µ↓)2 + (~vQ)2] cos(θ) + 2~vQ(~ω + µ↑ + µ↓)
(~ω + µ↑ + µ↓)2 + (~vQ)2 + 2~vQ(~ω + µ↑ + µ↓) cos(θ)
,
(80)
and
F2(θ) =
(~ω + µ↑ + µ↓)2 + 2~vQ(~ω + µ↑ + µ↓) cos(θ) + (~vQ)2 cos(2θ)
(~ω + µ↑ + µ↓)2 + (~vQ)2 + 2~vQ(~ω + µ↑ + µ↓) cos(θ)
. (81)
Substitution of the result for =mΠσ into Eq. (65) leads to our final expression for ΓD after decoupling in the Fock
channel.7
VII. BASIC APPLICATIONS
Before we quantitatively (and therefore numerically)
consider two basic applications of our theory, we present
some qualitative results on the dependence of the drag
resistivity close to a phase transition. These results de-
pend only on (i) the assumed spectrum of Gaussian fluc-
tuations close to the transition and (ii) power counting.
Therefore they are very general.
A. Qualitative results
Consider first the Hartree channel in three dimen-
sions. At low temperatures we have in the balanced
case that =mΠσ(q, ~ω) ∝ ω/q, so that the leading or-
der low-temperature behavior of the drag resistivity is
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determined by the integral
ρD ∝
∫
dω
∫
dqq4
 ω
qsinh
(
β~ω
2
)
2 w(q, ω) , (82)
where the relevant momentum and energy dependence
that results from the scattering amplitude (derived in
detail below), is given by
w(q, ω) ∝ 1
α(T ) +
(
q
kF
)2
+
(
c1ω
qvF
)2 , (83)
where ~kF and vF are, respectively, the Fermi momentum
and the Fermi velocity, and c1 is a constant. The impor-
tant temperature dependence is determined by α(T ) ∝
T − Tc, which approaches zero as T approaches the crit-
ical temperature Tc from above. At low temperatures
only small energies are relevant: we therefore expand
sinh (β~ω/2) ' β~ω/2. The frequency integral is then
carried out and we find that the low-temperature behav-
ior of the drag resistivity is determined by the integral
ρD ∝
∫
dq
qk
α(T ) + c2q2
, (84)
with c2 > 0 a constant independent of temperature, and
k = 3 for the Hartree channel in three dimensions. Car-
rying out the remaining momentum integral for k = 3
leads to the conclusion that the drag resistivity remains
finite within the Boltzmann theory presented in this pa-
per.
For the Fock channel in three dimensions, a similar
calculation leads to an expression of the form in Eq. (84)
with k = 1, so that the drag resistivity in that case di-
verges logarithmically. The difference between Hartree
and Fock channels is understood from the fact that the
momentum q that controls the critical fluctuations in the
Hartree channel is precisely the momentum transferred
in the collision, which leads to an additional factor q2 in
the integral in Eq. (84). This is absent in the Fock chan-
nel, where the critical momentum Q is different from
the momentum transferred in the collisions, k′ − k (see
Fig. 2).
For the Cooper channel in three dimensions the criti-
cal momentum K is again different from the momentum
transfer k′−k (see Fig. 2). However, in this case the gen-
eralized susceptibilities are independent of momentum in
the low-frequency limit: =mΞ(q, ~ω) ∝ ω – a fact that
compensates the “loss” of the q2 factor. Furthermore,
the critical scattering amplitude is given by
w(q, ω) ∝ 1
α(T ) +
(
q
kF
)2
+
(
c3ω
F
)2 ,
where F is the Fermi energy and c3 is a constant. The
presence of ω/F rather than ω/qvF in the denominator
k k’
k’-q
(a) Longitudinal spin fluctuations
k+q
(b) Transverse spin fluctuations
k+Q
k k’
k’+Q
FIG. 3: Bubble Feynman diagrams that determine the dom-
inant enhancement of the scattering amplitude near the fer-
romagnetic phase transition.
of this expression causes one less power of q to appear
after the integral over frequency is done. The final result
is of the form of Eq. (84) with k = 2 so that the drag
resistivity, in that case, remains finite at Tc.
The above discussion of the Cooper-channel instability
was for three dimensions. In two dimensions, we have
one power of q less so that k = 1 and we again find a
logarithmic divergence (irrespective of band dispersion)
for the drag resistivity if the instability occurs in the
Cooper channel. In the next two sections we find that
our numerical results agree with these power-counting
arguments.
B. Ferromagnetism in an ultracold Fermi gas
In this section we extend the results of Ref. [11], which
considers the behavior of the spin-drag resistivity in an
ultracold Fermi gas with repulsive interactions close to
the ferromagnetic transition. This transition is accompa-
nied by magnetic fluctuations of two different characters,
longitudinal and transverse fluctuations. By summing all
bubble diagrams that contribute to the interaction (see
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Fig. 3) we obtain
|W (k1,k2,k3,k4)|2
= |WL(k1 − k4, ξ1 − ξ4)|2 + |WT(k1 − k3, ξ1 − ξ3)|2,
(85)
where WL is the contribution from longitudinal fluctua-
tions and WT is the contribution from transverse fluctu-
ations, which will be specified below. To determine the
spin-drag resistivity we need to evaluate the collision in-
tegral in Eq. (31) for this scattering amplitude. We do
this by splitting the collision integral into two integrals,
one with scattering amplitude WL and one with WT. The
former integral can be evaluated by decoupling it in the
Hartree channel as described in section V A, and the lat-
ter by decoupling it in the Fock channel as described in
section V C. The final result for the drag resistivity is
then the sum of these two contributions. In Ref. [11],
the transverse fluctuations were included as if they were
part of the Hartree channel. Instead, using the formalism
described in this article, we can easily take into account
the effect of both types of fluctuations.
The specific form of the scattering amplitude incorpo-
rating the longitudinal fluctuations is
WL(q, ~ω) = U +
U2
4
Π(q, ~ω)
1− UΠ(q, ~ω)/2
− U
2
4
Π(q, ~ω)
1 + UΠ(q, ~ω)/2
, (86)
where Π(q, ~ω) = Π↑(q, ~ω) + Π↓(q, ~ω) with Πσ(q, ~ω)
given in Eq. (39), and where U is the contact interac-
tion strength given by U = 4pia~2/m with a the s-wave
scattering length. The specific form of the scattering am-
plitude incorporating the transverse fluctuations is
WT(Q, ~ω) = −U
2
2
∆(Q, ~ω)
1 + U∆(Q, ~ω)/2
, (87)
where ∆(Q, ~ω) = 2∆0(Q, ~ω) with ∆0 given in Eq. (58).
The result of the complete calculation is shown in
Fig. 4, where we plot the dimensionless spin-drag relax-
ation rate versus temperature. The spin-drag relaxation
rate is obtained from the drag resistivity using the Drude
formula ρD = m/2nτ , where 2n is the total density, and
n = k3F/6pi
2 is the density of one spin state. In Fig. 4 we
see that the spin-drag relaxation rate is enhanced close
to the critical temperature and diverges when approach-
ing Tc from above. Closer inspection shows that this
divergence is logarithmic, as concluded in the previous
section.
C. Exciton condensation in an electron-hole bilayer
As a second application of our formalism we consider
an electron-hole bilayer, which can e.g. be obtained in
a GaAs-AlGaAs double quantum well.6 This system was
0 0.2 0.4 0.6 0.8 1
TTF0
5
10
15
20
25
ÑΕFΤ
FIG. 4: (Color online) The dimensionless spin-drag re-
laxation rate versus temperature in an ultracold Fermi gas
with repulsive interactions close to a ferromagnetic transi-
tion. From top to bottom the lines correspond to kFa = 1.9,
kFa = 1.8, kFa = 1.7, kFa = pi/2, and to kFa = 1.2. The crit-
ical temperatures corresponding to the Tc values for the cases
kFa = 1.7, 1.8, 1.9 are indicated by the asymptotes. Note that
Tc is nonzero only when kFa > pi/2.
considered previously close to exciton condensation us-
ing a diagrammatic approach5. The transition is caused
by the formation of pairs (excitons) between electrons
in one layer and holes in the other. We consider a sys-
tem in which the top layer is electron doped with dis-
persion ξ↑(k) = ~2k2/2me − µe and the bottom layer
is hole doped in which the electrons have the dispersion
ξ↓(k) = −~2k2/2mh + µh. In terms of the bare electron
mass mbare, the band masses of electrons and holes are
me = 0.067mbare and mh = 0.51mbare, respectively.
Close to the transition, the interlayer interaction is de-
termined by the momentum and the energy of an exciton.
In the notation of Sec. V C these are Q = k1 − k3 and
~ω = ξ↑(k1) − ξ↓(k3), respectively. If we approximate
the bare interlayer interaction by a contact interaction,
the effective interlayer interaction can be determined to
be
W (k1,k2,k3,k4) = Weff(Q, ~ω) =
V0
1 + V0∆(Q, ~ω)
,
(88)
where the contact interaction strength V0 =
4pi~2/m log(2~2/mµa2), where a is the two-dimensional
scattering length, µ is the mean chemical potential
µ = (µe + µh)/2 and m is the harmonic mean of the
electron and hole masses 1/m = 1/2(1/me + 1/mh).
The susceptibility ∆(Q, ~ω) is
∆(Q, ~ω) =
1
V
∑
k
[
nF(ξ↑(k +Q))− nF(ξ↓(k))
ξ↑(k +Q)− ξ↓(k)− ~ω − i0
− 1
↑(k) + ↓(k) + µ↑ + µ↓
]
, (89)
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FIG. 5: The dimensionless drag resistivity ρD/~ versus the
scaled temperature T/TF for the density balanced case. The
solid line corresponds to kFa = 0.34 with Tc/TF = 0.05, the
dashed line corresponds to kFa = 0.68 with Tc/TF = 0.10, and
the dotted line corresponds to kFa = 1.0 with Tc/TF = 0.15.
where ↑(k) = ~2k2/2me and ↓(k) = ~2k2/2mh.
To determine the drag resistivity we need to evaluate
the collision integral in Eq. (31) for the scattering am-
plitude in Eq. (88) by decoupling it in the Fock channel,
as described in Sec. V C. The result of this calculation is
shown in Fig. 5, where we show the dimensionless drag
resistivity ρD/~ versus the scaled temperature T/TF for
the density-balanced case. The solid line corresponds to
kFa = 0.34 with Tc/TF = 0.05, the dashed line corre-
sponds to kFa = 0.68 with Tc/TF = 0.10, and the dotted
line corresponds to kFa = 1.0 with Tc/TF = 0.15. As the
transition temperature is approached from above, we find
that the drag resistivity diverges as log(T − Tc), which
is in agreement with the theoretical prediction of Ref. [5]
and our qualitative arguments in Sec. VII A.
VIII. CONCLUSIONS
In summary, we have presented a general formalism to
determine the drag resistivity in systems close to a phase
transition. We have shown that by decoupling the col-
lision integral in the appropriate channel, we can take
into account the effect of Gaussian fluctuations close the
phase transition. Our theory is valid for both two and
three dimensions, linear and quadratic dispersions, ar-
bitrary mass and population imbalances, and bands of
both “positive” and “negative” character. The approach
presented in this article is valid outside the critical re-
gion, by which we mean the region in which the Gaus-
sian approximation breaks down and non-trivial critical
exponents become relevant. In this region critical fluc-
tuations will alter the temperature dependence qualita-
tively. The width, in temperature, of this region depends
on the system at hand. For the case of a ferromagnetic
Fermi gas we have checked that the upturn predicted by
our Boltzmann theory takes place well outside the criti-
cal region.11 As an application, we determined the spin-
drag relaxation rate in an ultracold Fermi gas close to
the ferromagnetic transition and the drag resistivity in
an electron-hole bilayer close to exciton condensation.
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APPENDIX
We show how to take the drift momenta kdrift out of
the summation in Eq. (26)
Γ↑ = − 2piβ
2~2V 3
∑
ki
δkiδ(ξi)|W |2n1n2(1− n3)(1− n4)
(∂kξ4−∂kξ1)
[
s↑kdrift↑ · (∂kξ4 − ∂kξ1) + s↓kdrift↓ · (∂kξ3 − ∂kξ2)
]
.
(90)
For a quadratic dispersion this is easy, since ∂kξi ∝ ki.
Using momentum conservation k1 + k2 = k3 + k4 and
that ∫
dqF (q)q(q · kdrift) = k
drift
d
∫
dqF (q)q2, (91)
where F (q) is a function that only depends on the length
of q, immediately leads to the results Eqs. (29,30,31).
When we have a two-dimensional system with linear dis-
persion, then ∂kξ ∝ kˆ. The collision integral Γ↑ in
Eq. (26) is invariant under a global rotation of all in-
tegration vectors, in particular, operating with
1
2pi
∫
dφ (92)
where the angle φ is a global rotation angle around an
z-axis of all vectors ki, leaves the integral invariant.
The δ’s, the interaction and the Fermi functions do not
depend on φ. We write the integral for a general φ-
dependent term
1
2pi
∫
dφka(k
drift · kb) = kakb
2pi
∫
dφ
(
cos(φ+ φa)
sin(φ+ φa)
)
[(
kdriftx
kdrifty
)
·
(
cos(φ+ φb)
sin(φ+ φb)
)]
, (93)
where ka and kb are momenta being summed in Eq. (26),
and we choose the x-axis along the external drift momen-
tum kdrift, where ka and kb can either be the same or
different. Now, reflecting the whole integrand in the x-
axis and then doing the integral gives the same answer.
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This sends all angles φi to −φi. Again, the δ’s, interac-
tion, and Fermi functions do not depend on φ and the
sign of the angles, so we get the term
1
2pi
∫
dφka(k
drift · kb) = kakb
2pi
∫
dφ
(
cos(φ− φa)
sin(φ− φa)
)
[(
kdriftx
kdrifty
)
·
(
cos(φ− φb)
sin(φ− φb)
)]
. (94)
Now, we can take the integrals over φ and perform the
average of the two terms, leading to the replacement rule
ka(k
drift · kb) → 1
2
kdrift(ka · kb), (95)
which can be used to obtain Eqs. (29,30,31). Note that
for the special case ka = kb, we recover the result for
used for the quadratic dispersion.
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