We prove a sharp bound for the remainder term of the number of lattice points inside a ball, when averaging over a compact set of (not necessarily unimodular) lattices, in dimensions two and three. We also prove that such a bound cannot hold if one averages over the space of all lattices.
Introduction
Let Ω be the (closed) standard unit ball in R n . A lattice in R n is a set of the form X · Z n ⊆ R n for some X ∈ GL n (R). The set of all lattices may be identified with the space GL n (R)/ GL n (Z), and we equip it with a measure µ induced by the Haar measure on GL n (R). Let N X (t) be the number of points from the lattice XZ n inside the ball tΩ of radius t. We have N X (t) = #(XZ n ∩ tΩ) = #(Z n ∩ tΩ X ), where Ω X := X −1 Ω. Let E X (t) := N X (t) − vol(tΩ X ). Consider the set of unit cubes centered at the set of integer points u ∈ Z n . Since N X (t) equals the number of cubes whose center is inside tΩ X , which coincides with the volume of the union of these cubes, we can write N X (t) = vol(tΩ X ) +
cubes T intersecting ∂(tΩ)
Y T , where Y T equals vol(T \ tΩ X ) if the center of T is inside tΩ, and Y T equals − vol(T ∩ tΩ X ) otherwise. There are approximately vol(∂(tΩ X )) = t n−1 vol(∂(Ω X )) correction terms Y T , each bounded, so it follows that N X (t) is asymptotic to t n vol(Ω X ). Heuristically, if the correction terms Y T were i.i.d. random variables, the central limit theorem would imply that the standard deviation of the remainder term E X (t) = T Y T is approximately proportional to vol(∂(tΩ X )) for large t. This suggests that |E X (t)| should be of the order t (n−1)/2 for fixed X. Let δ > 0 be a small arbitrary constant. For the integer lattice Z 2 , Hardy conjectured that |E Z 2 (t)| = O( vol(∂(tΩ)) · t δ ) = O(t 1/2+δ ) as t → ∞ [Har17] . It is known that |E X (t)| = O(t 1/2 ) for every lattice in R 2 , due to Nowak [Now85a] , and the best known upper bound is |E X (t)| = O(t 131/208+δ ), where 131/208 ≈ 0.62981, due to Huxley [Hux03] .
Hardy's conjecture holds on average in the sense that 1 t t 0 |E X (τ )| 2 dτ = Θ(t 1/2 ), due to Bleher [Ble92] .
In three dimensions, it is known that |E X (t)| = O(t), due to Nowak [Now85b] , and the best known upper bound for arbitrary lattices in R 3 is |E X (t)| = O(t 63/43+δ ), where 63/43 ≈ 1.465, due to Müller [Mül99] , with the improvement |E Z 3 (t)| = O(t 21/16+δ ) for the integer lattice Z 3 , where 21/16 = 1.3125, due to Heath-Brown [HB99] . On average, we have 1 t 2t t |E X (τ )| 2 dτ = O(t 1+δ ), see [ISS02] . The main result of this paper is that the bound O(t (n−1)/2+δ ) holds on average in dimensions two and three, when averaging over any compact set of lattices: Theorem 1. Let n = 2 or n = 3. Fix a compact subset L 0 of GL n (R)/ GL n (Z). Then there exists an integer m > 0 such that
as t → ∞, where
This bound is sharp in the sense that |E X (t)| = o(t (n−1)/2 ) for every lattice in n ≥ 3 dimensions (this result is due to Landau [Lan24] ). It is not known for any n ≥ 2 if there exists for each δ > 0 some X such that |E X (t)| = O(t (n−1)/2+δ ), but Schmidt proved in [Sch60] that |E X (t)| = O(t n/2+δ ) for almost every lattice, when n ≥ 2. The best general bound for n ≥ 5 is |E X (t)| = O(t n−2 ), due to Götze [Göt04] , and this bound is attained by the integer lattices (to be specific, |E Z n (t)| = o(t n−2 ) for every n ≥ 4, see Krätzel [Krä00] ). See [IKKN06] for an excellent survey on results about lattice points in convex domains.
The assumption in Theorem 1 that L 0 is compact cannot be removed when n = 3: as Corollary 3 below shows, if we average over the set L a,b = {X ∈ GL 3 (R)/ GL 3 (Z) : 0 < a ≤ |det X| ≤ b < ∞}, which is not compact, then we get both a lower and an upper bound with an exponent strictly larger than what Theorem 1 guarantees. The failure of the heuristic in this case may be explained by the fact that L a,b contains lattices with arbitrarily short lattice vectors.
Theorem 2. For any fixed n ≥ 3, we have
as t → ∞, where E 1 [f (X)] := SLn(R)/ SLn(Z) f (X) dµ 1 (X) is the mean of f over the set of all lattices in SL n (R)/ SL n (Z), and where µ 1 is the normalized Haar measure on SL n (R).
Corollary 3. Fix 0 < a < b. For any fixed n ≥ 3, we have
The corresponding statement of Theorem 1 for orthogonal lattices (that is, lattices XZ n where X is a diagonal matrix) was proved by Hofmann, Iosevich, Weidinger in [HIW04] , and our proof of Theorem 1 is inspired by theirs. This paper is organized as follows. Sections 3 through section 6 are dedicated to the proof of Theorem 1 for n = 3. We sketch in section 7 how the given proof may be modified for the slightly easier case n = 2. Theorem 2 is an easy consequence of the mean value formulas of Siegel and Rogers; we prove Theorem 2 and Corollary 3 in section 8.
Remark 4. The actual measure used in Theorem 1 is not important; the proof holds for any measure of the form f (X) dX and any compact set L 0 of GL n (R), where dX is the Euclidean measure on the entries of the matrix X and f : GL n (R) → R + is a function which is bounded above and below in R + = {x ∈ R : x > 0} throughout L 0 .
For instance, one may use the following natural measure for generating random lattices close to a given lattice. Fix a matrix X 0 ∈ GL n (R). We generate random vectors x 1 , . . . , x n , where each vector x i is generated by a uniform probability measure on vectors sufficiently close to the ith column of X 0 , and then we let x 1 , . . . , x n be the basis vectors of our random lattice. This corresponds to taking f (X) = 1 for all X and taking L 0 := {X 0 + tE : |t| ≤ ε}, where E is the n × n-matrix of all ones, and ε > 0 is sufficiently small such that L 0 does not contain any singular matrices.
Notation
Throughout this paper, we will assume that the parameter t > 1 is large. We will write f (t) g(t) if there exists a constant c > 0 and an integer m ≥ 0 such that |f (t)| ≤ |cg(t)(log t) m | for all sufficiently large t. We see that is a transitive relation. As customary, we will write f (t) g(t) if there exists a constant c such that |f (t)| ≤ |cg(t)| for all sufficiently large t.
Given a function f : R k → R for some k, we write f (ξ) = R k f (x)e −2πix·ξ dx for its Fourier transform.
We will write Z n (a) for the set of all nonzero integer vectors k = (k 1 , . . . , k n ) such that |k i | ≤ a for each 1 ≤ i ≤ n. For a vector k and a matrix X, we will write k X := (X −1 ) T k . Finally, we will frequently use the notation k := (N −1 ) T k where N is a given upper triangular matrix which will be clear from context.
Decomposition of the Haar measure
Let µ be the Haar measure on GL 3 (R). The measure µ induces a measure on the quotient space GL 3 (R)/ GL 3 (Z), and we will abuse notation by denoting both of these measures by the symbol µ. Let F ⊆ GL 3 (R) be a fundamental domain relative to GL 3 (Z). If f : GL 3 (R)/ GL 3 (Z) → R is an integrable function, we shall write f (X) := f (X · GL 3 (Z)) for X ∈ GL 3 (R), and then
where in the right-hand side we are integrating with respect to the measure on GL 3 (R).
We will use the Iwasawa decomposition GL 3 (R) = K · A · N where K = O 3 (R) is the group of orthogonal matrices, A is the group of diagonal matrices with positive diagonal entries, and N is the group of upper triangular matrices with ones on the diagonal. If X ∈ GL 3 (R), then there is a unique (K, A, N ) ∈ K × A × N such that X = KAN . Let N + be the set of all matrices N ∈ N such that all entries of N above the diagonal belong to the interval [1, 2). (We will later use the fact that the entries of N ∈ N + are not close to zero.) By performing Euclid's algorithm on the columns of N using elementary column operations, one can show that there exists for any X = KAN some matrix U ∈ GL 3 (Z) such that XU ∈ K · A · N + , which shows that the set K · A · N + ⊆ GL 3 (R) contains a fundamental domain F + relative to GL 3 (Z).
The Haar measure µ on GL 3 (R) can be expressed in terms of the left-invariant Haar measures on K, A and N as follows. Let R := A · N be the group of upper triangular matrices with positive diagonal elements. The Haar measure on A is dA = db 1 db 2 db 3 /(b 1 b 2 b 3 ) where b 1 , b 2 , b 3 are the diagonal elements of A ∈ A, and the Haar measure on N is dN = dη 1 dη 2 dη 3 where η 1 , η 2 , η 3 are the entries of N ∈ N above the diagonal. Write µ K for the (appropriately normalized) Haar measure on K. Theorem 8.32 from [Kna02] implies that for any integrable function f , we have where b 1 , b 2 , b 3 are the diagonal elements of R), but all we will need is that ∆ is bounded when restricted to a compact set, which follows from the fact that the modular functions are continuous and positive (see [Kna02] ). For our purposes, the parametrization
will be useful. (The forthcoming expression (15) will take on a simpler form.) We get the Jacobian
, and letting f be a non-negative integrable function on GL 3 (R)/ GL 3 (Z), we obtain
where da = da 1 da 2 da 3 and dη = dη 1 dη 2 dη 3 are the standard Lebesgue measures.
Integrating over the compact set L 0 ⊆ GL 3 (R)/ GL 3 (Z) with respect to the measure µ corresponds to integrating over the compact set
with respect to the measure da dη dµ K (K). For each i = 1, 2, 3, let ψ i be the characteristic function of the smallest closed interval contained in (0, ∞) which contains all values that a i assumes when X = KAN ranges over the compact set
The support of ψ 1 ψ 2 ψ 3 is contained in (0, ∞) 3 , so for simplicity of notation, we will allow the inner integral to range over all of R 3 . Since ∆(a, η)/(2 3 (a 1 a 2 a 3 ) 2 ) and 4π|det A| 2 are bounded above and below throughout the support of ψ 1 ψ 2 ψ 3 , a bound of the right-hand side above will be equivalent, up to constants, to a bound of
where we have defined
(It is convenient to introduce the factor 4π|det A| 2 as it will later be cancelled by a factor
, it suffices to bound (7).
Setup
We define a smoothed version of
where ρ : R 3 → R is a mollifier and ρ ε (x) := ε −3 ρ(x/ε) for a parameter ε = ε(t) > 0.
(Recall that a mollifier is a smooth, non-negative function with compact support and unit mass.) We define ρ(x) := ρ 0 (x 1 )ρ 0 (x 2 )ρ 0 (x 3 ) where ρ 0 : R → R is an even mollifier such that | ρ 0 (y)| e − √ y for large y; see [Ing33] for the construction of such a function ρ 0 . We obtain the asymptotics
as x → ∞, by the inequality (
. Note that the Fourier transform ρ is real-valued since ρ is an even function.
Since the convolution χ tΩ X * ρ ε is smooth, we may apply the Poisson summation formula to the sum (8), and since both of the functions χ tΩ X and ρ ε have compact support, the convolution theorem
We first show that the function N ε X approximates N X well:
Lemma 10. There exists a constant R > 0 such that
where R only depends on the mollifier ρ.
Proof. Let R be the radius of a ball centered at the origin which contains the support of ρ, so that the support of ρ ε is contained in a ball of radius εR. Consider
The integral ranges over all x ∈ supp ρ ε , so we may assume that x ≤ εR inside the integral. If k is inside tΩ X and at a distance at least εR from the boundary ∂(tΩ X ), then χ tΩ X (k − x) = 1, so the integral becomes ρ ε (x) dx = 1, which agrees with χ tΩ X (k) = 1. If on the other hand k is outside tΩ X and at a distance at least εR from the boundary ∂(tΩ X ), then χ tΩ X (k − x) = 0, so the integral vanishes and again agrees with χ tΩ X (k) = 0. Finally, if k is at a distance at most εR from the boundary ∂(tΩ X ), then since 0 ≤ χ tΩ X ≤ 1 and ρ ε is nonnegative, the integral is bounded below by 0 and above by ρ ε = 1. We have thus proved that χ tΩ X * ρ ε equals χ tΩ X at all points at a distance at least εR from the boundary of tΩ X , and at all other points it assumes a value in [0, 1]. This proves the lemma, since N X (t) counts the number of lattice points inside tΩ X , while N ε X (t − Rε) counts each of these with a weight at most 1, and N ε X (t + Rε) counts all the same lattice points, plus a few more with various weights in [0, 1].
Using the lemma, we arrive at:
Claim 11. To prove Theorem 1 for n = 3 it suffices to prove that
for all ε = ε(t) such that ε ≥ 1/t for all sufficiently large t.
Proof. Lemma 10 implies that
for any ε 0 > 0. Choosing ε 0 := 2/t we get
The asymptotic constant depends on the determinant of X, but if we restrict X to the compact set L 0 (see (6)), then the determinant of X is bounded by a constant which only depends on the fixed set L 0 . By (7) we have
and noting that ε 0 ≥ 1/(t + Rε 0 ) and ε 0 ≥ 1/(t − Rε 0 ) for all sufficiently large t ± Rε 0 , the hypothesis (12) implies that the right-hand side above is
and thus
For the remainder of the section we will assume that ε ≥ 1/t for all sufficiently large t. We will now estimate the behavior of E ε X . Consider the Fourier transform of the characteristic function χ Ω of the standard unit ball Ω in R 3 . Taking advantage of the fact that χ Ω is a radial function and hence that its Fourier transform is radial as well, an easy calculation shows that (see equation 10 in chapter 6.4 in [SS03] )
which can be integrated by parts to get
Since Ω X = X −1 · Ω we get
where both sums S 1 , S 2 are real since ρ is real-valued. For X = AN, A ∈ A, N ∈ N + , we have |det X| −1 1, so for such X we get
We use the fact that
where the final sum converges to a constant by integral comparison for any N > 0. Choosing N = 1/2 gives us |S 2 | t 1/2 . Consequently we have
and thus, to prove Theorem 1 for n = 3, by Claim 11 it will suffice to prove that
where
and X = AN , using the parametrization (5). Write the product cos(2π tk X ) cos(2π tl X ) as (e α + e −α )(e β + e −β )/4 = 1 4 (e α+β + e α−β + e −α+β + e −α−β ) where α := 2πit k X and β := 2πit l X . We split the integral into a sum of four integrals and treat each case separately, that is, we will prove
where Φ k,l (X) = ± k X ± l X , for all four different combinations of sign choices. We cancel the factor t 2 on both sides and exchange the order of integration and summation (noting that the sum is uniformly convergent by the rapid decay of ρ). Thus, recalling that ψ(a) = 4π|det A| 2 ψ 1 (a 1 )ψ 2 (a 2 )ψ 3 (a 3 ), we arrive at:
Claim 13. To prove Theorem 1 for n = 3 it suffices to prove that
for all ε = ε(t) such that ε ≥ 1/t for all sufficiently large t, where
for all four choices of signs in the definition of Φ k,l .
where k 2 i denotes the square of the ith component of the vector k = (N −1 ) T k, and similarly for l 2 i . Note that our choice of parametrization (5) of the entries of A turned the expressions inside the square roots in the exponent Φ k,l (AN ) into linear forms of a 1 , a 2 , a 3 .
Since X −1 op k ≤ Xk ≤ X op k where X op is the operator norm of the matrix X for any X, it follows that k AN k k AN and likewise for l, when AN ∈ A · N + . Hence ψ k,l (AN ) can be bounded above and below by constants uniform in k and l (but depending on L 0 ), and thus |I k,l (t)| |ψ k,l | 1. We now show that we may neglect the terms in the sum (14) for which either k or l is large, where the notion of "large" is given by the following definition.
Definition 16. We set U(t) := 32t(log t) 2 for all t > 1. Note that U(t) t and log(U(t)) 1.
Lemma 17. Assuming that ε ≥ 1/t for all sufficiently large t, we have
where the analogous bound holds if we interchange k and l.
Proof. It suffices to bound the sum
Using the bounds |I k,l (t)| 1, | ρ(εl)| 1, and finally | ρ(εk)| e − √ εk from (9), and assuming that ε ≥ 1/t, the second sum on the right above can be written as
The first sum on the right-hand side of (19) is
The second sum on the right-hand side of (19) is
Thus the right-hand side of (19) is
The first sum on the right-hand side of (18) can be written as
which by our previous calculation is (t −3 (log t) 2 ) 2 1.
Remark 20. If one only wants to prove a weaker version of Theorem 1 with a bound of the form O(t (n−1)/2+δ ) for some δ > 0, with no log factors, it suffices to take U(t) = t 1+δ for some sufficiently small δ > 0, and to use the elementary estimate ρ(x) 1/ x N , N > 0 for the Fourier transform of ρ in the proof of Lemma 17.
The lemma above shows that we may restrict ourselves to summing only over the integer vectors k, l = (0, 0, 0) bounded in norm by U(t), and thus it is enough to sum over k, l = (0, 0, 0) such that |k i |, |l j | ≤ U(t) for all i, j ∈ {1, 2, 3}. Thus we have:
Claim 21. To prove Theorem 1 for n = 3 it suffices to prove that
where the sum extends over all nonzero integer vectors k, l ∈ Z 3 with entries bounded by U(t).
Neglecting integer vectors with vanishing coordinates
In order to bound the sum on the left-hand side of (22), we will need to take advantage of nontrivial bounds of the oscillating integral I k,l (t). We will derive such a bound in Section 6, but for technical reasons, in order to use that bound, we need the first two coordinates of k and l to be nonzero. In the present section, we will prove that we can neglect the part of the sum where some of k 1 , k 2 , l 1 , l 2 are zero. We begin by showing that the terms for which both some coordinate of k and some coordinate of l is zero can be neglected:
The same bound holds if we exchange k 1 for any other component of k, and l 1 for any other component of l.
Proof. We use the trivial bound |I k,l (t)| 1 and split the sum into one over k and one over l. The sum over k satisfies
where in the second sum we are only summing over integer vectors in Z 2 . The same bound holds for the sum over l, so the statement of the lemma follows.
We now need a lemma on oscillating integrals; see the corollary of Proposition 2 in chapter VIII in [Ste93] .
Lemma 24 (van der Corput lemma). Let φ, ψ 0 : [a, b] → R be smooth functions defined on some interval [a, b] , and suppose that φ is monotonic and that there exists a constant
for all t > 0, where C is an absolute constant.
We prove in the following two lemmas that we can also neglect the terms for which precisely one of k and l has a zero in the first two coordinates. † Lemma 25. We have
The same bound holds if we exchange the roles of k and l.
Proof. Assume that k 1 = 0, k = (0, 0, 0) and l 1 , l 2 , l 3 = 0. Consider Φ k,l (AN ), given by equation (15). The partial derivative with respect to a 1 is
Now, since k 1 = k 1 = 0 and l 1 = l 1 = 0, we get
Moreover, the second derivative with respect to a 1 is
which is either always positive or always negative, depending on the sign ± in the definition of Φ 
which is also bounded. Thus the van der Corput Lemma gives us the bound
where the asymptotic constant is independent of k, l. Integrating in the rest of the variables yields by compactness
Using this bound, it now follows that
The sum over k has logarithmic behavior in U(t) since we are summing over a twodimensional space. We will split the sum over l into one over l 1 , and one over (l 2 , l 3 ). We
This completes the proof that the sum over k 1 = 0 can be neglected.
Lemma 27. We have
k,l∈Z 3 (U (t)) k 2 =0 l 1 ,l 2 ,l 3 =0 1 k 2 l 2 |I k,l (t)| 1.
The same bound holds if we exchange the roles of k and l.
Proof. Assume that k 2 = 0, k = (0, 0, 0) and l 1 , l 2 , l 3 = 0. We write
We will split the latter sum into two parts: one in which |l 2 − 2η 1 l 1 | ≥ 1, and one in which |l 2 − 2η 1 l 1 | < 1. We will bound the sum over |l 2 − 2η 1 l 1 | ≥ 1 by mimicking the proof of Lemma 25, with the difference that we consider instead the directional derivative of Φ k,l (AN ) with respect to the direction (−η 2 1 , 1, 0). We deal first with the part of the sum (28) with |l 2 − 2η 1 l 1 | ≥ 1. We change the order of integration inside the integral I k,l (t) such that the innermost integral is taken with respect to a 2 , and perform a one-variable substitution from a 2 to u := −η 2 1 a 1 + a 2 inside this integral. Recalling the expression (15), it now follows, since k 2 = 0, that
Whenever |l 2 − 2η 1 l 1 | ≥ 1 holds, we get a bound of the form The function u → ψ k,l (AN ) is bounded, and so is
AN and −η 2 1 k 2 1 + k 2 2 = 0. Thus, whenever |l 2 − 2η 1 l 1 | ≥ 1 holds, the van der Corput Lemma 24 gives us the bound
and estimating trivially in the remaining variables a 1 , a 3 yields
This bound yields
Claim 30. To prove Theorem 1 for n = 3 it suffices to prove that
where k 3 , l 3 may assume both zero and nonzero values.
Proving the inequality in Claim 30 is the heart of the proof of Theorem 1; we will do this in the next section.
Concluding the proof of Theorem 1
Recall that k = (N −1 ) T k, l = (N −1 ) T l. We now define γ := −η 1 . Then we have k 1 = k 1 , k 2 = γk 1 + k 2 and l 1 = l 1 , l 2 = γl 1 + l 2 , and thus
The crucial ingredient in the proof of the inequality in Claim 30 is the following inequality, and the uniformity of the bound is essential, as we will apply it to all terms of an infinite sum.
Lemma 32. Assume that k
2 1 l 2 2 − k 2 2 l 2 1 = 0. Then R 3 e 2πitΦ k,l (AN ) ψ k,l (AN ) da ≤ C t k 3/2 l 3/2 k 2 1 l 2 2 − k 2 2 l 2 1 for all t > 0,
where C is a constant which does not depend on k, l, N (but which does depend on the already fixed cutoff function ψ).
We will postpone the proof of Lemma 32 until we need to use it; Lemma 32 compels us to split the sum in Claim 30 into parts as follows. We write
where 1 is the sum over |k 1 l 2 + k 2 l 1 + 2γk 1 l 1 | < 1/2; 2 is the sum over k 1 l 2 − k 2 l 1 = 0;
Lemma 34. For any |γ| ≥ 1, we have
where the asymptotic constant is independent of γ, and
Proof. We obtain the second sum by substituting k 2 → −k 2 and γ = 0 in the first sum. Thus it suffices to bound the first sum in the cases |γ| ≥ 1 and γ = 0. We will treat both cases simultaneously. We have
where we have used the notation [x] for the integer nearest to x ∈ R, where we round away from zero if there is an ambiguity. Consider the innermost sum, in which a, b, r are fixed, and let c := [2γr 2 ab]/r. Now, since gcd(a, b) = 1, the equation bx − ay = c has the set of solutions (x, y) = (x 0 , y 0 ) + m(a, b), m ∈ Z, granted there exists some solution (x 0 , y 0 ) ∈ Z 2 . For each solution (x, y) we will define (x , y ) to be the integer vector on the line L spanned by (a, b) which is closest to (x, y) among all vectors (x , y ) with (x , y ) ≤ (x, y) ; if there is an ambiguity, choose the shorter vector (x , y ). See Figure 1 . We see that the set of solutions (x, y) ∈ Z 2 maps to the set of vectors (x , y ) = m(a, b), m ∈ Z, with at most two vectors (x, y) mapping to any given (x , y ). Now we will bound 1/ (x, y) by 1/ (x , y ) = 1/ (m (a, b) ) if . We also have |m| ≤ √ 2 · U(t). Thus the last sum above can be bounded by
where all the individual sums in the last expression have at worst logarithmic behavior in U(t), so we are done.
It remains to deal with the third part of (33), and for this we will need to use the integral bound from Lemma 32. First let us prove Lemma 32.
Proof of Lemma 32. We will prove the bound for the inner integral with respect to a 1 and a 2 . Then the result follows by the compactness of the integration domain. Recalling (15), the integral we need to bound is
We perform a variable substitution from (a 1 , a 2 ) to (x, y) where
where we define Ψ k,l,N (x, y) := ψ 1 (a 1 )ψ 2 (a 2 ) (noting that a 1 , a 2 may be expressed in terms of x, y when a 3 , η, k, l are held fixed). Since a 1 , a 2 , a 3 are bounded above and below throughout the support of ψ 1 ψ 2 ψ 3 , it follows that |x| k 2 k 2 , and similarly
We will assume without loss of generality that k ≥ l , and use integration by parts on the inner integral of (35) with respect to x; if instead k ≤ l were the case, we repeat the following argument but integrate by parts instead with respect to y. An 
Using the bounds k 2 |x| k 2 , we can bound the above expression by 2 sup
We finally integrate with respect to y, and use the bounds l expression is bounded by
Consider the innermost sum, where k 1 , l 1 , γ, w, r are fixed. Since gcd(k 1 , l 1 ) = 1 inside the sum, it follows that the equation k 1 l 2 − k 2 l 1 = w has the set of solutions (k 2 , l 2 ) = (x 0 , y 0 ) + m(k 1 , l 1 ), m ∈ Z, granted there exists some solution (x 0 , y 0 ) ∈ Z 2 . Therefore k 1 l 2 + k 2 l 1 + 2γk 1 l 1 r assumes the values c 0 + 2k 1 l 1 m for m ∈ Z as (k 2 , l 2 ) varies, where c 0 := k 1 y 0 + l 1 x 0 + 2γk 1 l 1 r is constant. In particular, k 1 l 2 + k 2 l 1 + 2γk 1 l 1 r assumes consecutive values spaced a distance 2|k 1 l 1 | apart, with at most two values smaller than 2|k 1 l 1 | in absolute value, and the number of values it assumes is ≤ 2U(t). It follows that the expression (37) above is
We expand this into a sum of two terms. We have
which takes care of the first term. It remains to bound
We may without loss of generality assume that k 1 l 2 + k 2 l 1 + 2γk 1 l 1 r is positive in the innermost sum, since we obtain the opposite case by switching the signs of k 1 , k 2 , w. Moreover, we may extend the sum to range over all (k 2 , l 2 ) ∈ Z 2 . It thus suffices to bound
In the innermost sum, which is a sum over precisely one pair (k 2 , l 2 ), and where k 1 , l 1 , γ, w, r are fixed, denote by f (γ) the unique positive value in [1/(2r), |2k 1 l 1 |) which k 1 l 2 + k 2 l 1 + 2γk 1 l 1 r assumes as (k 2 , l 2 ) varies, if it exists, or let f (γ) be undefined otherwise. Then f (γ) = c + 2γk 1 l 1 r (mod 2|k 1 l 1 |) on its domain of definition, where c = k 1 y 0 + l 1 x 0 is a constant, so f (γ) coincides with a sawtooth wave with slope 2k 1 l 1 r and period 1/r, except that it is undefined where the sawtooth wave has a value in [0, 1/(2r)). Now we can partition (−2, 1] ∩ dom(f ) into at most r + 1 subintervals I m such that f is linear on each. 
so it follows, as before, that
, we obtain, as before,
Writing cos(x) = (e ix + e −ix )/2 and squaring E ε X , it follows, analogous to Claim 13, since ρ is real-valued, that it suffices to show that
for ε ≥ 1/t 1/2 , where
The rest of the proof consists of bounding different parts of the sum (38). Doing this for n = 2 amounts to repeating the arguments for n = 3 with the difference that now k, l are instead in Z 2 and that the exponents of k and l in (38) are 3/2 instead of 2. Many of the bounds are improved in the case n = 2; in contrast, most of these fail for n ≥ 4 if we repeat our method without modification; the technical reason being that the exponents of k , l for k, l ∈ Z n in the analog of (38) are (n + 1)/2, whereas we would need the exponents to be roughly of the order n to get our desired bounds.
• We can neglect coordinates larger than t 1/2+δ in magnitude by using the rapid decay of ρ, in the same way did it for n = 3.
• We can neglect integer vectors k, l with at least one zero in each vector in the same way we did for n = 3, since we need only t 1/2+δ 1 1 r 3/2 dr 1.
• Assume that k 1 = 0, k 2 , l 1 , l 2 = 0. Then, as in the proof of Lemma 25, the van der Corput Lemma implies that
• Assume that k 2 = 0, k 1 , l 1 , l 2 = 0. We follow the proof of Lemma 27. The bound (29) still holds for n = 2 (where we change the integration domain to R 2 instead), so we are left with bounding two sums, one ranging over the condition |l 2 − 2η 1 l 1 | ≥ 1, and the other ranging over the condition |l 2 − 2η 1 l 1 | < 1. The first sum we treat as follows:
where the last bound is completely analogous to (39). The second sum we treat as follows:
The condition |l 2 − 2η 1 l 1 | < 1 implies there is at most one value that l 2 may assume in the innermost sum where l 1 , η 1 are held fixed, so we may remove the summation over l 2 , and use the bound l ≥ |l 1 | for the summand. The sum above is thus bounded by 1.
• We need to prove the analog of Lemma 34, that is, we need to prove that 
which is a stronger assertion.
• Lemma 32 still holds for n = 2 (when integrating instead over R 2 ). Applying Lemma 32 to the sum 3 of (33), it now only remains to bound 
but this is precisely the expression (36) on page 21, which we have already bounded as part of the proof for n = 2.
This completes the sketch of the proof for n = 2.
Proof of Theorem 2 and Corollary 3
Denote by
f (X) dµ 1 (X) the mean value of f over the set of all lattices with unit determinant, where µ 1 is the normalized Haar measure on SL n (R)/ SL n (Z). We quote the mean value formulas of Siegel and Rogers (see [Sie45] and Theorem 4 in [Rog55] ).
Theorem 40 (Siegel's mean value formula). Suppose that n ≥ 2. Let ρ : R n → R be an integrable function, and let Λ := XZ n for X ∈ SL n (R). Then Theorem 41 (Rogers's mean value formula). Suppose that n ≥ 3. Let ρ : R n × R n → R be a non-negative Borel-measurable function, and let Λ := XZ n for X ∈ SL n (R). Then 4 vol(tΩ) (qr) n max(q, r) n =: c n vol(tΩ), where c n ≥ 4 is a constant (which is clearly convergent for n ≥ 2). Thus we have E 1 E X (t) 2 = E 1 (N X (t) − vol(tΩ)) 2 = E 1 N X (t) 2 − 2 vol(tΩ)E 1 [N X (t)] + vol(tΩ) 2 = c n vol(tΩ) + 1 − 2 vol(tΩ) = 1 + (c n − 2) vol(Ω)t n = Θ(t n ), so E 1 |E X (t)| 2 = Θ(t n/2 ). This completes the proof of Theorem 2.
Proof of Corollary 3. We identify GL n (R)/ GL n (Z) with GL + n (R)/ SL n (Z), where GL + n (R) is the subset of GL n (R) consisting of matrices with positive determinant, and use the decomposition GL + n (R)/ SL n (Z) = (SL n (R)/ SL n (Z)) · D, where D = {rI : r > 0} is the set of positive multiples of the identity matrix I. We identify the Haar measure on GL + n (R)/ SL n (R) with the Haar measure µ on GL n (R), which is well-known to be bi-invariant. The Haar measure dr/r on D is bi-invariant as well since D is commutative.
Thus the modular functions on these topological groups are identically 1 (see [Kna02] |E rX (t)| 2 dµ 1 (X) dr r .
We have E rX (t) = E X (t/r) for any r > 0, so the inner integral can be written as E 1 |E X (t/r)| 2 . Using the bounds from Theorem 2 on the inner integral, and bounding the outer integral trivially, we get
|E X (t)| 2 dµ(X) = Θ(t n ).
