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Abstract 
The authors consider a procedure of Hermite interpolation of higher order based on the zeros of Jacobi 
polynomials plus the endpoints + 1 and prove that such a procedure can always well approximate a function and its 
derivatives simultaneously in uniform norm. 
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1. Introduction 
Given a function f~ Cqpl([ - 1, l]), q 2 1, we denote by H,,(u@; f> the unique polynomial 
of degree at most mq - 1 defined by 
fp( f,P; f; Xk)=p(xk), k=l,..., m,j=O )...) q-l, 
where x1< ... <x, are the zeros of the &h-order Jacobi polynomial Pan and us,@(x) = 
(1 -x)“(l +x)P, (Y, p > -1. 
If q = 1, we get the Lagrange interpolatory polynomial, while q = 2 gives the usual Hermite 
interpolatory polynomial. For q > 2, H,,(u”,~; f) is called Hermite interpolatory polynomial of 
higher order. 
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Negative results were proved among others in 16-81, and very recently in [13,161. 
From the results of [9,12,14,16], it follows that the necessary and sufficient condition for the 
optimal order of convergence for H,,Ju”JQ; f) -f is 
1 2 1 
2 4 CaYpG -z* 
The main aim of the present paper is to overcome the previous restrictions on (Y, p by adding 
the endpoints f 1 with suitable multiplicity. Moreover we can use these polynomials to 
approximate the function and its derivatives simultaneously. 
2. Main results 
We denote by H,,,q,r,s(va,P; f) the Hermite interpolating polynomial of degree at most 
mq- 1 +r+s defined by 
H,$;,,,,( z+; f; x,J=~(~)(xJ, i=O ,..., q-l, k=l,..., m, 
Hz; r S( v”+ > , f; -l)=f”‘(-1), j=o )...) S-l, 
H,!$,,,( zTp; f,l)=f”‘(l), i=o )...) r-l, 
where 0 G r, s G q and xk, k = 1,. . . , m, are the zeros of pzp, (Y, p > - 1. 
Then we put Hmq,O,O(va,P; f) = H,,Jv~‘~; f). Now denote by E,(f) = min,,, Ilf-PII the 
best uniform approximation error, where T,, is the set of algebraic polynomial of degree at 
most it and ]I * II is the supremum norm on [ - 1, 11. 
The following theorem shows that, for a suitable choice of the parameters r, S, (Y, p, the 
polynomial Hmq,r,s(vmY’P; f> is a good approximation of the function f. 
Theorem 2.1. Let f E Cq-‘([ - 1, 111, q > 1, and Hmq,r,s(~a,P; f > be the polynomial defined above. 
If 
q(~a+~)<r<q(;a+~)+l, q($ + $) GS <q@ + ;> + 1, P-1) 
then 
Ilf - Knq,r,s(@? f > 11 =G C 
E (m-l)*+r+s(f (q-1)) 1% m 
(mq +r+s - l)“@ ’ 
where C is a constant independent off and m. 
(2.2) 
Remarks. (1) Theorem 2.1 assures us that, for every fixed (Y, p > - 1, we can find, by (2.1), the 
multiplicity of f 1, so that (2.2) holds true. 
(2) If q = 1, then the previous polynomial coincides with the Lagrange interpolating polyno- 
mial and we get a result of [9] (see also [lo]). If q = 2, then Theorem 2.1 gives us a result of 
[3,41. 
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(3) We observe that, by a slight modification in the proof of Theorem 2.1, we can weaken the 
assumptions on r and s, if 4 > 1, and we obtain 
with C a constant independent of f and m, for Y and s fulfilling the inequalities 
~(~cl+ f) - $g + 1 < Y <4(&X + a> + 1, ~(;~+~)++l<s<q(;~+~)+l. 
(4) We remark that Theorem 2.1 solves also the following problem. 
Assume that f~ C-l([ - 1, 11) and that f(l), f’(l), . . . , f”-“(l), f( - 11, f’( - 11,. . . , 
f@‘)( - 1) are known. Choose m nodes t,, . . . , t, E (- 1, 1) and construct the polynomial P 
defined by 
P”‘(t,) =f”‘(tJ, i = 1,. . .,m, j = o,.. .,q - 1, 
P(j)(-l)=f”‘(-1), j=o )...) S-l, 
P(j)(l) =f”)(l), j = 0,. . . , r - 1, 
such that 
E 
Ilf- PII G const. 
(m-l)q+r+s(f(q-l)) log nl 
(mq+r+s-l)q-l ’ 
for some constant independent of f and m. Theorem 2.1 assures us that such a polynomial 
exists and coincides with H mn r 9 (u”,~; f; x), where the node - 1 has multiplicity s and the node .._l,. ,I 
+ 1 has multiplicity r, with Y, s G 4 and with the parameters (Y, 
In addition, since inequalities (2.1) can be rewritten as 
2r-2 1 2r 1 
-l,p-- 
2 2 <ai---2Y 4 
p, Y and s satisfying (2.1). 
1 
1 
2s 1 
-2 cpG--zI 
4 
(2.3) 
it is possible to choose t,, . . . , t, in infinitely many ways, that is, the nodes ti are the zeros of 
any Jacobi polynomial pzP, with (Y, p satisfying (2.3). 
In particular, if r = s = q, then the nodes xk, k = 1,. . . , m, are the zeros of pzP, with 
3 2 3 
--- 
2 4 
Q/3<?. 
Thus, if we want to approximate the derivatives of the function f by the derivatives of the same 
polynomial Hmq,r,s( ~“3~; f 1, we need to increase the multiplicity of + 1. Indeed we have the 
following theorem. 
Theorem 2.2. LetfE Cq-l([- 1, 111, q > 1, Hmq,r,s(~asP; f) be the polynomial defined before and 
let e be a nonnegative integer with C < q - 1. If the parameters LY, p satisfy 
+e + q( +(Y + a> <r<+e+q(&x+i)+l, ie+q($ + i) <s < +e+q(;P + ;) + 1, 
(2.4) 
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then, for 1x1 ~1 andh=O ,..., e, 
where C is a constant independent off and m. 
3. Proofs 
If a and b are two quantities depending on some parameters, we write a - b, iff a/b G const. 
and b/a G const., uniformly for the parameters in question. Let 
U(X) = U’,“(X) 
be a Jacobi weight and let x~,~(u), i = 1, 2,. . . , m, be the zeros of the mth-order 
polynomial p,(u) = pz” corresponding to the weight u. 
We denote by h,,,(u) = h,(u; x,,,(u)>, i = 1, 2,. . . , m, the Cotes numbers, where 
A&; x) = [ ;!aiP?(u; x)1-’ 
is the mth Christoffel function. 
Jacobi 
We collect some useful estimates in the following lemma (whose proof is available in [ll]). 
Lemma 3.1. Set xJu) = cos 8i,m for 0 < i < m + 1, where x~,~(u) = - 1, ~,+i,~(u) = 1 and 
0 G 19~,~ G IT, Then, 
ei,-ei+l,-m-‘, (34 
uniformly for 0 < i < m, m E N; 
hi,,(u) - m-‘(1 -xi,,(r4))‘“/‘(1 +xi,m(U))S+1’2, 
uniformly for 0 < i < m, m E N; 
( p,(u; x) ( < const.(\/l-x + m-‘)-y-1’2(bGG + m-1)-6-1’2, 
uniformly for - 1 < x < 1 and m E N. 
Furthermore, 
(3.2) 
(3.3) 
I Pm&i qmW)I N U(Xi,J1’*(l -“&&4y4~ 
uniformly for - 1 <x < 1 and m E N and 
(3.4) 
I 
m,k 
(x> = rm-l(U) k?z,!f~an-1(u; 4Pm(u; 4 
YmW 
3 (3.5) 
x -xk 
with l,,, the kth fundamental Lagrange polynomial and y,,,(u) the leading coefficient of p,(u; X>. 
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To prove Theorems 2.1 and 2.2 the following lemma will be useful too. 
Lemma 3.2. (See, e.g., [21). For every f~ C-‘([ - 1, 111, with q 2 1, there exists a sequence of 
polynomials {GJ of degree m > 4q + 1, such that 
q-l-i 
Ifci)(x) - G:)(x) 1 < const. J%-q(f(q-l)), 
with 1x1 <l, i=O , . . . , q - 1, and for some constant independent off and m. 
Proofs of Theorems 2.1 and 2.2. Let x be different from the interpolation nodes. We observe 
that Hm4 r ,(u”,~; f > can be written as follows: 1 1 
fLq,r,s(Va’P; f; x) = V(x)H,,( v*@; -&; x) 
+ v”,“(x)p;( v”,P; x)L, z; 
i 
f 
vO’~p~(va,P) ; x 
where L,(Z; f/(v”,Sp~(va,p))) is the Lagrange polynomial of degree r - 1 interpolating the 
function f/(v”‘Sp$va,P)) and its derivatives up to the (r - 1)st one at the node - 1 and 
L,(Y; f/<v’~“p;<v*~~ >I) 
f/( v’,Op~(v~‘~ 
is the Lagrange polynomial of degree s - 1 interpolating the function 
1) and its derivatives up to the (s - 1)st one at the node 1. 
Now, let r, = f --G,, where G, is the polynomial of degree II = mq + r + s - 1 defined by 
Lemma 3.2 corresponding to the function f; we get 
If(x) -Hmq,&lyJ? f; x>I +L(x)l +IHmq,&+; r,; x)1 
~~r,(x)~+~vr~s(x)Hmq(va~B; 5; x)1. 
On the other hand, we recall from [17] that 
q-1 m 
H,_( Pp; f; x) = c c fCi)(xkJhi,k(x), 
i=l k=l 
where the polynomials h,,,(x) of degree exactly mq - 1 are uniquely defined by 
h$( xl) = cS~,~~~,[. 
Hence, from (3.71, 
P-6) 
(3.7) 
I i H mq v*,P; $; x#;<$$-$$$];),,~ Ihi,k(+=~o+&+ .** +2,-v (3.8) 
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Denoting by c the index corresponding to the closest knot to x, we have, for i = 0,. . . , q - 1, 
By Leibniz formula and Lemma 3.2 it follows, for k = 1 , . . . , m and IZ = mq + r + s - 1, that 
I[ -$f$]:~xkl < const.[ v ]“‘(l +xk)-$(l -xk)-‘~~m-l)q+,+,(f’4-1’). (3.10) 
On the other hand, recalling that [ll, Theorem 33, p.1711 I,,,(x) N 1 and following [15, p.3741, 
we get 
I hi,,(x) I f const. 
(1 _x,)i’Z 
mi * 
Therefore, by (3.10) and (3.111, it follows that, for 0 <er q - 1, 
(3.11) 
I u”“(x) I A, < const. 
(J1--X2)I~~,-I)q+r+s(f(4-1)) 
It 9-l 
Now from [17] we recall the useful inequality, for k f c, q - i even, 
(3.12) 
I hi,,-(X) I < const. I lz&( x) I I x - xk I i [m;z$ r2-i(l+ ‘;:;;I 1. (3.13) 
Hence, by (3.101, (3.13) and (3.9, 
~?S~,_rj~+~+~(f(~-l)) 
m {m q-1-i 
C 
I 1 n C1 +x/c-s(1 -Xk)-rl hi,k(X)I k=l, k#c 
k=l, kzc 
First we shall bound XI. Indeed, from (3.2) and (3.4), it follows that 
(3.14) 
E (m-l)q+r+su-(4-1)) 
n4-1 
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with y = $e + q( iat + i) - r + 1, 6 = ie + q($ + f - s + 1 E [0, l), by the assumptions (2.4); 
therefore, working analogously as in [1,3,4], we obtain 
I uryS( x) I Zi < const. (- + l/m)eE(m_l)*+r+s(f'"-l') n4-1 
Analogously (3.15) holds, if q - i is odd (cf. [15]). 
To estimate _I$:‘, we notice that, working similarly, from (3.14) we get 
(3.15) 
E (m-l)q+r+s(f(q-l)) 
uY’+1/2,s’+1/2( xk) 
n q-1 k=l, k#c mIx-x,I ’ 
with Y’ = it+ q<ia + f) - r and 6’ = $e + q( +p + b) - s E [ - 1, ()), by (2.4); hence, estimating 
as in [1,4,10], it follows 
I u’,“(x) I XL!’ G const. (- + lim)eE(m_l)q+r+s(f’““) log m. 
II q-1 
(3.16) 
Finally, from (3.6), (3.8), (3.9), (3.12), (3.14)-(3.16) and Lemma 3.2, we get 
If@) -Hmq,r,s(Ua’P; f; 4) G I d-4 I + IfLq,&f-T 5; x)( 
e 
G Ir,(x)I+const. 
E 
X 
(m-l)q+r+s(f(q-l)) 
n4-1 log m 
G const. 
i 
J1-xz + 1 e%-l~q+;l;(f(q-19 log m, 
m I n 
that is (2.21, for e = 0 and IZ = mq + Y + s - 1. Then, from Lemma 3.2 and Dzjadik’s Lemma 
(see [5] or, e.g., [1,2,4]), we have, for h = 0,. . ., t, 
I[ ( ) f x -ffmq,r,s(Ua’PY * f, x)lch)l G const. 
which is the assertion. q 
References 
Y-h 
E (m-l)q(f(q-l)) logm 
q-i-e 7 
It 
[I] G. Criscuolo, B. Della Vecchia and G. Mastroianni, Approximation by extended Hermite-FejCr and Hermite 
interpolation, in: J. Szabados and K. Tandori, Eds., Approximation Theory, Colloq. Math. Sot. J6nos Bolyai 58 
(North-Holland, Amsterdam, 1991) 151-178. 
240 i3. Della Vecchia et al. /Journal of Computational and Applied Mathematics 50 (1994) 233-240 
[2] G. Criscuolo, B. Della Vecchia and G. Mastroianni, Hermite interpolation and mean convergence of its 
derivatives, Cufcolo 28 (1991) 111-127. 
[3] G. Criscuolo, B. Della Vecchia and G. Mastroianni, Hermite-FejCr and Hermite interpolation, in: S.P. Singh, 
Ed., Approximation Theory, Sphne Functions and Applications (Kluwer, Dordrecht, 1991) 317-331. 
[4] G. Criscuolo, B. Della Vecchia and G. Mastroianni, Approximation by Hermite-Fejer and Hermite interpola- 
tion, J. Approx. Theory Appl., to appear. 
[5] V.K. Dzjadik, Introduction to Uniform Approximation of Functions by Polynomials (Nauka, Moscow, 1977, in 
Russian). 
[6] P. Erdijs and P. TurLn, An extremal problem in the theory of interpolation, Acta Math. Acad. Sci. Hungar. 12 
(1961) 221-233. 
[7] P. Erdiis and P. Vertesi, On the almost everywhere divergence of Lagrange interpolatory polynomials for 
arbitrary system of nodes, Actu Math. Acad. Sci. Hungur. 36 (1980) 71-89; and 38 (1981) 263. 
[8] G. Faber, Uber die interpolatorische Darstellung stetiger Funktionen, Jahresber. Deutsch. Math.-Herein 23 
(1914) 190-210. 
[9] G. Mastroianni, Uniform convergence of derivatives of Lagrange interpolation, J. Comput. Appf. Math. 43 (l-2) 
(1992) 37-51. 
[lo] G. Mastroianni and P. Vertesi, Simultaneous pointwise approximation of Lagrange interpolation, Studio Sci. 
Math. Hungar., to appear. 
[ll] P. Nevai, Orthogonal Polynomials, Mem. Amer. Math. Sot. 213 (Amer. Mathematical Sot., Providence, RI, 
1979). 
[12] P.O. Runck and P. VCrtesi, Some good point systems for derivatives of Lagrange interpolatory operators, Acta 
Math. Hungar. 56 (1990) 337-342. 
[13] J. Szabados, On the convergence of the derivatives of projection operators, Analysis 7 (1987) 349-357. 
[14] J. Szabados, On the order of magnitude of fundamental polynomials of Hermite interpolations, Acta Math. 
Hungur. 61 (1993) 357-368. 
[15] P. VCrtesi, Hermite and Hermite-FejCr interpolations of higher order II (mean convergence), Acta Math. 
Hungur. 56 (1990) 369-380. 
[16] P, Vtrtesi, Lebesgue function type sums of Hermite interpolation, Acta Math. Hungar., to appear. 
[17] P. VCrtesi and Y. Xu, Weighted Lp convergence of Hermite interpolation of higher order, Actu Math. Hungur. 
59 (1992) 423-438. 
