Motivated by the phenomenon that compatible Poisson structure on a cluster algebra plays a key role on its quantization (that is, quantum cluster algebra), we introduce the second quantization of a quantum cluster algebra, which means the correspondence between compatible Poisson structures of the quantum cluster algebra and its secondly quantized cluster algebras. In this reason, we characterize the inner and compatible Poisson structures of a quantum cluster algebra without coefficients which are proved to be a standard Poisson structure and a piecewise standard Poisson structure respectively. Following this, it is shown that the second quantization of a quantum cluster algebra without coefficients is in fact trivial. Meanwhile, we give a class of quantum cluster algebras with coefficients which possess a non-trivial second quantization and moreover, we establish a way to obtain a cluster extension admitting non-trivial second quantization from any quantum cluster algebra.
Introduction and preliminaries
The introduction of quantum cluster algebras [1] is an important development of the theory of cluster algebras, which establishes a connection between cluster theory and the theory of quantum groups. But the analogue of quantum groups with two or even multiple parameters had not been set up in the theory of cluster algebras until recently. It is still an open problem how to properly define quantum cluster algebras with two or even multiple parameters. For example, it is natural to consider to give the definition by simply adding one parameter to quantum cluster algebras in the form as follows: (1) X i X j = p δij q λij X ei+ej .
There has been an interesting research given in [3] to focus on this aspect. Such quantum cluster algebras with more than one parameters defined in [3] , called Toroidal cluster algebras, are found a profound relationship with quantum affine algebras under the sense of categorification. However, on the other hand, as pointed out in [3] , the fact that, the parameters δ ij and λ ij in (1) are independent, which means a two-parameters quantum cluster algebra so defined there is essentially determined by two parallelized one-parameter quantum cluster algebras. In a sense, we may think such defined quantum cluster algebras with multiple parameters are "trivial". Hence, the new question is:
How to give a more non-trivial definition of quantum cluster algebras with two or multiple parameters in the above sense? From our observation, the key lies in that how to meaningfully connect δ ij with λ ij to make them not independent to each other. It is the main aim of this paper. We will focus on the correspondence between the quantization of a cluster algebra and the compatible Poisson structure on the cluster algebra ( [1] , [11] ), and lift this fact to non-commutative level so as to define a kind of quantum analogues as algebras with two parameters, which are not trivial in the above sense. We will call such algebras as secondly quantized cluster algebras. We can continue this way of quantization to discuss the possibility of higher quantization, which will be mentioned in the sequel.
For n m ∈ N, denote T n the n-regular tree with vertices t ∈ T n . Let F be the field of rational functions over Q in m independent variables.
1.1. Definition. (1) A seed at vertex t ∈ T n is a pair Σ = (X (t),B(t)) such that •X (t) = (x 1;t , x 2;t , · · · , x m;t ) is a m-tuple satisfying that the elements form a free generating set of F; •B(t) is an m × n integer matrix such that the principal part of it is skew-symmetrizable, i.e. there is a positive diagonal matrix D satisfying DB(t) is skew-symmetric, where B(t) is the first n rows ofB(t).
(2) Let t ∈ T n be an adjacent vertex of t, i.e. t − t is an edge in T n labeled k ∈ [1, n] . Define the mutation µ k at direction k satisfying that
where [a] + = max {a, 0} for a ∈ R. And X t = (X (t))\{x k;t }) {x k;t } . B(t ) = µ k (B(t)) = (b ij (t)) m×n satisfying that
It can be proved that µ k is an involution.
1.2. Definition. Given seeds Σ(t) = (X (t),B(t)) at t ∈ T n so that Σ(t) and Σ(t ) can do mutation to each other for any adjacent pair of vertices t − t in T n , then the Z[x ±1 n+1 , · · · , x ±1 m ]-subalgebra of F generated by all variables in t∈Tn X (t) is called the cluster algebra A(Σ) or simply A associated with Σ.
Besides, we also introduce the concept of quantum cluster algebras. For a vertex t 0 ∈ T n , let Λ(t 0 ) = (λ ij ) m×m be a skew-symmetric integer matrix satisfying 
Give a set of variablesX (t 0 ) = X e1 t0 , · · · , X en t0 , X en+1 , · · · , X em which is called the (extended) cluster at t 0 , where X ei t0 , i ∈ [1, n] are called the cluster variables at t 0 while X ei , i ∈ [n + 1, m] are called frozen variables.
For the Laurent polynomial ring Z[q ± 1 2 ] with a formal variable q, define a Z[q ± 1 2 ]-algebra T t0 generated by X(t 0 ) satisfying the following relations:
, ∀i, j ∈ [1, m] We call T t0 the quantum torus at t 0 . Denoted by F q the skew-field of fractions of T t0 . In general, for any e ∈ Z m , let X e t0 denote the variable corresponding to e. Due to the bilinearity of Λ t0 and e generated by {e i | i ∈ [1, m]} the standard basis for Z m , we obtain that (3) X e t0 X f t0 = q 1 2 Λt 0 (e,f ) X e+f t0 1.3. Definition ( [1] ). (i) Give a fixed t 0 ∈ T n , denote Σ(t 0 ) = (X(t 0 ),B(t 0 ), Λ(t 0 )) an initial quantum seed.
(ii) Let t ∈ T n be an adjacent vertex of t 0 , i.e. t − t 0 is an edge in T n labeled k ∈ [1, n] . Let b k (t 0 ) be the k-th column ofB(t 0 ). Define the mutation µ k at direction k satisfying that such thatX (t) = (X(t 0 )\{X e k (t 0 )}) {X e k t } . whereB(t) = µ k (B(t 0 )) is the same with that according to (2) . And, Λ(t) = µ k (Λ(t 0 )) = (λ ij (t)) m×m where
It can be proved that the seed Σ(t) = (X(t),B(t), Λ(t)) at t still satisfies the relation (3) and (C1) and µ k is an involution.
It can be seen that in the quantum case, from the relation (C1),B(t) is always of column full rank n.
1.4. Definition. ( [1] ) Given seeds Σ(t) = (X(t),B(t), Λ(t)) at t ∈ T n , if Σ(t) and Σ(t ) can do mutation to each other for any adjacent pair of vertices t−t in T n , then the Z[q ± 1 2 ][X ±en+1 , · · · , X ±em ]subalgebra of F q generated by all variables in t∈Tn X(t) is called the quantum cluster algebra A q (Σ) or simply A q associated with Σ.
In particular, we call Λ(t) the deformation matrix of this quantum cluster algebra A q at t ∈ T n . Now we explain the relationship between cluster algebras in non-quantum and quantum cases from their definitions.
For a quantum cluster algebra A q , let q → 1. Then we obtain a non-quantum cluster algebra A, which is called the correspondent classical version (briefly, CCV) of A q ; conversely, A q is called the correspondent quantum version (briefly, CQV) of A. Under this relationship, the (extended) clustersX(t) = {X e1 t , · · · , X em t } in A q and the (extended) clustersX (t) = {x 1;t , · · · , x m;t } in A are correspondent to each other.
However, since the rank ofB(t) of A q is always n as mentioned above, only those cluster algebras A whoseB(t) are of rank n have the correspondent quantum versions.
Due to our motivation for this work, we will first discuss Poisson structures on quantum cluster algebras. So here, we recall the concepts and notations of Poisson structure.
A (non-commutative) Poisson structure on an associative k-algebra A means a triple (A, ·, {−, −}) where (A, {−, −}) is a Lie k-algebra i.e. satisfying Jacobi identity such that the Leibniz rule holds: for any a, b, c ∈ A, {a, bc} = {a, b} c + b {a, c} . Algebra A together with a Poisson structure on it is called a Poisson algebra. Denote the Hamiltonian of a ∈ A by ham(a) = {a, −} ∈ End k (A, A). Then the Leibniz rule is equivalent to that ham(a) is a derivation of A as an associative algebra for any a ∈ A.
Definition. Let
A be an associative algebra. [a, b] = ab − ba is called the commutator of a and b, for any a, b ∈ A. And for any λ ∈ k, (A, ·, λ[−, −]) is a Poisson algebra called a standard Poisson structure on (A, ·).
A Poisson algebra (A, ·, {−, −}) is said to be inner if ham(a) = [a , −] for some a ∈ A, i.e. it is an inner derivation.
As a natural generalization of standard Poisson algebras, inner Poisson structures often arise, for examples: For an associative algebra A, (1) If the first Hochschild cohomology of (A, ·) vanishes, then any Poisson structure on it is inner, see [8] .
(2) ( [12] ) Let (A, ·) be an associative algebras. Then a Poisson bracket {−, −} on (A, ·) is an inner Poisson bracket if and only if there is a k-linear transformation g of A satisfying ham(a) = [g(a), −] for any a ∈ A and (5) [g(x), y] = [x, g(y)], ∀x, y ∈ A,
Furthermore, for any inner Poisson bracket {−, −} on (A, ·), we can always find a k-linear transformation g 0 of A satisfying the above equations and meantime,
Moreover, it is proved in [12] that for a finite connected quiver Q without oriented cycles, then
is a decomposition into indecomposable ideals of the Lie algebra (kQ, [−, −]). Furthermore, if {−, −} is an inner Poisson structure on the path algebra kQ, then there is a unique vector (λ 1 , · · · , λ m ) ∈ k m such that
Conversely, for any vector (λ 1 , · · · , λ m ) ∈ k m , there is a unique inner Poisson structure on kQ (up to a Poisson algebra isomorphism) satisfying (8) . From now, let P(A) be the set of the k-linear transformations of A satisfying (5), (6) . Define an equivalence relation ∼ on P(A) : g ∼ g if and only if there exists τ ∈ Aut(A, ·) such that Im(τ gτ −1 − g ) ⊆ Z(A). Denote by [g] the equivalence class of g.
Two Poisson structures on (A, ·) are called isomorphic as Poisson algebras if there exists an associative algebra automorphism τ of (A, ·) such that it is also a Lie algebra homomorphism. Denote by [(A, ·, {−, −})] the iso-class of (A, ·, {−, −}).
Restricting to our knowledge, so far, only the Poisson structure of (non-quantum) cluster algebras was studied, e.g. see [9] and [11] . We recall the following notions from [9] :
(1) For a cluster algebra A, its an extended clusterX = (x 1 , · · · , x m ) is said to be log-canonical with respect to a Poisson structure (A,
(2) A Poisson structure {−, −} on a cluster algebra A is called compatible with A if all clusters in A are log-canonical with respect to {−, −}. In this case, the matrix Ψ = (ψ ij ) m×m is called the Poisson matrix associated to clusterX (with respect to the Poisson structure).
From [11] , we know that a compatible Poisson structure is given on a cluster algebra A via a family of Ψ(t) (t ∈ T n ) as Poisson matrices such that following mutation formula of Ψ(t) holds for each adjacent vertex pair (t, t ) in T n connected by an edge labeled k:
And for a compatible Poisson structure, there is alwaysB T (t)Ψ(t) = (D 0) for any t ∈ T n . In order to our work in this paper, we define the similar notions of a quantum cluster algebra for non-commutative Poisson structure.
1.6. Definition. (1) For a quantum cluster algebra A q , its an extended clusterX(t) = (X 1 , · · · , X m ) at t ∈ T n is said to be log-canonical with respect to a Poisson structure
In this case, the matrix Ω(t) = (ω ij ) m×m is called the Poisson matrix associated to the clusterX(t) (with respect to the Poisson structure).
(2) A Poisson structure {−, −} on a quantum cluster algebra A q is called compatible with A q if all clusters in A q are log-canonical with respect to {−, −}.
Trivially, Poisson matrices are always skew-symmetric for either commutative or non-commutative cases.
The paper is organized as follows.
In Section 2 we give the mutation formula of Poisson matrices in a quantum cluster algebra A q (Theorem 2.1) and the equivalent characterization for a cluster to be log-canonical with a Poisson structure on A q (Theorem 2.5).
In Section 3, we introduce the concept of the second quantization of a quantum cluster algebra A q based on the correspondence between Poisson matrices and (second) deformation matrices, which means the correspondence between compatible Poisson structures and secondly quantized cluster algebras. See Definition 3.5 and Theorem 3.7.
In Section 4, it is proved that any inner Poisson structure on a quantum cluster algebra without frozen variables is indeed a standard Poisson structure (Theorem 4.5).
In Section 5, it is shown that on the other hand, a Poisson structure is compatible with a quantum cluster algebra without frozen variables if and only if it a piecewise standard Poisson structure (Theorem 5.5).
In Section 6, we discuss about the second quantization of quantum cluster algebras in the case either without coefficients or with coefficients respectively. Concretely, we find that the second quantization of a quantum cluster algebra without coefficients is always trivial (Theorem 6.1). On the other hand, we give a class of quantum cluster algebras with coefficients which possess a nontrivial second quantization. Based on this kind of examples, we establish a way to obtain a cluster extension admitting non-trivial second quantization from any quantum cluster algebra (Theorem 6.3).
Compatible Poisson structure on quantum cluster algebras and mutation of Poisson matrices
In [9] , compatible Poisson structures on cluster algebras are characterized and moreover, such structures are constructed on Grassmannians. In this section and Section 5, we will discuss Poisson structures compatible with quantum cluster algebras.
Here and in the following, we always assume that in a quantum cluster algebra A q , the initial quantum seed at t 0 is (X,B, Λ), whereX = (X 1 , X 2 , . . . , X m ) (denote X i = X ei , i ∈ [1, m]) with the first n variables mutable,B is an m × n skew-symmetrizable integer matrix with skew-symmetizer D and Λ is an m × m skew-symmetric matrix such that (B, Λ) is a compatible pair.
First of all, notice that if {−, −} is trivial, i.e.{X, Y } = 0 for any X, Y ∈ A q , then ω ij are all 0, thus it is naturally compatible with A q . Therefore in the following we only consider about nontrivial Poisson structures.
2.1. Theorem. For a quantum cluster algebra A q , if its quantum seedX and µ k (X) are log-canonical with a nontrivial Poisson structure {−, −} and the Poisson matrices associated to them are Ω = (ω ij ) m×m and Ω = (ω ij ) m×m respectively, then (1) for any j = k, where j ∈ [1, m] while k ∈ [1, n], we have
where δ ij equals 1 when i = j and 0 otherwise.
(2) the mutation formula of Poisson matrices Ω in direction k is given as follows:
where H denotes the left or right side of (10).
Proof (1) For any k ∈ [1, n], letX = µ k (X) = (X 1 , · · · , X k−1 , X k , · · · , X m ). By the assumption of Lemma,X is log-canonical with respect to {−, −}. Therefore {X k , X j } = ω kj X e k +ej for some ω kj ∈ Z[q ± 1 2 ] for any j = k ∈ [1, m]. By the exchange relation for quantum cluster algebras, we obtain that
And similarly,
On the other hand,
Since {X k , X j } = ω kj X e k +ej and the fact that cluster Laurent monomials in a cluster X are Z[q ± 1 2 ]-linear independent, we compare the coefficients of the corresponding cluster Laurent monomials in (♠) and the right-side of (13), it follows that
. So (10) is satisfied.
(2) It can also be seen from above equations that when (10) is satisfied,
H. Similar for ω ik . And as X i , X j do not change in mutation at direction k when i, j = k, ω ij = ω ij . 2
Remark.
A cluster algebra can be regarded as a quantum cluster algebra with q = 1 or Λ = 0. Then we can see in this case that above mutation formula of Poisson matrices coincides with the mutation formula of Poisson matrices for a cluster algebra in (9) .
Here we stipulate that x 0 is ∞ if x = 0, otherwise it can equal to any number (including ∞). 2.3. Lemma. Under the same condition as that of Theorem 2.1, let u, v, j ∈ [1, m], k ∈ [1, n] and j = k. [1, m] in (12), we will finally obtain an equation different from (10) as
Thus we replace (♣) into the first term of the right-side of (12) in the proof of Theorem 2.1 and calculate as we did there, it follows that
Again, because of (13) and comparing coefficients of cluster Laurent monomials in X due to their Z[q ± 1 2 ]-linear independence, analogue to the proof of Theorem 2.1 (1), we get that
Now we can prove (i) in the case b uk > 0. In (14), choose the permutation (p 1 , · · · , p m ) to be (1, · · · ,û, · · · ,k, · · · , m, u, k) and (1, · · · ,û, · · · ,k, · · · , m, k, u) respectively (û means the absence of u, etc.), we get two equations whose right-sides are the same with that of (14). Subtracting these two equations, we have:
Next, we prove (ii) in the case b uk b vk > 0. We only proof the case b uk , b vk > 0, the other case is similar.
Similarly, in (14), choose the permutation (p 1 , · · · , p m ) to be (1, · · · ,û, · · · ,v, · · · , m, u, v) and (1, · · · ,û, · · · ,v, · · · , m, v, u) respectively, we get two equations whose right-sides are the same with that of (14). Subtracting these two equations, we have:
Thus,
Moreover, consider the case for b uk b vk < 0. If λ kj = 0 or b uv = 0, then we can obtain the result we want by the first part of this Lemma. If λ kj = b uv = 0, take a mutation at direction k. After mutation, λ uj = λ uj , λ vj = λ vj , ω uj = ω uj and ω vj = ω vj , but b uv = b uk b kv = 0. Hence again by the first part (i) of this lemma, we have
for any b uk = 0. The following theorem turns the mutation formula (11) of Poisson matrices Ω equivalently into the collection of three conditions (C2 ), (C3 ), (C4 ), which are easier to deal with for us.
2.5.
Theorem. IfX is log-canonical with a Poisson structure {−, −} on a quantum cluster algebra A q and {X i , X j } = ω ij X ei+ej for any i, j ∈ [1, m], then µ k (X) is log-canonical with it if and only if the following conditions hold for any j ∈ [1, m], k ∈ [1, n], k = j:
Proof For the necessary part, Lemma 2.3 claim the first two conditions. Combining these with equations (10), we can reach the third one case by case:
Case 1: λ kj = 0. Then ω tj = 0 if b tk = 0 and λ tj = 0, thus λtj =0
Case 3: λ kj = 0, there is u such that b uk > 0, λ uj = 0 and for any v such that b vk < 0, λ vj = 0. Then ω tj = 0 if b tk > 0 and λ tj = 0 and equations (10) can be simplified as
Case 4: λ kj = 0, there is v such that b vk < 0, λ vj = 0 and for any u such that b uk > 0, λ uj = 0. Similar to case 3.
Case 5: λ kj = 0 and for any u such that b uk = 0, λ uj = 0. Then (10) looks like
The sufficent part can be seen by direct calculations. In fact, once these conditions are true, the formula (10) can be proved to hold. 2
Philosophy of second quantization for quantum cluster algebras
For the family of Poisson matrices Ψ(t) (t ∈ T n ) of a Poisson structure of a cluster algebra A, it is interesting to note that their mutation formula in (9) is the same as that in (4) for the deformation matrices Λ(t) of a quantum cluster algebra A q . From this fact, the relation between the Poisson structure of a cluster algebra and the quantization of this algebra can be given below.
For a quantum cluster algebra A q = A q (Σ) with seeds Σ(t) = (X(t),B(t), Λ(t)) at t ∈ T n , whose CCV is the cluster algebra A, we let Ψ(t) = Λ(t). Then we obtain a compatible Poisson structure on A with Poisson matrices Ψ(t). It means that this compatible Poisson structure of A is given by the family of the deformation matrices Λ(t) of A q .
Conversely, assume Ψ(t) (t ∈ T n ) are the family of Poisson matrices of a compatible Poisson structure of a cluster algebra A. Let Λ(t) = Ψ(t), according to Theorem 3.2 (i) and (iii) in [11] , (B(t), Λ(t)) is a compatible pair satisfying the condition (C1). Then we obtain a quantum cluster algebra A q as the CQV of A.
By the above discussion, we have the following statement:
3.1. Observation. Assume a cluster algebra A with the exchange matricesB(t) which is column full rank. Then, we have the following one-by-one correspondence:
. Motivated by this observation, for a quantum cluster algebra A q , if we have a (non-trivial) compatible Poisson structure of a quantum cluster algebra A q , would it be possible to find an algebra as a further quantization of A q whose like-compatible pair is correspondent to the family of Poisson matrices of the Poisson structure of A q ? We will call this possible further quantization of A q as the second quantization of A q . This is the reason we want to find out the (non-trivial) compatible Poisson structure of a quantum cluster algebra A q .
In this section, we would like to give the exact definition of the so-called second quantization of A q .
We introduce the q-analog of an integer a which is [a] q = q a −q −a q−q −1 ∈ N(q ±1 ) for q ∈ C. Given a deformation matrix Λ and a Poisson matrix Ω, we can define an m × m skew-symmetric matrix
We call W (t) the second deformation matrix. From this definition, any two of Ω(t), Λ(t) and W (t) can determine the other one. Therefore the three conditions in Theorem 2.5 can also be stated as following:
is a compatible pair satisfying (C1) and any triple mutation equivalent to (B(t), Λ(t), W (t)) satisfies (C2), (C3) and (C4).
Recall that by Theorem 2.5, the latter condition including (C2), (C3) and (C4) is equivalent to that the Poisson structure induced by Ω(t) is compatible with the quantum cluster algebra A q associated to the compatible pair (B(t), Λ(t)).
As usual we define the extended cluster at t ∈ T n to be a set of variables
where e i ∈ Z m are the standard basis. And the set of first n variables is called the cluster at t and denoted by Y (t). For p, q ∈ C, let T t be the Z[p ± 1 2 , q ± 1 2 ]-algebra generated byỸ (t) satisfying the relation
We call T t the II-quantum torus, or say, (p, q)-quantum torus at t. Denote by F p,q the skew-field of fractions of T t . Thus, T t is a subalgebra of F p,q . We can see that
We call Σ(t) = (Ỹ (t),B(t), Λ(t), W (t)) a II-quantum seed at t for the compatible triple (B(t), Λ(t), W (t)).
3.3.
Definition. Let Σ(t) and Σ(t ) be two II-quantum seeds at t and t respectively. Denote by b i the i-column ofB(t) as a vector. Assume t and t are adjacent vertices by an edge la-
while the mutations of matricesB(t) and Λ(t) are the same as those we introduced before in (2) and (4) respectively.
3.4.
Theorem. For any t ∈ T n and k ∈ [1, n], let Σ(t) = (Ỹ,B, Λ, W ) be a II-quantum seed at t, then µ k (Σ(t)) = (Ỹ ,B , Λ , W ) is also a II-quantum seed. And the Poisson structure associated to Σ(t) and µ k (Σ(t)) are the same.
Proof The compatibility of (B, Λ, W ) is mutation invariant by definition, so what left is to prove
Since
Let Ω be the Poisson matrix associated to Σ(t). We need to verify that the Poisson matrix Ω associated to µ k (Σ(t)) is exactly the Poisson matrix Ω obtained from Ω by mutation at direction k. If i, j = k, then ω ij = ω ij = ω ij . Next assume i = k = j, the case i = k = j is the same.
Then W ij = ω ij for any l ∈ S and W kj = W kj . Therefore following (11)
If there is v ∈ S such that λ vj = 0, then by Remark 2.4 ω ij = a[λ ij ] q 1 2 for any i ∈ S, where a ∈ Z. So W ij = aλ ij and W kj = aλ ij . Again by (11) , it can be checked that
Therefore Ω = Ω , which means the Poisson structures induced by Ω and by Ω are the same. 3.5. Definition. For a quantum cluster algebra A q with a compatible Poisson structure { , }, assign II-quantum seeds Σ(t) to every vertex t in T n so that for any t and t adjacent by an edge labeled k, Σ(t ) is obtained from Σ(t) by a mutation in direction k by Definition 3.3. Denote by
We call A p,q the secondly quantized cluster algebra associated to {Σ(t)} t∈Tn , or say, the second quantization of A q .
Trivially, if p tends to 1 or q tends to 1 or p tends to q, then the secondly quantized cluster algebra A p,q degenerates to the quantum cluster algebras A q , A p , A q with deformation matrix Λ, W , Λ + W respectively.
As we said before, any two of Ω(t), Λ(t) and W (t) determine the other one. Hence, if we are given a secondly quantized cluster algebra A p,q with deformation matrices Λ(t) = (λ i,j ) and second deformation matrices W (t) = (W ij ), then the Poisson matrices Ω(t) of a Poisson structure of A q is obtained via:
λ ij = 0. Therefore, when Λ(t) is fixed, we have the following correspondance: 3.6. Observation. Assume A q is a quantum cluster algebra with the compatible pairs (B(t), Λ(t)). Then, we have the following one-by-one correspondence:
←→ {Second Quantizations of A q } = {Secondly quantized cluster algebras A p,q of A q } via . {Poisson matrices of A q } ←→ {Second deformation matrices of A p,q }.
Next we introduce the following matrix which are easier to deal with than Poisson matrix.
3.7.
Theorem. Let (X(t),B(t), Λ(t)) be a seed of a quantum cluster algebra A q at t ∈ T n and {−, −} a compatible Poisson structure on A q . Then the second deformation matrix W (t) satisfies that
where c ∈ Z[q ± 1 2 ] and D is the skew-symmetrizer ofB(t). Proof Here, since we only discuss with the seed of A q at the vertex t, we will omit t for clusters, exchange matrices, deformation matrices and etc.. LetB l (l ∈ [1, n]) denote the l-th column ofB. Let k ∈ [1, n], j ∈ [1, m] and k = j.
If λ kj = 0 or b lk λ lj = 0 for some l, then according to Remark 2.4 ,
for any i such that b ik = 0 or i = k, where a ∈ Z[q ± 1 2 ]. Hence w ij = aλ ij for any i such that b ik = 0 or i = k and
Otherwise, if λ ij = 0 for all i such that b ik = 0 or i = k. Then we know from Lemma 2.5 that
Hence given a compatible triple (B, Λ, W ), (B, W ) is also a compatible pair in the meaning of the condition (C1). Moreover, by Definition 3.2, it can be checked that (B, W, aΛ) is a compatible triple for a certain a ∈ Z to make sure the corresponding Poisson matrix having elements in Z[q ± 1 2 ]. Therefore, (B, Λ) and (B, W ) induce two quantizations A q and A p for a cluster algebra A associated toB. In general, A q and A p are different as quantum cluster algebras. Then (B, Λ, W ) and (B, W, aΛ) respectively induces a second quantization A p,q and A q,p for A q and A p . However, according to the definition of secondly quantized algebras, there is a natural isomorphism ψ from A p,q ⊗
Z[q ± 1 2a ] to A q,p fixing variables and sending p to q, q to p a . Therefore, we have the following two ways of quantization induced by a triple (B, Λ, W ): The basic idea of this paper is to upgrade the Poisson matrices of (quantum) cluster algebras to the deformation matrices, so as to complete the first or second quantization of this algebra. Based on this idea, we can similarly continue to obtain the third quantization of a secondly quantized cluster algebra, even in general, to obtain the (n + 1)-th quantization of an n-th quantized cluster algebra. The whole progress would be much like that in this paper but with more parameters. The further quantization may go on until it is faced to no non-trivial quantization, if we take note of this fact that all matrices R satisfyingB T R = cD consists of a finite-dimension linear space.
Particularly, in Section 6, we will prove that the second quantization is trivial in the case without coefficients but may be admitted to be non-trivial in the case with coefficients.
Recently, before this work has be finished, we found toroidal cluster algebras which were defined in [3] . According to our theorem above, a secondly quantized cluster algebra in this paper is a toroidal cluster algebra which can be induced by a compatible Poisson structure on its correspondent quantum cluster algebra.
In [3] , Laurent phenomena was proved to be true for toroidal cluster algebras in skew-symmetrizable case as well as positivity for cluster variable in skew-symmetric case. Moreover, the exchange graph of a toroidal cluster algebra is incident to that of its corresponding (quantum) cluster algebra. Therefore, the corresponding properties for secondly quantized cluster algebras naturally follows those for toroidal cluster algebras.
Inner poisson structures of quantum cluster algebras
The following theorem from [12] gives a correspondence between inner Poisson brackets and klinear transformations. Because of the above theorem, we can focus on the k-linear transformations when studying inner Poisson structures. In this section, we study the inner Poisson structures of a quantum cluster algebra A q with deformation matrix Λ.
Because g is k-linear, we only need to think about its action on Laurent monomials in A q . In this section when we say Laurent monomials, we actually mean Laurent monomials in the initial cluster.
4.2.
Lemma. For a quantum cluster algebra A q , if g ∈ P(A q ), then for any h ∈ [1, m] and any clusterX = {X 1 , · · · , X n , X n+1 , · · · , X m }, we have
which is expanded in a Z[q ± 1 2 ]-linearly independent form, with l h ∈ N, a h i1 , · · · , a h im ∈ Z and k h
a it λ t1 = 0 for any 1 < i < l 1 .
Similarly, m t=1 b it λ t2 = 0 for any 1 < i < l 2 .
Moreover, according to (5) , we then obtain that
Trivially, the expansions of the right-sides of (19) and (20) are also in Z[q ± 1 2 ]-linearly independent forms, which are the same due to the algebraic independence of {X 1 , X 2 , · · · , X m }. Hence there exists l 0 ≤ l 1 , l 2 such that there are l 0 monomials with non-zero-coefficients in the expansions of the right-sides of (19) and (20) respectively and the coefficients of other monomials are all zeros.
Without loss of generality, suppose these l 0 monomials with non-zero-coefficients are just the first l 0 ones in the expansions of the right-sides of (19) and (20) respectively. We may assume they are in one-by-one correspondence indexed by i = 1, 2, · · · , l 0 . Hence due to the above discussion, we obtain that Case 1: For i satisfying 1 i l 0 ,
From Case 1, we get that for 1 ≤ i ≤ l 0 ,
From Case 2, we have that for l 0 < i ≤ l 1 ,
a it λ t2 = 0.
In the above discussion, replacing X 2 by other X p for p = 1, 2, we get similarly that:
where λ i 1p = λ 1p or 0 for any 3 ≤ p ≤ m, 1 ≤ i ≤ l 1 . In summary from (21), (22) and (23), we have (a i1 , a i2 , · · · , a im )Λ = (λ i 11 , λ i 12 , · · · , λ i 1m ) for any 1 ≤ i ≤ l 1 , i.e, in the expansion of g(X 1 ) any term k i X ai1 1 X ai2 2 · · · X aim m with k i = 0 must have (a i1 , · · · , a im ) as a solution of above equations.
When (a 11 , a 12 , · · · , a 1m ) = (1, 0, · · · , 0), (18) is satisfied for λ 1 1p = λ 1p for any p. So in the expansion of g(X 1 ), we may consider the monomial k 1 X 1 as the first term, i.e. i = 1. Note that it maybe not exist if its coefficient k 1 is zero.
Then we have the expansion of g(X 1 ) as follows:
and (a i1 , a i2 , . . . , a im )Λ = (λ i 11 , λ i 12 , . . . , λ i 1m ) where λ i 1k = 0 or λ 1k . It implies this lemma holds for h = 1.
The similar discussion for any X h , h ∈ [1, m] can be given to complete the proof. 2
In the rest of this section we will always assume A q has no frozen variables, that is m=n. Then (C1) becomes B T Λ = D Following this, B and Λ are both of rank n and invertible. So n > 1 since B = 0 when n = 1. And in this case (a i1 , a i2 , . . . , a im ) = (λ i 11 , λ i 12 , . . . , λ i 1m )Λ −1 . 4.3. Lemma. Let A q be a quantum cluster algebra without frozen variables. If g ∈ P(A q ) satisfies that g(X) = k X X for any Laurent monomial X in A q with k X ∈ Z[q ± 1 2 ], then there is a scalar Z[q ± 1 2 ]-transformation g ∈ P(A q ) such that g ∼ g. Proof For any Laurent monomial X = pX m1 1 X m2 2 · · · X mn n ∈ A q , X communicates with X i if and only if j m j λ ji = 0. Therefore X ∈ Z(A q ) the center of A q if and only if (m 1 , m 2 , · · · , m n )Λ = 0.
Because Λ is invertible, we have Z(A q ) = Z[q ± 1 2 ]. Therefore for any non-constant Laurent monomial X ∈ A q , we can find a Laurent monomial
Denote the Poisson bracket associated to g as {−, −}. Then, first, we have
On the other hand, according to (5) we have also
Thus since XY = Y X, we obtain k X = k Y . Then, there exists a fixed element k 0 ∈ Z[q ± 1 2 ] such that k 0 = k X for any non-constant Laurent monomial X ∈ A q . It follows that for any such X,
For any constant a ∈ Z[q ± 1 2 ] and any W ∈ A q , we have [g(a), W ] = {a, W } = [a, g(W )] = 0.
Therefore g(a) ∈ Z(A q ) = Z[q ± 1 2 ], that is, g(a) is a constant. Let g be the k 0 -scalar linear transformation of A q , that is, for any W ∈ A q , define g (W ) = k 0 W . Trivially, g ∈ P(A q ).
By (24) and since g(a) is a constant for any a ∈ Z[q ± 1 2 ], we have Im(g − g ) ⊆ Z(A q ) = Z[q ± 1 2 ]. It means that g ∼ g . 4.4. Lemma. Let A q be a quantum cluster algebra without frozen variables. Then for any g ∈ P(A q ), (i) for any Laurent monomial X in A q , g(X) = k X X + k X , where k X , k X ∈ Z[q ± 1 2 ]; (ii) there is a scalar Z[q ± 1 2 ]-transformation g 0 ∈ P(A q ) such that g 0 ∼ g. Proof (i) According to Lemma 4.2,
where (a h i1 , a h i2 , . . . , a h in )Λ = (λ i h1 , λ i h2 , . . . , λ i hn ) and λ i hp = 0 or λ hp for 1 ≤ p ≤ n. For m 1 , · · · , m n ∈ Z, assume
satisfying c 1t = m t for t ∈ [1, n] , as a Z[q ± 1 2 ]-linearly independent expansion except that f 1 may be zero. Let {−, −} be the Poisson structure correspond to g.
According to (5), we have:
on the other hand,
Note that in the last step of the first expansion of {X 1 , X m1 1 X m2 2 · · · X mn n }, we have (27) n r,s=1
The last steps of the two kinds of expansions of {X 1 , X m1 1 X m2 2 · · · X mn n } are both in Z[q ± 1 2 ]-linearly independent forms, which are the same due to the algebraic independence of {X 1 , X 2 , · · · , X m }. Hence, for some l 0 ≤ l 1 , l, there are l 0 − 1 monomials with non-zero-coefficients in the last steps of two kinds of expansions above respectively and the coefficients of other monomials are all zeros, besides the first terms in these two expansion which maybe be zero or non-zero in the various cases.
Without loss of generality, suppose the l 0 − 1 monomials with non-zero-coefficients are just those ones whose indexes are with 2 i l 0 and 2 j l 0 respectively in the last steps of two kinds of expansions above, that is, we assume they are in one-by-one correspondence indexed by i = 2, · · · , l 0 .
Thus, due to the above discussion, from comparation of coefficients, we obtain that (28)
In (28), we have that A 1 = 0 if and only if n t=1 m t λ t1 = 0; otherwise, A 1 = 0 then f 1 = k 1 1 . From (29) and (27), we obtain that for 2 i l 0 ,
From (30) and (27), we obtain that for i, j > l 0 ,
c jp λ p1 = 0.
In conclusion, (c j1 , · · · , c jn ) with f j = 0 must satisfy one of (28), (29) and (30) for any j = 1, 2, · · · , l 0 .
In the same way, replacing X 1 by X h , h ∈ [1, n], we will also obtain three equalities similar to (28), (29) and (30) such that (c j1 , · · · , c jn ) with f j = 0 satisfies one of three equalities.
According to our assumption, we always have (c 11 , · · · , c 1n ) = (m 1 , · · · , m n ). Now we want to prove by contradiction that (c j1 , · · · , c jn ) can only be (0, · · · , 0) for 2 j l. Hence, we first assume that (c j1 , · · · , c jn ) = (0, · · · , 0) in this case.
We can choose some special m o 1 , · · · , m o n ∈ Z n 0 such that For any X h , h ∈ [1, n], we first claim that under the condition (32), (c j1 , · · · , c jn ) with f j = 0 does not satisfy the equality similar to (29).
In fact, because Λ is invertible, so since (c j1 , · · · , c jn ) = (0, · · · , 0), we have (c j1 , · · · , c jn )Λ = (0, · · · , 0). Therefore (c j1 , · · · , c jn ) can not satisfy an equality similar to (30) for all h ∈ [1, n], i.e. it must satisfy some equations similar to (28) or (29) for some h. Therefore all of the possible (c j1 , · · · , c jn ) = (0, · · · , 0) are (m o 1 + a h i1 , · · · , m o h + a h ih − 1, · · · , m o n + a h in ) for some i and h. Hence for any h, by (32),
So for any h, (0, · · · , 0) is the only (c j1 , · · · , c jn ) satisfying the equalities similar to (30), (m o 1 , · · · , m o n ) is the only (c 11 , · · · , c 1n ) satisfying the equalities similar to (28), while all of that (m o 1 + a p i1 , · · · , m o p + a p ip − 1, · · · , m o n + a p in ) satisfy the equalities similar to (29).
Hence for any (c j1 , · · · , c jn ) = (0, · · · , 0) with 2 j l 0 , we have
c jn = m o n + a 1 jn = · · · = m o 1 + a n jn − 1. Then for any
for any h 1 , h 2 . Hence (a h1 j1 , · · · , a h1 jn )Λ = (λ h11 , · · · , λ h1n ). Again because Λ is invertible, we have (a h1 j1 , · · · , a h1 jn ) = e h1 . Therefore by (33) we get (c j1 , · · · , c jn ) = (m o 1 , · · · , m o n ) + (a h1 j1 , · · · , a h1 jn ) − e h1 = (m o 1 , · · · , m o n ), which contradicts to our assumption as j 2. Thus in conclusion, under the condition (32), (c j1 , · · · , c jn ) with f j = 0 does not satisfy the equality similar to (29) for any h.
Hence, indeed, the case satisfying the equality similar to (29) would not happen under the assumption of (32). It means for any h, we only have (30) to hold for 2 i l h . Therefore, n s=1 λ i hs m o s = 0 for any h and 2 i l h according to (31). Define setsÂ£Â o S ih = {(m 1 , · · · , m n ) ∈ Z n 0 | (m 1 , · · · , m n )Λ = (t 1 , · · · , t h−1 , λ ih , t h+1 , · · · , t n ) ∀t 1 , · · · , t h−1 , t h+1 , · · · , t n ∈ Z} for any i, h ∈ [1, n];
T h = {(m 1 , · · · , m n ) ∈ Z n 0 | (m 1 , · · · , m n )Λ = (t 1 , · · · , t h−1 , 0, t h+1 , · · · , t n ) ∀t 1 , · · · , t h−1 , t h+1 , · · · , t n ∈ Z} for any h ∈ [1, n] .
Then the set of positive integer vectors (m 1 , · · · , m n ) satisfying (32) is equal to the set Z n 0 \ i,h∈ [1,n] (S ih ∪ T i ).
For any i, h, the sets S ih , T i lie discretely in their corresponding (n − 1)-dimensional nonnegative cones C ih , D i in Q n respectively. All of C ih , D i are contained in the n-dimensional nonnegative cone (or say, the first quadrant) Q n 0 of Q n . Let C = i,h∈ [1,n] (C ih ∪ D i ).
It is easy to see that every l-dimensional nonnegative cone included in Q n 0 can be seen uniquely as an intersection of an l-dimensional linear subspace and Q n 0 for any l n. Denote by P ih the (n − 1)-dimensional linear subspace such that C ih = P ih Q n 0 and by Q i the (n − 1)-dimensional linear subspace such that
Assume there is at most p(< n) linearly independent vectors in Q n 0 \ C . Let P 0 be the subspace spanned by these p linearly independent vectors. Then Q n 0 ⊆ P 0 C ⊆ P 0 P . But the standard basis {e 1 , · · · , e n } ⊆ Q n 0 . It follows that Q n ⊆ P 0 P , which contradicts to the well-known fact that every finite n-dimensional linear space can not be contained in a union of finitely many subspaces with dimensions less than n.
Hence, we can find n linearly independent vectors in Q n 0 \ C , say v 1 , · · · , v n ∈ Q n 0 , whose coordinates satisfy respectively the condition (32). Now, we can find an a ∈ Z + such that av i ∈ Z n 0 . Without loss of generality, we may think for each av i = (m o 1i , · · · , m o ni ) (i = 1, · · · , n), the condition (32) still is satisfied. Otherwise, the only possibility is that the first condition in (32) is not satisfied, then we can always replace a by ra for certain r ∈ Z + such that the first condition in (32) is satisfied, too.
In summary, we can obtain Q-linearly independent vectors av i = (m o 1i , · · · , m o ni ) ∈ Z n 0 (i = 1, · · · , n) satisfying (32).
And as we discussed above, the following equation is satisfied:
So (λ i h1 , · · · , λ i hn ) can only be (0, · · · , 0) for any h, 2 i l 1 . Then it follows from Lemma 4.2 that for any h and 2 i l 1 , (34) (a h i1 , · · · , a h in ) = (0, · · · , 0). Then, we have g(
. For general (m 1 , · · · , m n ) ∈ Z n such that X m1 1 · · · X mn n is a Laurent monomial in A q . According to our above discussion and by (34), we have
c jt λ t1 = 0 for any j 2. Replacing X 1 by X h , h ∈ [1, n], we obtain that (c j1 , · · · , c jn )Λ = 0 for any j 2. However, it contradicts to that Λ is invertible since we have assumed (c j1 , · · · , c jn ) = (0, · · · , 0).
Hence (c j1 , · · · , c jn ) = (0, · · · , 0) for any j 2. Then by (26), we get g(X m1 1 · · · X mn n ) = f 1 X m1 1 · · · X mn n + f 2 , where f 1 , f 2 ∈ Z[q ± 1 2 ]. That is, for any cluster Laurent monomial X in A q ,
(ii) For any g ∈ P(A q ), by (35), we define g to be the map satisfying g (X) = k X X for any cluster Laurent monomial X ∈ A q and g (a) = 0 for any a ∈ Z[q ± 1 2 ]. Trivially, g ∈ P(A q ). Since Im(g − g ) ⊆ Z(A q ), we have g ∼ g .
By Lemma 4.3, there is a scalar Z[q ± 1 2 ]-transformation g 0 ∈ P(A q ) such that g 0 ∼ g . It follows that g 0 ∼ g. First of all, let us focus on the condition (C4), which looks similar to the condition for a Poisson bracket being compatible with a cluster algebra in [11] . Note that in (C4 ):
λtj =0 ω tj b tk = 0, the sum is given only for those terms whose corresponding λ tj = 0. So, we define a new matrixΩ = {ω ij } from Ω whereω ij = ω ij if λ ij = 0 andω ij = 0 otherwise.
For any i, j ∈ [1, m], we say that for i = j, i is connected to j (with respect to B) if b ij = 0. We define the relation i ∼ j if either i = j or i is connected to j. Proof This proof is similar to that in [11] , but more annoying. 
Case 2: k = h, j and for any l ∼ k, λ lj = 0. In this case, we can calculate that the mutation formula of Ω is
Case 3: k = h. We have
In summary, we obtainΩ B = cD. 2
It can be seen from Theorem 2.5 and Lemma 5.1 that if we regard a cluster algebra as a quantum cluster algebra with Λ = 0, then the compatible conditions (C2) and (C3) in Theorem 2.5 naturally hold, while (C4) is exactly the compatible condition showed in [9] and [11] .
Next we want to show that the compatibility problem can come down to the indecomposable case. (2) A quantum cluster algebra A q is said to be indecomposable if there is an indecomposableB matrix, Otherwise decomposable.
In fact, it is easy to see that once a quantum cluster algebra A q is indecomposable (or decomposible), allB matrices of A q are indecomposable (or decomposable, respectively). In the rest of this section, we deal with A q which has no frozen variables, i.e. m = n. In this case, B and Λ are invertible.
5.5.
Theorem. Let A q be a quantum cluster algebra without coefficients. Then a Poisson structure {−, −} on A q is compatible with A q if and only if it is piecewise standard on A q .
Proof Sufficiency: It can be directly checked that piecewise standard Poisson brackets are compatible with A q .
Necessity: First let A q be indecomposable. As Theorem 3.7 says,
, which means that {−, −} is standard. Then according to Proposition 5.3, {−, −} is piecewise standard for any quantum cluster algebra without coefficients.
2
Combining Theorem 4.5 and Theorem 5.5, we have 5.6. Theorem. Let A q be an indecomposable quantum cluster algebra without coefficients and {−, −} a Poisson structure on A q . The following statements are equivalent:
6. Second quantization of quantum cluster algebras related to coefficients 6.1. In case without coefficients. . In this part, let us focus on m = n case. Assume as before A q is a quantum cluster algebra without coefficients and (X, B, Λ) is the initial seed of it. Suppose B has decomposition B = B 1 B 2 · · · B s , where B i is indecomposable. Let the set of indices of B i as submatrix be I i and X(i) = {X j | j ∈ I i }. As we said before, the coefficients-free condition indicates the invertibility of B, and thus the invertibility of B i for each i. Meanwhile, B T Λ = D. Hence Λ has decomposition Λ = Λ 1 Λ 2 · · · Λ s , where Λ i is indecomposable and the set of indices of Λ i is exactly I i . Therefore, let (X(i), B i , Λ i ) be the seed for which we get a quantum cluster subalgebra A q (i). Moreover, it follows from the decompositions of B and Λ that the decomposition of quantum cluster algebras A q = A q (1) A q (2) · · · A q (s).
As showed in the last section, any compatible Poisson structure on A q are piecewise standard. In particular, it is standard when restricted on each quantum cluster subalgebra A q (i). Thus as a Poisson algebra, the above decomposition A q = A q (1) A q (2) · · · A q (s) still holds.
Therefore without loss of generality, in the following we can assume A q is indecomposable with a standard Poisson structure. Then in a compatible triple, as proved in the last section,
where a is an integer. Then W ij = aλ ij for any i, j ∈ [1, n] . Therefore in this case, from (16) we obtain that Y ei t Y ej t = (p a q) , ∀i, j ∈ [1, n]. So, the secondly quantized cluster algebra A p,q is essentially a quantum cluster algebra.
Here, for a quantum cluster algebra A q , we call a second quantization A p,q of A q trivial if W = aΛ, a ∈ Z, for any seed (Ỹ,B, Λ, W ). In this case there is a canonical Z[p ± 1 2 ]-algebra isomorphism
Z[p ± 1 2 , q ± 1 2 ] sending Y ei t to X ei t , q to p −a q and p to p, therefore the quantum cluster algebra A q can be canonically embedded into the secondly quantized cluster algebra A p,q , which means that their cluster algebraic structures coincide.
In this aspect, it is showed above that:
6.1. Theorem. The second quantization of a quantum cluster algebra without coefficients is always trivial.
6.2.
In case with coefficients. . Due to the discussion in Section 5.1, in order to obtain non-trivial second quantization, we have to characterize non-standard Poisson structures for quantum cluster algebras with coefficients. The systemic study for this aim will be shown in our next work. Here, we first give a program to obtain non-trivial second quantization of a quantum cluster algebra with coefficients. 6.2. Lemma. For m > l n and a ∈ Z, let
In these matrices, the sizes of blocks are correspondent, B is an l × n symmetrizable integer matrix with skew-symmetrizer D, C is an integer matrix satisfying rankC m − n and P is a non-zero skew-symmetric integer matrix. AssumeB T Λ = (D O), C T P = O and under any sequence of mutations, the sub-matrix C ofB always maintains column sign coherent.
Then (B, Λ, W ) is compatible and determines a quantum cluster algebra A q . The corresponding second quantization A p,q of A q is non-trivial. Then according to the definition of the compatible triple, we see easily that (B, Λ, W ) is compatible. And by definition the second quantization is non-trivial. 2
In fact, in this lemma, this is more like a quantization of X en+1 , X en+2 , · · · , X em which are originally in the center of quantum cluster algebra. It is clearly to see as a concrete example if we letB =       The quantum cluster algebra A q associated to Σ is a specialization of the quantum cluster algebra A q associated to Σ with X m+1 = · · · = X m = 1. In this case, we also call the quantum cluster algebra A q a cluster extension of A q . 6.3. Theorem. Let Σ = (X,B, Λ) be an arbitrary quantum seed of a quantum cluster algebra A q . Then there is a cluster extension Σ = (X ,B , Λ ) of Σ such that the quantum cluster algebra A q associated to Σ admits a non-trivial second quantization A p,q .
Proof In Lemma 6.2, we can choose C as a matrix obtained from identity matrix by deleting several rows, because of the sign coherence of C-vectors proved in [10] , we can see that C maintains sign coherence after any sequence of mutations. Therefore according to Lemma 6.2, we have a cluster extension whom the quantum cluster algebra associated to admitting a non-trivial second quantization. 2
Again, we give an example of non-trivial second quantization of a kind of a quantum cluster algebra with coefficients. 6.4. Example. For m > n and a = b ∈ Z are nonzero, let
In these matrices, the sizes of blocks are correspondent, B 1 and B 2 are skew-symmetrizable integer matrices to form the principal part, Λ is a skew-symmetric integer matrix, and C, E, F = O. Assumẽ B T Λ = (D O), where D is the skew-symmetrizer. Then (B, Λ, W ) is compatible and determines a quantum cluster algebra A q . The corresponding second quantization A p,q of A q is non-trivial.
Proof Note that according to the definition of mutation, the zero blocks ofB remain after any sequence of mutations. So it can be verified that for any sequences of mutations µ I , there is always
Hence according to definition we can see that (B, Λ, Ω) is compatible. Moreover, according to the definition the second quantization is non-trivial. 
