In this study we present a closed form solution to the moments and, in particular, correlation of two log-normally distributed random variables, where the underlying log-normal distribution is potentially truncated and censored at both tails. Throughout the analysis we further assume that the parameters of the unconstrained bivariate log-normal distribution are known. The closed form solution also covers the cases where one tail is truncated and the other is censored.
Introduction
Log-normality is a common assumption that researchers, both in banking and actuarial applications, impose in models of risk measurement. Furthermore, these models almost invariably use the Pearson's product-moment correlation to measure linear dependence between the variables under scrutiny, even in cases where normality of the variables cannot be assumed.
The prudential requirements and modelling options embedded in the Solvency II and Basel II frameworks, which are applied in regulating insurance and banking sectors, have greatly increased the interest in models pertaining to dependencies between extreme or tail events as well as in measures that capture these dependencies in different samples. Furthermore, truncated and/or censored samples are common in follow-up and survey studies in e.g. economics and biomedicine, as well as in actuarial applications.
The validity or otherwise of log-linearity is an issue that can be debated on several grounds, but even if one can justify its use, the possibility of non-linear dependencies between log-normally distributed variables complicates the interpretation of linear correlation measures like (estimates of) the Pearson's correlation coefficient. Moreover if the distribution of one of the variables is truncated or censored, the correlation coefficient may not be the most natural choice for a measure of dependence and, indeed, it may be very difficult to interpret.
Moments and correlation of variables from truncated or censored bivariate normal and log-normal distributions have been the subject of previous studies. Johnson and Kotz (1972) and Lien (1985) for example have derived closed form solutions to the asymptotic distributions of the parameters from single truncated samples. Kotz et al. (2000) has derived the solution to the moments and correlation for random variables from a truncated bivariate normal distribution. Among others, Zhao et al. (2011) lists some papers that apply left truncation and right censoring (LTRC) in the models these papers study.
However the general closed form solution for moments, covariance and correlation of random variables from the constrained bivariate log-normal distribution has not been presented.
In this paper we derive a closed form solution to the moments and correlation of two log-normally distributed random variables, when the bivariate log-normal distribution is potentially once or twice truncated or censored. We analyze the case where the parameters of the bivariate log-normal dis-tribution are known. Our method of computing the correlation covers the particular case, when one tail of the log-normal distribution is truncated and the other is censored. Our method also makes it possible to calculate bounds on correlations, which has the benefit that it clarifies the interpretation of estimated correlations in observed bounded 1 samples. The next section derives the closed form solution and section three gives examples of the kind of effects truncation and censoring may have on the correlation between two random variables.
The closed form solution
Assume that the random vector u = (x, y)
T is jointly normally distributed with a known mean vector and variance-covariance matrix:
Using the Cholesky decomposition of variance-covariance matrix, the components of the random vector u can be represented as
Pearson's (conditional) correlation coefficient between x and y, conditional on bounds imposed on the distribution of X is defined in the usual way as
Here Q is defined as Q = (L, U ), where L and U denote, respectively, the value of the lower and the upper boundary of X, and the indicator variable D = (D L , D U ), where D = (0, 0) for the truncated lower and upper boundary L and U , D = (0, 1) for truncated lower boundary and censored upper boudary L and U and so on.
The first moments of the distribution of the truncated or censored variable X are equal in the bivariate and in the one dimensional cases. The solution to the doubly truncated single variable sample can be found, for example, in the paper by Bebu and Mathew (2009) .
In the case of a doubly censored or a censored and truncated distribution we need the portions of observations belonging in to the censored tails.These portions are marked in the following formulas as T L and T U .
where Φ denotes, as usual, the cumulative distribution function of the standardised normal distribution. Now the variance of X, conditional on the bounds, can be calculated via the usual decomposition
The expected values of the first moments of the bounded X, E(X k |Q, D) with (k = 1, 2), can be expressed as
where
The solution to the first k moments of conditional Y , on the other hand, takes the following form
Finally the variance of Y can be calculated as in formula (5).
If the correlation between X and Y differs from the zero, then the correlation between X|Q, D and Y |Q, D also differs from zero as long as L = U . Since the covariance between the two random variables can be calculated using the formula
the only missing term consequently is E(XY |Q, D). This too can be obtained from the moment generating function of the bivariate normal as follows 
At this stage we have all the terms needed in the correlation equation (3), and the asymptotic sample correlation can be calculated. It should be noticed that when L → 0 and U → ∞, then
This is shown in Appendix A.
The numerical examples
In addition to population parameters, the truncation and censoring points also affect to the observed sample correlation. Depending on the portions that have been truncated or censored, the difference between the sample and the population correlations can be remarkably large. Lien (1985) , for example, reports the difference between the truncated tail correlations and correlation of the population using the bivariate log-normal distribution. Table 1 presents the population and asymptotic sample correlations and asymptotic minimum and maximum correlations in all four combinations of double truncation and censoring. As can be seen from the figures, the difference between sample and population correlations can be considerable.
In the case of a zero population correlation, the sample correlation is also zero in all bounded samples. This can be proved using formula 10. When the population correlation differs from zero, the difference between unconstrained population correlation and bounded correlation can be of either sign and can be verified via calculation only after the parameters of the bounded distribution are fixed. Consequently, the asymptotic bounded sample correlation can be smaller or larger than the correlation of the unconstrained population. This is true for all combinations of truncation or censoring.
Figures 1a and 1b present the difference between the correlation coefficient of the unconstrained and bounded distribution (ρ Q,D − ρ) as a function of ρ, when the other parameters are as in Table 1 . If the absolute value of the bounded correlation is smaller than the population correlation, the line will stay above the horizontal axis when ρ < 0 and under when ρ > 0.
Thus researchers should pay attention to the results derived in applications, where samples from the underlying bounded distribution are analyzed. For example caution should be exercised when performing and interpreting simulations with truncated or censored multivariate distributions or when estimating correlation matrices from truncated or censored data. Otherwise one could well run the risk of being misled and drawing wrong conclusions. The effects on correlation of bounds in the underlying distribution should also be duly controlled when, for example due to the small sample, the correlation structure cannot be estimated and must be evaluated using expert 
