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Abstract
In this paper we show how ideas based on system theoretic modeling of linear
behaviors may be used for decoding of linear codes. In particular we show how
Sudan’s bivariate interpolation approach to list decoding of RS codes allows a
system theoretic interpretation.
1 Introduction
The purpose of this paper is to illustrate the potential of the system theoretic framework
in decoding of linear codes. There has been a growing interest to establish relationships
between the area of coding theory and the area of system theory, particularly the
behavioral approach. In [8] it is shown how the theory on behavioral modeling leads
to a transparent interpretation of various existing decoding methods as well as to the
derivation of an insightful decoding algorithm. In particular, the Berlekamp-Massey
algorithm is interpreted as behavioral modeling for single-input-single-output partial
realization, a result that was first presented in [14]. A multivariable version of this
algorithm is derived in [3, 15] and put to work in [6, 4, 5] to achieve increased error
correction of the closely related BCH codes. In more recent work, it is shown how the
Welch-Berlekamp algorithm [8, 7] can be interpreted as a special instance of behavioral
modeling for single-input-single-output interpolation. This work has been extended to
errors-and-erasures decoding in [13].
In this paper we place the list decoding approach of [18, 19] in a behavioral frame-
work, see also [10]. We find that we are able to interpret this approach as behavioral
modeling for multivariable interpolation. This enables us to generate insightful decod-
ing algorithms in a straightforward way. In this paper we restrict ourselves to the early
results of [18, 19], that is, interpolation with multiplicity one. The exposition is largely
based on [11]. For more details and proofs we refer to [11, 12]. Our approach can
also deal with the more general case where the data points are to be interpolated with
multiplicities larger than one. See [12]. Finally, we are currently developing a similar
framework for codes over finite rings, see [9].
A crucial difference between the area of coding theory and the area of system theory
is the fact that the alphabets used in coding theory are finite whereas the alphabets
used in system theory are usually infinite, typically the real/complex numbers. In this
paper we address the implications of finite fields for behavioral modeling.
2 Behaviors over finite fields
In this section we review some basic concepts and results of the behavioral approach
to a linear system over a field F. For most of these it makes no difference whether F is
finite or infinite. The only exception pertains to the differentiation operator as we will
see below. The reader is referred to [17] for more detailed discussions.
Following [17] a dynamical system is a triple Σ = (T,W,B). Here T can be thought
of as the time axis, W is the signal alphabet, and B, the behavior of the system, is a
subset of WT (the set of functions from T to W). Relevant choices for our purposes
are T = Z+, W = Fq, and B a linear subspace of WT.
We define σ, the shift operator, acting on elements in WT as (σw)(k) = w(k + 1).
An important class of systems are those whose behaviors are defined as the kernel of a
polynomial matrix in σ. Let R(ξ) ∈ Fg×q[ξ] be a g × q matrix in the indeterminate ξ
and with coefficients in F. Then we define the behavior corresponding to R(ξ) as
B = {w : Z+ → Fq | R(σ)w = 0}. (1)
It is easy to see that B is linear. Moreover, B is time-invariant, that is, for every
trajectory w in B the shifted trajectory σw is also in B. The class of behaviors in
q variables that admit a representation of the form R(σ)w = 0 is denoted by Lq.
Representations of the form R(σ)w = 0 are, for obvious reasons, referred to as kernel
representations. In the general theory of behaviors many other representations are of
interest. For our purposes only kernel representations are of interest.
It appears that different matrices R1(ξ) and R2(ξ) may define the same behavior.
The following result classifies the set of matrices that define a given behavior B.
Lemma 2.1. For i = 1, 2 let Ri(ξ) ∈ Fgi×q[ξ] and denote the corresponding behaviors
by Bi. If B1 ⊂ B2, then there exists a matrix F (ξ) ∈ Fg2×g1 [ξ] such that R2(ξ) =
F (ξ)R1(ξ).
A matrix U(ξ) ∈ Fg×g[ξ] is said to be unimodular if there exists V (ξ) ∈ Fg×g[ξ]
such that U(ξ)V (ξ) = V (ξ)U(ξ) = I, equivalently, if detU(ξ) is a nonzero constant in
F. A direct consequence of the above lemma is the following.
Theorem 2.2. Let Ri(ξ) ∈ Fg×q[ξ] define the same behavior (i = 1, 2), i.e., R1(σ)w =
0 if and only if R2(σ)w = 0. Then there exists a unimodular matrix U(ξ) ∈ Fg×g[ξ]
such that R2(ξ) = U(ξ)R1(ξ).
Theorem 2.2 makes it possible to choose out of the many representations of a given
behavior one that is particularly convenient for the application at hand. Examples are
upper or lower triangular forms. Also, by means of appropriate unimodular premul-
tiplication one may create zero rows to end up with a matrix in which the remaining
nonzero rows are independent over F[ξ]. The nonzero rows form a matrix with fewer
rows and is said to be of full row rank. A form that is crucial in the application of the
behavioral approach to coding theory is the row reduced form.
Definition 2.3. Let R(ξ) ∈ Fg×q[ξ] and denote the rows of R(ξ) by ri(ξ), i = 1, . . . , g.
The row degrees d1, . . . , dg are defined as di = maxj=1,...,q deg rij(ξ). Define the diagonal
matrix D(ξ) = diag(ξd1 , . . . , ξdg) and write R(ξ) = D(ξ)R0 + R1(ξ) with D(ξ)
−1R1(ξ)
strictly proper, meaning that in every entry of D(ξ)−1R1(ξ) the degree of the denom-
inator exceeds the degree of the numerator. Then, R(ξ) is said to be row reduced if
R0 is of full row rank as a matrix over Fg×q. The matrix R0 is called the leading row
coefficient matrix.
The next two theorems are well-known results from behavioral theory.
Theorem 2.4. Let R(ξ) ∈ Fq×q[ξ] be a square matrix with row degrees d1, . . . , dq.
Denote the sum of these row degrees by d. Then R(ξ) is row reduced if and only if
deg detR(ξ) = d.
Theorem 2.5. Let R(ξ) ∈ Fg×q[ξ] be of full row rank. There exists a unimodular
matrix U(ξ) such that U(ξ)R(ξ) is row reduced.
In the sequel we use a modified version of row reducedness of which the above is a
special case. This is the notion of “weighted row reduced”.
Definition 2.6. Let n1, . . . , nq be nonnegative integers. Define
N(ξ) = diag(ξn1 , . . . , ξnq). (2)
The weighted row degrees of R(ξ) are defined as the row degrees of R(ξ)N(ξ). The
matrix R(ξ) ∈ Fg×q[ξ] is called (n1, . . . , nq) weighted row reduced if R(ξ)N(ξ) is row
reduced.
The following two theorems are generalizations of Theorem 2.4 and Theorem 2.5.
Theorem 2.7. Let R(ξ) ∈ Fq×q[ξ] be a square polynomial matrix of full row rank and
let n1, . . . , nq be nonnegative integers. Let N(ξ) be defined as in (2). Then R(ξ) is
(n1, . . . , nq) weighted row reduced if and only if deg detR(ξ) + deg detN(ξ) equals the
sum of the weighted row degrees of R(ξ).
Theorem 2.8. Let R(ξ) ∈ Fg×q[ξ] be of full row rank and let n1, . . . , nq be nonnegative
integers. There exists a unimodular matrix U(ξ) such that U(ξ)R(ξ) is (n1, . . . , nq)
weighted row reduced.
Notice that (0, . . . , 0) weighted row reduced is just row reduced. We mainly consider
(0, κ−1, 2(κ−1), . . . , (q−1)(κ−1)) weighted row reduced. We shall refer to this special
case as simply weighted row reduced whenever there is little danger of confusion.
The next two results show that row reducedness indicates minimality. This obser-
vation turns out to be crucial in the behavioral interpretation of the decoding scheme
of [18].
Lemma 2.9. Let R(ξ) ∈ Fg×q[ξ] be row reduced and let m ∈ Z+ be the minimal row
degree of R(ξ). Then every linear combination over F[ξ] of the rows of R(ξ) has row
degree at least m.
Corollary 2.10. Let R(ξ) ∈ Fg×q[ξ] be weighted row reduced and let m ∈ Z+ be the
minimal weighted row degree of R(ξ). Then every linear combination over F[ξ] of the
rows of R(ξ) has weighted row degree at least m.
As remarked, behaviors are represented by polynomial matrices. The question arises
how, for a given polynomial matrix, the behavior can be determined explicitly. Let us
now continue to determine an explicit expression for a behavior over a finite field in
terms of its polynomial representation. Our key players are trajectories wi : Z+ → F
defined by
wi(k) := λ
k
i
where λi ∈ F.
Theorem 2.11. Let R(ξ) ∈ Fq×q[ξ], let detR(ξ) be a polynomial of degree n, and let
B = {w : Z+ → F | R(σ)w = 0}. Then B is an n-dimensional subspace of (Fq)Z+. If
the roots of detR(ξ) are mutually distinct and belong to F, say detR(ξ) =
∏n
i=1(ξ−λi),
with λi ∈ F, then all trajectories in B are of the form
w(k) =
n∑
i=1
biλ
k
i ,
with bi ∈ Fq such that R(λi)bi = 0.
In the above we investigated explicit expressions for trajectories satisfying a given
polynomial representation. In the sequel we are interested in the converse, namely
building representations from given trajectories. For this purpose we use the theory
of exact modeling of behaviors as first introduced in [20]. We here recall a few of
the main ideas. Given a finite number of trajectories wj : Z+ → Fq (j = 1, . . . , N)
we may seek to build a system whose behavior contains these specific trajectories. A
behavior B is called an unfalsified model for the data set D = {w1, . . . ,wN} if D ⊆ B.
A model B1 is called more powerful than a model B2 if B1 ⊆ B2. From a modeling
perspective it appears sensible to look for the smallest behavior that contains the N
trajectories. A model B∗ is called the most powerful unfalsified model (MPUM) for
D, if B∗ is unfalsified for D and D ⊆ B =⇒ B∗ ⊆ B. In [21] it is shown that
for D = {w1, . . . ,wN} such an MPUM exists. In fact, a general procedure for the
iterative construction of a kernel representation for B∗ is presented. We here recall this
procedure; its workings can be easily understood from Lemma 2.1.
Procedure 2.12. ([21]) Initially define
R0(ξ) := I (where I is the identity matrix).
Proceed iteratively as follows for k = 1, . . . , N . Define, after receiving {w1,w2, . . . ,wk},
the k-th error trajectory ek as
ek := Rk−1(σ)wk.
Compute a kernel representation Vk(σ)w = 0 of the MPUM for {ek}. Then define
Rk(ξ) := Vk(ξ)Rk−1(ξ).
Theorem 2.13. ([21]) For k = 1, . . . , N , the kernel representation Rk(σ)w = 0 of the
above procedure, represents the MPUM for {w1,w2, . . . ,wk}.
Remark 2.14. For general trajectories Procedure 2.12 may be cumbersome to run.
However, for exponential trajectories the procedure is easy and convenient to perform.
The trajectories to which we apply Procedure 2.12 are exponential as we shall see in
Section 4.
3 Behavioral interpolation for decoding
Let {ξ1, · · · , ξn} be a subset of a finite field F with the ξis mutually distinct. An (n, κ)
RS code is defined as a set of codewords of the form c = (m(ξ1), . . . ,m(ξn)), with
m(ξ) ∈ F[ξ] running through the set of polynomials of degree < κ. The codeword c is
transmitted through a channel where errors may occur so that the received word r is
not necessarily equal to the transmitted codeword c. The decoding problem consists of
reconstructing the original polynomial m(ξ) from the received word r. In list decoding
a list of possible polynomials m(ξ) is generated. The breakthrough idea of [18] is to
use bivariate polynomials for list decoding.
Definition 3.1. Let Q(ξ, η) =
∑
i∈I,j∈J qijξ
iηj ∈ F[ξ, η] be a bivariate polynomial.
The (wξ, wη) weighted degree of Q(ξ, η) is defined as
wdeg(wξ,wη)Q(ξ, η) = maxi∈I,j∈J
{iwξ + jwη | qij 6= 0}.
Lemma 3.2. Let (ξi, ηi) (i = 1, . . . , n) be elements of F2 with the ξis mutually distinct.
Let Q(ξ, η) ∈ F[ξ, η] be a bivariate polynomial with wdeg(1,κ−1)Q(ξ, η) = ` such that
Q(ξi, ηi) = 0 for i = 1 . . . , n. Let m˜(ξ) be a polynomial of degree < κ such that
#{i | m˜(ξi) = ηi} ≥ `+ 1. Then η − m˜(ξ) divides Q(ξ, η).
Proof. The univariate polynomial Q(ξ, m˜(ξ)) clearly has at least ` + 1 zeros. On the
other hand, degQ(ξ, m˜(ξ)) cannot exceed ` since by assumption wdeg(1,κ−1)Q(ξ, η) = `.
Since a polynomial of degree not exceeding ` can only have more than ` zeros if it is the
zero polynomial, it follows that Q(ξ, m˜(ξ)) is the zero polynomial. This now implies
that η − m˜(ξ) divides Q(ξ, η).
In the sequel we are only concerned with the (1, κ−1) weighted degree and therefore
we refer to it as just the weighted degree. The next corollary expresses the main idea
of the Sudan list decoding approach.
Corollary 3.3. Let Q(ξ, η) ∈ F[ξ, η] be a bivariate polynomial of weighted degree ` such
that Q(ξi, ηi) = 0 for i = 1 . . . , n. Let r = (η1, . . . , ηn) be a received word. Denote the
corresponding transmitted message polynomial by m(ξ). If r contains less than n − `
errors then η −m(ξ) divides Q(ξ, η).
The main idea of Sudan’s list decoding approach is to construct a polynomial Q(ξ, η)
such that Q(ξi, ηi) = 0. It makes sense to minimize the weighted degree of this poly-
nomial as this maximizes the number of errors that can be corrected that way. In the
decoding process all factors of the form η−m˜(ξ) are subsequently extracted to produce
a list of candidate polynomials m˜(ξ) of degree < κ. The next step is then to produce
a sublist of most likely message words by computing the corresponding codewords and
comparing with r. It has been shown in the literature [16] that in most cases this
sublist consists of only one polynomial. This is due to the geometric structure of the
code.
Roughly, our approach is structured as follows. We write the polynomial Q(ξ, η)
to be constructed as Q(ξ, η) =
∑M
j=0 dj(ξ)η
j for an appropriate choice of M . With
the n data points (ξi, ηi) (i = 1, . . . , n) we associate n trajectories wi : Z+ → FM+1.
We then determine the Most Powerful Unfalsified Model B of these trajectories. Then
we construct a weighted row reduced matrix R(ξ) that represents B (the notion of
“weighted row reduced” is defined in Section 2). From R(ξ) we select a row d(ξ) of
minimal weighted row degree and finally we define Q(ξ, η) =
∑M
j=0 dj(ξ)η
j, where the
di(ξ)s are the entries of d(ξ). It turns out that Q(ξ, η) constructed in this way is
a bivariate polynomial of minimal weighted degree that interpolates the data points
(ξi, ηi) for i = 1, . . . , n.
4 Minimal interpolation as behavioral modeling
In this section we reformulate the problem statement as introduced in Section 1 in
terms of behavioral modeling. It turns out that we can apply the behavioral theory
in a straightforward way as follows. First we write Q(ξ, η) as Q(ξ, η) =
∑M
j=0 dj(ξ)η
j.
The upper limit M has to be chosen with care, for too small an M may result in a
Q(ξ, η) that is not of minimal weighted degree. We comment on the choice of M later.
What we are aiming at is Q(ξi, ηi) = 0, i.e.,
∑M
j=0 dj(ξi)η
j
i = 0. Another way of stating
this is that we are looking for a polynomial vector d(ξ) = [d0(ξ), . . . , dM(ξ)] such that
[
d0(ξi) · · · dM(ξi)
]

1
ηi
...
ηMi
 = 0 for i = 1, . . . , n.
In the light of Theorem 2.11 this is equivalent to
[
d0(σ) · · · dM(σ)
]︸ ︷︷ ︸
d(σ)


1
ηi
...
ηMi
 ξki

︸ ︷︷ ︸
wi(k)
= 0 for i = 1, . . . , n. (3)
Apparently the aim is to find an integer M and a polynomial vector d(ξ) ∈ F1×(M+1)[ξ]
of minimal weighted degree such that d(σ)wi = 0 for i = 1, . . . , n. Of course a trivial
solution is Q(ξ, η) =
∏n
i=1(ξ − ξi). This solution has weighted degree n and may serve
as an upperbound on the minimal weighted degree. As a consequence we can take
M = max{j ∈ N | j ≤ n
κ− 1}. (4)
The idea is now to find a representation R˜(ξ) of the MPUM of w1, . . . , wn that is
weighted row reduced. It then turns out that for d(ξ) we can take a row of R(ξ) of
minimal weighted degree. We explain this in more detail below.
Theorem 4.1. Let B be the MPUM of w1, . . . , wn defined in (3) with M defined by
(4). Let R(ξ) ∈ F(M+1)×(M+1)[ξ] be a weighted row reduced representation of B and
let d(ξ) =
[
d0(ξ) · · · dM(ξ)
]
be a row of R(ξ) of minimal weighted degree. Define
Q(ξ, η) =
∑M
j=0 dj(ξ)η
j. Then Q(ξ, η) is a polynomial of minimal weighted degree with
Q(ξi, ηi) = 0 for i = 1, . . . , n.
Proof. Let Q˜(ξ) ∈ F[ξ, η] be such that Q˜(ξi, ηi) = 0 for i = 1, . . . , n. Write Q˜(ξ, η) =∑M
j=0 d˜j(ξ)η
j and d˜(ξ) =
[
d˜0(ξ) · · · d˜M(ξ)
]
. Then[
d˜0(σ) · · · d˜M(σ)
]
wi = 0 for i = 1, . . . , n.
It follows from the definition of MPUM that d˜(σ)w = 0 for all w ∈ B. It follows from
Lemma 2.1 that there exists F (ξ) ∈ F1×(M+1)[ξ] such that d˜(ξ) = F (ξ)R(ξ). It now
follows from Corollary 2.10 that the weighted row degree of d˜(ξ) is larger than or equal
to the weighted row degree of d(ξ). This means that the weighted degree of Q˜(ξ, η) is
larger than or equal to the weighted degree of Q(ξ, η).
5 Conclusions
In this paper we have presented a systems theoretic approach to list decoding using
the concept of behavior. The contribution lies in the behavioral solution to the bivari-
ate interpolation problem associated to the decoding problem. Particularly attractive
from a conceptual point of view is the modularity of the proposed solution. With the
received word a set of trajectories is associated. These trajectories in turn generate
a behavior B. This behavior may be represented as the kernel of a matrix of poly-
nomials in the shift. After transforming this matrix into weighted row reduced form
a row of minimal weighted row degree is selected. Finally, the interpolating bivariate
polynomial is obtained from that row in a straightforward fashion. In [11] we also
present an algorithm that is iterative in the data points. At each step weighted row
reducedness is guaranteed so that the transformation to weighted row reduced at the
end is superfluous. The algorithm is in fact a reformulation of [16]. It produces as a
by product a parametrization of all interpolants. Some questions remain. Although we
only need one row of minimal weighted row degree, we compute the complete weighted
row reduced representation of the behavior B. Having that matrix at our disposal, the
question arises whether the other rows may help in the decoding process. In particular,
the row of minimal weighted degree may not be unique and we may ask ourselves what
additional useful information about the transmitted codeword is possibly carried by
the other rows.
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