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第１章 序論 
 
１.１ 研究の背景 
電気製品や自動車の設計業務の時間を短縮するための施策として，Computer Aided 
Engineering（CAE）の利用がある．その内，回転機やインバータ内部の電子部品に関
する CAE には，辺有限要素法［1］－［7］による電磁界解析が主流となっている．近年で
は，設計期間短縮の要求が厳しくなっており，有限要素解析の高速化は重要な課題と
なっている． 
有限要素解析は時間領域反復，非線形反復，線形方程式の求解から構成される三重
ループである．高速化を実現するためには，これら3つの計算部を高速化すれば良い．
まず，最も外側にある時間ステップにおける高速化手法として，時間周期有限要素法
［8］，［9］と Singularity Decomposition-Explicit Error Correction（SD-EEC）法［10］，［11］に基
づく過渡解析の収束性を改善する誤差補正（Time-Periodic Explicit Error Correction，
TP-EEC）法が提案されている［12］，［13］．TP-EEC 法は，電磁現象の時間的・空間的周
期性に着目し，収束の遅い誤差成分を除去する方法である．それゆえ，時定数の大き
い問題（例えば，電圧源を考慮した回転機解析）の収束特性改善に効果的であること
が報告されている［14］，［15］．さらに，近年では時間方向の並列計算に関する研究も進
められており，並列化時間周期有限要素法［16］，［17］，並列化 TP-EEC 法［18］の有効性が
示されている． 
次に，非線形のループにおける高速化手法として，直線探索を導入したニュート
ン・ラフソン法が開発されている［19］，［20］．本手法では，エネルギー汎関数，または
残差の二乗和を目的関数としてステップ幅を求め，非線形解の更新に利用する．本手
法の導入によって，非線形解析の収束特性を安定化できるので，計算時間の削減に効
果的である．さらに，最も内側にある線形解法の収束判定値を緩和することで，線形
解法の計算時間が減じられ，さらなる高速化が可能であることも示されている［21］―［23］． 
三重ループの最も内側にある線形方程式の求解では，前処理付きクリロフ部分空間
法［24］－［27］に基づく高速解法が使用されている．代表的な解法として不完全コレスキ
ー分解前処理付き共役勾配（ICCG）法［28］―［30］が知られおり，シフトパラメータ付
き IC 前処理［31］―［33］の開発に伴って，数多くの研究機関で使用されている．一方，
ICCG 法では残差ノルムが単調に減少せず，収束特性が好ましくない問題も存在する．
収束特性を改善するために，マルチグリッド法［25］と呼ばれる線形解法の導入が検討
され，電磁界解析の分野におけるマルチグリッドの有効性について種々の検討例があ
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る［34］－［36］．近年では，粗密の異なるメッシュを準備しなくても良い代数マルチグリ
ッド［37］，［38］に関する研究も進められており，代数マルチグリッドを前処理とする CG
法の開発［39］，グラフィックカード（GPU）を援用した代数マルチグリッド前処理の
並列化［40］に関する研究が報告されている．しかし，マルチグリッド法は ICCG 法よ
りも実装に手間がかかること，スムーサや粗いグリッドの構築法には任意性があり，
これらの手法をユーザー側で選択しなければならないこと等の理由から，商用のソフ
トウェアへの導入はあまり進んでいないようである． 
 
１.２ 線形解法の並列化に関する先行研究 
前節の背景より，三重ループの最も内側の線形解法においては，既存の線形ソルバ
のコードを利用しつつ，さらなる高速化を達成できる方法の開発が，実装の容易さと
いう観点から有効であると考えられる．近年，既存の線形ソルバを高速化できる一手
法として，並列計算の利用に関する研究が注目を集めている．この理由には，並列計
算機が安価になったこと，並列化を実装するためのライブラリが数多く開発され，そ
れらを利用できる環境が整ってきたことが挙げられる． 
既存の ICCG 法を並列化するためには，前進・後退代入をどのように並列実装する
のかが問題となる．先行研究では，ブロック化前処理［41］，マルチカラーオーダリン
グ［42］が提案され，各並列化手法の特質について議論されてきた．前者の方法では三
角行列の対角ブロック内の非零要素のみの演算を行う．それゆえ，スレッド間の同期
が不要であるため，行列ベクトル積に比べて並列化効率が高い．しかし，ブロック行
列の外にある非零要素は前進・後退代入の計算では使用されないため，逐次演算時よ
りも収束特性が劣化するケースが多い．一方，後者の方法は前者の方法とは違い，非
零要素を全て使用できるため，収束特性は劣化しない．しかし，行列のバンド幅が増
加するので，行列計算におけるキャッシュミスが増えるといった問題点がある．これ
らの並列化手法には，収束特性と計算時間の間にトレードオフの関係があり，収束特
性を改善しようとすれば，逆に計算時間の増加を招くといった傾向が認められる．し
たがって，収束特性の改善と計算時間の削減を同時に実現できる並列化手法の確立は
重要な課題である． 
 
１.３ 研究の目的 
本研究の目的は，収束特性の改善と計算時間の削減を同時に実現できる並列化手法
を提案することである．本論文では，以下の 3 点について検討し，各計算手法の特質
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を明らかにする． 
１.３.１ Eisenstat の方法を導入した前処理付き解法の並列化法の開発 
一反復当たりの計算時間を削減できる並列化法の確立を目的として，Eisenstat の方
法を導入した前処理付き解法の並列化法を開発した［43］，［44］．Eisenstat の方法［45］では，
行列ベクトル積は前進代入一回，後退代入一回の演算に置換されるので，演算回数を
大幅に削減できる．しかし，係数行列の全ての非零要素を使用して前進・後退代入を
評価するため，対角ブロック内の非零要素を使用するブロック化前処理では並列化を
行えない．この問題点を解決するために，マルチカラーオーダリング（以下 MC と
略記）を Eisenstat の方法における前進・後退代入の並列化に利用することを提案した．
MC では全ての非零要素を使用した前進・後退代入の並列化が実現できるので，前述
の問題点は解消される．本論文で提案する手法と Reverse Cuthill-McKee［46］（以下 
RCM）付きブロック化前処理との比較を行い，提案手法の有効性について論じる． 
１.３.２ RCM オーダリングから得られるレベル構造を用いたブロックマル
チカラーオーダリングの開発 
MC では，バンド幅の拡大による収束特性の劣化，キャッシュミスの増加といった
潜在的な問題点を抱えている．次に，この問題点を解決するために，ブロックマルチ
カラーオーダリング［47］－［49］（以下 BMC）を援用した前処理付き解法を開発した．
BMC では，行列のグラフにおける節点を数個のグループに分割し，各グループを仮
想的に色分けする．その結果，行列の対角部に正方行列が配置されるので，MC より
もキャッシュミスが低減される．一方，1 ブロックに含まれる節点の数がパラメータ
として追加されるため，その値によっては MC よりも前進・後退代入における同期
（OpenMP におけるスレッド間の同期）が増加する恐れがある．そこで，同期回数の
削減，パラメータ設定の省略を実現するために，RCM から得られるレベル構造をブ
ロック化に使用するマルチカラーオーダリング（以下 RBMC）を新たに提案した［50］．
RBMC は BMC よりも色数とバンド幅が少ない．一方，ブロック内の未知変数の数が
均等でないため，前進・後退代入におけるロードバランスが悪化する．そこで，ロー
ドバランスの改善を目的として，節点のブロック化手順を修正した Modified RBMC
を開発した［50］．Modified RBMC は並列度数に応じてブロックを生成するため，非零
要素を各スレッドに分配する手順が RBMC よりも簡略化できるだけでなく，RBMC
に比べてキャッシュミスの少ない演算が実行できると期待される．Modified RBMC を
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静磁界，電圧源を考慮した回転機解析から得られる実対称疎行列に適用し，各種オー
ダリング（MC，BMC，RBMC）と比較する． 
１.３.３ ブロックマルチカラーオーダリングと cache-cache elements 法の
性能の差異 
前項で示した Modified RBMC は MC，BMC と同様に，全ての非零要素を使用して
前進・後退代入を並列化できるので，Eisenstat の方法の主たる計算手続きである前進・
後退代入の並列化にも適用できる．一方，ブロック化前処理付き線形解法に Eisenstat
の方法を適用する cache-cache elements（CCE）法［51］の導入も考えられる．しかし，
辺有限要素法から得られる不定方程式に対する CCE 法の適用効果，並びに Modified 
RBMC と CCE 法の性能比較について報告されていない．そこで，Modified RBMC，
あるいは cache-cache elements 法を導入した場合の収束特性，並列性能を検討する． 
 
１.４ 本論文の構成 
本論文は 6 章で構成されており，各章の概要は以下の通りである． 
第 2 章では，辺有限要素法の概要，線形方程式の反復解法について詳説した．第 3
章では，MCとEisenstatの方法を併用した解法の並列性能を示す．第 4章では，Modified 
RBMC を導入した並列化解法の有効性をまとめた．第 5 章では，Modified RBMC と
Eisenstat の方法を併用した解法の性能を，他の並列化解法と比較した．第 6 章の結論
では，本研究で得られた知見，課題，今後の展望をまとめた． 
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第２章 辺有限要素法による磁界解析と前処理付き 
クリロフ部分空間法 
 
２.１ 緒言 
電磁解解析では，辺要素［52］－［56］により Maxwell 方程式を離散化し，得られた線
形方程式を前処理付きクリロフ部分空間法により求解する．本章では，次章以降で使
用する有限要素法の定式化，及び，導出される線形方程式の解法である前処理付きク
リロフ部分空間法について述べる． 
本章ではまず，支配方程式である Maxwell 方程式と構成方程式を示す．次に，ガラ
ーキン法を使用した弱形式の導出，A- 法［4］－［7］の定式化について説明する．最後
に，線形方程式の反復解法である共役勾配（CG）法［29］，［57］と，CG 型の三項漸化式
に基づく最小残差（MRTR）法［58］－［60］，前処理について述べる． 
 
２.２ 辺有限要素法による磁界解析 
２.２.１ Maxwell 方程式 
Maxwell 方程式［61］を（2.1）～（2.4）式に示す． 
  0 t
    
DH J
     
  （2.1） 
 t
    
BE
     
     （2.2） 
 0  B           （2.3） 
   D           （2.4） 
ここで，H は磁界，J0 はコイルに発生する電流密度，D は電束密度，E は電界，B は
磁束密度，ρ は電荷密度を示している．また，透磁率 ，誘電率 ，導電率  を使
うと （2.5）～（2.7）式の関係が成り立つ． 
B H           （2.5） 
 D E         （2.6） 
 0 J E           （2.7） 
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２.２.２ ガラーキン法による弱形式の導出 
（2.1）式において変位電流 / t D  を無視すると，静磁界における支配方程式は， 
 
0  H J           （2.8） 
となる．また，（2.3）式より磁気ベクトルポテンシャル A が（2.9）式で定義される． 
  B A          （2.9） 
ここで（2.5）式を透磁率 の逆数である磁気抵抗率  を用いて表すと， 
 H B                  （2.10） 
となる．（2.9），（2.10）式を（2.8）式に代入すると，（2.11）式が得られる． 
 0( )  A J           （2.11） 
（2.11）式が静磁界解析における強形式（偏微分方程式）である． 
次に（2.11）式からガラーキン法［3］を用いて弱形式を導出する．（2.11）式の J0 を
左辺に移項し，ベクトル補間関数 Niを重みとしたガラーキン法を適用すると，（2.12）
式となる． 
  0
0
( ) d
( ) d d 0
c
i
i i
i V
V V
G 


 
   
      
 
 
N JA
N N JA
             （2.12）
 
ここで， は解析全領域，cはコイル領域を表す．次に，ベクトル公式 
          a b b a a b         （2.13） 
（a，b はベクトル）とガウスの発散定理 
dd SV
 
    nF F            （2.14） 
を使用すると，（2.12）式の第一項は， 
 
 
 
( )( ) d ( ) d( )
( ) ( ) d ( ) d
( ) ( ) ( ) dd
ii i
i i
i i
V V
V V
SV
  
 
 
 


              
         
        
 


A A NN AN
AN AN
nA AN N
 
（2.15） 
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となる．ここで，n は閉曲面 における単位法線ベクトルである．次に，（2.15）式
の境界積分項について考える．スカラー3 重積 
 ( ) ( ) ( )       a b c b c a c a b          （2.16） 
（a，b，c はベクトル）を用いて（2.15）式の境界積分項を変形すると， 
   ( )( ) d d
( ) d
ii
i
S S
S

 

    
  
 

n A nA NN
N nH       
（2.17） 
となる．ここで，（2.17）式の一行目から二行目の式変形において（2.9），（2.10）式を
使用した．解析領域全体を囲む面における境界積分項は Ni  0，あるいは H×n  0 と
おくことができれば省略できる．そこで，境界積分項を次に示す三種類の境界に分け
て評価する． 
1. 固定境界（Dirichlet 境界） 
Ni  0 を割り当てる境界が固定境界である．例えば，無限遠方で A 0とすることで，
磁界の向きが境界面と平行に分布する条件を課すことができる． 
2. 自然境界（Neumann 境界） 
H×n  0 を割り当てる境界が自然境界である．自然境界は境界に対して垂直な向き
に磁界が分布する条件を課すことであり，解析モデルが対称であるとき自然境界を考
慮することで計算規模を縮小することができる． 
3. 要素境界 
次に要素境界について考える．図 2.1 のように要素間が隣接している場合，磁界の
接線成分が連続となる境界条件が成立する．図 2.1 において要素 1 と要素 2 の境界に
おける磁界の接線成分をそれぞれ Ht1，Ht2とすると，異なる要素間では（2.18）式が
成立する． 
1 2t tH H            （2.18） 
要素 1 と要素 2 における法線ベクトルをそれぞれ n1，n2 とすると，（2.18）式は（2.19）
式となる． 
1 1 2( )       H n H n H n         （2.19） 
（2.19）式より，磁界の向きが異符号となるため，隣接する要素間で境界積分項を足 
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Element 1 Element 2
H
n1 n2
H
 
図 2.1 要素境界における境界積分項の評価 
 
 
すと（2.20）式のように零となる． 
1 2
1 2 0( ) ( )d di i
e e
S S
 
    N n N nH H
        
（2.20） 
以上より，境界積分項を零にすることで，要素間の磁界の接線成分の連続性と境界面
で自然境界を自動的に課すことと等価となる． 
したがって，以上述べた境界条件を考慮すれば，境界積分項を零とおけるので，
（2.11）式の強形式に対する弱形式は，（2.21）式となる． 
0 d 0( ) d( )
c
iii VVG         N JN A                  （2.21） 
なお，低周波での解析では境界積分項を無視できるが，変位電流を考慮した高周波解
析では，導波管や共振器の入出力ポートにおいて境界積分項を計算する必要がある． 
２.２.３ A-法による渦電流解析 
渦電流を考慮する場合，（2.8）式の右辺に渦電流密度 Je を加えた， 
 0 e  H J J           （2.22） 
を考える．この渦電流密度 Je は（2.23）式で与えられる． 
e e EJ            （2.23） 
ここで，Ee は電磁誘導によって生じた渦電流を流すための電界である．この Ee は以
下のようにして導出される．（2.2）に（2.9）式を代入し整理すると， 
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  
e t
t
t
    
   
   
BE
A
A
          （2.24） 
となる．（2.24）式の右辺を左辺に移項して整理すると， 
e t
      
AE 0           （2.25） 
となる．（2.25）式は /e t  E A  が保存場であることを意味しているため，電気ス
カラポテンシャル  が定義できる．つまり，ベクトル公式 
( )   0            （2.26） 
を利用すると（2.27）式のようになる． 
e t
   
AE
            
（2.27） 
よって，（2.27）式を（2.23）式に代入すると Je が（2.28）式のようになる． 
e t
       
AJ
 
         （2.28） 
したがって，渦電流を考慮した A- 法の強形式は，A 法の強形式（2.11）に Jeを加え
ればよく，（2.29）式となる． 
0( ) t
           
AA J         （2.29） 
ところで，（2.29）式の未知変数は磁気ベクトルポテンシャル A の x，y，z の三成分と
電気スカラポテンシャルの合計 4 変数であるため，（2.29）式だけでは方程式を解く
ことができない．そこで，（2.29）式の発散をとった（2.30）式を導入する． 
  0( ) t  
                  
AA J        （2.30） 
ここで，ベクトル公式 
( ) 0    F            （2.31） 
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（F はベクトル）を用いて整理すると， 
0 0t
                
AJ         （2.32） 
となる．また，閉回路において強制電流密度 J0 は連続であるため，（2.33）式が成り
立つ． 
0 0  J            （2.33） 
したがって，（2.34）式のような渦電流密度 Jeの連続条件が導出される． 
0
t
             
A
         （2.34） 
渦電流密度を考慮した A- 法では，（2.29）と（2.34）式で表される強形式を連立させ
て未知変数である A とを求める． 
次に（2.29）と（2.34）式の弱形式を導出する．（2.29）式の弱形式は，A 法の弱形
式である（2.18）式に渦電流密度 Jeを加えればよく， 
0( ) d 0( ) d( ) iii e VVG          N J JN A       （2.35） 
となる．（2.28）式を（2.35）式に代入すると 
0 d d 0( ) d( )
c e
i iii V VV t
G  
 
           
   AN J NN A  （2.36） 
となり，（2.36）式が（2.29）式の弱形式である．ここで，eは導体領域を示す． 
次に，（2.34）式の弱形式を導出する．（2.34）式にスカラ量である節点要素の補間
関数 Niを重みとしたガラーキン法を適用すると， 
d
0d
e
e
i
i
di N Vt
VN
t
G  
 


                
               
 

A
A
       （2.37） 
となる．ここで，ベクトル公式 
( ) ( )f f f      a a a          （2.38） 
（f：スカラ，a：ベクトル）を利用して，（2.37）式を変形すると， 
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d
d
dd
e
e
e e
i
i i
i i
di VN t
VN Nt t
VN V Nt t
G  
   
   


 
              
                                      
                                 
 

 
A
A A
A A
（2.39） 
となる．ガウスの発散定理（2.14）式を（2.39）式の右辺第二項に適用すると， 
d d
d
e e
e
i i
i e
V SN Nt t
SN
   
 

                              
 
 

A A n
nJ
     （2.40） 
となる．導体表面部において（2.40）式を無視するためには， 0iN  ，または 0e  J n
を満たす必要がある．そこで，図 2.2 に示す簡易モデルを使用して，（2.40）式の境界
積分項を考察する．固定境界と要素境界，導体表面部に分けて考えると，以下のよう
な考察を行える． 
1. 対称境界断面部 
解析対象が x 軸と y 軸に対して対称である場合，  A n 0， 0  となる固定境界
条件を課すため，形状関数 Niが零となる． 
2. 導体表面部 
導体表面では渦電流が表面に対して平行に流れるため，導体表面に対する渦電流密
度 Jeの法線方向成分が零つまり， 0e  J n となる． 
3. 要素境界 
要素境界では Jeの法線方向成分が連続となるため，隣接する要素で境界積分項を足
すと（2.41）式のように零となる． 
1 2
1 2 0d di i
e e
e eS SN N 
   n nJ J        （2.41） 
以上より，境界積分項を零とすれば，導体表面部で渦電流の法線成分が零，要素境界
で渦電流密度の法線成分の連続性を自動的に課すことができる． 
したがって，（2.40）式の境界積分項を零とおけるので， 
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図 2.2 渦電流解析における境界積分項の評価 
 
0d
e
idi N Vt
G  

           
  A             （2.42） 
となり，（2.42）式が（2.34）式の弱形式である．本節では，未知変数として電気スカ
ラポテンシャル が追加されている．理論的には  を零にした解析が可能であるが，
 を追加した方が，線形解法において良好な収束特性が得られるケースが多い［62］，［63］．
それゆえ， も考慮した解析が主流となっている． 
２.２.４ 形状関数 
辺有限要素解析では，解析領域を要素と呼ばれる単位に離散化して，方程式を求解
する．三次元解析では，四面体，あるいは六面体要素が使用され，未知変数である磁
気ベクトルポテンシャルを要素の辺に定義する．本項では，辺要素の特徴を示す共に，
四面体と六面体の辺形状関数についても述べる． 
（a）辺要素 
図 2.3 に四面体要素における未知変数の定義方法を示す．なお，図中の矢印が未知
変数である．（a）の節点要素を使用する場合，各節点に磁気ベクトルポテンシャル A
の x，y，z 成分を配置する．よって，要素の境界面上では A の x，y，及び z 成分の全
方向が連続となる．ここで，異なる領域間では磁束密度 B の法線成分が連続となるこ
とより，磁気ベクトルポテンシャル A は接線成分が連続となればよい．それゆえ，A 
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（a）nodal element           （b）edge element 
図 2.3 四面体要素における未知変数の定義方法 
 
 
の x，y，及び z 成分全てが連続となる必要がなく，連続性が過剰に課された状態とな
る．一方，（b）の辺要素では A を境界面に沿った成分を未知変数に割り当てるので，
冗長な連続性を課さずに済む．以上より，有限要素法による電磁界解析では，辺要素
の使用が一般的である．なお，渦電流解析のように電気スカラポテンシャルも未知変
数に使用する場合は，節点要素で離散化すれば良い． 
次に，節点要素と辺要素の特徴について説明する．節点要素で使用する形状関数を
Nieとすれば，Nieは次式を満足する． 
( , , )ie je je je i jN x y z                  （2.43） 
ここで，ij は Kronecker のデルタであり，次式で定義される． 
1 ( )
0 ( )i j
i j
i j
                     （2.44） 
（2.43）式は，節点座標（xje, yje, zje）が節点 ie の座標と同じであれば 1，そうでなけ
れば 0 であることを表す．一方，辺要素では，次式のように磁気ベクトルポテンシャ
ル A(e)を辺 ie に沿って線積分して得られる値と定義される． 
( ) d
ie
e
ie
l
A   A l                  （2.45） 
ここで，経路 lieは要素を構成する辺を表す．よって，A(e)は辺形状関数 Nie を用いて次
式のように書ける． 
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 ( )e ie ie
i
AA N      （2.46） 
辺形状関数 Nie にも節点形状関数と似た性質を持っており，次式のような関係式が成
り立つ． 
 d
je
ie ij
l
  N l       （2.47） 
（2.47）式は，辺形状関数 Nie を線積分する積分経路が辺 ie と同じであれば 1，そう
でなければ 0 であることを表す． 
（b）四面体一次要素の辺形状関数 
図 2.3（b）の四面体要素では，次式で定義される辺形状関数 Nijを使用する． 
 i j i j j iN N N N   N       （2.48） 
ここで，Nijの方向は，節点 i から j への方向とする．Niは節点要素の形状関数であり， 
次式から計算される． 
 1 ( )
6i i i i i
N a b x c y d z
V
         （2.49） 
ここで，V は四面体要素の体積，ai，bi，ci，diは節点座標より決定される係数であり，
以下の式から求められる． 
  ( 1) ( ) ( ) ( )ii j l k k l k j l l j l k j j ka x y z y z x y z y z x y z y z         （2.50） 
  ( 1) ( ) ( ) ( )ii j k l k l j l j kb y z z y z z y z z          （2.51） 
  ( 1) ( ) ( ) ( )ii j k l k l j l j kc z x x z x x z x x           （2.52） 
  ( 1) ( ) ( ) ( )ii j k l k l j l j kd x y y x y y x y y          （2.53） 
 
4
1
1
6 i ii
V x b

        （2.54） 
（c）六面体一次要素の辺形状関数 
図 2.4 に示す六面体一次要素では，（a）の六面体を [1, 1] の範囲で定義される立
方体へ正規化し，要素積分を行う．局所座標系における辺形状関数 Nie を次式で定義
する． 
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1 (1 )(1 )
8
1 (1 )(1 )
8
1 (1 )(1 )
8
ie ie
ie ie ie
ie ie
    
    
    
         
N      （2.55） 
ここで，ie， ie， ieは表に示す各辺に割り当てられる局所座標を示す．
A1
A3
A2
A7
A6
A5
A4
A9
A8
A10
A12
A11
x
z y

 
 
（a）global coordinate      （b）local coordinate 
図 2.4 六面体一次要素における未知変数の定義方法 
 
 
表 2.1 六面体一次要素における局所座標 
edge number i ξie ηie ζie
1 0 1 1
2 0 1 1
3 0 1 1
4 0 1 1
5 1 0 1
6 1 0 1
7 1 0 1
8 1 0 1
9 1 1 0
10 1 1 0
11 1 1 0
12 1 1 0
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（d）Serendipity 型六面体二次要素の辺形状関数 
図 1.3 に Serendipity 型六面体二次辺要素［55］の辺番号を示す．六面体二次辺要素は，
20 個の節点を持ち，36 個の辺を持つ．Serendipity 型六面体二次辺要素の形状関数 Nke
は次式のように定義される． 
 
2
2
1 (1 )(1 )(4 1) (1 8)
8
1 (1 )(1 )(4 1) (9 16)
8
1 (1 )(1 )(4 1) (17 24)
8
1 (1 )(1 ) ( 25, 27)
4
1 (1 )(1 ) ( 26, 28)
4
1
ke ke ke ke ke
ke ke ke ke ke
ke ke ke ke ke
ke
ke ke
k
k
k
k
k
          
          
          
   
   
       
       
       
   
    N
2
2
2
2
(1 )(1 ) ( 29, 31)
4
1 (1 )(1 ) ( 30, 32)
4
1 (1 )(1 ) ( 33, 35)
4
1 (1 )(1 ) ( 34, 36)
4
ke
ke
ke
ke
k
k
k
k
   
   
   
   
                
  （2.56） 
ここで，ξke，ηke，ζke は，一次六面体辺要素と同様に辺 k の局所座標であり，表 2.2 に
示す値をとる．六面体二次要素は一次要素よりも未知変数の数が多いため，係数行列
において，一行に含まれる非零要素の数が一次要素よりも多くなる． 

 

 
A1A2
A4 A3
A7A8
A6 A5
A9
A10
A11
A12
A13
A14 A16
A15
A18
A17
A23
A24
A20
A19
A21
A22
A25
A26
A27
A28
A29
A30
A31
A32
A33
A34
A35
A36
 
（a）edges on the surface tip    （b）edges on the surface center 
図 2.5 六面体二次要素における未知変数の定義方法 
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表 2.2 六面体二次要素における局所座標 
edge number k ξke ηke ζke edge number k ξke ηke ζke
1 0.5 1.0 1.0 19 1.0  
2 0.5 1.0 1.0 20 1.0 1.0 0.5
3 0.5 1.0 1.0 21 1.0  0.5
4 0.5 1.0 1.0 22 1.0 1.0 0.5
5 0.5 1.0 1.0 23 1.0  0.5
6 0.5 1.0 1.0 24 1.0 1.0 0.5
7 0.5 1.0 1.0 25  0 
8 0.5 1.0 1.0 26 0 1.0 0
9 1.0 0.5 1.0 27  0 1.0
10 1.0 0.5 1.0 28 0 1.0 0
11 1.0 0.5 1.0 29 0 0 
12  0.5 1.0 30 1.0 0 0
13 1.0 0.5 1.0 31 0 0 1.0
14 1.0 0.5 1.0 32 1.0 0 0
15 1.0 0.5 1.0 33 0 1.0 0
16 1.0 0.5 1.0 34 1.0  0
17 1.0  0.5 35 0  0
18 1.0 1.0 0.5 36 1.0 0 0
 
 
 
２.２.５ 静磁界解析における要素行列の計算法 
（2.21）式の弱形式を計算するには，要素単位で各積分を実行し，それらを重ね合
わせる．本項では要素行列の計算法について述べる． 
まず，（2.21）式を再度以下に示す． 
 0 d 0( ) ( ) d
c
kkk VVG         N JAN                （2.57） 
磁気ベクトルポテンシャルは，辺形状関数 Niを用いて以下のようになる． 
 l l
l
AA N       （2.58） 
（2.57）式に（2.58）式を代入し，Alで偏微分を行うと（2.59）式となる． 
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 ( ) d( )k l
l
k V
A
G 

      N N     （2.59） 
なお，本項では非線形材料を考慮しないため，磁気抵抗率  の Al に関する偏微分項
を省略する．非線形材料を考慮する際の定式化は 2. 2. 7 項で説明する．有限要素法で
は（2.59）式の積分を各要素で実行し，得られた結果を重ね合わせることで線形方程
式の係数行列を構築する．要素単位で（2.59）式を評価するには，Nkの回転を計算し
なければならない．また，四面体要素の場合には（2.59）式の積分を解析的に計算で
きるが，六面体要素の場合にはガウス積分を用いて数値的に求める．そこで，四面体
と六面体要素に場合分けして（2.59）式の評価方法について説明する． 
（a）四面体一次辺要素における要素行列の計算法 
まず，四面体一次辺要素の辺形状関数を以下に示す． 
 i j i j j iN N N N   N       （2.60） 
なお，節点 i における節点形状関数 Niは次式で定義される． 
 1 ( )
6i i i i i
N a b x c y d z
V
         （2.61） 
次に，Nij の回転を計算する．ベクトル公式 
 ( )       A A A       （2.62） 
（：スカラ，A：ベクトル）を用いて，Nijの回転を計算すると次式のようになる． 
 
( )
( ) ( )
( ) { ( )}
( ( ) )
2( ) ( )
i j i j j i
i j j i
i j i j j i j i
i j j i j
i j j i i j
N N N N
N N N N
N N N N N N N N
N N N N N
N N N N N N
     
    
           
       
       
N


0
  （2.63） 
なお，（2.63）式に含まれる Ni の勾配は次式から求められる． 
 1 ( )
6i i i i
N b c d
V
   i j k       （2.64） 
となる．ここで，i，j，k はそれぞれ x，y，z 方向の単位ベクトルである．よって，（2.63）
式に（2.64）式を代入すると， 
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 
2
2
2 ( )
2
(6 )
2 ( ) ( ) ( )
(6 )
i j i j
i i i
j j j
i j i j i j i j i j i j
N N
b c d
V b c d
c d d c d b b d b c c b
V
   

     
N
i j k
i j k
  （2.65） 
（2.65）式は，位置座標 x，y，z が含まれないので定数となる．したがって，（2.59）
の被積分関数は定数となり，次式のように四面体の体積 V を乗じるのみで積分を評価
できる． 
 ( ) ( )k l
l
k
A
G V      N N      （2.66） 
（b）六面体一次辺要素における要素行列の計算法 
まず，六面体一次辺要素の形状関数を以下に示す． 
 
1 (1 )(1 )
8
1 (1 )(1 )
8
1 (1 )(1 )
8
ke ke
ke ke ke
ke ke
    
    
    
         
N      （2.67） 
（2.67）式より，Nke は局所座標 ξ，η，ζ に関する関数であるので，（2.59）式も ξ，η，
ζ について積分する必要がある．つまり，ヤコビ行列 J を用いて変数変換を行った次
式の積分を計算すればよい． 
 
1 1 1
1 1 1
( ) d( )
| | d d( ) d( )
k l
l
k l
k V
A
J
G 
  

  
   
   
 
  
N N
N N
   （2.68） 
なお，J は以下の式を用いて構築する． 
 
x x x
y y yJ
z z z
  
  
  
                      
      （2.69） 
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J の各成分は，節点形状関数 
 1 (1 )(1 )(1 )
8ke ke ke ke
N               （2.70） 
と以下の関係式から導出できる． 
 
8
1
ke ke
k
x N x

       （2.71） 
 
8
1
ke ke
k
y N y

       （2.72） 
 
8
1
ke ke
k
z N z

       （2.73） 
ここで，xke，yke，zke は六面体における頂点の座標である．例えば，J の 1 行 1 列成分
を計算すると，以下のようになる． 
 
8
1
8
1
8
1
1 (1 )(1 )(1 )
8
1 (1 )(1 )
8
ke
ke
k
ke ke ke ke
k
ke ke ke ke
k
Nx x
x
x
 
     
    



  
        
     



    （2.74） 
η，ζ で偏微分した式も，（2.74）式と同様な手順を踏むことで求められる． 
（2.68）式を評価するにはヤコビ行列の計算だけでなく，それを利用して（2.67）
式に含まれる局所座標の勾配も求める必要がある．次に，その計算法について示す．
まず，（2.67）式において ξ の勾配が含まれる式を以下に示す． 
 
1 (1 )(1 )
8
1 (1 )(1 )
8
ke ke ke
ke ke x y z
    
     
   
           
N
i j k
    （2.75） 
（2.75）式には局所座標 ξ を全体座標 x, y, z で偏微分した項が含まれる．これらの項
は（2.69）式の逆行列を利用して，以下のように求められる． 
21 
 
1
x x x
x x x
y y y
y y y
z z z
z z z
  
  
  
  
  
  
                                                      
    （2.76） 
（2.76）式より， x   は次式で表せる． 
 1
| |
y z z y
x J

   
                  （2.77） 
他の成分も（2.76）から求めることができる． 
次に，（2.68）式の被積分項を計算する．ここでは， k N の x 成分 ( )xk N を導
出する．まず，（2.75）式における Nkeの y 成分 ( ) ykN と z 成分 ( )zkN を以下に示す． 
 1( ) (1 )(1 )
8k y ke ke y
       N      （2.78） 
 1( ) (1 )(1 )
8ke z ke ke z
       N      （2.79） 
（2.78）式を z，（2.79）式を y で偏微分すると，それぞれ以下のようになる． 
 
2
( ) 1 1(1 ) (1 )
8 8
1 (1 )(1 )
8
ke y
ke ke ke ke
ke ke
z y z y z
y z
        
   
           
    
N
   （2.80） 
 
2
( ) 1 1(1 ) (1 )
8 8
1 (1 )(1 )
8
ke z
ke ke ke ke
ke ke
y z y z y
y z
        
   
           
    
N
   （2.81） 
よって，（2.80），（2.81）式より， k N の x 成分 ( )xk N は以下のようになる． 
( )( )( )
1 1(1 ) (1 )
8 8
ke yke z
ke x
ke ke ke ke
y z
z y y z z y y z
            
   
                            
NNN
 （2.82） 
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したがって，以上に示した式を用いれば（2.68）式の積分を評価することができる．
しかし，解析的に計算するのは困難であるので，ガウス積分を用いて数値的に評価す
る．（2.68）式をガウス積分の形式に変換すると以下のようになる． 
1 1 1
1 1 1
1 1 1
| | d d( ) d( )
[{ ( , , ) { ( , , )} | ( , , ) | ]
g g g
k l
l
n n n
p q r p q r p q r p q rk l
p q r
k J
A
J w w w
G   
        
  
  
   
   
   

N N
N N
（2.83） 
ここで，ng はガウス積分の積分点数，wp，wq，wrは積分点における重みである．積分
点毎に（2.68）式の被積分項を計算しておき，それらの線形結合によって積分を評価
することができる．よって，六面体一次要素を用いた場合，要素行列を計算するには
三重ループを構築すればよいということになる． 
２.２.６ 渦電流解析における要素行列の計算法 
本項では，（2.36），（2.42）式から要素行列を計算する過程について述べる．まず，
（2.36）と（2.42）式を再度以下に示す． 
0 d d 0( ) d( )
c e
i iii V VV t
G  
 
           
   AN J NN A  （2.84） 
0d
e
idi N Vt
G  

           
  A     （2.85） 
時間微分項を後退オイラー法により離散化すると，n ステップ目の方程式は以下のよ
うに記述できる． 
 
( 1) ( 1)
0
( 1) ( )
( 1)
( ) dd( )
d 0
c
e
n n
ii
n n
n
i
i VV
V
t
G 
 
 




   
      
 

N JN A
A AN
  （2.86） 
 
( 1) ( )
( 1) 0d
e
n n
n
idi N Vt
G   

          
  A A   （2.87） 
（2.86），（2.87）式を連立させ，ニュートン・ラフソン法を用いれば，解くべき線形
方程式は以下のように表される． 
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( 1) ( 1) ( 1)
( 1)
( 1) ( 1)
i i
n n n
j j j i
n
di di dij
n n
j j
G G
A A G
G G G
A



  

 
                          
    （2.88） 
なお，上式の係数行列における各成分は以下から計算できる． 
 ( 1) ( ) d d( )
e
i
i ij jn
j
G V V
A t
  
       N NN N    （2.89） 
 ( 1) d
e
i
i jn
j
G VN  
    N       （2.90） 
 ( 1) d
e
di
jin
j
G VNA t

 
     N       （2.91） 
 ( 1) d
e
di
i jn
j
G VN N  
          （2.92） 
（2.90），（2.91）式より，（2.88）式の係数行列は非対称行列となり，ICCG 法を適用
できない．そこで，（2.87）式の両辺にt を乗じた 
 ( 1) ( ) ( 1)( ) 0d
e
n n n
idi
tN VG   

      A A    （2.93） 
を用いて，係数行列が対称となるように式変形を行う．（2.89）～（2.92）式において，
Gdiから diG に置き換えると以下のようになる． 
 ( 1) ( ) d d( )
e
i
i ij jn
j
G V V
A t
  
       N NN N    （2.94） 
 ( 1) d
e
i
i jn
j
G VN  
    N       （2.95） 
 ( 1) d
e
di
jin
j
G VNA
 
     N       （2.96） 
 ( 1) d
e
di
i jn
j
G t VN N  
           （2.97） 
（2.95），（2.96）式より，係数行列は対称行列となり，ICCG 法が適用可能となる． 
次に，各種積分を計算する方法について述べる．（2.94）式の第 1 項は前項で説明し
たので，第 2 項 
 d
e
i j Vt

  N N       （2.98） 
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を計算する方法を示す． 
（a）四面体一次辺要素における要素行列の計算法 
（2.98）式の被積分項を計算すると，以下のようになる． 
 ( ) ( ) ( ) ( ) ( ) ( )i j i x j x i y j y i z j z   N N N N N N N N    （2.99） 
ここで，(Ni)x，(Ni)y，(Ni)zはそれぞれ Niの x，y，z 成分を表す．なお，以下では（2.99）
式の右辺第 1 項を含む以下の積分 
 ( ) ( ) d
e
x xi j V  N N      （2.100） 
について考える．まず，Ni，Njは以下のように表される． 
 i m n n mN N N N   N      （2.101） 
 j p q q pN N N N   N      （2.102） 
なお，計算の都合上，（2.48）式と異なる添え字を付した．（2.101），（2.102）式から，
(Ni)xと(Nj)xを求めると以下のようになる． 
  21( ) ( ) ( ) ( )36i x m n m n m n m n m n m na b b a c b b c y d b b d zV     N  （2.103） 
  21( ) ( ) ( ) ( )36j x p q p q p q p q q q q qa b b a c b b c y d b b d zV     N  （2.104） 
（2.103），（2.104）式より，(Ni)xと(Nj)xの積は以下から算出される． 
 
4
1( ) ( ) [ ( )( )
1296
{( )( ) ( )( )}
{( )( ) ( )( )}
{( )( ) ( )( )}
(
i x j x m n m n p q p q
m n m n p q p q m n m n p q p q
m n m n p q p q m n m n p q p q
m n m n p q p q m n m n p q p q
m n m n
a b b a a b b a
V
a b b a c b b c c b b c a b b a y
a b b a d b b d d b b d a b b a z
c b b c d b b d d b b d c b b c yz
c b b c
  
     
     
     
 
N N
2
2
)( )
( )( ) ]
p q p q
m n m n p q p q
c b b c y
d b b d d b b d z

  
  （2.105） 
（2.105）式は定数 A，B，C，D，E，F を用いて以下のように書くことができる． 
 2 24
1( ) ( ) (A B C D E F )
1296i x j x
y z yz y z
V
     N N   （2.106） 
よって，（2.100）式は以下のようになる． 
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

4
2 2
1 A B C( ) ( ) d d d d
1296
D E Fd d d
e e e e
e e e
x xi j V V y V z VV
yz V y V z V
   
  
  
  
   
  
N N
 （2.107） 
ここで，節点形状関数と全体座標との間で成立する以下の式 
 
4
1
ke ke
k
x N x

      （2.108） 
 
4
1
ke ke
k
y N y

      （2.109） 
 
4
1
ke ke
k
z N z

      （2.110） 
と積分公式 
 1 2 3 4
! ! ! ! 6d
( 3) !
a b c d
e e e e
a b c d VVN N N N a b c d
       （2.111） 
を用いると，（2.107）の各積分は以下のように計算できる． 
 d
e
VV       （2.112） 
 
4
1
d
4e ie ci
V y y Vy V 
       （2.113） 
 
4
1
d
4e ie ci
V z z Vz V 
       （2.114） 
 
4 4 4
1 1 1
d
20e ie ie ie iei i i
V y z y zyz V   
                （2.115） 
 
24 4
22
1 1
d
20e ie iei i
V y yy V  
               （2.116） 
 
24 4
22
1 1
d
20e ie iei i
V z zz V  
               （2.117） 
ここで，yc，zcは四面体要素の重心における y 座標，z 座標を示す．以上の式を（2.107）
式に代入すれば，積分を評価できる．(Ni)y(Nj)y ，(Ni)z(Nj)z の計算についても同様な手
順で計算できる． 
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（b）六面体一次辺要素における要素行列の計算法 
（2.98）式をガウス積分の形式に変換すると以下のようになる． 
 
1 1 1
1 1 1
1 1 1
d
| | d dd
{ ( , , ) ( , , ) | ( , , ) | }
e
g g g
i j
i j
n n n
p q r p q r p q r p q ri j
p q r
V
t
J
t
J w w w
t

   
         

  
  

 
 

  

N N
N N
N N
  （2.118） 
積分点毎に（2.98）式の被積分項を計算しておき，それらの線形結合によって積分を
評価することができる． 
最後に，（2.95）～（2.97）式に含まれる節点形状関数の勾配の計算法を示す．四面
体一次要素の場合は（2.64）式を用いればよい．一方，六面体一次要素の場合は，節
点形状関数（2.70）式から以下のように勾配が計算できる． 
 
 
1 (1 )(1 )(1 )
8
1 1 1(1 )(1 ) (1 )(1 ) (1 )(1 )
8 8 8
1 1 1(1 )(1 ) (1 )(1 ) (1 )(1 )
8 8 8
1
8
ke ke ke ke
ke ke ke ke ke ke ke ke ke
ke ke ke ke ke ke ke ke ke
N
x x x
y y y
     
                
                
     
            
               

i
j
k 1 1(1 )(1 ) (1 )(1 ) (1 )(1 )8 8ke ke ke ke ke ke ke ke kez z z                           
（2.119） 
勾配が計算できれば，（2.95）～（2.97）の被積分項が算出できる．後の手順に関して
は（2.107），（2.118）式を導く手順と同等なので，ここでは導出過程を割愛する． 
２.２.７ 非線形磁気特性を考慮した磁界解析 
静磁界解析における弱形式である（2.21）式を再度以下に示す． 
 0 d 0( ) ( ) d
c
iii VVG         N JAN                    （2.120） 
本項では材料の非線形性を考慮するため，磁気低効率 は磁束密度 B の関数である．
それゆえ，（2.120）式の弱形式から線形方程式を構築する際，非線形材料に関わる項
が追加される．ここでは，その導出法について説明する． 
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（a）ヤコビ行列の導出 
まず，（2.120）式にニュートン・ラフソン（NR）法を適用し，修正ベクトルA で
展開すると， 
 
2
( )
( ) ( ) ( ) ( ) ( )( ) ( ) 0
k
k k k k kO         
G
A A A A
A
G G   （2.121） 
となる．ここで，k は NR 法におけるステップ番号である．A の二次以上の項を無視
すると，次式のように線形化された方程式が得られる． 
 
( )
( ) ( )
k
k k      
G
A
A
G      （2.122） 
左辺のヤコビ行列の各要素は，以下から計算できる． 
 (| |)( ) (| |) d ( ) d( )i ij
j j
i BB V V
A A
G 
 
            
  N NN A （2.123） 
非線形材料を考慮することで，（2.123）式に非線形に関わる項（右辺第 2 項）が新た
に追加される． 
次に，（2.123）式の右辺第 2 項を以下のように変形する． 
2
2
2
2
(| |) (| |)( ) d ( ) d
(| |)( ) 2 d
(| |)2 {( ) }{( ) } d
i i
j j
ji
i j
B BV V
A A
B V
B V
B
 


 


                         
       
   
 


BN NA AB
B N BN
B
BN N B
  （2.124） 
（2.124）式に含まれる磁気抵抗率  の B2 に関する微分は，以下の式から導出できる． 
 
2
2
2 2
2
2
2 2
( )
2
2
1
2
H B B
B B B
BB B
B B
B
B
H
B BB

 
 
 
   
      
 
       
  （2.125） 
H B  は磁気特性データから算出することができる．磁気特性データでは B を入力し，
H が出力されるようにプログラムを準備しておけばよい． 
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（b）収束判定値の選定指針 
（2.122）式より，非線形残差と線形方程式における残差ベクトルは，以下のような
関係式が成立する． 
 
( )
( ) ( ) ( )( ) ( )
k
k k k      
Gr x x A
A
G     （2.126） 
ここで，r(x(k))，x(k)，x(k)はそれぞれクリロフ部分空間法で使用する残差ベクトル，
解の修正ベクトル，解ベクトルを示す．x(k) を零とおいたとき，初期の残差ノルム r(0)
は， 
 ( )(0) ( )kr xG      （2.127） 
となる．次に，ICCG 法で用いる収束判定値をCGとすると， 
 ( ) ( )CG CG|| ( ) || || (0) || || ( ) ||k k   r x r xG    （2.128） 
と書くことができる． 
ここで，ICCG 法の収束判定値 CG が非線形収束に及ぼす影響を考察する．まず，
非線形解析の収束判定は次式で表せる 
 ( ) (0)NR|| ||( ) || ( ) ||k x xG G      （2.129） 
なお，NR は NR 法の収束判定値である．次に，線形方程式における真の解をx0(k)と
すると，その誤差はCGx0(k)のオーダであることから，非線形解の修正ベクトルx(k)
は次式で評価できる． 
 ( ) ( ) ( )0 CG 0( )
k k kO    x x x      （2.130） 
上式より，
2( )( )kO x は次のようになる． 
 
2 2 2 2 2( ) ( ) ( ) 2 ( ) ( )
0 CG 0 CG 0 0) ( ) ( ) ( ) ( )( k k k k kO O O OO         x x x x x  （2.131） 
CG << 1 であれば， 22 ( )CG 0( )kO  x を無視しても問題なく，また， 2( )CG 0( )kO  x は 2( )0( )kO x
に比べて微小になることから，非線形計算における残差の誤差のオーダは，CG に依
存せず概ね一定となる．したがって，CG << 1 となるように ICCG 法の収束判定値を
設定した場合，非線形計算の収束率を とすると次式が成り立つ． 
 
2( 1) ( ) ( )|| ||( ) || ( ) || || ( ) ||k k kO    x x xG G   （2.132） 
したがって，（2.121）式に（2.126），（2.128），及び（2.132）式を代入することで，次
式のようになる． 
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 ( 1) ( )CG|| ||( ) || ( ) ( ) ||k k   x xG G     （2.133） 
（2.133）式より，非線形収束率は，CGだけ劣化する可能性がある．しかし，通常， 
は 0.1 より大きく，それに対してCGを十分小さくすれば影響は少ないと考えられる．
一般的に，ICCG 法の収束特性における初期の段階では，残差の減少は急峻であるこ
とが多く，CG を大きくすることにより反復回数を削減できる可能性がある．これま
での議論は，渦電流解析や電気回路方程式を連成した解析にも拡張できる． 
（c）直線探索を導入したニュートン・ラフソン法 
ニュートン・ラフソン法は二次収束性を示す数値解法であるので，非線形磁気特性
を考慮した磁界解析に広く使用されている．しかし，磁気飽和現象が強い解析モデル
では，非線形収束が悪化することが懸念される．そこで，非線形収束の安定化を実現
できる方法として，直線探索法が提案されている．ここでは直線探索法の概要につい
て述べる． 
まず，非線形解析における磁気ベクトルポテンシャルの更新式を以下に示す． 
 ( 1) ( ) ( ) ( )k k k k   A A A      （2.134） 
直線探索を用いたニュートン・ラフソン法では，A の方向に対して着目した目的関
数が最小になるように修正係数 (k)を決定する．通常のニュートン・ラフソン法では，
修正係数 (k) は 1.0が用いられるが，非線形有限要素解析の高速化という観点からは，
より良い修正係数を推定することが重要である．目的関数には，残差に着目する方法，
汎関数に着目する方法が提案されている．本研究では，後者の汎関数に着目し，最適
な修正係数を推定する．汎関数最小化に基づく (k) の決定には以下の式を用いる． 
 
( 1) ( 1) ( 1)
( ) ( 1) ( )
( 1) ( )δ
0
T
T
k k k
k k k
k k
 
 
  


    


A
A
G A           （2.135） 
（2.135）式を用いて (k) を求める手順は，次のようにする．汎関数 (k) は二次関数
で近似できるとすれば，その微係数である ( 1) ( )k k   は一次関数で変化する．そこ
で，図 2.6 のように適当な二つの補間点（1，2）における ( 1) ( )k k   を求め，（2.136）
式に示すように二点を線形補間することで最適な修正係数に近いapp(k) を推定する． 
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( ) ( )
2 1
( ) ( )
2 1
( 1) ( 1)
1 2( ) ( )
( )
app ( 1) ( 1)
( ) ( )
k k
k k
k k
k k
k
k k
k k
   
   
     
 
 
 
 
 
     
        （2.136） 
本論文では，直線探索で用いる二つの補間点を 1  0，2  1.0 として解析を行う．
これは, 1  0 とすることにより 1 ステップ前に求めた非線形残差を使用できるため，
直線探索に必要となる計算コストを削減できるからである．ただし，非線形反復一回
目において，1  0 における残差を算出できないため，1  0.5，2  1.5 を採用する． 
 
( )k
21

( )
1
( 1)
( )
k
k
k  






( )
2
( 1)
( )
k
k
k  






( )
app
k
( )k
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( )
( )
,
k
k
k
 


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( 1)
( )
k
k




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図 2.6 直線探索法の概念図 
 
２.２.８ 電気回路方程式との強連成解析 
本項では，電気回路方程式との強連成解析で使用する弱形式を導出する． 
（a）単相交流回路における定式化 
まず，アンペアの法則の弱形式である（2.21）式を以下に示す． 
 0 d 0( ) ( ) d
c
iii VVG         N JAN              （2.137） 
電気回路方程式とカップリングさせる場合，未知変数として電流 i(t) が追加される．
そこで，（2.137）式に含まれる電流密度 J0 を以下のように変形する． 
 0 ( )c
c
n i t
S
J t      （2.138） 
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ここで，nc はコイルの巻数，Sc はコイルの断面積，t は電流密度の方向ベクトル（単
位ベクトル）である．（2.138）式を（2.137）式に代入すると次式が得られる． 
 ( ) d 0( ) ( ) d
c
c
ii
c
i
n i t VV
S
G 

      N tAN  （2.139） 
次に，連立させる回路方程式の式変形を行う．図 2.7 に示す RL 直列回路を考える．
この場合，巻線の鎖交磁束，外部電源電圧 e(t)，抵抗 R との間には，キルヒホッフ
の第 2 法則より，次式の関係がある． 
 d( ) ( ) ( ) 0
d
t e t Ri t
t
          （2.140） 
（2.140）式に含まれるを磁気ベクトルポテンシャル A で表現する．このためには，
次式に示す磁気エネルギーの式［61］を用いる． 
 0
1 1d
2 2c
W V I   A J      （2.141） 
ここで，W は磁気エネルギー， は磁束，I はコイルに流れる全電流を表す．（2.141）
式を  について整理すると以下のようになる． 
 
0
1 d
1 ( ) d
( )
1 d
c
c
c
c
c c
c
V
I
n i t V
n i t S
V
S
 


 
 
 



A J
A t
A t
     （2.142） 
 
R FEM region
e(t)
i(t)
 
図 2.7 カップリングさせる外部回路 
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よって，は次式のようになる． 
 d
c
c
c
c
nn V
S
     A t      （2.143） 
（2.143）式を（2.140）式に代入すると， 
 ( ) ( ) ( ) d 0
c
c
c
nt e t Ri t V
S t
      A t    （2.144） 
（2.144）式が（2.139）式とカップリングさせる電気回路方程式となる． 
次に，（2.139），（2.144）式を後退オイラー法で離散化すると，それぞれ以下のよう
になる． 
 
( 1)
( 1) d 0( ) ( ) d
c
n
n c
ii
c
i
n i VV
S
G 



      N tAN  （2.145） 
 ( 1) ( 1) ( 1) ( 1) ( 1)( ) d 0
c
cn n n n n
c
nt e t Ri V
S 
             A A t  （2.146） 
ここで，n は時間ステップ，t は時間刻み幅を示す．なお，係数行列を対称にするた
めに（2.146）式の両辺にt を掛けている．（2.145），（2.146）式にニュートン・ラフ
ソン法を適用し線形化すると，次式のようになる． 
 
( 1) ( 1)
( 1) ( 1) ( 1) ( 1)
( 1) ( 1) ( 1)( 1)
( 1) ( 1)
n n
i i
n n n n
j j i
n n nn
n n
j
G G
A i A G
i
A i
  
 
   
  
 
                              
   （2.147） 
ヤコビ行列の各成分は，以下から計算できる． 
 
( 1)
( 1) ( ) ( ) d
n
i
jin
j
G V
A


 
      NN     （2.148） 
 
( 1)
( 1) d
c
n
ci
in
c
G n V
i S

 
     N t      （2.149） 
 
( 1)
( 1) d
c
n
c
jn
cj
n V
A S
 
 
     N t      （2.150） 
 
( 1)
( 1)
n
n t Ri
 

        （2.151） 
（2.149），（2.150）式より係数行列は対称となるので，ICCG 法を適用できる． 
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（b）三相交流回路における定式化 
ここでは，回転機解析等で用いる三相交流回路を連成させる方法について述べる．
図 2.8 に示す三相交流回路を用いて定式化を行う．まず，Maxwell 方程式の A- 法弱
形式を以下に示す． 
 
U
V W
U
U U
U
V W
V V W W
V W
( ) ( ) d d
d d
d 0
e
i i i
i i
i
nG V i V
S
n ni V i V
S S
V
t

 
 
 

     
   
      
 
 

N A N k
N k N k
AN
  （2.152） 
 d 0
e
di iG N Vt
 

        A     （2.153） 
ここで，Ni, Ni は節点形状関数，辺形状関数，A は磁気ベクトルポテンシャル， は
電気スカラポテンシャル，,  は透磁率，導電率，積分領域 ，e は，解析領域全
域，導体領域を示す．また，積分領域 U，V，W は励磁巻線領域，nU，nV，nW は
励磁コイルの巻数，SU，SV，SW は巻線断面積を示し，iU，iV，iW は巻線一本当たりの
電流，kU，kV，kW は流入面で正規化した電流密度の方向ベクトルを示す． 
次に，（2.152），（2.153）式と強連成させる電気回路方程式を（2.154），（2.155）式
に示す． 
 
RU
FEM
region
eU(t)
eV(t) eW(t)
RW
RV
 
図 2.8 カップリングさせる三相交流回路 
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U W
U V
UW WU U W U U W W V W
U W
U W
U W
d d( ) ( )
d d
d d 0
i iE R R i L L R i L
t t
n nV V
S t S t

 
       
       A Ak k       （2.154） 
 
V W
U V
VW VW W U W V W V V W
V W
V W
V W
d d( ) ( )
d d
d d 0
i iE R i L R R i L L
t t
n nV V
S t S t

 
      
       A Ak k       （2.155） 
ここで，EWU，EVWは相電圧，RU, RV, RW は接続する電気回路の巻線抵抗，LU，LV，
LW は巻線インダクタンスを示す．なお， W U Vi i i   を利用して，iWを未知変数から
除外する．（2.152）～（2.155）式に後退オイラー法を適用すると，以下のようになる． 
 
U
V W
U ( 1)( 1)
UU
U
( 1) ( 1)V W
V V W W
V W
( 1) ( )
( 1)
( ) ( ) d d
d d
d 0
e
nn
i i i
n n
i i
n n
n
i
nG V i V
S
n ni V i V
S S
V
t

 

 
 
 
 

     
   
      
 
 

N A N k
N k N k
A AN
 （2.156） 
  ( 1) ( )( )d 0
e
n n
di iG N t V         A A    （2.157） 
 
U
W
( 1) ( 1) ( )
UW WU U W U U W U U
( 1) ( 1) ( 1)
W V W V V
U ( 1) ( )
U
U
W ( 1) ( )
W
W
( ) ( )( )
( )
( ) d
( ) d 0
n n n
n n n
n n
n n
t E t R R i L L i i
t R i L i i
n V
S
n V
S
  
  




      
  
  
   


A A k
A A k
            （2.158） 
 
V
W
( 1) ( 1) ( )
VW VW W U W U U
( 1) ( 1) ( )
V W V V W V V
V ( 1) ( )
V
V
W ( 1) ( )
W
W
( )
( ) ( )( )
( ) d
( ) d 0
n n n
n n n
n n
n n
t E t R i L i i
t R R i L L i i
n V
S
n V
S
  
 




    
    
  
   


A A k
A A k
  （2.159） 
なお，係数行列を対称にするため，（2.157）～（2.159）式の両辺にt を掛けている．
（2.156）～（2.159）式にニュートン・ラフソン法を適用すると，以下のように線形
化された方程式が得られる． 
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U V
U V
UW UW UW UW UWU
U V VWV
VW VW VW VW
U V
i i i i
j j
j idi di di di
j j j di
j j
j j
G G G G
A i i
A GG G G G
A i i G
i
A i i i
A i i

 
    
 
   

                                                                 
  （2.160） 
なお，ヤコビ行列の各成分は以下のようになる． 
 ( ) ( ) di i j
j
G V
A 
      N N     （2.161） 
 d
e
i
i j
j
G N V 
    N      （2.162） 
 
U W
U W
U W
U WU
d di i i
G n nV V
i S S 
       N k N k    （2.163） 
 
V W
V W
V W
V V W
d di i i
G n nV V
i S S 
       N k N k    （2.164） 
 d
e
di
i j
j
G N V
A 
     N     （2.165） 
 d
e
di
i j
j
G t N N V 
          （2.166） 
 
U
0diG
i
       （2.167） 
 
V
0diG
i
       （2.168） 
 
U W
UW U W
U W
U W
d dj j
j
n nV V
A S S 
       N k N k   （2.169） 
 UW 0
j


       （2.170） 
 UW U W U W
U
( ) ( )t R R L L
i
          （2.171） 
 UW W W
V
t R L
i
         （2.172） 
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V W
VW V W
V W
V W
d dj j
j
n nV V
A S S 
       N k N k   （2.173） 
 VW 0
j


       （2.174） 
 VW W W
U
t R L
i
         （2.175） 
 VW V W V W
V
( ) ( )t R R L L
i
          （2.176） 
２.２.９ 周波数領域有限要素解析 
周波数領域における有限要素解析では，ベクトルポテンシャルや電流密度などの物
理量が時間的に正弦波状に変化するとして，時間微分 t  を j（j：虚数単位，：角
周波数）に置換する．したがって，励磁電流と電圧の両者が共に正弦波的に変化する
線形解析では，直接定常解を求めることができる．また，変位電流を考慮した電磁波
解析においても周波数領域で解析が可能である．本項では，低周波問題と導波管や共
振器等の高周波解析における有限要素解析の定式化について説明する． 
（a）周波数領域渦電流解析 
Maxwell 方程式から得られる A- 法弱形式を以下に示す． 
0 d d 0( ) d( )
c e
i iii V VV t
G  
 
           
   AN J NN A  （2.177） 
0d
e
idi N Vt
G  

           
  A    （2.178） 
時間微分項を jで置換すると以下の方程式が得られる． 
 
0( ) dd( )
( j ) d 0
c
e
ii
i
i VV
V
G 
  


   
   
 

N JN A
N A
  （2.179） 
 1 0dje i
di N VG  
      A    （2.180） 
なお，係数行列を対称にするために，（2.180）式の両辺に 1 j  を乗じている．（2.179），
（2.180）式を連立させ，ニュートン・ラフソン法を用いれば，解くべき線形方程式は
以下のように表される． 
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i i
j j j i
di di j di
j j
G G
A A G
G G G
A



                       
    （2.181） 
なお，ヤコビ行列の各成分は以下のようになる． 
 ( ) d j d( )
e
i
i ij j
j
G V V
A
  
       N NN N   （2.182） 
 d
e
i
i j
j
G VN 
    N      （2.183） 
 d
e
di
ji
j
G VNA

     N      （2.184） 
 d
je
di
i j
j
G VN N

 
         （2.185） 
（2.183），（2.184）式より，係数行列は対称行列となるので，IC-COCG 法が適用可能
となる．電気回路方程式との強連成解析を行う場合は，2. 2. 8 項で示した定式化と同
様な手順で式変形を行える．定式化については付録に記載した． 
（b）変位電流を考慮した電磁波解析 
本論文では，電子レンジのように，マグネトロンと共振器内部を接続する導波管断
面において，共振器側からの電磁界の散乱が容易に扱えるように，不連続境界面（導
波管断面）の反射波複素振幅比を未知変数に追加した A- 法弱形式［64］を採用した．
ここでは，その定式化について述べる． 
まず，A- 法を使用した周波数領域の電磁界方程式を（2.186），（2.187）式に示す． 
 ( ) j (j )       A A     （2.186） 
 { j (j )} 0     A      （2.187） 
ここで， は誘電率である．本解析では，強制電流，導電性材料を使用しないため，
それらに関する項を省略している．次に，（2.186），（2.187）式の弱形式を導出すると，
（2.188），（2.189）式のようになる． 
 
edge ( ) ( ) d j ( j ) d
( ) d 0
i ii
i
G V V
S
   
 

      
   
 

N A N A
N H n
 （2.188） 
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 node ( j ) d ( j ) d 0jj jG N V N S     
 
        Α A n  （2.189） 
なお，n は境界面における外向き法線方向単位ベクトルである．なお，係数行列を対
称にするために，（2.189）式の両辺を時間積分している．ここで，（2.189）式の右辺
第二項の境界積分項を変形する．アンペアの法則の微分形 
 1
j E H      （2.190） 
を（2.189）式の境界積分項に代入すると， 
 
( j ) d
d
1 ( ) d
j
j
j
j
N S
N S
N S
  





  
 
  



A n
E n
H n
    （2.191） 
となる．次に，ベクトル公式 
 ( ) ( )V V V     x x x     （2.192） 
（V：スカラ，x：ベクトル）を（2.191）式に適用すると， 
1 ( ) d
j
1 1( ) d { ( )} d
j j
j
j j
N S
N S N S

 

 
 
       

 
H n
H n H n
  （2.193） 
となる．（2.193）式の右辺第二項は，ストークスの定理により，次式のような線積分
へ変形できる． 
 
C
1 1{ ( )} d d
j j
j jN S N      H n H l    （2.194） 
ここで，C は境界面 の周回上における閉曲線，dl は C 上の線要素ベクトルとする．
完全導体表面では，A×n  0，  0 の境界条件を課すため，（2.194）式は零となる．
また，磁気壁上では， d 0 H l となるため，完全導体表面と同様に，（2.194）式は零
となる．以上より，（2.191），（2.193），（2.194）式を用いると，（2.189）式は，（2.195）
式となる． 
 node 1( j ) d ( ) d 0j jj j
G N V N S             Α H n  （2.195） 
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導波管を解析する場合，入出力ポートにおける電磁界モードは，既知の場合が多い．
それゆえ，ポート k における電界，磁界の固有モード関数 ek，hkを前もって計算して
おけばよい．ここでは，TE10 モードで励振される固有モード関数 ekの計算方法を示す．
図 2.9 のような正方形格子で分割された方形導波管の入出力ポートを想定し，ポート
上の節点における仮の固有モード関数 tempke を次式により計算する． 
 1temp
2 1
sink
y y
y y
    e k      （2.196） 
ここで，k は z 方向の単位ベクトル，y1，y2は方形導波管の境界座標値とする．次に，
伝送電力がとなるように，入出力ポートにおける tempke の規格化を行う．ポート k で
使用されている導波管の特性界インピーダンスを HkZ とすると，ek，hk の関係式は
（2.197）式のようになる． 
 ( )Hk k kZ e h n      （2.197） 
上式を利用すると，ポート k における伝送電力  は，（2.198）式のように表すことが
できる． 
 21 1( ) d | | d
2 2k kk k kHk
S S
Z
     e h n e    （2.198） 
 
the direction of
incident wave
y
z
y  y1 y  y2
TE10 : 
1temp
2 1
sink
y ye
y y
    k
 
図 2.9 固有モード関数 ekの計算法 
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ここで， kh は hkの複素共役，kは導波管の入出力ポート面を示す．次に，（2.199）式
のように規格化定数 kを定義する． 
 tempk k ke e      （2.199） 
（2.199）式を（2.198）式に代入することで，k を（2.200）式のように計算できる． 
 
temp 2
2
| | d
k
H
k
k
k
Z
S


  e      （2.200） 
以上より，（2.196），（2.200）式を（2.199）式に代入すると，伝送電力が  となる固
有モード関数 ekの計算ができる． 
導波管の解析では，散乱行列の計算を容易にするため，入出力ポート k における反
射波複素振幅比 ak（0  |ak|  1）を未知変数に追加するのが好ましい．入射波複素振
幅比を bkとし，TE モードで励振された場合を想定すると，ポート k における電界 E，
磁界 H は（2.201），（2.202）式のようになる． 
 ( )k k ka b E e      （2.201） 
 ( )k k ka b H h      （2.202） 
なお，akは未知，bkは既知（入力ポート：bk  1.0，出力ポート：bk  0）である．ま
た，（2.188），（2.195）式における境界積分項は，（2.197），（2.201），（2.202）式を用い
ることで，（2.203），（2.204）式のようになる． 
 
( ) d ( ) ( ) d
( ) d
k
k
i ik k k
k k
i kH
k
S a b S
a b S
Z
 

     
 
 

N H n N h n
N e
  （2.203） 
 
( ) d ( ) ( ) d
( ) d
j jk k k
k k
j kH
k
N S a b N S
a b N S
Z
 

       
  
 

H n h n
e
  （2.204） 
3 種類の未知変数（A，，a）に対して，（2.188），（2.195）式のみでは方程式の個数
が不足しているため，ポインティングベクトルを利用した（2.205）式を追加する． 
 
1 ( )d d
2 2
( )
k k
k k
k k kH H
k k
k k
a bS S
Z Z
a b
 
  
 
 E e e e    （2.205） 
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以上より，3 種類の解くべき方程式を整理すると，（2.206）～（2.208）式のようにな
る． 
 
edge ( ) ( ) d j ( j ) d
d 0
k
i ii
k k
i kH
kk
G V V
a b S
Z
   
 

      
  
 
 
N A N A
N e
 （2.206） 
 node ( j ) d d 0
j k
k k
j j j kH
kk
a bG N V N S
Z
    
        Α e  （2.207） 
 scat 2 ( )1 1 d 0
j jk
k k
k kH
k
a bG S
Z
 
          A e  （2.208） 
（2.206）～（2.208）式から，線形方程式を作成すると，（2.209）式のようになり，係
数行列の各成分は（2.210）～（2.218）式のようになる． 
 
edgeedge edge edge
node node node node
scat scat scat scat
a
a
a
YS S S
S S S Y
S S S a Y




                        
A
A
A
A
    （2.209） 
 edge 2{ ( ) ( ) } di ij jS V       A N N N N   （2.210） 
 edge j di jS N V    N     （2.211） 
 edge 1 d
k
ia kH
kk
S S
Z 
    N e     （2.212） 
 node j di jS N V  A N     （2.213） 
 node di jS N N V         （2.214） 
 node 1 d
j ka i kHkk
S N S
Z      e     （2.215） 
 scat 1 d
k
j kH
kk
S S
Z 
   A N e     （2.216） 
 scat 1 d
j k j kHkk
S N S
Z       e     （2.217） 
 scat 2
ja
S        （2.218） 
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なお，（2.212）式と（2.216）式，（2.215）式と（2.217）式をそれぞれ比較すると，ek
と ke が異なっている．ekを実数のみで評価すれば， k ke e となり係数行列は対称にな
る．それゆえ，IC-COCG 法が適用可能となる．また，キャビティ表面上では，電界
の接線方向成分が 0 となるので，境界条件として，A×n  0，  0 を課す．それゆえ，
（2.209）式の右辺項は，（2.219）～（2.221）式のようになる． 
 edge d
k
k
i kH
kk
bY S
Z 
    N e     （2.219） 
 node d
j k
k
i kH
kk
bY N S
Z      e     （2.220） 
 scat 2
j
kbY        （2.221） 
以上より，ここで述べた方法では，辺に割り当てられた未知変数の数を NA，節点に
割り当てられた未知変数の個数を N，導波管の入出力ポートの個数（反射波複素振幅
比の個数）を Na とすると，未知変数の総数は，NA + N + Na となる． 
 
２.３ 前処理付きクリロフ部分空間法 
本節では，さまざまなクリロフ部分空間法の中から共役勾配（CG）法と CG 型の三
項漸化式に基づく最小残差（MRTR）法のアルゴリズムを示すと共に，反復回数削減
を目的とした前処理，前処理付き線形解法の計算コストを低減できる Eisenstat の方法
について詳説する． 
２.３.１ クリロフ部分空間法 
解くべき線形方程式を次式に示す． 
A x b              （2.222） 
（2.222）式の係数行列 A は，対称疎行列である．また，未知変数として磁気ベクト
ルポテンシャルを用いるため，（2.222）式は，解が無数に存在する不定方程式となる．
また，大規模問題では，ガウスの消去法に代表される直接法よりも反復法の方が少な
いメモリ使用量で計算を行える．以上の理由により，電磁界解析の分野では前処理付
きクリロフ部分空間法が広く使用される． 
初期近似解を x0，初期残差 bAx0 を r0 とすると，クリロフ部分空間は（2.223）式
で定義される． 
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2 1
0 0 0 0 0( ) ( ); span , , , ... , kkK A A A A r r r r r               （2.223） 
クリロフ部分空間法とは，クリロフ部分空間 Kk(A; r0) から次のクリロフ部分空間条件
を満たすように近似解 xkを作り出す方法の総称である． 
クリロフ部分空間条件（Krylov subspace condition） 
0 0( ), ;k k k kK A  x x z z r             （2.224） 
このとき，近似解 xkに対応する残差 rkは次のように表される． 
0 1 0( );k k k kA A K A    r b x r z r                （2.225） 
（2.224）式は，ある初期値 x0 からスタートし，クリロフ部分空間内で定義される修
正ベクトル zkを順次加えることで，真の解に近づけていくという意味である．（2.225）
式は，反復計算を終了するための条件として使用する．ここで，クリロフ部分空間法
の概念図を図 2.10 に示す．ある初期値 x0 からスタートし，クリロフ部分空間を広げ
ながら解を見つけていくという方法であり，係数行列 A が正則であればクリロフ部分
空間の拡大が止まったときに真の解 x*がクリロフ部分空間に含まれる．不定の場合は
厳密な解を見つけることはできないが，（2.224）式を繰り返し計算すれば，工学的に
十分な精度の解が得られると考えられる．（2.224）式だけでは解を唯一に決めること
ができないため，通常は近似解 xk あるいはそれに対応する残差 rk に対して何らかの
条件を付ける．CG 法のように二次形式のエネルギーを最小化するように解を探索す
る方法やクリロフ部分空間内で残差ノルムを最小化するように解を探索する共役残
差（CR）法［65］などがある．クリロフ部分空間法では残差ノルムを収束判定指標に使
用するため，残差ノルムが単調減少するのが計算時間の観点から有効であると考えら 
 
0x
1x 2x
1kx
kx
*x
 
図 2.10 クリロフ部分空間法の概念図 
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れる．そこで，本研究では残差ノルムの最小化に基づくクリロフ部分空間法を使用す
る． 
２.３.２ 共役勾配法 
共役勾配法（Conjugate gradient method）は，次式に示す関数の最小化問題に置き換
えて解を探索する手法である． 
1( ) ( , ) ( , )
2
f A x x x x b                    （2.226） 
以下では，共役勾配法のアルゴリズムを導出する．まず，アルゴリズムを導出するの
に必要な共役の定義を行う．一次独立な n 個のベクトル，p0，p1，… , pn を用いると，
n 元の線形方程式（2.222）式の解はそれらの一次結合によって表すことができる．任
意のベクトル x0 を用意したとき，これ自体は（2.222）式を満足する解ではないもの
の，適当な修正量 0， 1，… , n1 を用いると（2.227）式のようになる． 
0 0 0 1 1 1 1n n        x x p p p          （2.227） 
（2.227）式は（2.222）式の解になりうる．さらに，もし{pk}が適用な直交関係を満た
せば解法のアルゴリズムの点から見て有利になることが期待される．そこで一次独立
な組{pk}として（2.228）式のような条件を考える． 
( , ) 0 ( )i jA i j p p               （2.228） 
（2.228）式は，「piと pjは，行列 A に関して内積を取ったものが 0 である」ことを表
し，piと pj は，行列 A に関して共役であると呼ばれる． 
 次に，共役の定義を用いてアルゴリズムの導出を行う．（k+1）回目の反復における
近似解を xk+1 とし，xk の探索方向を表すベクトルを pkとすると，共役勾配法における
解の更新式を 
1 k k kk   x x p            （2.229） 
とする．また，k 回目の反復における近似解 xkに対する残差 rkは， 
k kA r b x             （2.230） 
となる．ここで，（2.229）式を（2.226）式に代入すると， 
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   
1
2
( ) ( )
1 , ( ) ,
2
1( ) ( , ) ( , )
2
k k k k
k k k k k k k k k
k k k k k k k
f f
A
f A

  
 
  
    
  
x x p
x p x p x p b
x p p p r
       
（2.231）
 
となる．f (xk+1) を最小にするk を決めればよいため，f (x(k+1)) を微分して 0 とおいた， 
1( ) 0k
k
f

 
x             （2.232） 
を解くことにより，kが（2.233）式のようになる． 
( , )
( , )
k k
k
k kA
  p r
p p
               （2.233） 
また，探索方向 pk+1 を（2.234）式のように決める． 
1 1k k k k  p r p            （2.234） 
ただし， 
0 0p r                （2.235） 
とする．kは，p(k+1)と Ap(k)が（2.236）式に示す共役の関係になるように定める． 
1 1
1
( , ) ( , )
( , ) ( , ) 0
k k k k k k
k k k k k
A A
A A


 

 
  
p p r p p
r p p p
           （2.236） 
（2.236）式より，kは（2.237）式のようになる． 
1( , )
( , )
k k
k
k k
A
A
   r p
p p
           （2.237） 
最後に，残差ベクトルの更新は（2.230）式に（2.229）式を代入すると， 
1 1
( )
k k
k k k
k k k
A
A
A


  
  
 
r b x
b x p
r p
             （2.238） 
となる．以上で CG 法のアルゴリズムが導出できる．ここで，CG 法では以下の共役
性と直交性を用いた． 
( , ) 0 ( )i j i j r r   （直交性）         （2.239） 
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( , ) 0 ( )i jA i j p p    （共役性）         （2.240） 
（2.239）と（2.240）式を用いると，以下のような関係式が成立する． 
( , ) ( , )k k k kp r r r            （2.241） 
( , ) ( , )k k k kA Ap p r p              （2.242） 
（2.241）式を（2.233）式に代入すると， 
( , )
( , )
k k
k
k kA
  r r
p p
              （2.243） 
となる．また，（2.242）式を（2.237）式に代入し，その式に（2.238），（2.241）式を
用いると， 
1 1( , )
( , )
k k
k
k k
   r r
r r
              （2.244） 
となる．（2.243），（2.244）式のように変形するメリットは，第 k + 1 回目の反復にお
いて，(rk, rk) は既に第 k 回目で算出済みであるため，新たに計算する必要がなく，
（2.237）式よりも計算量が少なくなる． 
以上が，CG 法のアルゴリズムの導出である．以上のアルゴリズムを図 2.11 に示す．
共役勾配法のアルゴリズムの特徴として，「行列とベクトルの積」，「ベクトル和」，「内
積」が主な演算である．残差ベクトル rkの直交性より，数値計算による誤差がなけれ
ば，高々 n 回の反復で k r 0となる．したがって，理論的には，n 回までの反復で必
ず厳密解が得られる解法であるが，実際には，丸め誤差により理論通りにはならない．
このようなとき，「数値解がどれだけ厳密解を近似しているか」を考えて，相対誤差
がどれだけ小さくなっているかを評価し，許容値 未満ならば近似解が得られたと考
える．その収束判定では， 
1|| ||
|| ||
k  r
b
            （2.245） 
を用いる．ここで，（2.21）式中の ||rk+1|| は 2 ノルムを用いると， 
1 1 1|| || ( , )k k k  r r r            （2.246） 
となる．この内積演算自体は，図 2.11 のアルゴリズム中のk の計算に現れているた
め，収束判定のための余分な計算は不要である． 
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図 2.11 共役勾配法のアルゴリズム 
 
２.３.３ 前処理付き共役勾配法 
線形解法の収束までの反復回数は主に係数行列の固有値分布に依存することが多
い．例えば，固有値が離散的になっている場合には収束が遅くなり，重複していたり
密集していたりするときに収束が早くなる．事前に線形方程式を解きやすいものに変
換し，変換後の方程式を線形ソルバに受け渡せば反復回数が削減され，高速化につな
がる．この収束速度を上げるための方法が前処理である．前処理では，ある任意の下
三角行列 C を何らかの方法で求め，（2.247）式のように方程式を変換する． 
1 1( )( )T TC AC C C  x b            （2.247） 
（2.247）式では，係数行列 A の両側に 1C  と TC  を掛けることにより，新たな係数行
列である 1 TC AC  も対称行列となる．前処理を施すことにより，線形方程式の解き易
さを示す条件数（最大固有値と最小固有値の比）を低減でき，反復法の収束を改善で
きる．実際には， 1 TC AC  を陽的に求めず，前処理後の方程式を求解するのと等価に
なるようにアルゴリズムを構築する．つまり，前処理後の変数でまずアルゴリズムを
記述し，前処理前の変数で更新するように書き換える．以下，本項では，前処理付き
CG 法の導出手順について述べる． 
前処理後の線形方程式である（2.247）式を ˆ ˆˆA x b と表すと，前処理後の変数を用
いた CG 法のアルゴリズムは以下のようになる． 
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Algorithm (Preconditioned CG method) 
Set 
0 0
ˆ ˆˆ ˆA r b x                                                 （2.248） 
0 0ˆ ˆp r                                                        （2.249） 
For k = 0, 1, 2, …, repeat the following steps until the condition 2 2 CGˆˆ|| || /|| ||k r b  holds: 
ˆˆ ˆ kAv p ,                                         （2.250） 
ˆ ˆ( , )
ˆ ˆ( , )
k k
k
k
  r r
p v
,                                                
（2.251）
 
1ˆ ˆ ˆk k k k  x x p ,                                            （2.252） 
1ˆ ˆ ˆk k k  r r v ,                                               （2.253） 
1 1ˆ ˆ( , )
ˆ ˆ( , )
k k
k
k k
   r r
r r
,                                           
（2.254）
 
1 1ˆ ˆ ˆk k k k  p r p ,                                           （2.255） 
（2.247）式を使用して，（2.248）式を変形すると， 
0 0
1 1 1
0 0
0 0
ˆ ˆˆ ˆ
T
A
C C C AC C
A
   
 
 
  
r b x
r b x
r b x
                                 （2.256） 
となる．さらに，（2.256）式より，残差ベクトル rˆ  とオリジナルの残差ベクトル r
の関係は， 
1 1
ˆ ˆˆ ˆ
( )
A
C A C 
 
  
r b x
b x r
                                         （2.257） 
となる．次に内積を以下のように変形する． 
1 1
1
1
ˆ ˆ( , ) ( , )
( , )
( , )
k k k k
T
k k
k k
C C
C C
M
 
 




r r r r
r r
r r
                                     （2.258） 
1ˆˆ ˆ ˆ ˆ( , ) ( , )
ˆ ˆ( , )
T
k k k k
T T
k k
A C AC
C AC
 
 


p p p p
p p
                                  （2.259） 
ここで， 1 1TC C M   とおいた．オリジナルのベクトル pk と前処理後の ˆ kp には
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ˆTk kC
p p という関係式が成り立つので，（2.259）式は以下のようになる． 
ˆˆ ˆ( , ) ( , )
( , ) ( )
k k k k
k k
A A
A

 
p p p p
p v v p                                   （2.260） 
また， ˆTk kC
p p という関係式から，（2.249）式を（2.261）式に変形する． 
0 0
1
0 0
1
0 0
ˆ ˆ
TC C
M
 



 
p r
p r
p r
                                              （2.261） 
よって，（2.258），（2.260）式を用いると，（2.251），（2.254）式は次式のように変形で
きる． 
1( , )
( , )
k k
k
k
M

 r r
p v
                                            （2.262） 
1
1 1
1
( , )
( , )
k k
k
k k
M
M
   r rr r                                           （2.263） 
次に，解ベクトル ˆ kx は（2.247）式と ˆ
T
k kC
p p から次式のように変形できる． 
1
1
1
ˆ ˆ ˆk k k k
T T T
k k k k
k k k k
C C C




  


 
 
  
x x p
x x p
x x p
                                  （2.264） 
残差ベクトル kˆr は（2.247），（2.257）式， ˆ
T
k kC
p p を使用して，次式のように変形す
る． 
1
1 1 1
1
1
1
ˆˆ ˆ ˆ
( )
k k k k
T T
k k k k
k k k k
k k k k
A
C C C AC C
A
A





   



 
 
 
   
r r p
r r p
r r p
r r v v p
                        （2.265） 
最後に，修正ベクトル ˆ kp を（2.257）式と ˆ
T
k kC
p p を使用して，以下のように変形
する． 
1 1
1
1 1
1
1 1
1
1 1
ˆ ˆ ˆ
( )
k k k k
T T
k k k k
T
k k k k
T
k k k k
C C C
C C
M M CC




 

 
 
 

 
 
 
 
   
p r p
p r p
p r p
p r p 
         （2.266） 
以上より，前処理付き CG 法のアルゴリズムは図 2.12 のようになる．前処理付き 
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CG 法のアルゴリズムは M 1 の計算が新たに追加され，M 1 の計算が，前処理を行う
ことに帰着される．ここで，CG 法，前処理付き CG 法の一反復当たりの計算コスト
を表 2.3 に示す．ここで，表中に記載されている演算は，Au：行列ベクトル積，C1u：
前進代入，CTu：後退代入，(u, v)：内積，u + v：ベクトル和，u：スカラ・ベクト
ル積である．反復解法では一反復当たりの演算時間に反復回数を乗じた値が総計算時
間となる．前者の演算時間には，行列ベクトル積と前進・後退代入の処理が含まれて
おり，それらが大部分を占める．それゆえ，これら二つの計算部を高速化することが
重要となる． 
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図 2.12 前処理付き CG 法のアルゴリズム 
 
 
表 2.3 前処理付き CG 法の計算コスト 
solver Au C1u CTu (u, v) u + v u
CG 1 0 0 2 3 3
precond. CG 1 1 1 3 3 3
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２.３.４ MRTR 法 
CG 型の三項漸化式に基づく最小残差法（Minimized Residual method based on the 
Three-term Recurrence formula of CG-Type，MRTR 法）は残差最小化に基づくクリロフ
部分空間法の一反復解法である．MRTR 法は，共役残差法（Conjugate Residual Method，
CR 法）と同値な算法であり，毎回の反復で得られる残差ノルム ||rk+1|| が単調減少す
る．CG 法では，残差ノルムが振動しながら減少するため，MRTR 法が CG 法よりも
収束までに要する反復回数を削減できる可能性がある． 
MRTR 法では，（2.267）～（2.269）式に示す三項漸化式 Hk() を用いて残差 rk を
（2.270）式で表記する． 
0 ( ) 1H                     （2.267） 
1 0 0( )( ) 1 ( )H H               （2.268） 
11 ( )( ) 1 ( ) ( )k k kk kkH H H                   （2.269） 
0( )k kH r r               （2.270） 
以上の式は，非対称行列を解く際のランチョス過程（Lanczos process）に基づく積型
反復解法が基になっている．ランチョス過程は，グラム・シュミットの直交化法が基
となっており，クリロフ部分空間 Kk(A; u) において直交化を行うと（2.271）式が得
られる． 
1
1 1 1
1 1
( , ) ( , )
( , ) ( , )
k k k k
k k k k k
k k k k
A AA   
 
     
u u u uu u u u
u u u u
             （2.271） 
ここで，k+1は，任意のパラメータであり，他の条件を課して決める．（2.271）式は，
uk，uk1を用いて uk+1 を計算する三項漸化式であることが特徴である．なお，（2.271）
式に基づくランチョス過程を用いても CG 法のアルゴリズムが導出できる．以上のラ
ンチョス過程を応用し，非対称行列用の解法が考案されている． 
以上のランチョス過程に基づいて MRTR 法の加速多項式 Hk()が設計される．詳し
い導出過程は文献［58］に記載されているので，ここでは MRTR 法のアルゴリズムを
図 2.13 に示すだけにする．また，比較のために CG 法，CR 法実用版のアルゴリズム
も示した．また，これら線形解法の計算コストを表 2.4 に示す．行列ベクトル積が 1
回であるため，各種解法の計算コストはほぼ同程度である． 
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1k k k  r r v
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( , )
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k
k k
   r r
r r
1 1k k k k  p r p
1 2 1 1|| || ( , )k k k  r r r
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(a) CG                            (b) CR 
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(c) MRTR 
図 2.13 線形解法のアルゴリズム 
 
表 2.4 線形解法の計算コスト 
linear solver Au (u, v) u + v u
CG 1 2 3 3
CR 1 4 4 4
MRTR 1 4 4 4
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２.３.５ 前処理付き MRTR 法 
前処理付き MRTR 法［66］のアルゴリズムを図 2.14 に示し，この解法の計算コスト
を表 2.5 に示す．なお，比較のために前処理付き CG 法のアルゴリズムと計算コスト
も示した．前処理付き MRTR 法の導出は，前処理付き CG 法と同じ手順で導出できる
ので，ここでは導出過程を割愛する．前処理付き CG 法と MRTR 法は行列ベクトル積
Au と前進代入 C1u，後退代入 CTu の回数が同じであるため，一反復当たりの計算コ
ストはほぼ同等となる． 
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(a) Preconditioned CG               (b) Preconditioned MRTR 
図 2.14 前処理付き線形解法のアルゴリズム 
 
 
表 2.5 前処理付き線形解法の計算コスト 
solver Au C1u CTu (u, v) u + v u
precond. CG 1 1 1 3 3 3
precond. MRTR 1 1 1 4 6 6
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２.３.６ 前処理の種類 
本項では，下三角行列 C の構成法について述べる．代表的な前処理として対角スケ
ーリング，不完全コレスキー（IC）分解，対称ガウスザイデル（SGS）［67］がある．こ
こでは，IC分解と SGS前処理について説明する．まず，IC分解では，係数行列を（2.272）
式のように分解し，前処理で使用する C を（2.273）式とする． 
T TA LDL R CC R               （2.272） 
1 / 2C LD               （2.273） 
ここで，L は対角成分を含む下三角行列，D は対角行列，R は誤差行列である．L の
成分 lijと D の成分 diiの計算には（2.274），（2.275）式を使用する． 
1
1
1
2
1
( )
( )
j
i j i k j k kk
k
i j i
ii i k kk
k
a i jl l d
l
a l d i j




      
          （2.274） 
1i i i id l            （2.275） 
ここで， ija は係数行列 A の i 行 j 列成分とする．不完全分解中に liiが負となる場合，
対角項 aii にシフトパラメータ［31］―［33］を乗じて，IC 分解を行う．前進・後退代入
において，連続メモリアクセスとループ内の乗算の回数を減らすために（2.276）式の
変形を行う［30］． 
1( ) ( )T TLDL LD D LD                         （2.276） 
ここで，行列・行列積 LD  の対角項は 1 となる．よって，（2.276）式を使用した前進・
後退代入の手順は以下のようになる． 
1. ( )LD y v              （2.277） 
2. Dz y             （2.278） 
3. ( )TLD u z              （2.279） 
対称ガウスザイデル（Symmetric Gauss-Seidel，SGS）前処理は，定常反復法の一つ
であるガウスザイデル法を基にしている．この前処理では，まず対角スケーリング後
の係数行列 A を（2.280）式のように和の形に分離する． 
TA L I L               （2.280） 
（2.280）式より，前処理で用いる C を（2.281）式と定義する． 
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C L I              （2.281） 
（2.281）式は，係数行列の下三角部分をそのまま流用することができ，作成が容易と
いうメリットがある． 
２.３.７ Eisenstat の方法を導入した前処理付き線形解法 
前節で述べた前処理付き CG 法と MRTR 法では，前進代入と後退代入が新たに必要
となるため，前処理無し線形解法よりも一反復中の計算量が約 2 倍となる．これに関
して，Eisenstat は前処理による条件数の改善と計算コストの削減を同時に実現できる
手法を提案した［45］． 
通常の前処理付きアルゴリズムでは，前処理前の変数に変換していたが，この方法
では前処理後の行列とベクトルを使ってアルゴリズムを構築する．まず，前処理後の
線形方程式を次式に示す． 
ˆ ˆˆA x b              （2.282） 
ここで，（2.282）式中の Aˆ， xˆ， bˆ ，は，以下の式で表される． 
1ˆ TA C AC              （2.283） 
ˆ TCx x             （2.284） 
1ˆ C b b             （2.285） 
前処理後の行列とベクトルを使用する場合，前処理後の残差 rˆ も必要となる． rˆ は
（2.286）式で計算される． 
1 1
1
1
ˆ ˆˆ ˆ
( )( )
( )
T T
A
C C AC C
C A
C
   


 
 
 

r b x
b x
b x
r
          （2.286） 
Eisenstat の方法で用いる前処理行列 M は，（2.287）式とする． 
1ˆ ˆ ˆ( ) ( )T TM CC L D D L D             （2.287） 
（2.287）式における下三角行列 L は，対角項を含まない係数行列の下三角部とする．
Dˆは任意の対角行列とする．対称ガウスザイデル前処理を使用する場合，（2.287）式
は（2.288）式のように書ける． 
( ) ( )TM CC L I L I              （2.288） 
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これら前処理後の行列とベクトルを使用してアルゴリズムを構築すると，行列ベクト
ル積 ˆ ˆA r  が必要となるが，（2.280）式に示す係数行列の分離を利用することで，次
式のように変形できる． 
 
 
 
1
1
1
1 1
1
ˆ ˆ ( ) ( ) ˆ
( ) ( ) ( ) ˆ
( ) ( ) ( ) ( ) ˆ
( ) ( ) ( ) ( ) ˆ
( ) ˆ ( ) ˆ ( ) ˆ
T
T T
T T
T T
T T
A L I A L I
L I L I L L I
L I L I L I I L I
I L I L I L I L I
L I L I L I
 
 
  
   
  
  
    
      
      
     
r r
r
r
r
r r r
              （2.289） 
（2.289）式のように変形することで，前進代入と後退代入を一回ずつ行えば行列ベク
トル積が計算され，行列ベクトル積の演算を省略できることを表している．よって，
Eisenstatの方法を使用すれば，一反復当たりの行列演算が前進・後退代入だけとなり，
通常の前処理付き線形解法よりも計算コストを抑えることが可能である．図 2.15 に
Eisenstat の方法を適用した CG 法［68］と MRTR 法のアルゴリズム［69］を示す．Eisenstat
の方法を使用すれば，行列ベクトル積の計算コストが削減され一反復当たりの演算回
数を削減できる．一方，収束判定に使用する残差が前処理後のものであるため，前処
理前の残差に戻す余計なコスト（下三角行列・ベクトル積 Cu）が必要である．この
演算は前進代入とほぼ同等な計算コストであるため，解析モデルによっては収束判定
に多大な計算時間が必要となる．そこで，収束判定の計算コスト削減のために，前処
理後の残差ベクトルを用いた次式の収束判定の使用を考える． 
1
ˆˆ|| || || ||k  r b                （2.290） 
ここで，は収束判定基準である． bˆ は前処理後の右辺ベクトルであり，（2.291）式
のような関係がある． 
1ˆ C b b                                             （2.291） 
本論文では，（2.290）式に基づく収束判定を Eisenstat の方法を導入した対称ガウスザ
イデル前処理に適用する．表 2.6 に Eisenstat の方法を導入した前処理付き線形解法の
計算コストを示す．ここで，前処理の略記 ESGS，EDIC は，Eisenstat の方法を導入し
た SGS，DIC 前処理であり，MESGS は，前処理後の残差により収束判定を行った ESGS
前処理を示す．各アルゴリズムの計算コストは，Au：行列ベクトル積，Cu：下三角
行列・ベクトル積，C1u：前進代入，CTu：後退代入を計算コストが支配的であると
して，計算量を見積もっている．これより，ESGS，EDIC 前処理を用いた計算コスト 
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(a) Preconditioned CG supported by Eisenstat’s technique 
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(b) Preconditioned MRTR supported by Eisenstat’s technique 
図 2.15 Eisenstat の方法を導入した前処理付き線形解法のアルゴリズム 
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は，ICCG 法の計算コストに対して，10 % 程度削減できる．これは，下三角行列・ベ
クトル積のオーバーヘッドに起因している．一方，下三角行列・ベクトル積を省略し
た MESGS 前処理では，通常の解法よりも 40 % 程度計算コストを削減できているこ
とが分かる． 
 
表 2.6 Eisenstat の方法を導入した前処理付き線形解法の計算コスト 
linear 
solver precond. Au Cu C
1u CTu (u, v) u + v u app. costs per one it.(Au + Cu + C1u + CTu)
CG
IC 1 0 1 1 4 3 3 1.0
DIC 1 0 1 1 4 3 3 1.0
EDIC 0 1 1 1 5 5 3 0.9
SGS 1 0 1 1 3 3 3 1.0
ESGS 0 1 1 1 3 5 3 0.9
MESGS 0 0 1 1 3 5 3 0.6
MRTR
IC 1 0 1 1 5 6 6 1.0
DIC 1 0 1 1 5 6 6 1.0
EDIC 0 1 1 1 6 6 4 0.9
SGS 1 0 1 1 4 6 6 1.0
ESGS 0 1 1 1 4 6 4 0.9
MESGS 0 0 1 1 4 6 4 0.6
 
app. computational costs: Au  0.4,  Cu  0.3,  C1u  0.3,  CTu  0.3 
 
２.４ 結言 
本章では，辺有限要素解析の概要と前処理付きクリロフ部分空間法のアルゴリズム
を示した．本章を要約すると次のようになる． 
（1）Maxwell 方程式をガラーキン法により離散化する手順について，2.2 節で概説す
ると共に，四面体と六面体要素の辺形状関数についても示した． 
（2）有限要素法から得られる線形方程式の求解法を 2.3 節に示した．前処理無し CG
法では，一反復当たりに行列ベクトル積を一回計算する必要があり，この演算
部が総計算時間の大部分を占める．また，前処理無し MRTR 法でも行列ベクト
ル積が一回であるので，CG 法と計算コストが概ね同等である． 
（3）前処理付き CG 法あるいは MRTR 法では，行列ベクトル積と前進・後退代入が
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主要計算部となる．よって，前処理無しの解法よりも一反復当たりの演算量が
増加する． 
（4）行列ベクトル積を前進・後退代入の演算に置き換える Eisenstat の方法を示した．
この方法を用いれば，従来の前処理付き解法よりも行列ベクトル積の演算コス
トを削減できる．さらに，収束判定に前処理後の残差を用いることで，収束判
定に必要な下三角行列・ベクトル積を省略できる． 
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第３章 マルチカラーオーダリングを援用した 
前処理付き MRTR 法の並列化 
 
３.１ 緒言 
Maxwell 方程式の弱形式を解くための線形解法として，不完全コレスキー分解付き
共役勾配（ICCG）法［28］の実用性が示され［32］，数多くの研究機関で使用されている．
しかし，問題によっては残差ノルムが振動し，収束特性が悪化するケースもあり，常
に ICCG 法が最適な解法とは言い難い．これに対して，筆者らは前処理付き CG 型の
三項漸化式に基づく最小残差（MRTR）法［58］－［60］の有効性を検討した．磁気シール
ドや MRI などの静磁界解析，IPM モータ等の時間領域動磁界解析において，行列ベ
クトル積を省略できる Eisenstat の方法［45］，［69］を導入した対称ガウスザイデル前処理
付き MRTR（MESGS-MRTR）法が，ICCG 法よりも概ね高速に求解できることを明ら
かにした［70］． 
一方，大規模電磁界解析では，逐次で MESGS-MRTR 法を実行しても，主要計算部
である前進・後退代入に多くの計算時間が必要となる．前進・後退代入のさらなる高
速化を達成するには，前進・後退代入を並列化することが考えられる．Eisenstat が提
案した行列ベクトル積の定式化で現れる前進・後退代入では，係数行列の全ての非零
要素を前処理として使用しなければならない制約がある．よって，対角ブロック内の
非零要素を使用するブロック化前処理［41］を適用する場合，ブロック外の非零要素を
考慮する定式化に変更しない限り，行列ベクトル積を並列化できない［51］．そこで筆
者らは，全ての非零要素を使用するマルチカラーオーダリング（MC）［25］，［42］による
並列化 MESGS 前処理を提案した［43］．本章では，提案手法の有効性を Reverse 
Cuthill-McKee（RCM）オーダリング［46］付きブロック化前処理と比較した．さらに，
周波数領域辺有限要素解析から得られる複素対称線形方程式に対する MC オーダリ
ングを使用した MESGS 前処理付き COMRTR 法［71］，［72］の並列性能も検討する． 
 
３.２ 並列化の実装法 
逐次実行のプログラム（実行時間 T）を p 台の計算機を使って，T / p の計算時間に
まで高速化することが並列化の最終目標である．この節では，並列計算の実装方法に
ついて行列ベクトル積を例にとって説明する． 
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３.２.１ 並列計算機の分類 
並列計算機の分類について，メモリ構成の観点から説明する．図 3.1 に分散メモリ
型並列計算機の概念図を示す．分散メモリ型とは，CPU とメモリという一つの計算機
システムがネットワークで結合されているシステムのことを指す．このときの計算を
行う一つの実行単位のことをプロセスと呼び，プロセス毎で並列に計算することをプ
ロセス並列と呼ぶ．プロセス並列化を行う規格として，MPI（Message Passing Interface）
［73］－［75］が広く使用される．プロセス並列化の最大の特徴は，プロセス毎でメモリ空
間が独立に定義されることである．例えば，あるプロセス 0 がプロセス 1 にあるデー
タが欲しいときには，ネットワークを経由してデータの通信が必要となる．したがっ
て，プロセス間の通信量が最小となるようにデータを分散しなければならず，プログ
ラムが複雑になるのがデメリットである．また，通信をユーザーが明示的に記述しな
ければならないという手間もある．一方，メリットは計算機をネットワークで接続す
ればいくらでもプロセスを増やすことができるため，大規模化が容易であることであ
る．また，スレッド並列化よりも一般に並列性能（scalability）が高いという特徴もあ
る．近年では MPI における消費メモリの低減を目的として，後述するスレッド並列化
を組み合わせたハイブリッド並列化の検討も盛んである． 
次に，複数の CPU から共通に見えるメモリがある並列計算機を共有メモリ型の並
列計算機と呼ぶ．図 3.2 に共有メモリ型並列計算機の概念図を示す．各 CPU のコアが
必要な情報を一つのメモリ空間から取りにいく．メモリ空間が共通している場合，計
算を行う一つの実行単位のことをスレッドと呼び，スレッド毎で並列に計算すること
をスレッド並列と呼ぶ．つまり，プロセスの中にスレッドが包含していることになる．
スレッド並列化の規格として，OpenMP［76］，［77］が最も広く使用されている．スレッド
並列化のメリットは，並列化のプログラムが非常に容易となることである．一方，デ
メリットは互いに異なるスレッドが同じデータを呼び出すときに，衝突が起きること
である．そのため，高スレッド実行時に性能が出ない恐れがある．また，集中メモリ
型計算機であれば，MPI も使用可能である． 
また，OpenMP とは違った集中メモリ環境での並列実装法として，CUDA［78］－［80］
による GPU 並列化がある．GPU の 1 スレッドは CPU の 1 スレッドよりも性能は劣る
ものの，スレッドの数が膨大であるため，並列処理により計算時間を大幅に削減する
ことができる．また，CPU よりも GPU のメモリバス幅の方が大きいため，大規模な
データを扱う演算においてデータの読み書きが高速となる．プログラムの記述では，
C 言語のプログラムに，GPU で演算させたい処理について CUDA 専用の命令を記述
する．この命令には，GPU のスレッドをどれだけ使用するか，他の GPU 演算命令（カ
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ーネル）と同時実行するか否か等も設定できる．GPU では非常に多くのスレッドを扱
うことができるため，演算系統が図 3.3 のように Grid，Block，Thread に分割されて
いる．これらの値は使用するアーキテクチャや問題に依存するので，解析を行う前に
パラメータサーベイを行う必要がある． 
 
キャッシュ
ネットワーク
PU0 PU1 PU2 PU3
メモリ
 
図 3.1 分散メモリ型並列計算機 
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図 3.2 共有メモリ型並列計算機 
 
Grid
Block Thread
 
図 3.3 GPU におけるスレッドの取り扱い 
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３.２.２ MPI 
MPI は米国アルゴンヌ国立研究所及び，ミシシッピ州立大学で開発されたプロセス
並列化を行うための規格の一つである．本項では，最低限の MPI 関数を紹介し，これ
らを使用した行列ベクトル積のプログラム例を示す． 
（a）システム関数 
MPI を使用するのに必ず使用する関数として，プログラムの始めに書く MPI_Init
（MPI 環境の初期化処理），MPI_Comm_rank（コミュニケータで指定したグループ内
での自分のランクを得る），MPI_Comm_size（プロセス数の取得）とプログラムの最
後に書く MPI_Finalize（MPI 環境の終了処理）がある． 
（b）1 対 1 通信関数 
あるプロセスから別のプロセスへデータを転送する関数として，MPI_Send（デー
タの送信），MPI_Recv（データの受信）を使用する． 
（c）1 対全通信関数 
1 つのプロセス上のメッセージを他のプロセス全てに渡す関数として，MPI_Bcast
が定義されている．逆に，他の全てのプロセスで計算した結果をある 1 つのプロセス
に集めるための関数が，MPI_Gatherである． 
（d）集団通信関数 
並列処理を構成する全プロセスが，通信と計算を行うことで処理を進める関数であ
り，リダクション関数とも呼ばれる．例えば，互いに異なるプロセスが違う数値を保
持しており，それらの数値を足し合わせたいときに使用する．数値計算では，内積の
並列化に使用する．リダクション関数には，MPI_Reduce，MPI_Allreduceなどが該
当する． 
（e）CRS 形式による疎行列情報の格納 
CRS 形式とは，疎行列を行方向に探索し，零要素を省き一次元配列に格納する方式
である．CRS 形式について説明するために，次式示す正方行列 A（行数：n  4，非零
要素数：nz  8）を例にとって説明する． 
4 0 0 1
0 2 0 0
2 0 6 3
0 1 0 5
A
       
       （3.1） 
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CRS 形式を用いて一次元配列に格納すると図 3.4 のようになる．ここで，valは非零要
素の値，colind は列番号，rowptr は val と colind における各行の先頭のインデックス
を示す．なお，図 3.4 における val，colind，rowptr の各数列の下にある数字は配列の
添え字である．本論文では C 言語を使用するため，配列の添え字は 0 から始まる．し
かし，添え字を 1 から始めた方がプログラム実装の手助けとなるので，添え字が 1 か
ら始まるように配列を定義することとした．CRS 形式により疎行列を格納した場合，
疎行列ベクトル積は図 3.5 のようにプログラム実装すればよい．ここで，DoF は未知
変数の数，x(i) は行列ベクトル積 y  Ax におけるベクトル x を格納する配列，y(i) は
計算結果を格納する配列である． 
 
val :
colind :
rowptr :
4 1 2 2 6 3 1 5
1 2 3 4 5 6 7 8
1 4 2 1 3 4 2 4
1 2 3 4 5 6 7 8
1 3 4 7 9
1 2 3 4 5
 
図 3.4 CRS 形式 
 
 
1. do i  1, DoF
2. sum  0
3. do j  rowptr(i), rowptr(i  1)  1
4. sum  sum  val(j)  x(colind(j))
5. end do
6. y(i)  sum
7. end do
 
図 3.5 CRS 形式を使用した疎行列ベクトル積の実装法（逐次版） 
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（f）MPI を使用した行列ベクトル積のプログラム実装 
これまで述べた関数を使用して，並列化した行列ベクトル積のプログラムを構築す
ると図 3.6 のようになる．このプログラムでは，行列の格納方式に CRS 形式を採用し
ている．行列の分割には，未知変数の数を使用するプロセス数で除して担当する行を
決める，行方向分散方式を使用した．この方式では，使用する行列とベクトルが既に
既知であり，行列の分割をするだけで並列化が容易という利点がある．しかし，この
プログラムには欠点がある．それは行列のデータが完全に分散されていないことであ
る．このプログラムでは，逐次実行時と同じ行列データが全てのプロセスに定義され
ているため，メモリの消費が逐次計算に比べて大幅に大きくなる．つまり，全プロセ
スで逐次計算と同じサイズを持つ配列をそれぞれ確保する．それゆえ，プログラムを
書く際には逐次計算で使用する係数行列のデータ量と全プロセスに分散した係数行
列のデータ量とを同じになるようにしなければならない． 
また，行列のデータは反復計算で変化しないが，掛け合わせるベクトルのデータは
変化するので，必ずベクトルの通信が必要である．この通信は行列ベクトル積の並列
性能に大きく左右するので，その実装法に注意が必要である．仮に，行列の非零デー
タが対角に集まっていた場合，集団通信関数よりも 1 対 1 通信の方が少ない通信時間
に抑えられる．逆に，行列のデータが対角に集まっておらず，ランダムに配置されて
いる場合，1 対 1 通信よりも集団通信の方が高速になるケースもある．このように，
行列ベクトル積は並列化が容易であるが，行列格納方式と通信方法によって，並列性
能に大きく影響するため，実装に注意を要する．よって，Reverse Cuthill-McKee を使
用する場合では 1 対 1 通信，マルチカラーオーダリングでは集団通信を使用した方が
良い． 
３.２.３ OpenMP 
OpenMP は非営利団体 OpenMP Architecture Review Board（ARB）によって規定され
ているスレッド並列化の規格である．共有メモリ型並列計算機用のプログラムの並列
化を記述するための指示文，ライブラリ関数，環境変数などが規定されている．
OpenMP の特長は，1．MPI よりも簡単かつ短いコード量で記述できる，2．逐次プロ
グラムから段階的に並列化していくことが可能，という点がある．なお，MPI は集中
メモリ型並列計算機でも使用可能であるが，OpenMP は分散メモリ型計算機では使用
できないことに注意しなければならない．OpenMP では，プラグマ・ディレクティブ
（#pragma）と呼ばれるコンパイラへの命令文を用いて記述する．以下に，OpenMP
で必要となる指示文，指示節，実行時ライブラリ関数について述べる． 
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#include <stdio.h>
#include "mpi.h"
int main(int argc, char **argv)
{
MPI_Init(&argc, &argv);
MPI_Comm_size(MPI_COMM_WORLD, &nprocs);
MPI_Comm_rank(MPI_COMM_WORLD, &myrank);
/*‐‐‐‐‐ブロック幅の設定 ‐‐‐‐‐*/
local_n = DoF / nprocs;
for (i = 0 ; i < nprocs ; i++) {
ist[i] = i * local_n + 1;
ied[i] = (i + 1) * local_n;
}
ied[nprocs ‐ 1] = DoF;
/*‐‐‐‐‐ベクトルの通信 ‐‐‐‐‐*/
MPI_Allgatherv(MPI_IN_PLACE, itd, MPI_DOUBLE
, &x[1], irnew, idnew, MPI_DOUBLE
, MPI_COMM_WORLD);
/*‐‐‐‐‐行列ベクトル積 ‐‐‐‐‐*/
for (i = ist[myrank] ; i <= ied[myrank] ; i++) {
sum = 0.0;
for (j = rowptr[i] ; j <= rowptr[i + 1] ‐ 1 ; j++) {
sum += val[j] * x[colind[j]];
}
y[i] = sum;
}
MPI_Finalize();
return 0;
}
 
図 3.6 MPI を使用した行列ベクトル積の並列化例 
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（a）指示文 
最も簡単な指示文として #pragma omp parallel が定義されており，この指示文
の次の 1 文またはブロックが並列化できる．for 文の並列化には #pragma omp 
parallel を使用する．基本的には，for ループの並列化が OpenMP による実装の大
部分を占めることから，ループ内の実装法にも注意を要する．特に，次に述べる指示
節との組合せによって並列性能に大きな影響を与える． 
（b）指示節 
MPI ではプログラムで定義した変数はプロセス毎にメモリに定義され，別々の数値
を格納することができる．一方，OpenMP では共有メモリゆえ，デフォルトではスレ
ッド毎に違う数値を格納しない．もし，プログラム上では一つの変数を定義し，実行
時ではスレッド毎に異なる数値を格納したいとき，private 指示節を追加する必要があ
る．private 指示節は，#pragma omp for の指示文の後ろに追加し，#pragma omp for 
private(i, j) のように記述する．特に，二重ループを構築するときに，private 指
示節を使用しないと逐次計算の結果と並列計算の結果が異なるといったバグが生じ
るため，注意を要する． 
（c）実行時ライブラリ関数 
OpenMP では指示文以外にも役に立つ実行時ライブラリ関数が提供されている．実
行時ライブラリ関数を利用する場合には，プログラムの先頭部分に#include 
<omp.h> を記述する．ここでは，プログラム作成に便利な関数を紹介する．自分の
スレッド番号を得る関数に int omp_get_thread_num(); がある．また，MPI のよ
うに並列台数を事前に指定したい場合，void omp_set_num_threads(int); が使用
できる． OpenMP で並列化した部分の計算時間測定関数として， double 
omp_get_wtime(); が定義されている．計測開始時点と終了時点の 2 箇所でこの関
数を呼び出し，その差を経過時間とする． 
（d）行列ベクトル積のプログラム例 
OpenMP による行列ベクトル積のプログラム例を図 3.7 に示す．行列の分割には行
方向分散，行列の格納には CRS 形式を採用している．MPI と違って行列データの分
散が必要でないため，並列実装を容易にでき通信を明示的に示す必要がない．このプ
ログラムで注意しなければならないことは，private 変数の定義である．二重ループ内
でループカウンタと変数を private 変数にしなければ，各スレッドで値が共有となって
しまい，計算結果が逐次と異なる恐れがある． 
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#include <stdio.h>
#include <omp.h>
int main(void)
{
omp_set_num_threads(nthread);
#pragma omp parallel for private(ins, ina, sum, j, hij, jnf)
for (i = 1 ; i <= DoF ; i++) {
sum = 0.0;
for (j = rowptr[i] ; j <= rowptr[i + 1] + 1 ; j++) {
sum += val[j] * x[colind[j]];
}
y[i] = sum;
}
return 0;
}
 
図 3.7 OpenMP を使用した行列ベクトル積の並列化例 
 
 
３.２.４ MPI と OpenMP を使用したときの並列性能 
ここでは，係数行列の下三角部のみを使用した行列ベクトル積の逐次計算とフルマ
トリクスで定義した係数行列による並列計算の計算時間を比較する．図 3.8 に示す
MRI モデル（節点数：93,879，要素数：87,120，DoF：1,014,600，非零要素数：82,050,304）
を採用し，使用する計算機は，Intel Xeon E5-2687W v2（8 core × 2，3.4 GHz & 
memory：32 GB）とした．全ての成分が 1.0 である列ベクトルを係数行列に掛ける計
算を 1,000 回行い，その合計の計算時間を測定した．なお，MPI では列ベクトルの通
信時間も含める．なお，使用するオーダリングとして，RCM，文献［42］と［43］で
使用されているマルチカラー（AMC）オーダリングを採用した． 
まず，係数行列の非零要素分布を図 3.9 に示す．（b）より，RCM では非零要素が対
角部に集まっているのに対して，（c）の AMC ではバンド幅がオリジナルよりも大き
く，非零要素が隅々まで分布しているのが分かる．表 3.1 に下三角部のみを使用した
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逐次計算の結果を示す．オリジナルの係数行列よりも RCM の方が高速であり，AMC
はオリジナルの場合よりも 3 倍以上の計算時間を必要とした．次に，フルマトリクス
で定義したオリジナルの係数行列における並列計算の結果を表 3.2 に示す．下三角部
のみを使用した逐次の結果（表 3.1），及びフルマトリクスで定義された配列を用いた
逐次の結果（表 3.2）を比較すると，下三角部のみを使用した場合の方が高速であっ
た．MPI では行列ベクトル積を実行する前に通信を行っており，通信時間が表中の計
算時間に含まれるため，OpenMPよりもMPIの方が若干多くの計算時間を必要とする．
このため，OpenMP の方が MPI よりも並列性能が良好であった．表 3.3 に示す RCM
の結果もオリジナルの場合と同様な傾向が見られた．一方，表 3.4 の AMC の結果を
比較すると，オリジナルの場合，RCM を使用する場合よりも計算時間を多く必要と
したが，良好な並列性能であった． 
 
x
y
z
pole piece: SS400
yoke: SS400
prop: SS400
magnet: Br = 1.2 T
gradient coil24
0
20
(unit: mm)
13
75
 
図 3.8 MRI モデルのメッシュ 
 
 
(a) Original                 (b) RCM                   (c) AMC 
図 3.9 MRI モデルにおける係数行列の非零要素分布 
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表 3.1 下三角部のみを使用した逐次計算結果 
Ordering elapsed time [s]
－ 53.1
RCM 44.0
AMC 162.0
 
 
表 3.2 オリジナルの係数行列を使用した並列計算の結果 
(a) MPI                            (b) OpenMP 
Np elapsed time [s] scalability
1 71.2 1.0
2 39.6 1.7
3 31.3 2.2
4 28.6 2.4
5 30.4 2.3
6 30.4 2.3
   
Np elapsed time [s] scalability
1 71.2 1.0
2 39.1 1.8
3 30.1 2.3
4 27.4 2.5
5 27.8 2.5
6 26.8 2.6
 
 
表 3.3 RCM 後の係数行列を使用した並列計算の結果 
(a) MPI                            (b) OpenMP 
Np elapsed time [s] scalability
1 62.2 1.0
2 39.6 1.5
3 31.2 1.9
4 28.9 2.1
5 31.4 1.9
6 30.0 2.0
   
Np elapsed time [s] scalability
1 62.2 1.0
2 39.2 1.5
3 30.5 2.0
4 27.7 2.2
5 26.8 2.3
6 26.8 2.3
 
 
表 3.4 AMC 後の係数行列を使用した並列計算の結果 
(a) MPI                            (b) OpenMP 
Np elapsed time [s] scalability
1 176.7 1.0
2 114.9 1.5
3 108.2 1.6
4 84.3 2.0
5 75.9 2.3
6 82.5 2.1
   
Np elapsed time [s] scalability
1 176.7 1.0
2 94.0 1.8
3 76.0 2.3
4 57.4 3.0
5 48.3 3.6
6 44.5 3.9
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３.２.５ CUDA を使用したときの並列性能 
本項では，CUDA による疎行列ベクトル積の実装例と並列性能について述べる． 
（a）CUDA による疎行列ベクトル積の並列実装 
CUDAを用いた CRS 形式での疎行列ベクトル積の実装について述べる．ここでは，
単純な行分割方式による実装法について説明する．なお，本項では配列の添え字を 0
から始まるものとする．単純な行分割方式では，疎行列を行毎に区切り，それぞれを
1つのスレッドが計算する．図 3.10に各スレッドが実行する擬似コードを示す．なお，
x(i) はベクトルの値が格納された配列，y(i) は出力ベクトルの配列，id はスレッド番
号を表す． 
 
1. out  0
2. do i  rowptr(id)  1, rowptr(id  1)  1
3. out  out  val(i)  x(colind(i)  1)
4. end do
5. y(id)  out 
 
図 3.10 CUDA による疎行列ベクトル積の実装例 
 
（b）CUDA を使用したときの性能 
GPU による疎行列ベクトル積の計算時間を文献［43］に記載されている MRI モデ
ルと電気学会渦電流解析モデルを使用して数値実験を行った．解析モデルのメッシュ
を図 3.11，これらの解析条件を表 3.5 に示す．MRI モデルは，線形静磁界解析から得
られる方程式を評価の対象とし，SS400 の比透磁率を 1,000 とした．電気学会渦電流
解析モデルは，A 法による線形渦電流解析を行い，時間領域 1 ステップ目の線形方程
式を評価する．ここで，フェライトの比透磁率を 3,000，アルミニウムの導電率を
3.215107 S/m と設定した．数値実験では，表 3.6，表 3.7 に示す GPU を装備した自作
計算機を使用する．数値実験で使用したプログラムには，C 言語，CUDA が混在して
おり，コンパイラとして Microsoft Visual Studio 2010，CUDA 5.5 を使用した．また，
比較検討のために，OpenMP による疎行列ベクトル積の並列化も行った．本稿では基
礎検討のため，図 3.10 に示す CRS 形式による CUDA のプログラム，ライブラリ
CUSAPSE［81］を使用したプログラム，2 種類のプログラムの計算時間を比較した．全
ての成分が 1.0 であるベクトルを係数行列に掛ける計算を 5,000 回行い，その時間を
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測定する． 
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(a) MRI                            (b) IEEJ eddy current 
図 3.11 解析モデル 
 
表 3.5 解析モデルの諸元 
analyzed 
model discret. NoN NoE DoF nonzero
MRI 2nd-hexa 93,879 87,120 1,014,600 82,050,304
IEEJ eddy 
current 1st-tetra 439,600 2,557,135 2,983,657 48,711,313
 
 
表 3.6 計算機の仕様 
mother board ASUS Z87-PRO
CPU Intel Core i7 4770K (4 core) 4.0 GHz
memory G. Skill F3-2133C11-8GZL (DDR3-2133) 32 GB
power source GOURIKI 4-500P 500 W
 
 
表 3.7 GPU の仕様 
GPU Geforce GTX 760
CUDA cores 1152
base clock 980 MHz
memory 2048 MB
memory speed 6.0 Gbps
memory bandwidth 192.2 GB/s
power 170 W
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まず，図 3.11 に示す二種類の解析モデルに対する係数行列の非零要素分布を図 3.12
に示す．（a）は未知変数の数が（b）よりも少ないが，非零要素数が（b）の約 1.5 倍
である．一方，（b）は（a）よりも非零要素数が少ないが，行列の隅々まで非零要素
が分布するランダムな疎行列である．次に，図 3.12 の非零要素分布に対する疎行列ベ
クトル積の計算時間を表 3.8，表 3.9 に示す．なお，表中の float は単精度，double は
倍精度で計算したことを表す．ここで，simple program は図 3.10 に示す CRS 形式によ
る CUDA のプログラム，CUSPARSE はライブラリ CUSAPSE を使用したプログラム
を表す．表 3.8 の MRI では，simple program よりも OpenMP（4 スレッド）の方が高
速であった．simple program ではバンクコンフリクト，ウォープダイバージェントを
抑制するためのチューニングを行っていないためであり，さらなる改善の余地があ
る．一方，CUSPARSE を使用すると表 3.8 中で最速となった．次に，IEEJ eddy current
の結果を見ると，simple program の方が OpenMP（1 ～ 4 スレッド）よりも計算時間
が短くなった．これは，1 行当たりの非零要素数が MRI よりも少ないことに起因する．
表 3.9 中で最速となったのは CUSPARSE を使用したプログラムであり，逐次よりも
80 % 以上の高速化となった． 
 
         
(a) MRI                   (b) IEEJ eddy current 
図 3.12 非零要素分布 
 
表 3.8 MPI モデルにおける疎行列ベクトル積の性能 
data type float double
CPU
(OpenMP)
1 thread 303.7  (1.00) 344.1  (1.00)
2 thread 185.4  (0.61) 269.4  (0.78)
3 thread 174.4  (0.57) 261.6  (0.76)
4 thread 172.7  (0.56) 261.3  (0.75)
GPU
(CUDA)
simple program 349.7  (1.15) 390.6  (1.13)
CUSPARSE 53.4  (0.17) 64.3  (0.18)
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表 3.9 電気学会渦電流解析モデルにおける疎行列ベクトル積の性能 
data type float double
CPU
(OpenMP)
1 thread 310.4  (1.00) 386.6  (1.00)
2 thread 181.6  (0.58) 253.3  (0.65)
3 thread 150.6  (0.48) 223.8  (0.57)
4 thread 142.1  (0.45) 217.4  (0.56)
GPU
(CUDA)
simple program 117.4  (0.37) 192.5  (0.49)
CUSPARSE 41.7  (0.13) 77.3  (0.19)
 
 
 
３.３ 前進・後退代入の並列化手法 
本節では，前進・後退代入を並列化できるブロック化前処理とマルチカラーオーダ
リングについて述べる．前者の方法では，Reverse Cuthill-McKee（RCM）法を併用し
て，収束特性の改善を試みる．一方，後者の方法では，文献［42］と［43］で使用さ
れているマルチカラ （ーAMC）法を採用し，全ての非零要素を用いた前処理部の並列
化を試みる． 
 
３.３.１ ブロック化前処理 
ブロック化前処理［41］，［82］は，係数行列を図 3.13 のように対角ブロックを指定し，
前進・後退代入において，ブロック間にまたがる逐次処理を無くすことが可能な前処
理法である．各プロセスが 1 つのブロックを担当することにより前進・後退代入を並
列化する．この前処理の長所は，プロセス間で通信や同期が不要であり，行列ベクト
ル積よりも並列性が高いことである．一方，短所は，並列台数が増えるほどブロック
から漏れる非零要素が増加するため，収束特性が悪化することである． 
３.３.２ Reverse Cuthill-McKee オーダリングを併用したブロック化前処理 
図 3.13 のように対角近傍に非零要素が集中していない場合，プロセス数の増加と共
に，収束特性の悪化が顕著になると考えられる．非零要素を対角に集中できれば，ブ
ロック化前処理の性能が向上すると期待される．そこで，未知変数の並び替えを行う
ことで，非零要素を対角に集めることが可能な Reverse Cuthill-McKee（RCM）法［46］
を導入する．RCM 法は，幅優先探索を用いて訪れる未知変数に番号を付ける．ここ
で，図 3.14 に示すグラフ［83］を用いて，RCM 法の概略手順を以下に詳説する． 
75 
Proc. 0
Proc. 1
Proc. 2
Proc. 3
 
図 3.13 ブロック化前処理 
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図 3.14 グラフ構造 
 
（1） 全ての未知変数に対する次数を求める．次数とは，各未知変数に接続されてい
る枝の本数，つまり，対角成分を除いた非零成分の個数を意味する． 
（2） 最初に番号を付ける始点を決定し，番号 1 を割り振る．本稿では，次数が最小
となる未知変数番号を始点とした．次数の同一である未知変数が複数個存在し
た場合，最も若い番号を始点とした． 
（3） （2）で決定した始点に隣接する未知変数を探索し，次数が増す順に番号を付け
る．次数が同じものが複数存在した場合，若い番号から付け直した． 
（4） （3）で番号を付けた未知変数の集合をレベル 1 とする．レベル 1 の各未知変数
について，（2），（3）を順に行い，レベル 1 に隣接する全ての未知変数に番号を
付ける． 
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（5） 上の手続きを n 個の未知変数全てに番号が付けられるまで繰り返す． 
（6） 新しく付けられた番号 i = 1, 2, … , n に対し，n – i + 1→ i によって再び番号を
逆から付け直し，その番号付けに基づいて，係数行列の行と列を入れ替える． 
（5）までの手順でオリジナルの未知変数番号がどのように探索されるのかを表 3.10
にまとめる．ここで，Q は探索済みの未知変数番号を格納する配列，head は隣接節点
を探索する基準の未知変数番号，adj(head)は head に接続する未知変数番号である．
head には Q に入っている未知変数番号を割り当て，配列 Q の添え字の若い順に head
に代入する．adj(head)が複数存在した場合は次数の少ない順に Q に入れていき，同じ
であればオリジナルの番号の若い順に Q に入れる．このような番号付けを行うことに
より，RCM 後の未知変数番号が図 3.15，係数行列の非零分布は図 3.16 のようになる．
バンド幅が縮小されており，対角近傍に非零要素が分布している．また，オリジナル
の行列に比べて，フィルインの個数も減少するので，IC 分解や対称ガウスザイデル前 
 
表 3.10 Cuthill-McKee 法における未知変数番号の探索 
Q head adj(head)
1 1 2, 4
1, 2, 4 2 3, 5
1, 2, 4, 3, 5 4 7
1, 2, 4, 3, 5, 7 3 6
1, 2, 4, 3, 5, 7, 6 5 8
1, 2, 4, 3, 5, 7, 6, 8 7 13
1, 2, 4, 3, 5, 7, 6, 8, 13 6 9
1, 2, 4, 3, 5, 7, 6, 8, 13, 9 8 14
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14 13 19
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19 9 10, 15
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15 14 20
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20 19 22
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22 10 11, 16
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16 15 21
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16, 21 20 23
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16, 21, 23 22 －
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16, 21, 23 11 12, 17
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16, 21, 23, 12, 17 16 －
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16, 21, 23, 12, 17 21 24
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16, 21, 23, 12, 17, 24 23 －
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16, 21, 23, 12, 17, 24 12 18
1, 2, 4, 3, 5, 7, 6, 8, 13, 9, 14, 19, 10, 15, 20, 22, 11, 16, 21, 23, 12, 17, 24, 18 － －
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図 3.15 RCM 後の未知変数番号 
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(a) Original                       (b) RCM 
図 3.16 RCM 後の係数行列の非零要素分布 
 
処理の性能向上が期待できる． 
３.３.３ マルチカラーオーダリング 
ブロック化前処理は係数行列において，一部の非零要素を無視するため， Eisenstat
の方法をブロック化前処理で処理することができない．そこで，非零要素を無視せず
前進・後退代入を並列化できるように係数行列の非零分布を並び替えるマルチカラー
オーダリング［84］［85］を導入する．本論文では，文献［42］のマルチカラーオーダリ
ングを採用した．なお，本章ではこの手法を AMC と略記する．AMC も RCM と同様
に未知変数の接続関係から未知変数の順序を入れ替え，係数行列の非零要素位置を変
える方法である．RCM では対角近傍に非零要素を集めたが，AMC は逆に対角から非
零要素を離すように未知変数の並び替えを行う．AMCによる非零分布の変化を図3.14
と同じグラフを用いて説明する． 
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AMC ではまず，係数行列の行と列番号だけの情報を基に未知変数に色を付ける．
本稿では，文献［42］に記載されている色の決定法を採用した．ここで，係数行列の
狭義下三角部を L とし，その i 行目の非零要素の数を lnz(i) ，非零要素の列番号を
lnzc(i, j)，未知変数の色を格納する配列を color(i)，使用する色数を ncolor，
未知変数の数を DoFとして，色を決定するアルゴリズムを以下に示す． 
Algorithm (determination of color) 
1.  ncolor = some value 
2.  color(1 : DoF) = 0 
3.  icolor = 1 
4.  do i = 1, DoF 
5.     j = 1 
6.     do while(j <= lnz(i)) 
7.        if (color(lnzc(i, j)) == icolor) then 
8.           icolor = mod(icolor, ncolor) + 1 
9.           j = 0 
10.       end if 
11.       j = j + 1 
12.    end do 
13.    color(i) = icolor 
14.    icolor = mod(icolor, ncolor) + 1 
15. end do 
なお，本稿で使用する色数は，未知変数の色分けができる最小色数 max(lnz(i)) + 1（i = 
1, 2, …, DoF）と設定する．色が決定した後，i = 1, 2, …, ncolor の順に従って，各々の
色に属する未知変数に番号付けを行う．なお，同じ色内に属する未知変数は，original
の未知変数番号が若い順になるように番号付けを行った．上記のオーダリングを図
3.14 のグラフに適用すると，未知変数の色とオーダリング後の未知変数番号は図 3.17
のようになる．このとき，係数行列の非零分布は図 3.18 となる．なお，使用した色数
は 3 色である．オーダリング後の非零分布より，3 つある対角ブロックがそれぞれ対
角行列となっている．このような非零配置にすることで，前進・後退代入を色毎に並
列化できる． 
次に，前進・後退代入の並列化方法について述べる．図 3.19 に 2 並列時における前
進代入の並列化方法を示す．前進代入 Ly = r （L：下三角行列，y，r : ベクトル）に
おける y の導出は，（3.2）式で実行される． 
1
1
1 i
i i i j j
jii
y r l y
l


             （3.2） 
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(b) coloring                     (c) renumbering 
図 3.17 AMC による未知変数番号の色づけとリオーダリング 
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(a) Original                       (b) AMC 
図 3.18 AMC 後の非零要素分布 
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ここで，lij は下三角行列 L の要素，yi は y の要素，ri は r の要素を示す．まず，ベ
クトル r を全プロセスで共有する．次に，color 1 では対角のみに L の要素が存在する
ため，の計算が不要となり Proc. 0 で y1 ～ y4，Proc. 1 で y5 ～ y8 が並列に求まる．
color 1 の計算が終了すれば，y1 ～ y8 を全プロセスで共有する．次に color 2 の計算
に移る．（3.2）式のの計算に必要となる yj は，color 1 で求まった y1 ～ y8 だけで
十分である．その理由は，図 3.19 において 2 行 2 列目の対角ブロック内で lij （i > j）
が零であるため，y9 ～ y16 は（3.2）式の計算で使うことはないからである．それゆ
え，の計算を並列に実行でき，Proc. 0 で y9 ～ y12，Proc. 1 で y13 ～ y16 の計算を
割り当てることができる．color 2 の計算が終了すれば，y9 ～ y16 を全プロセスで共
有する．color 3 の計算も同様に，3 行 3 列目の対角ブロック内で lij （i > j）が零とな
るため，Proc. 0 で y17 ～ y20，Proc. 1 で y21 ～ y24 を担当できる．以上より，前進代
入の並列化が可能である．後退代入は，図 3.20 に示すように color 3 ～ color 1 の順
に計算を実行すれば，前進代入と同様に並列化が可能である． 
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図 3.19 AMC 後の非零分布を用いた前進代入の並列化方法 
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図 3.20 AMC 後の非零分布を用いた後退代入の並列化方法 
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AMC の長所は，ブロック化前処理のように非零要素を無視することがないので，
並列台数を変えても収束特性がほとんど変化しないこと，Eisenstat の方法による行列
ベクトル積の計算（前進代入，後退代入で評価）を並列化できることである．一方，
AMC の短所は次の 3 点が挙げられる． 
（1） 各々の色に該当する代入計算が終了する毎に，代入演算の結果を通信しなけれ
ばいけないことである．したがって，色数が多くなれば通信時間が増加するこ
とを意味する． 
（2） RCM は対角近傍に非零要素が配置されるのでフィルインの個数が少なくなる
が，AMC はオリジナルの係数行列よりも非零要素がよりランダムな配置となる
のでフィルインの個数が増加することである．よって，AMC はオリジナルの係
数行列よりも前処理の性能が低下し，収束特性の悪化が予想される． 
（3） オリジナルの係数行列よりもキャッシュミスが増加する．（3.2）式において，下
三角行列 L は CRS 形式により非零要素を格納しているため，lij のアクセスは連
続となる．一方，yj のアクセスは不連続である．例えば，図 3.18（a）の 24 行
目に着目すると y21 と y23 が必要なのに対し，（b）の 24 行目は，y8と y15が必要
となる．すなわち，AMC 後の係数行列はオリジナルよりも列番号が疎らになる
ので，必要な yj がキャッシュに載りにくくなる．よって，メモリアクセス待ち
の増加により，行列ベクトル積と前進・後退代入の計算時間が増加する． 
 
３.３.４ Greedy 法 
グラフ構造における節点の彩色には，文献［42］，［43］のように事前に色数を決め
て節点に彩色を行うことが考えられる．この方法では，一行当たりに含まれる最大の
非零要素数，すなわちグラフの最大次数以上の色数に設定する必要がある．しかし，
電気回路方程式を連成した磁界解析では最大次数が大きくなるため，色数増加に伴
い，前進・後退代入の並列性能が劣化傾向にある．それゆえ本論文では，少ない色数
で彩色できる Greedy 法［25］を検討した．Greedy 法による彩色の概略を図 3.21 に示す．
図 3.21 はグラフ構造の一部を取り出したものであり，彩色が完了した節点（●）には
1 以上の整数で表される色番号，彩色されていない節点（○）には零を割り振る．彩
色を行う節点（□）に着目したとき，隣接する節点には色番号｛1, 2, 4, 5｝が付けら
れている．これらの色番号の中で使用されていない最も若い色番号である 3 を節点
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（□）に割り当てる．もし，色数が不足していれば，新たな色番号を追加し，それを
節点に割り当てる．以上の手順に従って全ての節点に色を付ける．なお，彩色を行う
順番に任意性があるが，本論文では簡単のため，オリジナルの未知変数が若い順に彩
色を行った． 
MC のプログラムを実装する際，係数行列の対角項を含む下三角部 Lˆの非零要素の
情報を CRS 形式で格納し，その非零要素データを使用する． Lˆの非零要素を格納す
るための配列として，i 行目に格納される非零要素の個数 nadj(i)，i 行目における非零
要素の開始インデックス row_ptr(i)，非零番号 i における列番号 nfront(i) を定義する．
ここで，i 番目の未知変数に付けられた色番号を color(i)とおくと，Greedy 法に基づく
彩色を行うアルゴリズムは，次のようになる．変数 DoF は未知変数の総数を示す． 
Algorithm (unknown coloring based on greedy method) 
1.  color(1 : DoF) = 0 
2.  do i = 1, DoF 
3.     row_ptr = row_ptr(i) - 1 
4.     i_color = 1 
5.     j = 1 
6.     do while ( j < nadj(i) ) 
7.        nij = row_ptr + j 
8.        jnf = nfornt(nij) 
9.        if ( color(jnf) ) == i_color) then 
10.          i_color = i_color + 1 
11.          j = 0 
12.       end if 
13.       j = j + 1 
14.    end do 
15.    color(i) = i_color 
16.  end do 
target node （□）
colored node （●）
1
2
5
4
0
0
uncolored node （○）
 
図 3.21 Greedy 法による節点の彩色 
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節点の彩色後，同色の節点を抽出して，オリジナル節点番号の若い順に新たな未知変
数番号を割り当てる．プログラム上では，色の識別に自然数を用いているため，色番
号の若いグループ毎に，未知変数番号のリナンバリング処理を実行する．以上の手順
を実行すると図 3.22 のように未知変数は並び替えることができ，図 3.23 のような非
零分布が得られる．この方法では陽的に色数を与える必要がないため，パラメータ設
定の観点から有効である．この作業を行えば，AMC よりも少ない通信・同期で並列
化が可能であるが，欠点として，色数が少なくなるので収束特性が悪化するといった
こともあり，AMC と概して線形解法の計算時間が変わらない恐れがある． 
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(b) coloring                      (c) renumbering 
図 3.22 Greedy 法による未知変数番号の色づけとリオーダリング 
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(a) Original                     (b) Greedy 
図 3.23 Greedy 法の使用したときの非零要素分布 
 
 
３.４ 実対称線形方程式における前処理付き MRTR 法の並列性能 
本節では，静磁界解析と時間領域渦電流解析から得られる実対称疎行列において，
AMC を使用した前処理付き MRTR 法の並列性能を検討する． 
３.４.１ 解析モデル 
（a）MRI 
MRI モデル［86］のメッシュを図 3.24（a）に示す．また，表 3.11 に解析モデルの諸
元を示す．SS400 の比透磁率は 1,000 と設定した．線形静磁界解析から得られる線形
方程式を評価対象とする． 
（b）電気学会渦電流解析モデル 
電気学会渦電流解析モデル［87］のメッシュを図 3.24（b）に示す．フェライトの比
透磁率を 3,000，アルミニウムの導電率を 3.215 107 S/m と設定した．A 法による線形
渦電流解析を行い，時間領域 1 ステップ目の線形方程式を評価する．なお，時間積分
は，後退 Euler 法により離散化した． 
（c）計算条件 
数値実験に使用する計算機は，Intel Xeon E5-2687W v2（8 core × 2，3.4 GHz & 
memory：32 GB）を使用した．プログラム言語として C 言語を使用し，並列処理の
API に OpenMP を使用した．係数行列は対称であり下三角部だけでも反復計算が可能
であるが，行列ベクトル積の並列性能が悪くなるので，下三角だけでなく上三角もメ
モリに格納する．前進・後退代入で使用する下三角行列 C は，ブロック化前処理の場
85 
合，C のみをメモリに格納，AMC では C だけでなく転置をとった上三角行列 CTもメ
モリに格納する．その格納方式には CRS 形式を採用した． 
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(a) MRI                              (b) IEEJ eddy current 
図 3.24 解析モデル 
 
表 3.11 解析モデルの諸元 
Analyzed 
model discret. NoN NoE DoF nonzero
MRI 2nd-hexa 93,879 87,120 1,014,600 82,050,304 10-6
IEEJ eddy 
current 1st-tetra 439,600 2,557,135 2,983,657 48,711,313 10
-6
MR
 
 
 
３.４.２ MRI モデルにおける各種計算手法の評価 
図 3.25 にオーダリング後の係数行列を示す．（b）に示すように RCM を導入するこ
とで対角付近に非零要素が集中していることが確認できる．また，この問題では，サ
ブパラメトリック二次辺要素により離散化しているため，未知変数が少なくても非零
要素数が多いという特徴を持つ．それゆえ，AMC で使用する最小色数も一次要素（33 
色）より多くなり，88 色を必要とする．（c）の非零分布を見ると（a）のオリジナル
よりも非零分布がランダムに配置されている． 
まず，表 3.12 に Block ICCG 法の計算結果を示す．ここで，Np はスレッド数，Au は
行列ベクトル積，L1u は前進代入，LTu は後退代入を意味する．本問題では 6 スレッ
ドと逐次実行時における反復回数に大きな差異が認められなかった．計算時間を比較
86 
すると，6 スレッド使用時では逐次よりも 2.9 倍 高速となった． 
次に，前処理付き MRTR 法の並列計算結果を表 3.13 に示す．括弧の中身に記載さ
れている計算時間の比率は，オーダリングなしの IC-MRTR 法の逐次計算を基準とし
ている．表 3.13 中の前処理付き MRTR 法は，表 3.12 の Block ICCG よりも良好な収
束特性を示した．これは，MRTR 法では残差ノルムが単調減少するため，CG 法より
も少ない反復回数で収束したことに起因する．オーダリングの有無にかかわらず，IC
分解よりも SGS 前処理の方が良好な収束特性が得られている．MESGS 前処理と SGS
前処理を比較すると，反復回数に大きな差異はない．RCM を導入した場合，バンド
幅の縮減効果によって，IC 分解と SGS 前処理の両方ともオリジナルの方程式よりも
収束特性が改善された．AMC を導入した場合，バンド幅が拡大し反復回数が増加す
る傾向にあるが，本モデルではオリジナルよりも反復回数が少なくなった．しかし，
行列ベクトル積と前進・後退代入におけるキャッシュミスの影響により，計算時間が
大幅に増加した． 
次に，並列計算時における計算結果を比較する．ブロック化前処理を導入した場合
IC 前処理の方が良好な収束特性となった．RCM を導入することにより，RCM 無しの
ブロック化前処理よりも少ない反復回数で収束している．AMC を導入した場合，前
進・後退代入で非零要素を無視しないため，収束特性が劣化しない．収束特性は RCM
無しのブロック化前処理よりも良好であったが，キャッシュミスの影響により計算時
間は劣っている．これらの中で最も高速であったのは 6 スレッド時の AMC 付き
MESGS-MRTR であり，逐次版 ICCG 法に比べて 8.2 倍高速であった．MESGS 前処理
（with AMC）を採用した場合，行列ベクトル積の計算時間が削減できるので，表 3.13
の中で最も計算時間が短い結果となった． 
 
   
(a) Original                (b) RCM                   (c) AMC 
図 3.25 MRI モデルにおける係数行列の非零要素分布 
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表 3.12 MRI モデルにおけるブロック ICCG 法の計算結果 
precond. ordering Np linear it.
elapsed time [s] scal.
(T1 / T6)Au L-1u L-Tu total (TNp)
Block
IC －
1 1,925(1.00)
150.8
(1.00)
77.1
(1.00)
82.8
(1.00)
329.2
(1.00) 2.9
6 1,924(0.99)
52.9
(0.35)
26.9
(0.34)
25.1
(0.30)
110.3
(0.33)  
conv. criterion: ||rk|| / ||b||  MR 
 
 
表 3.13 MRI モデルにおける並列化前処理付き MRTR 法の計算結果 
precond. conv.criterion ordering Np linear it.
elapsed time [s] scal.
(T1 / T6)Au L-1u L-Tu total (TNp)
Block 
IC 1
－
1 1,394(1.00)
104.0
(1.00)
52.6
(1.00)
57.3
(1.00)
234.0
(1.00) 2.6
6 1,449(1.03)
41.6
(0.40)
19.7
(0.37)
19.2
(0.33)
86.8
(0.37)
RCM
1 748(0.53)
53.1
(0.51)
26.4
(0.50)
28.0
(0.48)
119.5
(0.51) 2.5
6 807(0.57)
22.5
(0.21)
10.8
(0.20)
10.4
(0.18)
47.8
(0.20)
Block
SGS 1
－
1 1,149(0.82)
82.2
(0.79)
41.6
(0.79)
45.0
(0.78)
181.2
(0.77) 1.7
6 1,787(1.28)
49.6
(0.47)
23.7
(0.45)
22.1
(0.38)
102.0
(0.43)
RCM
1 664(0.47)
47.1
(0.45)
23.5
(0.44)
24.7
(0.43)
102.7
(0.43) 1.9
6 924(0.66)
25.9
(0.24)
12.4
(0.23)
11.4
(0.19)
53.3
(0.22)
IC 1 AMC(nc = 88)
1 1,152(0.82)
179.9
(1.72)
85.3
(1.62)
87.2
(1.52)
379.3
(1.62) 3.1
6 1,151(0.82)
56.5
(0.54)
26.2
(0.49)
26.0
(0.45)
119.3
(0.50)
SGS 1 AMC(nc = 88)
1 960(0.68)
145.1
(1.39)
68.5
(1.30)
70.1
(1.22)
294.8
(1.25) 3.1
6 960(0.68)
45.9
(0.44)
21.7
(0.41)
22.2
(0.38)
93.9
(0.40)
MESGS 2 AMC(nc = 88)
1 916(0.65)
0
(0)
66.1
(1.25)
66.7
(1.16)
141.6
(0.60) 3.5
6 916(0.65)
0
(0)
18.1
(0.34)
18.4
(0.32)
39.7
(0.16)  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
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３.４.３ 電気学会渦電流解析モデルにおける各種計算手法の評価 
図 3.26 にオーダリング後の係数行列を示す．この問題では，四面体要素の利用によ
って，オリジナルの非零要素分布においてもバンド幅が大きい．RCM を使用すれば，
大幅にバンド幅を削減できる．一方，AMC を使用すると非零要素が行列の隅々まで
分布した．このとき，AMC における色数は 28 色であった． 
まず，表 3.14 に Block ICCG 法の計算結果を示す．本問題ではスレッド数を増やす
と，反復回数が増加する傾向が見られた．計算時間を比較すると，6 スレッド使用時
では逐次よりも 2.7 倍高速となった． 
次に，前処理付き MRTR 法の並列計算結果を表 3.15 に示す．オーダリングを導入
していない場合，SGS 前処理よりも IC 分解の方が良好な収束特性が得られている．
AMC を導入したときの収束特性はブロック化前処理よりも良好であるが，キャッシ
ュミスの影響により計算時間は劣っている．最も高速であったのは，6 並列時の RCM
付き Block IC-MRTR であり，オーダリング無し逐次版 IC-MRTR よりも 3.2 倍高速で
あった．また，6 並列時の AMC 付き MESGS-MRTR は，RCM 付き Block IC-MRTR と
計算時間に大きな差異が認められなかった．収束特性はブロック化前処理よりも良好
であるが，行列ベクトル積と前進・後退代入におけるキャッシュミスが RCM 付きブ
ロック化前処理よりも増えるので，一反復当たりの計算時間が増加する．このため，
AMC 付き MESGS-MRTR は最速とはならなかった． 
 
 
 
   
(a) Original                (b) RCM                   (c) AMC 
図 3.26 電気学会渦電流解析モデルにおける係数行列の非零要素分布 
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表 3.14 電気学会渦電流解析モデルにおけるブロック ICCG 法の計算結果 
precond. ordering Np linear it.
elapsed time [s] scal.
(T1 / T6)Au L-1u L-Tu total (TNp)
Block
IC －
1 244(1.00)
19.5
(1.00)
11.6
(1.00)
13.9
(1.00)
52.4
(1.00) 2.7
6 343(1.40)
8.3
(0.42)
3.5
(0.30)
3.6
(0.25)
19.1
(0.36)  
conv. criterion: ||rk|| / ||b||  MR 
 
 
表 3.15 電気学会渦電流解析モデルにおける並列化前処理付き MRTR 法の計算結果 
precond. conv.criterion ordering Np linear it.
elapsed time [s] scal.
(T1 / T6)Au L-1u L-Tu total (TNp)
Block 
IC 1
－
1 221(1.00)
17.7
(1.00)
10.6
(1.00)
12.8
(1.00)
51.0
(1.00) 2.5
6 314(1.42)
7.6
(0.42)
3.1
(0.29)
3.4
(0.26)
19.9
(0.39)
RCM
1 200(0.90)
10.4
(0.58)
8.3
(0.78)
9.0
(0.70)
36.6
(0.71) 2.3
6 268(1.21)
5.3
(0.29)
2.8
(0.26)
2.8
(0.21)
15.7
(0.30)
Block
SGS 1
－
1 242(1.09)
19.2
(1.08)
11.6
(1.09)
13.7
(1.07)
53.1
(1.04) 2.3
6 378(1.71)
9.5
(0.53)
3.7
(0.34)
3.6
(0.28)
22.6
(0.44)
RCM
1 230(1.04)
12.0
(0.67)
9.5
(0.89)
10.2
(0.79)
39.9
(0.78) 2.1
6 338(1.52)
6.9
(0.38)
3.5
(0.33)
3.3
(0.25)
18.8
(0.36)
IC 1 AMC(nc = 28)
1 248(1.12)
56.6
(3.19)
24.5
(2.31)
25.6
(2.00)
120.3
(2.35) 3.9
6 248(1.12)
11.9
(0.67)
5.7
(0.53)
6.2
(0.48)
30.3
(0.59)
SGS 1 AMC(nc = 28)
1 259(1.17)
58.8
(3.32)
25.4
(2.39)
26.6
(2.07)
120.6
(2.36) 3.9
6 259(1.17)
13.3
(0.75)
6.2
(0.58)
6.6
(0.51)
30.3
(0.59)
MESGS 2 AMC(nc = 28)
1 255(1.15)
0
(0)
26.7
(2.49)
26.9
(2.10)
62.0
(1.21) 3.6
6 255(1.15)
0
(0)
6.5
(0.61)
6.7
(0.52)
16.8
(0.32)  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
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３.４.４ オーダリングが並列性能に与える影響 
前節までは，個々の解析モデルに対する計算結果を示した．本節では，IC-MRTR
法をターゲットとし，RCM と AMC が並列性能に与える影響について検討する．まず，
MRI モデルにおいて，オーダリング無し Block IC，RCM 付き Block IC，AMC 付き IC
前処理，それぞれを MRTR 法に適用したときの並列性能を図 3.27 に示す．通常のブ
ロック化前処理では収束特性の劣化により4スレッド以降で並列性能の飽和が見られ
た．RCM では，収束特性の劣化が改善され計算時間が減少している．しかし，ブロ
ック化前処理を使用しているのには変わりなく，オーダリング無しブロック化前処理
と同等な並列性能であった．一方，AMC は収束特性の劣化がないため，ブロック化
前処理よりも良好な並列性能が得られている．図 3.28 の電気学会渦電流解析モデルで
も同様な結果が得られた． 
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(a) Block IC-MRTR without ordering           (b) Block IC-MRTR with RCM 
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(c) IC-MRTR with AMC 
図 3.27 MRI モデルにおける IC-MRTR 法の並列性能 
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(a) Block IC-MRTR without ordering           (b) Block IC-MRTR with RCM 
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(c) IC-MRTR with AMC 
図 3.28 電気学会渦電流解析モデルにおける IC-MRTR 法の並列性能 
 
 
３.４.５ Greedy 法によるマルチカラーオーダリングの並列性能 
本節では，Greedy 法が前処理付き解法の並列性能に与える影響について検討する．
なお，比較を容易にするために，使用する線形解法を IC-MRTR のみとした．まず，
MRI モデルにおいて，Greedy 法を適用したマルチカラーオーダリングをオリジナル
の非零分布に適用すると図 3.29 のようになる．ここで，AMC は 3.3.3 項で説明した事
前に色数を設定する手法を表す．Greedy 法は AMC よりも少ない色数でグラフ上の節
点を彩色するため，ブロック対角行列のサイズが均等にならないのが特徴である．こ
のときの計算結果を表 3.16 に示す．なお，スレッド数は，飽和傾向の見られた 6 とす
る．Greedy で使用する色数は AMC の半分以下となっており，同期回数を削減できる．
92 
収束特性を比較すると AMC よりも劣化している．これは，使用する色数が少ないこ
とから生じると考えられる．それゆえ，計算時間も AMC よりも増加した．図 3.30 に
IC-MRTR 法に AMC と Greedy 法を適用したときの並列性能を示す．両者とも並列性
能に大きな差異がないことが分かる． 
次に，図 3.31 に示す電気学会渦電流解析モデルの係数行列を使用したときの計算結
果を表 3.17 に示す．MRI モデルとは違い，Greedy 法は AMC よりも収束特性の劣化
が少ない．それゆえ，Greedy 法の方が僅かながら高速に求解できた．図 3.32 に並列
性能を示す．両者とも並列性能に大きな差異がないことが分かる． 
以上より，GAMC は収束特性の観点からはあまり有効ではないが，色数の設定がな
く並列性能も同等であることから，実用上の観点からは有効である． 
 
 
   
(a) Original               (b) AMC                    (c) Greedy 
図 3.29 MRI モデルにおける Greedy 法による非零分布の変化 
 
 
表 3.16 MRI モデルにおける Greedy 法の適用結果 
precond. ordering linear it.
elapsed time [s]
Au L-1u L-Tu total
Block
IC
－ 1,449(1.00)
41.6
(1.00)
19.7
(1.00)
19.2
(1.00)
86.8
(1.00)
RCM 807(0.55)
22.5
(0.54)
10.8
(0.54)
10.4
(0.54)
47.8
(0.55)
IC
AMC
(88 color)
1,151
(0.79)
56.5
(1.35)
26.2
(1.32)
26.0
(1.35)
119.3
(1.37)
Greedy
(44 color)
1,562
(1.07)
67.2
(1.61)
26.5
(1.34)
27.5
(1.43)
132.6
(1.52)
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(a) AMC                              (b) Greedy 
図 3.30 MRI モデルにおける Greedy 法の性能 
 
 
   
(a) Original               (b) AMC                    (c) Greedy 
図 3.31 電気学会渦電流解析モデルにおける Greedy 法による非零分布の変化 
 
 
表 3.17 電気学会渦電流解析モデルにおける Greedy 法の適用結果 
precond. ordering linear it.
elapsed time [s]
Au L-1u L-Tu total
Block
IC
－ 314(1.00)
7.6
(1.00)
3.1
(1.00)
3.4
(1.00)
19.9
(1.00)
RCM 268(0.85)
5.3
(0.69)
2.8
(0.90)
2.8
(0.82)
15.7
(0.78)
IC
AMC
(28 color)
248
(0.78)
11.9
(1.56)
5.7
(1.83)
6.2
(1.82)
30.3
(1.52)
Greedy
(13 color)
258
(0.82)
11.0
(1.44)
5.1
(1.64)
5.4
(1.58)
27.6
(1.38)
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(a) AMC                             (b) Greedy 
図 3.32 電気学会渦電流解析モデルにおける Greedy 法の性能 
 
 
３.５ 複素対称線形方程式における前処理付き COMRTR 法の並列性能 
本節では，周波数領域渦電流解析，変位電流を考慮した電磁波解析から得られる複
素対称疎行列に対する前処理付き COMRTR 法の並列性能を検討する．なお，本節で
は電圧源を考慮した渦電流解析を行うため，マルチカラーオーダリングとして Greedy
法を使用した．以降，本論文では Greedy 法に基づくマルチカラー法を MC と略記す
る． 
 
３.５.１ MESGS-COMRTR 法 
複素対称版 MESGS-COMRTR 法のアルゴリズムを次に示す． 
Algorithm (MESGS-COMRTR) 
Set C L I  , TM CC , 1ˆ Cb b . 
Let x0 be 0, and put 0 0A r b x . Set 10 0ˆ C r r , 0 0ˆ ˆ y r . 
For k = 0, 1, 2, …, repeat the following steps until the condition MRˆˆ|| || || ||k r b  holds: 
ˆT kC u r , 
1ˆ ˆ ˆ( )k kA C   r u r u , 
ˆ ˆ ˆˆ ˆ ˆ ˆ( , ) ( , ) ( 0)
ˆ ˆ ˆ( , ) ( 1)
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ( , ) ( , )( , )
k k k k
k k k k
k k k k k k k
A A A k
A k
A A A A
 

    
r r r r
r r
r r y r r y
, 
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0 ( 0)
ˆ ˆˆ ˆ ˆ ˆ( , )( , ) ( 1)
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ( , ) ( , )( , )
k k k kk
k k k k k k k
k
A A k
A A A A


    
y r r r
r r y r r y
, 
1
ˆ ˆ ˆ( , )k k k kv A  r r , 
1
1
k
k k k
k
 
  p u p , 
1k k k k  x x p , 
1
ˆˆ ˆ ˆk k k k kA   y y r , 
1 1ˆ ˆ ˆk k k  r r y . 
ここで，行列あるいはベクトルの上に付したバー（－）は，複素共役を意味する．上
記のアルゴリズムでは，毎反復でオリジナルの残差へ変換せずに，前処理後の残差ベ
クトルを収束判定に使用する．それゆえ，収束判定時に必要な下三角行列ベクトル積
の演算コスト削減が可能となる［70］，［72］． 
３.５.２ 解析モデル 
図 3.33 に示す解析モデルを使用して，前処理付き COMRTR 法の並列性能を検討す
る．各モデルの解析諸元を表 3.18 に示す． 
（a）電気学会渦電流解析モデル 
図 3.33（a）に示す電気学会渦電流解析モデル（要素数：2,557,135，周波数：50 Hz）
では，フェライトの比透磁率を 3,000，アルミニウムの導電率を 3.215 107 S/m と設
定する． 
（b）IH 調理器モデル 
図 3.33（b）に示す IH 調理器モデル（要素数：799,456，周波数：50 Hz）では，フ
ライパンを厚さ方向に 10 層分割し，フライパンの厚さを 2 mm とした．なお，フラ
イパンの導電率を 5.0×107 S/m と設定する． 
（c）電子レンジモデル 
図 3.33（c），（d）に示す電子レンジモデル［88］（要素数：263,089）では，上下に配
置されたステラファンを含む回転領域と被加熱体を含む静止領域の境界に非適合接
続を導入する．A- 法を使用する場合，磁気ベクトルポテンシャル A だけでなく電気
スカラポテンシャル  の補間も必要となる．しかし，電子レンジモデルにおける A
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と  の線形結合に基づく非適合接続の有効性は，未報告である．それゆえ，電子レ
ンジでは A 法による電磁波解析を行った．入力ポートより電界が y 方向成分のみの
TE01 モードの電磁波（周波数 f = 2.45 GHz，伝送電力 Pt = 1800 W）を入力し，キャビ
ティの壁面には完全導体境界条件（磁気ベクトルポテンシャルの接線成分が零）を与
える． 
（d）計算条件 
数値実験には，Intel Xeon E5-2687W v2（8 cores，3.4 GHz）を 2 基搭載した PC（mother 
board：ASUS Z9PA-D8C，memory：Transcend TS512MKR72V3N（DDR3-1333）4 GB，
計 32 GB）を使用する．プログラム言語，並列化の API，前処理行列の格納法は，前
節で述べたものと同じである． 
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図 3.33 解析モデル 
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表 3.18 解析モデルの諸元 
analyzed 
model formul. discret.
electric
circuit DoF nonzero
IEEJ eddy 
current
1st-
tetra － 3,195,078 71,630,060 10
7
IH cooker
1st-
hexa  2,461,358 90,040,426 107
Microwave 
oven
1st-
hexa － 743,555 24,263,105 10
7
MR
A 
A
A 
 
 
 
３.５.３ 前処理付き COMRTR 法の収束特性 
本項では，オーダリングを考慮しない逐次計算において，IC と SGS 前処理が
COMRTR 法の収束特性に与える影響を検討する．図 3.33 の全解析モデルにおける前
処理付き線形解法の収束特性を図 3.34 に示す．ここで，COCG（Conjugate Orthogonal 
Conjugate Gradient）法［89］は複素数に拡張した CG 法を表す．IC 前処理では，シフト
パラメータ （実数）を係数行列の対角項に導入し，IC 分解を実行する．本論文では，
IC 分解で得られる下三角行列 Lˆの対角成分 liiに着目し， を自動で次のように決定す
る．まず， の初期値を 1.05 と設定する．次に，IC 分解を実行する．このとき， iil の
実数部 Re{ iil }が負になった場合，IC 分解を中断し  を 0.05 だけ増分させて，再度
IC 分解を行う．以上の手順を繰り返し行い，Re{ iil } が全て正となったときの  を
IC 前処理に使用する． 
前処理付き COMRTR 法は COCG 法と同等，あるいは，少ない反復回数で収束した．
図 3.34（a）において，IC 前処理は SGS 前処理とほぼ同程度の収束特性を示した．（b），
（c）では，SGS 前処理の収束特性が IC 前処理よりも概して高性能である．以上より，
以後の前処理付き COMRTR 法の並列性能の検証では，収束特性の観点から SGS 前処
理を採用する． 
３.５.４ 準定常界に対する前処理付き COMRTR 法の並列性能 
電気学会渦電流解析モデルにおいて，RCM と MC を適用した係数行列の非零要素
分布は，図 3.35 のようになる．この問題は，四面体要素で離散化されているため，オ
リジナルの係数行列のバンド幅が大きい．（b）に示すように，RCM を適用すると非
零要素が対角近傍に分布するのに対し，MC を適用すると（c）のように，行列の隅々
まで非零要素が分布する特徴を有する． 
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(c) Microwave oven 
図 3.34 前処理付き線形解法の収束特性 
 
 
並列度数を増やしたときの反復回数と計算時間の変化を図 3.36 に示す．ここで，
Np は並列度数（スレッド数）を示す．RCM 付き Block SGS は，オリジナルよりも非
零要素が対角に集中するため，オリジナルの非零要素分布を使用するよりも少ない反
復回数であった．一方，MC では並列度数に拠らず，前処理で使用する非零要素数は
変化しないので，反復回数はほぼ一定となった．計算時間を比較すると，行列ベクト
ル積と前進・後退代入におけるキャッシュミスの増加により，MC は Block SGS より
も計算時間の遅延が認められるが，MC では収束特性の劣化がほとんどないため，
Block SGS よりも高い並列性能となった．各種オーダリングを適用した並列化ソルバ
は，概ね 10 スレッドの使用で，並列化の効果が飽和傾向を示した． 
並列化の台数効果が飽和傾向を示した 10 スレッド時における計算結果を表 3.19 に
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示す．ここで，ncは色数，Au は行列ベクトル積，L1u は前進代入，LTu は後退代入，
TNP は並列度数を Np としたときの線形方程式求解に費やした総計算時間である．ブロ
ック化前処理を使用すると（Block SGS, with or without RCM, Np  10），RCM の有無に
関わらず Np  1 の結果よりも線形解法の反復回数（linear it.）が増加している．その
一方で，RCM オーダリングをブロック化前処理に導入した計算時間（Block SGS, with 
RCM, Np  1 & Np  10）は，RCM を導入しない線形解法の計算時間（Block SGS, without 
RCM, Np  1 & Np  10）をそれぞれ 50 % 低減できた．一方，MC を導入した場合の
結果（SGS & MESGS）では，並列度数を増やしても，収束特性は劣化していない．
MC を使用した SGS の結果から，行列ベクトル積と前進・後退代入におけるキャッシ
ュミスの影響によりブロック化前処理（block SGS）よりも多くの計算時間を消費し
た．MC を使用した MESGS では，行列ベクトル積部の計算時間が含まれないため，
10 スレッド使用時に（MESGS, with MC, Np  10），RCM を併用したブロック化前処理
（Block SGS, with RCM, Np = 10）と概ね同等の計算時間で求解できた． 
 
   
(a) Original                 (b) RCM                  (c) MC 
図 3.35 電気学会渦電流解析モデルにおける係数行列の非零要素分布 
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(a) Number of iterations                      (b) Elapsed time 
図 3.36 電気学会渦電流解析モデルにおける前処理付き COMRTR 法の並列性能 
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表 3.19 電気学会渦電流解析モデルにおける並列化前処理付き COMRTR 法の性能 
precond. conv.criterion ordering Np linear it.
elapsed time [s] scal.
(T1 / T10)Au L-1u L-Tu total (TNp)
Block
SGS 1
－
1 357(1.00)
95.3
(1.00)
48.7
(1.00)
51.8
(1.00)
222.5
(1.00) 1.9
10 567(1.58)
75.3
(0.79)
11.0
(0.22)
9.5
(0.18)
115.7
(0.52)
RCM
1 327(0.91)
44.8
(0.47)
25.1
(0.51)
23.9
(0.46)
118.0
(0.53) 2.1
10 477(1.33)
23.2
(0.24)
8.6
(0.17)
8.3
(0.16)
55.6
(0.24)
SGS 1 MC(nc = 21)
1 381(1.06)
192.7
(2.02)
95.9
(1.96)
117.9
(2.27)
435.6
(1.95) 3.1
10 381(1.06)
73.3
(0.76)
22.2
(0.45)
28.0
(0.54)
138.2
(0.62)
MESGS 2 MC(nc = 21)
1 381(1.06)
0
(0)
98.7
(2.02)
117.9
(2.27)
241.9
(1.08) 3.9
10 381(1.06)
0
(0)
20.9
(0.42)
27.7
(0.53)
60.5
(0.27)  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
 
 
図3.37に IH調理器モデルにおけるオーダリング前後の非零要素分布を示す．Greedy
法を使用したため，電気回路方程式との強連成解析から得られるオリジナルの非零要
素分布を比較的少ない色数で（c）の分布に変換できた．図 3.38 に反復回数と計算時
間の変化を示す．電気学会渦電流解析モデルとは異なり，RCM 付き Block SGS は，
通常の Block SGS と反復回数に大きな差異が見られなかった．この要因について検討
するために，外部回路を考慮しない IH 調理器における反復回数の変化を図 3.39 に示
す．RCM 付き Block SGS は，オリジナルの非零要素分布（図 3.37（a））から構築さ
れる Block SGS よりも反復回数を削減できた．よって，本問題は，電気回路方程式と
の強連成の有無によって，RCM の効果が異なることが示された． 
このときの計算結果を表 3.20 に示す．10 スレッド並列版 RCM 付きブロック化前処
理（Block SGS, with RCM, Np  10）の反復回数は，逐次版（Block SGS, with RCM, Np  
1）に比べて反復回数が倍増した．一方，MC を使用した SGS は並列度数を増やして
も収束特性は変化しないため，4.7 倍の速度向上が達成された．表 3.20 の結果の中で，
最速の仕様は，10 スレッド並列版 MC 付き MESGS 前処理（MESGS, with MC, Np  10）
であった．以上より，オーダリングを考慮しない逐次版 SGS（Block SGS, without RCM, 
Np  1）の計算時間を 50 % 以上減じることに成功した． 
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(a) Original                 (b) RCM                  (c) MC 
図 3.37 IH 調理器モデルにおける係数行列の非零要素分布 
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図 3.38 IH 調理器モデルにおける前処理付き COMRTR 法の並列性能 
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図 3.39 外部回路の有無による反復回数の変化（IH 調理器モデル） 
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表 3.20 IH 調理器モデルにおける並列化前処理付き COMRTR 法の性能 
precond. conv.criterion ordering Np linear it.
elapsed time [s] scal.
(T1 / T10)Au L-1u L-Tu total (TNp)
Block
SGS 1
－
1 800(1.00)
123.8
(1.00)
63.3
(1.00)
66.7
(1.00)
298.3
(1.00) 1.8
10 1,265(1.58)
72.8
(0.58)
28.9
(0.45)
26.6
(0.39)
160.6
(0.53)
RCM
1 779(0.97)
138.7
(1.12)
72.4
(1.14)
71.3
(1.06)
333.7
(1.11) 2.0
10 1,331(1.66)
76.9
(0.62)
29.1
(0.45)
28.6
(0.42)
165.9
(0.55)
SGS 1 MC(nc = 28)
1 1,328(1.66)
628.9
(5.07)
240.8
(3.80)
355.6
(5.33)
1314.8
(4.40) 4.7
10 1,328(1.66)
130.3
(1.05)
50.3
(0.79)
62.5
(0.93)
279.1
(0.93)
MESGS 2 MC(nc = 28)
1 1,200(1.50)
0
(0)
173.7
(2.74)
243.5
(3.65)
474.6
(1.59) 3.6
10 1,200(1.50)
0
(0)
45.9
(0.72)
58.5
(0.87)
129.5
(0.43)  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
 
３.５.５ 時間領域と周波数領域における並列計算結果の差異 
本節では，Maxwell 方程式を時間領域として定式化した場合の弱形式，あるいは，
周波数領域弱形式に対する線形解法の並列特性について議論する．解析モデルとして
電気学会渦電流解析モデル，IH 調理器モデルを採用する．なお，時間領域の線形方
程式は，後退 Euler 法により離散化した時間 1 ステップ目における線形方程式を評価
対象とし，収束判定値を複素数版と同じ MR  107 と設定する． 
電気学会渦電流解析モデルにおいて，時間領域と周波数領域における並列化前処理
付き MRTR 法の反復回数を図 3.40，計算時間を図 3.41 に示す．ブロック化前処理（with 
or without RCM）を用いた場合，2 並列時は逐次に比べて，概ね 1.4 倍反復回数が増加
した．それ以降の並列度数では，反復回数は緩やかに増加した．一方，MC は前処理
で全ての非零要素を使用できるため，収束特性は劣化しない．次に，計算時間を比較
する．ブロック化前処理（with or without RCM）を用いると，2 並列時では逐次に比
べて，概ね 1.2 倍の並列性能であった．また，MC では，収束特性が劣化しないとい
う恩恵を受けて，2 並列時の並列性能が概ね 1.5 倍であり，ブロック化前処理よりも
高い性能を示した．本問題においては，時間領域，周波数領域とも，反復回数及び，
計算時間の変化は同様な傾向を示した． 
次に，IH 調理器における反復回数の変化を図 3.42，計算時間の変化を図 3.43 に示 
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(a) Time domain                     (b) Frequency domain 
図 3.40 並列化線形解法の反復回数の比較（電気学会渦電流解析モデル） 
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(a) Time domain                      (b) Frequency domain 
図 3.41 並列化線形解法の計算時間の比較（電気学会渦電流解析モデル） 
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(a) Time domain                      (b) Frequency domain 
図 3.42 並列化線形解法の反復回数の比較（IH 調理器モデル） 
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(a) Time domain                      (b) Frequency domain 
図 3.43 並列化線形解法の計算時間の比較（IH 調理器モデル） 
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す．ブロック化前処理（without RCM）を使用すると，2 並列時の反復回数は逐次に比
べて，1.4 倍増加し，それ以降のスレッドでは，反復回数が緩やかに増加した．また，
図 3.42 より，時間領域，周波数領域とも，電気学会渦電流解析モデルよりも RCM に
よる収束特性改善の効果が鮮明に現れなかった．その結果，オリジナルの非零要素分
布（図 3.37（a））から構築される Block SGS と概ね同等の計算時間で線形方程式が求
解された．一方，MC は収束特性の劣化が少ないため，ブロック化前処理よりも良好
な台数効果が得られた． 
３.５.６ 電磁波解析に対する前処理付き COMRTR 法の並列性能 
図 3.44 に電子レンジモデルにおけるオーダリング前後の非零要素分布を示す．前述
の問題と同様，RCM によって非零要素が対角近傍に集中し，MC ではオリジナルより
もランダムに非零要素が配置された．図 3.45 に反復回数と計算時間の変化を示す．図
3.45 より，RCM による収束特性の改善効果は現れていない．それゆえ，計算時間は
オリジナルよりも増加した．一方，MC 付き SGS は，ブロック化前処理を使用するよ
りも少ない反復回数で収束した．さらに，並列度数を増やしても収束特性の劣化が僅
かであったので，4 並列時で逐次よりも 2.9 倍高速であった． 
このときの計算時間を表 3.21 に示す．本問題では，RCM オーダリングを導入する
と，反復回数が増加して，行列ベクトル積の性能も悪化した（Block SGS, with or without 
RCM, Np  1）．それゆえ，並列性能も低い結果が得られている（Block SGS, with or 
without RCM, Np  10）．一方，MC を使用する場合，係数行列の非零要素を全て使用
するため，並列度数を増やしても収束特性の劣化はほとんどない．それゆえ，この問
題ではブロック化前処理よりも高いスケーラビリティが示された．表 3.21 の中で最速
な結果は，10 スレッド並列版 MC 付き MESGS 前処理（MESGS, with MC, Np  10）で 
 
   
(a) Original                 (b) RCM                  (c) MC 
図 3.44 電子レンジモデルにおける係数行列の非零要素分布 
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(a) Number of iterations                    (b) Elapsed time 
図 3.45 電磁レンジモデルにおける前処理付き COMRTR 法の並列性能 
 
表 3.21 電子レンジモデルにおける並列化前処理付き COMRTR 法の性能 
precond. conv.criterion ordering Np linear it.
elapsed time [s] scal.
(T1 / T10)Au L-1u L-Tu total (TNp)
Block
SGS 1
－
1 9,790(1.00)
426.8
(1.00)
221.5
(1.00)
225.6
(1.00)
1020.4
(1.00) 1.8
10 16,350(1.67)
258.4
(0.60)
114.5
(0.51)
96.7
(0.42)
553.8
(0.54)
RCM
1 11,885(1.21)
499.7
(1.17)
266.3
(1.20)
257.8
(1.14)
1199.4
(1.17) 1.8
10 19,505(1.99)
306.2
(0.71)
135.7
(0.61)
114.7
(0.50)
626.4
(0.64)
SGS 1 MC(nc = 13)
1 12,738(1.30)
1179.9
(2.76)
433.2
(1.95)
646.5
(2.86)
2457.2
(2.40) 4.5
10 12,710(1.29)
244.0
(0.57)
108.0
(0.48)
122.4
(0.54)
540.5
(0.52)
MESGS 2 MC(nc = 13)
1 12,655(1.29)
0
(0)
412.8
(1.86)
594.2
(2.63)
1160.8
(1.13) 3.9
10 12,561(1.28)
0
(0)
112.3
(0.50)
133.5
(0.59)
290.6
(0.28)  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
 
あった．RCM 無し逐次版 SGS（Block SGS, without RCM, Np  1）の計算時間を大よそ
70 % 以上低減できた． 
 
３.６ 結言 
本章では，マルチカラー（MC）オーダリングによる並列化 MESGS 前処理を提案
し，その性能を RCM オーダリング付きブロック化前処理と比較した．本章で得られ
た知見を要約すると次のようになる． 
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（1）ブロック化前処理の性能を改善するために，RCM オーダリングを導入した．実
対称疎行列を扱う場合では，収束特性の改善とキャッシュミスの低減の恩恵が
あったため，オリジナルの非零分布を使用するよりも計算時間が削減された．
一方，周波数領域の問題では，RCM オーダリングによる収束特性の改善効果が
現れず，高速化に効果が見られないケースがあった． 
（2）MC では，全ての非零要素を用いて前処理を構築できるので，並列度数を変化
させても収束特性は劣化しない．一方，行列ベクトル積と前進・後退代入にお
いてキャッシュミスが増加するため，ブロック化前処理を使用するよりも一反
復当たりの計算時間が増加する． 
（3）MC を援用して，Eisenstat の方法における前進・後退代入を並列化した．提案手
法では，行列ベクトル積に費やす時間が総計算時間に含まれない．それゆえ，
RCM 付きブロック化前処理以上の高速化が実現された． 
（4）時間領域（実数）と周波数領域（複素数）における並列性能の差異について検
討した．両者を比較すると，反復回数と計算時間の変化は概ね同等であった．
よって，MC を援用した MESGS 前処理は，時間領域，周波数領域とも高速化に
有効な手段であることを明らかにした． 
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第４章 ブロックマルチカラーオーダリングを用いた 
ICCG 法の並列化 
 
４.１ 緒言 
前章では，非零要素を全て使用できる前進・後退代入の並列化法として，マルチカ
ラーオーダリング（MC）を検討した．MC では，係数行列から得られるグラフ構造
において，隣り合う節点（未知変数番号）には違う色で彩色することにより，色毎に
前進・後退代入を並列化できる．しかし，オリジナルの係数行列よりも非零要素がラ
ンダムに配置され，収束特性の劣化，キャッシュミスの増加といった問題がある． 
この問題に対して，岩下らは，グラフ構造における節点をいくつかのグループに分
割し，各グループに割り当てられた色番号を基に未知変数を並び替えるブロックマル
チカラーオーダリング（BMC）［47］，［48］を提案している．BMC は 2 色で彩色するブロ
ック化赤－黒順序付け（BRB）法［90］－［93］を拡張したものであり，色数の制限を無く
すことで並列性能を高める方法である．BMC では，MC よりも対角付近に非零要素が
集まるので，収束特性とキャッシュミスの改善に効果的である．一方， 1 ブロックに
含まれる未知変数の数を事前に決めるため，パラメータサーベイが必要となる．また，
未知変数番号の若い順にブロック化を行うことは，実装の容易さという観点からは有
効であるものの，色数が最小とはならないため，最適なブロック化とは言い難い． 
本章では，BMC の性能を改善するために，Reverse Cuthill-McKee（RCM）から得ら
れるレベル構造を使用した BMC（RBMC）［50］を提案する．RBMC は，レベル毎にブ
ロック番号を指定するため，必ず 2 色でブロックに彩色できるという利点を持つ．し
かし，各レベルに属する未知変数の数が均等ではないので，前進・後退代入のロード
バランスが悪くなる傾向にある．そこで，RBMC における未知変数のブロック化手順
を修正した Modified RBMC［50］を開発した．Modified RBMC では，文献［92］に示さ
れている方策を取り入れることで，少ない同期回数で，かつ，ロードバランスのとれ
た前進・後退代入の並列化を実現した．さらに，静磁界，渦電流解析に加えて，電気
回路方程式を連成した回転機解析にも適用することで，提案手法の優位性を述べる． 
 
４.２ ブロックマルチカラーオーダリングを用いた前進・後退代入の並
列化 
本節では，岩下らにより開発されたBMCの手順，筆者らが提案したRBMC，Modified 
108 
RBMC の手順について詳説する． 
４.２.１ ブロックマルチカラーオーダリングの手順 
BMC では，未知変数のブロック化と彩色処理を行い，新たな未知変数番号を導出
する．本項では，それぞれの手順と前進・後退代入の並列化法について述べる． 
（a）未知変数のブロック化 
BMC では，まず，1 ブロック当たりに含まれる未知変数（グラフ上の節点）の数 s
を事前に決めておき，全ての節点をいくつかのブロックに分ける．ブロックの作成法
について図 4.1 のグラフを用いて説明する． 
（1） ブロック化のための始点となる節点を選ぶ．本論文では，ブロック化が行われ
ていない節点の内，最も若い番号を始点とする．ブロック B1 では，節点 1 を始
点にし，それに接続する節点 2 と 4 を B1 に割り当てる．この時点では，B1 の
中に含まれる節点の数が 3 となる． 
（2） ブロックに含まれる節点の数が s 未満であるとき，始点となる節点を新たに抽
出する．この処理においても，ブロック化が行われていない節点の内，最も若
いものを始点とする．（1）の処理において，ブロック B1 には 3 つの節点が割り
当てられている．s（ 4）未満であるので，新たな始点である節点 3 を B1 に割
り当てる． 
（3） ブロックに含まれる節点の数が s に等しければ，ブロック番号を更新し，（1）
と（2）の処理を実行する．ブロック B1 には（2）で示した処理を実行すること
で，ブロック内の節点が s と等しくなる．それゆえ，ブロック B1 の割り当てを
終了し，B2 の割り当てに移る． 
（4） （1）～（3）の処理を繰り返し，全ての節点にブロック番号を割り振る． 
s  4 としたとき，以上の手順により構築されるブロックの数は 6 となる． 
（b）ブロック間の接続関係を表す行列の作成 
ブロック化が終了した後，ブロック間の接続関係を表す行列 T を作成する．構築さ
れるブロックの数を nb とすれば，T は nb×nb の対称疎行列となる．ここで，図 4.1 の
ようなブロック化を行った場合，行列 T は（4.1）式となる． 
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(c) 3rd step                       (d) 4th step 
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(e) 5th step                        (f) 6th step 
図 4.1 未知変数のブロック化 
 
 
110 
1 1 0 0 0 0
1 1 1 1 0 0
0 1 1 1 1 1
0 1 1 1 1 0
0 0 1 1 1 1
0 0 1 0 1 1
T
          
       （4.1） 
ここで，T の成分 tijはブロック i と j が接続関係にあれば 1，そうでなければ 0 とする．
本例では，生成されるブロックの数が 6 であるので，T は 6×6 の正方行列となる．
それゆえ，T の行列情報をメモリに格納する場合には二次元配列を利用すればよい．
しかし，大規模問題では T の要素を全てメモリに格納できない．このような場合では，
CRS 形式を利用して T の非零情報を格納すればよい． 
（c）彩色処理 
（b）で行列 T が作成できれば，3. 3. 4 項に示した Greedy 法を用いて各ブロックに
割り当てる色番号を決める．すなわち，行列 T に対して Greedy 法のアルゴリズムを
適用すればよい．彩色処理を図 4.1 のブロック化に適用すると，図 4.2 のようになる．
なお，太線（赤）は色番号 1，点線（青）は色番号 2，細線（緑）は色番号 3 である
ことを表す．本例では，3 色で全ブロックを彩色することができた． 
（d）リナンバリング 
全ブロックの彩色後，図 4.3 に示すリナンバリングを行う．i = 1, 2, …, nc（ncは色
数）の順に従って，各々の色に属するブロックを抽出し，ブロック内の節点に番号を
振る．なお，ブロック内の節点は，オリジナルの節点番号が若い順に番号を振り直し
た．このとき，係数行列の非零要素分布は図 4.4 のようになる．（b）において，33
のブロックに分割したとき，s s の小行列 Ri，Bi，Gi（i = 1, 2）を対角に配置した構造
となっている．図 4.4（b）の係数行列を用いることにより，MC と同様に各色で前進・
後退代入を並列化できる． 
（e）前進・後退代入の並列化法 
図 4.5 に前進代入，図 4.6 に後退代入の並列化方法を示す．ここでは，並列度数を 2
として説明する．前進代入 Ly  r （L：下三角行列，y，r : ベクトル）における y の
導出は，（4.2）式で実行される． 
1
1
1 i
i i i j j
jii
y r l y
l


                   （4.2） 
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(a) blocking                         (b) coloring 
図 4.2 ブロックへの彩色処理 
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(c) renumbering in color 3 
図 4.3 リナンバリング 
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(a) original                            (b) BMC 
図 4.4 BMC 後の係数行列の非零要素分布 
 
 
ここで，lij は下三角行列 L の要素，yi は y の要素，ri は r の要素を示す．まず，ベ
クトル r を全プロセスで共有する．次に，color 1 では，PU 1 で y1 ～ y4，PU 2 で y5 ～ 
y8 を担当すれば，ブロック化前処理と同じように並列化できる．color 1 の計算が終
了すれば，y1 ～ y8 を全プロセスで共有する．color 2 では，図 4.5 の 2 行 1 列目のブ
ロック（9 ～ 16 行目，1 ～ 8 列目）を見ると，（4.2）式の評価に必要なベクトル y
の要素は，y1 ～ y8 であり，color 1 で求まった既知の値である．また，2 行 2 列目は，
PU 1 で y9 ～ y12，PU 2 で y13 ～ y16 を割り当てたとき，ブロック化前処理と同じよ
うに並列化ができる．よって，PU 1 で y9～ y12，PU 2 で y13 ～ y16 を担当することで，
color 2 も並列化が可能となる．color 2 の計算が終了すれば，y9 ～ y16 を全プロセス
で共有する．color 3 も同様な理由で PU 1 に y17 ～ y20，PU 2 に y21 ～ y24 を割り当
てることができる．また，図 4.6 に示す後退代入（LT x  y）では，色番号を逆順にす 
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図 4.5 BMC を使用したときの前進代入の並列化手順 
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図 4.6 BMC を使用したときの後退代入の並列化手順 
 
ることで前進代入と同様な手順で並列化できる．一反復あたりの前進代入あるいは後
退代入を行うには，（nc1）回の通信・同期を必要とする．この例の場合，各色に属
するブロック数がそれぞれ 2 つであるため，最大で 2 並列まで可能である．一般の行
列では，各色に属するブロックの数を事前に求めておき，そのブロックの数を並列度
数だけ分割し，各 PU で担当するブロックを指定する．このとき，最大並列数は，各
色番号に属する最大ブロック数となる．また，後半の色番号では，各色に属するブロ
ックの数が並列度数よりも少なくなるため，全ての PU に計算を割り当てることがで
きない． 
４.２.２ RCM オーダリングから得られるレベル構造を用いたブロックマル
チカラーオーダリング（RBMC） 
BMC の持つ利点を残しつつ，パラメータ設定の省略と色数の削減を実現するため
に，未知変数のブロック化に RCM オーダリングから得られるレベル構造の概念を導
入する．ここで，レベル構造とは，行列のグラフ表現において，各頂点を幅優先探索
により探索し，始点にした節点から同じ距離にある節点をグループ化したものである．
今，図 4.7（a）のグラフに対して，最小次数が 2 である節点 1 を始点に選んだとき，
表 4.1 のように各レベルに属する未知変数が決定される．これより，未知変数がいく
つかのグループに分割できているため，BMC のブロック化にそのまま応用できるこ
とが推察される．表 4.1 のレベル番号をブロック番号に置き換えて，図 4.7（a）の節
点をブロック化すると，図 4.7（b）のようになる．なお，L1 ～ L9 はレベル番号を
表す．BMC と同様に各ブロックが何本の枝で接続されているのかを調べると，接続
関係を表す行列 T は次式となる． 
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1 1 0 0 0 0
1 1 1 0 0 0
0 1 1 1 0 0
0 0 1 1 1 0
0 0 0 1 1 1
0 0 0 0 1 1
T
          
       （4.3） 
隣り合うブロックが 1 本の枝で接続されているので，（4.3）式は三重対角行列となる．
すなわち，2 色で各ブロックが彩色できることを意味する．それゆえ，前進・後退代
入の通信・同期回数を 1 回にできる．全てのブロックを彩色した後，図 4.7（c）に示
すように各々の色に属するブロックを抽出し，ブロック内の節点に番号を振る．なお，
ブロック内の節点は，オリジナルの節点番号が若い順に番号を振り直した．図 4.7（c）
の新たな節点番号から，図 4.8 に示す非零要素分布が得られる．図 4.8（b）において， 
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(c) renumbering in color 1           (d) renumbering in color 2 
図 4.7 RBMC オーダリングの手順 
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表 4.1 図 4.7 のグラフから得られるレベル構造 
level unknown number level unknown number
1 1 6 10, 15, 20, 22
2 2, 4 7 11, 16, 21, 23
3 3, 5, 7 8 12, 17, 24
4 6, 8, 13 9 18
5 9, 14, 19
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(a) original                           (b) RBMC 
図 4.8 RBMC 後の係数行列の非零要素分布 
 
 
4 つのブロック行列（ i jB ，i, j  1, 2）に分割すると，B11 と B22 は，それぞれ対角行列
となっている．これは，グラフの枝の配置が構造格子となったため，ブロック内の節
点が互いに接続関係を持たないレベル構造が作成されたからである．一般の行列では，
図 4.7（a）のように単純なグラフ構造とはならないため，対角部には正方行列が配置
される． 
前進・後退代入の並列化では，図 4.5，図 4.6 と同様の手順によって，各色において，
ブロック単位の並列化が可能である．この際，一反復当たりの前進代入，あるいは後
退代入の通信・同期回数は 1 回である．ここで，BMC では，各ブロックに含まれる
未知変数の数（s）を決めたため，各小行列のサイズが概ね一様であったが，RBMC
では，各ブロックの未知変数の数が均等でないため，小行列のサイズもブロック毎に
変化する．RBMC におけるブロック化では，ブロック番号の始まりと終わりにおいて
ブロック内の未知変数が少なく，中盤のブロック番号においてブロック内の未知変数
の数が多くなる傾向にある．そこで，各ブロックの割り当てを図 4.9 のようなブロッ
ク分割方式ではなく，図 4.10 のようなサイクリック分割方式にすれば，ロードバラン 
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block new unknown number
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(a) color 1 
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1 13, 14
2 15, 16, 17
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4 22, 23, 24 PU 2 
PU 1
 
(b) color 2 
図 4.9 RBMC におけるスレッドの割り当て（従来法） 
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(b) color 2 
図 4.10 RBMC におけるスレッドの割り当て（サイクリック版） 
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スが改善されると考えられる．color 1 には 5 つのブロックが存在し，それらをサイク
リック方式により 2 つのスレッドに割り当てると，PU 1 では｛1, 3, 5｝，PU 2 では｛2, 
4｝のようにブロック番号を配分すればよい．このとき，各スレッドが有する未知変
数の数は，PU 1 では 5 個，PU 2 では 7 個であり，従来法（PU 1：7 個，PU 2：5 個）
とロードバランスは変わらない．スレッド数が 3 のとき，PU 1 では｛1, 4｝，PU 2 で
は｛2, 5｝，PU 3 では｛3｝のようにブロック番号を割り当てる．このとき，各スレッ
ドが有する未知変数の数は，PU 1 では 5 個，PU 2 では 4 個，PU 3 では 3 個となり，
従来法（PU 1：4 個，PU 2：7 個，PU 3：1 個）よりもロードバランスが改善された． 
本方式は簡便な方法であり，実装が容易という利点がある．一方，本方式の有効性
はメッシュに依存し，必ずしも有効とは限らないといった欠点がある．また，ロード
バランスの改善が不十分であるため，ブロック化法の見直しが必要となる． 
４.２.３ ロードバランスを改善した RBMC（Modified RBMC） 
RBMC ではレベル毎にブロック番号を指定していたが，隣り合ったレベルを同じブ
ロック番号に割り当てても，ブロック間は 1 本の枝で接続される．Modified RBMC で
はこの考えを基に，RBMC の性能改善を図る．さらに，ブロック化赤－黒順序付け
（BRB）法［92］の方策も取り入れることで，ロードバランスの確保に利用する．BRB
では，1 ブロック当たりの未知変数の数が均等になるようにブロック化を実行し，各
ブロックを 2 色で塗り分ける．以上の方策を導入すれば，RBMC におけるロードバラ
ンスが改善できると考えられる．ここで，図 4.9 に示すグラフ構造を例として Modified 
RBMC の手順を説明する． 
（1） RCM オーダリングを行い，図 4.9（b）に示すレベル構造を構築する．なお，L1
～L9 はレベル番号である． 
（2） 並列度数を Np としたとき，ブロックの総数 nb を 2Np と設定する．このとき，ブ
ロック内の未知変数の数 s は，s  DoF  nb から求められる．割り切れない場合
は，最終のブロック番号 nb に余りを追加した．図 4.9 のグラフ構造では，Npを
3 としたとき，nb  6，s  4 となる． 
（3） 図 4.10 に示す手順に従って，ブロック内の未知変数が均等になるブロック化を
行う．レベル番号の小さい順に未知変数を横一列に並べて，左から新たなブロ
ックを指定する．よって，図 4.10（b）のように新たなブロック番号 B1～B6 が
決定される． 
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（4） 図 4.9（c）のようにブロック番号 B1～B6 に色を塗る．このとき，全てのブロ
ックは 2 色で彩色される．万が一，2 色で彩色できない場合は色数を増やして，
再度彩色処理を実行する． 
（5） 色毎にリナンバリングを行う．図 4.9（c）のグラフでは，まず，赤色で塗られ
たブロックに属する節点に新たな未知変数番号を付して，次に，青色のブロッ
クに対してリナンバリングを行う．その結果，図 4.9（d）のようにリナンバリ
ングが実行される． 
図 4.9（d）に示す新たな未知変数番号を使用すると，図 4.11 のように非零要素を並び
替えることができる．RBMC を適用した場合，図 4.11（b）のようにブロック行列 B11
と B22 は対角行列となる．これは，使用したグラフが正方形で構成されているため，
ブロック内の節点が互いに接続関係を持たないレベル構造が作成されたからである． 
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(c) blocking and coloring          (d) renumbering unknowns 
図 4.9 Modified RBMC オーダリングの手順 
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(b) determination of new block 
図 4.10 Modified RBMC におけるブロック化の手順 
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(a) Original                 (b) RBMC              (c) Modified RBMC 
図 4.11 Modified RBMC 後の係数行列の非零要素分布 
 
 
一方，Modified RBMC から得られる非零要素分布は図 4.11（c）のようになる．44
のブロック行列 Riと Bi（i  1，2，3）が対角部に配置され，各色で前進・後退代入を
並列化できる．次に，図 4.12 を使用して前進・後退代入の並列化法を説明する．なお，
本例では並列度数を 3 としている．前進代入ではまず，color 1 に配置されたブロック
行列を各スレッドに割り当てて代入演算を行う．その後同期をとって，color 2 のブロ
ック行列及び対角ブロックの外に位置する非零要素を Fig. 4.12（a）のように各スレッ
ドに配分する．一方，後退代入では係数行列の上三角部を使用するので，color 2 から
降順に計算を実行すれば，Fig. 4.12（b）のように上三角部の非零要素を各スレッドに
割り当てられる． 
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(b) backward substitution 
図 4.12 Modified RBMC を使用したときの前進・後退代入の並列化 
 
 
４.３ 解析モデルと計算条件 
本節では，Modified RBMC の有効性を検証する解析モデルと計算機の仕様を述べる．
解析モデルを図 4.13，解析モデルの諸元を表 4.1 に示す． 
４.３.１ MRI モデル 
MRI モデルでは，線形静磁界解析から得られる方程式を評価対象とし，SS400 の比
透磁率を 1,000，永久磁石の比透磁率を 1 とした． 
４.３.２ 電気学会渦電流解析モデル 
電気学会渦電流解析モデルでは，A 法による線形渦電流解析を行い，時間領域 1 ス
121 
テップ目の線形方程式を評価する．ここで，フェライトの比透磁率を 3,000，アルミ
ニウムの導電率を 3.215107 S/m と設定した． 
４.３.３ IPM モータ 
本モデル［94］では，材料非線形性を考慮した磁界解析に電気回路方程式を連成させ
た方程式を解く．非線形材料を考慮する場合，直線探索 functional [0, 1.0] 付きニュー
トン・ラフソン法［20］を使用する．電源回路は，Y-Y 結線として，相電圧の波高値を
200 V とした正弦波交流で駆動する．磁石部の導電率を   6.944105 S/m とし，回
転数は，1,500 rpm とする．なお，渦電流解析には A- 法を使用した，時間刻み幅を 
t  1.111104 s（機械角 1 deg.）とし，時間方向に二次精度［95］，［96］で離散化した．
なお，計算時間測定の都合上，時間ステップ数は 30 とした ICCG 法の全計算時間を
測定した． 
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(c) IPM motor 
図 4.13 解析モデル 
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表 4.1 解析モデルの諸元 
analyzed 
model discretization NoN NoE DoF nonzero
MRI 2nd-hexa 93,879 87,120 1,014,600 82,050,304 106 －
IEEJ eddy 
current 1st-tetra 439,600 2,557,135 2,983,657 48,711,313 10
6 －
IPM
D-model 1st-hexa 381,197 352,980 1,030,156 34,396,220 10
3 102
CG 2|| ||B
 
４.３.４ 計算機の仕様 
数値実験では，Intel Xeon E5-2687W v2（8 core，3.4 GHz）を 2 基搭載した PC（mother 
board：ASUS Z9PA-D8C，memory：Transcend TS512MKR72V3N（DDR3-1333）4 GB，
計 32 GB）を使用する．プログラム言語は C 言語，並列処理の API は OpenMP である．
また，コンパイラには，Intel Composer XE 2011 を使用し，最適化オプションは，/O2 
/Qipo /Qprec-div- /QxHost /Qopenmp とした．係数行列はフルマトリクスとして定義し，
CRS 形式で非零要素を格納した． 
 
４.４ 計算結果 
本節では，MC，BMC，RBMC，Modified RBMC の 4 種類のオーダリングが，並列
度数を 6 とした ICCG 法の計算時間に与える影響について述べる．なお，MC では，
Greedy 法により各節点を彩色し，BMC では，1 ブロック当たりの未知変数の数 s を
512 とした． 
４.４.１ MRI モデル 
オーダリング後の非零要素分布を図 4.14 に示す．RBMC と Modified RBMC では，
MC，BMC よりもバンド幅が減少している．（d）と（e）の左上を拡大すると，RBMC
では，小行列のサイズがブロック毎に異なるのに対し，Modified RBMC では，ほぼ等
しいサイズの小行列が並んでいることが分かる．次に，図 4.14 の非零分布に対するバ
ンド幅と Cache-Hit Indicator（CHI）の比率を表 4.2 に示す．ここで，CHI は次式で定
義される整数値とする． 
 
DoF nadj( ) 1
1 1
CHI col ( , 1) col ( ,  )
i
i j
i j i j

 
         （4.4） 
ここで，DoF は未知変数の数，nadj(i)は i 行目における非零要素の数，col(i, j) は i 行
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目における非零要素の列番号を表す．（4.4）式は隣り合う非零要素における列番号の
差を足し上げたものであり，CHI が大きいほど行列ベクトル積，前進・後退代入にお
けるキャッシュミスが多いということを示す．表 4.2 より，Modified RBMC は他のオ
ーダリングよりもバンド幅が短く，CHI も小さくなっていることが分かる．これより，
Modified RBMC は他のオーダリングよりもキャッシュミスの少ない計算が実行でき
ると考えられる． 
計算結果を表 4.3 に示す．ここで，Np は並列度数（スレッド数），IC は IC 分解の計 
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(b) MC                                (c) BMC 
   
(d) RBMC                         (e) Modified RBMC 
図 4.14 MRI モデルにおける係数行列の非零要素分布 
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表 4.2 MRI モデルにおける各種オーダリングを適用したときのバンド幅と CHI 
ordering bandwidth ratio of CHI
－ 1,495,777  (1.00) 1.0
MC 2,027,133  (1.35) 27.5
BMC 1,990,053  (1.33) 19.0
RBMC 1,044,711  (0.69) 14.6
Modified RBMC 1,014,597  (0.67) 4.6
 
 
表 4.3 MRI モデルにおける並列化 ICCG 法の性能 
ordering time for ordering [s] Np linear it.
elapsed time [s] scal.
(T1 / T6)IC Au L1u LTu total (TNp)
－ － 1 2,059(1.00)
9.6
(1.00)
190.3
(1.00)
99.1
(1.00)
107.6
(1.00)
424.4
(1.00) －
MC
(44 colors) 9.2
1 1,986(0.96)
16.4
(1.70)
426.9
(2.24)
157.8
(1.59)
229.8
(2.13)
843.3
(1.98) 4.6
6 1,987(0.96)
4.4
(0.45)
88.4
(0.46)
35.3
(0.35)
45.2
(0.42)
180.3
(0.42)
BMC
(18 colors) 6.5
1 1,657(0.80)
7.2
(0.75)
197.6
(1.03)
84.0
(0.84)
129.1
(1.19)
432.6
(1.01) 3.9
6 1,657(0.80)
2.2
(0.22)
47.4
(0.24)
25.2
(0.25)
30.1
(0.27)
109.7
(0.25)
RBMC
(2 colors) 6.4
1 961(0.46)
7.8
(0.81)
81.2
(0.42)
42.0
(0.42)
61.7
(0.57)
201.3
(0.47) 3.2
6 957(0.46)
2.2
(0.22)
26.3
(0.13)
14.0
(0.14)
15.8
(0.14)
61.5
(0.14)
Modified
RBMC
(2 colors)
6.2
1 875(0.42)
5.4
(0.56)
94.1
(0.49)
39.3
(0.39)
54.8
(0.50)
202.3
(0.47) 3.2
6 1,001(0.48)
1.8
(0.18)
27.6
(0.14)
14.5
(0.14)
15.9
(0.14)
62.8
(0.14)
 
 
 
算時間，TNP は，並列度数を Np としたときの ICCG 法全体の計算時間である．まず，
収束特性を比較すると，本論文で提案した RBMC と Modified RBMC が，逐次版 ICCG
よりも半分以下の反復回数であることが分かる．6 スレッド時の計算時間を比較する
と，収束特性の改善が大きな要因となり，RBMC と Modified RBMC は，BMC よりも
40 % 以上高速に求解できた．また，提案手法の並列性能は，BMC と概ね同じである．
RBMC と Modified RBMC を比較すると，あまり計算時間に差が生じていない．これ
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は，Modified RBMC では，並列度数に応じて行列の非零要素分布が変わるため，逐次
よりも収束特性が劣化したことが要因である． 
４.４.２ 電気学会渦電流解析モデル 
図 4.15 にオーダリング後の非零要素分布を示す．この問題では，四面体要素を用い
ているため，オリジナルの段階からランダムに非零要素が分布している．このスパー
ス性が強い行列でも，提案手法を用いることにより，（e）のように並列度数に応じた 
 
 
(a) original 
   
  (b) MC                                 (c) BMC 
   
(d) RBMC                         (e) Modified RBMC 
図 4.15 電気学会渦電流解析モデルにおける係数行列の非零要素分布 
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小行列を対角に配置できる．次に，図 4.15 の非零要素分布におけるバンド幅と CHI
の比率を表 4.4 に示す．前問題と同様に，Modified RBMC は他のオーダリングよりも
短いバンド幅であり，CHI を削減することに成功した． 
計算結果を表 4.5 に示す．MC，BMC，RBMC は，オリジナルよりも収束特性が劣
化した．一方，Modified RBMC は，唯一，オリジナルよりも良好な収束特性を示した． 
 
 
表 4.4 電気学会渦電流解析モデルにおける各種オーダリングを適用したときのバン
ド幅と CHI 
ordering bandwidth ratio of CHI
－ 5,877,503  (1.00) 1.0
MC 5,965,007  (1.01) 4.4
BMC 5,918,031  (1.01) 2.6
RBMC 3,067,071  (0.52) 2.6
Modified RBMC 2,983,653  (0.50) 1.1
 
 
表 4.5 電気学会渦電流解析モデルにおける並列化 ICCG 法の性能 
ordering time for ordering [s] Np linear it.
elapsed time [s] scal.
(T1 / T6)IC Au L1u LTu total (TNp)
－ － 1 236(1.00)
1.2
(1.00)
20.2
(1.00)
12.4
(1.00)
12.3
(1.00)
51.9
(1.00) －
MC
(13 colors) 2.3
1 275(1.16)
3.1
(2.58)
50.2
(2.48)
25.7
(2.07)
31.7
(2.57)
117.8
(2.26) 3.8
6 275(1.16)
1.0
(0.83)
13.2
(0.65)
5.8
(0.46)
7.1
(0.57)
30.4
(0.58)
BMC
(55 colors) 3.3
1 245(1.03)
1.9
(1.58)
34.8
(1.72)
17.3
(1.39)
20.9
(1.69)
81.9
(1.57) 3.9
6 245(1.03)
0.8
(0.66)
7.9
(0.39)
4.0
(0.32)
4.8
(0.39)
20.7
(0.39)
RBMC
(2 colors) 2.8
1 248(1.05)
1.3
(1.08)
14.6
(0.72)
10.6
(0.85)
12.1
(0.98)
45.3
(0.87) 3.1
6 248(1.05)
0.7
(0.58)
4.7
(0.23)
2.9
(0.23)
3.0
(0.24)
14.2
(0.27)
Modified
RBMC
(2 colors)
2.5
1 198(0.83)
1.5
(1.25)
10.4
(0.51)
9.2
(0.74)
9.8
(0.79)
36.5
(0.70) 2.8
6 227(0.96)
0.5
(0.41)
4.4
(0.21)
2.6
(0.20)
2.7
(0.21)
13.0
(0.25)
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6 スレッド時の計算時間を比較すると，RBMC と Modified RBMC は，BMC よりも 30 %
以上高速であった．このモデルでも，Modified RBMC の収束特性が劣化した影響で，
RBMC と Modified RBMC の計算時間に大きな差異は見られなかった． 
４.４.３ IPM モータ 
図 4.16 にオーダリング後の非零要素分布を示す．RBMC では，係数行列の電気回
路部に該当する行において，1 行当たり約 10 万個の非零要素が配置される影響で，ブ 
 
 
(a) original 
   
   (b) MC                                 (c) BMC 
   
(d) RBMC                         (e) Modified RBMC 
図 4.16 IPM モータにおける係数行列の非零要素分布 
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ロック内の未知変数の数が不均一になる．Modified RBMC では，2 あるいは 3 色でブ
ロック化を実行することが困難であったため，4 色で各ブロックに彩色した．すなわ
ち，ブロック数を 4Np として，以降の作業を行えばよい．この結果，各色に 6 つの
小行列を配置した非零要素分布に変換できる．次に，図 4.16 の非零要素分布における
バンド幅と CHI の比率を表 4.6 に示す．Modified RBMC は他のオーダリングよりもバ
ンド幅を短縮でき，CHI の低減にも効果的であった． 
図 4.17 にトルクと磁石渦電流損 PJe の分布を示す．ここで，グラフ中の実線と波
線は，それぞれオーダリング無し逐次版 ICCG 法により得られたトルクと渦損を示す． 
 
 
表 4.6 IPM モータにおける各種オーダリングを適用したときのバンド幅と CHI 
ordering bandwidth ratio of CHI
－ 6,388,743  (1.00) 1.0
MC 6,386,179  (0.99) 5.7
BMC 6,385,235  (0.99) 3.0
RBMC 3,295,487  (0.51) 3.3
Modified RBMC 3,195,069  (0.50) 1.3
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図 4.17 IPM モータにおけるトルクと磁石渦電流損 
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なお，NP は並列度数である．これより，各並列計算により得られたトルクと渦損は，
ほぼ一致している．次に，計算時間を表 4.7 に示す．RBMC を使用したときの計算時
間は，BMC を使用するよりも遅くなった．これは，収束特性の悪化，前進・後退代
入におけるロードバランスの悪化が要因である．一方，Modified RBMC は，他の計算
結果に比べて線形解法の反復回数を削減できたため，最速の結果を示した．このとき，
一反復当たりの平均計算時間を表 4.8 に示す．表中の値は，表 4.7 の計算時間を線形
解法の総反復回数で除して求めたものである．RBMC は前進・後退代入におけるロー
ドバランスの悪化により，BMC よりも多くの計算時間を必要とした．一方，Modified 
RBMC は RBMC よりもロードバランスが改善できたことにより，BMC とほぼ同等な
時間で計算を行うことができた． 
 
 
表 4.7 IPM モータにおける並列化 ICCG 法の性能 
Np ordering totalNR it.
total
linear it.
time for 
ordering
[s]
elapsed time [s] TNp
[h]IC Au L1u LTu total (TNp)
1 － 342(1.00)
252,171
(1.00) －
4067.7
(1.00)
9540.0
(1.00)
5235.2
(1.00)
5615.4
(1.00)
26156.5
(1.00)
7.2
(1.00)
6
MC
(27 colors)
358
(1.04)
258,061
(1.02) 347.5
4302.1
(1.05)
4701.1
(0.49)
2051.1
(0.39)
2388.4
(0.42)
14052.0
(0.53)
3.9
(0.53)
BMC
(26～29 colors)
310
(0.90)
260,019
(1.03) 221.5
421.7
(0.10)
3607.5
(0.37)
2017.4
(0.38)
2090.8
(0.37)
8784.2
(0.33)
2.4
(0.33)
RBMC
(2 colors)
321
(0.93)
301,122
(1.19) 456.6
2482.4
(0.61)
3801.4
(0.39)
2592.2
(0.49)
2809.1
(0.50)
12441.3
(0.47)
3.4
(0.47)
Modified RBMC
(4 colors)
178
(0.52)
168,099
(0.66) 322.8
854.0
(0.20)
2083.8
(0.21)
1165.3
(0.22)
1212.5
(0.21)
5722.6
(0.21)
1.5
(0.21)
 
 
表 4.8 並列化 ICCG 法における一反復当たりの平均計算時間（IPM モータ） 
Np ordering
elapsed time [ms]
Au L1u LTu total (TNp)
1 － 37(1.00)
20
(1.00)
22
(1.00)
103
(1.00)
6
MC
(27 colors)
18
(0.48)
7
(0.35)
9
(0.40)
54
(0.52)
BMC
(26～29 colors)
13
(0.35)
7
(0.35)
8
(0.36)
33
(0.32)
RBMC
(2 colors)
12
(0.32)
8
(0.40)
9
(0.40)
41
(0.39)
Modified RBMC
(4 colors)
12
(0.32)
6
(0.30)
7
(0.31)
34
(0.33)
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４.５ 結言 
本章では，レベル構造を用いたブロックマルチカラーオーダリングの有効性を検証
した．得られた知見を要約すると次のようになる． 
（1）レベル構造を使用した RBMC は，MC あるいは，従来の BMC よりも少ない通
信・同期コストで，前進・後退代入を並列化できることを明らかにした．また，
従来の BMC で必要であったパラメータの設定が不要となり，利便性が向上し
た． 
（2）RBMC を使用すると，前進・後退代入のロードバランスが悪化するので，その
改善策（Modified RBMC）を検討した．その結果，少ない色数のまま，均等な
大きさの小行列を対角に配置することができ，ロードバランスが改善された． 
（3）MRI モデルと電気学会渦電流解析モデルでは，収束特性改善の効果によって
BMC よりも RBMC の方が高速であった．RBMC と Modified RBMC を比較する
と，計算時間に大きな差異が見られなかった．これは，Modified RBMC では，
並列度数に応じて行列の非零分布が変わるため，逐次よりも収束特性が劣化し
たことが要因である． 
（4）電圧源を考慮した IPM モータの解析では，RBMC よりも Modified RBMC の方が
短い計算時間で実行できた．これは，RBMC において前進・後退代入のロード
バランスが悪化したことが一要因である．よって，本章で検討したモデル，計
算機環境では，Modified RBMC が高性能であった． 
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第５章 Eisenstat の方法を導入した並列化前処理付き 
MRTR 法におけるブロックマルチカラーオーダリング 
の有効性 
 
５.１ 緒言 
前章に示した Modified RBMC は MC，BMC と同様に，全ての非零要素を使用して
前進・後退代入を並列化できるので，Eisenstat の方法の主たる計算手続きである前進・
後退代入の並列化にも適用できる．一方，ブロック化前処理付き線形解法に Eisenstat
の方法を適用する cache-cache elements（CCE）法［51］の導入も考えられる．しかし，
辺有限要素法から得られる不定方程式に対する CCE 法の適用効果，並びに Modified 
RBMC と CCE 法の性能比較について報告されていない． 
そこで本章では，前処理付き MRTR 法に Modified RBMC，あるいは cache-cache 
elements 法を導入した場合の収束特性，並列性能を検討する．Eisenstat の方法を実装
する際，前処理後の残差（オリジナルの残差に下三角行列の逆行列を掛けたもの）を
収束判定に用いることで，収束判定時に必要な下三角行列ベクトル積の演算コストを
削減した［70］，［72］．なお，この方法を MESGS 前処理と略記する．また，Modified RBMC
付き MESGS 前処理の優位性を示すために，オーダリングを導入した対称ガウスザイ
デル（SGS）前処理の性能と比較した．さらに，静磁界解析だけでなく，周波数領域
渦電流解析に対するModified RBMC付きMESGS前処理の性能についても検証したの
で，その詳細を述べる． 
 
５.２ Eisenstat の方法における前進・後退代入の並列化 
本節では，Eisenstat の提案した定式化，並びに，その並列化技法を示す． 
５.２.１ Eisenstat の方法 
任意の下三角行列 C を用いて両側前処理を行うと（5.1）式のようになる． 
1 1( )( )T TC AC C C  x b        （5.1） 
ここで，A は対角スケーリング後の係数行列，x は解ベクトル，b は右辺ベクトルを
表す．対角スケーリングは前処理付き線形解法の収束特性に実質的な影響を与えない
［30］．しかし，対角部を 1.0 にしておくと，前進・後退代入等の前処理部の実装が容易
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になるため，対角スケーリングを導入する． 
Eisenstat の方法［45］，［69］では， 1 TC AC  ， TC x ， 1C  b をそれぞれ Aˆ， xˆ，bˆ とおき，
前処理後の係数行列 Aˆとベクトル（ ˆˆ ,x b）を援用してアルゴリズムが設計される．対
称ガウスザイデル（SGS）前処理［69］や Diagonal IC 分解［28］のように，A の下三角部
が前処理に直接使用される場合，行列ベクトル積を前進代入一回，後退代入一回で評
価できる．まず，A を次式のように分離する． 
TA L I L           （5.2） 
ここで，L は対角成分が零の下三角行列，I は単位行列を示す．SGS 前処理を適用す
る場合，両側前処理で使用する三角行列 C を（5.3）式のように定義する． 
C L I          （5.3） 
（5.2）と（5.3）式より，両側前処理後の係数行列 Aˆと残差ベクトル rˆ の行列ベクトル
積は（5.4）式のように変形できる． 
1
1
ˆ ˆ ˆ( ) {( ) ( ) }( )
ˆ ˆ ˆ( )
T T
T T
A L I L I I L I L I
C C C
 
  
      
  
r r
r r r
    （5.4） 
その結果，前処理後の行列ベクトル積 ˆ ˆAr を後退代入 ˆTC  r と前進代入 1 ˆ ˆ( )TC C r r に
よって評価できる． 
５.２.２ cache-cache elements 法 
（5.4）式に示す行列ベクトル積を計算する場合，係数行列の全ての非零要素を前
進・後退代入において使用しなければならない．よって，対角ブロック内の非零要素
を使用するブロック化前処理では，（5.4）式の計算を並列化することはできない．そ
こで，藤野らは対角ブロック内とブロックから漏れた非零要素を組み合わせて，前処
理後の行列ベクトル積を並列化する cache-cache elements（CCE）法を提案した［51］． 
CCE 法では，まず，図 5.1 のようにブロック化前処理で用いる下三角行列 L とブロ
ック外の非零要素から構成される残余行列 R を定義する．次に，これらの行列を使用
して係数行列 A を（5.5）式のように分離する． 
TA L I L R           （5.5） 
ここで，I は単位行列を示す．ブロック SGS 前処理を用いる場合，前処理で使用する
下三角行列 Cb は（5.6）式となる． 
bC L I          （5.6） 
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coefficient matrix A
（after diagonal scaling）
RL
 
図 5.1 cache-cache elements 法における行列の定義 
 
（5.5）と（5.6）式より，前処理後の係数行列 Aˆと残差ベクトル rˆ の行列ベクトル積は
（5.7）式のように変形できる． 
1
1
1
1
1
ˆ ˆ ˆ
ˆ( ) ( )( )
ˆ( ) {( ) ( ) )}( )
ˆ ˆ ˆ ˆ( ) ( ) { ( ) ( ) }
ˆ ˆ ˆ ˆ( )
T
k
T T
k
T T
k
T T T
k k k k
T T T
b b b b
A C AC
L I L I L R L I
L I L I I L I R L I
L I L I L I R L I
C C C R C
 
 
 
   
   

     
       
       
   
r r
r
r
r r r r
r r r r
  （5.7） 
その結果，以下の手順を踏むことで，前処理後の行列ベクトル積 ˆ ˆAr を評価できる． 
ˆ1. T kC u r             （5.8） 
2. Rv u             （5.9） 
1 ˆ3. ( )kC   w r u v             （5.10） 
ˆ ˆ4. kA  r u w              （5.11） 
前進・後退代入ではブロック化前処理を使用するため，容易に並列化が行える．また，
新たに追加された残余行列とベクトルの積 Ru ˆ( ( ) )TbR C  r は，残余行列を行方向に分
割すれば並列計算が実行できる．なお，RCM オーダリングを前もって行っておくこ
とで，この追加コストを削減できる． 
 
５.３ 解析モデルと計算条件 
図 5.2 に示す解析モデルを使用して，前処理付き MRTR 法の並列性能を検証する．
また，各モデルの解析諸元を表 5.1 に示す．ここで，MRは MRTR 法の収束判定値で
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あり，相対残差ノルム || || || ||r b （MESGS 前処理では ˆˆ|| || || ||r b ）がMR未満になった
とき，反復計算を終了する． 
５.３.１ ボックスシールドモデル 
図 5.2（a）にボックスシールドモデル［30］のメッシュを示す．シールド部を厚さ方
向に 8 層分割し，シールド厚さを 1 mm とする．なお，磁気シールドの材料に使用す
る SS400 の比透磁率を 1,000 とて線形静磁界解析を行った． 
５.３.２ IH 調理器モデル 
図 5.2（d）に示す IH 調理器モデル（周波数：90 kHz）では，フライパンを厚さ方
向に 40 層分割し，フライパンの厚さを 2 mm とした．なお，フライパンの導電率を
5.0×107 S/m と設定する．電気学会渦電流解析モデルと同様に，周波数領域渦電流解
析に A- 法を使用した． 
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(c) IEEJ eddy current                        (d) IH cooker 
図 5.2 解析モデル 
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表 5.1 解析モデルの諸元 
model discret. NoN NoE formul. matrix type DoF nonzero
box shield 1st-hexa 558,256 539,105 A real 1,594,320 51,642,566 106
MRI 2nd-hexa 93,879 87,120 A real 1,014,600 82,050,304 106
IEEJ eddy current 1st-tetra 439,600 2,557,135 complex 3,195,078 71,630,060 107
IH cooker 1st-hexa 817,887 794,640 complex 2,742,590 129,062,078 107
MR
A
A
 
 
５.３.３ 計算機の仕様 
数値実験では，Intel Xeon E5-2687W v2（8 core，3.4 GHz）を 2 基搭載した PC（mother 
board：ASUS Z9PA-D8C，memory：Transcend TS512MKR72V3N（DDR3-1333）4 GB，
計 32 GB）を使用する．プログラム言語は C 言語，並列処理の API は OpenMP である．
また，コンパイラには，Intel Composer XE 2011 を使用し，最適化オプションは，/O2 
/Qipo /Qprec-div- /QxHost /Qopenmp とした．係数行列はフルマトリクスとして定義し，
CRS 形式で非零要素を格納した． 
 
５.４ 計算結果 
５.４.１ 各並列化手法が収束特性と計算精度に与える影響 
本項では，ボックスシールドモデルにおける Modified RBMC と RCM 付き
cache-cache elements（CCE）法が収束特性と計算精度に与える影響について検討する．
まず，オーダリング後の非零要素分布を図 5.3 に示す．ここで，MC は Greedy 法によ
り各節点に彩色する方法，BMC はブロック内の未知変数の数（s）を設定しブロック
に彩色する方法を指す．BMC では，収束特性の観点からパラメータ s を大きな値に
設定するのが望ましいが，問題によっては色数が増加し並列性能の悪化を招く可能性
がある．それゆえ，文献［47］では，s の値として 128～512 が推奨されている．本論
文では，この推奨範囲の最大値 512 を使用して BMC を実行した．RBMC を実行する
と，MC，BMC よりもバンド幅が縮小される．さらに，Modified RBMC を適用するこ
とで，ほぼ均等なサイズの正方行列を対角に配置できる． 
残差ノルムの収束特性を図 5.4 に示す．ここで，SGS は対称ガウスザイデル前処理，
MESGS は Eisenstat の方法を導入した SGS 前処理，Block SGS（CCE）は cache-cache 
elements 法を導入したブロック SGS 前処理を表す．なお，SGS は逐次実行時の残差履
歴，それ以外は 6 スレッド使用時の結果を示す． ˆˆ,r bはそれぞれ前処理後の残差ベク
トル，右辺ベクトルである．CCE 法ではブロック化前処理を使用するので，逐次版 
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(a) Original                (b) RCM                   (c) MC 
     
(d) BMC                 (e) RBMC              (f) Modified RBMC 
図 5.3 ボックスシールドモデルにおける係数行列の非零要素分布 
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図 5.4 ボックスシールドモデルにおける Eisenstat の方法を適用した前処理付き
MRTR 法の収束特性 
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SGS よりも収束特性が劣化した．一方，Modified RBMC では全ての非零要素を前処理
で使用できるため，RCM 付き Block SGS（CCE）よりも良好な収束特性を示した．ま
た，前処理後の残差を収束判定指標に採用しても，前処理前の残差とほぼ同様な残差
履歴が得られた．次に，ボックスシールドの z 軸上における磁束密度 Bz の分布を図
5.5 に示す．MESGS（with Modified RBMC）と RCM 付き Block SGS（CCE）は逐次版
の SGS と同等の精度で磁束密度を計算できていることが分かる．よって，CCE 法，
あるいは Modified RBMC を援用して前進・後退代入を並列化した場合，前処理後の
残差で収束判定を行っても計算精度を保持できるため，以降の解析では，Eisenstat の
方法を使用した際の収束判定指標には前処理後の残差を使用する． 
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図 5.5 ボックスシールドモデルにおける Bzの分布 
 
５.４.２ ボックスシールドにおける各種計算手法の評価 
本項では，CCE 法と Modified RBMC が並列性能に与える影響を考察する．図 5.6
に収束特性，計算時間の変化を示す．RCM 付き Block SGS（CCE）では，ブロック化
前処理を使用するため，2スレッド時の反復回数が逐次実行時よりも 1.4倍増加する．
一方，BMC では，全ての非零要素を用いて Eisenstat の方法を並列化できるため，収
束特性は劣化しない．Modified RBMC では，各スレッドにおいて生成される非零要素
分布が異なるため，反復回数が若干変化する．しかし，ブロック化前処理のように非
零要素を無視しないため，収束特性の劣化は少ない．計算時間を比較すると，2 スレ
ッド時の RCM 付き Block SGS（CCE）は，逐次よりも 1.1 倍の並列性能が得られた．
これは，逐次の RCM 付き Block SGS（CCE）よりも反復回数が 1.4 倍増加したことに
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起因する．一方，BMC では，収束特性が劣化しないため，2 スレッド時の計算時間は
逐次に比べて 1.6 倍，計算速度が向上した．Modified RBMC（2 スレッド）も逐次に
比べて 1.5 倍高速であり，RCM 付き Block SGS（CCE）よりも短い計算時間で線形方
程式を求解できた．本モデルでは，6 スレッド付近で並列性能が飽和した．他の全て
のモデルでも，概ね 6 スレッドを超えた辺りで並列性能が飽和したので， 6 スレッド
における計算時間を比較する． 
次に，6 スレッド時の計算時間を表 5.2 に示す．ここで，Au は行列ベクトル積，Ru
は CCE 法における残余行列とベクトルの積，C1u は前進代入，CTu は後退代入であ
る．RCM 無し Block SGS（CCE）は，Block SGS（without RCM）よりも 40 % 以上高
速に計算を行えた．この理由を考察するために，表 5.3 に残余行列 R の非零要素数を
示す．オリジナルの非零要素分布を用いた場合，R の非零要素が係数行列 A に比べて
少ない．したがって，「Ru の計算を短時間で実行できたこと」，「行列ベクトル積の計
算コストを削減できたこと」 2 点の理由から，RCM 無し Block SGS（CCE）は Block 
SGS（without RCM）よりも短時間で求解できた．一方，RCM 付き Block SGS（CCE）
は，R に含まれる非零要素数の削減，及び収束特性の改善を達成できたため，RCM を
導入しない CCE 法よりも僅かに計算時間を削減できた．Block SGS（with RCM）と比
較すると，RCM 付き Block SGS（CCE）は前進・後退代入の計算に多くの時間を費や
した．これは，反復回数に大きな差異がないこと，CCE 法のプログラムを実装する際，
Block SGS よりも定義する配列が多くなり，コンパイルオプションの効果が等価でな
くなったこと等の影響が考えられる．次に，マルチカラーオーダリングを適用したと
きの反復回数を比較する．RBMC 付き SGS は，バンド幅の削減効果により BMC に比 
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図 5.6 ボックスシールドモデルにおける Modified RBMC を使用したときの並列性能 
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表 5.2 ボックスシールドモデルにおける並列化前処理付き MRTR 法の性能 
precond. conv.criterion ordering linear it.
elapsed time [s] scal.Au Ru C1u CTu total
Block SGS 1
－ 1,014(1.00)
19.9
(1.00) 0
9.5
(1.00)
8.5
(1.00)
44.4
(1.00) 1.7
RCM 879(0.86)
16.2
(0.81) 0
5.7
(0.60)
5.3
(0.62)
32.6
(0.73) 2.1
Block SGS
(CCE) 2
－ 998(0.98)
0
(0) 1.2
8.4
(0.88)
8.3
(0.97)
23.7
(0.53) 2.0
RCM 868(0.85)
0
(0) 0.5
8.6
(0.90)
8.9
(1.04)
23.3
(0.52) 1.8
SGS 1
MC
17 colors
679
(0.66)
15.7
(0.78) 0
7.7
(0.81)
8.4
(0.98)
36.5
(0.82) 3.2
BMC (s = 512)
18 colors
795
(0.78)
17.0
(0.85) 0
8.8
(0.92)
9.9
(1.16)
41.1
(0.92) 3.0
RBMC
2 colors
645
(0.63)
12.4
(0.62) 0
6.7
(0.70)
6.9
(0.81)
30.7
(0.69) 3.1
Modified RBMC
2 colors
625
(0.61)
11.7
(0.58) 0
5.3
(0.55)
5.5
(0.64)
26.6
(0.59) 3.3
MESGS 2
MC
17 colors
616
(0.60)
0
(0) 0
7.3
(0.76)
8.1
(0.95)
19.0
(0.42) 3.4
BMC (s = 512)
18 colors
766
(0.75)
0
(0) 0
8.8
(0.92)
10.0
(1.17)
22.9
(0.51) 3.1
RBMC
2 colors
632
(0.62)
0
(0) 0
6.7
(0.70)
7.5
(0.88)
17.9
(0.40) 2.5
Modified RBMC
2 colors
617
(0.60)
0
(0) 0
6.2
(0.65)
6.6
(0.77)
16.6
(0.37) 2.5  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
 
表 5.3 ボックスシールドモデルにおける残余行列 R の非零情報（6 スレッド） 
ordering number of nonzeroin R (NR)
number of nonzero
in A (NA)
NR / NA×100 
[%]
－ 2,300,020  (1.00) 51,642,566 4.4RCM 1,492,032  (0.64) 2.8
 
 
べて良好な収束特性であり，計算時間を 20 % 以上減じることができた．表 5.2 の中
で，最も反復回数が少なかった MESGS（with Modified RBMC）が最速であり，RCM
付き Block SGS（CCE）よりも概ね 30 % 計算時間を削減できた． 
５.４.３ MRI モデルにおける各種計算手法の評価 
オーダリング後の非零要素分布を図 5.7 に示す．本例では，六面体二次要素で離散
化しているため，MC に必要な色数が 44 色となる．これに対して，RBMC，あるいは
Modified RBMC は 2 色で彩色でき，バンド幅を縮小できた．さらに，Modified RBMC
を使用することで，ほぼ均等なサイズの正方行列を対角に配置できた． 
このときの計算時間を表 5.4，R の非零要素数を表 5.5 に示す．RCM を導入するこ
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とで，ブロック化前処理を使用したときの反復回数を半分近くまでに低減できた．ま
た，SGS（with Modified RBMC）では，全ての非零要素を前処理で使用できるので，
Block SGS（CCE）よりも良好な収束特性を示した．計算時間を比較すると，収束特
性の改善と色数の削減を達成できたので，SGS（with Modified RBMC）は，BMC より
も約 30 % 高速であった．表 5.4 の中で最速となったのは，MESGS（with Modified 
RBMC）であり，RCM 付き Block SGS（CCE）よりも高いスケーラビリティで並列計
算を行えた． 
 
 
 
 
     
(a) Original                 (b) RCM                  (c) MC 
     
(d) BMC                 (e) RBMC             (f) Modified RBMC 
図 5.7 MRI モデルにおける係数行列の非零要素分布 
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表 5.4 MRI モデルにおける並列化前処理付き MRTR 法の性能 
precond. conv.criterion ordering linear it.
elapsed time [s] scal.Au Ru C1u CTu total
Block SGS 1
－ 1,788(1.00)
48.7
(1.00) 0
17.5
(1.00)
17.6
(1.00)
90.3
(1.00) 2.7
RCM 924(0.51)
25.3
(0.51) 0
9.1
(0.52)
9.2
(0.52)
47.3
(0.52) 3.0
Block SGS
(CCE) 2
－ 1,694(0.94)
0
(0) 2.5
19.9
(1.13)
21.1
(1.19)
48.9
(0.54) 2.8
RCM 926(0.51)
0
(0) 1.3
10.9
(0.62)
11.4
(0.64)
26.8
(0.29) 2.9
SGS 1
MC
44 colors
1,480
(0.82)
68.3
(1.40) 0
25.5
(1.45)
32.9
(1.86)
132.9
(1.47) 4.0
BMC(s), s = 512
18 colors
1,011
(0.56)
29.3
(0.60) 0
15.9
(0.90)
18.6
(1.05)
68.2
(0.75) 4.0
RBMC
2 colors
669
(0.37)
18.9
(0.38) 0
9.5
(0.54)
10.9
(0.61)
42.4
(0.46) 3.7
Modified RBMC
2 colors
666
(0.37)
19.0
(0.39) 0
9.4
(0.53)
10.7
(0.60)
42.1
(0.46) 3.1
MESGS 2
MC
44 colors
1,314
(0.73)
0
(0) 0
23.1
(1.32)
29.4
(1.67)
56.7
(0.62) 3.5
BMC(s), s = 512
18 colors
948
(0.53)
0
(0) 0
15.1
(0.86)
17.9
(1.01)
36.1
(0.39) 3.5
RBMC
2 colors
669
(0.37)
0
(0) 0
9.8
(0.56)
11.4
(0.64)
23.6
(0.26) 3.5
Modified RBMC
2 colors
667
(0.37)
0
(0) 0
8.4
(0.48)
10.3
(0.58)
21.2
(0.23) 3.7  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
 
表 5.5 MRI モデルにおける残余行列 R の非零情報（6 スレッド） 
ordering number of nonzeroin R (NR)
number of nonzero
in A (NA)
NR / NA×100 
[%]
－ 3,355,880  (1.00) 82,050,304 4.1RCM 3,457,000  (1.03) 4.2
 
５.４.４ 複素対称疎行列に対する各種計算手法の評価 
電気学会渦電流解析モデルにおけるオーダリング後の非零要素分布を図 5.8 に示す．
本問題では，四面体要素で離散化しているため，オリジナルの行列はバンド幅が大き
く，ランダムに非零要素が分布する．Modified RBMC の使用により，MC と BMC よ
りもバンド幅を縮小できた．このときの計算時間を表 5.6，R の非零要素数を表 5.7 に
示す．実対称線形方程式を求解するのと同様に，RCM はブロック化前処理の収束特
性改善に効果的であった．また，Modified RBMC は，バンド幅の削減効果によって，
MC あるいは BMC よりも少ない反復回数で収束した．また，表 5.7 より，RCM を使
用することで，R の非零要素数が削減され，Ru の計算時間を低減できた．その結果，
RCM 無し Block SGS（CCE）よりも半分以上の高速化を達成した．一方，MESGS（with 
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(a) Original                 (b) RCM                   (c) MC 
     
(d) BMC                 (e) RBMC             (f) Modified RBMC 
図 5.8 電気学会渦電流解析モデルにおける係数行列の非零要素分布 
表 5.6 電気学会渦電流解析モデルにおける並列化前処理付き COMRTR 法の性能 
precond. conv.criterion ordering linear it.
elapsed time [s] scal.Au Ru C1u CTu total
Block SGS 1
－ 532(1.00)
59.0
(1.00) 0
8.8
(1.00)
9.3
(1.00)
94.1
(1.00) 1.9
RCM 460(0.86)
22.6
(0.38) 0
11.6
(1.31)
11.4
(1.22)
62.0
(0.65) 1.9
Block SGS
(CCE) 2
－ 528(0.99)
0
(0) 35.9
11.0
(1.25)
10.5
(1.12)
77.4
(0.82) 1.5
RCM 457(0.85)
0
(0) 1.5
12.8
(1.45)
11.9
(1.27)
41.9
(0.44) 1.7
SGS 1
MC
21 colors
381
(0.71)
72.2
(1.22) 0
26.7
(3.03)
35.3
(3.79)
147.8
(1.57) 2.9
BMC (s = 512)
55 colors
361
(0.67)
29.0
(0.49) 0
14.9
(1.69)
17.3
(1.86)
74.9
(0.79) 3.2
RBMC
2 colors
378
(0.71)
18.5
(0.31) 0
10.4
(1.18)
11.5
(1.23)
54.3
(0.57) 2.7
Modified RBMC
2 colors
340
(0.63)
16.7
(0.28) 0
9.2
(1.04)
10.4
(1.11)
48.9
(0.51) 2.5
MESGS 2
MC
21 colors
381
(0.71)
0
(0) 0
26.2
(2.97)
35.3
(3.79)
73.0
(0.77) 3.3
BMC (s = 512)
55 colors
344
(0.64)
0
(0) 0
14.6
(1.65)
15.8
(1.69)
41.5
(0.44) 3.0
RBMC
2 colors
348
(0.65)
0
(0) 0
9.8
(1.11)
10.4
(1.11)
31.4
(0.33) 2.7
Modified RBMC
2 colors
340
(0.63)
0
(0) 0
9.5
(1.07)
10.5
(1.12)
30.5
(0.32) 2.6  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
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表 5.7 電気学会渦電流解析モデルにおける残余行列 R の非零情報（6 スレッド） 
ordering number of nonzeroin R (NR)
number of nonzero
in A (NA)
NR / NA×100 
[%]
－ 28,527,298  (1.00) 71,630,060 39.8RCM 3,614,434  (0.12) 5.0
 
 
 
Modified RBMC）は，表5.6中で反復回数が最も少ないため，RCM付きBlock SGS（CCE）
よりも短い計算時間で求解できた． 
IH 調理器におけるオーダリング後の非零要素分布を図 5.9 に示す．図 5.9（a）より，
電気スカラポテンシャルが未知変数に加わることに起因して，バンド幅が大きい非零
要素分布となる．この非零分布に対して，Modified RBMC は MC，BMC を使用する
よりもバンド幅を削減することに成功した．次に，計算時間を表 5.8，R の非零要素
数を表 5.9 に示す．表 5.9 より，RCM は R の非零要素数を削減するのに効果を発揮し
たので，RCM 付き Block SGS（CCE）は，オーダリング無し Block SGS よりも 60 % 以
上の計算時間を削減できた．一方，Modified RBMC 付き MESGS は，表 5.8 中で最も
早く収束した．その結果，RCM 付き Block SGS（CCE）よりも高速に計算できた． 
 
         
(a) Original                (b) RCM                   (c) MC 
         
(d) BMC                 (e) RBMC             (f) Modified RBMC 
図 5.9 IH 調理器モデルにおける係数行列の非零要素分布 
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表 5.8 IH 調理器モデルにおける並列化前処理付き COMRTR 法の性能 
precond. conv.criterion ordering linear it.
elapsed time [s] scal.Au Ru C1u CTu total
Block SGS 1
－ 5,111(1.00)
475.9
(1.00) 0
97.9
(1.00)
97.5
(1.00)
801.7
(1.00) 2.4
RCM 4,443(0.86)
344.6
(0.72) 0
132.8
(1.35)
131.4
(1.34)
721.5
(0.89) 2.3
Block SGS
(CCE) 2
－ 5,252(1.02)
0
(0) 195.1
125.1
(1.27)
113.7
(1.16)
564.3
(0.70) 1.7
RCM 4,403(0.86)
0
(0) 17.3
160.1
(1.63)
152.8
(1.56)
438.6
(0.54) 2.1
SGS 1
MC
28 colors
4,701
(0.91)
976.5
(2.05) 0
308.4
(3.15)
400.7
(4.10)
1827.4
(2.27) 3.4
BMC (s = 512)
21 colors
3,886
(0.76)
340.3
(0.71) 0
186.6
(1.90)
240.0
(2.46)
869.7
(1.08) 3.2
RBMC
2 colors
4,513
(0.88)
345.4
(0.72) 0
184.8
(1.88)
230.3
(2.36)
878.9
(1.09) 3.3
Modified RBMC
2 colors
3,480
(0.68)
264.9
(0.55) 0
124.5
(1.27)
172.6
(1.77)
652.2
(0.81) 2.8
MESGS 2
MC
28 colors
4,428
(0.86)
0
(0) 0
298.6
(3.05)
374.1
(3.83)
785.0
(0.97) 3.6
BMC (s = 512)
21 colors
3,848
(0.75)
0
(0) 0
189.6
(1.93)
237.1
(2.43)
513.1
(0.64) 2.9
RBMC
2 colors
4,449
(0.87)
0
(0) 0
186.9
(1.90)
233.1
(2.39)
520.5
(0.64) 2.8
Modified RBMC
2 colors
3,362
(0.65)
0
(0) 0
124.1
(1.26)
167.8
(1.72)
367.3
(0.45) 3.0  
conv. criterion: 1. ||rk|| / ||b||  MR, 2. ˆˆ|| || || ||/kr b  MR 
 
表 5.9 IH 調理器モデルにおける残余行列 R の非零情報（6 スレッド） 
ordering number of nonzeroin R (NR)
number of nonzero
in A (NA)
NR / NA×100 
[%]
－ 46,946,998  (1.00) 129,062,078 36.3RCM 5,557,090  (0.11) 4.3
 
 
 
５.５ 結言 
本章では，Modified RBMC あるいは cache-cache elements 法を援用して，Eisenstat
の方法における前進・後退代入を並列化し，各計算手法が並列性能に与える影響につ
いて検討した．得られた知見を要約すると以下のようになる． 
（1）ブロック化前処理とブロック外の非零要素を用いて Eisenstat の方法を実装する
cache-cache elements 法を検討した．行列ベクトル積を計算する必要がないため，
ブロック化前処理を使用するよりも高速であった． 
（2）cache-cache elements 法における残余行列の非零要素を削減するために，RCM オ
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ーダリングを適用した．その結果，残余行列・ベクトル積の計算時間を削減で
き，一反復当たりの演算時間を低減できた．さらに，収束特性の改善効果も見
られたため，総計算時間の削減にも効果的であった． 
（3）Modified RBMC を援用して前進・後退代入を並列化した．オリジナルの非零要
素分布よりもバンド幅が縮小できたため，従来の BMC よりも良好な収束特性が
得られた．さらに，前進・後退代入における同期回数，及びキャッシュミスの
低減により，MC，BMC を使用するよりも短時間で計算できた． 
（4）Modified RBMC 付き MESGS 前処理と cache-cache elements 法を導入したブロッ
ク SGS 前処理の性能を比較した．Modified RBMC は全ての非零要素を用いて前
進・後退代入を評価できるため，cache-cache elements 法を使用するよりも良好
な収束特性を示した．それゆえ，本数値実験では，Modified RBMC 付き MESGS
を使用する方が高速であった． 
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第６章 結論 
 
本論文では，辺有限要素法から得られる線形方程式求解の高速化を目的として，ブ
ロックマルチカラーオーダリングを使用した並列化前処理付き線形解法を開発し，そ
の有効性を検討した．各章を要約すると以下のようになる． 
 
第 1 章では，研究背景について述べ，並列化クリロフ部分空間法を実装する際の問
題点を明らかにし，本研究の目的を示した． 
第 2 章では，本研究全体に関係する基礎事項として，辺有限要素法を使用した磁界
解析法と前処理付きクリロフ部分空間法について詳説した． 
第 3 章では，Eisenstat の方法における前進・後退代入を並列化するために，マルチ
カラーオーダリング（MC）を導入し，その並列性能をブロック化前処理と比較した．
ブロック化前処理では，逐次よりも前処理で使用する非零要素が減少するため，収束
特性が悪化する傾向にある．一方，MC では，係数行列の全ての非零要素を前処理に
使用できるため，並列度数を増やしても収束特性の劣化は少ない．さらに，Eisenstat
の方法を導入した MESGS 前処理は MC により並列化できるので，並列実行時におい
ても行列ベクトル積の演算時間を削減することに成功した．したがって，MC 付き
MESGS 前処理は RCM 付きブロック化前処理以上の高速化を実現した．さらに，周
波数領域辺有限要素解析から得られる複素対称線形方程式に提案手法を適用し，MC
が並列特性に与える効果，時間領域との性能の差異，電磁波解析への適用効果を明ら
かにした． 
第 4 章では，RCM から得られるレベル構造をブロック化に使用するマルチカラー
（RBMC）の有効性を述べた．RBMC では，従来のマルチカラー法よりもバンド幅が
縮小され，キャッシュミスの低減，収束特性の改善に効果を発揮した．さらに，RBMC
のブロック化手順を修正した Modified RBMC では，並列度数に応じてブロックを生
成するため，非零要素を各スレッドに分配する手順が RBMC よりも簡略化できるだ
けでなく，RBMC に比べてキャッシュミスの少ない演算を実現した．実応用例として，
電圧源を考慮した回転機解析から得られる実対称疎行列に適用したところ，CPU 1 ス
レッドを用いた不完全コレスキー分解付き共役勾配（ICCG）法の計算時間を概ね 
80 % 削減することに成功した． 
第 5 章では，Modified RBMC が Eisenstat の方法における前進・後退代入の並列性能
に与える影響を検討した．さらに，ブロック化前処理付き線形解法に Eisenstat の方法
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を適用する cache-cache elements（CCE）法と比較を行い，各種計算手法の特性をまと
めた．CCE 法では，行列ベクトル積を計算する必要がないため，Eisenstat の方法を導
入しない解法よりも高速である．しかし，ブロック化前処理の使用に起因して収束特
性が劣化する特性が見られた．一方，Modified RBMC では全ての非零要素を用いて前
進・後退代入を評価できるため，CCE 法を使用するよりも良好な収束特性を示した．
それゆえ，本数値実験では，Modified RBMC を使用する方が高速であった． 
 
本論文で開発した方法は，集中メモリを搭載した計算機に有効な方法であると考え
られる．よって，大規模解析で広く用いられる分散メモリを使用した並列計算では，
それに適したオーダリングの開発が必要である．今後の課題としては，分散メモリに
適したオーダリングの開発とその評価が挙げられる． 
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付録 
 
Ａ METIS を援用した並列化ブロック ICCG 法の性能 
Ａ.１ 緒言 
計算力学において主要な離散化手法である有限要素法においては，領域分割法によ
る並列計算例がいくつか報告されている［97］－［99］．また，電磁界解析分野においても
領域の一部をオーバーラップさせた並列有限要素法を適用した解析事例が報告され
ており［100］－［102］，実用化に向けた検討が行われている．本手法では解析で用いるメ
ッシュを小領域に分割し，それらを各プロセスに受け渡して線形方程式を並列に求解
する．線形方程式の前処理では，前進・後退代入を簡素化できるブロック化前処理［41］
を使用することが多い．しかし，並列度数の増加に伴い，前処理で無視される非零要
素の数が増えるので，収束特性は悪化する傾向にある．それゆえ，文献［101］，［102］
のように加法シュワルツ（Additive Schwarz）法［98］，［99］を導入することで，収束特性
の改善が試みられている． 
一方，線形解法の収束特性に影響を及ぼす因子として，係数行列内の非零要素位置
が挙げられる．集中メモリ環境下における係数行列内の非零要素のオーダリングに関
する研究は種々報告されている［42］，［46］，［50］．一方，大規模問題のための分散並列化を
目指したオーダリングによる並列化手法との比較については，ほとんど報告されてい
ない．双方の性能を定量評価することは，解析規模に適した並列化を実装する観点か
ら重要な意味を持つ． 
そこで本章では，領域分割法におけるオーダリングの基礎検討として，METIS（マ
ルチレベルグラフ理論に基づくグラフ分割プログラム）［103］－［105］を援用したオーダ
リングの性能を検討する．本検討では，1．逐次計算により求めた係数行列のデータ
を METIS に受け渡し，その出力データを基に行列の非零データを作成する方法［106］，
2．オリジナルの非零分布を用いるブロック分割型の方法，3．RCM オーダリング［46］
後の非零分布を用いるブロック分割型の方法，計 3 種類の方法を比較した．さらに，
行列のサイズが並列性能に与える影響，周波数領域から得られる複素対称疎行列に対
するオーダリングの性能についても検討を行ったので，その結果を報告する． 
Ａ.２ METIS を援用したブロック ICCG 法 
Ａ.２.１ METIS 
METIS は，ミネソタ大学の George Karypis の研究室で開発されたフリーのグラフ分
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割プログラムである．本ソフトウェアでは，グラフ理論の一種である multilevel k-way 
partitioning scheme［103］，［104］という方法を採用している．領域分割数 k を指定すること
で，小領域間を接続する枝の数が最小になるように領域分割を行う．理論の詳細につ
いては文献［103］に記載されているので，ここではその説明を割愛する． 
METIS では，有限要素メッシュデータを入力し，各要素における領域番号を返す
mpmetis，グラフデータを入力し，グラフ上の頂点における領域番号を返す gpmetis が
用意されている．以下では，簡単なメッシュ・グラフデータを使用して，これら 2 つ
の機能について説明する． 
（a）mpmetis 
mpmetis ではメッシュデータを入力し，各要素が何番のプロセスになるのかを決定
する．例えば，図 A.1（a）に示す三角形要素で構成されたメッシュに対して，mpmetis
を実行すると（b），（c）のように各要素におけるプロセス番号が得られる．ここで，
PU 0 ～ PU 2 はプロセスの番号であり，波カッコの中にある数字は要素番号を表し
ている．また，（b），（c）中の太線は，領域分割によって要素が分断されたというこ
とを示しており，いずれも場合でもアルファベット N の形で要素が分けられた．
mpmetis ではメッシュを直接分割するため，並列計算で使用するメッシュデータを簡
単に作成できる．一方，辺に未知変数を配置する有限要素法の場合，必ずしも通信の
少ない領域分割を行えるとは限らない．それゆえ，辺要素を使用する場合は辺番号を
頂点としたグラフを作成し，gpmetis に受け渡す方が良いと考えられる． 
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メッシュ例
• 三角形要素
• 節点数： 12
• 要素数： 10
 
(a) original mesh 
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PU 0: {1, 2, 4} PU 2: {7, 9, 10}
PU 1: {3, 5, 6, 8}
 
(b) after partitioning (2 domains)           (c) after partitioning (3 domains) 
図 A.1 mpmetis の実行例 
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（b）gpmetis 
gpmetis はグラフデータを入力し，グラフ上の頂点にプロセス番号を割り当てるソ
フトである．事前にグラフデータを作成する手間が生じるものの，メッシュの節点，
要素，辺，未知変数番号をグラフの頂点に割り当てられるので，mpmetis よりも自由
度の高い領域分割を実行できる．例えば，図 A.2（a）に示すグラフを gpmetis により
分割すると（b），（c）のようになる．なお，本例では図 A.1 に示す三角形で離散化さ
れたメッシュの節点番号をグラフの頂点としているため，メッシュとグラフは同じ構
造となる．図 A.2（b），（c）において縦の太線はエッジカット（領域分割によりグラ
フの枝が切断されること）を表しており，エッジカットが少なく，かつ，均等な領域
分割が実行されていることが直感的にも理解できる．本稿では逐次で作成した行列デ
ータを線形ソルバに受け渡すので，領域分割にはグラフを直接分割する gpmetis を採
用する． 
 
グラフ例
• 節点数： 12
• 枝の数： 21
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PU 0：{1, 2, 3, 4, 5, 6}
PU 1：{7, 8, 9, 10, 11, 12}
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PU 0: {1, 2, 3, 4} PU 2: {9, 10, 11, 12}
PU 1: {5, 6, 7, 8}  
(b) after partitioning (2 domains)             (c) after partitioning (3 domains) 
図 A.2 gpmetis の実行例 
 
 
Ａ.２.２ METIS を援用したオーダリング 
gpmetis の出力データは，グラフ上の頂点が何番のプロセスに割り当てられるのか
という情報のみであり，サブドメインにおける頂点のナンバリングには任意性がある．
本稿では，インターフェースに隣接する節点を後でナンバリングする方法を検討した．
この理由として，通信の必要な頂点とそうでない頂点を区別しておくことで，MPI で
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プログラム実装する際の手助けになること，通信に必要な配列を参照する際のキャッ
シュミスの低減といったことが挙げられる． 
具体的な手順について，図 A.3（a）のグラフを用いて説明する．なお，本例では作
成するサブドメインの数を 2 とする．まず，gpmetis により領域分割を実行すると，
図 A.3（b）のようにプロセス番号（0 or 1）を配分できる．次に，プロセス番号 0 を
割り振った頂点の中で，インターフェースに隣接しない頂点を抽出し，オリジナルの
番号が若い順にリナンバリングを実行する（1st step）．次に，プロセス番号 0 の内，
インターフェースに隣接する頂点に新たな番号を割り振る（2nd step）．これらの節点
もオリジナルの番号が若い順にリナンバリングを行う．これらの作業をプロセス番号
1 が付けられた頂点に適用すると，（c），（d）のようにリナンバリングが実行される． 
図 A.4（d）に示す新たな番号を基に，行列の非零要素を並び替えると図 A.5 のよう
になる．図 A.5（b）において，9 ～ 12 行目は図 A.4（b）におけるインターフェー
スに隣接する頂点に該当する．これらの節点を後でリナンバリングしたことで，9 ～ 
12 行目，9 ～ 12 列目に該当する非零要素は，逆 L 字型（図 A.5（b）の点線部）に
分布する．また，プロセス番号 1 の中でインターフェースに隣接する 20 ～ 24 に該
当する行と列に対しても，逆 L 字型に非零要素が分布する．図 A.5（b）において，
行列ベクトル積，あるいはブロック化前処理を使用したときの前進・後退代入では，
1 ～ 12 行目を PU 0，13 ～ 24 行目を PU 1 が担当すれば良い． 
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(a) graph                    (b) process number 
図 A.3 METIS から得られるプロセス番号 
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(a) 1st step                       (b) 2nd step 
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(c) 3rd step                        (d) 4th step 
A.4 METIS に基づくオーダリングの手順 
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(a) original                     (b) METIS-based ordering 
図 A.5 METIS に基づくオーダリングを使用したときの非零分布 
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Ａ.３ 解析モデルと計算条件 
図 A.6 に示す 2 種類のモデルを使用して，各種オーダリングの性能を比較する．ま
た，各モデルの解析諸元を表 A.1 に示す．ここで，CG は ICCG 法の収束判定値であ
り，相対残差ノルム || || || ||r b がCG 未満になったとき，反復計算を終了する．また，
mesh type の列に記されている fine は，coarse におけるメッシュの要素数を 8 倍にした
ものであり，coarse における六面体要素を 8 分割したものに相当する． 
Ａ.３.１ ボックスシールドモデル 
図 A.6（a）にボックスシールドモデルのメッシュを示す．シールド部を厚さ方向に
8 層分割し，シールド厚さを 1 mm とする．なお，磁気シールドの材料に使用する 
SS400 の比透磁率を 1,000 として線形静磁界解析を行った． 
Ａ.３.２ 電気学会渦電流解析モデル 
図 A.6（b）に示す電気学会渦電流解析モデル（周波数：50 Hz）では，フェライト
の比透磁率を 3,000，アルミニウムの導電率を 3.215107 S/m と設定する．A- 法でも
A. 2. 2 項で示したオーダリングは適用できると考えられるが， に該当する未知変数
のロードバランスを確保できるか否かについて十分な検証を行えていない．それゆえ，
A 法弱形式から得られる複素対称線形方程式を評価対象とした． 
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(a) box shield                       (b) IEEJ eddy current 
図 A.6 解析モデル 
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表 A.1 解析モデルの諸元 
model discret. formul. matrix type
mesh
type NoN NoE DoF nonzero
box shield 1st-hexa A real
coarse 558,256 539,105 1,594,320 51,642,566
fine 4,388,979 4,312,840 12,846,394 420,023,480
IEEJ eddy 
current
1st-
hexa A complex
coarse 553,419 534,786 1,578,144 51,135,868
fine 4,352,355 4,278,288 12,729,804 416,284,102
CG
610
710
 
 
 
Ａ.３.３ 計算条件 
数値実験には，Intel Xeon E5-2687W v2（8 cores，3.4 GHz）を 2 基搭載した計算機
（mother board：ASUS Z9PA-D8C，memory：Transcend TS512MKR72V3N（DDR3-1333）
4 GB，計 32 GB）を使用する．プログラム言語にはC言語，並列処理のAPIにはOpenMP
を使用した．分散並列による大規模化をターゲットとする場合，MPI を使用すべきで
あるが，反復回数・並列度等の各種オーダリングの基礎的な性能検証を行うため
OpenMP を選択した．コンパイラは Intel Composer XE 2011 Update 4（package 196）で
あり，最適化オプションを /O2 /Qipo /Qprec-div- /QxHost /Qopenmp と設定した．係数
行列はフルマトリクス（対称性を考慮せず，係数行列の下三角部と上三角部の全ての
非零要素）として定義し，CRS 形式で非零要素を格納した．また，前進・後退代入に
おけるキャッシュミスの発生を抑制するために，前進代入で必要な下三角行列，及び
後退代入で必要な上三角行列は，オリジナルの係数行列の非零情報とは別に，CRS 形
式のデータをそれぞれ作成し，前進・後退代入の計算に使用する． 
Ａ.４ 解析結果 
本節では，オリジナル，RCM，METIS を援用する方法，計 3 種類のオーダリング
が，ブロック ICCG 法の反復回数，計算時間に与える影響について述べる．なお，全
ての解析ではシフトパラメータ  を 1.1 とした． 
Ａ.４.１ ボックスシールドモデル 
粗メッシュから得られるオリジナルの非零要素分布と RCM 後の分布を図 A.7 に示
す．RCM により，オリジナルよりもバンド幅を削減できていることが分かる．次に，
METIS を援用したオーダリング後の非零要素分布を図 A.8 に示す．A. 2. 2 項で説明し
た方法を適用することで，並列度数の数だけ対角部に小行列が配置された．各小行列
では，RCM 等の特別なオーダリングを行っていないため，非零要素は対角に集中し
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ておらず，ランダムに分布する．また，並列度数を増やすとバンド幅がオリジナルよ
りも大きくなるため，収束特性が劣化する可能性がある． 
 
 
      
(a) original                    (b) RCM 
図 A.7 ボックスシールドモデルにおける非零分布（mesh type：coarse） 
 
   
(a) original               (b) 2 domains            (c) 4 domains 
   
(d) 6 domains             (e) 8 domains            (f) 10 domains 
図 A.8 ボックスシールドモデルにおける METIS に基づくオーダリング後の非零分
布（mesh type：coarse） 
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次に，メッシュの粗密が反復回数に及ぼす影響を検討する．並列度数を変化させた
ときの反復回数の変化を図 A.9 に示す．ここで，Np は並列度数を示す．細メッシュ
（fine）では，粗メッシュ（coarse）に比べて概ね 60 % 反復回数が増加した．METIS
を使用した場合，オリジナル，RCM よりも反復回数の変化の度合が大きい．特に，
並列度数が 8 のとき，METIS はオリジナルに比べて，1.4 倍の反復回数を必要とした． 
計算時間の変化を図 A.10 に示す．まず，粗メッシュの結果（a）より，2 並列時の並
列性能はいずれの手法でも 1.4 倍であった．一方，細メッシュの結果（b）より 2 並列
時の並列性能は，オリジナル：1.7，RCM：1.8，METIS：1.8 となった．図 A.10（a），
（b）より，いずれの方法においても 6 並列あたりで並列性能の飽和傾向を示した． 
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(a) coarse mesh                           (b) fine mesh 
図 A.9 ボックスシールドモデルにおける線形解法の反復回数 
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(a) coarse mesh                            (b) fine mesh 
図 A.10 ボックスシールドモデルにおける線形解法の計算時間 
 
次に，計算時間の内訳を示すと共に，各手法の特性を比較する．粗メッシュ使用時
のBlock ICCGの計算時間を表A.2，細メッシュ使用時の結果を表A.3に示す．ここで，
Np は並列度数，Au は行列ベクトル積，C1u は前進代入，CTu は後退代入を表す．な
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お，1 スレッド，並列性能が飽和傾向にあった 6 スレッドの結果を比較した．RCM で
はバンド幅がオリジナルよりも低減されるため，行列ベクトル積，前進・後退代入に
おけるキャッシュミスも少なくなる．それゆえ，6 並列時の行列ベクトル積の計算時
間は，オリジナルよりも削減された．一方，前進・後退代入はオリジナルよりも計算
時間の増加が認められた．これは，RCM により対角部に非零要素が集中し，ブロッ
ク化前処理で使用する非零要素数がオリジナルよりも増加したことに起因する．
METIS を使用した場合（6 並列），一反復当たりの計算時間はオリジナル（6 並列）と 
 
表 A.2 ボックスシールドモデルにおけるブロック ICCG 法の性能 
（mesh type：coarse） 
ordering Np linear it.
elapsed time [s] scal.
(T1 / T6)Au C1u CTu total (TNp)
－
1 760(1.00)
37.5
(1.00)
19.1
(1.00)
20.4
(1.00)
86.8
(1.00) 2.8
6 780(1.02)
14.1
(0.29)
5.1
(0.18)
5.0
(0.17)
27.4
(0.23)
RCM
1 662(0.87)
28.8
(0.76)
16.5
(0.86)
17.6
(0.86)
71.4
(0.82) 2.3
6 724(0.95)
13.3
(0.27)
7.3
(0.26)
6.5
(0.23)
30.1
(0.25)
METIS
1 760(1.00)
37.5
(1.00)
19.1
(1.00)
20.4
(1.00)
86.8
(1.00) 2.1
6 963(1.26)
17.7
(0.37)
9.8
(0.35)
9.2
(0.32)
40.5
(0.34)
 
 
表 A.3 ボックスシールドモデルにおけるブロック ICCG 法の性能 
（mesh type：fine） 
ordering Np linear it.
elapsed time [s] scal.
(T1 / T6)Au C1u CTu total (TNp)
－
1 1,663(1.00)
764.6
(1.00)
417.7
(1.00)
465.7
(1.00)
1845.6
(1.00) 3.5
6 1,657(0.99)
257.0
(0.33)
93.0
(0.22)
99.1
(0.21)
523.5
(0.28)
RCM
1 1,566(0.94)
668.7
(0.87)
390.9
(0.93)
401.4
(0.86)
1645.0
(0.89) 3.2
6 1,629(0.97)
255.1
(0.33)
91.3
(0.21)
91.8
(0.19)
510.5
(0.27)
METIS
1 1,663(1.00)
764.6
(1.00)
417.7
(1.00)
465.7
(1.00)
1845.6
(1.00) 3.3
6 1,718(1.03)
254.7
(0.33)
104.7
(0.25)
108.8
(0.23)
548.4
(0.29)
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概ね同じであった．しかし，収束特性の劣化により，他の手法よりも多くの計算時間
を必要とした．表 A.3 に示す細メッシュ使用時の計算結果も，粗メッシュ使用時の結
果（表 A.2）と同様な特性が見られた． 
Ａ.４.２ 電気学会渦電流解析モデル 
RCM 後の非零要素分布を図 A.11，METIS を援用したオーダリング後の非零要素分
布を図 A.12 に示す．図 A.12 より，ボックスシールドの問題と同様に，対角部に小行
列が並列度数の数だけ配置された．次に，並列度数を変化させたときの反復回数を図
A.13 に示す．本問題ではボックスシールドとは違い，RCM による収束特性の改善が
顕著に見られなかった．複素対称疎行列に対しては，RCM オーダリングが収束特性
の改善に効果的でない計算例が報告されており［44］，RCM の恩恵が顕著でない問題と
考えられる．METIS を援用したオーダリングではオリジナルよりも，概して多くの反
復回数を必要とした． 
各種オーダリングによるブロック ICCG の総計算時間を比較したものを図 A.14 に
示す．（a）に示す粗メッシュの結果より，2 並列時の並列性能は，オリジナル：1.3，
RCM：1.4，METIS：1.2 となった．一方，（b）の細メッシュの結果より，2 並列時の
並列性能は，オリジナル：1.5，RCM：1.7，METIS：1.4 であった．これらの結果とボ
ックスシールドの結果より，今回使用したメッシュ，計算機環境においては，細メッ
シュの方が若干高い並列性能となる傾向を示した．次に，粗メッシュ使用時の Block 
ICCG の計算時間を表 A.4，細メッシュ使用時の結果を表 A.5 に示す．METIS を使用
した場合（6 並列），一反復当たりの計算時間はオリジナル（6 並列）と概ね同じであ
った．一方，METIS を援用したオーダリングは他の方法に比べて収束特性が悪化した
ため，計算時間を減じることはできなかった．さらなる性能改善のためには，加法シ
ュワルツ法の導入や，部分領域におけるオーダリングを再考する必要がある． 
 
       
(a) original                      (b) RCM 
図 A.11 電気学会渦電流解析モデルにおける非零分布（mesh type：coarse） 
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(a) original              (b) 2 domains             (c) 4 domains 
   
(d) 6 domains             (e) 8 domains            (f) 10 domains 
図 A.12 電気学会渦電流解析モデルにおける METIS に基づくオーダリング後の非零
分布（mesh type：coarse） 
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(a) coarse mesh                           (b) fine mesh 
図 A.13 電気学会渦電流解析モデルにおける線形解法の反復回数 
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(a) coarse mesh                           (b) fine mesh 
図 A.14 電気学会渦電流解析モデルにおける線形解法の計算時間 
 
表 A.4 電気学会渦電流解析モデルにおけるにおけるブロック ICCG 法の性能 
（mesh type：coarse） 
ordering Np linear it.
elapsed time [s] scal.
(T1 / T6)Au C1u CTu total (TNp)
－
1 2,246(1.00)
201.2
(1.00)
104.2
(1.00)
110.1
(1.00)
470.9
(1.00) 2.0
6 3,149(1.40)
99.9
(0.49)
51.8
(0.49)
49.9
(0.45)
232.0
(0.49)
RCM
1 2,602(1.15)
211.0
(1.04)
112.5
(1.07)
113.6
(1.03)
497.3
(1.05) 2.2
6 3,343(1.48)
106.3
(0.52)
42.4
(0.40)
41.4
(0.37)
218.9
(0.46)
METIS
1 2,246(1.00)
201.2
(1.00)
104.2
(1.00)
110.1
(1.00)
470.9
(1.00) 1.6
6 3,571(1.58)
111.2
(0.55)
68.2
(0.65)
67.9
(0.61)
281.0
(0.59)
 
表 A.5 電気学会渦電流解析モデルにおけるにおけるブロック ICCG 法の性能 
（mesh type：fine） 
ordering Np linear it.
elapsed time [s] scal.
(T1 / T6)Au C1u CTu total (TNp)
－
1 5,526(1.00)
4563.7
(1.00)
2704.2
(1.00)
2875.1
(1.00)
11409.7
(1.00) 2.5
6 6,649(1.20)
1723.8
(0.37)
1061.3
(0.39)
1023.6
(0.35)
4556.9
(0.39)
RCM
1 6,278(1.13)
5487.9
(1.20)
3145.4
(1.16)
3195.9
(1.11)
13248.2
(1.16) 3.1
6 7,647(1.38)
1716.8
(0.37)
963.5
(0.35)
960.0
(0.33)
4231.4
(0.37)
METIS
1 5,526(1.00)
4563.7
(1.00)
2704.2
(1.00)
2875.1
(1.00)
11409.7
(1.00) 2.3
6 7,717(1.39)
1844.3
(0.40)
1177.7
(0.43)
1180.7
(0.41)
4916.9
(0.43)
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Ｂ 周波数領域における電気回路方程式との強連成解析 
 
ここでは，周波数領域における電気回路方程式との強連成解析の精度検証を行う．
図 B.1 に示す RL 回路における解析解，時間領域における有限要素解析の結果，周波
数領域有限要素解析の結果，3 種類を比較した．磁気ベクトルポテンシャル A，電気
スカラポテンシャルを未知変数とした A- 法弱形式 Gi，Gdi と強連成させる電気回
路方程式を（B.1）～（B.3）に示す． 
 
( ) ( ) d d
( j ) d 0
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e
c
i i si
c
i
nG V i VS
V

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 

N A N n
N A
   （B.1） 
 1( ) d 0
jedi i
G N V       Α    （B.2） 
 1 1 d 0j j c
c
s
c
ne R i VS        A n     （B.3） 
ここで， は磁気抵抗率， は導電率，j は虚数単位， は角周波数，Niは辺形状関
数，Nj は節点形状関数である．積分領域 ，e，c はそれぞれ，解析領域全体，導
体領域，コイル領域を示す．また，ncは励磁コイルの巻数，Scは巻線の断面積，R は
接続する電気回路の巻線抵抗，e は電源電圧，i は巻線に流れる電流，nsは流入面の電
流で正規化した電流密度の方向ベクトルを示す．なお，係数行列が対称になるように，
（B.2）式と（B.3）式の両辺を時間積分している．（B.1）～（B.3）式にニュートン・
ラフソン法を適用し線形化すると，次式のようになる． 
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図 B.1 RL 回路 
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   （B.4） 
ヤコビ行列の各成分は，以下から計算できる． 
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 1
j
R
i

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（B.5）～（B.13）式より係数行列は対称となるので，IC-COCG 法を適用できる． 
有限要素解析では，図 B.2 に示すメッシュを使用した．節点数は 9,261，要素数は
8,000，印加電圧の実効値は 100 V，電源周波数 f は 50 Hz，抵抗 R は 50 ，インダク
タンス L は 34 mH である． 
図 B.3 に回路に流れる電流の波形を示す．図中の circuit equation は図 B.1 の RL 直
列回路における回路方程式を解いて得られた解析解，FEM time domain は時間領域有
限要素解析より得られた波形，FEM frequency domain は周波数領域有限要素解析から 
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図 B.3 電流波形 
 
 
得られた波形である．時間領域有限要素解析では，時間ステップの初期段階において
過渡解が得られたので解析解と若干異なるが，その後の時間ステップでは定常解が得
られたため解析解とほぼ一致する．一方，周波数領域有限要素解析では，直接，定常
解を求めることが可能であり，解析解との差異はほとんど見られなかった．よって，
定常解を高速に求める一手法として，周波数領域での解析も有効であることが本結果
より示された． 
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