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PREFACE 
This book deals with statistical infèrehce of nonlinear 
regression models from two opposite polnts of view, namely the 
case where the functional form of the model is completely 
specified as a known function of regressors and unknown para-
meters, and the opposite case where the functional form of the 
model is completely unknown. First it is assumed that the res-
ponse function of the regression model under review belongs to 
a certain well-specified parametric fatnily of functional forms, 
by which estimation of the model mérely amounts to estiniation 
of the unknown parameters. For this class of models we review 
the asymptotic properties of the nonlinear least squares 
estimator for independent data as well as for time series. 
In practice assumptions on the functional form are often 
made on the basis of computational convenience rather than on 
the basis of precise a priori knowledge of the empirical 
phenomenon under review. Therefore the linear regression model 
is still the most popular model specification in applied 
research. However, even if the specification of the functional 
form is based on sound theoretical considerations there is 
quite often a large range of functional forms that are theore-
tically admissible, so that there is no guarantee that the 
actually chosen functional form is true. Functional specifica-
tion of a parametric nonlinear regression model should there-
fore always be verified by conducting model misspecification 
tests. Various model misspecification tests will therefore be 
discussed, in particular consistent tests which have asymptotic 
power 1 against all deviations from the null hypothesis that 
the model is correct. 
The opposite case of parametric regression is nonparame-
tric regression. Nonparametric regression analysis is concemed 
with estimation of a regression model without specifying in 
advance its functional form. Thus the only source of Infor-
mation about the functional form of the model is the data set 
itself. In this book we shall review various nonparametric 
regression approaches, with special emphasis on the kernel 
method, under various distributional assumptions. 
This book is divided into three parts. In the first part 
we review the elements of abstract probabillty theory we nëed 
in part 2. Part 2 is devoted to the asymptotic theory of para-
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1. BASIC PROBABILITY THEORY 
The asymptotic theory of nonlinear regression models, in 
particular consistency results, heavily depends on uniform laws 
of large numbers. Understanding these laws requires knowledge 
of abstract probability theory. In this chapter we shall 
therefore review the basic elements of this theory so far as 
needed in the sequel, in order to make this book almost self-
contained. However, we do assume that the reader has already a 
good knowledge of probability and statistics on intermediate 
level, say on the level of Hogg and Craig (1978). The material 
in this chapter is a revision and extension of section 2.1 in 
Bierens (1981). 
1.1 Measure-Cheoreticdl foundation of probability theory 
The basic concept of probability theory is the proba-
bility space. This is a triple {0,F,P} consisting of: 
- An abstract non-empty set fi, called the sample space. We do 
not impose any conditions on this set. 
- A non-empty collection F of subsets of O, having the fol-
lowing two properties: 
If E e F, then E° e F, (1.1.1) 
where Ec denotes the complement of the subset E with respect to 
Q: Ec = 0\E. 
If E_j e F for j=l,2, . . . , then ud Ej e F. (1.1.2) 
These two properties nu ke F, by definition, a Borel field* of 
subsets of fi. 
- A probability measurt P on {Q,F} . This is a real-valued set 
function on F such that: 
P(Q) = 1, (1.1.3) 
P(E) > 0 for all E e F, (1.1.4) 
*) Following Chung (1974), the term "Borel field" has the same 
meaning as the term "a-algebra" used by other authors. 
1 
0 if Ji " j 2 
(1.1.5) 
Example: Toss a fair coin. The possible outcomes are head (H) 
or tail (T). Thus 0 - {H,T}. The collection F of all subsets of 
Q, i.e., 
F = {fl,0,{H},{T}} 
is a Borel field. Finally, the appropriate probability measure 
in this case is 
P({H}) - P({T}) - 1/2, P(Q) = 1, P(0) = 0. 
Now let X be a random variable (r.v.) and let F be its 
distribution function. In the measure-theoretical approach of 
probability theory a random variable is considered as a real 
valued function on the set Q denoted by: 
X - x(.) 
with value x(w) at w e Q, such that for every real number t: 
{co e Q : x(u>) < t) e F. 
The distribution function F with value F(t) at t e R is then 
defined by: 
F(t) = P({w e O : x(w) < t}), 
which will often be denoted by the short-hand notation: 
F(t) = P(X < t). 
Example: In the coin tcssing case the function 
x(H) = 1, x(T) - 0 
determines a random variable X. The corresponding distribution 
2 
6 F for 
imply P(UjEj) 
Ea j-1,2,... and 
-
 SaP<Eó)-
E-; n Ei 
Jl J2 
function is: 
F(t) - 1 if t > 1, 
F(t) = 1/2 if 0 < t < 1, 
F(t) = 0 if t < 0. 
It is not hard to see that the axioms (1.1.1) and (1.1.2) 
imply: 
En G F , n-1,2,. .. =* f\En e F 
and that from (1.1.3), (1.1.4) and (1.1.5): 
P(0) - 0, P(EC) - 1 - P(E), P(EUD) + P(EnD) - P(E) + P(D), 
E C D *> P(E) < P(D\E) + P(E) - P(D), 
En c E„
 + i. E = UnEn => P(En) - P(E) as n ^ co, 
En ^ En + 1> E - ,^En - P(En) - P(E) as n - ., 
P(U„En) < 2nP(En), 
where all sets involved are members of F. Moreover, the distri-
bution function F(t) is right continuous: 
F(t) = lim£^0F(t+:), 
as is easily verified, ind it satisfies 
F(») = limt^00F(t) - 1 , F(-«) - limt^.00F(t) = 0. 
Furthermore, by F(t-) we denote: 
F(t-) = lim£;0F(t-£), 
which clearly satisfies F(t-) < F(t). 
A finite dimensicnal random vector can now be defined as 
a vector with random variables as components, where these 
random components are assumed to be defined on a common proba-
bility space. Moreover, a complex random variable Z can be 
defined by Z — X + i-Y with real valued random variables X and 
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Y defined on a common probability space as real and imaginary 
part, respectively. 
Next we shall construct a Borel field Bk of subsets of Rk 
such that for every set B e Bk and any k-dimensional random 
vector X on a probability space {Q,F,P} we have 
{ w e n : x(w) e B) e F, (1.1.6) 
because only for such subsets B of Rk we can define the proba-
bility 
P(X e B) = P({w e Q : x(w) e B}), (1.1.7) 
Let C be the collection of subsets of Rk of the type 
xk (-«,tm1, tm e R, 
and let G be the Borel field of all subsets of Rk. Clearly we 
have C c G, that means that E e ff =» E e .ff. But next to ff 
there may be other Borel fields of subsets of Rk with this 
property, say Ga, a e A, where A is an index set. Assuming that 
all Borel fields containing C are represented this way, we then 
have a non-empty collection of Borel fields ff , a e A, of sub-
sets of Rk such that ff C G for each a G A. Now consider the 
a 
collection 
Bk - naeAGa. 
Since each Ga is a Borel field, it follows that this collection 
Bk is a Borel field of subsets of Rk and since ff is contained 
in each Ga it follows that ff c Sk. We shall say that the Borel 
field Bk is the minimal Borel field containing the collection 
ff, and for this particular collection C it is called the 
Euclidean Borel field. Summarizing: 
Definition 1.1.1. Let 7 be any collection of subsets of a set 
T and let the Borel fields of subsets of T containing ff be Ga, 
a e A. Then G — f^a^Ga is called the minimal Borel field con-
taining ff. 
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Definition 1.1.2. Let C be the collection of subsets of Rk of 
the type 
The minimal Borel field Bk containing this collection is called 
the Euclidean Borel field (also called the Borel a-Algebra) and 
the members of Bk are called Borel sets. 
The concept of Borel sets is very general. Roughly speaking, 
any subset of Rk you can imagine is a Borel set. For example, 
each singleton in Rk is a Borel set, the area in a circle is a 
Borel set in R2 , the circle itself and the straight line are 
Borel sets in R2 , the (hyper)cube is a Borel set, etc. Thus 
"almost" every subset of Rk is a Borel set. However, there are 
exceptions, but the shape of a set in Rk that is not a Borel 
set is complicated beyond our imagination. See Royden (1968, 
p.63-64) for an example. 
We show now that for any Borel set B and any r.v. X on 
{Q,F,F}, (1.1.6) is satisfied. Let D be the collection of all 
Borel sets B such that (1.1.6) is satisfied. Then D c Bk . If D 
is also a Borel field then Bk c D (and hence Bk = D) because Bk 
is the minimal Borel field containing the collection C in 
definition 1.1.2, whereas obviously the collection D contains 
C. So it suffices to prove that D is a Borel field. However, 
this is not too hard and therefore left to the reader. This 
proves the first part of theorem 1.1.1. below. The proof of the 
second part is left as an easy exercise. 
Theorem 1.1.1. For any random vector X in Rk defined on {fi,F,P} 
and any Borel set B in Rk we have {u> e Q : x(w) e B} e F. The 
collection F{X} of sets {w e Q : x(w) e B) with B an arbitrary 
Borel set in Rk is a Borel field itself, contained in F. 
Consequently the definition (1.1.2) is meaningful for Borel 
sets. In fact, by defining a measure /J. on the Euclidean Borel 
field Bk as 
p(B) = P(X e B) = P({w G n : x(w) G B}) 
for any Borel set B in Rk we have created a probability measure 
on {Rk,Bk}. This probability measure /J, is often referred to as 
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the probability measure induced by (the random variable or -
vector) X. Moreover, the Borel field F{X} is called the Borel 
field generated by X. This concept plays an important role in 
defining conditional expectations. 
We are now able to define a (joint) distribution function 
on Rk. Let X be a random vector in Rk defined on a probability 
space {fi,F,P}. The product sets 
are Borel sets in Rk , «rhere the tj ' s are the components of a 
vector t e Rk. Thus: 
{w e Q : x(w) e xk (-»,t. 1 } e F. 
The ( j o i n t ) distribution function F, s ay , of X i s now de:fined 
f o r a l l t e Rk by : 
F ( t ) = P({w G O : x(w) e x k = 1 ( - c o , t j ] } ) - ^ ( x k = 1 ( - c o > t j ] ) , 
where p. is the probability measure induced by X. However, F(t) 
will often also be denoted by the shorthand notation: 
F(t) = P(X < t). 
Clearly, F is uniquely determined by /i. The reverse is also 
true, i.e.: 
Theorem 1.1.2. Given a distribution function F on Rk there 
exists a unique probability measure fj, on {Rk ,Bk } defining F. 
Proof: Similarly to Royden (1968, Proposition 12, p. 262). 
Thus there is a one-to-one correspondence between a distri-
bution function F and its defining probability measure y,. We 
shall employ this nsult later in defining mathematical 
expectations. 
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Exercises: 
1. Show that (1.1.1) and (1.1.2) imply n/Ej e F. 
2. Consider the collection F of subintervals of [0,1] with 
rational-valued endpoints, together with their complements and 
finite unions and intersections. Show that F is not a Borel 
field. (Hint: Use the fact that irrational numbers can be writ-
ten as limits of rational numbers.) 
3. Let F be a Borel field of subsets of Ü. Let A e F ar.d let 
GA be the collection of all subsets of the type AnB, where B e 
F. Prove that GA is a Borel field of subsets of A. 
4. Let ü — {1,2,3,4,5} and let C be the collection consisting 
of the two subsets {2}, {4}. Prove that the minimal Borel field 
containing C consists of the following sets: fi, 0, {2}, {4}, 
{2}U{1,3,5}, {4}U{1,3,5}, {2,4}, {1,3,5}. 
5. Prove that the following subsets of R2 are Borel sets: 
- a rectangle, 
- the area in a circle, 
- a straight line. 
6. Prove that the set Q of rational numbers is a Borel set in 
R. (Hint: Use the countability of Q) 
7. Let C be the collection of all intervals of the type [a,b], 
where a and b are finite and a < b. Prove that the minimal 
Borel field containing C is just the Euclidean Borel field. 
8. Complete the proof of theorem 1.1.1. 
9. Prove that a distribution function is always right con-
tinuous. 
10. Let S -= {1,2,3,4), let Q be the set of all pairs (x1,x2) 
with X-L e S, x2 e S, xx < x2 , let F be the Borel field of all 
subsets of O and let P be a probability measure on {Q, F}. 
Define the random variable Y as follows: 
y(w) = 1 if w = (x1;x2) with xx + x2 is odd. 
y(a>) = 0 if w = (xx ,x2) with xx + x2 is even. 
- Determine the Borel field F{Y) generated by Y. 
- All points in fi have equal probability. Derive the distri-
bution function F(y) of Y. 
11. A bowl contains 9 white balls and 1 red ball of equal size. 
Draw randomly one ball and assign to it the value Xx — 1 if 
the ball is red and the value Xx = 0 if the ball is white. Draw 
randomly a second ball without replacing the first ball, and 
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assign the value X2 - 1 to it if it is red and the value 
X2 = 0 if it is white. Consider the vector Y = (X1,X2)'. Define 
a sample space il and a Borel field F of subsets of 0 such that 
together: 
- Y is a random vector, 
- F is equal to the Borel field generated by Y. 
Also, define an appropriate probability measure P. 
1.2 Independence 
Let Xx,X2,... be a sequence of random variables with 
corresponding probability spaces [il1 ,F1 , Pj^ } , [il2 ,F2 ,P2 } , . . . res-
pectively. It is possible to construct a new probability space, 
{Q,F,P}, say, such that the X^'s can be regarded as independent 
random variables on [il,F,?} [see Chung (1974, section 3.3)]. 
Independence means: 
Definition 1.2.1. Let Xx,X2,... be random vectors in Xl,XZ,.., 
respectively, defined on a common probability space, where the 
Xj are Euclidean spaces (possibly with different dimensions). 
This sequence of random vectors is called (totally) independent 
if for any sequence (Bj) of Borel sets (with Bj a Borel set in 
P(nd {w e il: X j (w) e Bj }) = \]i?([o> e 0 : X j («) e Bd) ] 
and it is called mutually (or pairwise) independent if for 
Ji ** J2 > ^ i anc^ ^ i a r e independent. 
As an example, consider the tossing of a fair coin. 
Assign to Xj the value 1 if the outcome of the j-th tossing is 
head (H) and assign the value 0 if the outcome is tail (T). The 
Xj is a random variable defined on the probability space 
[iló ,Fi ,Pd }, where 
Oj - (H,T), Fj - {0,{H},{T},{H,T}} 
Pj(0) = 0, PjUH.T}) - 1, Pj({H}) - Pj({T}) - 1/2. 
Now let il be the set <f all one-sided infinite sequence of H 
and T, for example, let w = (H,H,T,T,H,T,T,T,H,H,H,T, ) be 
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such an element of Cl. We could take as F the collection of all 
subsets of Cl, including the empty set. Now x^ can also be 
defined on {Cl,F), as follows. Let 
Xj(w) = 1 if the j-th element of u is H, 
x,(w) = 0 if the j-th element of w is T. 
Each set E e F can be written as E = E. . uE, , , where E. . and 
E.
 2 are disjoint sets defined by: 
E. , = {w e E : j-th element of u is H), j , i J 
E. , = {w e E : j-th element of w is T}. 
Of course, E. j, or E
 2 may be empty. Now define 
6(E.fi) = h if E j ; i ^ 0, 
5 (E. ',) = 0 if E M - 0 , i-1,2, 
P(E) - nj[*CEd>1) + 5(E j 2)]. 
Then (Xj) is a sequence of independent random variables d«;fined 
on the common probability space (fi,F,P). 
1.3 Borel measurable functions 
If X is a r.v. and f(x) is a real function on R, is then 
f(X) a r.v.? The answer is: not always. There are functions 
[see for example Royden (1968, problem 3.28)] for which this is 
not the case. The condition for f(X) being an r.v. is ths.t for 
all t e R we have 
{wefi: f(xO)) < t} e F, 
where {0,F,P} is the probability space involved, and referring 
to theorem 1.1.1 we see that this will be the case if for every 
t e R, 
{x € R : f(x) < t) is a Borel set in R. 
Functions satisfying the latter condition are called Borel 
measurable. Now consider a real function f(x1,...,xk) on E.k and 
r.v.'s Xx,...,Xk on {fl.F.P}. If for every t e R the set 
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Bt = ( ( x j , . . . , x k ) e Rk : f (xx , . . . ,xk) < t} 
i s a Borel s e t in Rk then 
{w e Ü : f(x1(w) xk(w)) < t} e F 
for every t e R and hence f (Xx , . . . ,Xk ) is an r.v. Also such 
functions are called Borel measurable. 
Definition 1.3.1. A real function f(x) on Rk is called Borel 
measurable if for every t e R the set {x e Rk : f(x) < t} is a 
Borel set in Rk. 
A first example of a Borel measurable function is the so-called 
simple function: 
Definition 1.3.2. A real function f(x) on Rk is called a simple 
function if there are finite real numbers b1 ,...,bn and Borel 
sets Bj , j=l,2,...,n with Bj nBj = 0 if j a ^  j 2 , such that 
f(x) - S ^ b j K x e Bj), 
where I(.) is the indicator function, i.e., 
I(xeBj) - 1 if x e Bj ; I(x e Bj ) = 0 if x 0 Bj . 
Simple functions differ from the well-known step functions in 
that for step functions the disjoint sets Bj are restricted to 
intervals. Since intervals are Borel sets, step functions are 
simple functions. 
Realizing that for a simple function f the set {x e Rk : 
f(x) < t} is always a finite union of Borel sets, we have: 
Theorem 1.3.1. Simple functions are Borel measurable. 
From this result we can derive other Borel measurable functions 
using the following theorem. 
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Theorem 1.3.2. Let f1(f2>... be a sequence of Borel measurable 
functions on Rk. Then the functions maxff^ ,...,fn}, 
min{r\ fn }, supnfn, infnfn, limsupn^fn and liminfn_+cofn are 
also Borel measurable. 
Proof: We only consider the case k •= 1. Moreover, it is not 
hard to see that if f is Borel measurable then so is -f, hence 
it suffices to prove the theorem for the "max" and "sup"-cases. 
Let 
- h„(x) - maxlfiCx) fn (x)} . 
Then 
{x e R : h^x) < t} = rVj {x e R : f6 (x) < t}, 
which is a Borel set since the f^ 's are Borel measurable. More-
over, replacing n by « we see that supnfn(x) is Borel measu-
rable. Since 
limsupn-+eofn (x) = i n ^ s u p ^ ^ (x) 
and since in^g^x) is Borel measurable if the g^  are Borel 
measurable, it follows directly that limsupn-+00fn (x) is Borel 
measurable. O.E.D. 
Along the same lines it can be shown: 
Corollary 1.3.1. If X1,X2,X3,.. are random variables defined on 
a common probability space, then so are max{X1,...,Xn}, 
min{X1 X„ } , s u p ^ , i n f ^ , limsupn^^ and ü m i n ^ ^ . 
From theorems 1.3.1 and 1.3.2 it follows now: 
Theorem 1.3.3. Continuous real functions on Rk are Borel mea-
surable. 
Proof: Let f(x) be a continuous real function on Rk. It is not 
hard to show that for fixed n the functions fn(x) defined by 
fn(x) = f(x) if |x| < n; fn(x) - 0 if |x| > n; n - 1,2,.. 
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can be written as limits of simple functions, so that by 
theorem 1.3.2 the fn(x) s are Borel measurable. Since 
f(x) = limn_).cofn (x) = limsup^eo^ (x) - liminfn^oofn (x) 
it follows from theorem 1.3.2 that f is Borel measurable. 
Q.E.D. 
Let f be any Borel measurable function on Rk . Since the 
functions max{0,x} and max{0,-x}, x e R, are continuous and 
hencé" Borel measurable, it follows that 
f+(.) = max{0,f(.)}, f"(.) - max{0,-f(.)} 
are non-negative Borel measurable functions. Moreover, we ob-
viously have 
f - f+ - f" . (1.3.1) 
This representation is important because it means that without 
loss of generality we can limit our attention to non-negative 
Borel measurable functions. Thus the following theorem gives a 
full characterization of Borel measurable functions: 
Theorem 1.3.4. A non-negative real function f on Rk is Borel 
measurable if and only if there is a non-decreasing sequerice of 
simple functions Vn o n Rk such that for each x e Rk, 
0 < Vn(x) < f(x), limn_„Vn(x) - f(x) 
Proof: Take for giver. non-negative Borel measurable f and 
integers m with l<m<n2n, 
tfn(x) = (m-l)/2n if (m-l)/2n < f(x) < m/2n; 
Tpn (x) = n otherwise. 
Then the ipn' s have all the required properties. Since by 
theorem 1.3.1 the simple functions V^ are Borel measurable, the 
limit is Borel measurable by theorem 1.3.2. Q.E.D. 
Combining (1.3.1; and theorem 1.3.4 now yields: 
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Theorem 1.3.5. A real function on Rk is Borel measurable if and 
only if it is a (pointwise) limit of a sequence of simple func-
tions on Rk. 
Exercises: 
1. Let f be a Borel measurable real function on Rk and let B 
be an arbitrary Borel set in R. Prove that the set {x e Rk : 
f(x) e B} is a Borel set in Rk . (Hint: Use a similar argument 
as in the proof of theorem 1.1.1) 
2. -Let f and g be Borel measurable real functions on R. Prove 
that f+g and f-g are Borel measurable. (Hint: Use theorem 
1.3.5) 
3. Prove that the product of two simple functions on Rk is a 
simple function itself. 
4. Let f and g be simple function on R , where g(x) ?* 0 for 
x e R. Prove that f/g is a simple function. 
5. Consider the real function 
f(x) - x if x is rational, f(x) = -x if x is irrational. 
Prove that f is Borel measurable. 
1.4 Mathematical expectation 
The theorems 1.3.4 and 1.3.5 can be used for defining the 
mathematical expectation of f(X), where f is a Borel measurable 
function on Rk and X is a random vector in Rk defined on a 
probability space {ft,F P} , as a limit of mathematical expec-
tations of simple functions. The latter expectations are 
defined as follows: 
Definition 1.4.1. Let f(x) be the simple function on Rk as 
defined in definition 1.3.2. and let X a random vector in Rk 
defined on a probability space {Q,F,P}. Then the mathematical 
expectation of f(X) is defined by: 
E f(X) = 5?=1bjP({u> E 0 : x(w) 6Bj)) - S ^ b ^ B j ) , 
where fj, is the probability measure on {Rk ,Bk } induced by X. 
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For any non-negative Borel measurable function we define: 
Definition 1.4.2. Let f(x) be a non-negative Borel measurable 
function on Rk and let X be a randora vector in Rk. Then 
E f(X) - sup E V(X), 
where the supremum is taken over all the simple functions 
satisfying 0 < V(x) ^ f (x). 
Using the representation (1.3.1) we now have: 
Definition 1.4.3. Let f(x) be a Borel measurable function on Rk 
and let X be a random vector in Rk. If 
E f^CX) < « and/or E f"(X) < », 
then E f(X) - E f+(X) - E f"(X). 
This is also denoted by the general integral with respect to 
the measure P of the probability space on which X is defined: 
E f(X) = Jf(x(w))P(dw) = Jf(x)dP 
(the latter integral is only a short-hand notation of the 
former) or by the integral with respect to the measure ft 
induced by X: 
E f(X) - Jf(x)Ai(dx). 
If both E f1" (X) — °° and E f" (X) = <», the mathematical expec-
tation and the corresponding integral are undefined. Moreover, 
for any set A e F we define: 
/Af(x(»))P(dw) = fy(W)P(d«), 
where 
y(w) = f(x(w)) if u e A, y(w) = 0 if w e n\A, 
provided that the lat;.er integral is defined. Similarly, we 
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define for arbitrary Borel sets B in Rk: 
/Bf(x)/i(dx) - Jg(x)/i(dx), 
where: 
g(x) = f(x) if x e B, g(x) = 0 if x £ B 
The mathematical expectation is often denoted by the 
classical Riemann-Stielcjes integral [see Rudin (1976)]: 
E f(X) - Jf(x)dF(x), (1.4.1) 
where F is the joint distribution function of the random vector 
X. Strictly speaking this definition requires that the function 
f can be written as a pointwise limit of step functions 
[compare Rudin (1976, chapter 6)]. If so, then (1.4.1) is also 
a mathematical expectation according to the general definition, 
for step functions are obviously simple functions. For 
notational convenience we shall often use the notation (1.4.1) 
even if f is not a pointwise limit of step functions. Thus: 
Definition 1.4.4. Jf(x)dF(x) = Jf (x)/i(dx) , where fi is the 
probability measure defining F. Moreover, /gf(x)dF(x) 
= Jgf (x)/i(dx) for Borel sets B in Rk . 
Most of the prcperties of the general integral with 
respect to a probability measure go through for the clasical 
Riemann-Stieltjes integral with respect to the distribution 
function F, and in the following we shall assume that the 
reader is familiar with them. [Otherwise, see for example Chung 
(1974) and Royden (1968)]. Some of these properties are listed 
below since they are frequently used in this book. Assuming 
that the integrals and mathematical expectations involved are 
well defined, these properties are: 
- Let X and Y be random variables defined on the probability 
space {fi,F,P}. Let A ar.d ^ be sets in F. Let a and /3 be real 
numbers. We have: 
JA(ax + £y)dP = afAxdP + /3jAydP. 
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If the AJJ ' s are d i s j o i n t , then Ju^ xdP «= ^ / A xdP. 
If x(w) > 0 for every u> e A , then /^xdr > 0. 
I f x(w) < y(w) for every u> e A, then J^xdP < JAydP. 
I/Axdp| < ; A | x | d P . 
These properties are not hard to verify from definitions 1.4.2 
and 1.4.3. See also Kolmogorov and Fomin (1961, chapter VII), 
for related properties of the Lebesgue integral. 
- If X1 ,X2 Xj, , . . are independent random variables or 
vectors and if f
 x (x), f2 (x),...,fn(x),.. are conformable Borel 
measurable functions, then: 
EfljfjCXj) -[Ij [E fjCXj)]. 
- Chebishev's inequality. If <p is a Borel measurable function 
on R such that <p(x) is positive and monotonie Increasing on 
(0,co) and <p(x)^ ip(-x) , then for every r.v. X and every 5 > 0 we 
have P(|x| > 5) < E cp(X)/cp(8). 
- Holder's inequality. Let X and Y be r.v. Then for p>l and 
1/p+l/q-l, 
|E(X-Y)| < E|X-Y| < {E|x|P}1/p{E|Y|q}1/q. 
(For p = 2 we have the well-known Cauchy-Schwarz-inequality). 
- Minkowski's inequality. Let X and Y be random variables. If 
for some p e [1,«], E|XJp < «> and E|Y|P < «, then 
{E|X+Y| p} 1 / p < (E|x|p}1/P + {E|Y|p}1/p . 
- Liapounov's inequality. Let X be a r.v. Then for l<p<q<<», 
{E|X|P)1/P < •{E.|x|q}1/q. 
(This follows straightforwardly from Holder's inequality by 
putting Y = 1 and replacing X by |x|p and p by q/p.) 
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- Jensen's inequality. Let <p be a convex real function on R and 
let X be a random variable such that EjX| < <» , E|ip(X)| < ~. 
Then 
V(E(X)) < E[<p(X)]. 
(N.B.: Convex r e a l functions are Borel measurable). 
Since the mean of a f i n i t e number of non-random va r i ab l e s 
in R may be considered as a mathematical expecta t ion, i t 
follöws from Holder ' s inequa l i ty tha t for r e a l numbers x^ , y. , 
p>l , 1 /p+l /q - l : 
l a / i O S ^ X j y j l < { ( l / n ) S ^ 1 | x J | P } 1 / p { ( l / n ) S ^ = 1 | y j | ( i } 1 / , ï ) 
(1 .4 .2) 
and consequently, taking yj = 1 , 
| 2 J - i x J P * n P _ 1 ^ - i | x j | p > P * 1. d . 4 . 3 ) 
The l a t t e r i nequa l i ty i s a sharpening of the following t r i v i a l 
but useful i nequa l i t y : 
j S ^ X j | p < np(max|xj | ) p < nPS^j^ |XJ | p , p > 0 . (1 .4 .4) 
Moreover, by Minkowski's inequa l i ty we have for 1 < p < », 
( l /n){S^
 = 1 | x j + y j | p } 1 / p < { ( l / i O S ^ Ix j l 1 ' » + { d / n ) 2 ? = 1 |yd | p } 1 / p 
(1 .4 .5) 
Finally we shall also use (in chapter 2) the following 
result. 
Theorem 1.4.1. Let X be a r.v. on (O.F.P) such that E|x| < ». 
Let (AJJ) be a sequence of sets in F such that limn_>00P(An) = 0. 
Then: 
limn.+c0%fAJx(w)|P(dw) = 0. 
Proof: Let for n = 1,2,... 
Z^ = (ui e fi : |x(w) | > n} ; rn = {w e fi : n < |x(w)| < n+1} . 
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From the fac t t h a t 
/ |x(w) |P(dw) - f]00 Jx (« ) | dP(dw) - 2™=0/ r |x(ü>)|P(dw) < » 
we conclude t h a t 
ƒ |x(w)|P(dw) - S g = n / r |x<u)|P(dw) - 0 as n ^ co. 
The theorem now follows from: 
JA i i |x(W ) |P(dW ) - / ^ ^ I x ^ l P C d w ) + J ^ ^ c |x («) |P (d«) 
< ƒ |x(») |P(dw) + J e kP(dco) 
< ƒ |x(w)|P(dtó) + kP(An) 
by letting first n -+ «= and then k -*• ». Q.E.D. 
£xercise.s: 
1. Prove the first set of properties for f inite-valued random 
variables. 
2. Prove the second property for simple functions. 
3. Prove the Cauchy-Schwarz inequality. 
4. Prove Jensen's inequality for the case that X is discretely 
distributed, i.e., 
P(X = xd) - Pj > 0 ; j-l,...,n ; 2"=1Pj - 1. 
1.5 Characteristic functions 
A special and very useful mathematical expectation is the 
so-called characteristic function: 
DefiniCion 1.5.1. Let X be a random vector in Rk with dls-
tribution function F. The characteristic function of this 
dlstribution is the following complex valued function <p(t) on 
Rk: 
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(p(t) = E exp(i-t'X) = E cos('t'X) + i-E sin(t'X), 
where t e Rk is a non-random vector. 
Distributions are fully determined by their characteris-
tic functions: distributions are equal if and only if their 
characteristic functions are equal. For absolutely continuous 
distributions this one-to-one correspondence can even be stated 
explicitly in an inversion formula. We recall that a distri-
bution function F on Rk is absolutely continuous if there 
exists a non-negative function f on Rk , called the density of 
F, satisfying: 
F(t) - /{u<t}f<u)du 
(where u and t are vectors in R k ) . For such distributions we 
have the following results. 
Theorem 1.5.1. (Inversion formula for characteristic functions) 
Let F be a distribution function on Rk and let cp be its charac-
teristic function. If cp is absolutely integrable then F is ab-
solutely continuous and its density F satisfies: 
f(x) - (l/27r)k/exp(-i-t'x)(p(t)dt 
= (l/27r)kJcos(t'x)Re[<p(t)]dt + (l/27r)kJsin(t'x)Im[<p(t) ]dt. 
Proof: Cf. Wilks(1963). 
Moreover, we have: 
Theorem 1.5.2. A distribution function F is continuously dif-
ferentiable up to the ra-th order if its characteristic function 
<p(t) satisfies: 
J\|t|m|<p(t)|dt < co. (1.5.1) 
This can be proved b/ generalizing theorem 1.5.1 to deri-
vatives, realizing that by condition (1.5.1) we may differen-
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tiate m-times under the integral. 
Exercises: 
1. The distribution F on R has characteristic function 
exp(i-t). Determine F. 
2. The distribution F on R has characteristic function 
exp(-|t|). 
Determine the density of F. 
3. Let X be a r.v. wlth characteristic function <p(t). Show 
that for m—l,2,.., 
E Xm = [(d/dt)V(t:)|t = 0]/im, 
provided E |x|m < «. 
1.6 Random functions 
A random function is a function which is a r.v. for each 
value of its argument. Usually random functions occur as a 
function of both random variables and parameters, for example 
the sum of squares of a regression model. Their definition is 
similar to that of random variables: 
Definition 1.6.1. Let {0,F,P} be a probability space and let 0 
be a subset of Rk . The real function f(.) - f(.,w) on 0x0 is 
called a (real) random function on 0 if for every t e R and 
every 60 e 0, {u> e Q : f(60 ,w) < t) e F . 
However, dealing with random functions one must be aware of 
some pitfalls. First, if f(.) is a random function on an 
uncountable subset 0 of a Euclidean space, then sup^6@f(ö) and 
inf0e0f(0) are not automatically random variables, because 
{w e Q : infgeQf(8 ,u>) < t) = uöeQ{w e O : £(6 ,u>) < t} 
and 
{w e ft : su-p geQ£(9 ,u>) < t} - n^eQ{w e Q : f(ö,w) < t} 
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are then uncountable unions and intersections, respectively, of 
members of the Borel field F and therefore not necessarily 
members of F themselves. Another pitfall is that if 8 is a 
random vector in an uncountable subset 0 of a Euclidean space 
and if f (.) is a random function on 0 , then f(0) is not neces-
sarily a random variable, because: 
{w e 0: f(0(w),w) < t} 
= u#
 ee[(w e ü: f(81,u) < t}n{w e ü: 0(w) = 0X}] 
is an uncountable union of members of F. These problems can be 
ovecome if we assume that the random function f(.) is separable 
[see Gihman and Skorohod (1974), chapter III, section 2]. 
However, in this study we shall only deal with random functions 
of the type f (.) - <p(.,X), where cp is a Borel measurable real 
function on 0xRm with 8 a compact Borel set in Rk and X is a 
random vector in Rm. If in addition ip(.,x) is for each x e Rm a 
continuous function on 0 we do not need the separability 
concept, due to the following theorem: 
Theorem 1.6.1. Let 0 be a compact set in Rk and let <p(0,x) be a 
Borel measurable real function on 0xRm which Is continuous in 6 
for each x 6 Rm. There exists a mapping 6 (x) from Rk into 8 
with Borel measurable components such that 
<p(0(x),x) = sup0GQtp(0,x). 
Consequently the supremum involved is a Borel measurable real 
function on Rm. Moreover, if <p(0,x) is continuous on 0xRm then 
s\xpggQcp(8 ,x) is a continuous function on Rm . 
Proof: Jennrich (1969). 
(N.B.: Compact sets in Rk are Borel sets). 
Of course, a similar result holds for the 'inf' case. The 
condition in theorem 1.6.1 that the set © is compact (hence 
bounded) is not strictly necessary for the Borel measurability 
of s\xpgeQtp(8 ,x) and inf.^ e0<p(ö ,x), provided that 
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8n = 6 n |J e Rk : \$\ < n) 
is compact for each n. Then we have: 
sup#ee<p(0 ,x) «= limn_msup^e0nip(^,x) , 
infg<=Qcp(8 ,x) = limn_>00inföeen¥'(ö,x), 
which by theorems 1.3.2 and 1.6.1 are Borel measurable 
functions. 
- Let us return to more general random functions. The 
properties of a random function f(.) may differ for different u> 
in fi. For two points wx and u2 in 0 it is for example possible 
that f(r,w1) is continuous and f(r,wz) is discontinuous at the 
same r. 
In this study we shall always consider properties of 
random functions holding almost surely, which means that a 
property of f(.) = f(.,<*>) holds for all w in a set E 6 F with 
P(E) = 1. Thus for example the statement: "f(.) is a.s. 
continuous on 0" means that there is a null set N such that 
f(.,w.) is continuous on 9 for all w e fl\N. 
Exercises: 
1. Let X be uniformly distributed on [0,1] and let: for 
e e [0,1], 
£(6) - 1 if X > .6, f(6) - 0 if X < 8. 
Is f(8) a random function on [0,1]? 
2. Let X be N(0,1) distributed and let for 8 e R, 
f(0) = X if 8 is rational, f(0) = -X if 8 is irrational. 
Prove that f(0) is a.s. continuous. 
3. Let for x e R and 8 e R, 
<p(x,0) - l-(0-2)2 if 1 < 8 < 3 and x > 0, 
<p(x,ö) = [l-(0-2)2]/[l+x2] if 1 < 8 < 3 and x < 0, 
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cp(x,6) = l-(0+2)2 for -3 < 6 < -1 and x < 0, 
<p(x,8) - [l-(0+2)5 ]/[l+x2] if -3 < 0 < -1 and x > 0, 
<p(x,0) = 0 elsewhere, 
A 
and let 8(x) be such that 
A 
<p(0(x),x) = sup0e[_3j3]ip(0,x). 
- Is"<p continuous? 
A 
- Determine 8 (x). 
- What is your conclusion regarding the second part of theorem 
1.6.1 ? 
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