A step that should be considered when developing artificial neural network (ANN) models for water resources applications is the selection of an appropriate transformation of the data. In general, the primary motivations for data transformation are: (1) to scale the data so as to be commensurate with the transfer function in the output layer; (2) to standardise each of the variables; (3) to provide a suitable initialization of the ANN; and (4) to modify the distribution of the input variables to provide a better mapping to the outputs. In this paper, five different transformations are investigated in an attempt to improve the ANN's forecasting ability. These are: linear transformation, logarithmic transformation, histogram equalization, seasonal transformation and a transformation to normality.
INTRODUCTION
In recent times, there has been a rapid increase in the number of applications of artificial neural networks (ANNs) to the prediction/forecasting of water resources variables. In a review of 43 papers on the use of ANNs for the modeling of water resources variables, Maier & Dandy (2000) found that data transformations were rarely performed. In only 18 of the 43 papers were the data scaled to a range commensurate with the transfer function in the output layer using a linear transformation. In addition to this, the probability distribution of the data was not considered in any of the papers.
In the past, it has commonly been perceived in the literature that data used by ANN models do not need to be transformed. However, more recently it has been suggested that certain transformations may improve the performance of ANN models. Shi (2000) described three broad classes of data transformation. These include:
(1) linear transformation; (2) statistical standardization; and (3) mathematical functions. Linear transformation is by far the most widely employed data transformation technique in ANN applications. The dataset is usually scaled to the range [0, 1] or [ − 1,1] by using the original data range as a scalar. The objective of linear transforma-the transfer functions used in the output layer. For a multilayer perceptron (MLP), it is more useful to scale the data to the range [ − 1,1] rather than [0, 1] . This is because the hidden nodes in a MLP each define a hyperplane and the connection weights from the input layer to the hidden layer determine the orientation of the hyperplane and the bias determines the distance of the hyperplane from the origin. When the network is initialised, it is usual to set the bias terms as small random numbers and hence, the hyperplanes pass close to the origin. Therefore, if the data are not centered around the origin, the hyperplanes may fail to pass through the data cloud and, with such a poor initialization, local minima are likely to occur (Sarle 1997) .
In statistical standardization, the computation involves subtracting a measure of location, such as the mean and then dividing by a measure of scale, such as the standard deviation. As mentioned previously, any scaling that sets the measure of central tendency to zero will be beneficial during the initialization of a MLP.
Mathematical function transformation applies a mathematical function to the data, for example, taking the logarithm of the data to stabilize the seasonality and variance (Faraway & Chatfield 1998) . In statistical models, non-linear mathematical transforms, such as taking the square root or logarithm of the data, are widely used to transform the data to approximate a Gaussian distribution to minimize the effect of extreme values.
Recently, Shi (2000) proposed a new type of transformation, called distribution transformation, for transforming the inputs to an ANN model. This method transforms a stream of random data distributed on any range to uniformly distributed data points on [0, 1] . Since ANNs are only useful for interpolation purposes, by transforming the input data to uniformity, a continuous and smooth mapping of the input variables to the output can be achieved. Distribution transformation requires that a distribution be fitted to each of the input variables. By using the relationship between the probability distribution function (PDF) and the cumulative distribution function (CDF), any distribution in the range can be transformed to a uniform distribution on [0,1] (Shi 2000) .
In general, the primary motivations for data transformation in ANN models are to scale the data in order to be commensurate with the transfer function in the output layer, to standardize each of the variables, to provide a suitable initialization of the ANN and to modify the distribution of the input variables to provide a better mapping to the outputs. Most traditional statistical models also require that the data are normally distributed before the model coefficients can be estimated efficiently and, if this is not the case, suitable transformations to normality need to be found (Maier & Dandy 2000) . Burke (1991) suggested that ANNs overcome this problem, as the probability distribution of the input data does not need to be known.
However, there has been some confusion in the literature over this issue. For example, as pointed out by Fortin et al. (1997) , if the Mean Squared Error (MSE) is used as the objective function in training the ANN, this corresponds to a maximum likelihood estimation only under the hypothesis of normal (or at least symmetrical) random shocks. In linear time series models, such as the mixed autoregressive-moving average (ARMA) model of order (p,q) (Equation 1), it is apparent that the data must be transformed to normality if the random shock component, e t , is to be normally distributed:
(1) Maier & Dandy (2000) found that the issue of stationarity is largely ignored in papers on the application of ANNs to water resources variables. Faraway & Chatfield (1998) developed ANN models for the well-known set of airline data and considered the effect of removing the seasonal component on the ANN's forecasting ability. Two alternative approaches were considered. In the first approach, the linear trend was removed from the data and the seasonal trend was removed by subtracting the monthly averages (model 2).
In the second approach, first-order and seasonal differencing were applied to the logarithms of the data (model 3). Neither model 2 nor 3 were able to improve upon the forecasting ability of the ANN model developed using the raw data (model 1). Furthermore, the use of differencing to remove the seasonality may not be desirable as it can produce a forecast variance that increases without bound as the forecasting period increases (Stedinger 1996 personal communication).
The aim of this paper is to investigate the effect of different transformations on the performance of an ANN model for forecasting salinity within a river system. The transformations that will be investigated include:
1. Linear transformation. This is by far the most commonly employed data transformation. The distribution of the raw data is not altered but, rather, the data are rescaled to a range that is commensurate with the output layer transfer function. 
CASE STUDY: FORECASTING SALINITY AT MURRAY BRIDGE
The real-world case study used to demonstrate the effect of different data transformation techniques is that of forecasting salinity in the River Murray at Murray Bridge, South Australia, 14 days in advance. Maier & Dandy (1996) have previously developed ANN models for this case study: hence it provides a good benchmark for testing the data transformation techniques. As input variables, Maier & Dandy (1996) used daily salinity, flow and river level data at various locations in the river for the period 1 December 1986 to 30 June 1992. Data from this period and at the same locations were also used in this study.
MODEL DEVELOPMENT
In this study, feedforward MLPs trained with the backpropagation algorithm were developed using the commercially available software package NeuralWorks
Professional II/Plus (NeuralWare 1998). Unless stated otherwise, the default software parameters were used since the focus is on evaluating the data transformation techniques rather than studying the effect of varying the network's parameters. The default values were determined using the experience gained from developing backpropagation networks for a variety of applications (NeuralWare 1998).
Data division
In this 
Data transformation

Linear transformation
A linear transformation is simple and widely used and is typically performed by using the original data range to rescale the series to a range that is commensurate with the output transfer function (Equation 3). It should be noted that the inputs and outputs are scaled individually: 
Logarithmic transformation
Logarithmic transformations are commonly used in applications of hydrological modeling and are useful for time series data that are characterized by a distribution with an extended right hand tail. In such instances, a logarithmic transformation is commonly used to compress the distribution of the variable (Masters 1993) . A logarithmic transformation converts multiplicative relationships to additive, which is believed to simplify and improve network training (Masters 1995) .
Histogram equalization (Looney 1997) This transformation is applicable when the original data series contain spacings that are disproportionate and do not increase or decrease monotonically across the inter- 
Seasonal standardization
Given that the case study investigated in this paper represents a real-world hydrological process, it is intuitive to treat the non-stationarity resulting from the seasonality in the data as a deterministic, rather than a statistical, phenomenon. Therefore, transformation rather than differencing is to be used to produce a stationary time series in the application investigated.
The first step in removing the seasonal component of the data is to fit a separate Fourier series to the mean and standard deviation of each time series. Using the seasonally varying mean and standard deviation, each time series can then be standardized by using the following equation:
where X T (t) is the deseasonalized transformed variable, 
where the coefficients a 0 , a j , w 0 and j are found using the MS Excel Solver add-in and the number of sine curves M needed to accurately approximate f(t) is found by adding sine curves until a significant percentage ( > 99%) of the variance is captured by the fitted function. The resulting deseasonalized data set can then be used to develop ANN models. To convert the transformed output from the ANN model back into real-world values, the inverse of (7) is used.
Transformation to normality
Inverse transformation is commonly used in Monte Carlo formations were found to be unsuccessful for the data used in this case study. Maier & Dandy (1996) found that the ANN models trained on the input set shown in Table 1 performed the best for this case study. The inputs used include forecast values of flow at Overland Corner and water level at Lock 1 Lower (i.e. the inputs with negative lags). Consequently, these 51 inputs were used for the ANN modeling. Maier & Dandy (1996) provide a detailed description of how these inputs were determined.
Determination of model inputs
Determination of network architecture
Only one hidden layer is required to approximate any continuous function, given that sufficient degrees of freedom (i.e. connection weights) are provided (Cybenko 1989 The ANN models developed using each transformation technique could be deployed in a real-world forecasting scenario. In such a case, it is likely that, in time, the models would encounter data outside of the calibration range. The model's robustness would directly depend on how accurately it could produce forecasts for such uncharacteristic data. To investigate the robustness of the ANN models developed using each transformation, a second independent validation set was used, consisting of daily data from the period 15 July 1992 to 13 March 1998. This second validation set is the same set used in Bowden et al. (2002) and was shown to contain regions of data outside of the calibration range. The models developed using the five transformation techniques were used to obtain 14-day forecasts for this second validation set.
RESULTS AND DISCUSSION
The RMSEs for the linear, logarithmic, histogram equalization seasonal and normality transformations are summarised in Table 2 . It can be seen that the models developed using the linear and histogram equalization transformations performed significantly better than those developed using the logarithmic, seasonal and normality transformations for the training, testing and validation sets. These results are consistent with Faraway & Chatfield (1998) whose results indicated no improvement when a logarithmic transformation was used, and that predictive ability deteriorated when the seasonality was removed from the data. To investigate why the logarithmic, seasonal and normality transformations produced larger forecasting errors, sensitivity analyses were conducted. As part of the sensitivity analyses, each of the inputs is increased by 5% in turn and the change in the output caused by the change in the input is calculated.
The sensitivity of each input is given by Diagnostic checks were performed on each of the five ANN models developed by examining the error residuals (ê t ). In general, these errors are caused by the random shock (noise) component in the data (e t ) and the inability of the model to perfectly predict the deterministic components of the data. Consequently, ê t is only an estimate of the true random error e t . If the model fits the data well, then these residuals should satisfy the following assumptions:
versus the predicted response (Figures 4a-e) and by plotting the autocorrelation function of the residuals (Figures 5a-e) . The model residuals were obtained by concatenating the training, testing and validation data sets and then chronologically ordering these data to obtain the original multivariate time series data. Each of the five models were then used to obtain forecasts for these data and the residuals were calculated.
From the histogram plots (Figures 3a-e) it can be seen that the residuals for all models were approximately normally distributed, satisfying assumption 4, with a mean of approximately zero, satisfying assumption 1. However, the residuals from the models developed using then the objective function would need to be adjusted accordingly in order to obtain maximum likelihood estimates of the model parameters (Fortin et al. 1997 ).
In Table 2 , the RMSEs for the second validation set are shown, and it is apparent that these are significantly higher than the training set RMSEs for all models. This is expected due to the presence of uncharacteristic data, i.e.
new patterns that the models have not been trained on.
The model developed using linear transformation appears to be the most robust, as indicated by the lowest forecast- set. The data in such clusters can be considered to lie outside of the training domain and, since ANNs are unable to extrapolate beyond the training range (Flood & Kartam 1994) , poor generalization ability can be expected on these data. The SOM diagnosis procedure was conducted using the second validation set data in this study and the uncharacteristic data points were removed from the set.
The models developed using the five transformations were then used to obtain forecasts for this truncated data set.
The results of this experiment are shown in Table 2 and, as expected, the RMSEs were reduced quite considerably for all models. The models developed using the linear, logarithmic, seasonal and normality transformations all produced forecast errors that were very similar to their errors on the training set. The model developed using the histogram equalization data produced a forecast error that was still higher than its training error. However, in general, these results show the effectiveness of the SOM diagnosis procedure in determining the range of applicability of the ANN models.
CONCLUSIONS
In this paper, the effect of five methods for transforming data for use with ANNs in water resources applications was investigated. As ANN models are data-driven, an 'optimal' transformation can-if at all-only be defined relative to the specific application for which the ANN model is being developed. However, some general findings have come out of this study and it is hoped that, in time, results from similar studies will begin to define when such transformations may or may not be useful in water A second, independent validation set was used to test the models developed using the five transformations. This set contained data that were different to the training patterns. When these uncharacteristic data were removed from the second validation set, the RMSEs were reduced to a value similar to the training RMSE for all models except the model developed using the histogram equalization transformation.
