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Objectives: Named entity recognition (NER), a sequential labeling task, is one of the fundamental tasks for
building clinical natural language processing (NLP) systems. Machine learning (ML) based approaches can
achieve good performance, but they often require large amounts of annotated samples, which are expen-
sive to build due to the requirement of domain experts in annotation. Active learning (AL), a sample selec-
tion approach integrated with supervised ML, aims to minimize the annotation cost while maximizing
the performance of ML-based models. In this study, our goal was to develop and evaluate both existing
and new AL methods for a clinical NER task to identify concepts of medical problems, treatments, and lab
tests from the clinical notes.
Methods: Using the annotated NER corpus from the 2010 i2b2/VA NLP challenge that contained 349 clin-
ical documents with 20,423 unique sentences, we simulated AL experiments using a number of existing
and novel algorithms in three different categories including uncertainty-based, diversity-based, and base-
line sampling strategies. They were compared with the passive learning that uses random sampling.
Learning curves that plot performance of the NER model against the estimated annotation cost (based
on number of sentences or words in the training set) were generated to evaluate different active learning
and the passive learning methods and the area under the learning curve (ALC) score was computed.
Results: Based on the learning curves of F-measure vs. number of sentences, uncertainty sampling algo-
rithms outperformed all other methods in ALC. Most diversity-based methods also performed better than
random sampling in ALC. To achieve an F-measure of 0.80, the best method based on uncertainty sampling
could save 66% annotations in sentences, as compared to random sampling. For the learning curves of F-
measure vs. number of words, uncertainty sampling methods again outperformed all other methods in
ALC. To achieve 0.80 in F-measure, in comparison to random sampling, the best uncertainty based method
saved 42% annotations in words. But the best diversity based method reduced only 7% annotation effort.
Conclusion: In the simulated setting, AL methods, particularly uncertainty-sampling based approaches,
seemed to significantly save annotation cost for the clinical NER task. The actual benefit of active learning
in clinical NER should be further evaluated in a real-time setting.
 2015 Elsevier Inc. All rights reserved.1. Introduction
Clinical notes in electronic medical records (EMR) contain much
important patient information. Natural language processing (NLP)
technologies offer a solution to convert free text data in EMR into
structured representations, thus supporting studies in the clinicaldomain, such as disease phenotypes and patient cohort identifica-
tion [1,2], decision support [3], and drug repurposing [4]. Identifi-
cation of clinical concepts or clinical named entity recognition
(NER) is an important task for building clinical NLP systems. For
example, much work has been done to extract clinically important
entities from clinical text, such as diseases, medications, proce-
dures, and laboratory tests [5–7].
Some existing clinical NLP systems not only extract various
types of clinical entities, but also map them to concepts in the con-
trolled vocabularies such as the Unified Medical Language System
(UMLS) [8], including cTAKES [9], MedLEE [10], MetaMap [11], and
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approaches and can be applied to various information extraction
tasks. Recent studies have shown that machine learning (ML)
based models, which are trained on annotated data sets, have the
potential to achieve better performance in clinical NER tasks.
Patrick and Li [13] developed a machine learning model to extract
medication-related entities with a F-measure of 85.65% for the
evaluation of exact match medication entry, which was optimal
relative to other participants in the 2009 i2b2 NLP challenge. Both
de Brujin et al. [14] and Jiang et al. [15] systematically investigated
ML-based approaches for recognizing broader types of clinical enti-
ties and presented their promising results of 85.23% and 83.91% in
F-measure, respectively, as the top two teams in the clinical con-
cept extraction task in 2010 i2b2 NLP/VA challenge. Conditional
random field (CRF) and support vector machine (SVM), which were
the most widely used ML models in NER tasks, could build the
most effective clinical concept extraction systems [6].
ML-based approaches, however, often require large amounts of
annotated corpora, which are time-consuming to build due to the
manual effort required for the task. In the clinical domain, some
tasks require domain experts (e.g. physicians or nurses) to anno-
tate text; thus the cost of annotation could be very high. In the gen-
eral English domain, pool-based active learning strategies [16]
have benefited many NLP tasks which require annotation from a
large pool of unannotated data to construct the supervised ML
model, such as word sense disambiguation [17], text classification
[18], and information extraction [19]. In recent years, several stud-
ies have also applied active learning to text processing tasks in the
clinical domain. Figueroa et al. [20] validated active learning algo-
rithms as a way to reduce the size of training sets to yield expected
performance in medical text classification tasks on five datasets.
We also developed and evaluated active learning paradigm on
multiple biomedical NLP tasks, such as assertion classification of
concepts in clinical text [21], supervised word sense disambigua-
tion in MEDLINE [22], and high-throughput phenotyping tasks
for EMR data [23]. The common conclusion of these studies is that
active learning could reduce annotation cost while improving the
quality of the classification model, as compared to the passive
learning approach (random sampling).
Different from the general classification tasks, NER is a sequence
labeling task. Therefore, the goal of active learning for NERwould be
to select informative sequences (e.g. sentences) from the pool. Thus,
different methods are needed to measure the informativeness of
sequences. In the literature, some AL studies particularly focused
on NER tasks and provided insightful information for approach
design. An AL study by Kim et al. [24] presented a new AL paradigm
for NER that considered both uncertainty of the classifier and the
diversity of the corpus. For uncertainty sampling, they imple-
mented N-best sequence entropy, which was based on the N most
likely label sequences for the unlabeled samples; for diversity sam-
pling, they considered three levels information, including NP chunk,
Part-of-Speech tag, and the word itself, to compute the similarity
between sentences. The combined performance was better than
random sampling. However, their diversity-based method alone
did not outperform random sampling. Settles and Craven [19] con-
ducted a large-scale empirical study of AL for NER by evaluating
seventeen methods in six corpora. They used random sampling
and long sentence samplingmethods as two baselines, andmultiple
active learning methods, including six uncertainty-sampling
approaches, six query-by-committee methods, and other methods
such as information density, fisher information, and expected gra-
dient length. Most of the active learning algorithms performed bet-
ter than baselines, indicating the promise of AL in NER. One
limitation of these existing studies is that they are simulated stud-
ies that assumed that the annotation cost for each sentence was
same. In reality, however, annotation cost could be different fromone sentence to another. Informative sentences selected by active
learning algorithms (e.g. uncertainty sampling) could require more
annotation time just because they are longer sentences. There have
been mixed results for doing cost-sensitive active learning in the
literature to tackle realistic annotation costs [25–27]. Nevertheless,
all the above studies of AL in NER were from the open domains and
to the best of our knowledge, there is no AL on clinical NER tasks.
There are other techniques also aiming to efficiently build the
NER models or reduce annotation effort in practice. Online learning
is designed for the large-scale data training when computing
resources are limited. Compared to batch learning that tends to
induce an optimal model by training all the available labeled data,
online learning would rather quickly generate a model on the basis
of every single fresh random sample in the large data stream. Bot-
tou and LeCun [28] showed that adequate online learning algo-
rithms could asymptotically outperform any batch learning
algorithms. Goldberg et al. [29] presented a Bayesian model called
OASIS to efficiently train models on the stream data based on
online learning and semi-supervised learning while filtering
incoming unlabeled data by active learning technique for the
large-scale machine learning tasks. On the other hand, pre-
annotation or machine-assisted annotation is a strategy to speed
up the manual annotation process by giving human annotator(s)
the machine-annotated data beforehand. However, some studies
found that the pre-annotation could introduce potential bias and
their results are mixed. Fort and Sagot [30] found that pre-
annotation gains the annotation speed, quality, and reliability for
the part-of-speech corpus annotation tasks although biases did
appear. Lingren et al. [31] presented a series of experiments to con-
clude that dictionary-based pre-annotation could reduce the anno-
tation cost for clinical NER without introducing bias in the
annotation process. South et al. [32] also evaluated the effects of
machine-assisted annotation for de-identification of clinical text
and found, however, that the pre-annotation did not improve the
annotation quality and offered statistically significant time-
saving, compared to the manual annotation from scratch.
In this study, we conducted simulated active learning experi-
ments using an existing clinical NER corpus with annotated medi-
cal problems, treatments, and lab tests in clinical notes. We
assessed six existing AL algorithms and developed seven novel
AL algorithms for the clinical NER task. In addition to the tradi-
tional assumption of same annotation cost per sentence, we also
evaluated our methods based on the assumption of same annota-
tion cost per word, which is closer to the real world scenario.
The results of our study showed that multiple active learning algo-
rithms outperformed passive learning in both ways of evaluation.
2. Methods
2.1. Dataset
In this study, we used the annotated training corpus from the
2010 i2b2/VA NLP challenge, which contains 349 clinical docu-
ments with 20,423 unique sentences. Three types of medical enti-
ties: problem, treatment, and test, were annotated in each
sentence. Table 1 shows the descriptive statistics of the corpus.
The dataset is divided into two pieces: (1) the pool of data to be
queried and (2) the independent test set for evaluation. As we used
5-fold cross validation in the experiment, the pool contains 80% of
data randomly selected from the original dataset while the inde-
pendent test set has the remaining 20% of the sentences.
2.2. Machine learning-based NER
To run the machine learning-based NER, we converted the
annotations to the ‘‘BIO” format, where ‘‘B” represents the label
Table 1
Distribution of words and different types of entities and entity words in the corpus of
20,423 unique sentences.
Overall
count
Mean of count
per sentence
SD of count
per sentence
Word 225,670 11.05 9.73
Entity 26,206 1.28 1.65
Problem entity 11,192 0.55 1.03
Treatment entity 8099 0.40 0.91
Test entity 6915 0.34 1.02
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outside the entity. As we have three types of entities in our task,
there are seven individual labels for identification, such as ‘‘B-
problem”, ‘‘B-treatment”, ‘‘B-test”, ‘‘I-problem”, ‘‘I-treatment”, ‘‘I-
test”, and ‘‘O”.
In our previous study, we developed an ML-based NER system
for the i2b2 dataset, with optimized features and ML algorithm
[15]. For this study, we used the same set of optimized features
and the same conditional random field (CRF) [33] classifier that
is implemented in the CRF++ package [34].2.3. Active learning experimental framework
In this study, we simulated the practical pool-based AL frame-
work. Although all sentences in our corpus were pre-annotated,
we did not utilize their labels unless the querying algorithms
selected them. The following is the framework we used in the
experiments:
(1) Initial model generation: At the beginning, a small number of
samples are queried for annotation to build the initial model.
We conducted experiments to compare two initial sampling
strategies: (a) random sampling, and (b) longest sentence
sampling. We decided on the strategy of using longest sen-
tences to generate initial models because it could induce a
better initial model or a starting point in the learning curve
than random sampling for each querying method. Neverthe-
less, the conclusions based on strategy (a) or (b) stay the
same as long as all different methods used the same set of
initial samples for a fair comparison.
(2) Querying: The unannotated sentences were then ranked
based on the querying algorithm. Some algorithms require
the updated CRF model for ranking (e.g. uncertainty sam-
pling) while some do not (e.g. all diversity based algo-
rithms). The top ranked sentences were selected for
annotation, and then added to the annotated set. In our
experiment, the batch sizes (the size of top ranked sentences
selected for annotation) of each iteration were
8,16,32,64,128, . . . ,2(i + 2), where i is the number of itera-
tions. This is one of the standard ways to select batch size
for the active learning experiment and has been used in an
active learning challenge [35].
(3) Training: The CRF model was retrained on the updated anno-
tated set.
(4) Iteration: Steps (2) and (3) were repeated until the stop cri-
terion was met. In this study, the annotation stops when
all sentences in the pool of unlabeled set were queried.
Multiple measurements were stored during the active learning
process for evaluation, such as model quality in F-measure, num-
ber of words in the annotated set, and number of entities in the
annotated set.
As shown above, querying algorithms are critical for an active
learning system. The following sections discuss three types ofquerying algorithms that we investigated in our experiments.
Some algorithms were developed by previous studies and some
algorithms are newly developed in this study (marked as new).2.3.1. Uncertainty-based querying algorithms
The assumption here is that the most uncertain sentences are
most informative because identification of their uncertain labels
could gain the most utility for the supervised NER learning. We
considered a label of a sentence as a sequence of labels of words.
In most of our implementations, only the N-best sequence labels
were considered since the size of the possible sequence labels
grows exponentially as the length of a sentence increases. We also
extended the N-best sequence labels to cover most of the highly
possible labels. The entropy of words and entities were also tested
in our study. The six methods we implemented to calculate the
uncertainty of a sentence are described below:
(1) Least Confidence (LC): to take the uncertainty from the best
possible sequence label based on the posterior probability
output from CRF. The uncertainty of a sentence x is equal
to 1  P(y⁄|x), where y⁄ is the most likely sequence label
for the sentence x.
(2) Margin: to take the uncertainty from the best two possible
sequence labels. The uncertainty of a sentence x is equal to
P(y⁄|x)  P(y⁄⁄|x), where y⁄ and y⁄⁄ are the most likely and
second most likely sequence labels, respectively, for the sen-
tence x. The lower margin between the two probabilities
represents higher uncertainty.
(3) N-best sequence entropy: to take the entropy of the probabil-
ity distribution over N-best sequence labels predicted by the
CRF model. We used N = 3 in our experiments.
(4) Dynamic N-best sequence entropy (new): to take the N-best
sequence labels with the sum of their probabilities being
at least 0.9. Here, N ranges from 1 to 20 in our experiments.
For example, if the best sequence label has a probability of
0.95, N is equal to 1 (equivalent to LC); if the best 4 sequence
labels have probabilities of 0.4, 0.3, 0.1, and 0.1, the sum of
the probabilities is 0.9 and therefore, N is 4 and we ignore
the 5th and later labels.
(5) Word entropy: to take the summation of entropy of all
individual words in a sentence: WordEntropyðxÞ ¼
Pn
i¼1EntropyðwiÞ, where wi is the ith word in the sentence x
with n words. The entropy of an individual word is calcu-
lated based on the distribution of seven possible labels for
an individual word: EntropyðwiÞ ¼ 
P7
j¼1PðyjjwiÞlog PðyjjwiÞ,
where the seven possible labels (y1–y7) are listed in
Section 2.2.
(6) Entity entropy (new): to take the summation of entropy of
only the beginning words of the estimated entities (e.g. B-
entity). This is a simple heuristic method that builds on
‘‘Word entropy”. Instead of considering that all the words
in a sentence equally contribute to NER model building,
we think entropies of entity words are probably more
important. Moreover, we believe that entropy of ‘‘B” words
are more important then ‘‘I” words. Therefore, the ‘‘Entity
Entropy” only considers the entropies from the words with
B-entity estimated by the NER model.
2.3.2. Diversity-based querying algorithms
Uncertainty sampling is highly dependent on the quality of the
model. Therefore, it may not be efficient in a practical setting
where updating the model may take time. In this section, we
propose diversity-based querying algorithms that consider the
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sentences.
The idea behind the diversity-based querying algorithms is that
we do not want to query the sentences that are similar to those
that are already annotated. We applied the vector space model to
pre-calculate pair-wise cosine similarity of any two sentences in
the corpus. We used complete-linkage (max similarity) to deter-
mine the similarity between an unlabeled sentence and a group
of labeled sentences. Unlabeled sentences with lower similarity
scores would be assigned higher priority to be selected for annota-
tion. The advantages of the diversity-based algorithms are (1) it is
not dependent on the model and the annotation results; (2) the
pair-wise similarity scores between sentences could be pre-
computed, thus the querying step could be very efficient.
To find the best similarity measurements, we explored different
features at the word, semantic, and syntactic levels for building
vectors and calculating similarity scores. We also combined all of
them for better similarity assessment.
(1) Word similarity (new): A vector of words weighted by the TF/
IDF weighting scheme is used to represent each sentence.
Then the cosine similarity between two vectors is calculated
as the similarity between the two sentences.
(2) Syntax similarity (new): Each sentence is parsed by the Stan-
ford parser [36] and the dependency relations derived from
the parse tree are used to form the vector. For example, a sen-
tence ‘‘She is afebrile with stable vital signs.” has six depen-
dencies ‘‘nsubj(afebrile-3, She-1)”, ‘‘cop(afebrile-3, is-2)”,
‘‘prep(afebrile-3, with-4)”, ‘‘amod(signs-7, stable-5)”, ‘‘amod
(signs-7, vital-6)”, and ‘‘pobj(with-4, signs-7)”. To generalize
the dependency relations, we then replaced the arguments of
relations by their corresponding part of speech (POS) tags.
The above example was converted into a vector of [‘‘nsubj
(JJ, PRP)”, ‘‘cop(JJ, VBZ)”, ‘‘prep(JJ, IN)”, ‘‘amod(NNS, JJ)”,
‘‘amod(NNS, JJ)”, and ‘‘pobj(IN, NNS)”]. We weighted each
dependency relation in the vector using the TF/IDF weight
scheme based on their counts in the sentence and the corpus.
Finally, cosine similarity was computed for each pair of sen-
tences, similar to the method of word similarity.
(3) Semantic similarity (new): This method is to calculate
semantic similarity between two sentences based on con-
cept similarity. We modified an existing semantic similarity
method originally based on word similarity [37]. Our
approach consisted of two steps: (1) extraction of clinical
concepts in each sentence so that each sentence can be rep-
resented using a vector of union concepts from the two sen-
tences; and (2) calculation of the similarity between the two
sentence vectors of concepts, by measuring similarity scores
between any two concepts and computing the cosine simi-
larity of two sentence vectors. For Step 1, we processed each
sentence using KnowledgeMap Concept Identifier (KMCI)
[38], a general clinical NLP system, that extracts clinical con-
cepts defined in the UMLS. Each sentence was represented
by a vector of UMLS concept unique identifiers (CUIs) of
the union concepts. For Step 2, the semantic similarity (or
distance) between any two UMLS concepts was calculated
using the package of UMLS-interface and UMLS-similarity
[39], which computes the similarity between two CUIs by
using the user-selected similarity measurement (i.e. Path,
LCH [40], WUP [41], etc.) with a specified source (i.e.
SNOMED-CT [42] and MeSH [43]). The value of each union
concept of a sentence is the max similarity among the sim-
ilarity scores between each of the concepts from this sen-
tence and this union concept. Once we formed the
semantic vector for two sentences, we computed the cosinesimilarity between them. Fig. 1 demonstrates an example of
how semantic similarity is calculated for two sentences: S1:
‘‘You will need to have your uterine bleeding evaluated.”
and S2: ‘‘This continued agitation may be caused by intra-
parenchymal hemorrhage.”
KMCI identified ‘‘uterine bleeding” as a UMLS concept (with
CUI: C0042134) in S1 and ‘‘continued agitation” (C0085631)
and ‘‘intraparenchymal hemorrhage” (C0019080) in S2. The
union UMLS concepts of the two sentences are C0085631,
C0019080, and C0042134. Then we applied UMLS-
similarity package to compute the similarity between each
of the two concepts. The vector for S1 is [0.13,0.5,1], where
0.13 is the UMLS similarity between C0042134 and
C0085631, 0.5 is for the one between C0042134 and
C0019080, and 1 is for the one between C0042134 and
C0042134. The vector for S2 is [1,1,0.5], where 0.5 is the
UMLS similarity between C0042134 and C0019080, the first
1 is for the one between C0085631 and C0085631, and the
second 1 is for the one between C0019080 and C0019080.
Then the similarity between S1 and S2 is 0.67, which is the
cosine similarity of these two vectors.
(4) Combined similarity (new): This approach combines all word,
syntactic, and semantic information for similarity calcula-
tion. We first combined words and dependency relations
for the same sentence into one vector, and then computed
the cosine similarity for each pair of sentences based on
the new vectors. The final combined similarity between
the two sentences is the average similarity for both the
newly computed cosine similarity between word/depen-
dency vectors and the semantic similarity based on UMLS.
In principle, zero similarity score would indicate very diverse
sentences, which we want to select. However, after careful
analysis, we found that sentences with a zero similarity
score to the labeled set were usually short sentences, which
contain very few clinical entities. For example, short sen-
tences such as section headers contain few dependency rela-
tions and often yield zero syntax similarity. Therefore, we
decided to eliminate unlabeled sentences with zero similar-
ity to the labeled set from sample selections for all diversity-
based algorithms.2.3.3. Baseline algorithms
In addition, we also included two querying algorithms that sim-
ply consider the length of the words or entities in a sentence. As we
mentioned in the introduction, one limitation of such simulated
active learning studies is to assume that each sentence costs the
same amount of annotation effort, which obviously is not true in
reality. By including these two extremely biased methods as addi-
tional baselines, we hope to further confirm the effectiveness of AL
methods.
(1) Length-words is a simple querying method that selects sen-
tences with the largest number of words. The assumption
is simply that longer sentences may contain more informa-
tion for NER than shorter ones.
(2) Length-concepts is another simple querying method that
selects sentences with the largest number of clinical con-
cepts, as identified by KMCI. The assumption is that sen-
tences with more clinical concepts are more informative
sentences for NER.
In addition, we included the typical passive learning method
Random, which randomly selects samples at each iteration.
Fig. 1. An example of computing similarity between two sentences using semantic similarity algorithm.
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Most of the active learning studies utilized learning curves that
plot F-measure of the model on an independent test set as a func-
tion of sample size of the training set as the primary evaluation
approach. Following previous studies on open domain NER
[19,24], we first evaluated our AL-enabled clinical NER using the
same type of learning curve that plots F-measure versus number
of annotated sentences, assuming annotation cost is same for each
sentence. However, we think the annotation costs for different sen-
tences could be greatly different in reality; thus simply assuming
the equal annotation cost of each sentence, as the traditional
way does, could induce an inaccurate estimation about the benefit
of active learning in reality. Therefore, we also generated the learn-
ing curve of F-measure versus number of words in the annotated
sentences as a new assessment approach. The new way of word-
based evaluation assumes that the annotation cost is proportional
to the length of sentence, and is therefore a better way to estimate
the real annotation cost. We also computed the area under the
learning curve (ALC) as a global score for both evaluation methods,
which was a major metric to evaluate active learning methods in
the challenge [35]. The ALC scores for the learning curves of F-
measure vs. sentences and F-measure vs. words are labeled as
ALC1 and ALC2, respectively. To further demonstrate some charac-
teristics of different querying methods, we plotted additionalTable 2
Two types of ALC scores for all active learning algorithms versus passive learn
Categories Methods
Uncertainty based sampling methods LC
Margin
N-best sequence entropy
Dynamic N-best sequence entropy
Word entropy
Entity entropy
Diversity based sampling methods Word similarity
Syntax similarity
Semantic similarity
Combined similarity
Baseline methods Length-Words
Length-Concepts
Passive Learning Random
Note: ALC1 is the ALC (area under the learning curve) score for the learning cu
learning curves of F-measure vs. number of words.curves, including the entity count curve that plots the number of
entities versus the number of sentences and the sentence length
curve that plots the number of words (length of sentences) versus
the number of annotated sentences.
Our evaluation results were based on 5-fold cross validation
(CV). For each iterative experiment, one fold was used as an inde-
pendent test set and four other folds were used as the pool of
querying and training set. The results on the learning curves were
averaged over the five runs. For the experiments using random
sampling, we repeated the experiments of 5-fold CV five times
and averaged their results.3. Results
All methods were tested in the same active learning framework
and cross validation setting (e.g. the same initial queries and
model, pool, batch size, parameters of CRF model, and test set).
Table 2 shows the ALC scores based on two types of learning curves
for twelve active learning algorithms in three categories and Ran-
dom that represents passive learning.
For ALC1 that is based on learning curves of F-measure vs. num-
ber of sentences, all active learning algorithms, except syntax sim-
ilarity, were better than random sampling. Among the three types
of algorithms, uncertainty-based sampling methods (0.83 ining.
Existing or New ALC1 score ALC2 score
F-measure vs. Sentences F-measure vs. Words
Existing 0.83 0.84
Existing 0.83 0.84
Existing 0.81 0.85
New 0.82 0.84
Existing 0.83 0.84
New 0.83 0.84
New 0.77 0.82
New 0.72 0.80
New 0.79 0.83
New 0.76 0.82
Existing 0.82 0.81
New 0.82 0.81
Existing 0.74 0.82
rves of F-measure vs. number of sentences; ALC2 is the ALC score for the
0.25
0.35
0.45
0.55
0.65
0.75
0.85
1024 4096 16384 65536 262144
F-
m
ea
su
re
Number of words in the training set
Learning Curves (F-measure vs. Word) 
N-best sequence entropy
Semanc similarity
Length - concepts
Random
Fig. 3. Learning curves for F-measure versus Word.
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which outperformed diversity-based methods (0.76 in average
ALC1).
For ALC2 that is based on learning curves of F-measure vs. num-
ber of words, three types of querying algorithms performed differ-
ently: all six uncertainty-based methods outperformed random
sampling; in the diversity sampling category, only semantic similar-
ity achieved better performance than Random; ALC2 of baseline
methods (Length-Words and Length-Concepts) did not exceed ran-
dom sampling because the tendency of selecting longest sentences
was penalized in this evaluation.
We generated two types of learning curves for all thirteen
methods. However, it is too crowded to plot thirteen curves in
one diagram. Therefore, we selected best-performing method in
each category to display their learning curves versus Random.
Fig. 2 shows the traditional learning curves based on F-measure
versus number of annotated sentences for methods of LC, semantic
similarity, Length-concepts, and Random. The method of Length-con-
cepts had the best performance at the very early stage of learning
curves, but was surpassed by LC at the later stages, which outper-
formed the other methods. Fig. 3 shows the new type of learning
curves based on F-measure versus number of words in the anno-
tated sentences for the methods of N-best sequence entropy, seman-
tic similarity, Length-concepts, and Random. N-best sequence entropy
led all the stages of active learning.
Based on learning curves in Figs. 2 and 3, we also computed the
number of annotated sentences and words required to achieve a
fixed F-measure for each method. We used linear interpolation to
estimate the points from learning curves that were not actually
available. Furthermore, we estimated the extent of annotation cost
saving achieved by active learning as compared to passive learning
for achieving the same performance. For example, to achieve 0.80
in F-measure, LC used 2971 sentences or 61,238 words, N-best
sequence entropy required 3249 sentences or 62,486 words, seman-
tic similarity needed 5468 sentences or 98,075 words, Length-con-
cepts required 5201 sentences or 109,580 words, and Random
queried 8702 sentences or 105,340 words. Compared to Random
with respect to cost saving in sentences, LC saved 5731 sentences
(66%), semantic similarity saved 3234 sentences (37%), and
Length-concepts saved 3501 sentences (40%). With respect to cost
saving in words, N-best sequence entropy reduced 42,854 words
(41% saving of annotation cost in words), LC could save more –
44,102 words (42%). However, semantic similarity saved only
7265 words (7%), and Length-concepts actually required annotating
4240 additional words (4% increase of annotation cost in words).
In addition to learning curves, we also show two characteristics
of methods to measure how informative the queried sentences are.0.25
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Fig. 2. Learning curves for F-measure versus Sentence.The entity count curve reports the total entity count at each iteration
of the active learning process. The sentence length curve reports the
total number of words at each iteration. We could globally mea-
sure the characteristics of entity count and sentence length for each
method based on the area under the entity count curve and area
under the sentence length curve, respectively. Fig. 4 shows the
entity count curves for Random and other methods (LC, semantic
similarity, Length-concepts) that achieved the largest area under
the entity count curve in their categories. Fig. 5 shows the sentence
length curves for Random and other methods (LC, semantic similar-
ity, Length-words) that achieved the largest area under the sentence
length curve in their categories.
Both entity count curves and sentence length curves present a
very similar pattern of the methods. Length-concepts and Length-
words queried the most number of concepts per sentence and the
longest sentences, respectively, at all stage of active learning, while
random sampling did the least. Both LC and semantic similarity are
in between the curves mentioned above, but they both performed
better than Length-concepts, Length-words, and Random in terms of
ALC2.4. Discussion
In this study, we conducted simulated active learning experi-
ments for a clinical NER task and demonstrated that active learning
has the potential to reduce annotation cost for building clinical
NER models. To the best of our knowledge, this is the one of the0
2,000
4,000
6,000
8,000
10,000
12,000
14,000
16,000
18,000
20,000
22,000
8 32 128 512 2048 8192
N
um
be
r o
f E
n
e
s
Number of sentences in the training set
Enty Count Curves (Enty vs. Sentence)
LC
Semanc similarity
Length - concepts
Random
Fig. 4. Entity count curves that plot number of entities versus number of sentences
in the training set.
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Fig. 5. Sentence length curves that plot number of words versus number of
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Figs. 2–5, active learning algorithms (e.g. uncertainty sampling)
did query longer sentences with higher number of entities per sen-
tence, which could contribute to higher ALC1 and ALC2 scores.
However, simply selecting sentences with high number of entities
(e.g. Length-concepts) or longest sentences (e.g. Length-words)
failed to surpass passive learning in ALC2 score, which we consider
as a closer evaluation metric in the real-time situation. This finding
suggests that active leaning does select informative samples that
can help build better clinical NER models quickly.
Uncertainty-sampling based algorithms outperformed all other
methods in both ALC1 and ALC2, because they queried the most
informative sentences using the knowledge of trained models.
Among these methods, LC,Margin,Word Entropy, and Entity Entropy
had very similar results (0.83 in ALC1 and 0.84 in ALC2). N-best
sequence entropy gained highest ALC2 (0.85), indicating that it is
probably more efficient in reality. However, one concern of apply-
ing uncertainty sampling based methods to real-world annotation
tasks is that they rely on the updated NER models, which may take
time when the annotated data are getting bigger. For example, it
would take several minutes to fully train a model based on 1000
annotated sentences in our experiment. In reality, it may not be
feasible to ask annotators to wait such a long time for the next iter-
ation of queried samples.
The diversity sampling methods, on the other hand, do not
depend on the CRF model and most processes can be pre-
computed before the annotation process starts, which makes it
more appealing. However, the current diversity-based methods
implemented in this study did not perform as well as the uncer-
tainty sampling. Another research direction is to combine uncer-
tainty and diversity methods, e.g. using the linear function from
Kim et al. [24] or nonlinear function from Settles and Craven
[19]. However, we explored both above combination methods
and they did not achieve better performance than the uncertainty
method alone on our dataset. Another combination approach is to
integrate clustering algorithms (e.g. k-means or affinity propagation
[44]) with uncertainty sampling to find the most uncertain and
representative samples.
The active learning algorithms developed and evaluated in this
study should work for other supervised NER models, such as Max-
imum Entropy (ME) [45], support vector machine (SVM) [46], and
structural SVM (SSVM) [47]. They were also studied in the clinical
NER tasks [15,48,49] in addition to the CRF model. For uncertainty
sampling, the required inputs are the probabilities of the estimated
sequence of labels or the probabilities of the estimated label for
each individual word, which could be derived from ME, SVM, orSSVM. For diversity sampling, the statistical language models are
not even necessary.
Another contribution of this work is to introduce a new evalu-
ation metric for simulated active learning studies for NER. Instead
of assuming that each sentence requires the same amount of anno-
tation effort, we assume each word requires the same amount of
annotation effort. Therefore, the estimated savings of annotation
cost in our study would be closer to the reality, where longer sen-
tences probably need more annotation time than the shorter ones.
Our results seem to support this intuition. For example, to achieve
an F-measure of 80%, the LCmethod could save 66% sentences; but
the saving would be only 42% if we consider words instead of sen-
tences. The 24% drop of savings indicates that the traditional way
of evaluation could overestimate the effectiveness of active learn-
ing methods in NER, when compared to passive learning. More-
over, other active learning methods such as the diversity
sampling methods, which could outperform passive learning in
ALC1, did not achieve the same performance when ALC2 was used
in evaluation. For example, the semantic similarity method showed
a saving of 37% in ALC1 evaluation; but it had a saving of only 7% in
ALC2 evaluation. These findings suggest that we should be more
cautious about results from simulated experiments of active learn-
ing on clinical NER. The actual benefit of active learning should be
further evaluated using real-time settings of NER tasks.
As described above, the main limitation of this study is that it is
a simulated study of active learning for clinical NER. To assess the
real value of active learning for clinical NLP, we will have to eval-
uate it in a real-world setting. There are a few machine learning
systems with integrated active learning components, such as the
DUALIST system [50] for word sense disambiguation in open
domains. However, to our knowledge, there is no clinical NLP sys-
tem that integrates a practical active learning module. Therefore,
our next step is to develop a clinical NER system, which consists
of an annotation interface and an active learning component that
actively selects samples for annotation. We will then conduct for-
mal user studies to compare active learning vs. passive learning in
terms of annotation time and model quality.
5. Conclusion
We conducted a simulated study to compare different active
learning algorithms for a clinical NER task. Our results showed that
most active learning algorithms outperformed the passive learning
method when we assume equal annotation cost for each sentence.
However, savings of annotation by active learning were reduced
when the length of sentences was considered. We suggest that
the effectiveness of active learning for clinical NER needs to be fur-
ther evaluated by developing active learning enabled annotation
systems and conducting user studies.
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