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Emulation of isolated strongly correlated quantum many-body systems has been a subject of intense
experimental and theoretical research in recent years. Trapped ions are well-controlled quantum
systems exhibiting strong correlation and hence the ideal for studying different strongly correlated
Hamiltonians. In this thesis, both theoretical and experimental studies on a strongly correlated
system have been performed.
The theoretical section focuses on the study of quantum dynamics of interacting phonons in an ion
trap where the dynamics are governed by strongly correlated Bose-Hubbard Hamiltonian. Trapped
ion system allows us to tune the onsite phonon-phonon interaction from repulsive to attractive leading
to several interesting phenomena. In the first part, non-equilibrium phonon dynamics of the model is
studied where the system is prepared in non-equilibrium state by introducing quantum quench. In the
second part, I have studied the ramp dynamics of phonons in a one dimensional ion trap by specifying
a different kind of experimentally realizable ramping protocols. These studies predict the generation
of multiparticle entanglement as well as motional ground state cooling of a chain of trapped ions
without directly involving the electronic states of ions. Here the establishment of entanglement
between multiple ions is mediated by the phonon-phonon interaction. These preliminary studies
are aimed at realizing them and hence the experimental parameters required to implement these
protocols has been elaborately discussed.
The experimental work performed within this thesis is centered around probing the strongly
correlated many electron systems in a heavy atom, barium. The experimental setup has been
developed within this thesis and hence a detailed description of the apparatus is provided with a
particular emphasis on the development of the laser locking schemes. For the first time, a few
resonance line have been observed in the vicinity of the barium dipole transition 6S1~2- 6P3~2. The
closest one is only 79 MHz away which provides a stable frequency reference for the barium ion
addressing. This new line of tellurium allows locking of an external cavity diode laser built within
this thesis work for performing a precision experiment on barium ions. In order to probe strongly
correlated multielectron atomic Hamiltonian, the electronic wavefunctions of the barium ion in
lowest few excited state is probed via measuring dipole matrix elements to a precision below 1%. In
order to achieve this, a new method has been proposed and implemented for 6P3~2 state decay.
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Laboratory generated well controllable many body quantum systems have been employed to elucidate
the properties of physical theories as these systems are the most realistic description of nature
[1, 2, 3, 4, 5, 6, 7, 8]. However, these systems are not exactly solvable either analytically or
numerically. Therefore many real quantum many body systems are modeled as quantum systems
which are ideally solvable. One of the most easily realizable models [9, 10, 11] describing strongly
correlated systems is the Bose-Hubbard model [11, 12, 13]which is related to the bosonic particles.
A system is considered to be a strongly correlated system when the Hamiltonian is highly dominated
by the interaction term compared to the kinetic energy of the particle. The term “strongly correlated”
suggests that the system can not be described by mean field approximation. In the mean field
approximation, N-particle Hamiltonian can be expressed as a sum of N one particle hermitian
Hamiltonian which in a way reduces the treatment of N-particle problem to the treatment of a single
particle that interacts with the average motion of all the other particles which is in contrast to the
concept of strong correlation. In this case, each particle has a strong influence on its neighbour.
A linear chain of trapped ions form a one-dimensional lattice and induce a crystal band structure
in the system. Determination of these band structure is a many-body problems and the interaction
of many ions in a lattice constitute strongly correlated many-body system. Similarly, a single
trapped ion having a multiple numbers of electrons behaves like a many-body system and the strong
electron-electron interaction makes the system strongly correlated. Therefore a combination of a
heavy atomic system like barium ion and a laser cooled chain of trapped ions provide a unique
opportunity to probe strongly correlated electronic system like an atomic model as well as strongly
correlated bosonic lattice system like the Bose-Hubbard model. This thesis work consists of (a)
developing quantum protocols to study and use a chain of ions in a linear Paul trap for quantum
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emulation and (b) high precision measurement performed on single trapped barium ion to validate
quantum many-body electronic structure theory. In the following, a brief motivation for each topic is
provided followed by a discussion on the structure of the thesis.
Trapped ions are well-controlled quantum system [14] which leads them at the forefront of
quantum computation [15, 16]. Many experimentalists has already been able to implement few
quantum algorithms and protocols with trapped ions as a test bed for quantum simulators in recent
years [17, 18, 19, 20, 21]. In this work non-equilibrium dynamics of phonons in trapped ion system
[13, 22] by simulating the strongly correlated Bose-Hubbard model which describes these phonons
at low energies under appropriate conditions has been studied. Here phonons in trapped ion systems
are ion’s motional quanta which are massless bosons mimicking phonons of solid state system very
closely. This system can be controllably pushed out of equilibrium leading to the phenomena of
quantum quench. Both sudden and slow quench are studied which provides the rich physics behind
it. We propose a concrete experimental protocol which leads to a sudden local sign reversal of the
on-site interaction strength of the Bose-Hubbard model at one of the ion sites and demonstrates the
subsequent non-equilibrium dynamics of the model can be experimentally probed by measuring the
time dependent phonon number in a specific motional state of the ions. We also show that the ramp
dynamics of phonons in this one-dimensional ion trap with specific protocols, involving site-specific
dynamical tuning of the on-site potential of the model, can be used to generate entangled states and
to achieve motional state cooling without involving electronic states of the ions. The cooling, we
propose, will allow relatively easy implementation of quantum computation architectures that involve
large strings of ions. We discuss the details of the specific experiments to realize the suggested
protocols. In order to implement these protocols in an experiment, we are developing a technique
to build phase controllable standing wave from off-resonant 455 nm diode laser to address the
individual trapped ion as the phase of this standing wave allow to change the on-site interaction from
repulsive to attractive. We specify all the parameters related to standing wave of off-resonant 455
nm laser.
In addition, trapped ion systems have emerged as a potential candidate to perform the high
precision experiment to measure like branching ratio [23, 24, 25], atomic state life time, the fine
structure constant, parity violating light shifts, Lorentz symmetry test etc.[26, 27, 28] and their
results allow us a better understanding of the properties of quantum systems. The precision normally
depends on how well the system under investigation can be isolated from unwanted perturbations
and such isolation can be achieved in trapped ion systems for precision experiments. Some heavier
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ion species like barium ions are usually used as a test bed for fundamental physics such as atomic
parity violation, e-EDM [29] etc. and they also hold the key to understanding nucleo-synthesis
in stars. Interest has been constantly growing in this field in the last few decades as it has the
capability to verify electro-weak sector of standard Model in particle physics and to search for new
physics beyond it. Despite the various complexity of ion trap, enormous progress is possible in the
accuracy of precision measurement spectroscopy due to the rapid advancement and improvement
in ion-trap technology which in a way provides an unprecedented level of control over the system
that is not accessible in other systems [30]. This led us to use a single trapped Ba ion to measure
the branching fraction of p3~2 state which provides access to many-electron wavefunctions of this
heavy system. The study of this strong electron-electron interaction properly describes the electronic
structure and physical properties of strongly correlated electron systems. The self-energy, usually
used to characterize the many-body interactions, of this system carries all the information about the
coupling of electrons to the nucleus of ion as well as electron-electron interaction. A well developed
theoretical many body coupled cluster method has provided the possible technique to study this kind
of many electron interaction to realize the ionic structure of hydrogenic ions. However, the proper
knowledge of electronic wavefunctions is needed to calculate their electronic structure. Thus the
result of this thesis work will allow improvement on the many-body electronic wavefunctions to
better than one percent uncertainty.
To perform this experiment in barium, four lasers are involved such as 493 nm, 650 nm, 455
and 614 nm laser, out of them 455 nm and 614 nm lasers are home-built external cavity diode laser.
One of the advantages of trapping barium ion is that all addressing lasers are in the visible region.
The mod-hop-free tuning range of the 455 nm external cavity diode laser, driven by an in-house
CQT designed current driver and temperature controller, is made more than 100 GHz. We perform
modulation transfer spectroscopy (MTS) on a hot Tellurium cell using 455 nm external cavity diode
laser (ECDL) laser. For the first time, we observe seven resonance lines [31] in the neighborhood of
barium ion-dipole transition S1~2  P3~2, two Te2 lines within 1.2 GHz with the closest one being
only 79 MHz away, which is having a signal to noise ratio of more than 100 leading to a robust
frequency lock. This measurement allows a new frequency reference for any precision barium ion
experiment.
The thesis is divided into two major work. Basic theoretical tools, as well as experimental
equipments, are introduced in chapter 3 and 5. In chapter 4, the theoretical work on emulating
Bose-Hubbard Hamiltonian with trapped ions is discussed in details. The major work on the the
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experiment is described in chapter 6 and 7.
Following the introductory chapter, Chapter 2 discusses the basic operating principles of a
linear Paul trap and cooling techniques of trapped ions with an emphasis on laser cooling which is
relevant for the experiment discussed later. Laser-ion interaction is briefly described in the context
of Lamb-Dicke regime, Rabi oscillation, ground state cooling etc..
Chapter 3 describes the coupled cluster theory which allows first principle calculation of atomic
systems with many electrons, then we analyze how dynamics of phonons in trapped ion systems
can be well described by Bose-Hubbard model. This chapter introduces the mean field dynamics of
this closed quantum system. We further show that such system allows studying the non-equilibrium
dynamics of the model; such dynamics following a local quench of the on-site interaction can
be observed by looking at specific experimentally relevant observable. This work is published in
ref.[22].
Following the mean field approach, here in chapter 4 ramp dynamics of phonon in one-
dimensional trapped ion system with a concrete experimental proposal is described. In this chapter,
we show that turning on a site-specific attractive on-site interaction with a ramp can generate specific
entangled pure states of the phonons in a single operation and such dynamics also provides a tech-
nique to cool a large string of ions to their transverse motional ground state. This work is reported in
ref.[13, 32].
Chapter 5 describes the whole experimental setup that we have developed in order to pursue the
implementation of the theoretical work detailed in chapter 3 and 4.
Chapter 6 discusses the modulation transfer spectroscopy in a Te2 cell with an in-house 455
nm external cavity diode laser. We observe for the first time Te2 resonance lines close to dipole
transition S1~2  P3~2 of barium ion. This work is published in ref.[31].
Chapter 7 demonstrates a unique experimental protocol to measure the branching fraction of
any hydrogenic ions and we show with an account of experimental setup how this protocol can be
implemented to measure the branching fraction of the P3~2 level of a barium ion (138Ba). The
precision of our measurement is discussed in details suggesting a good wavefunction for this many
body systems compared to other theoretical and experimental result. The result of this chapter is
published in ref.[25].
Finally, the thesis work is concluded in chapter 8 along with some outlook for future work.
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Chapter 2
Trapping and laser cooling of charged
particle
This chapter introduces the theory which is necessary to understand how ion trap confines charged
particles and how the temperature of the trapped ions can be decreased to improve the experimental
control and precision. Once trapped and laser-cooled the ions behave as an isolated quantum system
for quantum engineering and precision measurement.
Trapping of charged particles can not be achieved with an electro-static field alone. For a
positively charged particle to be in stable equilibrium at a given point such that a small disturbance
will not force it to escape from that point, the electric field lines around that particle’s equilibrium
position would all have to point towards that equilibrium point. Thus the divergence of the field must
be negative at that point which contradicts the Gauss’s law as it states that the divergence of the field
will always be zero in free space i.e, ©2U   0, where U is the electro-static potential. So there is
always an instability if we put a charged particle in this kind of saddle point. However, this instability
can be removed by oscillating the saddle potential by means of applying time dependent electric
fields which provide a stable potential minimum by creating a time independent pseudopotential
well. Two different kinds of motion of a charged particle confined in a dynamic electric field ion trap
are observed; one is the secular motion and the other is micromotion of the particle. The amplitude
of the micromotion, which is driven by the applied time dependent trap potential, is small whereas
the secular motion is the average motion of the particle and is determined by the time independent
pseudopotential [33].
Here we only concentrate on a linear Paul trap [34] which is used to trap ions by applying a





















Figure 2.1: Linear Paul trap : An RF voltage URF   UCosΩt is applied between the two adjacent
blade electrodes while the opposite ones are connected together. A static voltage V is applied on
both the endcap electrodes separated by 2z0.
along the trap axis by applying weak DC potential such that axial frequency is weaker than the radial
trapping frequency. The separation between the ions can be varied by changing the DC axial voltage
which controls the Coulomb interaction in the z-direction. Trapped ions are cooled by laser cooling
technique which in turn reduces the ion’s motional excursion.
2.1 Linear Paul Trap
The linear trap employed in our laboratory consists of four blade shaped electrodes and two needle-
like end cap electrodes as shown in Fig. 2.1. Static voltages are applied to both the end cap electrodes
to confine ions along z- direction which is the trap symmetry axis of our linear trap. The four blade
shaped electrodes, each diagonal pair is connected together, are connected to the RF supply which
creates confinement along radial direction (X-Y plane). The potential due to the RF applied voltage
URF   U cosΩt at any point on the radial plane (x,y) near to the trap center is given by
ΦRF x, y   U cosΩtx2  y2
r20
. (2.1)
Here U and Ω are the amplitude of RF voltage and the drive frequency respectively where r0 is
the distance from the trap center to the RF blade. Similarly the approximate potential [35, 36] at the
trap center due to the static voltage, V applied to the endcap electrodes is given by
ΦDCx, y, z   κV
2z20
2z2  x2  y2, (2.2)
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where κ is a dimensionless scaling factor which solely depend on the trap geometry and 2z0 is
the distance between the endcap electrodes. The resulting potential including both DC and RF
contribution has the following form :
Φx, y, z   κV
2z20
2z2  x2  y2 U cosΩtx2  y2
r20
, (2.3)
As evident from Eq.( 2.3), ions execute three independent motion. The equation of motion for an ion






; r   x, y, z. (2.4)
Now if we substitute the trapping potential Φx, y, z in Eq.( 2.4) we get second order differential
equations which are similar to harmonic oscillator equation of motion but the frequency is also time
dependent. This class of equations are known as Mathieu equations.
2.1.1 Ion motion and the Mathieu equation








V U cosΩty   0, (2.6)
These Mathieu differential equations can be written in generalized canonical form as
d2ri
dξ2
 ari  2qri cos2ξri   0; ri   x, y. (2.7)
where we have introduced the dimensionless parameters defined as














The Eq.( 2.8- 2.10) shows that ‘a’ and ‘q’ parameters are characterized by the amplitudes of the
static and the RF part of the quadrupole potential. Not all values of ‘a’ and ‘q’ support stable
trajectories. Here stable trajectories imply finite value of the motional amplitude in the limit of
long time. Depending on the value of ai and qi, the Mathieu equation has stable solution [37] for
trapping ions inside the trap. For a   0, stable trajectories exist for ‘q’ up to 0.92. In the lowest order
approximation and for the case a, q @ 1, the solution for the Mathieu differential equation simplifies
to [38]









2 which is usually used to characterize the stability diagram and θ
is the phase which is determined by the ion’s initial position and velocity.
The motion of ion in this field consists of a fast motion driven by trap driving frequency Ω,
called the micromotion, which is slowly modulated at a frequency ωi, called the secular motion
of trapped ions. The latter is dependent on the Mathieu parameters ai and qi. So micromotion is
intrinsically not a harmonic oscillator motion, on the other hand, secular motion behaves much like
an ideal harmonic oscillator. After averaging over a period of micromotion, the secular motion of
ion is considered to be generated by a harmonic pseudopotential ψ [39] which is a time independent







i ; where i   x,y, z. (2.12)






0; i   x, y (2.13)
where r0 is the distance from the trap center to the electrode. In a linear Paul trap the radial





In our case a   0 which simplifies the radial secular frequency term as







The maximum value of q for which the ions can be trapped is 0.92. Axial secular frequency due to





where z0 denotes the distance between the tip of endcap to the trap center. The Eq.( 2.16) shows
that the axial secular frequency, ωz , is not only determined by the DC potential but also by the trap
geometric factor κ. The Eq.( 2.15) states that the ωx,y depends only on RF amplitude and frequency.
The radial secular frequency of ion is in general reduced by the influence of axial potential and






However this influence of axial confinement in the experiment can be neglected in the regime where
radial secular frequency is much much stronger than the axial one, as is the case for a linear Paul
trap which is used for this thesis.
In our experiment, the typical trap driving frequency, Ω is around 16 MHz with an RF amplitude
of 1200 V used for radial confinement and a DC voltage of 5 V applied for the axial confinement of
a chain of barium ions. The calculated radial and axial secular frequencies are 2.2 MHz and 180
kHz respectively. The detail of all the trap parameters is given in chapter 5. Typical trap depth is of
the order of a few tenths of an eV which is sufficient to load ions from a thermal beam of neutral
barium atoms. With this details of our trap, we can estimate the maximum value of ion temperature





0   kBT, (2.18)
where kB is Boltzman constant. In our case r0   0.7 mm which yields T 103K.
2.1.2 Kinetic energy of trapped ions










; i   x, y (2.19)
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In Eq.( 2.19) the first and second terms are due to the secular and micromotion, respectively, whereas
in z-direction the kinetic energy has contribution only from the secular motion as given in Eq.(
2.20). The advantage of using linear Paul trap is that it circumvents the effect of this micromotion
along the trap axis, i.e, in z-axis, to a large extent. Micromotion along z-axis can only be avoided
for symmetric driving of the RF, i.e. by applying +URF and -URF to both pairs of blades. This
equalizes the radial trap frequencies and can cause problems cooling the radial modes. If a pair
of blades is grounded which is our case, RF field lines will bend towards the endcap electrodes.
This results in axial micromotion, except for one point in the center. In the radial direction the
micromotion contribution scales as the square of the distance from the potential minimum as given
by Eq.( 2.19). Therefore ideally there is no micromotion [41] for low temperature ion as they stay at
the minimum of the radial potential. However, the effect increases in presence of static stray field
which usually displaces the position of the ion from the minimum line. The origin of these stray
fields is the potential variation due to insulator patches on conducting electrodes, the stored charges
on the ceramics (dielectric materials) which hold the trap assembly or other surface effects. The
effect of this stray field is compensated by applying a suitable combination of DC voltages on the
compensation electrodes.
2.2 Coulomb crystal
The advantage of operating linear ion trap in the region ωx,y AA ωz , is that when we trap a multiple
numbers of ions they will form a linear chain [42] of ionic crystal along the trap axis after being laser
cooled and the inter-ion distance can be varied for a particular experiment. As the binding potential
along x- and y-direction is much stronger than the potential along the z-direction. The kinetic energy
becomes small compared to the coulomb energy which reduces the amplitude of secular motion of
ion around the equilibrium position. Detailed studies on this can be found in ref. [35]. In such a case
for N number of trapped ions, the potential is given by the sum of harmonic axial potential and the
repulsive coulomb potential :










1Szm  znS . (2.21)
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Ions arrange themselves in such a way that the potential has its minima which can be found by




Solving this eqn.( 2.22) we get the minimum inter-ion spacing, dmin   Sz0m  z0m1S for different
number of ions which is given by the following relation [43] :
dminN   l 2.018
N0.559
, (2.23)
where the characteristics length l of the trap is defined as
l3    Q2e2
4pi0mω2z
. (2.24)
Here e is the electron charge, Q is the degree of ionization of ions and 0 is the free space permittivity.
The typical value of dmin is around 10 micrometer for 6 trapped ions in our trap set up where typical
value of ωz is around 100 kHz.
The radial to axial trap binding energy must follow a condition to maintain linear form of ions in
the ionic crystal, otherwise a structural phase transition occurs from linear [44] to zig-zag form. The
relation for N number of trapped ions is given by [45, 46] :
  ωz
ωx,y
2   cNβ, (2.25)
where c   2.53 and β   1.73 are determined using simulations done by J. P. Schiffer [46, 45].
2.2.1 Lamb-Dicke parameter and Rabi Oscillations
In this section we study briefly the Hamiltonian of ion-laser interaction [47] which is described
considering two level system and further discuss about Lamb-Dicke (LD) parameter, Rabi frequency
for carrier, red and blue sidebands as will be required in the later part of the thesis. The Hamiltonian
for a trapped ion illuminated by a laser of frequency ωL and wavevector kLc can be written as
H  H0 HI where H0 is given by
H0  Hion Htrap  
1
2
Òhωaσz  Òhωtrapaˆi†aˆi  1~2 (2.26)
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and HI is the interaction Hamiltonian. The first term represents the internal electronic state of ion
and second one is due to the motion of the ion in the trap considered as harmonic oscillator. The
transition frequency for two level system is denoted by ωa. Here a†a is the creation(annihilation)
operator for the harmonic oscillator of frequency ωtrap. The term HI has the following form :
HI   ÒhΩσ  σeikrˆωLtφ  eikrˆωLtφ (2.27)
where σ’s are the Pauli spin matrices and Ω is called the Rabi frequency of the laser excitation which
can be considered as the light-ion coupling strength. It is given by
Ω  
eÒh`S ÑE.ÑrSe  ea0Òh E, (2.28)
where ÑE is the oscillating electric field and ea0 is an order of magnitude estimate for the electric
dipole matrix element.
The position operator rˆ in interaction Hamiltonian can be written in terms of ladder operators
a, a† as kLrˆ   ηa  a†, where Lamb-Dicke parameter η is given by









The Lamb-Dicke parameter is defined as the product of wave vector, kL of laser and size of the
ground vibrational wave packet r0. In the interaction picture and after applying rotating wave




ÒhΩeiηaaσeiδtφ  eiηaaσeiδtφ (2.30)
where δωL  ωa is the detuning of the laser frequency from the atomic resonance. Eq.( 2.30)
shows that the Hamiltonian HI allows to couple both internal and external degrees of freedom by
laser and this coupling is due to the oscillatory motion of the ion inside the trap. Depending on δ it
is possible that the ground state with different motional state n, denoted as Sg, ne, can be coupled
to different motional states of the excited electronic state Se, ne of ion where n   n  1, ..., n  1
as is illustrated in Fig. 2.2. Here n denotes the vibrational quantum number of the external motion.
For each transition, the effective Rabi frequency or the coupling strength of the Hamiltonian which
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couples the state Sg, ne to all the states of Se, ne is given by [38, 48]
Ωn,n   ΩSS`nSeiηaaSneSS (2.31)
In the Lamb-Dicke (LD) regime kL`r2e   η22n  1 @@ 1 which means that the ion is confined
to a spatial region such that the size of motional wavefunction of ion is much smaller than the
wavelength of the excitation laser. In the LD regime the Eq.( 2.31) can be expanded using Taylor’s
series in the powers of η with the constraint that the vibrational quantum number n can be changed
by one phonon only where all other possibilities are strongly suppressed. A detailed mathematical





ÒhΩσeiδtφ  iηaˆ†eiδωtφ  iηaˆeiδωtφ H.c. (2.32)
where laser interaction reduces to three components which are known as carrier, red and blue
sideband transition. A spectral line is called carrier provided absorption and emission does not
change the vibrational quantum number and spectral line is named red side-band (rsb) if motional
quantum number n decreases by one phonon where in blue side-band (bsb) n is increased by
absorbing one phonon when changing the internal state from Sge to See.
When the laser frequency is tuned to atomic resonance such that δ   0, the carrier transition
Sg, ne Se, ne is excited and the corresponding coupling strength is given by [49, 50]
Ωn,n   Ω1  η2n  Ω. (2.33)
When the laser is detuned below, that is red detuned, to the carrier frequency by one phonon (δ  ω),
as shown in Fig. 2.2, then the coupling strength for Sg, ne Se, n  1e is given by
Ωrsb   Ωn,n  1   η
º
nΩ. (2.34)
Similarly if the laser is blue detuned for Sg, ne Se, n  1e state (δ  ω), the coupling strength is
following :
Ωbsb   Ωn,n  1   η
»n  1Ω. (2.35)
Note that the coupling strength for the side-band transitions are much smaller as compared to the

















Figure 2.2: Ladder structure for the internal and external states: schematic shows the red side band,
carrier and blue side band transition.
2.3 Cooling of trapped ions
Ions in our trap are created in the trapping region via photo-ionization technique from a thermal
beam of neutral barium atoms produced in an oven outside the trap. The temperature of the ion
is not dependent on the trap depth but on the source producing the atoms. Trap depth limits the
temperature of ions that can be trapped at all. Due to high initial energy, ions’ motion in the
pseudopotential introduces Doppler broadening of the atomic resonance and with that the amplitude
of the micromotion is also amplified . These effects make any precision measurement imprecise and
that is why we need to reduce kinetic energy as well as the micromotion amplitude of the trapped
ions by bringing the ion at the center of trap axis.
There are several methods [51] to reduce the temperature (kinetic energy) of ion. The one which
is simple and easy to implement is buffer gas cooling where ion dissipates energy by colliding with
background buffer gas and the other one is resistive cooling where ion’s motion can be damped
by coupling the trap electrodes to an electric circuit that dissipates energy across a resistor which
is thermally cooled. There are also other methods like sympathetic cooling, electromagnetically
induced transparency (EIT) cooling, cooling via cryogenics etc. The main point is that what kind of
cooling we need to apply depends on the type of experiment we are doing and whether it is possible
to apply without introducing any harm to the trapped ions.
In our experiment, we use laser cooling technique [52] to reach near zero phonon level for the
ion’s vibrational mode. A semiclassical discussion of this process can be found in [53]. In the next
section, we discuss the laser cooling techniques such as Doppler cooling and sideband cooling.










Ion absorbs photon and is slowed down
Figure 2.3: Schematic for Doppler cooling. Red detuned laser light makes the ion more likely to
absorb photons while moving towards the laser (shown in A) compared to the case B where ion is
moving away from the laser.
and the other is weak binding regime ωx @@ Γ where the concept of Doppler cooling is applied.
2.4 Laser cooling
Laser cooling [54, 55] works when ions are illuminated by quasi-resonant light and to realize the
laser cooling the ion is considered as a two level system with a ground state Sge and an excited state
See. The transition frequency from Sge to See is ω0 and the excited state can decay by spontaneous
emission at a rate Γ. An ion can only move from Sge to See state if it absorbs one photon from the
laser and it comes back to Sge state when it emits back that photon. During this cycle of absorption
and emission of photons, the ion always gets a momentum kick of ÒhÑk~m in the opposite direction to
that of the photon momentum ÒhÑk and the momentum (Ñp) of ion shifts to Ñp  ÒhÑk. The corresponding
recoil velocity of the ion is ÒhÑk~m where m is the mass of the ion. Now the average change in
momentum is
@ dp A  `ÒhÑkL  ÒhÑkse   Òh ÑKL (2.36)
where ÒhÑkL and Òh Ñks are the momenta of absorbed photon and that of the spontaneously emitted
photon respectively. The mean contribution of ÒhÑks is zero since the ion is assumed to be unpolarized
and the emission pattern is isotropic in low laser light intensity limit.
2.4.1 Doppler cooling
Doppler cooling relies on the Doppler effect which induces a shift in the frequency of laser light
as observed by the moving ion. Let us assume that the beam used for Doppler cooling is directed
along the direction of motion of ion and the Doppler beam is red detuned with respect to the dipole
15
resonance. The ion recoils each time opposite to its direction of motion when it absorbs a photon
leading to reduction of its kinetic energy. Though each absorption is followed by a spontaneous
emission, the net momentum follows the Eq.( 2.36). On the contrary, when the ion moves away from
the Doppler beam direction the laser appears to be further red shifted with respect to the resonance
which results in lower photon scattering rate and thus reducing the rate of cooling.
Now the mean force, exerted on the ion in the direction of laser, is a product of `dpe and rate of
absorption-spontaneous emission cycle which depends on the excited state population ρee and on
the decay rate Γ. The force, F is given by [52, 38, 56]
ÑF   Òh ÑkLΓρee. (2.37)




1  s  2δ~Γ2   Ω
2
Γ2  4∆  kv2 . (2.38)
where we have considered ion moving with a velocity v interacts with the laser field (frequency ωL)
with a coupling strength of ΩL. The atomic frequency is denoted by ω0 and ∆  ωL  ω0 is the
detuning of the laser from the atomic resonance. The saturation parameter s is given by
s  
SΩS2~2
∆2  Γ2~4 . (2.39)
If the ion velocity is small, the force can be expanded using Taylor series and we consider up to
the first order term :








. The cooling and heating rates are given by
@ Ecool A @ Fv A;@ Eheat A  1~2md @ p2 A
dt
Sv 0 (2.41)
Here @ Eheat A is the average heating power where heating is induced due to spontaneous emission.
Heating rate is defined as the rate at which the ions in the trap gains single motional mode phonon
from the environment. A steady state is achieved when the average cooling power @ Ecool A is equal
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to the average heating power @ Eheat A. In the steady state, we have
d @ Ecool A
dt
 
d @ Eheat A
dt
. (2.42)
This is equivalent to the thermal kinetic energy in harmonic pseudopotential given by equipartition





2 , where kB is the Boltzmann constant. Both this equations leads to
















Note that the Doppler limit depends only on the linewidth of the transition. In Ba ion, 493 nm laser
is used for Doppler cooling driving states S1~2  P1~2 with a Γ of 2pi15 MHz. The Doppler limit
temperature for Ba is TD   400µK. In reality, these limits can not be achieved mainly due to the
RF heating in the trap but usually mK temperature can be reached. A more elaborate treatment of
Doppler cooling can be found in [52, 56, 39].
Doppler cooling of trapped ions reduces the amplitude of secular motion of the ion which reduces
the micromotion [41] as well. In our trap set up the wavevector of the Doppler beam is directed at an
angle with the trap axis such that all three independent directions of motion can be simultaneously
cooled. However for more than a single ion forming an ionic crystal along the direction of the trap
axis Coulomb interaction couples the ions motion and helps to cool all degrees of motions of the
ions.
After Doppler cooling, a single ion reaches a steady state of equilibrium thermal distribution [55]







where the averaged occupation number n¯ at the Doppler limit is given by
n¯  
expŁ ÒhωkBTD 
1  expŁ ÒhωkBTD   
exp2ωΓ 
1  exp2ωΓ  . (2.46)











Figure 2.4: Schematic for sideband cooling: A red-sideband laser is applied continuously for certain
time such that ion preferably emits in the carrier channel and finally ends up in the ground state
motion.
after Doppler cooling. In order to cool beyond the Doppler limit we use resolved side band cooling
technique which we discuss in the next section.
2.4.2 Sideband cooling
Resolved side-band cooling is very efficient cooling technique to reach ground motional state of the
ion and it can only be implemented in strong binding limit where the secular frequency of the ion is
larger than the natural linewidth of the excited state which in a way allows the ion to stay in the LD
regime such that the laser can be tuned to the motional sideband of the transition. In the LD regime,
the recoil energy associated with a spontaneously emitted photon has negligible effect on the motion
of ion such that it will not change the motional energy level of the ion. Under this condition, the
cycle of absorption-emission is repeated many times to reach the ground state as in each cycle the
process takes out a motional quanta or a phonon. Fig. 2.4 explains the basic process of this method.
When a red detuned laser is applied on a Doppler cooled ion, it is excited to Se, n  1e state from
Sg, ne and spontaneously decays to the ground state Sg, n  1e with an η times higher probability
as compared to decaying to a state Sg, ne or Sg, n  2e. This red side band pulse brings the ion
to its motional ground state Sg,0e. However, off-resonant excitation from Sg,0e state prevents the
ground state from being perfect dark state. This process is described in details in [52, 57, 39]. The
cooling rate, Rn depends on the excited state occupation probability Pen, decay rate Γ and the
red sideband Rabi frequency, Ω :
Rn   PenΓ   Γη
º
nΩ2
2ηºnΩ2  Γ2 . (2.47)
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The mean phonon number, `ne after resolved side band cooling can be estimated by comparing the
probabilities of transferring in the excited state after applying red (rsb) and blue sideband pulses









. The time dependent population transfer prsb and
pbsb after applying mth order sidebands on the prepared state are given by
prsbt  Q
n





pen sin2Ωn, n m
2
t, (2.50)
where Ωs are Rabi frequency for corresponding sidebands as given in Eq.( 2.34- 2.35). The relation
in Eq.( 2.48) is very important as it allows measuring n¯ experimentally by comparing the ratio of the
two sidebands.
In our case of barium ion the excited P state has a linewidth of 15 MHz and the secular frequencies
are typically around 2 MHz. So this is under weak binding limit where Doppler cooling technique is
used but sideband technique can not be implemented as the condition for side band cooling is secular
frequency has to be stronger than the linewidth of excited state such that each motional (vibrational)
state can be addressed. In order to satisfy this requirement we consider quadrupole transition where
the upper state is metastable state (for barium, lifetime of D5~2 is 30 sec) and the linewidth of such
transition is in milli-hertz range. In case of Barium we use a narrow S1~2 D5~2 electric quadrupole
transition in order to reach ground motional state of ions. To address such narrow transition, we
need also narrow linewidth laser and we have 1760 nm laser which is locked to a external cavity of




The possibility of using systems of trapped ions and ultracold atoms to emulate theoretical models
of strongly correlated condensed matter systems has been intensely investigated in recent years
[1, 4, 60, 61]. One of the first examples in this regard constituted the realization of the Bose-Hubbard
model in an optical lattice [62] and characterization of the Superfluid-Mott insulator phase transition
as predicted by the model via the measurement of momentum distribution of the bosons [1]. More
recently, there has been several theoretical proposals of emulating various condensed matter models
in trapped ion systems. Specific examples of such models include a one-dimensional (1D) Ising
model with long-range interaction [63], 1D Bose-Hubbard model [11, 12, 22, 13], spin-Boson
models [64], and the disordered Ising model [65]. The main advantage of the trapped ion emulators
over their ultracold atom counterpart is the relatively large separation between individual ions
as compared to the distance between the lattice sites of cold atoms in an optical lattice leading
to the possibility of experimental control over individual ions via optical measurements [38]. In
particular, trapped ion systems allow easy optical measurement of properties of vibrational states
of individual ions and thus enables us to address local properties [22] of the underlying model of
strongly correlated systems.
A strong correlation is also observed between electrons of an atom interacting via Coulomb
interaction. However diagonalizing the many-body Hamiltonian for an atom invariably requires
approximation to be made as these are not exactly solvable problem. The most accurate many-
body theory is called the Coupled Cluster (CC) [66] theory which takes into account all orders of
perturbation but limits the number of excitations. Using CC theory it is now possible to calculate the
atomic wavefunction for alkaline elements like Cs to better than 1% [27].
In the first section of this chapter a brief introduction to the coupled cluster theory is presented
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that addresses the properties of strongly correlated electronic systems like a heavy alkaline atom.
Then we introduce the Bose-Hubbard model describing phonon dynamics of a chain of ions in a
linear ion trap using both mean field and exact diagonalization method. We also discuss the effect of
considering finite length of trapped ion chain. Finally, in the last section non equilibrium dynamics
of phonons in a trapped ion chain has been studied in the context of quantum quench by providing a
concrete experimental proposal of detecting the time evolution of the phonons in an ion trap system
subsequent to a local change in the effective phonon interaction at one of the ion sites. The “quench
dynamics” is defined as the time evolution of a system after one of the system parameters is suddenly
changed from an initial value to a final value. Studying non-equilibrium dynamics [67] in a closed
quantum system described by a model Hamiltonian means the study of the time evolution of such
systems when one or more parameters of its Hamiltonian describing the system becomes a function
of time thereby taking the system out of its ground state manifold.
3.1 Coupled cluster theory
Treatment of systems with strong electron correlation is different in contrast to weak correlation
because for weakly interacting systems, the unperturbed Hamiltonian of the system is of a single
particle form so it can be treated by expansion or variational methods. However, for strong correlation,
the unperturbed Hamiltonian will lose its single particle form because of the presence of dominant
electron-electron interaction term. Therefore, strongly correlated many electron systems requires a
special technique to diagonalize the Hamiltonian.
Considering the total atomic Hamiltonian, a multi-electron atom as a system of N independent
electrons confined by an external potential equivalent to the Coulomb potential of a nucleus and the










where hi    12m©2i  V i represents the kinetic energy of individual ith electrons and its energy
in external potential V i   PλZλe2~rλi, where rλi is the distance between the λth nucleon and
ith electron. The last term vij   e2~rij describes Coulombic interaction involving pairs of electrons











S d3rd3rψ†arψar 1Srˆi  rˆj Sψ†arψar. (3.2)
Here ψar is electron field operator. Finding the exact solution of Eq.(3.2) for the system having
many electrons is not straightforward. Exact diagonalization of this Hamiltonian is not solvable
and hence approximate methods like density functional theory, mean field theory etc. are adopted.
Coupled cluster (CC) method [66], which is wave function based, is widely recognized as being one
of the most used and accurate microscopic formulation of quantum many electron problem. The
essential idea in CC theory is the ground state wave function which is represented as an exponential
ansatz:
Sψcce   eTˆ Sφe. (3.3)
Here Sφe is the wave function which can be constructed from either multi-configurational self-
consistent field (SCF) or Hartree-Fock (HF) molecular orbitals or configuration interaction (CI). The
operator Tˆ is known as cluster operator and it is expressed as Tˆ   Tˆ1  Tˆ2  Tˆ3  .... where Tˆ1 is the
operator of all single excitations, Tˆ2 is of double excitations and so forth. The Tˆ operator produces a











The value of these coefficients ti, tij , ... allows to find the approximate solution of Sφe .
The non-relativistic time-independent Schro¨dinger equation with CC wave function can be
written as
Hˆ Sψe   ESψe (3.4)
HˆeTˆ Sφe   EeTˆ Sφe. (3.5)
We multiply the above equation by eTˆ from the left, the equation will become











Figure 3.1: (a) Schematic representation of the trapped ion chain with the standing wave (wiggly
line) addressed along the radial direction. δ denotes the position of ion on the standing wave.(b) The
harmonic oscillator levels of an ion in the radial trap.
as eTˆ eTˆ   1. eTˆ HˆeTˆ is known as similarity transformed CC Hamiltonian. Now the energy
expression can be obtained by multiplying above equation from left side with the reference wave
function and an excited state determinant respectively. The CC equations then become
`φSeTˆ HˆeTˆ Sφe   E. (3.7)
`φpq..ij.. SeTˆ HˆeTˆ Sφe   0. (3.8)
Eq.( 3.7) is the expectation value of the Hamiltonian in the reference state, usually called as reference
energy. The total energy is then given by the sum of reference and correction energy coming from
higher order cluster operator. The proper choice of reference wave function leads to accurate ground
state energy of the system. The hierarchy of CC wave function is established by truncating the
cluster operator T to a certain level of excitation and successful approach has been to include higher
order terms, that is Tˆ  Tˆ1  Tˆ2  Tˆ3, called coupled cluster singles-doubles-and-triples (CCSDT)
wavefunction, as a correction term. One thing to note that the CC theory takes into accounts all
orders in perturbation but only few orders of the virtual excitations.
3.2 Bose-Hubbard model of phonon in ion traps
In this section, we discuss the realization of an effective Bose-Hubbard model for the transverse
motional modes in a system of trapped ion linear chain starting from their vibrational dynamics. The
condition for the validity of the model are widely discussed in [11, 12, 32]. We consider a string
of N positively charged ions with mass m confined using a linear Paul trap [25, 68, 69] as shown
in Fig. 3.1. The RF voltage provides a confinement along the radial direction whereas the axial
confinement of the ions is achieved by applying DC voltage at the end electrodes. The Hamiltonian
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 VT  VC . (3.9)
Here ÑPi is the momenta of the ith ion, VC is the coulomb potential between any pair of the ions







e2»xi  xj2  yi  yj2  zi  zj2 , (3.10)
where xi, yi, and zi denote the coordinate of the ith ion in three orthogonal directions, and VT is the







ω2xx2i  ω2yy2i  ω2zz2i  . (3.11)
Here ωx, ωy and ωz are the two radial and one axial/longitudinal trap frequencies. In what follows,
we are going to work in the regime ωx, ωy Q ωz so that the ions are strongly confined in the radial
direction. In our setup, the chain direction is taken to be along z as shown in the Fig. 3.1. The
amplitude of oscillations of ion along the radial direction, in this regime, is small compared to the
inter-ion distance.
Both the trapping potential and the Coulomb repulsion determines the equilibrium position of
ions. In the regime described above, the Coulomb potential is much weaker compared to the radial
confinement, and the displacements of ions in any direction can be considered to be decoupled
from the other two orthogonal directions allowing us to discuss the vibrational modes in the radial
direction alone, say, along x-direction. To this end, we expand V   VT  VC as a function of
radial displacement around the equilibrium ion position. We introduced Taylor series expansion
considering the displacement along x-direction where the linear chain is formed along z-direction
























zi  zj 32 xixj
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e2Sd0ij S3 xi  xj2 ,
where Sd0ij S   Sz0i z0j S   d0Sizjz S is the mean distance between ith and jth ion along the zdirection,
izjz are the site number of the ithjth site, d0 is the inter-site distance between neighboring
ions. To get the second quantization form [70] of the Hamiltonian we use x  
¼ Òh
2mω b  b†
and p  
¼ Òhmω
2 b†  b, where b(b†) is the annihilation(creation) operator for phonon (quanta of
vibrational displacement modes) along the radial direction of an ion. Now xixj can be written in













 b†i bi  bib†i .






j . This is justified















2 z0i  z0j 3~2 b†i bj  bib†j (3.13)






Jijb†i bj  h.c.  NQ
i 1
ωx  ωx,ib†i bi. (3.14)
The distance between the neighbouring ions Sd0ij S in a real linear trap depends on the axial position
of the ions, however without loss of generality [11] here we consider the ions to be equally spaced
leading to an average spacing d0 between the neighbouring sites. Here bi denotes the annihilation
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operator for radial phonons and the hopping amplitude Jij is induced by the Coulomb interaction.
The effective trapping frequency, ωx,i depends on the ion’s positions, as well as the tunnelling
amplitudes Jij and is given by






2mωxSd0ij S3 , Jij  
e2
2mωxSd0ij S3 . (3.15)
In this context, it is customary to define the dimensionless parameter βx as the ratio of the Coulomb
energy between near-neighbor sites to the trapping potential energy:
βx   e
2~mω2xd30. (3.16)
The parameter βx characterizes the normal modes of the system in radial direction; when βx AA 1,
the Coulomb repulsion dominates over the trapping potential. In this case, the long-range nature
of the Coulomb interaction becomes important and the effect of the collective motion along the
axial direction is expected to play important role in the collective motion of the ions and can not
be ignored. However, in the limit βx @@ 1, the Coulomb interaction is effective between nearest
neighbour ions only. In this regime, which we focus on, the number non-conserving term in the
effective Bose-Hubbard Hamiltonian such as (bibj , b†i b
†
j) can be neglected since they lead to an
energy cost which is larger than the Coulomb energy. We have used this fact to arrive at Eq.( 3.14).
Also, since the Coulomb interaction is effective only between the nearest neighboring sites, one can
express Ji,j in terms of βx as
Jij  Jδi,j1,where J   βxωx~2. (3.17)
Note that for βx P 1, the effect of on-site phonon-phonon interaction is negligible due to
the small anharmonic coefficients in the trap potential which arises from the imperfection of trap
architecture. However, in a realistic system, this effect can be enhanced and controlled by introducing
off resonant standing wave along the transverse direction of the trap axis. The bosonic Hamiltonian,
in the presence of such a standing wave, has an additional term
HI   FQ cos2kxi  pi
2
δ, (3.18)
where F is the peak AC stark shift and k is the wavevector of the standing wave. This controllable
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Figure 3.2: Pictorial representation of Bose-Hubbard model where J represents the tunneling term
and U is onsite phonon-phonon interaction term. Here in this picture, each ion site is represented by
each box and the red coloured circle denotes the radial phonon of ion. An ion site having single red
coloured circle means the ion is having one radial phonon that is the radial vibrational energy of the
ion is given by the first excitation state of the corresponding harmonic potential.
anharmonicity brings the vibrational levels closer by making unequal the otherwise equally spaced
energy levels of radial trap potential. To quantify this effect, one may define the dimensionless
Lamb-Dicke parameter ηx   k





 1  η2xb†i  bi2  13η4xb†i  bi4  gηx6  ..... (3.19)
In the regime where Fη2 @@ ωx, the effective interaction between the bosons is quartic and can
be written as
HI   1δFη4x~3 NQ
i 1







where in arriving at the last relation we have used the fact that the phonon number non-conserving
terms [32, 11] such as b2i and b
†2
i can be neglected since they correspond to much higher energy
scales as discussed earlier. Also, it can be shown that the rest of the phonon number conserving
terms will induce a small shift in the radial potential which amounts to a redefinition of the overall
potential. The above discussion leads to the final form of the Bose-Hubbard Hamiltonian as given by
H   J Q
`ije






Uinˆinˆi  1, (3.21)
with J A 0 and Ui   21δFη4x. The on-site interaction strongly depends on the strength of
the standing wave and relative position (δ   0 or 1) of ion on the standing wave as mentioned in
Fig. 3.1, the distance between two antinode is 2δ. This model is also called as phonon-Hubbard
model. A pictorial representation to realize this Hamiltonian is given in Fig. 3.2. There are six
sites (represented by six boxes) and each site has different number of particles represented by filled
circles with red colour. Sites are represented by ion and the red coloured particles inside the site
represents the phonons at each ion site. A ion site having single particle means the ion is having
one phonon that is the radial vibrational energy of the ion is given by the first excitation state of the
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corresponding harmonic potential.
3.3 Phase diagram of Bose-Hubbard model in Ion trap system
Quantum phase transitions occur at zero temperature in the ground state of the quantum systems
when one of the parameters of the system is tuned such that the quantum fluctuations (in analogy
with thermal fluctuations in classical phase transition) take the system between two distinct ground
states across the critical point.
In this section, we show the zero-temperature quantum phase diagram [71, 72, 73] of a system
of trapped ions in presence of harmonic potential well which is quite similar to the phase diagram of
a system of bosons in an optical lattice. The Bose-Hubbard Hamiltonian introduced in the previous
section is solved using mean field approximation and the Gutzwiller ansatz [74, 75] which are
suitable while describing the quantum phase diagram of the system. The justification for using
this ansatz is that the factorizable Gutzwiller wavefunction works in both extreme limits: deep
in superfluid state and deep in Mott insulator state. The behaviour of the system in critical point
(transition point between superfluid and Mott state) can also be described by this wavefunction. It is
known that this wavefunction is quite accurate in higher dimensional system and in lower dimensions
it works qualitatively because in mean field analysis this wavefunction becomes better in higher
dimensions. In order to verify, here, both one-dimensional system as well as 2nd dimensional system
has been studied .
We consider the Bose-Hubbard Hamiltonian which is derived in previous section as following
H   J Q
`ije




nˆinˆi  1 (3.22)
 Ha Hb Hc,
where J, U and W are called amplitude of tunneling, onsite interaction and trap potential, respectively.
The total number of phonons in the system is given by the expectation value of the number operator
N   Pi nˆi. In the limiting case, when J   0, the interaction term is the dominant term in the
Hamiltonian, the onsite phonon number states are the energy eigenstates of the hamiltonian and this
energy is simply given by EJ 0   UM2 MW U, where M is the onsite phonon number. The
total energy is minimum when M   1W ~U [76]. There are three parameters in the Hamiltonian
but we will analyze the phase diagram considering the ratio of two of them over the third one i.e.
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J~U and W ~U . We define a term, called the order parameter of the system, as
∆   JQ
j
bj   ξJbj , (3.23)
where ξ   2d represents the coordination number of a d dimensional system. This order parameter
describes the quantum phase of the system. Now it is straightforward to write Ha in terms of the













where Snie represents a Fock state of n phonons occupying ith site and Cin is the probability
amplitudes of having the site i occupied by n phonons. The probability amplitude are normalized to
unity i.e. Pn SCinS2   1 .








where nmax is the maximum number of phonons per ion site. As the Schro¨dinger equation tells us
H Sψe   ESψe so Ea can be written as [76]
Ea   `ψSHaSψe (3.27)
























n  1. (3.30)
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(a) 2D phase diagram.















(b) 1D phase diagram.
Figure 3.3: Mean-field phase diagram of the effective Bose-Hubbard Hamiltonian: For small values
of J~U the Mott insulator (MI) phase persists in a closed and finite area of the W ~U vs. J~U plane,
which is known as Mott lobe for a fixed n. Outside the lobes, the phase is Superfluid (SF). For a
given Mott lobe, n denotes the number of phonons per ion. The tip of the lobe is called the critical
point, denoted as Jc or J~Uc, which mark the boundaries between MI and SF phases. The critical
point changes with the dimensionality of the system. The critical point has been estimated using
standard mean field approximation calculations. The plot shows Jc   0.081 and Jc   0.042 for one
dimension and two dimension, respectively.
Similarly, one can obtain the expectation values of the trap potential energy (Eb) and the on-site
interaction energies (Ec). The form of the total energy for a single site Hamiltonian as :



























nn  1SCnS2. (3.32)
We compute the ground state energy ESinglesite by minimizing the energy function subject to the
constraint of the normalized wavefunction for different J~U . The ground state of the Hamiltonian is
characterized by two limiting cases [77]. In the case U P J the system is dominated by the term, Ea
(Ea   Ekinetic ECoulomb), which is gained by delocalizing phonons across all the trapped ions i.e,
the phonons behave almost like free particle and in other case U Q J repulsive interaction dominates
and phonons are in an insulating state where phonons are strictly attracted to individual sites. The
latter case is known as the Mott insulator (MI) while the former is the Superfluid (SF) phase of the
system. A plot of ground state phase diagram for effective Bose-Hubbard model is presented in Fig.
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3.3(a). This plot is for a two dimensional system d   2. The critical value, denoted as (Jc), of J~U
is Jc   0.042 for n   1 lobe which determines the phase boundary between the MI and SF. In the MI
phase, the expectation value of the order parameter ∆ is zero whereas in the superfluid state it has
a finite value ∆ x 0. The MI phase will completely disappear at the critical value since energy gap
diminishes with an increasing strength of the hopping term and the system enters into a coherent
superfluid phase. We obtain a series of Mott lobes with fixed integer filling n   1,2, .. as shown in
the Fig. 3.3(b) for 1D chain and the Mott lobes are labelled by the integer ‘n’ which signifies the
number of phonon per ions. The MI state is incompressible (∂n~∂W   0), meaning that the number
of phonons remains unchanged upon varying the trapping potential. In our case the system being in
MI state means all the trapped ion sites have the same number of phonons. The critical value Jc
for the 1D case is observed around Jc   J~U   0.081 which is slightly above the critical value for a
2D system.
3.3.1 Two site Hamiltonian
We apply the same formalism as stated in the previous section for two site model and show the
efficacy of this treatment. In two site model intersite correlation between adjacent ion site is
considered explicitly while treating other sites using mean field approximation. We formulate a two
site Bose-Hubbard Hamiltonian as follows ; consider two adjacent sites labeled by even site and odd














b†i∆eveni  h.c.  WU Qi>odd nˆi  Qi>odd nˆinˆi  1.
(3.33)
where correlation operators are ∆ei   P‘j>e`bje   ξ`bjej>e and ∆oi   P‘j>o`bje   ξ`bjej>o, ξ is the
coordination number. Here we have considered two adjacent site denoted as oddo and evene. Let
us choose the wavefunction according to the Gutzwiller approximation as a product of wavefunction







where Sψie   PnCni Snei and Sφje   Pm dmj Smej . For translationaly invariant system we can write
Cni  Cn and dmj  dm where the constraint is Pn SCnS2   Pm SdmS2   1.
Now the corresponding energy is derived from the Schro¨dinger equation:
EMF   `ψSH Sψe. (3.34)

















m  1. (3.36)
The complex conjugate of the above order parameters are obtained in the following way:
`ψiSb†i Sψie   ∆ei
`φj Sb†j Sφje   ∆oi . (3.37)
We substitute the above expressions( 3.35 - 3.37) in Eq.( 3.33) to get the final expression of the two














































n1  WU Qm mSdmS2 mm  1SdnS2,
(3.38)
which is normalized and dimensionless.
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(a) Initial state is prepared in MI state.
(b) Initial state is prepared in SF state close to
quantum critical point.
(c) Initial state is prepared in deep SF state.
Figure 3.4: Evolution of order parameter as function of time after the initial state of the system is
prepared in different regimes of phase diagram. The time scale is a function of U1.
Here we have studied both the Hamiltonian in the mean field approximation, first one is the
standard ‘one site’ model where hopping is approximated by mean field terms and second one is
the two site model which explicitly includes hopping between two adjacent site (named even and
odd) while treating hopping with other site using general mean field approximation as it is described
above. For each case we evaluated the ground state energy of the Hamiltonian by minimizing the
energy function subject to constraints and then these models are compared. The value of critical
point, (Jc), as obtained from the two model in the phase diagram shown in Fig. 3.3 turns out to be
almost similar.
3.3.2 Quantum mean field dynamics
The dynamics of the phonons in a trapped ion system is investigated using time dependent Gutzwiller
mean field (GMF) approach [78]. This approach is useful and extremely convenient to study the
time evolution of the system’s order parameter in thermodynamic limit. First the equation of motion
is derived using this method [72, 79]and then solved using Runge-Kutta method. Let J=J(t), then
the action of the system is defined as s   R Ldt where L   R dxdψiÒhδtψ HMF . The equation of
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Figure 3.5: Time evolution of relative phase between two nearest neighbouring sites after the initial
state is prepared in SF state. The unit of the time (t) is a function of (U1). The plot shows that there
exists a constant pi3.14 phase difference between two consecutive sites. The spiky features are not
related to the dynamics, the fluctuation comes from the higher numerical accuracy  108.
motion is given by ds
dCin
  0 with the wave function stated in Eq.( 3.26) and normalization of Sψ1e






Here EMF is a function of time as ∆   ∆t. The Gutzwiller approximation is obeyed as the total
number of phonons remains constant throughout the temporal evolution of system.











On further evaluation these equations lead to :

























In the calculations nm should be restricted by some finite value of N which in our case is
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considered to 10 i.e, n @ N . We get the value of all eigenstates C ns after solving the coupled
differential Eq.( 3.39) at each time step and compute the value of the order parameter using the
Eq.( 3.35) and ( 3.36). A few plot of the order parameters is presented in Fig. 3.4 which shows the
evolution of it with time for the different initial state of all coefficients C ns, dns. The final state
in all cases is considered close to the critical point which is Jc   0.049. From the figures it is
clear that both the periodicity and amplitude increases as the initial state becomes more SF than MI
which states that these coefficients converge to a coherent state distribution as J~U increases. When
initial state is in MI, the phonons are localized to individual sites merely to have only one dominant
coefficient. So, the amplitude of the overlap with the final state is less compared to the overlap
of final state with other initial states which are prepared in the superfluid phase. A relative phase
difference between two consecutive sites is observed if and only if SF is considered as the initial
state as shown in Fig. 3.5 since MI phase is incompressible, commensurate filling, onsite phonon
number fluctuations are completely suppressed, each ion site is occupied by an integer number of
phonons per site.
3.4 Effects of finite size system
In a real experimental setup the underlying physics of a system of finite size has also been investigated
by studying the ground state nature of the Bose-Hubbard Hamiltonian in absence of the trap potential
(W   0) using the Exact diagonalization method. This method is a powerful quantum tool to get
information for a finite size system.
The Hamiltonian of our system as derived in Eq.( 3.21) is
H   Q
@ijA
b†i bj  h.c. UQ
i
nˆinˆi  1 WQ
i
nˆi
where b†b is the Bosonic creation(destruction) operator, @ ij A means only nearest neighbouring
interaction has been considered, nˆi is the number operator at ith site. We observed that our system
undergoes a quantum phase transition under the mean field approximation in thermodynamic limit
which is shown in Fig. 3.3. Now to understand the dynamical behaviour of the system in real
experiment we consider the system as finite by keeping the total number of phonon fixed in the
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Figure 3.6: Plot of correlation function (`∆ije) between ion sites i (here, i   2) and j (here, j   4) as
a function of J~U for M=6 and N=6, M and N denotes the total number of ions and total number of
phonons, respectively. This plot shows the phenomenon of quantum crossover.
whole system. As a consequence the Hamiltonian reduces to the following form




nˆinˆi  1. (3.40)
So we can now express the phase diagram in terms of on site phonon fluctuation instead of trapping
potential W . Here we use exact diagonalization formalism to numerically simulate the system of
interacting phonons for one dimensional trapped ions. In order to characterize the system, it is
necessary to calculate the expectation values of the relevant observables. The main observables,
used to characterize the system, are the two site nearest neighbour order parameters (b†i bj ; j   i  1)
and the long range order parameter (b†i bj ; j   i 2). For a Coulomb crystal containing M ions (sites)




where nk is the number of phonons at kth site (ion). The site (ion) numbering always starts from 0.
The maximum occupancy of a given site is d  1, so the multiplicity of the full Hilbert space is
dM . In our case d   4, so the number of phonons may vary from 0 to 3 at a given site and each site
is restricted to contain atmost N phonons. The total phonon number in the whole system is equal to
N  d  1,i.e Pk nk   N . The total number of ion in the system is considered to be equal to the
total number of phonons.
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3.4.1 Quantum crossover
The equilibrium phase diagram [80, 71] of the Bose-Hubbard model as a function of J~U , as
obtained by the exact diagonalization is shown in Fig. 3.6 where the order parameter correlation ∆i,j
is plotted as a function of J~U . We observe a gradual crossover from the MI phase (∆   0) at small
J~U to a superfluid phase(∆ x 0) as J~U is increased. Long range order parameter is defined as
@ ∆ij A @ ψ S b†i bj S ψ A . (3.42)
This correlation function is related to the probability of creating a phonon at the ith site at the expense
of annihilating one at the jth site and vice-versa. The behaviour of long range order parameter
@ ∆ij A as a function of J~U for M number of ions and N number of phonons in the system is
shown in Fig. 3.6 which follows a crossover rather than a transition for an infinite system. We can
only observe phase transition if there is a singularity in the free energy of the system but as we know
singular behaviour can occur in a system under thermodynamic limit (infinite number of particle).
Since we are studying here a finite size experimentally realizable system, the kind of transition we
observed is a crossover or a gradual change in phase.
The evaluation of the order parameter of a system allows us to locate the region of crossover
where the order parameter for a system is defined as `∆ie   `bie, i.e. the expectation value of
destruction operator. Since we restricted our system in such a way that the Hilbert space for the
system conserve the total phonon number, so the average order parameter ∆i in our case is always
zero and therefore we calculate the long range order parameter ∆ij instead.
3.4.2 Open boundary effect
Consider a system of 6 trapped ions forming a chain of ions and the site numbering of ions always
start from ‘0’. In case of ∆20, the correlation is between two ions (0th and 2nd ion) which are at one
end of linear chain whereas for ∆24 the correlation is between 2nd ion and 4th ion, both ions are at
the middle of the ion chain and this discrepancy introduces inhomogeneities of the onsite phonon
energy in the correlation terms which renders them to have slightly different values at same J~U .
Fig. 3.7(a) shows the effect of considering open boundary condition in our system. The value of
correlation functions, ∆24 (site i   2, j   4) and ∆20 (i   2, j   0), are not the same at the same
value of J~U what it should be for periodic boundary condition.
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(a) Plot of @ ∆24 A and @ ∆20 A as a function of J~U0.










(b) Plot of @ ∆12 A as a function of J~U0
Figure 3.7: Plot of correlation function as a function of J~U0( J/U) for N=6 (number of phonons),
M=6 (number of ions). In figure (a), the mismatch of the both correlation plot reflects the fact that
the system is studied under open boundary conditions and in figure (b), the correlation between
nearest neighbouring ion sites is plotted, the negative value of correlation shows that there exists a pi
phase difference between two consecutive sites.
3.4.3 Relative phase between neighboring sites
The tunneling strength (J) in our Hamiltonian is positive which reflects the fact of having local phase
difference of pi (odd multiple of pi) between two nearest neighbours. In order to corroborate this fact
we compute the correlation ∆12 between 1st and 2nd ion and the corresponding plot is shown in Fig.
3.7(b). We find that the value of the correlation function is negative which confirms the existing pi
(or odd multiple of pi) phase between two adjacent sites. This phenomena can be understood easily if
we write down only the ground state energy expression for symmetric double well potential having




N2  J»N1N2 cosφ1  φ2, (3.43)
where N   N1  N2 and φ1 and φ2 denotes the phases of the wavefunctions belonging to the
corresponding wells. This expression shows positive tunneling (+J) only if the phase difference
between φ1  φ2 between the two sites is an integral multiple of pi.
3.5 Quench dynamics
So far the ground state property of the system has been discussed. We now focus on the dynamics
of the system when one of the control parameters of the Hamiltonian is suddenly quenched such
that the parameter value is changed to a new value at time t   0 and the system evolves freely for
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(a) Initial state (b) Final state
Figure 3.8: A pictorial representation of both the initial and final configurations of the system where
the position of the second ion relative to the standing wave has changed as compared to the others.
The Hamiltonian given by the Eq.(3.49) describes the initial state of the system whereas the final
state of the system is described by the Hamiltonian as given by Eq.(3.50).
t A 0 [71, 81]. Our interest to study quench is to understand how a one dimensional quantum system
behaves when put out of equilibrium [82]. To obtain a theoretical understanding of the dynamics of
the Bose-Hubbard model when the interaction parameter is quenched from Ui to Uf , we use exact
diagonalization to obtain the ground state of the system for U   Ui A 0 and all states and energies
of the system at U   Uf   Ui. Since the total phonon number of the system is conserved, we
restrict ourselves to those states in the Hilbert space which have a fixed number of total phonons.
The simulation is done considering the total number of phonons equal to the total number of ion
sites, so the MI state of the system can be achieved. A sudden quench is introduced in the system
according to the following scheme ;
Ht @ 0  H Ui,
Ht C 0  H Uf   H Ui (3.44)
Here the on-site interaction parameter U is suddenly quenched from its initial value Ui to its
final value Uf where Uf   Ui which simply means that the potential at that site is changed from
repulsive to attractive. A schematic of both the initial and final configurations of the system is shown
in Fig. 3.8. In the initial state, the position of ion is at the antinode of the standing wave whereas the
same ion is at the node in final configuration which makes the potential attractive, the position of rest
of the ions on the standing wave remain unchanged. Therefore, we are studying quench dynamics in
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a site specific manner.
We denote the initial ground state of the model by SψGe and the energy eigenstates and eigen-
values at U   Uf after the quench by Sαe and Eα respectively. The wavefunction of the system
at a time t, after the quench at t   0, can then be found by solving the Schro¨dinger equation
iÒh∂tSψte  H Sψte with the initial condition Sψt   0e   SψGe. Expanding the wavefunction in








iEαt~ÒhSαe, c0α   `αSψGe. (3.46)
Here Eα is the energy eigenvalue corresponding to states Sαe.
The time evolution of any operator Oˆi, where i is the site index (ion number), can be obtained







The dynamical behaviour of the observable Oˆi   nˆi where nˆi   b†i bi is the number operator has
been studied. The time evolution of nˆ is given by




α exp iEα EβtÒh 	Oˆαβ (3.48)
where Oˆαβ   `βSÂnSαe.
Fig. 3.9 shows the evolution of the observable after quenching the system by suddenly changing
the on site interaction term from repulsive(+U) to attractive(-U) at the second sitei   2 only.
For definiteness, we have chosen the second ion otherwise it can be applied on any ion. Here
Oˆαβ  @ βSnˆ2Sα A andN2~N   1N `n2te. The initial state of the system is prepared in the superfluid
regime by tuning the ratio of J~Ui at a value of J~Ui   0.5. The corresponding initial Hamiltonian
stays as before
Hi   J~Ui Q
@ijA
b†i bi  h.c Q
i
nˆinˆi  1. (3.49)
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t ( in units of  / U)
(a) Initial state is prepared at J~U   0.5.












(b) Initial state is prepared at J~U   0.02.
Figure 3.9: Plot of `Ote   N2N as a function of quench time t for M=6 and N=6. The fluctuations are
due to the quantum correlations and are not restricted by the numerical precision of the calculations.






b†i bj  h.c.  Q
i,ix2
nˆinˆi  1  Uf
Ui
 nˆ2nˆ2  1. (3.50)
The ground state of this Hamiltonian is obtained by diagonalization. It turns out to be a special kind
of Mott state because the site where quench is implemented, contains all the phonons leaving all
the rest of the ion chain in ground state (zero phonon). The simulation is done by considering the
total phonon number N   6 which is equivalent to the total number of ion (site) M   6 in the system
and extending the maximum occupancy to 6 at each site. Fig. 3.9 shows the time evolution of mean
phonon number at site 2 where the mean phonon number following the SF to MI quench continues
to oscillate in time but unable to reach the final ground state. Since in our case we consider the
quenching process as non-adiabatic, so the system is unable to reach to the final state after a finite
time evolution. Fig. 3.9 also shows that the initial state of the system has a very small but finite
overlap with the ground state of the final Hamiltonian and this amount increases as we prepare the
initial state of the system in the crossover region. We are interested in the time evolution of a finite
size experimentally realizable system which is suddenly put out of equilibrium at a specific site. A
few number of ions and phonons makes the computation faster and we believe that qualitative result
will not change for larger system. It is indeed possible to increase the number of sites as well as
phonons, however, it is beyond the present scope of the investigation.
In the next section we demonstrate how to measure the temporal evolution of this kind of
observable quantitatively via a concrete experimental proposal.
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3.6 Non-equilibrium phonon dynamics in trapped ion system
In recent years, it has been realized that ultracold atomic systems, probably the best examples of
experimental realization of closed quantum systems, provide an unique opportunity for studying the
non-equilibrium dynamics of their constituent atoms near a quantum critical point [8, 83]. This has
led to a plethora of theoretical studies of such dynamics [38]. However, in all of these experiments,
it has not been possible to achieve protocols which takes the system out of equilibrium by a local
change of system parameters. This is mainly due to several experimental difficulties associated with
addressing individual atoms in an optical lattice setup. Consequently, in most of the theoretical
studies of nonequilibrium dynamics undertaken on these systems so far [84, 85, 7], the effect of
global time-dependent ramp of a system parameter has been studied in details: no attempts have
been made to study the response of the system to, for example, local ramps. Trapped ion emulators
provide us with an ideal test bed for studying such dynamics.
In this work, we also demonstrate our experimental proposal by an exact numerical study of the
non-equilibrium dynamics of the finite-size Bose-Hubbard model emulated by a chain of trapped
ions. We compute the time evolution of the local boson (phonon) number density ni subsequent to a
sudden local sign change of the interaction (Ui   Ui) as is described in detail in the previous section,
show that the variation of ni can be observed experimentally by measuring the time dependence
of the motional ground state phonon occupation number at that site (ni0), and demonstrate that the
amplitude of the oscillations is maximum when J~Ui lies in the critical (crossover for finite-size
system) region.
3.6.1 Theoretical estimate of experimentally measurable quantity
The boson number density given by Eq.( 3.48) is not an easily measurable quantity so here we focus
on the time evolution of the projection of the boson number density on the motional ground state of





β cos Eα Eβt~Òhdiαk0dik0β, (3.51)
where diαk0   `αSΨik0e is the projection of the energy eigenstate Sαe onto the state SΨik0e which has
zero phonons at the ith site, and the sum over k0 indicates a sum over all such states in the restricted
Hilbert space.
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Figure 3.10: (a) Relevant electronic levels of Ba ions. The Zeeman sublevels are not shown for
clarity. (b) Schematic representation of the trapped ion chain with standing wave.
3.6.2 Experimental design
The experimental setup which we propose in the present work consists of a linear chain of few
Barium ions as shown schematically in the right panels of Fig. 3.10. The relevant energy level
diagram of a singly charged barium ion is shown in the left panel of Fig. 3.10. We note here
that most of our observations hold regardless of the nature of the used ions as long as they can
undergo side-band cooling. For preparing the experimental setup, we trap these ions in a linear
trap operated at 15 MHz radio-frequency and with the trap stability parameter q  0.42 used for
the radial confinement. This will generate a pseudo-potential in the radial plane corresponding to
an ion oscillation frequency ωx  2.25 MHz. The confinement in the axial direction is only by DC
voltages applied to a pair of endcap electrodes. This can be made shallow so that the axial frequency
is  35 kHz and the mean distance between the ions can be made of the order of 20 µm [43].
These parameters will lead to an average tunneling strength of J  0.68 kHz. This in turn leads to
βx   2J~ωx, the ratio between the Coulomb interaction and the trapping potential, to be  6  104.
In a linear trap like the one presented here, the inter ionic distance in the Coulomb crystal varies
along the chain; however, for the present purpose this has been neglected as βx P 1
Next, the on-site interaction for the phonons has been considered. For this, we note that for the
Doppler cooling of the ions, we use a diode laser at 493 nm. In addition, the side band cooling can
be performed by driving the red-sideband near the S-D transition frequency at 1760 nm. In order to
generate the on-site interaction, our proposal is to use an off-resonant standing wave Argon ion laser
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Figure 3.11: A sequence of laser pulses that are needed to be driven in order to implement site
specific quenching. (a) Sideband cooling laser applied continuously in order to prepare the 1D lattice
in the ground state of the system. (b) A Raman PI pulse is applied in order to prepare the lattice in
an initial near Mott-Insulator state. This pulse is applied to all the sites. (c) This is the final step
after the quench pulse has been applied as described in the text. In this step shelving of all other
states apart from the motional ground state is performed by a red sideband (RSB) Π pulse using
rapid adiabatic passage(RPA) technique [86, 87].
at 476 nm which results in a shift of the radial frequency ωx. This leads to on site interaction term
U   21δFη4x, where F is the strength of the dipole interaction provided by the standing wave,
and δ   01 corresponds to the ions being trapped at the maxima (minima) of the standing wave as
shown in Fig. 3.8. For F  2  ωx and η4x   8.32  10
6, we find a typical U   370 Hz which leads
to J~U  2 . Note that since J,U P ωx, the number of phonons are conserved. We stress that it is
possible to tune J~U to as low as 0.1 by suitably choosing F  35ωx with 476 nm standing wave
and the radial frequency shifts to ωx   0.98ωx (1.01ωx) for repulsive (attractive) interactions; the
system still remains in the phonon number conserving regime as Fη2x @@ ωx.
The standing wave pattern is made by on-to-one focussing on each ion which eventually allows
individual addressing as shown in Fig. 3.10(b). The phase of the standing wave is changed by
changing the voltage on piezoelectric actuator which is fixed with a micromirror array. In order to
implement our proposed scheme, besides 476 nm argon laser, an external cavity diode laser at 455
nm has been developed whose details is discussed in chapter 5. The relevant trap parameters and
parameters related to off-resonant standing wave by 455 nm laser for J~Ui   5 are tabulated in the
Table 3.1.
3.6.3 Experimental protocol
To implement local quench on a chain of laser cooled ions, we propose a series of steps as shown in
Fig. 3.11. The ion chain, after being side band cooled to the motional ground state, is initialized
to the electronic ground state for the simulation [step(a)]. A Raman type Π pulse with one blue
sideband and one carrier photon applied to all the ions produces a state with one phonon each at all
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Table 3.1: Trap parameters for implementing the experimental protocol discussed here for 138Ba.
Linear trap related parameters:
Trap Driving frequency, Ω 15MHz
RF voltage (V) 1300 Volt
Distance from the trap ceter to RF blade, r0 0.7 mm
Trap stability parameter (q value) 0.418
Radial secular frequency, ωx 2.25 MHZ
DC voltage to endcaps 2 volt
Axial secular frequencyωz 114 kHz
Distance between two endcap, z0 4 mm
Trap geometry factor, κ 0.0075
Parameters related to Bose-Hubbard model implementation :
Wavelength of Standing wave,λ 455 nm
Strength of standing wave, F 32ωx
Lamb-Dicke parameter, ηx 5.37  102
Inter-ion separation, d0 9.27µm
Ratio of coulomb potential to trap potential, βx 6.48  103
Tunnelling strength, J 7.19 kHz
On-site interaction, U 45 Hz
Radial frequency shift δ   0 0.77ωx
Radial frequency shift δ   1 1.18ωx
the sites [step (b)].
To emulate the effect of the quench of U at a given site, the applied single-site interaction
produced by the standing wave is suddenly quenched by changing the phase of the wave by means
of a piezo actuator with frequency ω0  50  100kHz. The frequency ω0 is chosen such that it
keeps the system in the phonon number conserving regime (ω0 P ωx) and that it is fast compared
to typical energy scales of the underlying Bose-Hubbard Hamiltonian (ω0 Q J,U ). This leads
to the implementation of a local quench protocol. We stress that the ion-trap system provides a
large enough window where quench dynamics of its underlying Bose-Hubbard Hamiltonian can
be studied accurately within the number conserving approximation. In the whole experiment, we
restrict ourselves to this regime where ωx Q ω0 Q J,U . We also note that the presence of the
variation of inter-ion distance will lead to a site dependent J and as long as such a variation is small,
it does not change the main results of this work qualitatively. Furthermore, the long range nature of
the Coulomb interaction can lead to small hopping Jx  x  1~x  x3 between sites x and x
which are not nearest neighbours. These terms are usually small and also do not alter our qualitative
conclusions. The Coulomb interaction in these systems is maximal for the nearest ions leading to
the strongest tunneling between nearest-neighbors. The rest of the tunneling amplitudes vanishes
as 1~z3 where z denotes the distance between the ions. These issues have been discussed in Ref.
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[63, 11, 12, 64].
After the implementation of the local-quench protocol, we aim to measure the subsequent
phonon distribution as a function of time. To this end, we note that the time dependence of the
phonon distribution is reflected in the time-dependent local population of the phonons ni0t at
a specific site (i) in a specific motional state, namely the ground state denoted by the index “0.
Thus we aim to measure the time-dependent population of the state SS 1
2
,0e after the quench has




states are applied so as to shelve all other motional state population except that of SS 1
2
,0e.
Note that the state SS 1
2
,0e is decoupled from this transition. Therefore a S  P fluorescence count
will give the population in the motional ground state [step (c)]. The population of the motional
ground state at a specific site can indeed be measured by an adiabatic frequency sweep [86, 87, 88]
on the red-sideband as shown in Fig. 3.11(c). It is true that the Rabi frequency would vary with the
motional state quantum number n but a transfer/shelving to theD5~2 state can be performed by using
rapid adiabatic passage (RPA) method [87, 89].
3.6.4 Simulated photon Count
The photon (S-P fluorescence photons) count rates can be measured within a time window about one
second which is much larger than the life time of the excited state P1~2 (7.8 ns). The spontaneous
emission rate is Γ   2pi15 MHz. The number of emitted photon is the product of spontaneous
emission rate and the population of P1~2 state, but it is not possible to count all emitted photons
due to collection efficiency of the whole detection system. The total emitted photon count can be
expressed as [90]
Rit   `Reni0t   ni0tfωΓQeQo~2, (3.52)
where `Re is the mean fluorescence photon count rate; f   0.73 is the branching ratio between
P1~2 and S1~2 state[24], ω   Ω~4pi   1~2 1 º1 NA2   0.04 (where NA   0.4 is the numerical
aperture of a fluorescence collection lens) is the fractional solid angle of detection,Qe is the quantum
efficiency of a photomultiplier tube (PMT) detector which is about 50% at wavelength of 493 nm
and Qo   0.1 is the overall loss factor in collecting the fluorescence photons in the experimental
setup [91] which is described in the next chapter. There is also background count rate (called
dark count,which is around 300/s for PMT used in the experiment) and by subtracting these from
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Figure 3.12: Left panel: Simulated count rate of photons detected per second as a function of time
(in units of on-site interaction strength). Right panel: Maximum relative variation of count rate of
photons detected per sec. as a function of J~Ui.
total count rate we will get the actual fluorescence count from the ion. Such a fluorescence count
measurement as function of time therefore yields the required information on the time-dependent
non-equilibrium population distribution of the phonons subsequent to a local quench. The relation
between the phonon number at a specific site ni0 and the photon count from that site Ri as a fucntion
of time is given by Eq. 3.52. This equation is central in showing that the non-equilibrium dynamics
of the bosons can be measured in terms of the phonon distribution at a given site. After the quench
the final state is a quantum superposition state in superfluid (SF) phase. Therefore to measure the
expectation value the number operator in one particular basis state and ensemble average has to be
performed. We note that it is also possible to perform a full tomography of the phonon distribution
in a given motional mode by several available methods. The easiest method is to measure `nie from
a pre-cooling fluorescence plot as performed in Ref. [92].
3.6.5 Result
In this section we shall provide a theoretical estimate of this photon count number for various
parameter regime of the 1D Bose-Hubbard model implemented on an ion-chain. To study the effect
of local quench, we prepare the system in its ground state with several different U , switch Ui   Ui
at the ith site with the piezo actuator, and measure the photon count Rit which reflects ni0t as a
function of time (Eq. 3.52). The resulting photon number fluctuation as a function of time after the
applied quench is shown in the left panel of Fig. 3.12. We find, in accordance with earlier theoretical
predictions in Refs. [93, 94], that the amplitude of oscillations of the phonon distribution is maximal
when Ui is in between the MI-SF critical point and deep superfluid region as shown in the right
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panel of Fig. 3.12. Furthermore, we find that the response of the system to the quench is minimal
in the Mott phase since ni approximately commutes with H for small J~U (the commutation is
exact for J   0) and hence can not change appreciably as a function of time. From Fig. 3.12, we
estimate that it is feasible to detect a variation of about 40% in the photon count rate (in a count rate
of about 8,000 photons per sec) for different interaction times in the crossover regime [69]. This is
well within the present experimental reach.
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Chapter 4
Strongly correlated phonon dynamics:
A proposal to generate entanglement
and cooling
In this chapter, we study the effect of non-equilibrium dynamics of the Bose-Hubbard model
(BHM)[11, 12], which describes the phonons in a linear chain of trapped ions, under site specific
protocols. The kinetic energy of these phonons is described by a nearest neighbor hopping term
while the interaction between them is local (on-site). Such a Hamiltonian[11, 12, 22, 13, 32], derived
in chapter 3, is given by :
H   J Q
`ije
b†i bj  h.c. Q
i
Uinˆinˆi  1 (4.1)
where J A 0 is the hopping amplitude, Ui is the on-site interaction between the phonons at the ith
site, bj is the annihilation operator for the phonon at the jth site, and nˆi   b†i bi is the phonon (boson)
number operator. In what follows we discuss the non-equilibrium dynamics when Ui is ramped to
Ui on either one or two of the sites in a chain. We show that the first protocol leads to cooling
of the ions to their transverse motional ground state while the second leads to the generation of
an entangled Bell state between the two sites. In this chapter “cooling” refers to transfer of the
transverse motional mode phonons from different sites of a chain of ions to a specific site. There
is no dissipation of the phonons in this protocol, however effectively, this phonon transfer leads to
ground state cooling of the chain except of the site which acquires the phonons. Therefore only in
this chapter the term “cooling” will be used synonymously as conventional dissipative cooling. We
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demonstrate our schemes of both dynamic generation of entangled states and the proposed cooling
method by providing schematics of concrete experiments based on Barium ions in a linear Paul
trap for realization of these schemes. Further, our study reveals that non-equilibrium dynamics can
be utilized to generate pure many-body entangled states which are computationally relevant. It is
well-known that the generation of entangled quantum states is an essential prerequisite for quantum
computation and several schemes for such entanglement generation exist for ion trap systems
[13, 95, 96, 97]; the present work aims to analyze a few classes of possible dynamic protocols for
generating such states.
The plan of the chapter is as follows. First, in Sec. 4.1, we discuss the theoretical method used
to study the non-equilibrium dynamics of the model for several site specific protocols. Here site
specific protocol means that a parameter is changed at one site of the ion chain and its influence is
observed over the whole chain. This is followed by Sec. 4.2, where we provide a detailed discussion
on the experimental ion trap system which can act as a test bed for our theoretical idea and discuss
how such a system can lead to emulation of the Bose-Hubbard model with Hamiltonian given by
Eq.( 3.21). In Sec. 4.4, we discuss the results obtained from these study and identify the optimal
protocols for cooling and entanglement generation. We provide a qualitative discussion on the effect
of noise on entanglement generation in Sec. 4.5. This is followed by a brief discussion on how the
strength of the onsite term influences the nearest neighbouring ion’s motional state.
4.1 Theory of phonon dynamics
In this section, we outline our method for studying non-equilibrium dynamics of the 1D Bose-
Hubbard model (Eq. 3.21) derived earlier. We begin by specifying the protocols for the dynamics
that we study. We start with the system in the ground state of the Hamiltonian given by Eq. 3.21 for
fixed J and Ui. We consider a chain of N ions; the choice of N depends on the experimental setting
which is to be discussed in Sec. 4.5. We note that while all subsequent numerical results shall be
presented for ramp and periodic time dependent protocols, the framework developed in this section
is general and can be used to describe the dynamics for any other functional form of Uit.





i on one or more selected site(s). For cooling, we change Ui at any one of the N sites,
while for generating entanglement this change is made for local interactions on two of the sites of
the chain. The protocol used to make such a change are either linear or non-linear ramps or periodic
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and are given by
Uit   U 0i  1  2t~τα, 0 B t B τ, ramp
  U
0
i cospit~τ, 0 B t B τ, periodic, (4.2)
where the exponent α specifies the power-law which is followed by the ramp and α   1 indicates
a linear ramp protocol studied in[13]. We note here that τ   0 indicates the sudden quench limit;
such dynamics for the model has been described in[22] chapter 3. In case of periodic ramp, we
would be using T and ω0 to denote the period and frequency of the ramp which is related to τ as
τ   T ~2   pi~ω0.
To study the dynamics, we begin at t   0 assuming that the system is in the ground state of the
Bose-Hubbard Hamiltonian given by Eq. 3.21 with U 0i   U
0
A 0 at all sites and a fixed J~U 0
at each site. Since we work in a regime where changing the number of phonons is a high-energy
process, we shall study the dynamics at fixed number N0 total phonons (bosons). Thus the Hilbert
space of the bosons can be truncated to keep those states for which ni B N0 for any site i. We use
exact diagonalization method for the finite-size system within this truncated Hilbert space to obtain
the energy eigenstates Sαe and eigenvalues Eα for Ht   τ. This amounts to a choice of basis; in




where the coefficients c0α denote the overlap of the initial ground state of the system, also obtained
using exact diagonalization in the same truncated Hilbert space with H  Ht   0, with Sαe.











with the boundary condition cα0   c0α. To solve these equations, it is convenient to rewrite
Ht   Hτ ∆Ht,
∆Ht   Q
i
Uit Uiτnˆinˆi  1. (4.6)
With this choice, one obtains the final set of equations for cαt to be
iÒh∂t Eαcαt   Q
β
Λαβtcβt
Λαβt   `βS∆HtSαe. (4.7)
This set of coupled equations for cαt is then solved numerically leading to an exact numerical
solution for the time-dependent boson wavefunction Sψte. We note here that it is clear from the






Having obtained the wavefunction Sψte, one can compute the expectation value and equal-time
correlation functions corresponding to any boson operator as a function of time. This is given, for a
boson operator Oˆj , as








where n and m are arbitrary integers and j and k denote site indices. Although our method is
powerful enough to allow us to compute the expectation and correlation corresponding to any
bosonic operator Oˆ, in what follows, we shall be mainly interested in obtaining these quantities
pertaining the boson annihilation operators bj and the number operators nˆj   b†jbj due to their
experimental relevance.
Before ending this section, we briefly comment about the single/two-site addressing protocol
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(a) (b) .
Figure 4.1: (a) A schematic of the experimental setup for the implementation of the ramp protocol
only on one ion site and finite U is present at all other sites. The blue coloured standing wave laser
phase is controlled by micro lenses placed on piezo stages. (b) This schematic is for single site
addressing, i,e. standing wave is applied only on one ion where the ramp protocol is implemented
and the rest of the ions do not have on-site interaction.
which we shall use in Sec. 4.4.1. For such protocol U 0i   U
0 at t   0 only on the site(s) where
they are dynamically changed during the protocol. For the rest of the sites Ui   0 at all times. This
protocol has the advantage of experimental simplicity, and as we shall see, leads to faster cooling
and entanglement generation. We note that the formalism developed here can be applied for this
protocol without any major modification.
4.2 Proposed experimental setup
The description of a concrete experimental setup which may serve as a test bed of our proposals
is almost similar what is described in chapter 3. A chain of trapped barium ions are prepared by
Doppler cooling using 493 nm and 650 nm (repumper) lasers as illustrated in chapter 5. After being
Doppler cooled, these ions have mean phonon number N¯ph  7 in our case. The state of each ion
in the string is defined by their internal (S and D states for our purpose) and external motional
states (one axial and two radial states). Out of the two internal states, D denotes a meta-stable state
with coherence time 30 s as shown in Fig. 5.1 of energy level structure of Barium. The external
motional states are ideally decoupled from each other. In the parameter space of interest, the radial
motional mode phonons at each site can be considered to be filling up levels of a harmonic oscillator
at individual lattice sites (defined by the ion position). These phonons can be excited if the oscillator
is anharmonic; such a controllable local anharmonic potential is generated by a standing wave laser
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Table 4.1: A typical calculated value of experimental trap parameters for implementing the proposed
protocol described here for 138Ba.
Linear trap related parameters ::
Trap Driving frequencyΩ 16MHz
RF voltage (V) 800 Volt
Distance from the trap ceter to RF blade r0 0.7 mm
Trap stability parameter (q-value) 0.23
Radial secular frequency, ωx 1.28 MHz
Dc voltage to endcaps 0.2 volt
Axial secular frequency, ωz 36 kHz
Distance between two endcap, z0 4 mm
Trap geometry factor, κ 0.0075
Parameters related to BHM implementation (set I) ::
Wavelength of Standing wave, λ 476 nm
Wavevector of standing wave, k 13193277.31 m1
Strength of standing wave, F 39ωx
Lamb-Dicke parameter, ηx 7  102
Inter-ion separation, d0 20µ
Ratio of coulomb potential to the trap potential, βx 1.95  103
Hopping strength, J 1.25 kHz
On-site interaction, U 2.50 kHz
Radial frequency shift δ   0 0.47ωx
Radial frequency shift δ   1 1.33ωx
Parameters related to BHM implementation (set II) ::
Wavelength of Standing wave, λ 455 nm
Wavevector of standing wave, k 13802197.8 m1
Strength of standing wave, F 32ωx
Lamb-Dicke parameter, ηx 7.4  102
Inter-ion separation, d0 20µm
Ratio of coulomb potential to the trap potential, βx 1.95  103
Hopping strength, J 1.25 kHz
On-site interaction, U 2.46 kHz
Radial frequency shift δ   0 0.55ωx
Radial frequency shift δ   1 1.30ωx
field (U) as described in chapter 3. In such a setup, it is easily possible to access the parameter
range 2 C J~U C 0.1. Also, most importantly, U can be made repulsive or attractive by dynamically
tuning the local laser phase at each individual site [43]. We have charted out in table 4.1 the optimal
parameter regime for implementing the protocol.
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4.3 Results
4.3.1 Generation of entanglement
The specific dynamic protocols which can lead to the generation of entangled states will now be
discussed. In order to generate a Bell-state of the transverse motional mode phonons involving any
two sites (say k and l), we start from a fixed J~U0 and ramp the interaction on sites k and l to U1 @ 0
(chosen to be J~U1   0.2 for definiteness in all numerics) on these sites. The interaction on other
sites are kept at U0. A schematic of our linear trap of six ions is shown in Fig. 4.1(a) where k and l
are chosen to be the first (k   1) and the forth ion (l   4) where the ramp is applied and the rest of
the ions such as 0th, 2nd, 3rd and 5th ions are left to remain unchanged. Note that if this protocol is
carried out adiabatically with total N bosons, it would lead to the Bell state if N  1 otherwise it will
be NOON state (NA 1).
SψBelle   1º
2
S0N0000e  S0000N0e , (4.10)
which is the ground state of the final Hamiltonian of the system. In what follows, we carry out
the ramp with a definite rate τ1 and monitor the time-dependent cross correlation
Cklt   `ψtSb†kblN  c.c~2Sψte~N !, (4.11)
between the sites k   1 and l   4. Since for the present case, the non-zero value of such a
correlation is equivalent to the presence of entanglement, a plot of C14 as a function of time for
several representative ramp rates provide us with a measure of entanglement generated at any time
t during or after the ramp. We find that as the ramp is switched on, C14 initially grows and then
saturates as shown in the left panel of Fig. 4.2. For a fast ramp, C14 increases fast but saturates
to a value CMax14 which is much less than 0.5 signifying that the time needed for all the phonons
to hop to the specified sites are longer than the ramp time. Such a non-adiabatic ramp therefore
cannot produce a state which has significant overlap with SψBelle, the final ground state of the BHM.
As our ultimate goal is to perform quantum gate operation using the protocol, we search for the
shortest ramp time which maximizes such overlap leading to CMax14  0.5 (the maximum for a Bell
state). To this end, we consider a system with L   6 ions and N   2 total phonons, and vary initial
value of J~U0 at t   0 to extract the dependence of C14 on this parameter. The results are shown





































Figure 4.2: (Left) Plot of the correlation function C14 as a function of the elapsed time and
τ SU 1S~Òh   100 (solid), 200 (dash-dotted), and 500 (dashed) for L   6 ions with total N   2
phonons and J~U 0   0.2. The ramp continues till t   τ ; see text for details. (Right) Plot of CMax14
as a function of J~U 0 for τ SU 1S~Òh   100(blue square), 200 (red circles) and 500 (black triangles).
find that CMax14 attains a maximum value for an optimal J~U0. Within the range of τ that we have
studied, we find that CMax14 C 0.48 is achieved for J~U0  0.18 and ramp time τ  500Òh~U0. We
expect the presence of such an optimal J~U0 to be qualitatively unaltered for larger L and N for the
following reason. For J~U0   0,  H, nˆi   0 and the system does not evolve due to change of U ;
thus we expect the dynamics to be ineffective for small J~U0. On the contrary, for J~U0 C 1, the
bosons would tend to delocalize before the system could attain the Bell state during the dynamics.
Thus we expect the dynamics to yield optimal result for 0 @ J~U0 @ 1 for any L and N . We note
that a similar protocol may lead to the W state in an arbitrary size chain where the desired state
is SψW e   1º3 S00N00000..e  S0000N000..e  S000000N0..e . Here, the protocol would involve
ramping the potential to U1 with J~U1 @ 0 at three chosen sites (taken to be first, third and fifth sites
of the chain for the state given above).
We will also provide the details of the correlation function Cklt between different sites k and l
of a linear chain of ions and discuss how the property of such a correlation function may be used
to decipher the state at the end of the drive protocol. The fidelity (overlap) of the state Sψte with
respect to Bell state is also computed to show that it approaches unity at t  τ .
At t   0, the interaction strength is assumed to be Ui   U 0 A 0 at each site with J~U 0   0.2.
The correlation function is denoted as Ckl0 at the start of the protocol. We have checked numeri-



















































Figure 4.3: (a) Plot of the correlation matrix Ckl0 for J~U 0   0.2 for all sites k and l. Here
we have chosen N   2 and L   6. (b) Plot of the same correlation Ckl for J~SU 1S   0.2 after the
ramp with U 1 @ 0 for k   1 and 4 and U 1 A 0 otherwise. For the current figure τU 0~Òh   500,
J~U 0   0.2, N   2 and L   6.
of the bosons over various sites. Such a state has finite but small amplitude dn1n2..nL distributed
over occupation numbers ni B N at each site i. Since any state of the N boson system at an arbitrary




it is easy to see that the correlation function Cklt is given by




Thus for Sψ0e, where almost all dn1n2..nL12..L 0 are finite but small, we expect a finite but small value
of Ckl0 for several values of k and l. This expectation is corroborated in the left panel of Fig. 4.3
where we find that for L   6 and N   2, SCkl0S @ 0.014 for all values of k and l.
Next, we consider the behavior of such a correlation function for the Bell state given by
SψeBell    S00na   N...00e  S000...nb   N..00e~º2. Here the bosons are localized either at site a
or b. Comparing SψeBell with Eq. 4.12, we find that the state has only two non-zero coefficients given
by d00..na N..00   d000...nb N..00   1~º2. Consequently one finds Ckl   1~2 for k, l   a, b and zero
otherwise. Note that the finite off-diagonal value of Ckl is a consequence of the linear superposition
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t (in units of /U0)
Figure 4.4: Plot of F t (F t   S`ψtSψBellSeS)as a function of time t for τU 0~Òh   500 and
J~U 0   0.2. The plot shows that the F t grows and approaches unity showing a near perfect
realization of the Bell state for t  τ .
of the two localized bosons states S00na   N...00e and S000...nb   N..00e and hence, in this case, a
measure of the entanglement of the state. Thus the correlation matrix Ckl uniquely distinguishes
between a localized state with finite entanglement and delocalized boson states.
Next, we consider CMaxkl as detailed at the beginning of this section. Here we note that since
U 1   U 0 on the two sites a and b and U 1   U 0 on other sites and J~U 0 P 1 on all sites,
the ground state corresponding to the final Hamiltonian is SψeBell. We have explicitly checked this
numerically for L   6 and N   2. Thus a knowledge of CMaxkl helps us to find the overlap of the
final state after the drive protocol with SψeBell. The plot of CMaxkl   Cklt   500U 0~Òh  Ckl500,
shown on the right panel of Fig. 4.3, shows that the correlation function has exactly the same structure
as that expected from SψeBell. In particular, we find that CMax11   CMax44   CMax14   CMax41  1~2 and
all other Ckl  0. This shows that the state after the drive protocol has near perfect overlap with
SψeBell and thus the chosen drive protocol leads to the generation of an entangled state of bosons or
the ions are entangled in their radial motional degrees of freedom.
Now, we address the fidelity of the state as obtained by the ramp. In the present context, the
fidelity of the state at any time during the dynamics is given by its overlap with the Bell state. To
look at this quantity, we define F t   S`ψtSψBellSeS and study its time evolution for a specific
ramp rate τU 0~Òh   500 and J~U 0   0.2. As shown in Fig. 4.4, we find that F t grows and
approaches unity showing a near perfect realization of the Bell state for t  τ . The behavior of F t














Figure 4.5: A pictorial representation of ground state of both the Hamiltonian Hin and Hf where
the ground state of each Hamiltonian is obtained by using exact diagonalization method.(a) In this
configuration, all the ions are at the antinode of the standing wave. The form of initial Hamiltonian,
designated asHin, is given by Hin   J P`ijeb†i bj h.c.UiPi nˆinˆi1. (b) Here all the ions are
at the antinode of the standing wave except the second ion which is at the node of the standing wave.
the form of this final Hamiltonian (Hf ) is given by Hf   J P`ijeb†i bj h.c.UiPix2 nˆinˆi  1
U2nˆ2nˆ2  1.
4.3.2 A new protocol for single site localization of phonon
Now, we discuss the protocol for cooling a chain of ions beyond the Doppler cooling limit. For this,
we prepare a linear chain of L   8 ions with N transverse motional mode phonons in superfluid state
with J~U0  0.5 at all sites. The protocol here involves ramping U to negative values at one of the
sites (chosen to be the second site of the chain for clarity with J~U1   0.5). This leads to migration
of transverse motional mode phonons to that site and hence due to their single site confinement the
rest of the chain cools down to their motional ground state. This is pictorially represented in Fig.
4.5. The schematic is demonstrating the initial and final ground state of the Hamiltonian, where
before applying the ramp the ground state is in superfluid regime such that all the phonons are
distributed among the ions but after the ramp the system turns to a special kind of mott state where
only second ion has acquired all the phonons leaving all others ion in their ground motional state.
Fig. 4.6(a) plots N2~N , where N2 is the number of phonons on the second site, as function of time
for 3 B N B 6. At least for low total transverse phonon number, we find the the rate of cooling to
be independent of the total number; thus we expect our result to hold for N C 6 as well. We also
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Figure 4.6: (a) Plot of the normalized number of phonons at site 2 (N2~N ) as a function of time
in ms for τ SU1S~Òh   300, U1   1.1 kHz, J~U0   0.5, and N   3..6.(b) Optimization of the cooling
protocol: Plot of N2~N as a function of ramp time for J~U0   0.05,0.2,0.3,0.5,0.7,and 0.9 (from
left to right) for N   3.
find that it takes  2570ms (with U1   1.1kHz) for the system to have 90%97% overlap with
the final ground state (for which N2   N ). The cooling rate is a function of both J~U0 and τ1; we
thus optimized these parameters to obtain the best possible cooling which is shown in Fig. 4.6(b) for
N   3. Fig. 4.7 shows the time evolution of phonon number of each site while the ramp is applied
on second site (i   2).
We note that the ramp essentially leads to localization of excitation energies (phonons) to a
single ion site, and hence to energy reduction of other sites without involving dissipative mechanism.
This mechanism is therefore expected to be effective even for a large chain of ions a part of which
is used, for example, as computational qubit. Thus this cooling mechanism removes transverse
motional mode energy from the computationally important qubit states located at specific section of
the chain while one site is used as coolant.
The precise experimental steps for the generation of the entangled Bell state and cooling are as
follows. First, L   8 ions of barium are loaded into a linear ion trap forming a chain along the axis
of the linear trap. Second, these ions are then Doppler cooled to mean phonon numbers of about
`Ne   7. Third, a standing wave laser at 476 nm is formed along the transverse direction of the
trap with the ions at the anti-node. The laser power is adjusted such that the J~U0  0.2 is obtained.
Fourth, for the formation of one of the Bell-states as mentioned in Eq. 4.10 between sites k   1
and l   4, the 476 nm off-resonant standing wave laser is phase shifted by a pi phase (node) using
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Figure 4.7: Plot of Ni~N as a function of ramp time t for J~U0   0.5, with ramp rate τ   300 for
N   6,M   6. ‘i’ denotes the numbering of ion site starting from ‘0’. It shows the evolution of the
expectation value of normalized number operator of each ion site while the ramp is applied only on
second (i   2) site.
a piezo-mounted retro-reflecting mirror. Similar procedure is adapted for the ‘W’ state formation
(cooling) with Ui changed for three (one) specific sites (site) as mentioned before. In all cases, the
total time of the ramp, τ1, and J~U0 shall determine the fidelity of the state obtained and the speed
of the gate operation and/or cooling. The quantities can be varied, as shown in our numerical studies
above, to obtain an optimal operating point for Bell state generation/cooling.
The main difference of our proposals for state preparation and cooling as compared to other
proposals with trapped ions lies in its use of a dynamic ramp. Unlike the original Cirac and Zoller’s
proposal [98], it is not necessary to apply sequence of laser pulses to generate a pure many body
quantum state or to initialize the qubits. Though the Mølmer and Sørensen [99] type of quantum gate
operation does not require initialization or ground state cooling, they require sequential pulses to be
applied in order to create a many body pure quantum entangled state. In contrast, we do not need
such elaborate sequence. Very recently, there has been a proposal to look for entanglement growth
for 1D ultracold atom system in optical lattices after a quench [100]. However, such a proposal,
in contrast to ours, do not provide deterministic entangled state formation. Regarding cooling, the
most extensively used technique is the resolved side band cooling which requires addressing of
all the ions [38]; in contrast, the ramp protocol described here addresses an individual site. Also,
compared to cavity sideband cooling, it does not require complicated cavity setup. Moreover, in
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stark contrast to the available motional state cooling techniques, the ramp protocol is free from use of
metastable states to resolve the motional sidebands. For such techniques, the cooling time strongly
depends on metastable state lifetime and varies between 300  30ms (for Hg and Be ions) [38]; in
contrast, our method leads to a cooling time which is independent of the ion’s electronic structure.
Thus it constitutes an alternative ground state cooling method of a large ion string where all but
one can be used as a coolant ion. As mentioned earlier, this cooling is not same as conventional
cooling and does not involve any dissipative mechanism, therefore it is fully unitary under adiabatic
approximation. One could think of applying some dissipative mechanism at the site where all
phonons are transferred, however this is beyond the present scope of investigation.
4.4 Optimization of phonon dynamics protocol
Our work here extends to optimize the schemes proposed[32] in previous section by analyzing a few
experimentally relevant classes of possible dynamic protocols leading to cooling and entanglement
generation. The key results that I obtain from such an analysis are as follows. First, by extending the
analysis done in section 4.1 to both non-linear and periodic drive protocols, we identify the protocol
(within the above mentioned classes) which leads to operation time optimization which is a key
factor for the experimental implementation. We show that the ramp protocols are more efficient
compared to the periodic ones for cooling and entanglement generation and that the optimal ramp
protocol for the shortest cooling and entanglement generation time corresponds to a non-linear ramp
with exponent α  0.8: Uit   U 0i 1  2t~τα. Here U 0i is the initial value of the interaction
at site i and τ is the ramp time. Second, I show that the cooling (entanglement generation) can
be reliably achieved by single(two) site addressing, i.e., the cooling (entanglement) times do not
drastically differ if the on-site interaction on the other sites of the chain have a near zero value which
is expected to allow for simpler experimental setup to implement our scheme.
In this section, we present a detailed account of the results obtained by the numerical solution of
Eqs.( 4.8) followed by evaluation of the appropriate expectation value or correlation function by
computing the Eq.( 4.9). In Sec. 4.4.1, we discuss these results in the context of cooling. This is












































Figure 4.8: (a) Expectation values of N2~N as a function of the ramp time τ and exponent α. Linear
ramp is represented by α   1 while the other three are for exponents 0.1,0.8 and 3 respectively. For
all the plots the initial J~U 0i is 0.2. The maximal phonon transfer occurs when α   0.8 (red).(b)
Plot of N2~N after a complete ramp time as a function of the exponent α. The maximal phonon
transfer for a fixed τ   500 occurs when α   0.8 (red).
4.4.1 Cooling of ions
To achieve cooling of the ions, we follow the protocol developed in Ref.[13, 32] and change the
on-site interaction on one of the lattice sites in the chain from U 0i  U
0 to U 1i  U
0 with a
fixed ramp rate τ1. In section( 4.1), we have studied the linear ramp protocol. Here we concentrate
on different non-linear ramp protocol characterized by an exponent α (Eq. 4.2) with the aim to
optimizing the cooling time. For the sake of definiteness, we choose a chain of L   8 site and choose
to ramp the interaction on the second site of the chain (i   2) as mentioned in section( 4.3). We note
that this choice is arbitrary and do not lead to a loss of generality. In what follows, we study the time
evolution of the phonon population on the second site: N2~N   `b†2b2e~N . In the rest of this section,
we set the total phonon number N   4. The results of such a study are shown in Fig.( 4.8,.., 4.10).
Non-linear ramps
In Fig. 4.8(a), we plot the phonon number N2 at the end of the ramp (t   τ ) as a function of the
ramp time τ for several α and J~U 0   0.2. We find that, in accordance with my expectation, N2
approaches N for slower ramps indicating the migration of the phonons to the second site of the
chain leading to cooling of the other sites. By studying the time evolution of the phonon number
on the second site, we find that N2 approaches N in the shortest possible time for α  0.8 as is
evident from Fig. 4.8(b). Thus this study reveals that a non-linear ramp with α   0.8 is the optimal
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Figure 4.9: (a) A comparative plot of cooling in case of all site except the site no. 2 is subjected to
a repulsive on-site interaction (Ui A 0) and no on-site interaction (Ui   0). The dashed-dot curve
(black) is same as in Fig. 4.8(a) for the optimal exponent α   0.8 while the solid-line curve is for
no on-site interaction except at site number 2. The cooling time remains similar while the final
state is cooler in case of no interation as compared to interaction applied to all sites.(b) Fractional
photon transfer N2~N as a function of initial BH parameter J~U 0 for three different ramp time
τ   100 (square, black),300 (triangle, blue),500 (circle, red) (in units of 1~SU 1S). The ramps are
non-linear with optimized value of α   0.8. In all these cases, the on-site interaction has been
applied to a single site 2 only.
protocol for cooling among different non-linear ramp protocol. We find that with SU 1S   2.8 kHz
on all sites, the linear ramp achieves N2~N   0.90.97 for t   1226 ms; in contrast a ramp with
α   0.8 with same SU 1S leads to N2~N   0.90.97 for t   1124 ms. Intuitively, it means a faster
ramp corresponds to the state closely following the ground state evolution but if it is too fast the
adiabaticity is lost and the state no longer follows the instantaneous ground state.
Single ion addressing
Next, to study other aspects of the cooling dynamics, we resort to single site addressing, i.e, we keep
the initial interaction parameter U 0i   U
0δi2 finite only at the site where it is to be dynamically
changed to U 0; interaction is set to zero for phonons on rest of the sites. A schematic of this
type of protocol implemented is shown in Fig. 4.1(b). It shows that off resonant standing wave is
introduced only on that ion where ramp is supposed to be implemented and rest of the ions in the trap
are not addressed at all by the standing wave. The motivation behind such a single site addressing is
the simplicity of the experiment; further as shown in Fig. 4.9(a), such a single site addressing does
not lead to any appreciable change in the nature of N2~N as a function of τ . In fact, the cooling time
corresponding to N2~N   0.97 can be further reduced by such single site addressing: for α   0.8
and SU 1S   2.8 kHz, one reaches N2~N   0.90.97 in t   1019ms. In the rest of this section,
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Figure 4.10: Plot of N2~N for different number of ion (M) as a function of linear ramp time t for a
fixed ramp rate τ1 (τ   500). Simulation is performed preparing initial state at J~U0   0.5 with 4
phonons.
we thus concentrate on this simpler protocol.
We further look into optimization of the parameter J~U 0 within a single site addressing. To
this end, we study the behavior of N2~N at the end of the ramp (t   τ ) as a function of J~U 0, as
shown in Fig. 4.9(b), for several representative values of τ and for α   0.8. Our study reveals that
the maximal value of N2~N occurs at J~U 0  0.2. This leads us to identify τ C 500, α  0.8, and
J~U 0  0.2 as the optimal ramp parameters for achieving cooling close to 98% of the ground state.
We extend our investigation to study the cooling effect for different number of ions in the single
site addressing setup which is shown in the Fig. 4.10. It shows that the time taken by the system to
reach the maximum cooling is almost equal for a chain length upto 8 ions but it starts deviating a lot
after that. Here the simulation is done with 4 phonons keeping the ramp rate (τ ) to 500.
Periodic protocol
Here, we compare the ramp protocols to periodic protocols, described by Eq.( 4.2), for identifying
the optimal one for cooling. In what follows, we study the evolution of N2~N under such a protocol
for J~U 0   0.2 and with a single site addressing. The result of such a study is shown in Fig.
4.11. In the top left panel of Fig. 4.11, we plot N2~N at the end of the drive as a function of
the drive frequency ω0. We find that N2~N has an oscillatory behavior as a function of ω0 for
small changes in ω0; however, for a larger variation of ω0, it decreases with increasing ω0. The
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Figure 4.11: Plot of N2~N for different periodic ramps: Initial J~U 0   0.2 and single site
addressing done for all plots. Top-left panel is N2~N vs ω0 and rest of the figures show N2~N as a
function of t for three different values of ω0  0.1, 0.01, and 0.001 respectively. The time scale, t, is a
function of U1.
rest of the panels of Fig. 4.11 shows the time evolution of N2~N for a wide range of ω0. From
these plots, we find that one needs a much longer cooling time if periodic protocols are used; for
example, N2~N   0.90.97 for t   8188ms with ω0   0.0012 in terms of SU 1S, SU 1S   2.8kHz
and single site addressing. Thus we conclude that the ramp protocols perform better than their
periodic counterparts for the purpose of cooling. The origin is this behavior can be qualitatively
understood as follows. For efficient cooling, one needs to maximize the overlap of the final system
wavefunction with the ground state wavefunction. Such an overlap depends on the slope of Uit at
each instant of time. This can be understood by noting that a near zero slope of Uit is expected to
reproduce the adiabatic evolution which will lead to the maximal overlap. The slope of Uit can be
optimized more efficiently for ramp protocols by varying the exponent α. For periodic protocol such
as the one described by Eq.( 4.2), the short time (ω0tP 1) evolution always occur with a near-zero
slope, followed by a steeper increase at intermediate and later times which leads to a worse overlap
compared to a ramp with optimal exponent.We also note that the ramp protocol advocated here is
not necessarily the absolute optimal protocol for the problem [80]; however, it is certainly the most
efficient among the experimentally accessible protocols discussed here.
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Figure 4.12: (a)Phonon-phonon correlation between sites 1 and 4 C14 as a function of the ramp
time τ in units of U 0 for a non-linear ramp of exponent α   0.8. The dashed (red) curve is for
J~U 0   0.15 applied to sites 1 and 4 only, while at the other sites Ui   0. The solid-line (black)
curve is for all sites initially at J~U 0   0.15 while ramp is applied to only sites 1 and 4 while
others are kept at J~U   0.15. As in case of cooling (see Fig. 4.6), application of on-site interaction
to all sites during the ramp does not make any significant difference. (b)Entanglement generation in
terms of cross-correlation as a function of ramp time and initial J~U 0 value for non-linear ramp of
exponent α   0.8 and two site addressing only.
4.4.2 Entanglement generation
In this subsection, we discuss dynamical entanglement generation using the ramp protocol. In doing
so, we choose to change the sign of the interaction following the ramp protocol given in Eq.( 4.2)
on two symmetrically placed sites of the chain. For definiteness, and without loss of generality, in
the rest of this section, we shall choose a chain of length L   6 with site index 0 B i B 5 and change
the on-site interaction for k   1 and l   4. The total number of phonons (N) in the system is 2. We
measure the cross correlation between these two sites using the expression given by Eq.( 4.11) as
following.
Cklt   `ψtSb†kblN Sψte~N !.
We note that if we would have carried out the protocol of changing the sign of interaction for sites
k and l adiabatically (with infinitely slow rate; τ   ª), C14tf   ª   Cmax14   1~2. Such a
correlation, in the present context, pertains to the Bell state between the sites k and l given by
SψBelle   1º
2




Figure 4.13: (a)The real part of the density matrix for six site linear chain. In this case the correlation
Ckl0 is for J~U 0   0.15 applied to only sites 1 and 4 which has been considered as the initial
state. The total number of phonon(N) is 2.(b) Correlation Cklτ for J~SU 1S   0.15 with U 1 @ 0
for k   1 and 4 and U 1 A 0 otherwise. The other parameters are τ SU 1S~Òh   500 and α   0.8.
since it yields C14   Cmax14 . Thus in the adiabatic limit, Sψe generated by the above protocol is
expected to have perfect overlap with the Bell state. However, if the ramp is done fast, C14tf does
not reach Cmax14 even when tf Q τ . Since one of the motivations behind generation of an entangled
state is performing quantum gate operations in the shortest possible time, it is therefore useful to
find the optimal ramp time τ and the power α for which C14tf reaches a significant fraction of
Cmax14 . This issue has been investigated for linear ramp protocols in section 4.3; here we generalize
such study to non-linear ramp protocols.
In attempting such generalization, we find that in analog to the dynamic protocol for cooling of
ions, the entanglement generation protocol also yields the shortest ramp time for α   0.8. So, we
concentrate on a non-linear ramp with α   0.8. Furthermore, in analogy to the cooling protocol, we
resort to two-site addressing, i.e., we keep a finite initial interaction only on the two sites where we
are changing the interaction parameter; for the rest of the sites, Ui   0 at all times. We note that, as
shown in Fig. 4.12(a), the two-site addressing protocol do not change the dynamics of C14t in any
appreciable manner; in fact, such a protocol leads to faster plateauing of C14t which signifies a
faster entanglement generation. Thus we restrict ourselves to the two-site addressing protocol for
the rest of this section.
Next, we study the maximum attainable value of the correlation, Cmax14 , in a given ramp with
exponent α   0.8 as a function of the ramp time τ and J~U 0. The corresponding plot, shown
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in Fig. 4.12(b), indicates that it is indeed possible to reach very close to the maximal value 1~2
for C14 within a finite time; the optimal parameters for this turns out to be τ   500Òh~SU 1S and
J~U 0   0.15. To show that such a correlation indeed represent realization of a Bell state, we
compute the cross correlation between all pairs of sites, Ckl for τ   500Òh~SU 1S, α   0.8 and
J~U 0   0.15 for sites i   1 and i   4. At t   0, before the ramp is carried out, we find from Fig.
4.13(a), that Ckl0 is finite and has comparable magnitude for most pair of sites. This situation
is to be contrasted with the behavior of Cklt   τ; as shown in Fig. 4.13(b), Cklt   τ is close
to 1~2 for k   1,4 and l   1,4 and is close to zero otherwise. This is clearly a signature of the
generation of the Bell state through dynamics. As mentioned earlier, that this method may also be
used to generate entangled states involving multiple sites such as the Greenberger–Horne–Zeilinger
(GHZ) state [13]; however generation and maintaining stability of these states are expected to be
experimentally challenging.
Before ending this section, we would like to make a comment regarding the requirement that
the sites between which such a cross correlation is generated need to be symmetrically placed for a
finite chain. This requirement stems from the fact that the on-site energies of these two sites need to
be identical for generating a Bell-like state. These on-site energies have contribution from virtual
boson hopping processes which are OJ2~U2 or higher. Since the boson hopping processes are cut
off by the chain ends, these contributions vary with the position of a site; thus two sites which are
asymmetrically placed with respect to the chain ends would have a different on-site energies due
to different contributions from virtual boson hopping processes. Since for creating entanglement
involving bosons in two different sites, one needs to have equal on-site energies of the two sites
to a high-degree of accuracy, these sites need to be placed symmetrically with respect to the chain
ends. Indeed, as shown in Fig. 4.14, a variation of on-site energy induced by changing the ratio
U
1
1 ~U 14 from one, leads to a decay of the entanglement. This inherent fragile structure of the
entangled state motivates us to discuss the effect of the presence of noise (which is an integral part
of any experiment carried in ion trap systems) on entanglement generation. We discuss this in the
next section.
4.5 Discussion on the presence of noise in the system
In this work, we consider cooling and entanglement generation for an ion trap system with a chain


















Figure 4.14: Fragility of the entanglement: Plot of C14tf with the ratio of two on-site interaction
strengths U 11 and U
1
4 reflecting the sensitive dependence of the entanglement on the on-site
energy.
2 B L B 14 and 0 B N B 10 in typical experimental setups. For cooling, we choose any one (ith) the
L sites with U 0i   U
0 at t   0 and vary Uit according to a ramp protocol so that U 1i   U 0
at the end of the ramp. This leads to migration of phonons to the ith sites leading to cooling of the
rest of the sites in the system. We find that Ni~N  0.97 for τ  19ms for a typical SU 1S   2.8kHz
and J~U 0  0.15. Such a cooling time pertains to a chain of L   8; one expects the cooling time
to increase linearly with the chain length since the migration time of the phonons  LÒh~J increases
linearly with chain length for a fixed J .
Next, we come to the issue of entanglement generation. As we noted in Sec. 4.4.2, the dynamical
generation of entanglement crucially depends on the equality of the on-site energies of the two
chosen sites i and j of the chain; Cij falls down rapidly from its maximal value of 0.97Cmaxij when
these on-site interactions differ from each other. Thus the entangled state generated during dynamics
is expected to be fragile against any relative fluctuation of the on-site interactions Ui and Uj . Such
fluctuations are integral part of a realistic experimental setup since they originate from the fluctuation
in the intensity and/or frequency of the lasers used to generate the on-site interactions. The inherent
anharmonicity of a linear ion trap though negligible can be mitigated by the on-site interaction
generating lasers [101]. Thus any realistic protocol for dynamic generation of entangled state needs
to address the effect of noise on Cij ; in what follows, we qualitatively address this issue.
Assuming that slow drifts can be controlled by suitable locking, the time scale of the laser
fluctuations  100ns are much shorter than typical entanglement generation time τ  20ms. Thus
in any typical measurement, one expects the effect of noise to self-average; an estimate of Cij can
thus be obtained from its average value over several noise realization. A direct estimate of Cij thus
requires solution of stochastic differential equations given by Eq.( 4.7) with Uit  Uit δUit,
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Figure 4.15: Noise destroys entanglement: Plot of C14tf   500Òh~SU 1S with the effective
noise temperature η0 in units of U0 showing the gradual decay of entanglement with larger noise
temperature. The initial value of J~U0 is chosen to be 0.2 for this plot.
where δUit denotes the random fluctuation of the on-site interaction on the ith site. To obtain a
qualitative understanding of the effect of noise, we consider a two site problem with two phonons
(L   2, N   2) which are described by the Hamiltonian
H1t   Jb†1b2  h.c Ut nˆ1nˆ1  1
1  δU~Utnˆ2nˆ2  1. (4.15)
Here b1b2 are the phonon annihilation operators on sites 12, nˆi   b†i bi is the phonon number
operator, J is the hopping amplitude between the sites, Ut   U 01  2t~τα is the on-site
interaction which is varied from U 0 to U 0 within a ramp time τ , and δU is a random number
representing the relative fluctuation between the on-site interactions at site 1 and 2. In what follows
we choose δU to have a Gaussian distribution expx2~η20, where the variance η0   kBTeff denotes
the effective noise temperature of the system. We note, however, that as long as the time scale of
the laser fluctuation is small compared to that of the protocol, our qualitative analysis is expected
to faithfully reproduce the qualitative aspects of noise effects for realistic systems with small ion
numbers.
The Hilbert space of the above model can be charted out in terms of the number states of bosons
on each site. For simplicity we are assuming that the ions start in the entangled state and the noise is
imposed at the two sites of entanglement. For N   2, the Hilbert space consists of three states which
are given by S0e   Sn1   1, n2   1e, S1e  Sn1   2, n2   0e, and S2e   Sn1   0, n2   2e. Thus the state






where the equations for the coefficients cαt can be obtained from the Schro¨dinger equation
iÒh∂tSψte  H1tSψte and are given by
iÒh∂tc0   º2Jc1  c2
iÒh∂tc1   Utc1 º2Jc0
iÒh∂tc2    Ut  δUc2 º2Jc0. (4.17)
Eqs.( 4.17) can be solved numerically to obtain cαt for a given disorder realization. The initial
conditions for solving such equations can be obtained from finding their value for the system ground
state at a fixed value of J~U 0. This can be done by numerical minimization of the system energy
E   `ψ0SH0Sψ0e.
Having obtained cαt for a given disorder realization, one can compute the cross correlation
Cd12 given by
Cd12t   `ψtSb†2b12Sψte~2   c1c2 (4.18)
One then averages C12 over several disorder realization and obtain
C12t   2Re `Cd12ted, (4.19)
where the average is taken over M   100 realization of disorder in our case. The behavior of C12t
as a function of the effective noise temperature η0 is shown in Fig. 4.15 for Ji~U 0   0.2 and
t   500Òh~SU 1S. We note that the entanglement gradually decays from its value 0.9 for η0   0 to
around 0.2 for η0   U 0 with increasing η0. In a typical experimental setup, the variation of the
laser intensity and/or phase is around 1% and this leads to around 3% fluctuation in the value of
U . This suggest that the experimental noise might lead to a reduction of  10% value of the cross
correlation as obtained from the simple naive model.
In the last section, we provide justification for not considering the effect of single-site addressing
on neighboring site [43, 42, 102].
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Figure 4.16: (a)Plot of U3~U2 and inter-ion separation d0 as a function of axial frequency ωz for
N   6. (b) Do neighbours disturb: Effect on phonon transfer N2~N as a function of U3U2 is plotted
for a fixed ramp time τ   500. In both plots the line is to guide the eye.
4.6 Effect on neighbour due to the strength of onsite term







where F is the amplitude of dipole potential which is proportional to the onsite interaction strength
U (here U2 for single site addressing) as described in chapter 3. For a specific value of J~U (here
considered J~U   0.2) the required peak intensity of the on-site interaction generating laser, given
by the Eq.( 4.20), is I0 is 2.531010 W/m2. This can be achieved by focussing a 476 455 nm laser
with 860 mW power down to 5 µm beam waist(w0). The resultant intensity Id0 at the neighboring
site at a distance d0 from the site which we address is Id0   Ir   d0   Ipeak exp2d20~w20. For
d0   20 µm, this leads to I20  3.2 104 W ~m2 leading to U3   U2  Id0~Iavg   U2  1014 where
U3 is the additional on-site interaction generated in the neighboring site due to the beam. This will
induce a change in N2~N which is much less than 0.1%. In contrast, if d0   8 micrometer (this d0
corresponds to 30 ions in the chain having axial frequency of 36 kHz or a 6 ion chain with axial
frequency ωz close to 180 kHz), the ratio will be U3~U2   102. Fig. 4.16(a) shows the behaviour
of the ratio U3~U2 as a function of both the inter-ion distance [43] as well as the axial frequency.
The change in the ratio of U3~U2 is also affecting the cooling protocol for particular ramp as shown
in Fig. 4.16(b). Thus in our parameter regime, one can reliably carry out the single-site addressing
without the focused laser changing parameters of the neighboring sites in an appreciable manner.
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Chapter 5
Development of experimental devices
This chapter gives an overview of the devices developed for performing experiment on high precision
measurement as discussed in chapter 6 and 7. We start by describing the ion trap, barium atomic
source, helical resonator, magnetic field coils followed by a description of all the lasers used in the
experiment described later. This chapter includes the construction of external cavity diode laser
(ECDL) from both gainchip (GC) and Fabry-Perot (FP) diode laser. This chapter also includes the
description of opto-galvanic spectroscopy on barium hollow cathode lamp probed by a 614nm and
455 nm ECDL laser developed within this thesis.
5.1 Barium Source
The experiments described here are done with 138Ba and it has highest natural abundance compared
to the other isotopes of barium as shown in Table 5.1. The relevant energy level structure of Ba is
shown with their lifetime in the Fig. 5.1. The two long-lived metastable states D5~2 and D3~2 are
used as clock transition due to the ultra narrow linewidth of these systems.
Barium is available in different compound forms in nature like barium carbonate, barium oxide
etc. However, for the experiment neutral barium atoms are needed. Unfortunately, barium atom in
these naturally occurring compounds has very high binding energy and hence require temperatures
higher than 800oC. Moreover, artificially prepared barium-aluminium alloy can not also be used
as source of neutral barium for ion trap because in each loading of barium ion after oven is heated
up, the Zeeman transition frequency will be shifted due to the change in total magnetic field at the
trap center induced by the presence of ferromagnetic impurity in the sample itself. So we are bound
to use raw barium inside the oven despite the fact that it reacts with air in an exothermic reaction
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Table 5.1: Abundance of few barium isotopes. We
are using 138Ba for our experiment.
Isotope Mass(amu) Abundance
135 Ba 134.905665 6.59%
136 Ba 135.904553 7.85%
137 Ba 136.905812 11.23%
138 Ba 137.905232 71.70%























Figure 5.1: Energy level diagram for
singly charged Barium ion (138Ba).
Wavelength and branching ratios are
shown which are being used in our ex-
periment.
releasing a large amount of heat. To avoid this we keep the metallic barium chunks inside Argon
filled glove bag and scrap out the thin oxide layer carefully from the surface of barium by using a
sharp file. As shown in Fig. 5.2, the metallic tubes made of stainless steel or tantalum foil, usually
called atomic oven, are filled with small chunks a few 100 micrometer in size. Everything is done
inside the glove bag which is filled with argon gas to prevent oxidization.
The oven is placed on a macor holder and is positioned 25 mm away from the trap center. The
electrical connections are made via a feedthrough limited to carry up to 7.5 Amps current. We have
designed our barium ovens such that it starts giving barium emission at around 3 Amps thereby
restricting the oven temperature.
We have designed two types of oven, one is made up of Tantalum (Ta) foil and other is made of
stainless steel (SS) tube. The schematic of ovens is shown in the Fig. 5.2. The inner diameter of
the Ta oven and SS oven are around 2 and 1 mm respectively. The Ta ovens are constructed by first
rolling the foil into a tube and then one end of it is folded and sealed by spot welding whereas for SS
oven we have used commercially available tubes and closed one end by spot welding. In both cases,
we used tantalum wires for electrical connection. The width of Ta wire and foil are 300 and 250
micrometers respectively. Before finalizing the oven design, a number of tests have been carried
out so as to satisfy the stringent condition required in ion trap experiment. The requirements are
summarized as :(a) low current requirement (b) good collimation (c) reliability. The low current
requirement to achieve the sublimation temperature stems from the fact that unnecessary heating of








Figure 5.2: Photograph of Barium ovens used in our trap.
vacuum condition. The atomic beam generated by the oven should be pointed towards the center
of the ion trap so that ions can be formed at the trap center by overlapping the atomic beam with
the photoionization laser. The solid angle at which the atoms effuse out of an effusive source such
as ours depends on the ratio of the opening diameter of the tube and the length of it. The smaller
the ratio the narrower is the beam divergence. However, if the beam is too narrow, overlapping
the photoionization laser is technically challenging while a wide beam leads to unwanted metallic
barium deposition on the trap electrodes leading to patch potentials. The third criterion, reliability
is essential as we need the oven to work reliably after closing the vacuum can. These tests have
been carried out in a relatively simple chamber containing an electrical feedthrough and a glass
bell-chamber shown in Fig. 5.3. Different types of oven designs, the specification regarding the
current needed to observe the spot of barium vapour on the glass is given in Table 5.2, mounted
on the feedthrough has been resistively heated up by passing currents and observing the deposited
metallic barium on the glass. The deposit also allows us to determine the emission solid angle. The
temperature on the surface of SS oven of length 40 mm measured by a thermocouple, spot welded
Table 5.2: Required current for different oven length is specified. The value of current is noted when
the spot of barium vapor is observed on the wall of glass chamber as shown in the Fig. 5.2. But
inside our experimental chamber as shown in Fig. 5.8, both type of oven having length ( 35 mm) is
being used and ion is observed at oven current of 2.6 amps.






Table 5.3: The table shows the temperature of the
oven for different oven current. Oven temperature






Figure 5.3: Testing barium ovens inside a vacuum
glass bell-chamber. The barium vapour spot is
observed on the wall of this glass chamber during
the testing of oven. The bright (glowing) leads are
Ta wires.
with the body of the oven, for different oven current is tabulated in Table 5.3.
5.2 Ion trap drive: Helical resonator
Helical resonator is an important device in Paul trap to generate a stable high voltage at radio
frequencies with low noise. Instead of using a resonator, a high power RF amplifier directly
connected to the ion trap can serve the purpose of trapping but the main disadvantage of using only
RF broad brand amplifier is unnecessary RF noise in a wideband of frequency leading to motional
heating [103] of the ions which are not desired for performing any experiment in the trapped ion
system. Inserting high Q-value resonator in between the amplifier and the ion trap filters out the RF
noise which in turn completely reduces the effect of heating. The kind of resonator, employed in our
system which has separate impedance matching coil, offers very little power loss at the output that
means we do not need to have high power RF amplifier which is usually expensive.
The helical resonator design was first proposed by Macalpine and Schildknecht [104]. The
design is based on the semi-empirical formula. We have followed the calculations to reproduce the
essential design of resonator for our experiment. A typical diagram of a resonator is shown in Fig.
5.4, where D is inner shield diameter, d is the diameter of the coil, b represents the height of the coil,
τ is the winding pitch of the coil and d0 is the width of the coil wire. As in our case the operating
frequency is a matter of choice, the shield and helix sizes are then iteratively calculated following
the ref.[104, 105]. We have chosen a copper shield of inner diameter D  100 mm which provides
an expected quality factor at 20 MHz to be [104]
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Figure 5.4: Schematic of the helical resonator: shield diameter D, coil diameter d, coil height b,
winding pitch τ , wire diameter d0 and shield height B.
Qf 20  2D
¼
Ωrf ~2pi  1000. (5.1)
There are two main constraints need to be satisfied for properly choosing the coil diameter d and
coil length b. The constraints are d   0.55D and bd   1.5. The total number of turns needed to
generate 20 MHz frequency is then N   48300~DΩrf ~2pi   22. From these values all other
required parameters can be calcuated. The electrical properties such as the inductance (L) and the
capacitance (C) of the resonator can be calculated using the formula given by Medhurst [106, 105].
For brevity, we will write all equations in SI units. The self capacitance of the coil is given by
Cc  Hd  1012F. (5.2)






The capacitance present between the coil wire and the outer shield is given by [105]Cs  bKcsd,D
where Kcs   39.37 0.75logD~d  10
12F ~m. The inductance of the coil is given empirically by [105]
Lc  bKLcd,D, τH. (5.4)
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(a) Helical resonator (b) Coupling coil.
Figure 5.5: Photograph of the helical resonator used to produce high RF voltage in our laboratory.
A small loop antenna (usually called coupling coil) is used as impedance matching coil, the shape
and the position of this coil is adjusted in order to achieve maximum coupling. Three comb shaped
teflon stripe is used to hold the helix properly.
Table 5.4: Designing parameters of helical resonator
Resonator A[27 MHz] B[19 MHz]
Number of turns,N 14.5 21
Coil diameter,d [mm] 56 60
Coil wire diameter,d0[mm] 4 2.5
Pitch,τ [mm] 7 3
Coil length,b [mm] 98 100
Shield ID,D [mm] 100 100
Shield length,B [mm] 149 150
Predicted frequency [MHz] 32 22
Measured frequency [MHz] 27 19
Predicted Q [104] 850 1000
Measured Q 390 300
where
KLc   39.37
0.025d21   dD2
τ2
 106H~m. (5.5)
Two helical resonators are built according to the design in Table 5.4 and an image of used
resonator in our experiment is shown in Fig. 5.5 which is designed for 20 MHz. The shield is
covered with two copper caps from both side of the resonator, one of them contains a coupling coil
which is mainly used for impedance matching. The coupling coil parameters such as the diameter
and the pitch are adjusted to maximize the coupling efficiency while observing the reflected power in
SWR meter. The reflected power in SWR meter goes to zero for maximally coupled system and the
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Figure 5.6: (a) characterization of helical resonator with no load (without connecting the trap),
Q-value is around 390 at 27.26 MHz. (b) characterization of helical resonator with load as trap,
Q-value is around 300 at 15.7 MHz.
full power is delivered to the trap. This coupling coil consists of about 3 turns of coil-diameter 10
mm with a width of 1 mm. The calculations for designing the impedance matching coil is introduced
by J. D. Siverens [105]. It is necessary to polish the inner surface of the shield in order to remove a
thin layer of insulating copper oxide so as to have low self-capacitance and low resistance which
improves the Q-value of the resonator. High Q factors can be obtained only when maximizing the
coil inductance and minimizing the stray capacitances and resistances. We measured the Q-values
from the resonance plot for each resonator in both unloaded and loaded condition. The observed
resonance plots are shown in Fig. 5.6(a) and 5.6(b). These plots are taken under maximally coupled
condition otherwise poor coupling yields wrong data. The loaded condition here means that the
resonator is connected to the ion trap. In unloaded condition the resonant frequency is measured
to be 27.26 MHz with Q-value of 390 whereas in the loaded condition the frequency is shifted to
15.76 MHz having Q-value around 300. Table 5.5 shows the output voltage applied to the trap
for different input powers supplied to the resonator which is calculated from the equation [105]
Vpeak  κ
º
2PinQ, here Vpeak is the trap peak voltage, P is the input power and Q is Q-value of the
resonator in loaded condition. The factor κ is expressed as κ   LC  14 where L and C are inductance
and self capacitance of the resonator. In our case κ is around 24.
5.3 Ion Trap
Electric and/or magnetic fields are usually used to confine charged particle. In our trap, ions are









Figure 5.7: The trap mounted on the vacuum flange is used for the experiment. With the RF blade
and end cap, there are four compensation electrodes. The trap is held by two macor supports. The
nanopositioner is for holding aspheric lenses of high numerical aperture.
Table 5.5: Calculated trap voltage with different input power in the loaded resonator.







linear Paul trap, mounted on the vacuum flange, is shown in the Fig. 5.7. An alternating voltage is
applied to the four rf electrode to confine ions in radial direction i.e, along x-y plane while axial
confinement is done along the z-axis by applying a DC voltage to the two end cap electrodes. All the
electrodes are held by two macor blocks. The voltages on the two end cap electrodes are controlled
separately from two high voltage stable power supplies and RF voltage is generated by a helical
resonator which has been described in the previous section. Typical RF voltages at 16 MHz with a
peak to peak amplitude of 500 volt and DC voltages of around 100 volts are applied. These leads
to radial and axial secular frequencies for our trap to 0.7  2 MHz and 0.5  500 kHz respectively
which are well within the range required for the Bose-Hubbard simulation as described in chapter 3.
The distance from the trap center to the surface of RF blade and to one end cap are 0.7 mm and 1.2
mm respectively. The separation between ions can be changed by varying the end cap voltage. Four
compensation electrodes are placed close to the RF blade. A few 100 volts on the compensation
electrodes has been applied in order to reduce the micromotion of the ion at the trap center.
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Figure 5.8: Photographs of helical resonator, Helmholtz coils mounted on the experimental vacuum
chamber. The arrangement of optical set up as shown are for performing the precision experiment
discussed in chapter 6 and 7.
Our trap is installed inside a octagonal non-magnetic stainless steel vacuum chamber where the
pressure is in the order of 1010Torr. This pressure is achieved after two weeks of vacuum bake out
at 120oC and maintained by a 40 liter Gamma vacuum ion pump in addition to a Ti-sub pump which
is occasionally fired. The pressure is measured by an Ion gauge. This pressure is enough for the
experiment which will be described in chapter 6. Magnetic field coils are mounted on the vacuum
flanges and there are few vacuum feedthroughs for electrical connection with the atomic oven, RF
resonator and DC voltages as shown in the Fig. 5.8.
All optics and detection system are outside the vacuum chamber as shown in the Fig. 5.8 except
the lens used to collect fluorescence photons. This is a single aspheric lens with a high numerical
aperture to maximize the fluorescence collection efficiency. It is APX25  20 for 493  650  1760
nm from Asphericon which has a numerical aperture (NA) of 0.4 leading to a collection efficiency
of 4% which matches well with the experiment. The lasers used for cooling the ions passes through
the trap at an angle to the trap axis and the laser beams are focussed in such way that only trapping
region will be illuminated and the scattered photons from the ions are detected by our imaging
system. A CCD camera (Andor luca) is used to observe the fluorescence and a PMT (Hamamatsu)
is employed to count the arrival photons.
The real trap with mounted aspheric lens is shown in the Fig. 5.7. The lenses are placed on a
nano-positioner from Smaract which helps us to move the lens in ultra high vacuum (UHV) in order
82
Table 5.6: The table is for determining the trap capacitance. The measurement technique is shown in
Fig. 5.9. See the text for details.
L(µ H) R( Ω) Cused(pF) fcalculated(MHz) fmeasured(MHz) Ccalculated(pF)
10 50 18 11.86 10.27 24
10 50 68 6.1 5.87 73.51
10 50 27 9.69 8.72 33.34
10 50 22 10.73 9.49 28
10 50 10 15.92 12.64 15
10 50 Trap - 8.5 35
to optimize the photon collection.
5.3.1 Measurement of trap capacitance
The schematic of experimental set up used for determining the trap capacitance is shown in Fig.
5.9. First, the whole system is calibrated by using different capacitors, keeping all other parameters
constant in the circuit, as shown in Table 5.6. Here fcalculated is simply  12piºLCused and fmeasured
means the resonant frequency determined by the network analyzer. Cused means the value of the
capacitor specified by the manufacturer. Once we find fmeasured, Cmeasured can be calculated from
the equation Cmeasured   14pi2f2
measured
L
. We have observed that there is a relation between measured
and actual value of capacitance which can be written as Cused   Ccalculated  6, expressed in pF. In
order to find out the trap capacitance we replace the position of the capacitor by the ion trap in the
circuit which gives the value of trap capacitance around 30 pF.
5.4 Magnetic field and designing of Helmholtz coils
In the trapped ion system magnetic field is applied mainly for two reasons: firstly to compensate
stray magnetic field at the trapping region, second is to prevent optical pumping of ion to the dark
states by defining the quantization axis. Three pairs of coils are constructed to create a uniform 1.8











Figure 5.9: Set up used to measure the trap capacitance
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Figure 5.10: This is the plot of magnetic field versus different current flowing through the horizontal
coil. The magnetic field is measured at the trap center by a Hall probe sensor.
which is sufficient to prevent ions from hiding in the dark states but the magnitude of the magnetic
field can also be controlled by the applied current. Coils are mounted on the vacuum flanges outside
the vacuum chamber in Helmholtz configuration so that the magnetic field will remain uniform
within the trap volume. Two pairs of coils, each of them having around 280 number of turns with
inner diameter (ID) 60 mm, control the magnetic field in the horizontal plane whereas the other
pairs, each having 50 turns and ID 200 mm, controls the magnetic field in the vertical direction. The
distance between a pair of horizontal coils is about 430 mm. All the specifications of horizontal coils
are tabulated in Table 5.7. We apply about 2 A of current through the horizontal coil in the same
sense and 0.6 amps for vertical coils to create 1.8 G magnetic field amplitude. In order to achieve
a magnetic field noise, δBB @@ 10
3 for a magnetic field value of 1.8 G, a low noise current supply
module has been developed. However, the long term drift has not been measured and we expect
it to be higher due to poor heat dissipation. Therefore, the temperature increases, are also shown
in Table 5.8. A basic circuit diagram of the current controller is presented in Fig. 5.11. Spectrum
software Micro-cap has been used for the circuit simulation. We used a Hall probe sensor to measure
the magnetic field at different horizontal coil current shown in the Fig. 5.10. The plot shows that
1.7 amps of current for each coil is needed to create 0.9 G magnetic field at the trap center. The
measurement is done by placing the sensor at distance of 215 mm from the coil center as this is
the distance from the trap center to the coil in our case. As we have taken care of not introducing
magnetic materials in our trap we believe, that this measurement is a good estimate of the magnetic
field at the trap center. We have also verified it from spectroscopy as discussed in the later chapter.
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No. of turns 280
ID of coil 118 mm
OD of Coil 123 mm
Wire gauge 21 AWG
Wire Diameter 0.71 mm
Width of coil 36 mm
Table 5.8: Effect of current on the steady-
state temperature of a horizontal coil







Figure 5.11: Basic circuit diagram of stable current driver for coil.
5.5 RF amplifiers for EOM and AOM drivers
In order to drive acousto-optic (AO) and electro-optic (EO) modulators in our set up, RF amplifiers
has been developed based on RFHIC chips (part no RFC1G21H4-24-S). This chip is a monolithic
microwave integrated circuit (MMIC) made of GaN on SiC which is a wideband gap semiconductor
having the ability to operate at higher temperatures, higher voltages, higher power densities and
higher frequencies.
The chips are housed properly and placed on a big heatsink connected with a fan to ensure
optimal thermal performance. We used thermal paste at all the junctions ensuring long time stability.
Typical biasing voltage and quiescent current of 24 volt and 550 mA respectively are supplied
from a stable linear power supply via a bypass capacitor of 47µF in parallel and a feedthrough
filter capacitor of 22µF in series as shown in the Fig. 5.12. Feedthrough capacitor provides a low
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Figure 5.12: Schematic of the chip and outside electrical connections are shown.






















(a) Output power vs input power
















(b) Biasing current varies with input power.
Figure 5.13: Characteristic plots of the 4 watt amplifier. The output power of the amplifier is
measured in Rf power meter having 50 Ω input impedance.
pin for impedance matching with the capacitive load. The capacitor value depends on the load. The
advantage is that these are wide band amplifier. It can work very well in the frequency range from
20 to 1000 MHz. So this is used to drive both AOM and EOM in our experiment as the driving
frequency of most of them are around 100 and 200 MHz . The characteristics of this amplifier are
shown in the Fig. 5.13. The output power is measured in an RF power meter while the input power is
varied from a function generator at 20 MHz. The input power of the amplifier is limited to 22 dBm
while the maximum output power is limited to 36 dBm which is then attenuated by fixed attenuators
before being used for AOMs or EOMs which are mostly limited to 1 W input power.
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5.6 Measurement of radial secular frequency
The radial secular frequency of trapped ions or cloud of ions is measured by employing the electric
dipole excitation technique. An electric field of constant amplitude has been applied on one of the
compensation electrodes while the frequency of the applied field is tuned so as to match with the
secular frequency of the trapped ions. All other trap parameters remained unaltered during this
measurement because a variation in axial potential affects the secular frequency of ions as the radial
motion is coupled with axial motion in real trap. As the tuned frequency comes closer to the secular
frequency of ion, the fluorescence (photon count) goes down as shown in Fig. 5.14(a). Fig. 5.14(b)
shows how the secular frequency increases with increasing the amplitude of trap driving potential
and we have also presented a comparison between the calculated and measured value of radial
secular frequency in the Fig. 5.14(b).
5.7 Laser systems
Table 5.9 gives a summary of the laser systems used for 138Ba experiments presented in the rest of
this thesis. All the lasers used are external cavity diode lasers. We used second harmonic generation
(SHG) technique to get 614 nm from 1228 nm, as 614 nm diode is not commercially available. In
this thesis work both the 455 nm laser as well as 614 nm laser has been built, tested and characterized.
In the following sections these developments will be described in more details.
5.7.1 Laser system used for cooling the ions
Barium energy level diagram is shown in Fig. 5.1. A laser at 493 nm, which drives the S1~2   P1~2
transition, and one at 650 nm, which drives the D3~2   P1~2 transition, are required for Doppler
cooling of barium ions. 650 nm laser is a Toptica DL 100 where as 493 nm one is Toptica DL pro
SHG and both lasers are designed in Littrow configuration. In Toptica Dl pro SHG design ECDL of
986 nm laser diode is frequency doubled using a KNBO3 crystal to generate light at 493 nm inside
a doubling cavity. The power in 493nm is 100 mW and this amount of power is well enough for
probing the ion, feeding cavity, wavemeter and a saturated Te2 absorption spectroscopic system. In
case of 650nm the power is around 25 mW which is used for cavity locking, probing ion, wavemeter
and hollow cathode lamp spectroscopic system. A diagram shown in Fig. 5.16 shows the lasers
power distribution system. Te2 cell and barium hollow cathode lamp are used as frequency reference
for 493 and 650 nm laser respectively. Barium ions are cooled by tuning both the lasers slightly
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(a) Fluorescence is measured as a function of dipole excitation frequency.
Radial secular frequency ωx and ωy at a fixed trap voltage is measured by
dipole excitation technique.


























(b) A comparative study between theoretical and measured radial secular
frequency of trapped ion is performed with different driving power.
Figure 5.14: This plot is for determining the radial secular frequency of ion in our linear Paul trap
by using the method of dipole excitation. See the text for more details.
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(a) Cloud of 25 trapped and cooled ions
(b) A chain of 25 trapped ions formed a crystal.
Figure 5.15: CCD image of trapped and cooled ions in our linear Paul trap.
Table 5.9: Laser system used in the experiment described in chapter 6 and 7.
Wavelength in Air (nm) Transition Role laser power Type
493.4077 6S1~2  6P1~2 Cooling 100mW Toptica
649.6898 6P1~2  5D3~2 Repumping 25 mW Toptica
455.4033 6S1~2  6P3~2 Shelving 50 mW Home built
413.2429 Ionizing 20 mW Home built
614.1713 5D5~2  6P3~2 Deshelving 3 mW Home built
below the atomic resonance. A CCD image of a cloud of laser cooled ions and a linear chain of
about 25 ions is shown in Fig. 5.15.
Both the lasers 650 and 986 nm are locked to an stable, external high finesse Fabry-Parot optical
cavity to reduce their linewidth for addressing different dipole transition. We used Pound-Drever-
Hall technique for locking. This technique combined with a fast feedback loop allows our lasers to
be stabilized to below 100 kHz to an optical cavity with a linewidth of around 400 kHz where the
drift is less than 10 MHz over 24 hours. A brief description of our cavity is given in next section.
External Cavity
The cavity is formed in a hemispherical configuration. A curved mirror, having radius of curvature
250 mm, is glued on one end of a zerodur of 10 cm length whereas at the other end a piezo
stack is glued first and then a plane mirror is fixed on that piezo . Two Laser optik cavity mirrors
have broadband coating at 650 nm and 986 nm with a wavelength dependent finesse of about
3000. Placing a piezo introduces an advantage of controlling the cavity length, which is inversely
proportional to the wavelength, by changing the voltage on piezo. In particular, the Piezo are stacked
in such a way that their thermal expansion is compensated. The purpose of choosing the material























































Figure 5.16: Schematic of both 650 and 493 laser system and frequency locking. Both lasers being
combined with a dichroic mirror are focused into the trap. See text for more description.
of the cavity responds only weakly with the small temperature change inside the lab. Our cavity
is placed inside a vacuum chamber and the chamber is wrapped by insulating element to make it
thermally isolated from the environment so that air current can not conduct heat with the cavity.
Optical access to the vacuum chamber is done through glass windows. The vacuum is sealed by
pinching off a copper tube after the chamber is pumped down to about 104 Torr.
5.7.2 ECDl design and set up for 455 nm and 1228 nm
Laser diode is useful for atomic physics due to their low cost, possess large tuning ranges and
ease of operation compared to other systems. The frequency of light emitted by the laser diode
depends on diode junction temperature and pump current. Optical feedback from the front facet of
the laser diode also influences the emission wavelength. A dispersive optical element (grating) is
used for separating the incident laser to its different spectral components where each wavelength is














Figure 5.17: Set up used to make ECDL for 1228 nm gainchip and 455nm diode. The mechanical
design of the set up is done by CQT QO group.
diode. The one frequency that is fed back gains power inside the laser gain medium and becomes
a dominant mode. This narrow frequency feedback reduces the threshold current as well as the
linewidth. So the final wavelength emitted from the ECDl depends on junction temperature , pump
current, internal Fabry-Perot (FP) cavity of the diode and the external cavity formed by diffraction
grating in Littrow configurations and the feedback wavelength. We will briefly describe ECDL
configuration that has been employed to build our required lasers system.
There is two common optical configurations for an ECDL: the Littman-Metcalf and the Littrow
configuration. We have used the Littrow for its relatively simple design, easy wavelength tuning and
a relatively high output power.
In the Littrow configuration, the grating is aligned such that the first order diffracted beam is
coupled back directly to the laser diode while the zeroth order of the beam undergoes specular
reflection from the used grating and forms the output beam. The coarse lasing wavelength is then
determined by the angle of the grating with respect to the input direction of the laser. In this
configuration, a change in the angle of the grating changes the output beam direction slightly. The
design and construction of an ECDL are explained in the following section.
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ECDL component
This section describes the mechanical setup of an ECDL and its components for both 1228 nm
gainchip (GC) and 455 nm FP diode. The design based on a CQT design [CQT Quantum Optics
group] provided in Fig. 5.17 shows that all the optical components along with the FP diode/gainchip
are mounted on a single platform (baseplate) which helps to maintain uniform temperature all along
the surface and also improves the mechanical stability of the whole device. Laser diode/gainchip
are first fixed inside a Thorlabs collimation tube which is threaded to keep the diode/GC in right
position. The collimation tube is then mounted on inside a black rectangular slab placed at one end
of the baseplate as shown in the Fig. 5.17. For the electrical connection to the diode/GC we use
Thorlabs socket which prevents damaging the diode/gainchip due to high soldering temperature.
The beam emitted from the diode is collimated by an aspheric lens which is also placed inside
the collimation tube. As the tube has inside threading, the position of the lens can be varied for
proper collimation. We examined different focal lengths of the aspheric lenses to reduce spherical
abberation in collimating the beam for 1228 nm gainchip and 455 nm diode while observing the far
field intensity distribution.
As shown in the Fig. 5.17, the grating is attached to the front face of a grating mount which
provides adjustment of the grating in the horizontal direction. A piezo stack and a fine pitch screw
is put inside the mount providing fine and coarse tuning of the grating angle respectively. Another
fine pitch screw from Thorlabs is on the baseplate close to the grating mount for vertical alignment
of the grating. A thermoelectric cooler (TEC), which is placed in between the baseplate and the
large heatsink, is used for temperature stabilization. The purpose of using large heatsink is to
maintain a constant temperature over a long period of time. A 10k thermistor, which is attached to
the collimation tube assembly, is providing feedback to the thermoelectric cooler via the laser diode
controller, thus thermal stability is achieved close to the diode junction. Thermal paste is applied at
each junction for efficient cooling of the setup. The lasers are driven using a CQT designed laser
controller which can control both current and temperature very precisely such that current can be
varied in 0.01 mA scale and temperature can be tuned in the scale of 0.001oC.
1228nm gainchip
We used gainchip for making ECDL at 1228nm. The key difference between FP-diode and gainchip
is that the GC has an antireflecting coating on one side and HR on the other side which means it
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Figure 5.18: Output characteristics of 1228 nm gainchip: The output power is plotted as a function
of the input current. Red line shows the output power of ECDL and the black line is of without
ECDL.
does not have a lasing cavity. If current is passed through the gainchip it will produce high signal
due to amplified spontaneous emission (ASE). However, it can lase with an external cavity. We
bought gainchip (part no. GC-1220-110-TO-200-B) from INNOLUME. Here one side optical access
straight strip gainchip in a TO-can is used. This allows the output power to be decoupled from the
external cavity. The chip length of our GC is 3 mm and it has AR coated front facet which has very
little back reflection around 0.001% whereas on back facet there is HR coating of 99%.
This gainchip has wide tunable range and it is 100 nm around the central wavelength of 1230 nm.
It allows wide mod-hop free tuning range with low amplitude noise. In our ECDL set up, GC and
aspheric collimating lens are mounted in a collimation tube. The output beam from the free running
gainchip is highly divergent with an aspect ratio of 3  6. For such a beam it is crucial to place the
aspheric lens in the collimation tube to extract a good collimated beam. We choose a proper aspheric
lens of focal length f   4.5 mm, NA  0.5 such that by adjusting the position of the lens we can
minimize the spot size in the far-field. We used a holographic diffraction grating of 1200 lines/mm
for making the external cavity. Typical diffraction efficiency is about 10% with up to 75% directly
reflected to form the output beam. The angle of the grating is adjusted until it lases at the required
operating wavelength. Outside the housing of the ECDL, two cylindrical lens are used to correct
the large aspect ratio of the beam. A basic lay out of the whole system is presented in Fig. 5.19. A
40 dB optical isolator (IO-4-1220-VLP) is placed in between two cylindrical lenses and achieving
 90% transmission as specified by the manufacturer. Maximum allowable beam diameter for the
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Table 5.10: Some useful parameters of single pass SHG module and crystal.
parameter 1228 nm  614 nm
Crystal ppKTP
Length of the Crystal Lg 2.45 cm
width*height 1.5 mm  1.04 mm
Width of the waveguide on the chip 2 µ
Coatings No coating
Non-linear coefficient deff 13.7(pm/V)
poling period 11.905 µ
Temperature sensitivity ∆T (K.cm) 2.06
SHG conversion efficiency A 200%/watt
SHG temp coefficient 0.15 nm/oC
TSHG 58oC
isolator is 3.6 mm which led us to place it in between the two lenses. Only 5% of total power of
1228 nm is used for both the Bristol Wavemeter and the Thorlabs interferometer out of total laser
power is around 200 mW at 450 mA. The interferometer is used as diagnostic tool to know whether
ECDL is in single mode operation. The characteristics of the GC with and without ECDL is shown
in the Fig. 5.18. Rest of the laser power is directly used to couple with the input fiber of Second
harmonic generation (SHG) module described in the next section.
Frequency doubling of 1228 nm
Second harmonic generation is a coherent optical process of radiation of dipole in the material
and the dipoles are oscillated with the applied laser electric field of frequency ω and it radiates the
electric field of frequency 2  ω. The basic physics of SHG can be found in ref.[107]. In our case,
the pump laser at 1228 nm is converted to 614 nm laser using a non-linear medium. The conversion
efficiency of nonlinear crystal for Gaussian beam is well explained by Boyd-Kleinmann theory




L expα1  α22 Lg  hσ,β, ξ ,
where deff is the effective second order Kerr-coefficient experienced by a beam traveling at the
phase matching angle through the KTP crystal, Lg is the length of the crystal, λ is the fundamental
wavelength, n is the refractive index of the crystal at the phase matching condition, c0 is the speed
of the light in vacuum and Pω is the power of fundamental beam, α’s are absorptive losses and
hσ,β, ξ are called as Boyd-Kleinmann harmonic factor where σ,β and ξ are known as phase
mismatch factor, walkoff factor and focussing parameter respectively. We bought fiber coupled







































































Set up for HCL spectroscopy
GND
Figure 5.19: Schematic of the frequency doubling 1228 nm laser system. Small parts of the beam
are sent to the wavemeter and/or the interferometer. The remaining light is devoted for frequency
doubling to 614 nm by a SHG module. See the text for details. 614 nm laser is used to deshelve
the barium ion from the long-lived 5D5~2 state back into the faster decaying 6P3~2 state. The 614
nm light from the SHG module passes through the 100 MHz AOM. The 0th order is sent to the
wavemeter and the frequency shifted order is sent to the ion by coupling to a single-mode polarization
maintaining fiber. Optical set up for opto-galvanic spectroscopy of 614 nm laser is also shown on
the right side of the figure.
phosphate (ppKTP). This is single pass waveguided doubling crystal. Waveguide improves the
doubling conversion efficiency even for low power by confining light field tightly within the guide
inside the crystal. The crystal is periodically poled and the quasi phase matching (QPM) is achieved
at 1228 nm by tuning [110] temperature suitably so that the poling period is matched well with
1228 nm. QPM works by swapping the orientation of a principle axis at a spatial “poling period”
L (that is, the material changes birefringence sign every L/2). Manufacturers usually do this by
evaporating a pattern of metal electrodes to the crystal and applying a short burst of high voltage,
which somehow orients the crystal axis around wherever the electrodes are patterned. The period L
is chosen to satisfy the equation :
m2pi~L   k3  k2  k1, (5.6)
where m is the “QPM order” (m   1 is the simplest case), and ki are the wavenumbers (ki   2piniλi)
of the photons involved in the nonlinear process. For SHG, k2   k1, the infrared photon is launched
along the “extraordinary” (e) crystal axis. k3 is the second harmonic, created along the “ordinary”(o)
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Figure 5.20: Opto-galvanic spectroscopy on barium hollow cathode lamp of 614 nm laser: the
schematic of optical set up for this spectroscopy is shown in the Fig. 5.19. See the text for the details.
crystal axis (the roles of ordinary and extraordinary can be reversed depending on the type of SHG










which gives the value of poling period of the crystal. We get the following indices of refraction
of pump and idler beam in order to achieve quasi phase matching condition in KTP from SNLO
software :
At λ   0.614µm, n0   1.859
λ   1.228µm, ne   1.807
which tells us the value of poling period L which in our case is 11.2 µm at 60oC that matches well
with the manufacturer specified value, specified value is 11.9 µm at 58oC as mentioned in the Table
5.10. The L is a full spatial period of poling that means the distance between flipped regions. Half
of this distance is the width of “poled” segment. All other parameters relevant to our crystal are
tabulated in the Table 5.10. The crystal is temperature stabilized by a CQT designed temperature






















































Figure 5.21: A simplified schematic of optical set up of 455 nm laser used to resonantly drive the
6S1~2-6P3~2 transition of barium ion. A part of the beam is sent to a wavemeter and to the tellurium
cell for frequency locking. The remaining light is sent to the trap via two AOM. Both AOM are
being used in doubled pass configuration for the precision experiment described in chapter 6 and 7.
Generally, optical losses in bulk crystals are very low while surfaces losses are mitigated by
the AR-coating. There is some power loss due to no coating on the crystal. However, losses in
waveguides are higher as light needs to be coupled in and out of the waveguide with an cross section
of few µm2, the achieved coupling to the waveguide is about 50%. However, the gain in efficiency
and stability of the fiber based system make the waveguide more suitable for our experiment. The
ends of the crystal are polished and cleaved at an angle of 8o to reduce the etalon effect.
Opto-galvanometric spectroscopy of 614 nm
The 614 nm orange laser light is required to deshelve the population from the metastable state
5D5~2 via the 6P3~2 state. SHG module produces close to 2.5 mW of power at 614 nm which is
coupled to a 100 MHz AOM. The power in the first order of the AOM is about 2 mW which is
sufficient for the deshelving purpose and the 0th order light goes to the wavemeter as shown in the
Fig. 5.19 for wavelength monitoring. For the opto-galvanometric spectroscopy we used the full
power of 614 nm by flipping the mirror M2. The beam is focussed down to a waist of approximately
100 µm at the center of the barium hollow-cathode lamp. We modulated the amplitude of the
signal by optical chopper set at 1 kHz. The reference frequency, taken directly from the chopper,
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Figure 5.22: 455 nm ECDL output power: The output power of the ECDL is plotted as a function
of the input current. The small jumps in the output power observed above 60 mA of drive current
indicate mode hops in the ECDL cavity. Similar mode hops due to grating angle are suppressed by
feed-forward applied to the current.
is provided to a lock-in-amplifier [SRS 830]. A high voltage supply from EMCO is connected to
hollow cathode lamp (HCL) in series with a ballast resistor of 5 kΩ, 10 watts. The lock-in-amplifier
measures the voltage across a 15 kΩ resistor where the 122 nF capacitor acting as a high pass filter
as shown at the right side of the Fig. 5.19. Data from the lock-in-amplifier and the wavemeter
are simultaneously recorded in a computer. The barium hollow cathode lamp used here is from
PerkinElmer. We observed the opto-galvanometric spectroscopy of 614nm by scanning the piezo
voltage of the 1228 nm laser and the plot is presented in Fig. 5.20. The sweeping of piezo voltage is
done manually and typical integration time was 3 sec for each data point. The plot is fitted well with
a Gaussian distribution. The Gaussian width due to the Doppler broadening is 1 GHz around the
center frequency of 487.98998 THz (vacuum wavelength   614.34142 nm).
455nm ECDL
This ECDL consists of a 100 mW, 455nm Nichia laser diode (Part no : Nichia NDB4216E), an
aspheric collimating lens of focal length f   6.24 mm mounted in a Thorlabs threaded collimation
tube. This diode has an anti-reflection coating on the front facet in order to minimize the laser diode
FP modes. The emission bandwidth gain medium of the diode is about 10 nm wide around the
central wavelength λ   455 nm. The beam is collimated by properly adjusting the distance of the
aspheric lens compared to the front facet inside the collimation tube. The beam divergence of the
free running laser is 22 o and after collimation, the beam waist reduces to almost circular of diameter
4 mm which is good for our experiment. A diffraction grating of ruling density 3600 lines/mm
is fixed with a grating mount which can be adjusted horizontally by a fine pitch screw for coarse
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Figure 5.23: Opto-galvanic spectroscopy : Lock-in-amplifier output of a barium hollow cathode lamp
as 455 nm laser is scanned across the resonance. The Gaussian width due to Doppler broadening is
around 1.3 GHz.
tuning of the wavelength. Vertical adjustment, which is needed to extend the mode-hop free region,
is done by the vertical micrometer screw. Fine tuning of the wavelength is done by piezo which
is controlled by a CQT designed piezo driver. A CQT designed precision diode controller [111]
controls both the current and the temperature. A Peltier thermoelectric cooler and a 10 k thermistor
stabilize the diode temperature to within 10µk. The grating resolution is 0.04 nm, and the feedback
is optimized to about 2%. The optical output power of the diode with the ECDL is shown in Fig.
5.22 for which the diode temperature is stabilized at around 25oC. It is clear that the laser diode
under ECDL condition shows more regular mode hops as the current is increased beyond 60 mA. At
the operational wavelength, a total power of 50 mW is available at a diode current of 100 mA for
our experiment. The laser can be scanned over 3 GHz without any mode hop. This mode-hop free
scanning range is increased to 100 GHz by adding feed forward to the diode operating current. The
feed-forward current and the scan voltages are generated from a direct digital synthesis implemented
on a low-cost ArduinoUNO board taking into account the ECDL cavity length change as a result of
the angular α tuning of the grating mounted on a piezo.
We have also observed the barium hollow cathode lamp optogalvanic spectroscopy for this laser
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by using the same technique what we used for 614nm laser. For this purpose, 3 mW of power of 455
laser is focussed down by a 100 mm convex lens to the center of the lamp. The spectrum is shown in
Fig. 5.23.
A basic lay out of 455 nm laser is shown in Fig. 5.21, this is done according to the experiment
which will be described in a later chapter. Here, part of light is used for locking the laser to a Te2
resonance line, a small fraction of the total power is used for the wavemeter and rest is directly going
to the trap via two acousto-optic modulators (AOM) where both the AOMs are aligned in double
pass configuration. In this thesis work, modulation transfer spectroscopy (MTS) using 455 nm laser
is performed on a Te2 spectroscopic cell from OPTHOS. The cell is wrapped with heating tapes and
glass fiber which are held inside a cylindrical enclosure made of stainless steel in order to achieve
homogeneous temperature. It is heated to a temperature higher than 500oC. The modulation transfer
(MTS) spectroscopy is a pump-probe technique where the probe beam counter propagates the pump
beam which is modulated. This modulation transfer spectroscopy of Te2 cell is discussed in details
in the next chapter.
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Chapter 6
Absolute Te2 reference for barium ion at
455.4 nm
Ion trap precision spectroscopy has led the way to implement quantum algorithms [112], test
fundamental symmetries of nature [29, 113], trace element analysis [114], isotope separation [115,
116] etc. In such experiments an essential component has been a stable laser to probe atomic or
molecular transitions. Stability of a laser is judged by its emission bandwidth as well as slow drift
of its wavelength. The emission bandwidth is narrowed by locking to a high finesse optical cavity
which can currently achieve sub-Hz linewidth in short time scales [117]. However the emission
wavelength of the laser locked to a cavity can drift due to ambient temperature fluctuation, low
frequency mechanical vibrations etc.. There has been tremendous development in building ultra-
stable reference cavities which can restrict these drifts below kHz/day [117]. Optical comb provides
an expensive method of frequency referencing over a wide wavelength range, however long term
stability of a comb is only achieved by frequency locking to atomic transitions. An alternative and
simple method to restrict the drift is to lock actively the laser to known frequency reference of an
atom or molecule. Particularly for experiments which require extended periods of data acquisition,
active locking to atomic or molecular reference is preferred due to their robustness. Furthermore
to avoid complexity in the experimental setup it is preferred to have the same atomic/molecular
reference cell for all involved transitions. However, this is not always possible due to lack of suitable
transitions in a single atom or molecule. Mostly iodine dimers and tellurium dimers are used as
choice of reference apart from hollow cathode lamps for different elements. The later requires
opto-galvanic detection setup while the former relies on Doppler free optical spectroscopy. In
the following we have implemented modulation transfer spectroscopy (MTS) which unlike the
101
frequency modulation spectra (FMS) produces a zero crossing signal at the resonance frequency
thereby allowing direct frequency locking of the laser to the molecular transition frequency similar
to a Pound-Drever-Hall signal [118].
A tellurium dimer has a rich spectrum covering parts of ultra-violet (UV) and visible wavelengths.
A comprehensive study of its broad spectra has been performed by Cariou and Luc in what is
now known as the Te2 atlas [119]. However, in order to frequency lock a laser it is important to
detect transition lines close to the targeted transition line of the atomic species under investigation.
In the region of interest for hydrogenic atoms like deuterium, hydrogen and positronium ranging
from 486 nm to 488 nm a number of experiments has been performed [120, 121]. C. Raab et al.
performed precision measurement on Te2 spectra close to the Ba ion Doppler cooling transition at
493 nm [122].
This chapter describes the modulation transfer spectroscopy using tellurium cell (130Te2) probed
by a 455 nm ECDL laser. The development of this ECDL is described in the previous chapter. In
this work, we extend the available Ba spectroscopic tool by adding new Te2 spectral lines close
to the S1~2  P3~2 transition of the barium ion at 455.4 nm. The linewidth of this dipole-allowed
transition is about 20 MHz, which is broad compared with the achievable linewidth of 1 MHz for
external cavity diode lasers. In order to drive this transition, we have developed an extended cavity
diode laser employing a commercially available violet laser diode at 455 nm with a mode-hop-free
turning range of more than 100 GHz as described in chapter 5. The Fig. 6.1 shows the modultion
transfer spectroscopy (MTS) on a hot Te2 cell obtained by scanning the 455 nm laser over more than
60 GHz. We found that one of the Te2 lines, line number 19 as shown in Fig. 6.1, is close to the
barium resonance wavelength. The laser is locked with this Te2 line during the experiment explained
in chapter 7.
In order to determine the absolute wavelength, simultaneous optogalvanometric measurement
on a barium hollow cathode lamp (HCL) was performed. Two new Te2 resonance lines within the
1.2 GHz wide HCL spectrum with the closest one being only 79 MHz away from the needed barium
line has been found. The closeness of this transition makes it a suitable frequency reference, which
can easily be bridged by an acousto-optic modulator. In the following, we will provide a description
of our setup, measurement procedure, and discuss the results in the last section.
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Figure 6.1: Barium Te2 spectroscopy of 455 nm laser. Line no 19 (red) is 79 MHz away from the
barium resonance. All other spectral lines are observed for the first time.
6.1 Experimental set up
In this section, we briefly give an overview of the setup to measure the MTS spectra of Te2 in a hot
vapor cell. A schematic of the experimental setup is shown in Fig. 6.2, which includes both the MTS
setup of tellurium and the HCL spectroscopy of barium using the 455 nm diode laser. The laser is an
extended cavity diode laser similar to the NIST design [123] where a special pivot point is selected
to have minimal cavity length change as the ECDL is frequency scanned. We have described in
detail about the ECDL of 455 nm in chapter 5. Out of 50 mW total power, about 10 mW is used for
the implementation of the MTS setup, about 3 mW is used for the HCL spectrometry, about 15 mW
is used for wavemeter measurement, and the rest is available for the ion trap experiment. All these
paths are fiber coupled with an efficiency of about 40%. The unusually high-power requirement in
the wavemeter path is mainly due to low efficiency in the wavemeter switch, which is located about
50 m away from our laboratory.
A Faraday isolator (FI) is placed in front of the ECDL minimizing the optical feedback. As
shown in Fig. 6.2, the laser beam from the ECDL is divided into three components by a couple of
















































Figure 6.2: Layout of Experimental set up: ECDL-external cavity diode laser, FI-Faraday isolator,
PBS-polarising beam splitter, BS-beam splitter, HWP-half wave plate, M-Mirror, L-lens, EOM-
electro optic modulator.
wavemeter from HighFinesse (WS7-U30), respectively. The optical setup for MTS spectroscopy
utilizes two polarizing beam splitters (PBS): PBS1 is used to split the beam into pump and probe
while PBS2 is used for recombining them, as both arms overlap inside the Te2 cell. The intensity
ratio in these two beams is controlled by a zero-order half-wave plate (HWP) HWP1. The other two
half-wave plates HWP2 and HWP3 are used to control the polarization of individual beams. The
pump beam is phase modulated by an electro-optic modulator (EOM) (crystal:MgO doped LiNbO3),
which is driven at a modulation frequency of 5.79 MHz and a depth of 10% of the carrier.The
probe beam is aligned collinearly with the counter propagating modulated pump beam through a
10 cm long Te2 cell, which is placed inside an oven heated to 530 K. The temperature of the cell is
maintained to within 0.5 K by thermal isolation. Two photodiodes of responsivity 0.64 A/W detect
the MTS signal or saturation absorption signal after the PBS2.
The MTS signal, which is a dispersive signal with a zero crossing at the center frequency of
resonance, is used as an error signal to lock the laser frequency for experiments performed on
trapped barium ion. Therefore, the electronics of the MTS board used for this experiment can switch
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between scanning and locking mode, as shown in Fig. 6.2. The photodiode (PD) signal is amplified
by a low noise amplifier and fed into a CQTbuilt MTS locking board comprising of a frequency
mixer with a low-pass filter at 30 kHz cutoff and a PID controller for frequency locking purposes.
This PID board generates a locking signal, which is split into two parts: the high-frequency part
feeds back to the current of the ECDL for any fast frequency correction, and the low frequency
component feeds back to the piezo driver board for slow drift corrections. In scan mode, the scan
voltage fed via the MTS board provides the scan voltage for the piezo and the feed-forward voltage
for the current. In this mode, the light, which is reflected from BS2, is used for HCL spectroscopy
performed simultaneously. This part is sent to the barium hollow cathode lamp after chopping at a
frequency of 1 kHz to avoid low-frequency electronic noise in the lock-in-amplifier detection setup.
The opto-galvanic signal from the HCL is separated out using a high-pass filter, and the voltage
drop across a 15 kΩ resistor is detected by a Stanford Research system: SRS830 lockin-amplifier.
Simultaneous data of the lock-in-amplifier and the wavemeter are logged into a computer using a
python code.









































Figure 6.3: Spectra: The Te2 MTS spectra shown as a function of laser frequency. The barium
hollow cathode lamp spectra is also shown here as a reference for the frequency axis. Line no. 1
corresponds to the only known line of the Te2 atlas. The line of interest is the line no. 5 which is
about 79 MHz from the barium line center.
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Figure 6.4: Power broadening effect: Amplitude of MTS signal of Te2 resonance line number 4 and
5 as a function of different pump and probe beam power. Figure shows that the center frequency
is shifting but this is because of taking data in different frequency reference frame, the relative
frequency between two line in each case is always fixed. Linewidth of line 5 is decreasing from 25
MHz to about 13 MHz with a decrease of power in the pump/probe beam.
6.2 Measurement procedure and results
A symmetric triangular voltage of 10 V is applied to the piezo of the ECDL at 20 Hz in order to
scan the range of frequencies, which is close the barium resonance, as shown in Fig. 6.3. In order to
obtain this full range of frequencies spanned over 7 GHz, appropriate feed-forward proportional to
2 mA/V has been applied. The tellurium spectra and the grating piezo scan voltage are recorded
simultaneously over a range larger than 10 GHz such that linearity of the scan voltage is maintained
within the 7 GHz scan range. The time axis of this scan is converted to frequency by measuring the
frequency at the center of resonance for at least 3 Te2 resonances using the wavemeter, which has an
absolute accuracy of 30 MHz and a resolution of 5 MHz. This conversion only holds true provided
our piezo scanning voltage is linear with time and thus given by




where f1 is the unknown frequency, f0 is the calibrated frequency,
∆f
∆t is the rate of frequency
scan as obtained from the linearity fit, and ∆t is the time difference between the zero crossing of
resonance f0 and f1. Therefore, we checked this linearity by fitting the recorded voltage as a function
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Figure 6.5: Spectra: a typical Te2 MTS spectrum (line number 5) along with the line-shape fit. The *
denotes experimental data along with error bar, while the solid line shows the fit with reduced χ2 of
0.98. The obtained linewidth from the fit is 13.22 MHz. The error bars are 1σ uncertainty of the
voltage reading.
of time with a linear fit that showsχ2  0.99. The frequency scale thus obtained is a relative scale
within this linear scan range. The uncertainty with which any of the resonance center frequency can
be measured is thus determined by the uncertainty of the rate of frequency scan, the accuracy in time
with which each resonance zero crossing can be determined, and the uncertainty of the frequency
measurement δf0. The uncertainty on the rate as obtained from the linearity as well as the uncertainty
on the time is negligible as compared to δf0, which is 30MHz. However, as we have also recorded
the HCL spectrum of the S1~2  P3~2 transition of the barium ion, we can therefore determine the
center of the HCL spectra by a Gaussian curve fit with a reducedχ2  0.98, and the center frequency
thus obtained is 658.116523 THz with an uncertainty of 1.6 MHz only. This frequency matches
well within the quoted uncertainty of the NIST data, which is 658.11652(30) THz[124]. Therefore,
the frequency axis is an absolute frequency axis as calibrated by the barium resonance within an
uncertainty of 1.6 MHz rather than limited to 30 MHz uncertainty of the wavemeter.
We also performed a lineshape fit to individual Te2, as shown in Fig. 6.5. It served two purposes
namely, cross checking the zero-point crossing and hence the center frequency determination and
the determination of the linewidth of the tellurium resonances. The line shape of MTS resonance is
devoid of any background slope unlike frequency modulation spectroscopy (FMS). This shape can
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Temperature of Te 2 cell (
oC)
Figure 6.6: Peak to peak height of resonance line 5 of Fig. 6.3 as a function of Te2 cell temperature.
be described according to [125, 126] by
S∆   Re<@@@@> Qj a,b
µ2ab
γj  iδ
 1γab  i∆  δ~2  1γab  i∆  δ 
1
γab  i∆  δ  1γab  i∆  δ~2
eiθ
=AAAA?, (6.2)
where, a and b denotes the electronic levels of Te2, µab is the electric dipole matrix element between
them, ∆ is the laser detuning, γj are decay rates of the levels and γab is the optical relaxation rate
between a and b. The modulation frequency and phase are given by δ and θ respectively. The





rate γab for the involved transition and the unknown phase θ. The relaxation rate γab obtained from
the best fit provides the linewidth to be 13.22 MHz with a reduced χ2  0.98. Note that this
resonance is the line number 5 (Fig. 6.3) as in Fig. 6.5 but without any technical noise or systematics.
The main systematic uncertainties on the zero crossing determination or the linewidth determination
comes from the incident laser power, polarization mixing leading to unwanted interference fringes,
and the cell temperature. MTS signal of two Te2 resonance lines (line number 4 and 5 in Fig. 6.3)
with different pump and probe beam power are shown in Fig. 6.4. The pump and probe laser powers
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Table 6.1: Tellurium reference lines relative to barium resonance line: The line no. 1 corresponds to
line no. 1677 in the tellurium atlas [119]. All other lines are observed for the first time. Line no.
5 is closest to the barium transition where spectroscopic laser is frequency locked. The first two
lines here are unresolved due to fast scan rate and their relative strength are given as “sat” meaning
saturated with respect to line no. 5. The statistical uncertainties on all the measured frequencies are
1.6 MHz.
line number Relative frequency/GHz Wavenumber/cm1 Relative strength
1 3.423 21952.29007 sat
2 3.341 21952.29281 sat
3 1.542 21952.35282 1.6
4 0.749 21952.37927 8.8
5 0.079 21952.40162 10.0
6 - 0.149 21952.40922 2.3
7 - 1.548 21952.45589 0.8
used for a long scan experiment are 11 and 9 mW, respectively; for the data shown in Fig. 6.5, the
laser powers are 5 and 4 mW, respectively. However, we have not observed any shift in the center
frequency within our measurement uncertainties of 1.6 MHz. Similarly, we have not observed any
shift of the frequencies at or below our operating temperature of 530 K. The peak-to-peak height
of Te2 line number 5 (in Fig. 6.3) as a function of different Te2 cell temperature, is shown in Fig.
6.6. However, we have observed that, if the pump and probe beams are not of complete orthogonal
polarization, interference between these beams leads to increased linewidth of the resonance due to
modulation of the background signal. Therefore, we used wave plates at the specific wavelength for
the line-shape determination as shown in Fig. 6.5. The zero crossing of the resonance along with
electronic suppression of noise by a factor of 100 allows the laser to be locked with a bandwidth of a
few hundred kHz. The drift of the ECDL under unlocked condition is about 8 MHz per hour, but after
locking we can restrict the drift within about a few MHz per day, which is well within the resonance
linewidth of barium ion P3~2 state. The model fits well with all the resonances except line numbers
1 and 2, where the lines are not resolved, and line number 7, for which an additional etalon effect
modifies the base level of the signal. One particular point to note is that the width of these resonances
are higher compared to the Te2 resonances obtained near the barium S1~2   P1~2 transition at
493 nm, which is attributed to the higher vibrational level densities for shorter wavelengths. The
result, as summarized in Fig. 6.3, contains six resonances, which have been observed for the first
time. The previously reported lines in the Te2 atlas are about 3.5 GHz away from the barium line;
therefore, it cannot be used for laser locking. However, for the linearity check of our frequency scan,
we have also used those resonances and found them to be matching well within the uncertainties.
The frequencies are tabulated in Table 6.1 along with their uncertainties and relative strengths. As
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for line numbers 1 and 2, the resonance lines are close to each other due to our fast scan. We have
observed these lines with higher resolution scan as well. Notably, despite the high relative strength
of the second line, it was not observed in the Te2 atlas possibly due to poorer resolution.
This newly measured frequency reference for the 455.4 nm laser make our experiment on the
precision measurement of branching fraction of barium ion more stable and robust against frequency
drifts. This precision experiment is described in the next chapter.
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Chapter 7
Strongly correlated many electron atom:
Probing atomic Hamiltonian with high
precision
Atomic and molecular structure are the fundamental building blocks for developing quantum
technology, precision measurements, metrology, astrophysics and material chemistry. In particular,
the lifetimes of excited states and their branching fractions upon decay to lower energy levels form
the basis for our understanding of the electronic structure of atoms and molecules. In the case of
hydrogen, with a single valence electron the electronic structure is exactly solvable. However, for
atoms beyond hydrogen in the periodic table, the electronic structure has no exact solution due to the
many body nature of the problem. Nevertheless, well developed theoretical many-body techniques
make it possible to calculate electronic structure with precision below one percent for heavy atoms
with an iso-electronic structure to that of hydrogen, e.g cesium [127]. These types of atoms and
their molecules are of particular interest in studying physics beyond the usual realm of atomic and
molecular physics. The presence of a large number of nucleons in these heavy atoms influences the
atomic energy levels via the electro-weak interaction [128]. The singly charged barium ion is one
such system where significant violation of atomic parity symmetry due to the weak interaction has
been predicted but yet to be observed [29, 129]. However, knowledge of the low-lying electronic
states with precision below one percent is a stringent requirement but up until now the P3~2 branching
fraction is only known to about 5% precision mainly limited by the systematic uncertainties [130].
The other required properties like the P1~2 branching fraction and dipole transition frequency have
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only been recently measured below 1% uncertainty [24, 131]. In addition, this particular ion also
has astrophysical importance due to its excessive abundance in certain main sequence stars which is
popularly known as the barium puzzle [132, 133].
Methods of measuring the branching fraction [134, 135, 130, 136, 23, 24, 137, 138] of an excited
atomic state have evolved over time towards better precision and lower systematic uncertainties.
In the following chapter, we propose and implement a new technique of measuring the branching
fraction which can provide the robustness of photon counting as well as low uncertainties dominated
only by measurement statistics. The reduced transition matrix element between involved states can
be determined with similar precision from the measured value of branching fraction. Based on the
knowledge of matrix element, a proper atomic wavefunction can be suggested to probe the strongly
correlated atomic Hamiltonian in order to test quantum many body theories with high precision.
The chapter starts by introducing the concept of this new protocol and the corresponding
measuring technique. Subsequently, the performed experiment on barium ion according to the
proposed technique is described showing that the achieved precision is below 1% and in this context,
all kind of systematics are discussed in details. The experimental setup with the measurement cycle
realized to measure this branching fraction is presented in section 7.2. The chapter ends with a
section discussing about the dipole matrix element of barium calculated using the experimentally
measured value of the branching fraction and this is followed by a comparative discussion. The
experiment presented here is published in [25].
7.1 Proposed protocol
Let us consider the relevant energy levels of hydrogenic atoms as shown in Fig. 7.1. The P3~2
state decays into three branches D5~2, D3~2 and S1~2 which will henceforth be referred to as 3, 2
and 1 respectively. The upper two P-states with J   1~2 and J   3~2 are referred to as 4 and 5
respectively. In this proposal, the lasers that excite four possible dipole transitions shown in Fig. 7.1
are generically referred to as green, blue, red and orange. In particular for the barium ion, these
transitions are at wavelengths 493, 455, 650 and 614 nm respectively. The branching fractions f
of the P3~2 state as it decays into the lower atomic states 1, 2 and 3 are proportional to these states’
decay probabilities which are in turn proportional to the square of their respective transitional dipole






















Figure 7.1: Relevant energy levels of a hydrogenic atom: The excitation lasers are generically
referred to as green, blue, red and orange while the relevant levels are denoted as 1..5 as shown in
bracket. In particular the decay channels from the P3~2 level (5) are of importance.
f51  f52  f53   1. (7.1)
If one of the three decay channels is blocked, say for example channel 1  5 by continuous blue
laser excitation (denoted by superscript b), the probability ratio r32 for the atom to be found in the
other two levels, 3 and 2 after decaying from 5 is expressed as
f53~f52   f b53~f b52   r32, (7.2)
where f b5i 2,3 is the ith state decay fraction under blue channel blocked condition. Since
f b52  f
b
53   1, the ratio can be expressed as
r32   1  f b52~f b52. (7.3)
Thus one-colour-photon measurement of f b52 provides complete information about the ratio
r32. In a similar approach but starting with the entire population in state 3, by blocking orange (o)
channel 3  5, it is possible to measure r12   f51~f52   fo51~fo52 by measuring the population in the
state 2 alone. Therefore it is straight forward to show that
f52   1~r12  r32  1. (7.4)
The main goal of this protocol is to measure the ratios r12 and r32 with low systematic uncertain-
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ties. Both ratios depend on the probability of finding the atom in state 2, and the population in this
state can be measured without any significant systematic error as it is the lowest excited state [24].
This is done by repumping the population from 2 to 4 while counting the number of spontaneously
emitted photons between 4  1 (green photons) per cycle, and measuring the total efficiency of this
photon counting. The efficiency can be measured by counting the green photons when the atom is
re-pumped from state 2 to 4 after having completely transferred to state 2 starting from the ground
state 1 by application of the green pump laser. In this case the theoretical number of green photons
emitted per cycle is exactly 1, hence the efficiency  is determined by counting the total number
of green photons Nmgreen emitted in c cycles where the subscript green refers to the pumping laser.
Thus,
   Nmgreen~c. (7.5)
As an example, the population transfer sequence for the measurement of r32 starts with one or a
few ions in their electronic ground state 1. A complete transfer to the D-states (2 and 3) is done by
applying the blue laser driving the 1   5 transition (pumping step). The red laser is then applied
to completely transfer any population from state 2 to 1 via state 4 (re-pumping) and the number of
emitted green photons (4  1) is counted. This sequence repeated for c cycles provides Nblue green
photon counts (where the subscript again refers to the pumping laser). Therefore,
r32  











where the efficiency is cancelled and the ratio is independent of any external parameters used in
the experiment. Similarly, starting from state 5 and applying the orange pump laser for complete
population transfer to states 1 and 2, the ratio r12 can be expressed as
r12  




where, Nmor refers to the number of green photons emitted in c cycles while blocking the 5  3
decay channel by shining an orange laser light.
Possible systematic effects that may influence the measured branching fractions in any photon






































Figure 7.2: Schematic diagram of the experimental setup. Four different lasers along with their
locking schemes are shown by solid coloured lines while the electronic control paths are shown by
dashed lines.
time introduces a systematically lower count than the actual count if the photomultiplier tube is
operated in a non-linear response regime where more than one photon arrives at the detector within
its dead time. However, in the scheme presented here, this is not possible due to the technique
of projective measurement which means that only one green photon can arrive at the detector per
cycle, once it is projected by the red laser unless there are chance coincidences due to background
photons of same colour. The number of emitted photons from an oscillating dipole depends on
the quantization axis (magnetic field direction in our experiment), polarization of the exciting laser
field and the total angular momentum of the excited state. Since the proposed protocol measures
the photon counts from the P1~2 level only, the total count is insensitive to input laser polarization,
or in other words the Hanle effect does not introduce any systematic error, provided the detection
setup is circular polarization insensitive which is usually the case. Experimentally, the influence
on photon counts due to the input polarization can be quantified. As the scheme relies on photon
counting rather than state detection, population transfer is always complete for any given transition.
The experiment is not affected by the number of ions provided the ion number remains the same
for each measurement cycle, however it is essential to keep the ions in a crystalline state so that the
probed ions do not drift out of the field of view of the photon collection optics. In the following
section, systematic uncertainties related to our experiment are further elaborated. Most importantly,
this scheme is scalable to any decay with more than two channels, since branching fractions can be
measured with reference to the lowest excited state where the efficiency is well calibrated. Therefore





























Figure 7.3: Experimental result: (left) The laser pulse time sequence for population shuttling between
the states are plotted along with the observed green photon counts during the red laser re-pumping
stage. The time sequence for red (R), orange (O), blue (B) and green (G) are shown sequentially. The
total number of green photons emitted during the red re-pumping stage are experimentally measured
in time bins of 100 ns as shown on the back side of the time sequence plot. (right) A zoomed in
plot for one such decay shows that after re-pumping the emission level of the green photons reach
background level.
7.2 Experimental method
The experiment schematically shown in Fig. 7.2 consists of a linear Paul trap, described in chapter
4, which is operated at a radial secular frequency of about 1 MHz while the axial frequency is
below one 1 kHz depending on the number of crystallized ions. Although the experimental results
presented here are independent of the number and Coulomb crystal structure of the ions, we have
used a linear chain of ions ranging from a few to about 10 ions. This experiment involves a total
of four lasers for quantum state manipulation and one more for photo-ionization. All the lasers are
diode lasers in external cavity configuration to ensure narrow linewidth and stability. As shown
in Fig. 7.2 the green (493 nm) and the blue (455 nm) lasers are frequency locked to molecular
130Te2 spectra separately while the red (650 nm) laser is phase locked to a reference cavity as is the
master (986 nm) laser of the green laser. The cooling laser from Toptica SHGpro provides light
at 493 nm which addresses the main cooling transition S1~2-P3~2 and Toptica DLpro 650 nm (red)
laser is used as re-pumper for transferring the population from metastable D3~2 state. The other
two lasers are in-house built laser :one for driving the S1~2-P3~2 transition at 455 nm (blue) and
the other one to drive the D5~2-P3~2 transition at 614 nm (orange). The blue laser is made from
a commercially available 450 nm diode which is frequency locked to a Te2 transition which has
been observed for the first time and reported in ref. [31], similar to what has been done for the
493 nm laser. The 614 nm laser is a frequency-doubled laser produced by an optical-fibre based
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periodically poled crystal in single pass configuration from a master laser at 1228 nm. The master
laser is an external cavity diode laser (ECDL) using a commercial gainchip. The details of all the
laser systems are described in chapter 5. Both the amplitude and frequency of all four lasers are
individually controlled by separate acousto-optic (AO) modulators which in turn are controlled by
direct digital synthesizers (DDS). Amplitude modulation is performed by a Field-Programmable
Gate Array (FPGA) controlled by a computer code written in python. The laser lights are mixed
using a combination of dichroic mirrors and polarizing beam splitters. The combined beam passes
through the linear trap at an angle with respect to the axial electrodes. During the course of this
experiment, ion numbers ranging from a few to about 10 were cooled down to the Doppler limit
temperature using the green and red lasers simultaneously. The ions are detected by fluorescence
emitted at 493 nm perpendicular to the laser beam path with an optical collection solid angle of
about 4%. A narrowband filter at 493 nm(3 nm) placed in the detection path ensures collection of
only 493 nm photons. The photons are detected by a Hamamatsu photomultiplier tube (PMT) with a
quantum efficiency of about 40% for green photons, and counted by time binning their arrival time
using a MCS from ortec. A typical pulse sequences of lasers for the experiment shown in Fig. 7.3
consists of a short cooling, green pumping, red measurement, cooling, population transfer to D5~2
using blue and red, orange re-pumping, red measurement, cooling, blue pumping and finally the
red laser measurement. The whole experimental cycle is demonstrated in details by providing the
photon counts in the next section. The total cycle time is about 320 µs while there are three cooling
steps within an individual cycle period to ensure non-melting of the ion chain crystal. In order to
obtain the required statistics, each experiment consists of 3,000,000 cycles, and we performed 18
such experiments with similar numbers of cycle in order to analyze systematic uncertainties.
7.2.1 The measurement cycles
The core of the experiment is to measure the green photon counts. The measured photon counts as
a function of pulse time of experimental cycles are presented with details in Fig. 7.4. The pulse
sequences, shown in Fig. 7.3, are employed here that is according to the technique developed in the
section 7.1. We have explained below which lasers are turned on in the duration of total cycle where
the probe cycles are designated by alphabets as ‘a, b,..n’ which is shown in the Fig. 7.4.
[a] The ions are optically pumped by 493 nm laser into 6P1~2 state for a duration of 30 µsec to
transfer all the population from 6S1~2 to 5D3~2.
[c] The ions are deshelved from 5D3~2 by applying 650 nm laser for 30 µsec. We measured the
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Figure 7.4: Here we show the pulse sequences for measuring the branching ratio. Out of all
these pulse sequences, only the green photons are counted which is required for measuring the
branching ratio as is explained in section 7.1. Top part of the plot shows which pulse is active in
that corresponding time sequence.
green photon as 650 laser couples 6D3~2   6P1~2. The actual photon count Ngreen is given by
substracting the count acquiring from initial 15 µsec of total 30 µsec to the count from rest 15 µsec
which is actually the background count.
The cycles  a  c is employed to calibrate the finite detection efficiency  of the PMT by using
the Eq. 7.5 as explained in section 7.1.
[d] In this cycle of the duration of 10 µsec, cooling pulse 493 nm with both re-pumper 650nm
and 614 nm lasers are turned on, so that all the ions are cooled and prepared in the ground state
6S1~2. The green laser 493 nm is switched off a few µs before the repump laser in order to make
sure no population left in D-state. This cycle is applied a few times in total cycle as shown in the
Fig. 7.4.
[e] The shelving laser 455 nm is turned on for 20µsec that drives the ion from 6S1~2 to 6P3~2 in
order to empty the ground state completely while all other lasers remained off. The ground state
population is moved to 5D5~2 and 5D3~2.
[g] Here in the duration of 10 µsec, both 455 nm and 650 nm lasers are turned on to completely
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shelve all the ions from 5D3~2 to 5D5~2 level. Instead of implementing this step in the experiment
cycle if we apply 650 nm in the previous step (e) that would also fulfil our purpose.
[i] A deshelving pulse of 614 nm, applied for 20 µsec, transfers all the population from 5D5~2
state and the population is redistributed between 5D3~2 and 6S1~2 state according to the branching
fractions of the involved states.
[k] All the resonant lasers are shut down while only 650 nm laser is remained on for 30 µsec, so
the population from 5D3~2 is transferred to the ground state and the population of 5D3~2 is measured
by acquiring the green photons. The actual count Nor is derived from subtracting the count in ‘l’
region to the count acquired in ‘m’ region (background count).
The process in regimes [l] and in [n] are exactly the same as the process is explained in [e] and
[k], respectively. The measured photon counts from the regimes [k] and [n] are used to calculate the
branching fractions by the help of Eq. 7.6 and 7.7. All the lasers are turned off in the time region
like b, f, h, j, m as shown in the Fig. 7.4.
7.3 Measurement precision and error budget
The measurement technique when applied to the barium ion P3~2 state is based on counting 493 nm
(green) photons, as described in the previous section, that reach the detector within an interval of
time in which the red laser is on. An interference filter with narrow bandwidth around 493 nm placed
in front of the PMT results in background free measurement of the photon counts. The characteristic
feature of this count as a function of time is an exponential decay as shown in Fig. 7.4. The total
area under each curve provides the total photon number corresponding to Ngreen, Nor and Nblue
respectively as in Eq.(7.6) and Eq.(7.7). A zoomed in plot for one such exponential decay curve
is shown in the right side of Fig. 7.3. In order to extract the ratios r12 and r32, background counts
(mostly dark counts) taken within the same time interval as the measurement have been subtracted.
The background counts are taken in each cycle just after each measurement so as to ensure similar
ambient condition. The result of the three branching fractions measurement are summarized in
Table 7.1.
In any precision measurement the most important experimental challenge is to identify and
measure all possible systematic uncertainties associated with the experiment. In the following, all
possible known systematic effects associated with our experiment are discussed in detail:
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Figure 7.5: Comparison of measured branching fraction for the P3~2 state decay of Ba (left):
Different experimentally measured values of the branching fraction and their uncertainties are
plotted. For ref. [134] the fraction decaying to the D-state were not measured. (right) Comparative
plot of transition probabilities measured or calculated by different groups over many decades are
plotted in a chronological manner from bottom to top. In case of the theoretically calculated values,
uncertainties are not mentioned. The plot shows how precision experiments enhanced how theoretical
understanding of the quantum many-body calculations.
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Table 7.1: Error budget for the P3~2 branching fraction measurement. The uncertainties mentioned
along with the fraction are the total uncertainties (systematic and statistical). A break down of the
total uncertainties from different sources are shown above the final values. The photomultiplier
tube used is from Hamamatsu model no. H7421-40 for which we measured the dead time and its
uncertainty.
Parameter Shift Uncertainty



















Finite measurement time 7107 3108 8107
Transitions 5  1 5  2 5  3
Final branching fraction 0.7380  0.0017 0.02862  0.00018 0.2333  0.0015
7.3.1 PMT dead time:
In a single photon counting regime, once a PMT registers a single photon it remains dead for a
certain time before it can register a second photon. Therefore in our experiment, if the count rate is
high such that successive photons arrive at the detector within the dead time, one must account for
the loss in photon counts. It is straight forward to calculate such a loss and the resulting shift of the
branching fraction, as well as the uncertainty, which depends on the uncertainty of the measured
dead time [24]. However, the technique proposed here is devoid of such a shift and associated
uncertainty since there is at the most one green photon emitted per cycle of the re-pumping red
laser. Relying on projective measurement, this technique ensures a single green photon emission
before the ion is projected to the ground state and hence decoupled from the exciting red laser [23].
Table 7.1 provides an uncertainty related to the dead time which is an estimate derived from the
chance coincidences of having a background photon and photon emitted by an atom arriving at the
detector within the detector dead time. We have conservatively considered the shift as an uncertainty
itself. As the photon counting is done with no background laser at the emitted wavelength, this
uncertainty is negligibly low.
7.3.2 Finite measurement time:
In the measurement scheme employed here, the total number of registered photons are calculated
from the observed decay curve after subtracting the background. Since a decay curve ideally extends
to infinity and the measurements are taken within a finite time, one needs to account for possible
loss of counts. This has been estimated by fitting the decay curves with the proper exponential
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and conservatively assuming the uncertainty to be the same as the shifts. As shown in Fig. 7.3, the
applied red laser pulse is about 15 times longer than the characteristic decay time, therefore this
contribution is well below the statistical uncertainty as shown in table 7.1.
7.3.3 Polarization dependence:
In case the ions are excited by circularly polarized light and the detection system is more sensitive
to one type of circular polarization of the emitted photons than the other, the observed count rate
will then be a function of the magnetic field provided the field has a component perpendicular to the
direction of propagation of light. This is known as the Hanle effect. In the case of a measurement
scheme as proposed in [23] but applied to the decay of J   3~2 state, this effect would be the largest
contributor to the systematic uncertainties [137]. However, the scheme proposed here is devoid of it
as the measurement is done using only P1~2 state decay. Since our detection system is identical to
that used in [24], the measured effect of polarization asymmetry in our detection setup is below the
statistical uncertainty of the measurement. We further confirmed this, by measuring the branching
ratios for different input polarizations, for equal statistics.
7.3.4 Collision and radiative decay:
Once a barium ion is excited by the blue light, it decays to two meta-stable D-states and the
ground state. The population of the meta-stable states must be measured before the ion decays
to the ground state otherwise the measured branching fraction of the meta-stable states will be
systematically low. The decay of meta-stable states can be radiative or the states can quench due
to collisional energy transfer. These two issues have been a major challenge in the previously
performed experiments [130]. However, in our case since the total measurement cycle period is
only 320 µs and the meta-state states have lifetimes of 30 and 80 seconds, the meta-stable states are
populated at most for 20  30 µs during one cycle. The skewing of results due to radiative decay is
therefore estimated to be well below statistical uncertainties. Similarly, the collisional decay rate
at the experimental working vacuum of 1010 mbar, is estimated to be negligible. Considering a
collisional quenching rate of 84  11  103 s1Pa1 due to H2 which is the dominant background
gas in our experiment [139], leads to a rate of 42 mHz with a conservative pressure estimate for the
center of the trap. Therefore, this effect is negligible within a time window of 30µs. For elements
like Ca with relatively short lived meta-stable states, it is important to measure this decay as it may
add to the systematics. However, the total cycle period can easily be shortened further by faster
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population transfer with higher laser power. We further verified experimentally that both the D-states
do not decay within our experimental shelving times by probing the shelved states after different
waiting times.
7.3.5 Collisional mixing:
Collision with background gas molecules not only causes decay of the meta-stable states but also
leads to mixing of the fine-structure levels [140]. This may lead to population transfer between
the D-states. The collisional mixing can be modelled by Landau-Zener theory which leads to the
result that the rates depend inversely on the energy difference between the fine-structure levels. No
experimental data is available on this mixing rate for barium, however it can be estimated from
measured values for the calcium ion [140]. Since both calcium and barium are hydrogenic atoms
and the D-state mixing due to collision is dependent on electronic structure, particularly on the
energy difference between the fine-structure levels (the barium ion has 11 times larger separation
between the fine-structures than the calcium ion), the rate of collisional mixing in barium can be
extrapolated from calcium rates. Following ref. [140] this mixing rate is calculated to be 2107 Hz
which means that D-state mixing is negligible in our case. Note that D-state mixing is not negligible
for the Ca ion, where it may lead to a significant systematic error provided the operational vacuum
is worse than 107 mbar. In a similar way as mentioned in the previous bullet point, we also verified
that the states are not mixing within our experimental cycle time.
7.3.6 Extinction ratio of acousto-optic(AO) modulators:
During the off state of any laser, we achieve better than 70 dB suppression as compared to the on
state owing to the double pass configuration of AO modulators. Therefore, experimentally we have
not observed any population transfer during off state of the lasers.
7.3.7 Statistical errors
The statistical error for ratio r12, given by Eq.( 7.7), is calculated by using the error propagation




2∆Nmgreen2   ∂r12∂Nmor 2∆Nmor2 (7.8)
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where Nmgreen and N
m
or are measured photon counts which are described by the well known Poisson
distribution. All the measurement of photon count is done within a time window of 100 nsec
bin-width of multi-channel scalar (MCS) card and to get the true counts, the statistical correction
is applied per bin separately. For evaluating the statistical uncertainty, we used the central limit
theorem. The details of this calculation is discussed in ref. [59]. The statistical uncertainty for other
ratio given by Eq.( 7.6) is also calculated in the same way and the corresponding uncertainties are
given in the Table 7.1.
After considering all possible known error sources, the final value of the branching fractions and
the total uncertainties are tabulated in Table 7.1. As a comparison, previously measured values of the
branching fractions are shown in Fig. 7.5. Our results match well with previously reported values for
51 and 52 transitions but with significantly better precision by a factor of 10 or more. In the case
of the transition 5  3, we obtain a branching fraction which is higher than the previously reported
best value [130], but our result falls within the error bars of earlier result [134, 141] which has
larger uncertainty. The uncertainty of our measurement is 6 times lower than the previous ion trap
measurement [130] which was limited by the decay of the meta-stable states. Since our measured
transition probability is higher compared to the previous measurement, we believe that the small
discrepancy may come from an under-estimate of the upper state decay in the previous experiment,
which is known to contribute to the systematic uncertainty of that measurement protocol.
7.4 Transition probabilities and matrix elements
The dipole allowed transition probability between two states depends on the upper state life-time
and the branching fraction to the lower state given by:
Aik   fik~τ, (7.9)
where A, f and τ denotes the transition probability, branching fraction and upper state (k) life
time, respectively. The transition probability is expressed in s1. Moreover, the transition probability





where gk and λ stand for the multiplicity of the upper state k and the vacuum wavelength
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expressed in A˚, respectively. The result of a many-body theory calculation from first principles
yields the eigen states of the atom or ion. Therefore, theorist usually provide the value of R or A
while experiments provide the measured value of f . Using the measured f and the best known
value of τ [138] to be 6.2106 ns, we calculated the value of A. Note that the uncertainty on the
calculated A depends on the uncertainties of both f and τ . From Eq. (7.10), it is straight forward
to calculate R, for which the best known value of the wavelength, recommended by the Nation
Institute of Standard and Technology (NIST), has been used. A comparative study of the transition
probabilities A obtained from previous experiments and existing theory calculations, shown in
Fig. 7.5, indicates how experiments have evolved over time to catch up with the rapid development
of many-body techniques employed to calculate complex systems like the barium ion with as many
as 111 electrons and protons. While theoretical advancement has been powered by new approaches
like coupled-cluster theory and the availability of super-computers [143, 144, 142, 145, 146, 147],
experimental advancement has been driven by improvements in ion trap technology [130, 136]
and refined methodologies of quantum state manipulations [23]. Our results for all three branches
are only limited by the uncertainty of the upper-state lifetime, which is not a part of our present
experiment. However, in spite of this uncertainty, our results allow for the first direct measurement
of branching fractions for the barium ion with precision below one percent which is the benchmark
for possible atomic parity violation [27] experiments. It is further to be noted that our measurement
uncertainties are only limited by statistics and hence can always be improved by gathering more
statistics. As seen in Fig. 7.5, the results presented here match well with previous experiments and
are within the uncertainties for the transitions 5   1 and 5   2, with improved uncertainty by a
factor of about 5. Note that the calculated uncertainty in ref. [130] of A for the transition 5   1
is 1.6% which is about 4 times lower than the measured uncertainty of f in that experiment. The
transition probability A35 however, measured to be higher as compared to ref.[130], while the
result of our measurement are within the uncertainties of other previous measurements [135].
If we compare the present results with those of theoretical calculations it is now possible to clearly
distinguish between different theoretical results with a precision of 1%. Theoretical calculations
commonly employ relativistic coupled cluster theory to all orders in perturbation, but with different
orders in excitations and in some cases with added interactions like Breit corrections [148, 149].
The calculated values of the transition probabilities also rely on the vacuum wavelength indicated
in Eq. (7.10), and some of the theory values use calculated energy eigen values for the wavelength
which are about 2  3% different from the NIST recommended values [124]. Therefore, it is now
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Table 7.2: Comparison of measured and calculated transition probabilities for the decay P3~2 state of












1.196  0.02 4.72  0.04 [130]
1.1937 4.6982 [142]
1.171 4.6746 [144]
1.06  0.09 [135]
1.18  0.08 [134]












0.048  0.006 [134]




0.34020.0115 3.945  0.066 [130]
0.349 3.9876 [142]
0.345 4.1186 [144]
0.377  0.024 [135]
0.37  0.04 [134]
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essential to understand the choice of initial wavefunction so as to improve the calculations such that
the calculated eigenvalues and eigenfunctions can meet the 1% requirement of a parity violation
experiment on barium ion.
7.5 Discussion
An improved protocol to measure the branching fractions of a hydrogenic atom with more than
two decay channels has been proposed. It is shown that this protocol has no significant systematic
uncertainty and hence the final precision of the measurement is only limited by statistics. Using the
new protocol, measurements performed on the barium ion P3~2 state have for the first time allowed
the branching fractions to be measured with precision below one percent. The resulting calculated
values of the transition probabilities are now only limited by poor knowledge of the P3~2 lifetime.
Therefore, for the barium ion these values clearly sets the test bed for high precision many-body
atomic structure calculations to be performed with precision below one percent.
A comparison of calculations performed by different theory groups of the dipole matrix elements,
with our experimental results, shows discrepancies. These may originate from inaccurate starting
wavefunctions which systematically provide energy eigenvalues of hydrogenic atom that differ from
experimental values by about 2  3%. Another possibility may be due to underestimated terms in
the Hamiltonian. In either case, the availability of measured values with precision better than 1%
will help better understand many-body quantum physics. Moreover, these measurements along with
the measurements performed in [24] are nearly sufficient towards the total dipole matrix element
contribution of the atomic parity violation Hamiltonian [144]. Unlike in the case of Cs, the atomic
parity violation contribution due to mixing of the higher P-states in Ba are not cancelled out by
sum-over-states calculations. Therefore our measurements will help pinning down the accuracies of




This thesis work is motivated towards understanding strongly correlated quantum many body physics
related to a chain of boson in a lattice and strongly correlated many electron atom. A brief summary
of the work is presented below followed by an outlook towards possible extension of the work.
8.1 Summary
The thesis introduces both experimental and theoretical tools needed to study correlated many body
systems in two different contexts. The first part deals with a chain of phonons in a ionic crystal
which is well described by the Bose-Hubbard model. However in this study, local dynamics and its
effect is the main focus. The major interest here is to study quench dynamics performed locally and
how the effect propagates which is discussed in chapter 3. The conclusion has been an oscillatory
behaviour of the phase after the quench is performed. It is observed that the oscillation amplitude
strongly depends on the preparation of the initial state.
Subsequently the theoretical analysis of this quench dynamics of phonons has further been
extended to quenches with finite ramp rates. Two consequences have been observed after studying
quench dynamics with finite ramp; the first one is the possibility of generating entangled state and
other one is the possibility of performing ground state cooling of the transverse motional modes of
a large chain of trapped ions. Details of this dynamic ramp protocol required for such operations
has been discussed in chapter 4. Mainly two different kinds of ramps, namely non-linear ramp
and periodic ramp, have been used to study this dynamics in order to achieve an optimal ramp
protocol. This part is followed by a qualitative discussion of the effect of the presence of laser
intensity fluctuations on the entanglement generation.
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The second part of this thesis presents a few experiments on trapped ions performed in a linear
Paul trap. In chapter 5, the laboratory set up of an ion trap apparatus for trapping and cooling of
barium ions is presented in detail. The construction of 455 nm and 1228 nm external cavity diode
laser and the optogalvanic spectroscopy of 455 nm and 614 nm lasers are elaborately discussed in
the last part of this chapter.
A modulation transfer spectroscopy on a tellurium cell using home-built ecdl laser at 455 nm
has been performed. The main purpose of this experiment described in chapter 6 is to investigate
the existence of tellurium resonance line in the neighbourhood of the barium ion dipole transition
S1~2  P3~2. Seven new resonance lines have been observed for the first time and the closest line is
only 79 MHz away to the barium transition which has a signal to noise ratio of about 100, leading
to a robust frequency lock. This development further allowed us to do the precision experiment on
barium ions which is discussed in the last chapter, i.e, chapter 7.
A new method of measuring the branching fraction of an excited atomic state has been proposed
in chapter 7 along with its implementation. The aim of this measurement is to suggest proper
wavefunctions for coupled cluster calculation of heavy atomic system like Ba. This proposal
is implemented to measure the branching fraction of P3~2 level of barium ion and the measured
precision is below one percent level. This measurement is the first to provide a direct test of
quantum many-body calculations on the barium ion with uncertainties well below 1%. In addition
this versatile method explores an avenue towards measuring the branching fractions for any other
hydrogenic atoms having decay with more than two channels.
8.2 Outlook
In order to implement the proposal discussed in chapter 3 and 4 a phase controllable off-resonant
standing wave is being developed. It is feasible to achieve the regime as mentioned in chapter 3 and
4 for trapped and laser cooled ion chain in our present trap. However, individual addressing is also
another parameter that we are presently testing.
Similarly, the next goal is to measure the lifetime of the P3~2 level of barium ion with high
precision in order to determine the atomic wavefunctions in barium ion even better. The technique
used in this regard is based on Hanle effect which is sensitive only to the magnetic field. This
experiment is currently being performed in our laboratory.
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