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1. INTRODUCTION
In 1933 Nikodým [7] proved the so-called Vitali–Hahn–Saks theorem, namely:
“If a sequence of Borel measures converges pointwise to a map µ, then µ is a Borel
measure”.
In 1951 Dieudonné proved the following more general theorem: “If a sequence of
regular measures defined on Borel sets of a compact metrizable space converges on
every open set, then it converges on every Borel set. In this case, the sequence is
uniformly regular”. This theorem generalizes Nikodým’s theorem if one substitutes
the pointwise convergence on the Borel σ-algebra for the analogous condition on
open sets provided a regularity assumption and a topological condition on the space
are satisfied. Brooks in [2] generalizes this theorem to the case the space is either
compact or the space is normal and the sequence is uniformly bounded.
In this note we prove a general version of Dieudonné’s theorem valid for measures
defined on MV-algebras with values in a topological group G. We use an abstract
concept of regularity (see Definition 3) where F and G play the role of the compact
and open sets, respectively.
The paper follows [4].
After notation and preliminaries we give the exhaustivity condition, the regularity
condition and their relationship. Finally, we provide the main result (Theorem 13).
2. PRELIMINARIES
In this section we shall give some basic definitions and fix some notations.
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Definition 1. An MV-algebra (L,⊕,⊥ ; 0, 1) is a commutative semigroup (L,⊕)
with 0, 1 and a unary operation ⊥ : L → L which satisfies the following axioms
(L1) x ⊕ 1 = 1,
(L2) x⊥⊥ = x,
(L3) 0⊥ = 1,
(L4) (x⊥ ⊕ y)⊥ ⊕ y = (x ⊕ y⊥)⊥ ⊕ x for every x, y ∈ L.
From now on, let L be a MV-algebra and let (G, τ) be a Hausdorff complete topologi-
cal group. We may suppose that G is metrizable since every group can be embedded
into a product of metrizable topological groups and our proofs can be reduced to
this case.
We consider on L the relation ≤ defined by x ≤ y if and only if x⊥ ⊕ y = 1. It
can be shown that ≤ is a partial order on L and (L,≤) is a distributive lattice.
We say that a and b are orthogonal if a ≤ b⊥ and we write a ⊥ b. If a1, · · · , an ∈ L,
we inductively define a1 ⊕ · · · ⊕ an = (a1 ⊕ · · · an−1) ⊕ an provided that the right
hand side exists. The definition is independent on permutations of the elements.
We say that a finite subset {a1, · · · , an}, n ∈ N, of L is orthogonal if a1 ⊕ · · · ⊕ an
exists. We define a sequence (an)n∈N of L to be orthogonal if the set {a1, . . . an} is
orthogonal for every n ∈ N .
We define xy := ((x ∧ y) ⊕ (x ∨ y)⊥)⊥ for x, y ∈ L.
The following lemma is straightforward:
Lemma 2. If (bn)n∈N is an increasing sequence in L, then an := bnbn−1, with
b0 := 0, defines an orthogonal sequence.
In what follows we make use of the fact that each MV-algebra satisfies the follow-
ing condition known as the Riesz decomposition property: (RDP) If x, x1, x2 ∈ L
with x ≤ x1 ⊕ x2, then there are ti ∈ L (i = 1, 2) such that ti ≤ xi and x =
t1 ⊕ t2, t1 ≤ t⊥2 (see [6, p. 432]).
A function µ on an MV-algebra with values in G is called a measure if for every
a, b ∈ L, with a ⊥ b,
µ(a ⊕ b) = µ(a) + µ(b).
A modular function is a map which satisfies the modular law, that is for all a, b ∈ L
µ(a ∨ b) + µ(a ∧ b) = µ(a) + µ(b).
Observe that every measure on an MV-algebra is a modular function.
According to [1] we denote by LUA(L) the system of all uniformities on L which
make ⊕ and ⊥ uniformly continuous. If u ∈ LUA(L), we call (L,u) a uniform MV-
algebra. If η : L → [0, +∞] is a submeasure, then (L, dη) is a uniform MV-algebra,
where dη(x, y) = η(xy) for x, y ∈ L and a submeasure η is a monotone subadditive
(i. e. η(x ⊕ y) ≤ η(x) + η(y) for orthogonal x, y ∈ L) map with η(0) = 0.
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Notation 3. If a is an element of a lattice T , we write Ta := {x ∈ T : x ≤ a} and
we put µ̃(a) := sup{|µ(b)| : b ∈ Ta}.
It is easy to check that µ̃ is a submeasure whenever µ is a measure.
From now on let F , G ⊆ L be two sublattices. Moreover, suppose that
• for each f ∈ F , f⊥ belongs to G;
• for each f ∈ F and a ∈ G, a(f ∧ a) belongs to G.
3. EXHAUSTIVITY
Definition 4. A measure µ on L is called G-exhaustive if for every orthogonal
sequence (gn)n∈N in G we have limn µ(gn) = 0. A sequence (µi)i∈N is called uniformly
G-exhaustive if for every orthogonal sequence (gn)n∈N in G we have limn µi(gn) = 0
uniformly with respect to i ∈ N. If G = L we use the terms exhaustive and uniformly
exhaustive.
Theorem 5. Suppose that G is closed under countable sums. Let (µn)n∈N be a
sequence of pointwise convergent G-exhaustive measures. Then (µn)n∈N is uniformly
G-exhaustive.
P r o o f . By way of contradiction there exist ε > 0, a strictly increasing sequence
(in)n∈N in N and an orthogonal sequence (gn)n∈N in G such that |µin(gn)| ≥ ε for
each n ∈ N. Define νn(A) := µin(
⊕
h∈A gh). One can check that they form a
sequence of finitely additive measures on the power set of N.
We can apply the classical Vitali–Hahn–Saks theorem. So these restrictions form
a uniformly exhaustive sequence. This contradicts the assumptions and completes
the proof. ¤
4. REGULARITY
We now extend the notion of regularity to our context.
Definition 6. We say that a measure µ is (F , G)-regular or simply regular if for
every ε > 0 and
• for every a ∈ L, there exist f ∈ F and g ∈ G such that
f ≤ a ≤ g and µ̃(gf) < ε
• for every f ∈ F , there exist e ∈ G, h ∈ F , g ∈ G such that
f ≤ e ≤ h ≤ g and µ̃(gf) < ε.
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Definition 7. Let µn : L → G be a sequence of measures. Then it is uniformly
regular if it satisfies the following properties:
(i) For every a ∈ L and ε > 0, there exist g ∈ G and f ∈ F with
f ≤ a ≤ g and sup
i
µ̃i(gf) < ε
(ii) For every f ∈ F and ε > 0, there exist e, g ∈ G and h ∈ F with
f ≤ e ≤ h ≤ g and sup
i
µ̃i(gf) < ε.
Lemma 8. Let µ be a regular measure and let ε > 0, h ∈ F and a ∈ G with h ≤ a.
Then there exist a1, a2 ∈ G and h2 ∈ F such that h ≤ a2 ≤ h2 ≤ a1 ≤ a with
µ̃(a1h) < ε and µ̃(a2h) < ε/2.
P r o o f . By regularity we can choose a1, a
′
1 ∈ G, a ≥ a1, a′1 ≥ h such that
µ̃(a1h) < ε and µ̃(a′1h) < ε/2. Then h and a⊥1 are two orthogonal elements
in F . Let a′ and a′′ be orthogonal elements in G with a′ ≥ h and a′′ ≥ a′⊥1 .
Put a2 := a
′
1 ∧ a′ and h2 := a
′′⊥, then we have a2 ≤ a′1 and a2 ≤ h2 ≤ a1 and
these elements satisfy the required properties. ¤
Lemma 9. Let µ be a regular measure. Then for every a ∈ G,
µ(La) ⊆ µ(Ga) − µ(Ga),
where µ(Ga) − µ(Ga) denotes the closure of µ(Ga) − µ(Ga).
P r o o f . Let x ≤ a. For every ε > 0 there exist g ∈ G and h ∈ F such that h ≤ x ≤
g ≤ a and µ̃(gh) < ε, then we have |µ(x) − (µ(g) − µ(gh))| = |µ(xh)| < ε with
µ(g), µ(gh) ∈ µ(Ga). ¤
5. REGULARITY AND EXHAUSTIVITY
Proposition 10. Let (µn)n∈N be a sequence of uniformly G-exhaustive regular
measures. Then for every h ∈ F and every ε > 0 there exists a ∈ G such that h ≤ a
and supi µ̃i(ah) < ε.
P r o o f . Let ε > 0 and h ∈ F . We can pick ai ∈ G and hi ∈ F such that
(i) h ≤ ai+1 ≤ hi+1 ≤ ai for every i ∈ {1, . . . , n − 1},
(ii) supij=1 µ̃j(aih) < ε2i for every i ∈ {1, . . . , n}.
By Lemma 8 there exist an+1 ∈ G and hn+1 ∈ F such that
(i) h ≤ an+1 ≤ hn+1 ≤ an,
(ii) supn+1j=1 µ̃j(an+1h) <
ε
2n+1 .
Therefore we can construct, by induction, a sequence (an)n∈N in G and a sequence
(hn)n∈N in F such that
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(i) h ≤ an+1 ≤ hn+1 ≤ an,
(ii) supnj=1 µ̃j(anh) < ε2n for n ∈ N.
To complete the proof it is enough to see that for every ε > 0 there exists m ∈ N
such that supi µ̃i(amh) < ε.
Suppose the contrary. Then there is σ > 0 such that for every p ∈ N there exist
y ∈ Gaph and i ∈ N with |µi(y)| > σ. For every n, i ∈ N we get
µi(y) = µi(y(y ∧ hn)) + µi(y ∧ hn).
Moreover, for every n > i we have |µi(y ∧ hn)| < ε2n−1 . Then
lim
n→∞
µi(y(y ∧ hn)) = µi(y)
for every i ∈ N. Therefore there exists qi ∈ N such that |µi(y(hr ∧ y))| > σ for
every r ≥ qi.
We can now construct, by induction, two sequences of natural numbers, namely,
(ir)r∈N and (qr)r∈N, and a sequence (yr)r∈N in G such that yr ≤ aqr−1h and
|µir (yr(hqr ∧ yr))| > σ
for every r ∈ N \ {1}. Since yr(hqr ∧ yr) ≤ (aqr−1h)(hqr ∧ yr) and the last
sequence is orthogonal, as so is (aqr−1hqr )r∈N, we have that (yr(hqr ∧ yr))r∈N
is orthogonal, too. This contradicts the uniform G-exhaustivity and completes the
proof. ¤
Proposition 11. If (µn)n∈N is a sequence of uniformly G-exhaustive regular mea-
sures, then it is uniformly F-exhaustive.
P r o o f . By way of contradiction, suppose that there exist ε > 0, an orthogonal
sequence (hk)k∈N in F and a subsequence µki such that |µki(hi)| > ε for each i ∈ N.
We may write
|µi(hi)| > ε. (∗)
Put bn :=
⊕n
k=1 hk for every n ∈ N. By Proposition 10 choose σ > 0, a1 ∈ G and







Analogously, there exist a2 ∈ G and f2 ∈ F such that b2 ∨ f1 ≤ a2 ≤ f2 and
sup
i




Observe that f2b2 ≤ (f2(b2 ∨ f1))
⊕
(f1b1).
Then if y ≤ f2b2 we can choose y1 ≤ f2(b2 ∨ f1) and y2 ≤ f1b1 such that
y = y1 ⊕ y2. So µ̃i(f2b2) < σ2 + σ4 .
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We continue choosing ap ∈ G and fp ∈ F for p = 1, . . . , n such that










Let an+1 ∈ G and fn+1 ∈ F such that bn ∨ fn ≤ an+1 ≤ fn+1 and
sup
i




Observe that fn+1bn+1 ≤ fn+1(bn+1 ∨ fn) ⊕ (fnbn).
So, for y ≤ fn+1bn+1 we can choose y1 ≤ fnbn and y2 ≤ fn+1(bn+1 ∨ fn)





In this way we can construct, by induction, two sequences (an)n∈N in G and





For every n ∈ N
hn+1 ≤ an+1bn ≤ (an+1fn) ⊕ (fnbn).
Then there exists an element yn ≤ an+1fn with





< |µi(yn)| + σ. (∗∗)
By Lemma 9 we can also find a′n, a
′′
n ∈ Gan+1fn such that
|µi(yn)| ≤ |µi(a′n)| + |µi(a′′n)| + σ.
As the sequence (an+1fn)n∈N is orthogonal by Lemma 2, the sequences (a′n)n∈N
and (a′′n)n∈N are orthogonal, too. By the G-uniform exhaustivity of (µn)n∈N there
exists m ∈ N such that supi |µi(yn)| ≤ 3σ for n ≥ m.
From (∗∗) we derive supi |µi(hn)| < 4σ for n ≥ m, a contradiction with (∗) if we
choose σ < ε4 . ¤
Proposition 12. Let µn : L → G be a sequence of uniformly exhaustive regular
measures. Then it is uniformly regular.
P r o o f . Apply [8, 6.2] for ρ = supn µ̃n-topology. ¤
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6. THE THEOREM
Theorem 13. Let G be a Hausdorff complete topological group, let L be an MV-
algebra and let G be a closed sublattice of L closed under countable sums. Let µn :
L → G be a sequence of G-exhaustive regular measures converging on every element
of G. Then the sequence is converging on every element of L and it is uniformly
exhaustive and uniformly regular. Therefore the limit of (µn)n∈N is exhaustive and
regular.
P r o o f . We may suppose that G is seminormed.
Thanks to Theorem 5, the sequence is uniformly G-exhaustive.
We shall show that for each element a ∈ L, the sequence (µn(a))n∈N is a Cauchy
sequence; that’s enough: apply Proposition 11 for obtaining uniform exhaustivity
and apply Proposition 12 for obtaining uniform regularity.
Let ε > 0; let f ∈ F and g ∈ G satisfying f ≤ a ≤ g and supi µ̃i(gf) < ε3 . Since
(µn(g))n∈N is a Cauchy sequence, there exists k ∈ N such that |µi(g) − µj(g)| < ε3
for every i, j ≥ k. Then for such integers










This proves that (µn(a))n∈N is a Cauchy sequence and this completes the proof. ¤
(Received November 12, 2008.)
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