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Abstract
We study numerically the one-dimensional Allen-Cahn equation with the spectral frac-
tional Laplacian (−∆)α/2 on intervals with homogeneous Neumann boundary conditions.
In particular, we are interested in the speed of sharp interfaces approaching and annihilat-
ing each other. This process is known to be exponentially slow in the case of the classical
Laplacian. Here we investigate how the width and speed of the interfaces change if we
vary the exponent α of the fractional Laplacian. For the associated model on the real-line
we derive asymptotic formulas for the interface speed and time–to–collision in terms of α
and a scaling parameter ε. We use a numerical approach via a finite-element method
based upon extending the fractional Laplacian to a cylinder in the upper-half plane, and
compute the interface speed, time–to–collapse and interface width for α ∈ (0.2, 2]. A com-
parison shows that the asymptotic formulas for the interface speed and time–to–collision
give a good approximation for large intervals.
1 Introduction
In this work we study the fractional Allen-Cahn equation
∂tu = −εα(−∆)α/2u+ u(1− u2) =: −εα(−∆)α/2u− f(u), (1)
for u = u(x, t), where (x, t) ∈ Ω × [0, T ), Ω := [−L,L] is the spatial domain for L > 0,
−(−∆)α/2 is the fractional Laplacian for α ∈ (0, 2], and 0 < ε  1 is a small parameter. We
assume homogeneous Neumann boundary conditions and an initial condition
∂xu(−L, t) = 0 = ∂xu(L, t), u(x, 0) = u0(x) ,
for some given initial datum u0 = u0(x). We consider the spectral fractional Laplacian, which
is defined as
(−∆)α/2u :=
∞∑
n=0
λα/2n (u, ϕn)L2(Ω) ϕn
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where (λn, ϕn) are the eigenvalues and eigenfunctions of the Laplacian with homogeneous Neu-
mann boundary conditions scaled such that ‖ϕn‖L2(Ω) = 1. Other possible definitions for frac-
tional Laplacians on bounded domains with Neumann-type boundary conditions are discussed
and compared in [13, §7] and [15, §6].
The potential F associated to f(u) = u(u2 − 1) via F ′(u) = f(u) is given by
F (u) :=
1
4
u4 − 1
2
u2 .
There are three homogeneous steady states for (1) given by u∗ = −1, 0, 1. Using the linearized
problem
∂tU =
[−εα(−∆)α/2 −Duf(u∗)]︸ ︷︷ ︸
:=L(u∗)
U, U = U(x, t),
one easily checks that u∗ = ±1 are locally asymptotically stable since the spectrum of L(u∗)
is contained in {z ∈ C : Re(z) < 0}. The state u∗ = 0 is unstable. Indeed, one can also view
u∗ = ±1 as global minima and u∗ = 0 as a local maximum of the potential F .
For the case of α = 2, so that −(−∆)α/2 = ∆, even more global dynamics of (1) is well
understood; see Section 2.1 for a more detailed technical review. Here we just emphasize that
the Allen-Cahn equation (1) can exhibit metastability as shown in Figure 1.
x
u
(a) solution at time t = 0.
x
u
(b) solution at time t = 1771.
x
u
(c) solution at time t = 177216.
Figure 1: Evolution of solution for the classical Allen-Cahn equation (1) for (11) with L = 5,
ε = 0.3 and α = 2.
We observe that suitable initial conditions u0 get attracted very quickly to solutions com-
posed of multiple, say n, very sharp interfaces. Each interface is known to have width O(ε)
for α = 2; see Section 2.1. For a long time, this n-interface solution appears to be stationary,
but it evolves on an exponentially long time scale O(eK/ε) for some constant K > 0; see again
Section 2.1 for details. On this exponentially long time scale the interfaces move towards each
other and then annihilate; see Figure 1. This effect is the essence of metastable behavior, i.e.,
apparent stationarity on extremely long, yet still transient, time scales.
In this work, we are interested in the influence of the parameter α on metastable interface
motion. It is natural to ask how the order of the fractional Laplacian influences the interface
speed as well as the interface width. For α = 2, these effects have been quantified, see, e.g., [9].
However, for α = (0, 2) a precise quantification has not been carried out yet.
However, this problem has been studied for (1) with the fractional Laplacian on the real
line. For α ∈ (1, 2) the dependence of the interface speed has been quantified by heuristic
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arguments and verified numerically via a pseudo-spectral method [25]. Moreover, equation (1)
with periodic potential F and external forcing on the real line has been studied as a model
in crystal dislocation dynamics, see [14, 11, 12, 27, 28, 29]. They characterize the long-time
behavior of solutions which includes metastable scenarios and give rigorous proofs.
It is not obvious if these results carry over to the fractional Allen-Cahn equation (1) with
homogeneous Neumann boundary conditions. For example, the fractional Laplacian on the real
line is uniquely defined, e.g. see [19], whereas on bounded intervals several distinct definitions
exist, see [30, 15, 13, 21]. However our numerical studies of the interface motion for (1) with
homogeneous Neumann boundary conditions indicate that the interface speed is governed by
the same asymptotic dependence on ε and α. Additionally, we characterize the dependence of
the interface width on these parameters. In particular, our main observations are:
(R1) Interface speed: For α ∈ (0.5, 2), the magnitude of the interface speed in case of two
interfaces is approximately
|s(ε, α)| ≈ ε1+α 4
α
2αΓ((1 + α)/2)√
pi|Γ(−α/2)| γ
1
|x1 − x2|α . (2)
where x1 and x2 are the centers of the interfaces and γ := (
∫
R(v
′(x))2dx)−1 is the inverse
of the semi-norm of a basic layer solution v of (9)–(10).
(R2) Interface width: For α ∈ (0.2, 2), the interface width is approximately
w(ε, α) = b(α)εκ1α
−1+κ2 , (3)
where we numerically estimated κ1 ≈ −0.168298 and κ2 ≈ 1.11709. We note that the
numerically estimates suggest the conjectures κ1 = 1/6 and κ2 = 10/9.
The paper is structured as follows: In Section 2, we briefly review analytical results for the
Allen-Cahn equation involving the Laplacian (α = 2) with homogeneous Neumann boundary
conditions and the fractional Laplacian (α ∈ (0, 2)) on the real line, respectively. In Section 3,
we describe the numerical setup used to simulate (1) for α ∈ (0, 2]. Moreover, we compare
our numerical method with a spectral method in §3.3. The main results are presented and
discussed in Section 4. A brief summary and an outlook to future open problems can be found
in Section 5.
2 Asymptotic analysis
2.1 The Classical Case
In this section, we briefly review the known results for metastability of the classical Allen-Cahn
equation
∂tu = ε
2∂xxu+ u(1− u2), (4)
with Neumann boundary conditions posed on the interval [0, 1] as studied by several authors;
here we mainly follow [9]. Note that considering the interval [0, 1] is equivalent to picking
[−L,L] up to shifting and scaling the x-coordinate. A key auxiliary tool to construct n-interface
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solutions is to first construct a single layer. This requires the solution of the auxiliary two-point
boundary value problem
ε2
d2φ
dx2
= φ(1− φ2), φ(−`/2) = 0 = φ(`/2). (5)
For ε > 0 sufficiently small, it can be proven that (5) has a unique solution φ(x, `) for each given
` > 0, which is positive for |x| < `/2. The shape of φ(x, `) corresponds to a spike centered at
x = 0, i.e., an interior layer solution in the terminology of multiscale analysis [18]. The width
of this spike is O(ε) and it can also be interpreted as a homoclinic orbit in (φ, φ′)-coordinates to
(0, 0). Next, one wants to construct an interface (layer) with location h = h(t) for (4). Consider
a monotone function
ξ ∈ C∞(R, [0, 1]), ξ(x) =
{
0 for x ≤ −1,
1 for x ≥ 1,
and define the approximate metastable interface, uh = uh(x) for some 0 < h < 1 by
uh(x) := −
[
1 + ξ
(
x− h
ε
)]
φ(x, 2h) + ξ
(
x− h
ε
)
φ(x− 1, 2− 2h) (6)
so that uh(0) < 0, uh(h) = 0, uh(1) > 0, and the width of the interface is O(ε). Obviously one
can construct an approximate n-interface solution by a similar procedure. Since any n-interface
solution has n natural coordinates given by the positions h of each interface, one can define an
n-dimensional manifold M in H1([0, 1]) parametrized by the positions. It is shown in [9] that
this manifold is locally attracting for large classes of initial data for (4). Once the solution is
close to the approximately invariant manifold M, there exists an ODE describing the motion
of the positions h on M. It turns out that all interface positions move at equal asymptotic
speed in a generic setting away from any annihilation events. Their speed in this regime can
be determined by just looking at one interface. It is highly non-trivial to prove that the ODE
for its position is given by
h′ = K0ε
[
q
( ε
2h
)
− q
(
ε
2− 2h
)]
+R1, q(r) := F (φ(0, `)), r := ε/`, (7)
where K0 > 0 is a computable order O(1) constant, and R1 turns out to be a negligible
remainder term [9]. Metastability arises because one can also prove that
q (r) = K1e
−K2`/ε +R2,
for constants K1,2 > 0 and R2 turns out to be another higher-order terms irrelevant for com-
puting the leading-order of the vector field in (7), i.e., the local interface speed is exponentially
small for α = 2.
2.2 Analysis of fractional Allen-Cahn equations
For α ∈ (0, 2), the results for the classical case lead to the following questions:
(Q1) Does the metastable interface speed s = s(ε, α) change? If so, what is the graph of s(ε, α)
as a function of α and/or ε?
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(Q2) Does the interface width w = w(ε, α) change? If so, what is the graph of w(ε, α) as a
function of α and/or ε?
The questions (Q1)-(Q2) are our main focus as they provide immediate information on the
relevant dynamical behavior.
We discuss the ambitious task to extend the results by Carr and Pego in the Section 5.
Next, we will present the analysis of a fractional Allen-Cahn equation on R, which provides
approximations for the interface speed and time–to–collapse. In Section 4 we show by numerical
simulations that these formulas also give a good approximation for our model on a bounded
interval.
2.2.1 Analysis of fractional Allen-Cahn equations on R
Equation (1) with periodic potential F and external forcing on the real line x ∈ R models the
dynamics of crystal dislocations, see [14, 11, 12, 27, 28, 29]. First, the evolution of dislocations
given as a superposition of transitions with the same orientation has been studied. It has been
shown that these transitions repel each other [14, 11, 12]. Patrizi and Valdinoci [27, 28, 29]
considered also dislocations given as a superposition of transitions with arbitrary orientations
and studied again the long-time behavior. For example, two transitions of opposite orientation
attract each other (if no external force is present), which shows the metastable behavior we
are interested in. In general, they study the long-time behavior of well–prepared initial data
modeling an arbitrary (but finite) number of transitions with any order of orientations. We
report here their results for the equation
∂tuε =
1
ε
(
− (−∆)α/2uε − 1εαF ′(uε)
)
, (8)
on x ∈ R with (non-periodic) potential F (u) = u4
4
− u2
2
and superposition of transitions with
alternating orientations (and note the minor modifications needed along the way):
Equations (1) and (8) are related via a rescaling of time t 7→ t/ε1+α.
First, a well–prepared initial datum u0 is constructed from basic layer solutions of (1)
(instead of initial layer solutions): A basic layer solution v : R→ [−1, 1] is a stationary solution
of (1), i.e. it solves
− (−∆)α/2v − f(v) = 0 , x ∈ R , (9)
and satisfies
v′(x) > 0 for all x ∈ R , v(−∞) = −1 , v(0) = 0 , v(+∞) = 1 . (10)
Here, with a slight abuse of notation −(−∆)α/2 denotes the fractional Laplacian acting on
functions on the real line. Note that the fractional Laplacian given on the real line is equivalent
to a singular integral representation, see [8, 19]. The existence and uniqueness (due to v(0) = 0)
of a basic layer solution has been proved in [7, Thm. 2.4].
Then, a well–prepared initial datum u0 is constructed from shifted basic layer solutions v
of alternating orientation. For example, we study the evolution of a transition layer given by
u0ε(x) := v
(
x− x01
ε
)
+ v
(
− x− x
0
2
ε
)
+ 1 (11)
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for some x02 < x
0
1. More generally, we study the evolution of an initial datum u
0
ε given by
u0ε(x) :=
2K∑
i=1
v0ε,i(x) + 1 (12)
where K ∈ N, v0ε,i(x) = v
(
ζi
x−x0i
ε
)
with x02K < x
0
2K−1 < . . . < x
0
2 < x
0
1 and
ζi =
{
+1 if i is odd,
−1 if i is even, i ∈ {1, 2, . . . , 2K} .
It can be shown that, for sufficiently small ε > 0, the solution uε(x, t) of (8) with initial
datum u0ε is approximately of the form
uε(x, t) ≈
2K∑
i=1
v
(
ζi
x− xi(t)
ε
)
+ 1 , (13)
where the functions xi(t) satisfy approximately (i.e., up to higher order terms in ε) a system of
ODEs {
dxi
dt
= ε
1+α
α
42
αΓ((1+α)/2)√
pi|Γ(−α/2)| γ
∑
i 6=j ζiζj
xi−xj
|xi−xj |1+α ,
xi(0) = x
0
i ,
(14)
for i ∈ {1, 2, . . . , 2K} and γ := (∫R(v′(x))2dx)−1. The centers xi are initially ordered as
x02K < x
0
2K−1 < . . . < x
0
2 < x
0
1, then for sufficiently small times t > 0 this order will persist for
the solution of (14), i.e.
x2K(t) < x2K−1(t) < . . . < x2(t) < x1(t) . (15)
System (14) is well-defined until the first collision at time TC , which is defined as the time such
that (15) holds for all t ∈ [0, TC) and
∃iC ∈ {1, 2, . . . , 2K − 1} : xiC+1(TC) = xiC (TC) . (16)
More precisely, it is proved that the solution uε approaches a superposition of sharp transi-
tions with moving centers xi(t) in the following sense:
Theorem 2.1 (cf. [27, Thm. 1.1]). Suppose α ∈ [1, 2]. Let
v(t, x) =
2K∑
i=1
sgn(ζi(x− xi(t))) + 1 , (17)
where sgn is the sign function and (xi(t))i=1,...,2K is the solution to (14). Then, for every ε > 0
there exists a unique solution uε of (8). Furthermore, as ε → 0+, the solution uε exhibits the
following asymptotic behavior:
lim sup
(t′,x′)→(t,x)
ε→0+
uε(t
′, x′) ≤ lim sup
(t′,x′)→(t,x)
v(t′, x′) (18)
and
lim inf
(t′,x′)→(t,x)
ε→0+
uε(t
′, x′) ≥ lim inf
(t′,x′)→(t,x)
v(t′, x′) (19)
for any (t, x) ∈ [0, TC)× R.
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Sketch of proof. The initial conditions u0ε under consideration take values in [−1, 1]. Due to a
maximum principle for (8), the corresponding solution uε of (8) with initial datum u
0
ε will again
satisfy −1 ≤ uε(t, x) ≤ 1 for all (t, x). We consider (8) with the periodic potential Fper such
that Fper(u) = F (u) for all u ∈ [−1, 1]. Then Fper ∈ C2,β(R) is Ho¨lder continuous. Now we can
use the result of [27, Thm. 1.1] for the modified problem. However, since −1 ≤ uε(t, x) ≤ 1 for
all (t, x), the statement carries over to the original problem unchanged.
Remark 2.2. 1. The restriction to α ∈ [1, 2] seems to be due to technical conditions in the
proofs. In case of α ∈ (0, 1), the assumption F ∈ C3,β(R) for some β > 0 is needed,
see [11].
2. In the studies on crystal dislocation dynamics the stable stationary states are taken to be
0 and 1 compared to -1 and 1 as in our setting. That means, we have to include e.g. an
affine transformation y 7→ −2y + 1 which gives an additional multiplicative constant 4.
3. Moreover, we have to include a normalization factor 2
αΓ((1+α)/2)√
pi|Γ(−α/2)| , due to the singular
integral representations used in [33, Lemma 5.1] compared with [27, (1.2)].
In case of two initial transitions with opposite orientation the following estimate for the
time–to–collision TC holds
Theorem 2.3 (cf. [27, Thm. 1.2]). Let K = 1. Let d0 := x
0
1 − x02 > 0. Then,
TC =
Cαd
1+α
0
2(1+α)γ
with Cα := 1/
(
4
α
2αΓ((1 + α)/2)√
pi|Γ(−α/2)|
)
=
Γ(1− α)
2 sec(αpi
2
)
. (20)
Then, (18) and (19) imply that for any x 6= xc where xc := x1(TC) = x2(TC), we have
lim
t→T−C
lim
ε→0+
uε(t, x) = 1 .
That means two dislocations annihilate each other after their collision. However, the limit of
uε(t, x) keeps a memory of them, in the sense that uε at the point xc does not approach the
state 1 in the limit.
Theorem 2.4 ([27, Thm. 1.4]). Let K = 1. Let uε be the solution to (8), then
lim inf
t→T−
C
ε→0+
uε(t, xc) ≤ −1 . (21)
Nonetheless, after some time Tε – which is only slightly larger than the collision time TC –
the solution uε will become small like ε. More precisely,
Theorem 2.5 (cf. [28, Thm. 1.1 & Thm. 1.2]). Let K = 1. Under the assumptions of
Theorem 2.1, let uε be a solution of (8). Then, there exists ε0 > 0 such that for all ε < ε0 there
exist Tε, ρε > 0 such that
Tε = TC + o(1) , ρε = o(1) as ε→ 0
and
1− uε(Tε, x) ≤ ρε for all x ∈ R. (22)
Moreover, there exist ε˜0 > 0 and c > 0 such that for any ε < ε˜0 we have
|1− uε(t, x)| ≤ ρε exp
(
cTε−t
ε1+α
)
, for all x ∈ R and t ≥ Tε. (23)
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3 Numerical Methods
In recent years the numerical simulations of partial differential equations with fractional space
derivatives has attracted a lot of attention. Some references on (various forms of) fractional
Allen-Cahn equations in one and multi-dimensional spatial settings are the following: [6, 35,
34, 1, 31, 32, 36, 17, 3, 20, 22, 16].
In order to discretize (1), we consider an alternative formulation of the fractional Laplacian,
based on the Caffarelli-Silvestre extension [8], as presented in [33] for the Neumann problem.
Consider the solution U : R+ × Ω× R+ → R to:
− div (y1−αU(t)) = 0 , in Ω× R+ , ∀t > 0 , (24a)
dαtrUt + ε2∂αν U = −dαf(trU) , in Ω× {0} × R+ , (24b)
∂νU(t) = 0 , on ∂Ω× R+, ∀t > 0 , (24c)
tr U(0) = u0 , in Ω. (24d)
Here dα := 2
1−αΓ(1−α/2)/Γ(α/2), ∂ν denotes the normal derivative with respect to the lateral
boundary, tr denotes the trace operator with respect to the artificial variable y at 0 and ∂αν is
defined by
∂αν U := − lim
y→0+
y1−α∂y U(·, y).
It can then be proven that if U solves (24), then trU solves (1).
The discretization is based on an semi-implicit BDF2 discretization of the time variable, and
a hp-finite element method to discretize the x and y variables, similar to what was presented
in [4] for the linear stationary case and [26] for the linear time-dependent fractional diffusion
problem, but which is based on a low order discretization in space. An analogous hp-type
method for the linear fractional heat equation, but using different time-stepping and Dirichlet
boundary condition was analyzed in detail in [24].
The semi-implicit BDF2 (SBDF2) method for the ODE ut = L u+f(t, u) with stiff operator
L is given by
un+1 =
4
3
un − 1
3
un−1 +
2
3
∆t
[
2f(tn, u
n)− f(tn−1, un−1)
]
+
2
3
∆tL un+1.
For the discretization in the auxiliary variable y, we fix σ ∈ (0, 1) and consider a graded
mesh Ty := {y0, . . . yN} with y0 := 0, yj := YσN−j. Here Y > 0 is a cutoff parameter. In
Ω := (−L,L), we consider a uniform mesh with size h > 0, denoted by Tx. Denoting by Sp,1(T )
the space of continuous piecewise polynomials of degree p, on a triangulation T we solve in
each time step for Un+1h ∈ S(Tx)⊗ S(Ty) satisfying
2∆t
3dα
∫ Y
0
y1−α
(∇xyUn+1h (t),∇xyVh)L2(Ω) dy + (trUn+1h , trVh)L2(Ω)
=
(4
3
trUnh −
1
3
trUn−1h , trVh
)
L2(Ω)
+
2∆t
3
(
f(trUn)− f(trUn−1), trVh
)
L2(Ω)
.
for all test functions Vh ∈ S(Tx)⊗S(Ty). Note that the nonlinearity is treated explicitly. Since
we expect this contribution to be non-stiff this should not cause concern. The fact that we
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replaced the infinite cylinder Ω × R+ with Ω × (0,Y) can be justified by the fact that when
expanding U in an eigenbasis of the Laplacian, all contributions (except for the constant one)
decay exponentially. (See [4, 24] for details in the Dirichlet case, the Neumann case behaves
analogously). The cutoff of the constant contribution does not impact the result since we used
homogeneous Neumann conditions on the artificial boundary, which capture the constant mode
exactly. When referencing this algorithm, we will refer to it as the “hp-method”.
In order to be able to compare the results obtained by our hp-FEM type approach, we also
implemented and ran our experiments using a simpler spectral type method proposed in [5].
It directly exploits the spectral definition of the fractional Laplacian by using a discrete cosine
transform. For time discretization we use an IMEX-type Euler method. When referencing this
algorithm, we will refer to it as the “spectral–method”.
3.1 Detecting an interface and measuring speeds
In order to extract information on the behavior of the interfaces, we need to fix our methodology
for extracting the quantities of interest from the numerical solutions. For simplicity, even when
using a high order method for solving (1) numerically, our measurements are always taken from
a piecewise linear approximation to the numerical solution. This is done by interpolation on a
finer grid.
Since the interfaces need a certain time to form, and we expect the interfaces to collapse
after some time, with the scales of these timings depending on ε and α, we use an (empirically
determined) estimate for the time until the collapse happens tcol, i.e., the solution becomes
equal to the constant 1 function. When measuring we then assume that for 1
4
tcol the interface
has already formed and assume that afterwards, the interfaces remained stable for a duration
of 1
10
tcol and we can do accurate measurements.
When computing the speed of the interface, we consider the speed of the zeros of the
numerical solution. In order to determine the width of the interface, we made the very simplistic
assumption that an interface happens whenever the solution dips between max(u) − δ and
min(u)+ δ. For the images chosen here we used δ := 0.1. This gave good correspondence of the
wave speed determined by the zeros of u and the speed of the midpoint of the interface. We
also tested using δ = 0.01 and δ ≈ εα, but δ = 0.1 seemed to give the most robust results. Both
width and speed are computed by taking the average over 100 measurements in the time-frame(
1
4
tcol,
7
20
tcol
)
. Figure 2 shows a typical situation.
In order to determine rates, we used MATLABs Curve Fitting Toolbox for polynomial and
power-law fits.
3.2 Model problem
For our computations we fixed the following parameters. We considered the domain Ω :=
(−L,L) with L := 10. In order to derive a starting condition which is close to the theoretical
considerations of Section 2, we approximately computed a layer solution v, as described in
Section A.1. Tacitly extending the function v by a constant outside of (−L,L), the initial
condition is then given by
u0(x) := v
(x− x0
ε
)
+ v
(−x− x0
ε
)
+ 1.
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Figure 2: Example for the detected interfaces and roots.
This function possesses two interfaces at ±x0, which was taken to be x0 := L/4. We will later
on also discuss what happens for more general initial conditions. We used a timestepping size
of ∆t := min(0.05, 10−4tcol), ensuring that we make at least 104 steps.
For the spectral method we used a grid with N = 262144 points. For the hp-method, in Ω,
we used a uniform grid of mesh size min(2L/ε, 8012) and polynomial degree px = 5 in order to
resolve the appearing steep flanks of the interfaces well. To discretize the artificial variable, we
used py = 8 on a geometric grid with 8 layers and a mesh grading factor of σ = 0.125, i.e., the
grid consists of points of the form 8(0.125)` for ` = 0, . . . 8.
3.3 Comparison of the two methods
In this section, we compare the different methods we used. Since they are quite different (first
order vs second order in time, different approaches to the fractional Laplacian), we expect that
this comparison gives a good indication of the real accuracy of our simulations. Instead of
comparing the discrete solutions directly, we compare the postprocessed quantities: interface
speed, interface width and time–to–collapse. The results are collected in Figure 3. As we
can see, the error is reasonably small for all contributions, giving confidence that the behavior
observed numerically matches the one of the exact solution. The only exception is for small
values of α ≈ 0.2. As we do not expect our discretization to be robust as α → 0 this has to
be expected. At the same time, this behavior may explain the observed mismatch between our
predicted behavior and the observations in this regime.
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4 Results on Metastability
In this section, we consider the evolution of two interfaces. We present the results of our
numerical experiments on intervals [−L,L] and compare them with our analysis on the real
line. Therefore, it is natural to investigate the dependence of our quantities of interest on the
size of the considered interval [−L,L]. As can be seen in Figure 4, neither the (modified) speed
nor the width of the interface seem to depend strongly on the size of the domain. Especially
for larger domains, the results become indistinguishable.
We illustrate the metastable behavior for solutions of the Allen-Cahn equation (1) with
well–prepared initial data (11) with L = 10, ε = 0.01 and α = 0.9 in Figure 5. In this
simulation, we can define a time–to–collision T˜C as the first time that two interfaces collide,
i.e. T˜C is the time at which the solution becomes non-negative. This happens at some time
between t = 3671.53 and t = 3694.24, see Figure 5. We studied the evolution of interfaces
also via the ODE system (14) which governs the evolution of the centers of interfaces. There
the time–to–collision TC is defined as the first time that two centers collide, see (16). Using
the parameters of our simulation, TC as given in (20) is approximately 3587.10, where we used
d0 = 2 as in the simulation and computed γ = 1.28550 as in Appendix A.1. Comparing T˜C
with TC shows that the collision of interfaces takes place at a little later than expected.
Next, we will first discuss the interface speed s = s(ε, α) and, then, the interface width w =
w(ε, α).
4.1 Interface speed s = s(ε, α)
Due to the analysis of the evolution of interfaces of (1) on the real line, the (centers of) interfaces
move according to the ODE system (14). In the case of two interfaces with centers x1 and x2,
the interface speed satisfies approximately
sR(ε, α) ≈
∣∣∣ε1+α
α
4
2αΓ((1 + α)/2)√
pi|Γ(−α/2)| γ
x1 − x2
|x1 − x2|1+α
∣∣∣
= ε1+α
4
α
2αΓ((1 + α)/2)√
pi|Γ(−α/2)| γ
1
|x1 − x2|α .
(25)
where γ := (
∫
R(v
′(x))2dx)−1 and v is a basic layer solution of (9) satisfying limx±∞ v(x) = ±1
and v(0) = 0.
In order to cross-validate this analysis, we measured the speed numerically. Renormalizing
according to our previous considerations, we compute a renormalized speed
ŝ(ε, α) :=
Cα|x1 − x2|α
ε1+α
s(ε, α).
with the normalization factor
Cα :=
(
4
α
2αΓ((1 + α)/2)√
pi|Γ(−α/2)|
)−1
=
Γ(1− α)
2 sec(αpi
2
)
.
If the relationship (25) holds true, we expect that the renormalized speed then behaves like
the factor γ. In Figure 6, we have plotted the relationship α 7→ ŝ(ε, α) for different values
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of ε. We first note, that all the curves (roughly) correspond to each other which hints that the
ε–dependence is properly captured by the asymptotics. Comparing the resulting curve to the
numerically computed value of γ then confirms the overall relationship.
4.2 Time–to–collapse tcol
The previous computation of the interface speed still relied on locating the interface and mea-
suring its speed using a number of sample points. This might cause some hard to account for
inaccuracies, resulting in small discrepancies to the predicted behavior and the slightly noisy
look of Figure 6. In order to arrive at a second, more robust result, we also looked at the time
it takes for the interfaces to collide and finally annihilate, what we call the time–to–collapse tcol
for solutions of PDE (1). We compute it by comparing our numerical solution to the constant
function taking the value 1 everywhere. If the difference, as measured in the L2-norm, drops
below 10−6 we record the current time and plot the analog to Figure 6.
The time–to–collapse tcol for solutions of the Allen-Cahn equation (1) with well–prepared
initial data (11) is approximately/greater than the time–to–collision TC in the associated ODE
system (14) (up to some additive terms, see Theorems 2.3 and 2.5):
tcol(ε, α) ≥
(
d0
ε
)1+α
Cα
2(1 + α)γ
. (26)
Computing the modified time–to–collapse as
t̂col :=
(
ε
d0
)1+α
2(1 + α)
Cα
tcol ,
we expect that t̂col ≥ γ−1 but to be of comparable size. Figure 7 confirms the estimate on t̂col.
4.3 Interface width w = w(ε, α)
Next, we consider the width of individual interfaces. For each fixed α, we can plot the interface
width as a function of ε in a log-log plot as shown in Figure 8.
We see that the behavior with respect to ε can be approximated well by a power law of
the form w(ε, α) ≈ εa(α)b(α). In the second subplot of Figure 8, we plotted the behavior of
the coefficient a(α) when varying α in (0.2, 2). Namely, we chose a uniform grid of 40 points
between 0.2 and 1.9. We see that the behavior especially in the regime of larger α, can be
well modeled by a(α) ≈ κ1α−1 + κ2. Empirically we determined the constants in the fit as
κ1 := −0.168298 and κ2 := 1.11709. Overall we see the empirical law
w(ε, α) ≈ b(α)ε−0.168298α−1+1.11709,
which is included in Figure 8 as the dotted black line. In order to get an estimate on b(α), we
again rescale w to get
ŵ(ε, α) := w(ε, α)ε0.168298α
−1−1.11709. (27)
We plot the behavior of ŵ in Figure 9. We observe that, while the ε-dependence is well captured
for larger values of α, the behavior for small α is more erratic.
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5 Summary and Outlook
Following the analysis of a fractional Allen-Cahn equation on R, we obtained formulas for the
interface speed and time–to–collision and its dependence on ε and α. In Section 4 we checked
the validity of these formulas for our model on a bounded interval with homogeneous Neumann
boundary conditions. Moreover, we studied numerically the behavior of the interface width well
before the two interfaces collide. Following the analysis by Patrizi and Valdinoci, we considered
well–prepared initial data, i.e., we started close to a metastable profile. Hence, we are now in
the position to provide a good dynamical unterstanding of the fractional Allen-Cahn equation
in its metastable regime. Yet, for the classical Allen-Cahn equation, it is well-known that
there are four possible stages in the generation, propagation and annihilation of metastable
patterns [10]: Starting from a large class of oscillating initial data, there is phase separation,
then the formation of a metastable pattern, next a slow motion of the metastable pattern
and (a possible) annihilation of two interfaces. The latter stages may repeat until either a
constant stable state or a single basic layer solution remains. Thus, we are still missing a more
detailed analysis of the early stages of the generation of metastable patterns for the fractional
Allen-Cahn equation, which remains a topic for future work.
Another natural question is to try to extend the approach in [9] to the case of a fractional
Allen-Cahn equation, i.e., to re-consider the auxiliary BVP (5) as a problem in its own right.
We may ask what happens if we replace the second-order derivative by the fractional Laplacian?
Is this problem still somehow connected to metastability? Is the solution unique if we require
positivity in the interior? If so, what is its shape? If it has a peak near zero, what is the scaling
of the spike layer as a function of `, ε and α? These questions all remain to be dealt with in
future work.
Another important direction is to consider other potentials F . In this work we considered
a balanced potential, i.e. F (−1) = F (1). To fully characterize the dynamics of the fractional
Allen-Cahn equation for general unbalanced potentials is an open question, but see [25, §5] and
[2, 7] as examples for encouraging results towards this goal.
A Dependence on the size of the domain
Since all our analytical insights are dependent on working on the full space R, whereas our
numerics is restricted to a finite interval, it is natural to investigate the dependence of our
quantities of interest on the size of the considered interval (−L,L). As can be seen in Figure 4,
neither the (modified) speed nor the width of the interface seems to depend strongly on the
size of the domain. Especially for larger domains, the results become indistinguishable.
A.1 Basic layer solution on R
The layer solutions of (9)–(10) are – in fact – the stationary traveling wave solutions of (1),
which are unique up to translations (see [7]) and locally asymptotically stable, see [2, 23].
Therefore we aim to approximate the layer solution as the stationary solution of (1). We
use again the numerical scheme on intervals [−L,L] as presented in Section 3. Starting our
numerical scheme in Section 3 with ε = 1 and an initial datum u0 given as the linear function
connecting −1 and 1, we let the simulation run until a stationary state is reached. Finally we
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compute ∫ ∞
−∞
|v′|2dx =
∫ −L
−∞
|v′|2dx+
∫ L
−L
|v′|2dx+
∫ ∞
L
|v′|2dx .
The term
∫ L
−L |v′|2dx is computed from our numerical solution. Whereas for the first and third
summand we use that the layer solution is an odd function (see [7, Thm. 2.4] and its tail
behaves as
v(x) ≈ 1 + px−α for x L where p = −sec(αpi/2)
2Γ(1− α) ,
see [25, Eq. (23)] and [7, Thm. 2.7]. Thus,∫ −L
−∞
|v′|2dx =
∫ ∞
L
|v′|2dx
=
∫ ∞
L
p2α2x−2α−2dx
= p2α2
−1
2α + 1
x−2α−1
∣∣∣∞
L
= p2α2
1
2α + 1
L−2α−1 .
Summing up, we deduce∫ ∞
−∞
|v′|2dx =
∫ L
−L
|v′|2dx+ 2p2α2 1
2α + 1
L−2α−1 .
We again chose different values of L in order to investigate the influence of the choice of bounded
domain, but observe that for larger intervals, the influence of the cutoff becomes negligible.
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Figure 3: Comparison of two numerical methods: hp–method vs. spectral–method. Different
lines represent different values of α ∈ (0.2, 1.9).
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Figure 4: Comparing results on intervals [−L,L] with L = 10, 20, 40 and ε = 0.1.
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(f) solution at time t = 3694.24.
Figure 5: Evolution of solution for Allen-Cahn equation (1) with well–prepared initial data (11)
with L = 10, ε = 0.01 and α = 0.9.
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Figure 6: Comparison of the renormalized speed ŝ(ε, α) to γ. Blue: different lines represent
different values of ε ∈ (0.002, 0.05).
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Figure 8: Behavior of the interface width (hp-BDF2 method). Different lines represent different
values of α. Blue line: actual data; black dashed line: power law fit w(ε, α) ≈ εa(α)b(α).
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Figure 9: Behavior of the modified interface width ŵ(ε, α) with respect to α. Different lines
represent different values of ε.
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