Let Q(α) and Q(β) be algebraic number fields. We describe a new method to find (if they exist) all isomorphisms, Q(β) → Q(α). The algorithm is particularly efficient if the number of isomorphisms is one.
Introduction
Let Q(α) and Q(β) be two number fields, given by the minimal polynomials f (x) = n i=0 f i x i and g(x) = n i=0 g i x i of α and β respectively. In this paper we give an algorithm to compute the isomorphisms Q(β) → Q(α). Suppose there is an isomorphism then we have the following diagram of field extensions:
To represent such an isomorphism we need to give the image of β in Q(α), in other words, we need to give a root of g(x) in Q(α).
We now describe two common methods of computing isomorphisms of number fields.
Method I. Field Isomorphism Using Polynomial Factorization [11, Algorithm 4.5.6] • Find all roots of g in Q(α). Each corresponds to an isomorphism Q(β) → Q(α). The roots can be found by factoring g over Q(α). (c) If β → h(α) is an isomorphism, then h(α 1 ) = β i for some i ∈ {1, . . . , d}.
(d) Run a loop i = 1, . . . , d and for each i, use LLL [9] techniques to check if there exists a polynomial h(x) ∈ Q[x] <n for which h(α 1 ) = β i .
Method I is often fast, but one can give examples where it becomes slow, e.g. for so-called Swinnerton-Dyer polynomials, the degree n 2 factoring leads to a lattice reduction in [VH 2002 ] of dimension approximately n 2 /2. Method I(b) can be faster, but one can still produce examples where it becomes slow, e.g. [7] . For such examples method II is faster because the lattice reduction there has dimension approximately n.
Our algorithm is similar to Method II. There can be n distinct isomorphisms (in the Galois case) and in this case our algorithm is the same as Algorithm II. However, if there is only one isomorphism then we can save roughly a factor d. This is because we can do the LLL computation for all β i simultaneously.
Preliminaries
We let Q[x] <n denote the polynomials over Q with degree less than n.
Under an isomorphism β will map to some h(α) ∈ Q(α),
.
A polynomial h(x) ∈ Q[x] <n represents an isomorphism if and only if h(α) is a root of g, i.e. g(h(α)) = 0.
If Q(β) is isomorphic to Q(α) then g and f have the same factorization pattern in Q p [x] for every prime p. To simplify the factoring in Q p [x] we restrict to good primes p, defined as: Definition 2.2. A good prime p is one that does not divide the leading coefficient of f or g and does not divide the discriminant of either f or g. For a good prime p we can factor f in Q p [x] up to any desired p-adic precision by factoring in F p [x], followed by Hensel Lifting [11, p. 137 ]. Likewise we can distinct-degree factor f as:
where
Definition 2.4. Sub-traces Let p be a prime and d a positive integer. Then we define the Q-linear map:
We call these maps sub-traces because the sum is taken over a subset of the roots of f . Likewise we define T r d p (g, * ) :
Remark 2.5. The map T r d p does not depend on the choice of the minimal polynomial f that is used to represent the number field. In particular if
Definition 2.6. We will now define two bases of Q(α) that we will need. The first one is the standard basis, which is {1, α, α 2 , . . . , α n−1 }. The second will be called the rational representation basis, which is
Rational representation can improve running time and complexity results, see [4] . This representation has also been used under various names, see [2, 4] , and occurs naturally in algebraic number theory as a dual basis under the trace operator, see [2] .
A basis for Q(α) corresponds to a map ρ : Q n → Q(α). We use the rational representation basis, therefore
Remark 2.8. One of the advantages of rational representation is: by using the b i in h instead of the a i , we have h ∈ Z n for every algebraic integer h(α), see lemma 4.2. Moreover, as in [4] this also improves bounds (section 4). It is also better to use g n h than simply using h(α) since g n h will have integer components, by Corollary 4.3, which are easier to bound and are heuristically of smaller size [4, Section 6] .
Overview of the Algorithm
Goal: To find all g n h ∈ Z n for which β → h(α) defines an isomorphism Q(β) → Q(α). Idea: The aim of the pre-processing algorithm in Section 5 is to find a sequence
We can then use L k to speed up the computation of the isomorphism(s), especially when dim(L k ) is small. The cost of computing L k is comparable to one iteration in Method II.
In the algorithm we start with the lattice Z n and then add the restrictions imposed by the condition that under an isomorphism, sub-traces Q(α) → Q p must correspond to sub-traces Q(β) → Q p . By doing this for several primes we are able to narrow down the possible isomorphisms. If dim(L k ) ≤ 1, this directly gives the isomorphism or shows that there is no isomorphism. If dim(L k ) > 1 then we switch to Method II, but starting with L k . Thus we end up with d lattice reductions of dimension dim(L k ). In the worst case dim(L k ) ≈ n, this costs the same as Method II. In the best case, dim(L k ) ≤ 1 and we save a factor d.
Bounding the length of g n h
To effectively carry out this algorithm we will need a good upper bound on the size of g n h. In this section we aim to find such a bound.
Definition 4.1. Let α 1 , . . . , α n ∈ C be the roots of f . Then using the basis {1, x, x 2 , . . . , x n−1 } of C[x] <n and the standard basis {e 1 , e 2 , . . . , e n } for C n , the interpolation map C n → C[x] <n is given by:
This polynomial takes value 1 at x = α i and value 0 at x = α j (i = j). The inverse of the interpolation map is the evaluation map, which is given by the Vandermonde matrix:
Proof. Denote by (i) the complex embeddings of Q(α). Then define
The coefficients of m(x) are in Q since the polynomial is symmetric in the α (i) . But m(x) is also a sum of polynomials all of whose entries are algebraic integers. Hence
Corollary 4.3. Let β → h(α) be an isomorphism of Q(β) and Q(α). Then g n h(α) is an algebraic integer and hence g n h ∈ Z n .
Proof. Apply lemma 4.2 by letting a = g n h(α) and recall that g n h is comprised of the coefficients of g n f ′ (α)h(α) in the standard basis, each of which will be integers by lemma 4.2.
Proof. If we evaluate f ′ (x)h(x) at the roots of f (x) and then interpolate we get:
will be the remainder of f ′ (x)h(x) divided by f (x), because they are of the same degree and coincide on the n roots of f (x). The lemma then follows from the fact that α is a root of f (x).
In order to bound f ′ (α)h(x) we will have to bound both
and also |β i |. We will use Corollary 4.7 to bound
and since we know the β i up to a permutation (they are roots of g(x)), we can bound |β i |. 
Proof. See Granville, [1] .
have the same leading coefficient and
Proof. Apply Theorem 4.5 to the reciprocals of f andf .
Corollary 4.7. Let P (x) be an irreducible polynomial (over Q) of degree n ≥ 1 and let {γ 1 , γ 2 , . . . , γ n } be its complex roots. Then
and f (x) = P (x) and apply Corollary 4.6. Then
There are several ways to bound S g(x) : 1) S g(x) ≤ The degree of g(x) times the rootbound described in [3] .
, where the Mahler measure can be bounded by g(x) .
Proof. (of Equation (4))
The first equality is by the definition of h, the second by Lemma 4.4 and the inequality by Corollary 4.7.
The Algorithms
Here we give the algorithms for computing the isomorphisms between number fields. The Pre-processing algorithm reduces the lattice of possible isomorphisms and gives the explicit isomorphism if there is only one. The next algorithm, FindIsomorphism, calls the Pre-processing algorithm and uses the remaining lattice to check which maps on roots corresponds to an isomorphism. (2) for notation. Procedure 1. p := bp, counter:= 0.
Algorithm: LLL-with-removals[10] Input
A matrix A and a bound b. Output A set of LLL reduced row vectors where the last vector is removed if its Gram-Schmitt length is greater than b. Algorithm: FindSuitablePrime Input (f (x), g(x), x, bp, b, e), where bp is the first prime to test, b and e determine the level to Hensel Lift to. Output p, p a , m, [[F d 1 , G d 1 ], [F d 2 , G d 2 ], . . . [F dm , G dm ]], see equation
Repeat (until the algorithm stops in Steps 2(d)ii, 2(f ) or 2(j)).
(a) p := nextprime(p) (b) if p| discriminant(f, x) or p|f n then go to Step 2(a) (c) if p| discriminant(g, x) or p|g n then go to Step 2(a) (
as output and stop.
Algorithm: Pre-Processing Input Polynomials f (x) and g(x). Output Either "No isomorphism exists", a verified isomorphism, or a Zmodule which contains (g n h, g n ) for every isomorphism h. Remark: This lattice is given as the row space of a matrix C. (e) Let {Base i } ∈ Q(α) <n , i = 1 . . . n be {ρ (1, 0, . . . , 0), ρ(0, 1, . . . , 0) , . . . , ρ(0, 0, . . . , 1)} with ρ defined in Section 2. 3. Let b := nS f (x) , be the bound described in Theorem 4.8.
Repeat (until the algorithm stops in 4(b), 4(e) or 4(i)).
(a) q := q + 1.
i. If p = 0 then return C. In the next algorithm we use the lattice outputted from Pre-Processing to check all possible maps on the roots to see which are actual isomorphisms. This will find all isomorphisms from Q(β) → Q(α).
The following algorithm is described for (linear) roots of f and g in Q p and can be extended to the roots of F i and G i instead.
Remark 5.2. It should be noted that even if the Pre-processing Algorithm does not find the isomorphism(s), the LLL switches it performs will still contribute to the FindIsomorphism Algorithm. This is true for the same reason as in [11, pg 175] . 
i. Hensel Lift the roots of f and g to twice the current p-adic precision, i.e. p 2a . ii. Apply Step 4(a) with the more precise roots.
Proofs of Termination and Validity
In this section we prove that the algorithms terminate and show that the algorithm does indeed produce all isomorphisms of the number fields Q(β) and Q(α).
First we cite a lemma which shows why we can use LLL with removal in our algorithm. Proof. This follows from the proof of Proposition 1.11 in [9] , it is also stated as Lemma 2 in [10] .
Corollary 5.4. Using LLL-with-removals on a lattice containing g n h with the bound b, computed in Step 3 of Pre-Processing, does not remove g n h from the lattice.
Proof. Using Lemma 5.3 and Theorem 4.8 we know that removing final vectors with Gram-Schmitt length bigger than b does not remove any of the g n h.
Lemma 5.5. The Pre-Processing Algorithm terminates.
Proof. The steps of the Pre-Processing algorithm are known algorithms that terminate, the only one that is not immediate is Step 4(h).
Step 4(h) terminates because each run increases the determinant of the lattice (Step 4(h)i) and any final (see Lemma 5. 3) vector with Gram-Schmitt length bigger than b is removed, thus the number of vectors is monotonically decreasing and hence it can only be run a finite number of times.
Lemma 5.6. The FindIsomorphism Algorithm described above terminates.
Proof. For Steps 1-3 it is clear why each will terminate. We show that Step 4 terminates by contradiction. Suppose Step 4 never terminates (i.e. the lattice always has dimension > 1) then it contains at least two vectors: (h 1 , e 1 ) and (h 2 , e 2 ). Let H = h 1 if e 1 = 0 or H = e 1 h 2 − e 2 h 1 otherwise. Then H(α) ≡ 0 mod p a . We get a contradiction when p a is larger than an upper bound for Res x (H, f ). An upper bound for H can be obtained from equation 1.7 in [9] and the fact that the last vector after LLL-with-removals has Gram-Schmitt length ≤ b.
6 Heuristic estimate on the rank of C Let C ⊆ Z n+1 be the output of the Pre-Processing Algorithm. Let G be the Galois group of f (x) and let H i be the stabilizer of α i for i ∈ {1, 2, . . . , n}, where the α i are the roots of f (x).
Let d be the number of j such that H 1 = H j , then d is the number of automorphisms of Q(α). If Q(α) and Q(β) are isomorphic then d will also be the number of isomorphisms from Q(β) to Q(α).
Remark 6.2. We view G, which as the Galois group acts on {α 1 , α 2 , . . . , α n }, as acting on the set {1, 2, . . . , n} in the most natural way. Hence we view G as a subgroup of S n , the symmetric group.
We will construct a partition matrix as follows. For each σ ∈ G, group together the cycles of the same length. Different group elements and cycle lengths will correspond to different rows. For each element of G and for each cycle length in σ, construct one row of P as follows: place a 1 in the i th entry if α i is in a cycle of that length. We call the resulting matrix P .
For example for σ 1 = (1)(2)(3)(456) and σ 2 = (12)(3456) we would get the following partition matrix :
. . . Since there are d automorphisms the number of distinct columns of P will be ≤ n/d, hence rank(P ) ≤ n/d and thus Nullspace(P ) ≥ n − n/d. This translates into an estimate on the rank of the lattice C since it helps us bound
Nullspace(P ) corresponds to elements for which all sub-traces are zero, so dim(Nullspace(P )) ≤ dim(V ).
Since we used LLL-with-removals with cut off point b, if V admits a basis whose norms are all smaller than b then V ⊆ π 1...n (C), where π 1...n is the projection on the first n coordinates.
Therefore under that assumption dim(π 1...n (C)) ≥ dim(Nullspace(P )) ≥ n − n/d.
indispensable operation of defining the number field, and with our algorithm we have a runtime of 2.97 seconds. We also tested this algorithm in the case where our heuristic estimate on the rank does not apply, namely on the first counter-example. Using Belabas' method we have a runtime of .091 seconds and with our algorithm we have a runtime of .797 seconds.
Bearing in mind that our implementation is not optimized and is coded in Maple we expect it to be much faster when using a better implementation of LLL.
We also tested them on a larger example, namely the degree 81 example located at [7] , our algorithm found the isomorphism in 2326.581 seconds and the Belabas' implementation did not finish as it ran out of memory after trying for a few days. Therefore there are certainly advantages to using this algorithm, as there are examples where there is a significant reduction in the required runtime/resources.
Summary
Method II (from Section 1) can be described by the following procedure: first pick p such that f and g have roots in Q p . Fix one root β ∈ Q p of g, take all roots α 1 , . . . , α d ∈ Q p of f . Then for each α i use LLL to find h i ∈ Q[x] (if it exists) with h i (α i ) = β i .
Our approach is similar, the difference is that we start with LLL reductions (obtained from sub-traces) that are valid for all α i . This way, a portion of the LLL computation to be done for each α i is now shared. The time saved is then (d − 1) times the cost of the shared portion. This can be made rigorous by introducing a progress counter for LLL cost similar to [10] .
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