Cells function and respond to changes in their environment by the coordinated activity of their molecular components, including mRNAs, proteins and metabolites. At the heart of proper cellular function are molecular networks connecting these components to process extra-cellular environmental signals and drive dynamic, context-specific cellular responses. Network-based computational approaches aim to systematically integrate measurements from highthroughput experiments to gain a global understanding of cellular function under changing environmental conditions.
Introduction
Normal and disease cellular states are the integrated outputs of networks acting at multiple levels of regulation, including the pre-transcriptional, transcriptional and post-translational levels [1, 2, 3, 4]. Advances in omic techniques are providing an unprecedented capacity to measure RNA (coding and non-coding), protein, and post-translational modification levels under different biological contexts such as time, cell states, tissues, or organisms [5, 6, 7, 8] .
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Systematic integration of such datasets is essential to identify molecular networks controlling normal and disease states, and, ultimately, predict complex phenotypes from molecular markers [9, 10] . This review focuses on recent efforts (2013-2015, Supplementary Table 1) in the field of network biology to address two major challenges that have emerged in the era of high-throughput biology ( Fig. 1) : Network reconstruction, which entails inference of shared and context-specific network connectivity from multiple omic measurements of molecular entities, and Network-combined with computational modeling [29, 30] , could significantly improve the quality of the prior networks for transcriptional regulatory networks.
More complete and accurate networks require measuring and modeling additional levels of transcriptional and post-transcriptional regulation. Accordingly, new methods are being developed to integrate these aspects. For example, using genome-wide miRNA and mRNA levels measurements from cancer samples, several groups have inferred miRNA-target gene networks [31, 32] . Osmanbeyoglu et al.
[33]* infer latent activity of and relationships between signaling proteins and transcription factors using a new regularized regression approach, integrating both reverse phase protein array levels and gene expression. Metabolic networks also have regulatory roles and interact with transcriptional networks to control the overall state of organisms [34, 35] . Recent availability of large scale metabolomic profiles have fueled parallel development of network-based methods to analyze metabolomic data. We refer the reader to recent reviews on network approaches with metabolomic data [36, 37] and integration of these networks with tran- 70 scriptional networks [38, 39] . A direction that can be particularly useful for capturing different levels of regulation is to better model the distribution of the random variables representing the molecular entities, for example, by allowing heterogeneous random variables [40, 41] .
Inference of a causal network by asserting directionality on edges is another important challenge in network reconstruction. Gene expression data from natural variation populations [42] or single gene perturbations [43] can help 75 assert directed causal connections. To this end, the caPC (covariate-adjusted PC) algorithm [44] infers a partially directed graph by regressing each gene's expression on a set of single-nucleotide polymorphisms (SNPs), and then uses the PC algorithm [45] to infer directionality based on conditional independence tests. Temporal information can also capture causal dependencies and dynamic Bayesian frameworks are particularly promising to address this [46] *. An alternative is to focus on inferring the directed connections among regulators only, using a prior regulatory network as 80 input and inferring the activity of regulators rather than inferring new edges to targets. The biRte method [47] extends Nested Effects Models [48] , to infer a directed graph over the regulators based on the identity and expression of their targets. An advantage of this method is that it does not predict regulator activity only based on mRNA levels. These approaches are promising steps toward solving a key challenge of inferring directionality in regulatory networks.
Context-specificity and dynamics in network reconstruction
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The previous section focused on learning a single network from data. Often it is important to infer how networks change between different contexts (e.g., cell types and diseases) or over time. Recently, several methods have been developed to jointly infer networks that each represent a different context. Because information is shared during the inference process, the networks can be used to study shared and context-specific components.
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The vast majority of methods have used Gaussian Graphical models (GGMs) [49, 50] that infer undirected "func-tional" interactions corresponding to direct statistical dependencies (Box 1C). Learning a GGM translates to estimating the non-zero off-diagonal entries in the inverse of the covariance matrix (also called the precision matrix), further imposing regularization terms to encourage sparsity. One approach by Kling et al. [51] * uses an augmented Sparse Inverse Covariance Selection (SICS) approach to jointly estimate one network (precision matrix) for each cancer, each network predicting connections between genes, microRNAs and sequence mutations. This is accomplished by a 95 regularized regression framework with a novel multi-graph prior that encourages similarity between the networks as well as a modular structure within each network. Other approaches incorporate prior information about the relationship between the contexts. Treegl [52] and GNAT [53] * use a known hierarchy over contexts, such as a cell lineage.
In Treegl, data are observed at both internal and leaf nodes, while for GNAT, data are available only in the leaf nodes.
Aiming to get closer to a directed regulatory network, Ontogenet [54]* infers per-module regulatory programs for 100 multiple cell types in a lineage. This approach is similar to Treegl and GNAT, except that in Ontogenet the covariates of a gene are restricted to annotated regulators such as transcription factors and one estimates regulators for modules rather than individual genes, making this approach amenable to small sample size problems. GNAT and Ontogenet are of particular interest because they demonstrate that these approaches can be used on a large scale.
Context-specific networks have also been examined using supervised learning by training on a gold-standard net-105 work extracted from known interaction databases (e.g., [55, 56] ) that is filtered based on node expression in a specific condition [57] . Park et al.
[58] train tissue-specific support vector machines to predict the probability of an edge belonging to a particular interaction type (transcriptional regulation, phosphorylation, protein co-complexes, and posttranslational regulation). Greene et al.
[59]* apply a Bayesian data integration approach to learn tissue-specific networks for 144 tissues based on available human gene expression data sets in the Gene Expression Omnibus [60] .
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A more fine-grained notion of context is time; however, the above approaches are not applicable here because of the lack of sufficient samples per time point. Yosef et al.
[61] overlayed time-point specific gene expression on a skeleton regulatory network inferred from sequence-specific motifs and targets. ODE-based models have the finest possible resolution [62], however, learning such models on a genome-scale is intractable and most approaches have focused on few dozen nodes [46] . To overcome the computational complexity while modeling different types of dependencies 115 including temporal dependencies, the Jump3 method [63] uses tree-based models on time-series data and were able to model hundreds of genes.
Of special interest are methods that use single cell data such as single cell RNA-seq [64, 65] or proteomic levels [66] for inferring regulatory networks in cell fate specification problems [67, 68, 66] . The method of Ocone el al.
[67]** uses dimensionality reduction techniques and cellular trajectory learning [69] to infer a pseudo time course.
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They then use an ODE-based model to infer a regulatory network for each of the developmental branches. Because these assays can measure hundreds to thousands of cells, each cell providing a simultaneous measurement of multiple molecules at a time, these technologies open up a new avenue of inferring networks per cell type.
In summary, network reconstruction is the problem of inferring regulatory causal connections between molecular nodes in one or multiple conditions. Expression-based network inference methods have been popular because mRNA 125 levels are the most widely available type of data. However, expression alone is not sufficient to learn regulatory networks, and new approaches that either incorporate prior interactions or additional types of data will be important to learn more accurate and complete networks.
Network-based interpretation and prioritization
Once a network structure is available, powerful computational approaches have been developed to tackle a va-130 riety of problems, broadly grouped under "network-based interpretation and prioritization". Here we address three broad classes of methods: integrating gene sets from multiple high-throughput experiments, examining perturbation in networks, and prioritizing genes for follow up experiments. Common to these approaches is to use the network as a "skeleton" to define the universe of possible physical (e.g., protein-protein, protein-DNA) and functional (genetic) relationships among genes (Box 1C).
135
Integrating gene hits from complementary high-throughput experiments
Frequently, multiple high-throughput experimental assays such as transcriptomic or proteomic profiling, as well as large-scale functional screening studies [70, 71] , are used to identify genes important for a specific biological process [72] . Often, the experimental methodologies are complementary and identify only partially overlapping hit gene sets. An important question is if, and how, the genes identified from each assay are related to each other.
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Network flow methods ( Fig 1D) are popular approaches to identify subnetworks integrating input gene sets based on their connectivity on a skeleton network (reviewed by Kim et al. [73] ). The key idea is that the subnetwork depicts how information flows between the different hit sets. For example, a subnetwork can link functional screen hits (upstream) to differential mRNA expression (downstream). Network flow methods often (but not exclusively) seek to find a minimal or sparse subnetwork (i.e., using a small number of edges to connect many hits) and vary in the 145 node-, edge-and path-level properties that are inferred for each subnetwork. For example, prize-collecting Steiner trees [74] and maximum flow [72] methods define node-or edge-level properties (e.g., sign, directionality) and define an objective function that prefers a minimal network. In contrast, candidate path-based methods can incorporate more complex path-level properties [75, 76, 77, 78, 79] , for example, enabling the connection of specific node pairs.
However, enumerating candidate paths or optimizing over them can be computationally challenging. As in network reconstruction, an emerging theme among information flow methods is to extend existing approaches to jointly infer subnetworks for multiple related contexts [79, 80, 81] . All methods define these network level properties as constraints and solve the constrained optimization method using either: (i) linear (or integer linear) programming (ILP) methods [72, 74, 76, 77, 78, 79] , or (ii) statistical inference within a maximum likelihood framework [75, 82, 83] . When considering genome-scale networks, ILP-based 155 methods have the advantage in that they can find globally optimal solutions more efficiently compared to probabilistic approaches. However, probabilistic approaches are also useful at smaller scales as different parameters can be estimated in a data-driven manner.
Interpreting genetic variation
A network also provides molecular context to interpret genetic variation (Fig 1D) , including Single Nucleotide
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Polymorphisms (SNPs). Some approaches are applicable when there is a known directionality from the perturbation to specific affected targets. PINE (Perturbations in NEtworks) [84] is a probabilistic method to predict which branches of an input parameterized signaling network are affected by genetic variants under specific conditions. If a less detailed input network is sufficient, network flow methods (e.g., minimal set cover) can also be used. For example, in cancer, identifying causal "driver" variants from correlated "passenger" mutations is important. This problem is commonly 165 addressed by minimum set cover approach (recently, [85, 86] ) to distinguish causal driver mutations from passenger' mutations by finding a small set of drivers that can be connected to the targets by paths in a protein-protein network.
If only a list of mutations is available, or if causal directionality from mutations to gene expression is not assumed, one can use module-based methods to find densely connected components of the network that are enriched for highly mutated genes (e.g., [87, 88] ). Grouping the mutated or dysregulated genes into modules may make the approach 170 more resistant to noise in the network or data. Recently this concept has been applied in conjunction with expression data to interpret genetic variation in autism [89] and glioblastoma [90] .
A limitation of current skeleton-network based approaches is that they typically include only perturbations to coding regions, and cannot be used to interpret regulatory variants, many of which can lie far away from genes [91] .
As our ability to identify regulatory variation improves, for example from high-throughput regulatory genomic datasets 175 [6, 5], extending network-based methods to incorporate regulatory variants will become increasingly important [92, 93] .
Gene prioritization
Protein-protein and functional interaction networks are often used to prioritize genes for further experiments (Fig 1E) . Most of these approaches (reviewed by Moreau & Tranchevant [94] ) have either relied on network cen-180 trality measures (e.g., connectivity of hub genes, Box 1D, [95] ), or, have used an input set of known relevant genes to rank candidates using the concept of guilt by association: genes that are close to input genes (e.g., based on shortest path length, or more global diffusion-based measures [96] ) in the skeleton network are likely to have similar function.
An increasingly important and exciting new direction is to prioritize genes to efficiently convert one cell type into another, e.g., to reprogram differentiated cells into induced pluripotent cells [97, 98] . CellNet [98]** first infers tissue 185 and cell type-specific networks, and then uses those networks in a Random Forest classification approach to prioritize genes for reprogramming and to quantify similarity between a query sample and a known cell type. A subsequent approach, Mogrify [97] , prioritizes genes based on proximity on an input skeleton network and a measure of differential expression, which is informed by the lineage structure of cell types. Both approaches successfully recapitulated known cell-fate specification genes, and also predicted new genes that were validated to be important regulators for 190 establishing a specific fate.
In summary, network-based methods can be powerful for interpretation of high-throughput measurements and for prioritization of experiments. The choice of the skeleton network is important as most approaches rely on interactions from public databases that may not be relevant to the cellular context being modeled. Recent efforts to infer contextspecific interactions may allow these network-based approaches to achieve higher precision [59] .
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Conclusions
Network-based computational methods aim to build, interpret and integrate molecular networks and have been important tools for studies of complex responses. In this review, we discussed recent promising approaches for two major problems: network reconstruction and network-based interpretation. Going forward we envision addressing one major challenge: to build network-based causal, predictive models of complex phenotypes. This will require us to con- D. Organizational units. Networks are composed of smaller structural units. A subnetwork is a subset of nodes and edges from the original network; subnetworks are used to predict functional coordination between nodes. A regulatory path is a chain of nodes and edges that posits the ordered mechanism by which upstream regulators and transcription factors influence the regulation of a target gene. A regulatory module is a group of genes that are co-expressed and are predicted to share the same regulatory program. A hub node has a high degree (number of neighbors); hubs are often predicted to be important regulators of one or more cellular pathways.
Box 1: Network terminology 
