Consider a spectrally sparse signal x that consists of r complex sinusoids with or without damping. We study the robust recovery problem for the spectrally sparse signal under the fully observed setting, which is about recovering x and a sparse corruption vector s from their sum z = x+s. In this paper, we exploit the low-rank property of the Hankel matrix constructed from x, and develop an efficient non-convex algorithm, coined Accelerated Alternating Projections for Robust Low-Rank Hankel Matrix Reconstruction (AAP-Hankel). The high computational efficiency and low space complexity of AAP-Hankel are achieved by fast computations involving structured matrices, and a subspace projection method for accelerated low-rank approximation. Theoretical recovery guarantee with a linear convergence rate has been established for AAP-Hankel. Empirical performance comparisons on synthetic and real-world datasets demonstrate the computational advantages of AAP-Hankel, in both efficiency and robustness aspects.
Introduction
In this paper, we study the corrupted spectrally sparse signal recovery problem under the fully observed setting. Denote the imaginary unit by ı. Let x(t) be a continuous one-dimensional spectrally r-sparse signal; that is, x(t) is a weighted superposition of r complex sinusoids where a j , f j and d j represent non-zero complex amplitude, normalized frequency and damping factor of the j th sinusoid, respectively. Furthermore, let column vector x = [x(0), x(1), · · · , x(n − 1)] T ∈ C n (2) denote the discrete samples of x(t).
The spectrally sparse signal, as defined in (1) , appears in a wide range of applications, including seismic imaging [1] , analog-to-digital conversion [2; 3] , nuclear magnetic resonance (NMR) spectroscopy [4; 5; 6] , and fluorescence microscopy [7] . Due to malfunction of data acquisition sensors, the recorded signals are often corrupted by impulse noise, e.g., baseline distortions in NMR [8] . Since the amount of impulse noise corruptions is often relatively small compared to the signal size, we can consider them as sparse corruptions. It is thus of importance to remove such sparse corruptions and recover the original signal accurately.
Model and Assumptions
Suppose we receive a corrupted signal z ∈ C n , which is the sum of an underlying spectrally sparse signal and some sparse corruptions, namely z = x + s. Then, our goal is to recover x and s from z simultaneously. This vector separating problem can be expressed as: min x ,s z − x − s 2 2 subject to x is spectrally sparse and s is sparse;
that is, we are seeking a spectrally sparse vector x and sparse vector s such that their sum fits best to the given vector z. However, a corrupted signal cannot be fully recovered unless it has certain inherent structure that provides a unique determination of the corrupted entries. Inspired by robust principal component analysis (RPCA) [9; 10; 11] , which recovers a low-rank matrix from corruptions under some natural conditions, we exploit the low-rank property of the Hankel matrix constructed from a spectrally sparse signal in this paper.
Let H : C n → C n1×n2 denote a mapping from a complex vector to a complex Hankel matrix, where n = n 1 + n 2 − 1. For any vector v = [v 0 ; v 1 ; · · · ; v n−1 ] ∈ C n , we define
Here a good choice of the matrix size is n 1 ≈ n 2 , i.e., we want to construct a nearly squared Hankel matrix. Without loss of generality, throughout this paper, we will use n 1 = n 2 = (n + 1)/2 if n is odd, and n 1 = n 2 − 1 = n/2 if otherwise. Suppose x ∈ C n is a spectrally r-sparse signal, then we can get a Vandermonde decomposition of H(x) in the form of
, and ω j = e 2πıfj −dj for i 1 ∈ {1, · · · , n 1 }, i 2 = {1, · · · , n 2 } and j ∈ {1, · · · , r}. It is easy to see that the left and right matrices in this Vandermonde decomposition are both of full rank. Thus, H(x) is rank-r provided all the complex amplitudes {a j } are non-zero. It is worth mentioning that the low-rank Hankel matrix also appears in many other applications, such as magnetic resonance imaging (MRI) [12; 13; 14] , dynamical system identification [15; 16] , and autoregressive moving average (ARMA) [17; 18] . Corruptions also often appear in these applications, e.g., Herringbone artifact in MRI [19] . Furthermore, given a sparse vector s that has no more than m non-zero entries, then by the definition, H(s) has no more than m non-zero entries per row and column. In other words, if the vector s is sparse, then the Hankel matrix H(s) is sparse as well.
With the properties of Hankel operator H, we can reformulate the corrupted spectrally sparse signal recovery problem (3) 
where · F denotes the Frobenius norm of matrices, · 0 counts the number of non-zero entries, and Ω denotes the support set of the underlying corruptions. Note that H is an injective mapping; hence, the reconstruction of x and H(x) are equivalent. Without any further assumptions, the optimization problem (5) is clearly ill-posed. For successful reconstruction, we assume that H(x) is not too sparse, and s is not too dense. We formalize these assumptions as A1 and A2.
A1 The underlying Hankel matrix H(x) ∈ C n1×n2 is rank-r with µ-incoherence, that is
where c s := max{n/n 1 , n/n 2 }, and U ΣV * is the singular value decomposition (SVD) of H(x). Theoretically, A1 holds if the minimum warp-around distances between each pair of the frequencies {f j } are greater than 2/n in the undamped case [20, Theorem 2] . Empirically, we found that A1 is commonly satisfied in random spectrally sparse signals and real-world examples, with or without damping factors.
A2 The corruption vector s ∈ C n is α-sparse, i.e., s has at most αn non-zero entries. This implies that H(s) has at most αn non-zero entries per each row and column. In this paper, we assume
where κ := σ 1 (H(x))/σ r (H(x)) is the condition number of H(x). Essentially, A2 states that there cannot be too many corruptions in the corrupted signal. Note that we make no assumption on the distribution of the corruptions since H(s) preserves the sparsity of s. Additionally, if the minimum warp-around distances are greater than 2/n, then the condition number κ of the corresponding Hankel matrix is bound by O(1) [20, Remark 1].
Prior Art and Contributions
Most early works of robust spectrally sparse signal recovery aim at solving (3) . For undamped signal whose frequencies are lying on the grids, the 1 minimization based robust compressed sensing approach can successfully recover the original signal from corruptions [21] ; however, the performance of these approaches degrade if there is mismatch between the assumed frequency basis and the true basis [22] . To handle the off-the-grid situation, [23] proposes an approach based on total-variation norm minimization that can remove corruptions from signal when the signal frequencies are sufficiently separated. Its theoretical results rely on the assumption that phases of the amplitude of the signal and the sparse components are uniform distributed. The total-variation based minimization requires solving a SDP, which is computationally expensive in general. Hankel formulation is another way to handle the off-the-grid frequencies with an additional advantage to be able to model damping in the signals appeared in, e.g., NMR. Methods based on Hankel formulation aim at solving problems similar as (5) .
In [24] , a convex method Robust-EMaC is introduced with guaranteed recovery. It penalizes nuclear norm to enforce the low-rank property of H(x ) and elementwise 1 norm to promote the sparsity of H(s ). Its original formulation also requires solving a SDP. Even employing a first-order solver, it generally costs O(n 2 log(n)) flops per iteration. More recently, a non-convex algorithm named SAP has been proposed in [25] . SAP projects the estimates of H(x) and s onto the set of low rank matrices and the set of sparse vectors alternatively; to void the potential negative effect from ill-conditioned matrices, SAP gradually increase the effective rank from 1 to r. SAP is equipped with guaranteed linear convergence and costs O(r 2 n log(n) log(1/ )) flops to achieve an accuracy of , where the hidden constant is large and depends on the relative gaps between the singular values of H(x). In contrast, our method costs only O((r 2 n + rn log(n)) log(1/ )) flops to achieve the same accuracy, where the hidden constant is a fixed small number.
Our main contributions are two-fold. Firstly, we introduce a new non-convex algorithm, coined Accelerated Alternating Projections for Robust Low-Rank Hankel Matrix Reconstruction (AAP-Hankel), for robust spectrally sparse signal recovery problem. AAP-Hankel has state-of-the-art computational efficiency and robustness, which are demonstrated by empirical performance comparisons. Secondly, we establish the theoretical exact recovery for AAP-Hankel. That is, AAP-Hankel can recover a spectrally sparse signals assuredly provided the corruptions are sufficiently sparse. It is worth mentioning that our algorithm and theoretical results apply to general low-rank Hankel matrices arise from applications, though we focus on the Hankel matrices constructed from spectrally sparse signals in this work.
Notation and Organization
In this paper, we denote column vectors by bold lowercase letters (e.g., v), matrices by bold capital letters (e.g., M ), and operators by calligraphic letters (e.g., P). For any vector v, v 2 and v ∞ denotes the 2 norm and ∞ norm of v, respectively. For any matrix M , [M ] i,j denotes its (i, j) th entry, σ i (M ) and σ M i denote its i th singular value, M ∞ = max i,j |[M ] i,j | denotes the maximum magnitude among its entries, M 2 = σ 1 (M ) denotes its spectral norm, M F = i σ 2 i (M ) denotes its Frobenius norm, and M * = i σ i (M ) denotes its nuclear norm. Furthermore, for any vector or matrix, ·, · , (·), (·) T , and (·) * denote the inner product, conjugate, transpose and conjugate transpose, respectively.
In particular, we use e i to denote the i th canonical basis vector, I to denote the identity matrix, and I to denote the identity operator. Additionally, through this paper, L = H(x) always denote the underlying rank-r Hankel matrix, κ = σ L 1 /σ L r always denotes the condition number of L, and Ω = supp(s) is always referred to as the support of the underlying sparse corruption vector s. At the k th iteration, the estimates of L, x and s are denoted by L k ,x k and s k , respectively.
We organize the rest of the paper as follows. Sections 2.1 and 2.2 present the proposed main algorithm and corresponding initialization, respectively. The theoretical results of the proposed algorithms are presented in Section 2.3, followed by a extended discussion on multi-dimensional signals. Section 3 contains the numerical simulations of our algorithms, on both synthetic and real-world datasets. All the mathematical proofs of our theoretical results are presented in Section 4. The paper is concluded with future directions in Section 5.
Algorithms
It is clear that robust low-rank Hankel matrix recovery problem (5) can be viewed as a RPCA problem, and we can solve it with any off-the-shelf RPCA algorithm. However, without taking advantage of Hankel structure, we cannot achieve the optimal computational efficiency and robustness. Inspired by an accelerated alternating projections (AccAltProj) algorithm for RPCA introduced in [11] , we present an accelerated algorithm for the problem (5), dubbed Accelerated Alternating Projections for Robust Low-Rank Hankel Matrix Reconstruction (AAP-Hankel). The new algorithm not only has state-of-the-art computational efficiency, but also retains theoretical guarantee of recovery.
The proposed algorithm proceeds in two phases. In the first phase, we initialize the algorithm by alternating projections for one step. In the second phase, we project H(z − s) onto the space of rank-r matrices with an accelerated method, update the estimate of x correspondingly, and project z − x onto the space of sparse vectors to update the estimate of s. 
Main Algorithm
Firstly, we will discuss the second phase -the main algorithm, which is summarized in Algorithm 1. For ease of presentation, we denote L := H(x) as the underlying low-rank Hankel matrix throughout the rest of the paper. Denote L k , x k and s k as the current estimates of low-rank Hankel matrix, spectrally sparse signal and corruptions, respectively.
At the (k + 1) th iteration, we first employ Algorithm 2 to trim L k into a rank-r incoherent matrix L k . Then, we consider a low-dimensional subspace T k formed by the direct sum of the column and Algorithm 2 Trim 1: Input: L = U ΣV * , matrix to be trimmed; µ, target incoherence level. 2: c µ = » µcsr n 3: for i = 1 to n 1 do 4:
5: for j = 1 to n 2 do 6:
7: Output: L = AΣB * row spaces of L k , i.e.,
where
The subspace T k can be viewed as the tangent space of the rank-r matrix manifold at L k [26] , and it has been widely studied in the low-rank matrices related recovery problems [27; 28; 29; 30; 31] . Moreover, for any M ∈ C n1×n2 , the projection of M onto the low-dimensional subspace T k is computed by
Note that for the low-dimensional subspace projection P T k , we only need the trimmed singular vectors ‹ U k and ‹ V k , which can be computed efficiently via QR-decompositions. To get new estimate L k+1 , we first project Hankel matrix H(z − s k ) onto the low-dimensional subspace T k , then project from this subspace onto the set of rank-r matrices. That is,
where D r computes the nearest rank-r approximation via truncated SVD. Though there is a SVD in this step, we can compute it efficiently by using the properties of the low-dimensional subspace T k [26; 31; 11; 32] . Denote
The truncated SVD of P T k H(z − s k ) then follows. Altogether, the computational cost of (10) is dominated by the multiplication between a n 1 × n 2 Hankel matrix and a n 2 × r matrix, the multiplication between a n 2 × n 1 Hankel matrix and a n 1 × r matrix, two QR-decompositions of sizes n 1 × r and n 2 × r, and a small SVD of a 2r × 2r matrix. The Hankel matrix-vector multiplication can be computed efficiently without forming the Hankel matrix explicitly via fast convolution, which costs only O(n log(n)) flops [33] . Hence, updating L estimate requires O(r 2 n + rn log(n) + r 3 ) flops with a fixed small constant in the front.
Next, we will update the estimate of x by applying the left inverse of Hankel mapping to the new estimate of L. Let H † : C n1×n2 → C n denote the left inverse of H. For any matrix M ∈ C n1×n2 and 0 ≤ t ≤ n − 1,
where ρ t is the number of entries on the t-th anti-diagonal of M . It is easy to verify that H † H = I. Furthermore,
, so it can be computed via fast convolution. Thus, the computational costs of (14) is O(rn log(n)).
Although the first three steps of AAP-Hankel involve n 1 × n 2 matrices, the entire process does not require forming these matrices explicitly. We only need to store the corresponding vector for the Hankel matrix and the SVD components for rank-r matrix. Therefore, the space complexity of AAP-Hankel is O(rn) instead of O(n 2 ).
After we obtain the new estimate of x, AAP-Hankel updates the estimate of s by projecting z − x k+1 onto the space of sparse vectors via hard thresholding,
where T ζ is the hard thresholding operator with thresholding value ζ . The key to successful isolation of corruptions is the choice of proper thresholding values. At the (k + 1) th iteration, AAP-Hankel selects the hard thresholding value as
where β is a positive tuning parameter and γ ∈ (0, 1) is a convergence rate parameter. Note that computing ζ k+1 involves the singular values of P T k H(z − s k ), which have been computed in (10) . Thus, the computational cost of ζ k+1 is negligible, and the total cost of updating s is O(n) flops.
Initialization
To apply the proposed acceleration method for rank-r matrix projection, i.e., (10) , we need to form the low-dimensional subspace T 0 by the singular vectors of a reasonably estimated L 0 . Thus, we propose an initialization method based on two-step alternating projections, which is summarized in Algorithm 3. The primary difference between initialization scheme and main algorithm is a full size truncated SVD, without acceleration by the subspace projection, when updating L 0 . However, the matrix-vector multiplications involved in the truncated SVD of a Hankel matrix can be computed via fast convolution without forming the Hankel matrices explicitly; that is, the computational complexity of updating L 0 is O(rn log(n)) with a large hidden constant depending on the gaps Algorithm 3 Initialization 1: Input: z = x + s, observed signal; r, rank of H(x); β init and β, thresholding parameters.
between the singular values [34] , and the space complexity remains O(rn) as we only need to store the singular vectors of L 0 . It is worth mentioning that when we make the initial guess of s, a thresholding parameter β init is used to offset the spectral perturbation caused by corruptions, which may be turned differently than β in Algorithm 1.
In summary, the overall space complexity of the new algorithm is O(rn), the computational cost per iteration is O(r 2 n + rn log(n)) flops with fixed small hidden constant, and additional O(rn log(n)) flops with relatively large hidden constant at initialization. The computational and space efficiency of AAP-Hankel is then established when r is small and n is large, and the empirical comparisons in Section 3 confirm our speed advantage. For reader's convenience, a sample MATLAB implementation of AAP-Hankel can be found at https://github.com/caesarcai/AAP-Hankel.
Recovery Guarantee
The theoretical results of the proposed algorithm are presented in this section while the proofs are presented late in Section 4. We begin with the local convergence guarantee of Algorithm 1, which is provided by the following theorem.
Theorem 2.1 (Local Convergence). Let L = H(x) ∈ C n1×n2 and s ∈ C n satisfy Assumptions A1 and A2. If the initial guesses L 0 and s 0 obey the following conditions:
then the iterates of Algorithm 1 with parameters β = µcsr 2n and γ ∈
As Theorem 2.1 requires a sufficiently close initialization for the local convergence, the following theorem provides the conditions such that the outputs of Algorithm 3 is inside the desired basin of attraction. 
By the definition of H † in (13), it is clear that
Combining Theorem 2.1 with Theorem 2.2, we have established linear convergence of x k to x for AAP-Hankel.
Remark: The theoretical corruption level that can be tolerated by AAP-Hankel is worse than the optimal guarantee O(1/µc s r) obtained in [25] . Here, the looseness of an order in r is caused by replacing spectral norm with Frobenius norm in certain proof steps while we are measuring the convergence errors in teams of spectral norms. Also, the appearance of condition number κ in our requirement is due to the fact that we aim at the fixed rank setting. Nonetheless, empirical results show that AAP-Hankel can indeed tolerate more corruptions in practice, thus the theoretical requirement is highly pessimistic.
Extension to Multi-Dimensional Signals
For ease of presentation, we focus on the one-dimension signal case in this paper; however, our method is not limited to the signal dimension. In fact, our algorithm and corresponding theoretical results can be easily extended to multi-dimensional cases. For any N -dimensional signals, we can define a Hankel mapping H N that maps from a N -dimensional tensor to a N -level Hankel matrix. Due to the space limitation, the definition of H N and the corresponding left inverse H † N will be detailed in Supplement A. We emphasize that all the key properties of H and H † are well retained with the properly defined H N and H † N . For instance, given a N -dimensional spectrally r-sparse signal X, one can easily verify that H N (X) is rank-r, and the incoherence assumption A1 is still guaranteed for undamped signals with sufficient wrap-around distances between the frequencies.
Moreover, for the sparsity assumption A2, H N (S) remains the sparsity per row and column provided that S is sparse. Following the proofs in Section 4 , one can trivially extend our theoretical results to the multi-dimensional cases.
Numerical Experiments
In this section, we conduct numerical experiments to evaluate the empirical performance of AAP-Hankel. The experiments are executed from MATLAB R2018a on a Windows 10 laptop with Intel i7-8750H CPU (6 cores at 2.2GHz) and 32GB of RAM. We evaluate AAP-Hankel against successful recovery rates and computational efficiency. For the tuning parameter β init and β in our algorithm, we need an estimate of µ. For β init , we also need an estimate of σ L 1 . Empirically, we find one step of Cadzow [35] , which costs O(rn log(n)) flops, provides good estimates of those values. Therefore such a routine is included in AAP-Hankel. The truncated SVD in the initialization is computed using the PROPACK package [34] . The relative error at the k th iteration is defined as
AAP-Hankel is terminated when either err k is below a threshold tol, or iteration number is greater than 100.
Empirical Phase Transition
We evaluate the recovery ability of AAP-Hankel and compare it with Robust-EMaC [24] , and SAP [25] . Robust-EMaC is implemented using CVX [36] with default parameters. We implement SAP ourselves. The test spectrally sparse signals of length n with r frequency components are formed in the following way: each frequency f j is randomly generated from [0, 1), and the argument of each complex coefficient a j is uniformly sampled from [0, 2π) while the amplitude is selected to be 1 + 10 0.5c k with c k being uniformly distributed on [0, 1]. We test two different settings for the frequencies: a) no separation condition is imposed on {f k } r k=1 , and b) the wrap-around distances between each pair of the randomly drawn frequencies are guaranteed to be greater than 1.5/n. The locations of the corruptions are chosen uniformly, while the real and imaginary parts of the corruptions are drawn i.i.d. from the uniform distribution over the interval
for some constant c > 0, respectively. For a given triple (n, r, α), 50 random tests are conducted. We consider an algorithm to have successfully reconstructed a test signal if the recovered signal x rec satisfies x rec − x 2 / x 2 ≤ 10 −3 . The tests are conducted with n = 125 and c = 1. An important parameter for both SAP and our algorithm is the target convergence rate γ. For easier problems, a smaller γ can be chosen for computation efficiency. Since we would like the algorithms to have high recovery ability, γ is set to be 0.95 for both algorithms. In Figure 1 , we can observe that the two non-convex methods have better performance than the convex method Robust-EMaC, and AAP-Hankel is more favorable compared to SAP when no restriction on frequencies, in terms of recovery rate. 
Computational Efficiency
Next, we compare AAP-Hankel with SAP in terms of computational efficiency. For fair comparisons, we modify SAP such that it does not need to gradually increase the rank. The experiments are conducted on 2D spectrally sparse signals, whose definition can be found in Supplement A. The tested signals are square matrices with various sizes, generated similarly as in the 1D case without frequency separation. Such sizes are prohibitive for Robust-EMaC, even with a first-order solver. The results reported in Figure 2 are averaged over 10 random tests. The convergence rate parameter is set to γ = 0.5 for both algorithms. To generate the corruptions, we use α = 0.1 as the sparsity parameter, and the magnitude is controlled by c = 1. Figure 2 confirms the efficiency of our algorithm. The reported time does not include using Cadzow to estimate µ and σ L 1 since they can be manually tuned by prior knowledge in the real-world applications. Combining the left and middle figures, we can see that the leading complexity of both AAP-Hankel and SAP seem to be O(rn log(n)), depending linearly on n and r, and AAP-Hankel has a smaller constant in the front. The right figure provides empirical evidence for the linear convergence of AAP-Hankel. 
Impulse Corruptions in Nuclear Magnetic Resonance
Our algorithm is applicable to remove impulse corruptions in Nuclear Magnetic Resonance (NMR) spectroscopy signals [6] . The real-world data we are using is a 1D NMR signal of length 32768. Such size is generally prohibited for the convex method Robust-EMaC, even with a first-order solver. In this experiment, we add different amount of sparse outliers to simulate the impulse corruptions caused by malfunctioning sensors, and compare our recovery result to SAP. For different value sets of (α, γ), we compare the computation time of SAP and AAP-Hankel. We can see from Table 1 that AAP-Hankel is more computational efficient in all 4 settings. The two methods at convergence produce similar results, so we just show a typical recovery result for AAP-Hankel when α = 0.5 and γ = 0.8. In Figure 3 , we compare the power spectrum of the impulse corrupted signal, and the result after corruptions removal by AAP-Hankel (reversed for better visualization). We can see from the close-up that the spectral peaks are preserved while the corruptions are removed. 
Proofs
In this section, we present the mathematical proofs for the theoretical results in Theorem 2.1 and Theorem 2.2.
Definitions and Auxiliary Lemmas
We first define some additional notations for the ease of presentation, and then some useful auxiliary lemmas are presented in this subsection. 
where H is defined as in (4). For any matrix M ∈ C n1×n2 , its augmentation is defined using hat symbol, i.e.,
For subspace projection P T k , we also define its augmentation, acting on augmented Hermitian matrix " M , as
Lemma 4.2. For any z ∈ C n , we have "
Proof. It follows trivially from the definition of " H, H and H † . Then (1) "
(2) Suppose the SVD of M can be written as P ∆Q * +P∆Q * , where P ∆Q * is the best rank-r approximation of M . Then " M has SVD in the form of " P " ∆ "
Proof. It can be verified that
is an eigen-decomposition of " M . Property (1) is then verified. The best rank-2r approximations of " M can be written as
Property (3) Proof. The Hermitian matrix " H(s) has no more than αn nonzero entries per row and column since s is α-sparse. Then we have
where the first equality is by Lemma 4.3, and in the second inequality, we use [10, Lemma 4] for general Hermitian matrices with no more than αn nonzeros entries per row and column. 
… µc s r n , and max
where 
and … µc s r n ,
Proof. By the incoherence assumption of L k and the sparsity assumption of s − s k , we have
where the first inequality uses Hölder's inequality and the second inequality uses Lemma 4.4. We also use the fact ‹
k is a rank-1 matrix to bound its nuclear norm.
Lemma 4.8. Let S be the direct sum of the row space and column space of M = P ∆Q * . Then, we have
Proof. For Z being Hermitian, this is an extension from the symmetric setting proved in [11, Lemma 8] . For the non-Hermitian Z, consider the augmented Hermitian matrix " Z.
Apply Lemma 4.3 and the result from Hermitian case,
Lemma 4.9. Let W ∈ C (n+1)×r be an orthonormal matrix with µ-incoherence, i.e., e T i W 2 ≤ » µcsr n for all i. Then, for any " Z ∈ C (n+1)×(n+1) augmented from a Z ∈ C n1×n2 , the inequality
holds for all i and a ≥ 0.
Proof. This proof is done by mathematical induction. Base case: When a = 0, e T i W ≤ » µc S r n is satisfied following from the assumption.
Z 2 ) a for all i at the a-th power. Induction Step: We have
The third inequality holds since " Z has no more than n non-zero entries in each row. The proof is then completed by taking a square root from both sides. Proof. This proof is done by mathematical induction. Base case: When a = 0, e T i W ≤ » µc S r n is satisfied following from the assumption.
Induction Hypothesis: e T i ( " H(s)) a W 2 ≤ » µcsr n (αn s ∞ ) a for all i at the a-th power. Induction Step: We have
where the third and fourth inequality uses Assumption A2. The proof is complete by taking a square root from both sides.
We use τ := 4αµc s rκ and υ := τ (48 √ µc s rκ + µc s r) in the subsequent proofs.
Lemma 4.11. Let L ∈ C n1×n2 and s ∈ C n satisfy Assumptions A1 and A2, respectively. Let L k ∈ R n×n be the trim output of L k . If
and max
hold for all k ≥ 0, provided 1 > γ ≥ 512τ rκ 2 + 1 √ 12 . Proof. For all k ≥ 0, we get
where the second inequality uses To compute the bound of max l √ n e T l [(P T k − I)L + P T k H(s − s k )] 2 , first note that
where the last inequality follows from the fact L is µ-incoherent and L k is 100 81 µ-incoherent. Hence, for all k ≥ 0, we have
where the third inequality uses Lemma 4.5 and 4.7.
Lemma 4.12. Let L ∈ C n1×n2 and s ∈ C n satisfy Assumptions A1 and A2, respectively. Let L k ∈ C n1×n2 be the trim output of L k . For 1 ≤ i ≤ 2r, let σ (k) i be the i th singular value of
and
hold for all k ≥ 0 and j ≤ k + 1, provided 1 > γ ≥ 512τ rκ 2 + 1 √ 12 . Proof. We have
Hence, by Weyl's inequality and (25) in Lemma 4.11, we can see that
hold for all i and k ≥ 0. So the first claim is proved since γ < 1.
Notice that σ L r+1 = 0, so we have
for all j ≤ k + 1. This completes the proof of the second claim.
Local Analysis
Overall, the proof of local convergence consists of two steps:
• When L − L k 2 and s − s k ∞ are sufficiently small, and supp(s k ) ⊂ Ω, then L − L k+1 2 deceases in some sense by a constant factor (see Lemma 4.13) and L − L k+1 ∞ is small (see Lemma 4.14) .
• When L − L k+1 ∞ is sufficiently small, we can choose ζ k+1 such that supp(s k+1 ) ⊂ Ω and s − s k+1 ∞ is small (see Lemma 4.15) .
These results will be presented in a set of lemmas. Again, we denote τ := 4αµc s rκ and υ := τ (48 √ µc s rκ + µc s r), as we have done in auxiliary lemmas.
Lemma 4.13. Let L ∈ C n1×n2 and s ∈ C n satisfy Assumptions A1 and A2, respectively. Let L k ∈ C n1×n2 be the trim output of L k . If
where the second inequality follows from the fact L k+1 = D r P T k H(z − s k ) is the best rank-r approximation of P T k H(z − s k ), and the last inequality uses (25) in Lemma 4.11.
Lemma 4.14. Let L ∈ C n1×n2 and s ∈ C n satisfy Assumptions A1 and A2, respectively. Let L k ∈ C n1×n2 be the trim output of L k . If
"
where the eigen-decomposition is derived from the SVD of P T k H(z − s k ) and " U k+1 Λ " U * k+1 is the best rank-2r approximation, as shown in for ease of presentation in the proof of this lemma.
for all u j , where the expansion is valid because
following from (25) in Lemma 4.11 and (27) in Lemma 4.12. This implies
From the definition of L k+1 and Lemma 4.3,
Thus,
We will handle Y 0 first. For each (i, j) entry of Y 0 , one has
where the second equation follows from the fact L = " U "
where the third inequality follows from Z 2 σr ≤ τ 1−τ < 1 since τ < 1 2 , the fifth inequality follows from σ r+1 ≤ Z 2 since L is a rank-r matrix, the last inequality uses (25) in Lemma 4.11. Thus, we have
Next, we derive an upper bound for the rest part. Note that
where the last inequality uses Lemma 4.9. Using L = "
where the second inequality follows from Z 2 σr ≤ τ 1−τ , and the last inequality follows from Lemma 4.12. Together with (26) in Lemma 4.11, we have a+b>0 Y ab ≤ a+b>0 µc s r n
where υ < 1 − τ can be satisfied is α is small enough. Finally, combining (29) and (30) together gives
where the last inequality follows from γ ≥ 2υ
Lemma 4.15. Let L ∈ C n1×n2 and s ∈ C n satisfy Assumptions A1 and A2, respectively. Let L k ∈ C n1×n2 be the trim output of L k . Recall that β = µcsr 2n . If
. By Lemmas 4.12 and 4.14, we have
Then, for any entry of s − s k+1 , it holds that
Here the last step follows from Lemma 4.12 which implies ζ k+1 = µcsr 2n (σ
Now, we have all the ingredients for the proof of Theorem 2.1, which shows the local linear convergence of Algorithm 1.
Proof of Theorem 2.1. This theorem will be proved by mathematical induction. Base Case: When k = 0, the base case is satisfied by the assumption on the initialization. Induction Step: Assume we have 
which completes the proof. Additionally, notice that we overall require 1 > γ ≥ max{512τ
By the definition of τ and υ, one can easily see that the lower bound approaches 1 √ 12 when the constant hidden in (7) is sufficiently large. Therefore, the theorem can be proved for any γ ∈ Ä 
Initialization
Finally, we show Algorithm 3 provides sufficient initialization for the local convergence.
Proof of Theorem 2.2. The proof can be partitioned into several parts.
where the last inequality follows from the assumption that L is µ-incoherent. Thus, with the choice of β init ≥ µcsrσ L 1 nσ1(H(z)) , we have
Since
it follows that [s −1 ] t = 0 for all t ∈ Ω c , i.e. Ω −1 := supp(s −1 ) ⊂ Ω. Moreover, for any entry of s − s −1 , we have
where the last inequality follows from β init ≤ 3µcsrσ L 1 nσ1(H(z)) , so that ζ −1 ≤ 3µcsr n σ L 1 . Therefore, it follows that supp(s −1 ) ⊂ Ω and s − s −1 ∞ ≤ 4µc s r n σ L 1 .
By Lemma 4.4 and the assumption about the support of s, we also have
To bound the approximation error of L 0 to L in terms of the spectral norm, note that
where the inequality follows from the fact L 0 = D r H(z − s −1 ) is the best rank r approximation of H(z − s −1 ). It follows immediately that
Part 3: We have H(z − s −1 ) = L + H(s − s −1 ). Let σ i denotes the i th singular value of H(z − s −1 ) ordered by σ 1 ≥ σ 2 ≥ · · · . The application of Weyl's inequality together with the bound of α in Assumption A2 implies that
holds for all i. Consequently, we have
Consider the augmented matrix of H(z − s −1 ),
where the eigen-decomposition is derived from the SVD of H(z − s −1 ), as shown in Lemma 4.3.
Let u j be the j th column of " U 0 . We have ( L + " E)u j = λ j u j for 1 ≤ j ≤ 2r. We can also derive the following expression
for each u j , where the expansion in the last equality is valid because E 2 |λi| = E 2 |λi+r| = E 2 σi ≤ 1 7 for all 1 ≤ i ≤ r following from (36) . This implies
From Lemma 4.3 and the definition of L 0 , we know that
Therefore,
We will handle Y 0 first. For each (i, j) entry of Y 0 , we have
where the second equation follows from the fact L = " U " U * L = L " U " U * . Since L = " U 0 Λ "
where the third inequality follows from (36) , and the last from (34), i.e., σ r+1 ≤ E 2 since σ L r+1 = 0. Together, we have
where the last inequality follows from Lemma 4.4. Next, we will find an upper bound for the rest part. Note that
where the second inequality uses Lemma 4.10. Furthermore, by using L = " U 0 Λ "
where the second inequality follows from (36) and the last inequality follows from (35 
Finally, combining (37) and (38) together yields
where the last step uses (32) and the bound of α in Assumption A2. Part 4: From the thresholding rule, we know that
So ( Here the last inequality follows from (35) which implies ζ 0 = µcsr 2n σ 1 ≤ 3µcsr 4n σ L 1 . Therefore, we have supp(s 0 ) ⊂ Ω and s − s 0 ∞ ≤ µc s r n σ L 1 .
The proof is complete by noting (33) and the above results.
Conclusion
In this paper, we propose a highly efficient non-convex algorithm, dubbed AAP-Hankel, to solve the robust low-rank Hankel matrix reconstruction problem, and its application on spectrally sparse signals. Guaranteed exact recovery with a linear convergence rate has been established for AAP-Hankel. Numerical experiments, compared with convex and non-convex methods in the literature, confirm its computational efficiency and robustness to corruptions. The experiments also suggest the derived tolerance of corruptions is highly pessimistic, and one possible further direction is to improve the theoretical analysis. It would also be interesting to consider noisy measurements together with sparse corruptions. We empirically observe that the proposed algorithm is also robust to additive noise, and always find a rank-r Hankel matrix at convergence. Another further research direction is to extend the algorithm and analysis to the missing data case.
where D = diag([a 1 , · · · , a r ]). Therefore, it verifies that H 2 (X) is rank-r matrix. Extending from (13), one can check that the corresponding left inverse H † 2 is defined for each column of X, by taking average of the anti-diagonals of the Hankel blocks in H 2 (X) corresponding to the same column.
