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a b s t r a c t
Learning and job deterioration co-exist in many realistic scheduling situations. This paper
introduces a general scheduling model with the effects of learning and deterioration
simultaneously which is a significant generalization of some existing models in the
literature. By the effects of learning and deterioration, we mean that job processing times
are defined by functions of their start times and positions in the sequence. This paper
shows that the single-machine scheduling problems to minimize the makespan, sum of
the kth power of completion times, total lateness and sum of earliness penalties (with a
common due date) are polynomially solvable under the proposed model. It further shows
that the problems to minimize the total weighted completion time, discounted total
weighted completion time, maximum lateness, maximum tardiness, total tardiness and
total weighted earliness penalties (with a common due date) are polynomially solvable
under certain conditions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In classical scheduling problems, the scheduling models routinely assume that job processing times are known and fixed
throughout the period of job processing. However, there are many situations where the processing times of jobs may be
subject to change due to learning and/or deterioration phenomena [1]. Machine scheduling problems with learning effects
and/or deteriorating jobs have received more attention in recent years.
Learning effects have been widely employed in management science since its discovery by Wright [2]. Biskup [3] and
Cheng and Wang [4] were among the pioneers that brought the topic of learning into the field of scheduling, and they
have observed and analyzed various production activities for which scheduling with learning effects may arise. Biskup [3]
assumed that the production time of a single item under learning effect decreases depending on the number of repetitions
of its production. He introduced a job-independent learning effect model in which the actual processing time of job Jj when
it is scheduled in the rth position in a processing sequence is defined as
pAj[r] = pjra (1)
where pj is the normal processing time of job Jj and a (a < 0) is the learning index. He showed that the single-machine
scheduling problems with the learning effect remain polynomially solvable if the objective is to minimize the deviation
from a common due date or to minimize the total completion time. Mosheiov [5] further investigated several other single-
machine scheduling problems, and the problem of minimizing the total flow time on identical parallel machines. Mosheiov
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and Sidney [6] considered the case of a job-dependent learning curve, where the learning in the production process of
some jobs is faster than that of others. Lin [7] presented the complexity results for a single-machine scheduling problem
to minimize the number of late jobs where the processing times of the jobs are defined by positional learning effects. Lee
et al. [8] considered a bicriterion single-machine scheduling problem. Yin et al. [9] provided a more general model with
learning effects which is a significant extension of some of the existing results on learning effects in the literature. The idea
was continued and studied in Yin et al. [10,11]. Extensive reviews of research on scheduling with learning effects have been
provided by Bachman and Janiak [12] and Biskup [13].
On the other hand, it is reasonable and necessary to consider deteriorating jobs in scheduling research under
some practical situations. Kunnathur and Gupta [14] and Mosheiov [15,16] presented several real-life situations where
deteriorating jobs might occur. These include the control of queues and communication systems, shops with deteriorating
machines, delay of maintenance or cleaning, fire fighting, hospital emergency wards, scheduling steel production in rolling
mills, etc., in which any delay in processing a job may result in an increasing effort to accomplish the job. In order to
make the analysis possible, most research models treat the actual processing time of a job as a linear or piecewise linear
increasing function of its start time. For single-machine scheduling problems, Browne and Yechiali [17] assumed that the
actual processing time of job Jj is pAj = pj+αjt , where pj, αj and t are the normal processing time, deterioration rate and start
time of job Jj, respectively. They showed that sequencing the jobs in non-decreasing order of pj/αj minimizes themakespan.
Mosheiov [15] introduced the above model into the total flow time minimization scheduling problem. He showed that
an optimal sequence (V -shaped schedule) exists if the normal processing times of all jobs are equal (i.e. pAj = p0 + αjt).
Mosheiov [16] further considered a simple model pAj = αjt and showed that the problems of minimizing such objectives
as the makespan, total completion time, total weighted completion time, total lateness, number of tardy jobs, maximum
lateness and maximum tardiness are all polynomially solvable. Bachman and Janiak [18] considered other variants of the
linear model of the start time-dependent job processing times. They assumed that for all jobs, the increasing rates are
a(a > 0) times greater than the normal processing times pj, i.e., αj = apj, so the actual processing time of a job Jj is
pAj = pj(1+ at), (2)
where a is a positive constant. Zhao et al. [19] considered another model in which the actual processing time of job Jj is
pAj = pj(a+ bt) (3)
where a and b are positive constants. Theyproved that the single-machine scheduling problemsofminimizing themakespan,
total weighted completion time, maximum lateness and maximum cost are polynomially solvable. For research results on
other schedulingmodels considering deteriorating jobs, the reader can refer to Inderfurth et al. [20], Alidaee andWomer [21],
Cheng et al. [22], and Janiak and Mikhail [23].
Recently, the effects of learning and deterioration are simultaneously considered in some scheduling problems because
the phenomena can be found in many real-life situations. For example, Wang [24] pointed out that as the manufacturing
environment becomes increasingly competitive, firms are moving towards shorter production runs and frequent product
changes in order to offer faster services and provide customers with greater product varieties. The learning and forgetting
that workers undergo in this environment have thus become increasingly important as workers tend to spendmore time in
rotating among tasks and responsibilities prior to becoming fully proficient in carrying out their operations. These workers
are often interrupted by product and process changes that cause deterioration in their operational performance. For this
situation, considering both the job deterioration and learning effect in job scheduling is both necessary and reasonable.
Lee [25] first considered the single-machine model in which the actual processing time of job Jj when it is scheduled in the
rth position in a processing sequence is defined as
pAjr(t) = αjtra, (4)
where αj is the deterioration rate of job Jj, t is the start time of job Jj and a < 0 is the learning index, given as the (base 2)
logarithm of the learning rate. He showed that the optimal schedule can be obtained by the smallest deterioration rate (SDR)
principle if the objectives are to minimize the makespan, the flow time and the sum of the lateness, respectively. Wang [26]
and Yang and Kuo [27] considered the scheduling model in which the actual processing time of job Jj is pAjr(t) = (pj+αt)ra,
where pj is the normal processing time of job Jj and α is the common deterioration rate. Furthermore, Wang and Cheng [28]
considered the scheduling model in which the actual processing time of job Jj is
pAjr(t) = pj(1+ bt)ra, (5)
where a < 0 is the learning index and b is a positive constant. They introduced polynomial-time solutions to minimize
the makespan, the total completion time and the sum of weighted completion times. Similar models are further studied in
Wang et al. [29,30]. Wang et al. [31] further considered the following model:
pAjr(t) = pj(αar−1 + β)(bt + c), (6)
where 0 < a ≤ 1, 0 ≤ b, 0 ≤ c, 0 ≤ α, 0 ≤ β and α + β = 1. It is shown that under the proposed model, the
makespan, the total completion time and the sum of the kth power of completion times minimization problems remain
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polynomially solvable, respectively, and that the total weighted completion time and the maximum lateness problems are
also polynomially solvable under some special cases, respectively.
The focus of this paper is to study single-machine scheduling problems with effects of learning and deterioration
simultaneously.We introduce a generalmodelwhich is a significant generalization of some existingmodels in the literature.
Under the proposed model, the actual processing time of a job depends not only on the start time of the job, but also on its
scheduled position. The remainder of this paper is organized as follows. In Section 2, we formulate the general model. In
Section 3, we consider the solution procedures for the single-machine problems to minimize the makespan, kth power
of completion times, total weighted completion time, discounted total weighted completion time, maximum lateness,
maximum tardiness, total lateness, total tardiness, and common due-date penalty. Some conclusions are given in the last
section.
2. Model formulation
Assume that there are n jobs J1, J2, . . . , Jn to be processed on a single machine. The machine can handle one job at a time
and preemption is not allowed. Each job Jj has a normal processing time pj, a due date dj and a positive weight wj. All the
jobs are available for processing at some time t0 ≥ 0. In addition, let p[k] and pA[k] be the normal processing time and the
actual processing time of the job scheduled in the kth position in a sequence, respectively. Due to the effects of learning and
deterioration, the actual processing time of job Jj is modeled as
pAj[r] = pjf (S[r])g(r), r = 1, 2, . . . , n, (7)
if it is scheduled in the rth position in a sequence, where S[r] = t0 +∑r−1k=1 pA[k] is the start time of job Jj,∑0k=1 p[k] = 0,
f : [t0,+∞) → [1,+∞) is a differentiable non-decreasing function with f ′ being non-decreasing on [t0,+∞) and
f (t0) = 1, and g : [1,+∞) → (0, 1] is a non-increasing function with g(1) = 1. For convenience, we denote the model
given in Eq. (7) by LEDgtp. In this model, we can see that the actual processing time of a job becomes shorter if it is scheduled
in a later position as a result of learning. On the hand, due to the effect of deterioration, the actual processing time of a job
becomes longer while awaiting for processing.
For a given schedule π , let Cj(π) denote the completion time of job Jj and let S[r](π) and C[r](π) represent the start time
and the complete time of the job scheduled in the rth position in π , respectively. Then the completion time of the rth job in
π under Eq. (7) is
C[r](π) =
r−
k=1
p[k]f (S[k](π))g(k) =
r−
k=1
p[k]f

t0 +
k−1
l=1
pA[l]

g(k). (8)
Remark 2.1. Note that the learning effect and/or job deterioration models mentioned above are characterized by
corresponding equations. So, unless otherwise stated, when we refer to a learning effect and/or job deterioration model, we
always mean the corresponding equation. One may also note that model (7) is a generalization of models (1)–(6). Indeed:
(i) Let f (x) = 1 and g(r) = ra, where a < 0. Then model (7) reduces to model (1).
(ii) Let f (x) = 1+ ax and g(r) = 1, where a > 0. Then model (7) reduces to model (2).
(iii) Let f (x) = a+ bx and g(r) = 1, where a > 0 and b > 0. Then model (7) reduces to model (3).
(iv) If pj = λαj for all jobs, let f (x) = xλ and g(r) = ra, where a < 0 and 0 < λ. Then model (7) reduces to model (4).
(v) Let f (x) = 1+ bx and g(r) = ra, where a < 0 and b > 0. Then model (7) reduces to model (5).
(vi) Let f (x) = bx+ c and g(r) = αar−1+β , where 0 < a ≤ 1, 0 ≤ b, 0 ≤ c, 0 ≤ α, 0 ≤ β and α+β = 1. Then model (7)
reduces to model (6).
3. Some single-machine scheduling problems
3.1. The makespan minimization problem
In the sequel, all the problems considered will be denoted using the three-field notation scheme α|β|γ introduced
by Graham et al. [32]. First, we study the single-machine makespan minimization problem under model (7), denoted by
1|LEDgtp|Cmax. And we show that an optimal schedule for the problem can be obtained by the Shortest Processing Time first
(SPT) rule. Before developing the result, we give a lemma which is useful for the following theorem.
Lemma 3.1. If f : [t0,+∞)→ [1,+∞) is a differentiable non-decreasing function with its derivative f ′ being non-decreasing
on [t0,+∞) and g : [1,+∞)→ (0, 1] is a non-increasing function, then
F(t) = (α − 1)f (a)− αf (a+ t)g(r + 1)
g(r)
+ f (a+ αt)g(r + 1)
g(r)
≥ 0
for α ≥ 1, a ≥ t0 ≥ 0, t ≥ 0 and r = 1, 2, . . . , n.
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Proof. Taking the first derivative of F(t)with respect to t , we have
F ′(t) = −αf ′(a+ t)g(r + 1)
g(r)
+ αf ′(a+ αt)g(r + 1)
g(r)
= α(f ′(a+ αt)− f ′(a+ t))g(r + 1)
g(r)
.
Since α ≥ 1, t ≥ 0 and f ′ is non-decreasing, we have f ′(a+ αt)− f ′(a+ t) ≥ 0 and so F ′(t) ≥ 0. This implies that F(t) is
non-decreasing on t ≥ 0. Since α ≥ 1, f (a) ≥ 1 and g is non-increasing, we have
F(t) ≥ F(0) = (α − 1)f (a)− αf (a)g(r + 1)
g(r)
+ f (a)g(r + 1)
g(r)
= (α − 1)f (a)

1− g(r + 1)
g(r)

≥ 0.
This completes the proof. 
Theorem 3.2. The SPT sequence leads to an optimal schedule for 1|LEgtp|Cmax.
Proof. Let π and π ′ be two job schedules where the difference between π and π ′ is a pairwise interchange of two adjacent
jobs Ji and Jj, i.e., π = (π1JiJjπ2) and π ′ = (π1JjJiπ2), where π1 and π2 denote the partial sequences. In addition, we assume
that there are r − 1 jobs in π1 and pi ≤ pj. Thus, jobs Ji and Jj are the rth and (r + 1)th jobs in π , whereas jobs Jj and Ji
are scheduled in the rth and (r + 1)th position in π ′. To show π dominates π ′, it suffices to show that Cj(π) ≤ Ci(π ′) and
Cl(π) ≤ Cl(π ′) for any job Jl in π2. From Eq. (8), the completion times of job Jj in π and job Ji in π ′ are
Cj(π) = S[r](π)+ pif (S[r](π))g(r)+ pjf

S[r](π)+ pAi[r]

g(r + 1)
= S[r](π)+ pif (S[r](π))g(r)+ pjf

S[r](π)+ pif (S[r](π))g(r)

g(r + 1)
and
Ci(π ′) = S[r](π ′)+ pjf (S[r](π ′))g(r)+ pif

S[r](π ′)+ pAj[r]

g(r + 1)
= S[r](π ′)+ pjf (S[r](π ′))g(r)+ pif

S[r](π ′)+ pjf (S[r](π ′))g(r)

g(r + 1),
respectively. Since S[r](π) = S[r](π ′), we have
Ci(π ′)− Cj(π) = pjf (S[r](π))g(r)+ pif

S[r](π)+ pjf (S[r](π))g(r)

g(r + 1)− pif (S[r](π))g(r)
− pjf

S[r](π)+ pif (S[r](π))g(r)

g(r + 1)
= (pj − pi)f (S[r](π))g(r)+ pif

S[r](π)+ pjf (S[r](π))g(r)

g(r + 1)
− pjf

S[r](π)+ pif (S[r](π))g(r)

g(r + 1)
= pig(r)

pj
pi
− 1

f (S[r](π))+ f

S[r](π)+ pjf (S[r](π))g(r)
g(r + 1)
g(r)
− pj
pi
f

S[r](π)+ pif (S[r](π))g(r)
g(r + 1)
g(r)

.
Let α = pjpi , a = S[r](π) and t = pif (S[r](π))g(r). Clearly, α ≥ 1, a ≥ t0 and t ≥ 0. Thus, by Lemma 3.1, we have
Ci(π ′)− Cj(π) = pig(r)

(α − 1)f (a)+ f (a+ αt)g(r + 1)
g(r)
− αf (a+ t)g(r + 1)
g(r)

≥ 0.
Consequently, Cj(π) ≤ Ci(π ′).
Now let Jk denote the first job scheduled in π2. Then from Eq. (8), the completion times of job Jk in π and π ′ are
Ck(π) = S[r+2](π)+ pkf (S[r+2](π))g(r + 2) = Cj(π)+ pkf (Cj(π))g(r + 2)
and
Ck(π ′) = S[r+2](π ′)+ pkf (S[r+2](π ′))g(r + 2) = Ci(π ′)+ pkf (Ci(π ′))g(r + 2),
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respectively. Since f is a non-deceasing function, f (Cj(π)) ≤ f (Ci(π ′)) and so
Ck(π ′)− Ck(π) = (Ci(π ′)− Cj(π))+ pkg(r + 2)(f (Ci(π ′))− f (Cj(π))) ≥ 0.
In a similar way, we have Cl(π) ≤ Cl(π ′) for any job Jl in π2. Therefore, π dominates π2. Thus, repeating this interchange
argument for all jobs not sequenced according to the SPT sequence will yield the theorem. 
3.2. The sum of the kth power of completion times minimization problem
Townsend [33] studied a single-machine scheduling problem with a quadratic cost function of completion times and
showed that the problem 1 ‖∑ C2j is minimized by the SPT sequence. In some scheduling situations, it needs to consider a
polynomial cost function of degree k, where k is a positive real number. Here we consider the problem to minimize the sum
of the kth power of the completion times under model (7), denoted by 1|LEDgtp|∑ Ckj .
Theorem 3.3. The SPT sequence leads to an optimal schedule for 1|LEDgtp|∑ Ckj , where k is a positive real number.
Proof. We adopt the same notations as in the proof of Theorem 3.2. From Eq. (8), the completion times of job Ji in π and job
Jj in π ′ are
Ci(π) = S[r](π)+ pif (S[r](π))g(r),
and
Cj(π ′) = S[r](π ′)+ pjf (S[r](π ′))g(r),
respectively. From S[r](π) = S[r](π ′) and pi ≤ pj, we get Ci(π) ≤ Cj(π ′). By the proof of Theorem3.2,we have Cj(π) ≤ Ci(π ′)
and Cl(π) ≤ Cl(π ′) for any job Jl (l ≠ i, j). Thus we have C[r](π) ≤ C[r](π ′) for 1 ≤ r ≤ n. Since k is a positive real number,
we have
∑
Cj(π)k =∑ C[r](π)k ≤∑ C[r](π ′)k =∑ Cj(π ′)k. This completes the proof. 
As a direct consequence of Theorem 3.3, we have the following corollary.
Corollary 3.4. The SPT sequence leads to an optimal schedule for 1|LEDgtp|∑ Cj.
3.3. The total weighted completion time minimization problem
The single-machine total weighted completion time minimization problem, 1 ‖ ∑wjCj is minimized by the weighted
smallest processing time (WSPT) rule [34], i.e., sequencing jobs in non-decreasing order of pj/wj, wherewj is theweight of job
Jj. The following example shows that the WSPT sequence does not necessarily lead to an optimal schedule for the problem
under model (7), denoted by 1|LEDgtp|∑wjCj.
Example 3.5. Let t0 = 0, f (x) = (1 + x)2 and g(x) = x−2. Given n = 2, p1 = 6, p2 = 3, w1 = 3 and w2 = 1. The WSPT
sequence (J1, J2) yields a value of 225.858, while the sequence (J2, J1) yields the optimal value of 39.936.
Although the WSPT sequence does not provide the optimal schedule for 1|LEDgtp|∑wjCj, it is still optimal if jobs have
reversely agreeable weights, i.e., pi ≤ pj implieswi ≥ wj for all jobs Ji and Jj.
Theorem 3.6. The WSPT sequence leads to an optimal schedule for 1|LEDgtp|∑wjCj if jobs have reversely agreeable weights,
i.e., pi ≤ pj implieswi ≥ wj for all jobs Ji and Jj.
Proof. We still adopt the same notations as in the proof of Theorem 3.2. Suppose that pi/wi ≤ pj/wj. Since jobs have
reversely agreeable weights, we have pi ≤ pj and wi ≥ wj. Hence C[l](π) ≤ C[l](π ′) for 1 ≤ l ≤ n by the proof of
Theorems 3.2 and 3.3, in particular Ci(π) ≤ Cj(π ′) and Cj(π) ≤ Ci(π ′). To show that π dominates π ′, it suffices to show that
wiCi(π)+ wjCj(π) ≤ wiCi(π ′)+ wjCj(π ′). In fact, since Ci(π) ≤ Cj(π ′) and Cj(π) ≤ Ci(π ′), we have
wiCi(π ′)+ wjCj(π ′)− wiCi(π)− wjCj(π) ≥ wiCj(π)+ wjCi(π)− wiCi(π)− wjCj(π)
= (wi − wj)(Cj(π)− Ci(π)).
Fromwi ≥ wj and Cj(π) ≥ Ci(π), we have (wi −wj)(Cj(π)− Ci(π)) ≥ 0 and sowiCi(π)+wjCj(π) ≤ wiCi(π ′)+wjCj(π ′).
Therefore, π dominates π ′. Thus, repeating this interchange argument for all jobs not sequenced according to the WSPT
sequence will yield the theorem. 
If the normal processing times of all jobs are equal, i.e., pj = p for 1 ≤ j ≤ n, then we have the following corollary.
Corollary 3.7. The optimal schedule for 1|LEDgtp, pj = p|∑wjCj is obtained by sequencing jobs in non-increasing order of their
weights.
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Let k be a positive real number. If wjpj = k, then jobs have reversely agreeable weights, i.e., pi ≤ pj implies wi ≥ wj for
all jobs Ji and Jj. Hence, we have the following corollary.
Corollary 3.8. The SPT sequence leads to an optimal schedule for 1|LEDgtp, wjpj = k|∑wjCj, where k is a positive real number.
3.4. The discounted total weighted completion time minimization problem
Pinedo [1] considered the single-machine discounted total weighted completion time minimization problem, 1 ‖∑
wj(1− e−rCj) and showed that for this problem, an optimal schedule can be obtained by theweighted discounted shortest
processing time first (WDSPT) rule, i.e., sequencing the jobs in non-decreasing order of 1−e
−rpj
wje
−rpj . However, theWDSPT sequence
does not yield an optimal schedule for the problem under model (7), denoted by 1|LEDgtp|∑wj(1− e−rCj), as shown in the
following example.
Example 3.9. Let f (x) = (1+ x)2 and g(x) = x−2. Given n = 2, p1 = 2, p2 = 4, w1 = 1, w2 = 4 and r = 0.5. The WDSPT
sequence (J2, J1) yields a value of 2.9688, while the sequence (J1, J2) yields the optimal value of 2.6708.
Although the WDSPT sequence does not provide the optimal schedule for 1|LEDgtp|∑wj(1 − e−rCj), it is still optimal if
jobs have reversely agreeable weights.
Theorem 3.10. The WDSPT sequence leads to an optimal schedule for 1|LEDgtp|∑wj(1− e−rCj) if jobs have reversely agreeable
weights, i.e., pi ≤ pj implieswi ≥ wj for all jobs Ji and Jj.
Proof. We still adopt the same notations as in the proof of Theorem 3.2. Suppose that 1−e
−rpj
wje
−rpj >
1−e−rpi
wie−rpi
. Since jobs have
reversely agreeable weights, we have pi ≤ pj and wi ≥ wj. Hence C[l](π) ≤ C[l](π ′) for 1 ≤ l ≤ n by the proof of
Theorems 3.2 and 3.3, in particular Ci(π) ≤ Cj(π ′) and Cj(π) ≤ Ci(π ′). To show that π dominates π ′, it suffices to show that
wi(1− e−rCi(π))+ wj(1− e−rCj(π)) ≤ wi(1− e−rCi(π ′))+ wj(1− e−rCj(π ′)).
In fact, since r ∈ (0, 1), Ci(π) ≤ Cj(π ′) and Cj(π) ≤ Ci(π ′), we have
wi(1− e−rCi(π ′))+ wj(1− e−rCj(π ′))− wi(1− e−rCi(π))− wj(1− e−rCj(π))
= wie−rCi(π) + wje−rCj(π) − wie−rCi(π ′) − wje−rCj(π ′)
≥ wie−rCj(π ′) + wje−rCi(π ′) − wie−rCi(π ′) − wje−rCj(π ′)
= (wi − wj)(e−rCj(π ′) − e−rCi(π ′))
≥ 0.
Hence,wi(1− e−rCi(π))+wj(1− e−rCj(π)) ≤ wi(1− e−rCi(π ′))+wj(1− e−rCj(π ′)). Therefore, π dominates π ′. Thus, repeating
this interchange argument for all jobs not sequenced according to the WDSPT sequence will yield the theorem. 
The following corollaries are direct consequences of Theorem 3.10.
Corollary 3.11. The optimal schedule for 1|LEDgtp, pj = p|∑wj(1 − e−rCj) is obtained by sequencing jobs in non-increasing
order of their weights.
Corollary 3.12. The SPT sequence leads to an optimal schedule for 1|LEDgtp, wjpj = k|∑wj(1 − e−rCj), where k is a positive
real number.
3.5. The maximum lateness and maximum tardiness minimization problems
Both, the single-machine maximum lateness problem, 1 ‖ Lmax and the single-machine maximum tardiness problem,
1 ‖ Tmax are minimized by the earliest due date (EDD) rule [34] or [35]. However, the EDD sequence does not yield an
optimal schedule for the single-machine maximum lateness problem and single-machine maximum tardiness problem
under model (7), denoted by 1|LEDgtp|Lmax and 1|LEDgtp|Tmax, respectively, as shown in the following example.
Example 3.13. Let t0 = 0 and f (x) = (1 + x)2 and g(x) = x−2. Given n = 2, p1 = 10, p2 = 1, d1 = 1 and d2 = 2.
The EDD sequence (J1, J2) yields a value of Tmax = Lmax = 83.5728, while the sequence (J2, J1) yields the optimal value of
Tmax = Lmax = 27.2885.
Although the EDD sequence does not provide an optimal schedule for 1|LEDgtp|Lmax and 1|LEDgtp|Tmax, it is still optimal if
the job processing times and the due dates are agreeable, i.e., di ≤ dj implies pi ≤ pj for all jobs Ji and Jj.
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Theorem 3.14. The EDD sequence leads to an optimal schedule for 1|LEDgtp|Lmax and 1|LEDgtp|Tmax if the job processing times
and the due dates are agreeable, i.e., di ≤ dj implies pi ≤ pj for all jobs Ji and Jj.
Proof. We still adopt the same notations as in the proof of Theorem 3.2. Assume that di ≤ dj. Since the job processing times
and the due dates are agreeable, we have pi ≤ pj. By definition, the lateness of jobs Ji and Jj in π and jobs Ji and Jj in π ′ are
respectively
Li(π) = Ci(π)− di,
Lj(π) = Cj(π)− dj,
Li(π ′) = Ci(π ′)− di,
and
Lj(π ′) = Cj(π ′)− dj.
To show that π dominates π ′, it suffices to show that max{Li(π), Lj(π)} ≤ max{Li(π ′), Lj(π ′)} since C[l](π) ≤ C[l](π ′) for
1 ≤ l ≤ n by the proof of Theorems 3.2 and 3.3. From dj ≥ di and Cj(π) ≤ Ci(π ′), we have Lj(π) ≤ Li(π ′) and Li(π) ≤ Li(π ′).
Hence max{Li(π), Lj(π)} ≤ max{Li(π ′), Lj(π ′)}. Therefore, π dominates π ′. Thus, repeating this interchange argument for
all jobs not sequenced according to the EDD sequence will yield the theorem.
Maximum tardiness Tmax is defined as Tmax = max{0, Lmax}. The above proof can be transferred directly to the case of
1|LEDgtp|Tmax. This completes the proof. 
If the normal processing times of all jobs are equal, i.e., pj = p for 1 ≤ j ≤ n, then we have the following corollary.
Corollary 3.15. The EDD sequence leads to an optimal schedule for 1|LEDgtp, pj = p|Lmax and 1|LEDgtp, pj = p|Tmax.
Let k be a positive real number. If dj = kpj for all 1 ≤ j ≤ n, then the job processing times and the due dates are agreeable
and so we have the following corollary.
Corollary 3.16. The EDD sequence leads to an optimal schedule for 1|LEDgtp, dj = kpj|Lmax and 1|LEDgtp, dj = kpj|Tmax.
If all jobs share a common due date, i.e., dj = d for 1 ≤ j ≤ n, then the problem reduces to 1|LEDgtp, dj = d|Cmax. Hence
we have the following corollary.
Corollary 3.17. The SPT sequence leads to an optimal schedule for 1|LEDgtp, dj = d|Lmax and 1|LEDgtp, dj = d|Tmax.
3.6. The total lateness and total tardiness minimization problems
In this section, we study the single-machine total lateness and total tardiness minimization problems under model (7),
denoted by 1|LEDgtp|∑ Lj and 1|LEDgtp|∑ Tj, respectively. For 1|LEDgtp|∑ Lj, we have the following main result.
Theorem 3.18. The SPT sequence leads to an optimal schedule for 1|LEDgtp|∑ Lj.
Proof. For any given schedule, the total lateness
∑
Lj = ∑nr=1(C[r] − d[r]) = ∑nr=1 C[r] −∑nr=1 d[r]. Since∑nr=1 d[r] is a
constant,
∑
Lj is minimized if
∑n
r=1 C[r] =
∑
Cj is minimized. By Corollary 3.4,
∑
Cj is minimized by the SPT sequence and
so the SPT sequence leads to an optimal schedule for 1|LEDgtp|∑ Lj. 
The single-machine total tardiness problem, 1 ‖ ∑ Tj is NP-hard. Hence 1|LEDgtp|∑ Tj must be NP-hard, too. But it is
still optimal if the job processing times and the due dates are agreeable.
Theorem 3.19. The EDD sequence leads to an optimal schedule for 1|LEDgtp|∑ Tj if the job processing times and the due dates
are agreeable, i.e., di ≤ dj implies pi ≤ pj for all jobs Ji and Jj.
Proof. We still adopt the same notations as in the proof of Theorem 3.2. Assume that di ≤ dj. Since the job processing
times and the due dates are agreeable, we have pi ≤ pj. As in Theorem 3.14, to show that π dominates π ′, it suffices to
show that Ti(π) + Tj(π) ≤ Tj(π ′) + Ti(π ′), i.e., max{Li(π), 0} + max{Lj(π), 0} ≤ max{Lj(π ′), 0} + max{Li(π ′), 0}, since
C[l](π) ≤ C[l](π ′) for 1 ≤ l ≤ n by the proof of Theorem 3.2. We consider the following cases.
Case 1: Lj(π ′) ≤ 0 and Li(π ′) ≤ 0. Then Li(π) ≤ Li(π ′) ≤ 0 and Lj(π) ≤ Li(π ′) ≤ 0, hence Tj(π ′) + Ti(π ′) = Ti(π) +
Tj(π) = 0.
Case 2: Lj(π ′) ≤ 0 and Li(π ′) > 0. Then
Tj(π ′)+ Ti(π ′) = max{Li(π ′), 0}
Ti(π)+ Tj(π) = max{Li(π), 0} +max{Lj(π), 0}.
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Now since Lj(π ′) ≤ 0, i.e., Cj(π ′) ≤ dj, we have
Li(π ′)− Li(π)− Lj(π) = Ci(π ′)− di − (Ci(π)− di)− (Cj(π)− dj) = dj − (Ci(π)+ Cj(π)− Ci(π ′))
≥ dj − Cj(π ′) ≥ 0,
this implies Tj(π ′)+ Ti(π ′) = max{Li(π ′), 0} = Li(π ′) ≥ max{Li(π), 0} +max{Lj(π), 0} = Ti(π)+ Tj(π).
Case 3: Lj(π ′) > 0. Then Li(π ′) ≥ 0. In fact, if Li(π ′) < 0, then Ci(π ′) < di and so Cj(π ′) ≤ Cj(π) ≤ Ci(π ′) < di ≤ dj, which
contradicts Lj(π ′) > 0. Thus Tj(π ′)+ Ti(π ′) = Li(π ′)+ Lj(π ′) ≥ Li(π)+ Lj(π) ≥ Ti(π)+ Tj(π).
Thus, in any case, we have Tj(π ′)+ Ti(π ′) ≥ Ti(π)+ Tj(π). Therefore, π dominates π ′. Hence, repeating this interchange
argument for all jobs not sequenced according to the EDD sequence will yield the theorem. 
The following corollaries are direct consequences of Theorem 3.19.
Corollary 3.20. The EDD sequence leads to an optimal schedule for 1|LEDgtp, pj = p|∑ Tj.
Corollary 3.21. The EDD sequence leads to an optimal schedule for 1|LEDgtp, dj = kpj|∑ Tj.
3.7. Common due date problems
In this sectionwe consider the problem tominimize the sum of earliness penalties and total weighted earliness penalties
subject to no tardy jobs. For the classical scheduling problem, there are some results in [36]. In the sequel, we assume
that all jobs have a common due date d and the release time is 0. For a schedule π , the sum of earliness penalties is
E(π) =∑nj=1 h(Ej), where h is a strictly increasing function and Ej = d−Cj is the earliness of job Jj inπ . The problem is to find
optimal schedules to minimize the sum of earliness penalties and total weighted earliness penalties under condition Cj ≤ d
andmodel (7), denoted by 1|LEDgtp|∑ h(Ej) and 1|LEDgtp|∑wjh(Ej), respectively. Since the problem is tominimize earliness
penalties, the jobs should be processed as late as possible. It is obviously that in the optimal schedule the completion time
of the last job is d and there is no idle times between jobs.
Theorem 3.22. The Longest Processing Time first (LPT) rule leads to an optimal schedule for 1|LEDgtp|∑ h(Ej) and the start time
of the first job is
t0 = d−
n−
k=1
p[k]f

k−1
l=1
pA[l]

g(k)
if the schedule (J[1], J[2], . . . , J[n]) is sequenced according to the LPT rule.
Proof. Since
∑n
j=1 Ej = nd−
∑n
j=1 Cj, in a similar way as the proof of Theorem 3.2, we have that the LPT sequence leads to
an optimal schedule for 1|LEDgtp|∑ h(Ej). 
Theorem 3.23. The Weighted Longest Processing Time first (WLPT) rule leads to an optimal schedule for 1|LEDgtp|∑wjh(Ej) if
jobs have reversely agreeable weights, i.e., pi ≤ pj implieswi ≥ wj for all jobs Ji and Jj and the start time of the first job is
t0 = d−
n−
k=1
p[k]f

k−1
l=1
pA[l]

g(k)
if the schedule (J[1], J[2], . . . , J[n]) is sequenced according to the WLPT rule.
Proof. Since
∑n
j=1wjEj =
∑n
j=1wj−
∑n
j=1wjCj, in a similar way as the proof of Theorem 3.6, we haveWLPT sequence leads
to an optimal schedule for 1|LEDgtp|∑wjh(Ej). 
4. Conclusions
Scheduling problems with effects of learning and deterioration have recently received growing attention from the
scheduling research community. The aimof this paper is to introduce a general schedulingmodelwith effects of learning and
deterioration simultaneouslywhich is a generalization of some existingmodels in the literature.We showed that the single-
machine scheduling problems remain polynomially solvable if the objectives are to minimize the makespan, sum of the kth
power of completion times, total lateness and sum of earliness penalties. We also showed that under certain conditions, the
problems to minimize the total weighted completion time, discounted total weighted completion time, maximum lateness,
maximum tardiness, total tardiness and total weighted earliness penalties are polynomially solvable. We believe that the
model offered here will turn out to be more useful in the theory and applications of scheduling. It is useful to guide the
practitioners to choose right scheduling rules and suitable model in practical situations.
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