The goal of this work is to present a specific device key translation solution among different identifications of devices based on the DHT (Distributed Hash Table) technology. Whereas nodes in DHTs are obviously used to store data identified by a single identification key and their possible failures are resolved by approaches of multiple data copies. This paper presents the Generic Network Location Service based on the Chord DHT. The provided algorithms guarantee resilience in the presence of dynamism: they guarantee consistent lookup results in the presence of nodes failing and leaving. Generic Network Location Service provides a Location Service system based on DHT technology, which is storing device location records in nodes within a Chord DHT. Location records are consisting of network device identification keys as attributes, which are used to create replicas of additional location records through established Chord hashing mechanisms. Storing device location records, in places addressable (using the DHT lookup) by individual location record keys provides a simple way of implementing translation functions similar to well known network services (e.g. ARP, DNS, ENUM). The generic network location service presented in the paper is not supposed to be a substitution of the existing translation techniques (e.g. ARP, DNS, ENUM), but it is considered as an overlay service that uses data available in existing systems and provides some translations currently unavailable.
INTRODUCTION
The main contribution of this work involves the analysis of several algorithms implemented in the Generic Network Location Service (GNLS). We describe several communications algorithms namely: Sequential clockwise denoted as SEQUENTIAL-C, Lookup is initiated by the node using the first alive successor on the Chord DHT ring reaching all nodes in the network in O(n), where n is the number of nodes in the network. Sequential anti-clockwise SEQUENTIAL-CCW, Lookup is initiated by the node using the first alive predecessor on the ring network reaching all nodes in O(n) anti-clockwise, Simultaneous parallel Sequential clock-wise and anti-clockwise SEQUENTIAL-B, here both sequential clockwise and anticlock are initiated at the same time reaching all nodes in the network in O(n/2) and lastly but not least the Broadcast algorithm. Illustration of the simplest mechanism that exploits multiplicity of location records in Generic Network Location Service (GNLS).
A DHT presents itself as an infrastructure, essentially a hash table which is distributed among a set of cooperating computers, which we refer to as nodes. The main service provided by a DHT is a lookup operation, which return a value associated with a given key (e.g. IP address). Chord [27] assigns ids from the same one dimensional id space < 0, N − 1 > to both names and nodes. The id space wraps around to form a circle. Chord performs lookups in O(logN) time, using a finger tables of logN entries. A node's finger table contains the node id of a node halfway around the id space from it, a quarter-of-the-way, and so forth in powers of two. A node forwards a query for key k to the node in its finger table with the highest id less than k. The power-of-two structure of the finger table ensures that the node can always forward the query at least half of the remaining id space distance to k. As a result, Chord lookups use O(logN) messages.
Chord ensures correct lookups despite node failures using the successor list. Each node keeps track (of the IP addresses) of the next r nodes immediately following it in the id space.
This allows a query to make incremental progress in id space even if many finger table entries turn out to point to crashed nodes. The only situation in which Chord cannot guarantee to find the current live successor to a key is if all r of a nodes immediate successors fail simultaneously, before the node has a chance to correct its successor list. Since node ids are assigned randomly, the nodes in a successor list are likely to be unrelated, and thus suffer independent failures. In such a case, relatively small values of r (such as logN) make the probability of simultaneous failure vanishingly small.
An overlay network is built on top of an underlying physical network topology. Messages between the nodes in the overlay network logically follow the ring topology of the overlay network, but physically pass through the links and routers that form the underlay network as shown in figure 1.
Applications of DHT technology for Internet name service support are numerous. As examples we can present DDNS (Dynamic DNS) [4] based on Kademlia and Microsoft's PNRP (Peer Name Resolution Protocol) [8] based on Pastry and supporting IPv6 name service in Windows XP and Vista. Another area of DHT applications is device registration and lookup in SIP (Session Initiation Protocol). Original SIP has been based on SIP servers, accessible by DNS. Current development in the frame of IETF is based on DHTs and it resulted in several propositions, an example of the SIP implementation based on OpenDHT was presented in [17] .
In [1] , the authors describe a DHT overlay network based on Chord [11] supporting SIP service. The authors discuss important issues of security and authentication, as well as adaptations of conventional P2P routing for the social networks typical in personal communications. The authors of [5] propose a name system that combines DHT and DNS, and describe how to eliminate bottleneck between the two name systems. Using the distributed nature of DHT, cost consuming processes such as protocol translation are distributed. A set of gateways that execute DNS name delegation dynamically is used to bind between a client side DNS resolver and translators running on DHT nodes. In contrast, our work does not propose a new name translation system but seeks to complement the lookup effort of existing technologies.
[15] Presents a global location service based on hierarchical DHTs. Authors propose a Location Information Plane (LIP) design based on hierarchical DHT that supports networks based on the Session Initiation Protocol (SIP).
Web based locations services have also received considerable research attention. [12] Proposed decentralized web services discovery mechanism (DWSDM) based on a DHT to solve web originated location problems.
All these efforts are directed towards achieving efficient discovery mechanisms. [6] Shows how P2P technologies can be integrated in load balancing and failover requirements with a centralized VoIP server concept. GNLS was inspired by previous work on location lookup services and name resolution technologies based on DHTs.
In this paper we describe the implementation of the Generic Network Location Service (GNLS). The GNLS system consists of the servers, GNLS nodes, which provide a distributed service that allows network devices, GNLS clients, to insert, lookup, and remove location records consisting of several keys, using these keys as handles.
This paper is organized as follows: first we briefly present the Generic network Service (GNLS); we then describe the GNLS device identification keys. In section 2.2, GNLS resilience to node failures is presented. Further, proactive and reactive strategies are briefly discussed. Experiments based on GNLS reactive algorithms are presented from section 3 to section 4 including algorithm complexity measured in terms of messages exchanged and time consumption. We assume GNLS implemented in the Chord DHT ring using two arbitrary location records. The experiments compare the algorithms with standard Chord lookup algorithm herein referred to as Route. We end with conclusion and a list of references.
GENERIC NETWORK LOCATION SERVICE
The GNLS system consists of the servers, GNLS nodes, which provide a distributed service that allows network devices, GNLS clients, to insert, lookup, and remove location records consisting of several keys, using these keys as handles. The GNLS service is implemented on the DHT chord infrastructure providing operations whereby given a key, it maps the key onto a node on an identifier network. Data storage and location can be easily implemented on top of Chord infrastructure by associating a key with each data item, and storing the key/data item pair at the node at which the key maps.
GNLS Device Identification Keys
The GNLS system works with network identifications / locations and treats them as a byte sequences. These items are keys in lookup service and involve:
GSM IMEI number, and • GPS position. The list can be completed by including others, not so widely identification mechanisms.
The location records are data items stored in the GNLS system that consist of the keys identifying network devices: Other information can be added to location records, keys of additional identification / location systems, authentication information, etc. The basic idea of the Generic Network Location Service (GNLS) is storing location records, which are containing different identifications of the network device instead of purely unstructured data. The location records contain names uniquely identifying network devices mentioned: MAC addresses, IP addresses, GPS waypoint coordinates DNS names, ENUM numbers, SIP names, GSM IMEI numbers, etc. Other information can be added to location records, for example keys for authentication, which should be a vital component of any practical implementation of the location service (the issue of corresponding security protocols is not further discussed in this material). Figure 2 illustrates the logical concept of storing location records in Chord DHT.
GNLS Resilience to Node Failures
The GNLS system decreases sensitivity to failures of its nodes by replication of individual location records. Every location record containing n location record keys is stored in n copies in GNLS. Hash function distributes location records evenly over the id space and the only problem of this distribution can be uneven division of the id space among DHT nodes, which results in uneven number of records stored in individual DHT nodes. Although distribution of location records among more nodes itself decreases negative effects of concentration in classical systems (e.g. failure of a DNS server and its secondary replica can disconnect the service area), we need mechanism able to recover from damages resulting from individual node failures. Though more copies of location records are stored in the GNLS system there will be low probable situations when a failure of a single node may result in loss of information, these techniques are improving the situation. In the following paragraphs, two basic types of such data resilience mechanisms will be described: the pro-active and the reactive one. Though more copies of location records are stored in the GNLS system there will be low probable situations when a failure of a single node may result in loss of information, these techniques are improving the situation.
Proactive Strategy
The simplest mechanism able to assure high availability of location records in Chord DHT system is to replicate them at some node, which takes on an original node's function after the failure. It corresponds to standard data replication in Chord; where every data record located to the node has a backup at the successor of the node. When a failure of the node is detected, information on the fact that the failing node will be replaced by its successor is broadcast among DHT nodes using the finger tables' tree. Stabilization of finger tables finishes in O(log2n) steps and all data originally stored at the failing node are made available at the backup location.
Replication of data (i.e. location records in the GNLS system) to the next node, which follows, does not influence reliability of the systems assuming the mean time between node failures is much longer then the time required to copy all location records. Advantage of the proactive replication strategy is: all location records are available immediately after the DHT structures (successor links and finger tables) stabilize.
Reactive Strategy
A drawback of the pro-active strategy is that it almost doubles (for higher number of nodes) memory requirements. The simplest mechanism that exploits multiplicity of location records in GNLS reacts to the detected node failure as follows: Together with starting a stabilization mechanism (i.e. update of node links and finger tables) lookup request is broadcast using the finger tables' tree. For a single mode failure, the worst case analysis shows that in at most O(2.log2n) steps all replicas located out of the failing node will be found. That means, the lookup request can return the result, and, since the failing node is identified, lost replicas can be reproduced at the failing node surrogate. The advantage of the reactive strategy to replication is that it benefits from essence of location records: multiple copies distributed among more nodes, i.e. the mechanism needs no extra memory.
The risk of placing all copies to a single failing node is acceptably low for higher number of DHT nodes. Moreover, such a situation can be simply detected and the additional copy of the location record can be created elsewhere, e.g. at the node's successor. Any node may be used as a place for such an additional copy, linkage of this backup copy (found by lookup broadcast in the case of failure detected during regular lookup) to the true location record can be maintained without difficulties. The influence of multiple failures is lower than in proactive methods assuming the number of fields in location records is greater then number of copies in proactive methods (including the original). We therefore implemented the reactive strategy by incorporating algorithms capable of finding location record replicas and generating the lost replicas. The algorithms include In-depth Broadcast, Sequential clockwise, Sequential Anti-clockwise and Parallel Clockwise and Anti-Clockwise. These algorithms are explained in section 2.5.
REACTIVE STRATERGY ALGORITHMS
Reactive algorithms react to the detected node failure as follows: Together with starting stabilization mechanism (i.e. an update of node links and finger tables) lookup request is broadcast using the finger tables' tree. For a single node failure, the worst case analysis shows that in at most the broadcast algorithm will make the worst case time and message complexity logk(n), where k is a configurable constant. Broadcast algorithm requires that nodes use their finger tables as routing tables of size (k − 1) logk(n). Where k refers to the base of the system. O(2.logN) steps all replicas located out of the failing node will be found. That means, the lookup request can return the result, and, since the failing node is identified, lost replicas can be reproduced at the failing node surrogate. The advantage of the reactive strategy to replication is that it benefits from essence of location records: multiple copies distributed among more nodes, i.e. the mechanism needs no extra memory.
The algorithms have been implemented using PlanetSim open source framework as a test bed. PlanetSim [18] implements standard Chord DHT lookup algorithm herein called ROUTE algorithm. Route algorithms utilize the Chord DHT's nodes finger tables to route messages and perform lookups. The implemented lookup mechanism in GNLS works as shown in the figure 3 below. 
Algorithms Complexity
The efficiency of our GNLS algorithms will be measured in terms of resource consumption and time consumption. We assume that local node computations use negligible resources and take negligible time compared to the overhead of message passing. We use message complexity as a measure of resource consumption. The message complexity of an algorithm is the total number of messages exchanged by the algorithm. Sometimes, the message complexity does not convey the real communication overhead of an algorithm, as the size of the messages is not taken into account. Therefore in some instances, we use bit complexity to measure the total number of bits used in the messages by some algorithm.
Time complexity will be used to measure the time consumption of an algorithm. In our experiments, we assume simulation time and that the transmission time takes at most one time unit and all other operations take zero time units. The worst case time complexity is often the same if we assume that the transmission of a message takes exactly one time unit, but for some algorithms the worst time complexity increases if we assume that the time it takes to send a message takes at most one time unit. Unless specified, we assume that our complexity measures denote the worst-case complexity of a given algorithm
In-Depth Broadcast Lookup
This method is invoked once the first Chord DHT lookup(key) returns a negative response meaning that the initial node responsible for storing this record has failed. When a node fails or crashes the data kept on it is lost and not available to the system. In this case mechanism that exploits multiplicity of location records in GNLS reacts to the detected node failure as follows: Together with starting stabilization mechanism (i.e. an update of node links and finger tables) In-Depth-Lookup request is broadcast using the finger tables' tree. The broadcast algorithm guarantees that all nodes in the network will be contacted. In a system of N nodes, a broadcast message originating at an arbitrary node reaches all other nodes after exactly N-1 messages.
Once a node receives a broadcast message it checks its local storage of location records for the key (for performance reasons location records will be kept in the nodes local cache). Upon receipt of the broadcast message containing the key, the node will perform a local search into location records kept in its storage. The search will parse all location record's key fields and if the field key is found the location record will be fetched and routed back to the node initiating the broadcast.
In this case the node will terminate the broadcast since the specific location record has been found. If the key is not found amongst the location records available at the node, the node will simply forward the broadcast message to the nodes it is responsible for. The time taken to receive a positive response by the query initiating node from the node containing the key in the network can be represented as DLt = Bt + Ls + Rt . Where DLt is the total response time and Bt is the time the broadcast message arrive at a node; Ls is the time for local cache lookup (dependent on CPU capabilities) and Rt is the time reply containing the location record takes to reach the broadcast initiating or querying node.
The figure 5 below illustrates a high level In-Depth-lookup algorithm utilizing broadcast mechanism implemented in PlanetSim.
In-Depth-lookup(Key) ----------------------------------------------------In-depth-lookup(key), SERVER SIDE ----------------------------------------------------
Hashtable data= key-record pairs; Structure response { boolean isNegative := true; Record record; } Structure deepLookup-message { String key; Node-id origin; } Structure response-message { Node-id target; Record record; } /*In order to run the in-depth-lookup, we have to search through all records*/ /*stored in the Chord DHT "data" and search each of them for the "key" the*/ /*client is looking for.*/ Record recordFound := null; Set allRecords := data.allRecords; /*Go through the set of all records (values) stored in the hashtable...*/ for each element (Record) from allRecords do { /*Check whether the one of the pairs in this record*/ /*contains the "key" the client is looking for.*/ if(element.hasKey(key)) { recordFound := element; } } /*If the key has been found at the server, there is no need for broadcast...*/ if(recordFound != null{ response.isNegative := false; response.record := recordFound; } else { /*If the key has not been found at the server, there is deep-lookup message creating*/ /*and broadcasting going on...*/ message := deepLookup-message; message.key := key; message.origin := This server; broadcast(message); } responseDelivered(response-message) { /*The difference here is that only the first response is being stored.*/ /*There will be (might be) more positive responses for in-depth-lookup from*/ /*the network, but only the first one is accepted and being offered to the*/ /*client*/ if(response.isNegative) { response.isNegative = false;
response.record = response-message.record; } }
Figure 5: GNLS In-Depth Broadcast Algorithm

Explanatory Example
Step 1: We setup a 30 node Chord DHT network and use to test out our algorithm. The network topology looks like this:
Figure 6: Show the Chord network with 30 nodes
Step 2: We now insert the following location record in the network. 
{IP,MAC,DNS,ENUM,GS M,GPS}
The distribution of the location records after insertion is random and depending on the value hashed from the key, the node-id is assigned within the network. The following table 3 illustrates the location record mappings in the DHT network. Step 3: We perform lookups using the standard Chord route mechanisms and obtain the number of messages exchanged and the measure the timestamps in simulation milliseconds. Thereafter we fail the nodes containing the location records 2,14,16,21 and 27 and perform lookup on each respective location record key.
• When we fail a node containing a location record and perform a lookup, the following will happen.
• Route lookup will fail on the key and return a negative response.
•
Broadcast deep lookup will be triggered • The Broadcast algorithm will use finger tables and contact all the nodes in the DHT network (n-1) When the node is contacted, it will search through its local cache of location records matching the key. If the key is matched, it will send a response to the querying node with the location record details. If the key does not match any of the fields of the location records in the cache, the node will simply pass on the broadcast message to the next node according to the finger tables Once the querying node receives the first positive response (record found) it will deliver the record and discard any other positive responses there on. The location record will be reconstructed with the same key within the DHT network on a surrogate node Step 4: We repeat the experiment for each of the remaining 5 keys i.e. failing the node and performing a lookup on the respective key. The following results were obtained: 
Complexity Analysis of In-Depth Broadcast Lookup
In-Depth broadcast algorithm reacts to the detected node failure as follows: Together with starting stabilization mechanism (i.e. an update of node links and finger tables) lookup request is broadcast using the finger tables' tree. For a single node failure, the worst case analysis shows that in at most the broadcast algorithm will make the worst case time and message complexity logk(n), where k is a configurable constant. Broadcast algorithm requires that nodes use their finger tables as routing tables of size (k − 1) logk(n). Where k refers to the base of the system. O(2.logN).
SEQUENTIAL CLOCK-WISE LOOKUP ALGORITHM
Lookup is initiated by the node using the first alive successor on the Chord DHT ring reaching all nodes in the network in O(n), where n is the number of nodes in the network. The direction of the lookup is in a clock-wise direction until all the nodes in the ring are contacted. When the node is contacted, its first looks up in its local cache before forwarding the lookup query to the next alive successor. The node's local cache will contain one or more location records from various devices in the network. The node will scan all local records and try to match the key from the lookup query. If the key being queried is found, the node will generate a response and forward it to the query initiator node, otherwise the node will forward the query to the next alive successor on the ring clockwise. If the query reaches the node which initiated the query then this results in negative response, meaning that the location record with specified key does not exist in the Chord DHT ring network. The pseudo code algorithm is presented below:
Experimental Explanatory Example:
Similarly we perform simulation of Sequential algorithm using the same DHT network as in section 2.5. The following results were obtained. 
Complexity Analysis of Sequential Clock-wise Lookup Algorithm
To analyze the complexity of the proposed Sequential Clockwise Lookup Algorithm, we consider a Chord DHT with all live nodes in the Network. For simplicity, the complexity analysis will be considered based on the Chord DHT below in Figure  12 : The ring topology has poor performance in terms of worst case message complexity and time complexity. The worst case time complexity and message complexity are n for the ring topology, because in the worst case all of the ring nodes need to be traversed, as depicted in figure 12 above, lookup initiated at node N0 will traverse the ring 10 times. Our extension will make the worst case time and message complexity O(n) , where n is the number of nodes in the system 
Sequential Anti-Clockwise Lookup Algorithm
Lookup is initiated by the node using the first alive predecessor on the ring network reaching all nodes in O(n), The direction of the lookup is in an anti-clock-wise direction until all the nodes in the ring are contacted. When the node is contacted, its first looks up in its local cache before forwarding the lookup query to the next alive successor. The node's local cache will contain one or more location records from various devices in the network. The node will scan all local records and try to match the key from the lookup query. If the key being queried is found, the node will generate a response and forward it to the query initiator node, otherwise the node will forward the query to the next alive successor on the ring anti-clockwise. If the query reaches the node which initiated the query then this results in negative response, meaning that the location record with specified key does not exist in the Chord DHT ring network. The pseudo code algorithm is presented below
Explanatory Example
Similarly we perform simulation of Sequential Anticlockwise algorithm using the same DHT network as in section 2.5. The following results were obtained. 
Parallel Clockwise and Anti-Clockwise Lookup Algorithm
Lookup is initiated by the node using the first alive predecessor on the ring network reaching all nodes in O(n), ), Simultaneous Sequential clock-wise and anti-clockwise SEQUENTIAL-B, here both sequential clockwise and anti-clock are initiated at the same time reaching all nodes in the network in O(n/2) and lastly but not least the Broadcast algorithm. Illustration of the simplest mechanism that exploits multiplicity of location records in Generic Network Location Service (GNLS).
Explanatory Example
Similarly we perform simulation of Parallel Sequential Anticlockwise algorithm using the same DHT network as in section 2.5. The following results were obtained. 
Complexity Analysis of Parallel Clockwise and AntiClockwise Lookup Algorithm
If the search can go in both clockwise and anti-clockwise direction, half of the nodes in the ring need to be traversed. In this algorithm both sequential clockwise and anti-clock are initiated at the same time reaching all nodes in the network in O(n/2).
Comparative Analysis of Reactive Algorithms
Location Record Lookup 
CONCLUSION
This Paper presented five algorithms implemented in GNLS system including their performance and complexity analysis. The efficiency of our GNLS algorithms was measured in terms of resource consumption and time consumption. We assumed that local node computations use negligible resources and take negligible time compared to the overhead of message passing. The performance of the proposed reactive algorithms was examined in comparison with the standard Chord Route lookup algorithm implemented in PlanetSim simulation framework. The algorithms examined were the Sequential Clockwise, Sequential Anti-Clockwise, Parallel Sequential and the InDepth Broadcast. The performance of the algorithms was measured in respect of varying network sizes, messages exchanged and time consumed. Mainly the proposed algorithms performed reasonably well for network sizes up to 2000 nodes A Practical modification to the real network would be to create a live node list configuration file which would keep an updated list of nodes alive in the network. Depending on the number of live nodes a suitable algorithm would then be triggered in case of nodes failure detection.
The generic network location service implemented in this work is not supposed to be a substitution of the existing translation techniques (e.g. ARP, DNS, ENUM), but it is considered as an overlay that uses data available in existing systems and provides some translations currently unavailable.
