



© The author; licensee Universidad Nacional de Colombia.  
DYNA 82 (194), pp. 111-118. December, 2015 Medellín. ISSN 0012-7353 Printed, ISSN 2346-2183 Online 
DOI: http://dx.doi.org/10.15446/dyna.v82n194.46744 
New tuning rules for PID controllers based on IMC with minimum 
IAE for inverse response processes 
 
Duby Castellanos-Cárdenas a & Fabio Castrillón-Hernández b 
 
a Facultad de Ingeniería, Universidad de Medellín, Medellín, Colombia. dcastellanos@udem.edu.co 
b Escuela de Ingeniería, Universidad Pontificia Bolivariana, Medellín, Colombia. fabio.castrillon@upb.edu.co 
 
Received: October 23th, 2014. Received in revised form: March 13th, 2015. Accepted: October 10th, 2015. 
 
Abstract 
In this paper new tuning rules for Proportional Integral Derivative (PID) are presented, which are based on Internal Model Control (IMC). 
This set of equations minimizes the performance index, in this case, the Integral Absolute Error (IAE). Furthermore, a correlation is 
proposed in order to calculate the tuning parameter of the method, where a holding oscillation response is obtained regarding changes in 
the set point.  This value represents a stability limit for the IMC method. The overall development is then applied to an Inverse Response 
System of second order and with dead time. 
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Nuevas reglas de sintonía basadas en IMC para un controlador PID 
con IAE mínimo en procesos con respuesta inversa 
 
Resumen 
En este artículo se presentan nuevas reglas de sintonía para un controlador PID (Proporcional Integral Derivativo) basado en IMC (por sus 
siglas en inglés Internal Model Control). Este conjunto de ecuaciones minimiza un índice de desempeño óptimo, para este caso la Integral 
del Error Absoluto (IAE por sus siglas en inglés, Integral Absolute Error).  Adicionalmente se presenta una correlación para calcular el 
valor crítico del parámetro de sintonía del método, , donde se obtiene una respuesta de oscilación sostenida frente a cambios en el punto 
de control. Este valor representa un límite de estabilidad para el método IMC. Todo este desarrollo es aplicado a un Sistema con Respuesta 
Inversa (SRI) de segundo orden y con tiempo muerto.   
 




1.  Introducción 
 
El comportamiento de los sistemas con respuesta inversa 
(SRI) ha sido de interés en muchos trabajos académicos ya que 
a nivel industrial se pueden encontrar sistemas que exhiben este 
tipo de dinámica [1]. Algunos ejemplos de procesos con 
respuesta inversa son: el nivel en una caldera de vapor y en la 
sección del rehervidor de una columna de destilación, la 
temperatura tanto en reactores catalíticos exotérmicos como en 
reactores tubulares adiabáticos [1-3], el caudal de silicio en 
reactores para la producción de silicio de metal [4] y el caudal 
de vapor en plantas de incineración de residuos [5]. 
En este tipo de procesos aparecen problemas asociados con 
el comportamiento dinámico que dificultan su control y que 
generan limitaciones importantes en el rendimiento y robustez 
del sistema. Por este motivo las técnicas de control tradicional 
presentan un bajo desempeño cuando son aplicadas a este tipo 
de plantas. Estos inconvenientes se hacen más notorios cuando 
el proceso también presenta tiempo muerto [2,6]. 
Aunque son varios los métodos de control de SRI que se 
reportan en la literatura, estos pueden agruparse básicamente 
en dos tipos de estructuras de control: compensadores de 
respuesta inversa, que generalmente utilizan el concepto del 
predictor de Smith para sus diseños; y controladores PID en 
los que se han utilizado muchas técnicas de sintonía [7]. 
En general, los compensadores basados en el predictor de 
Smith eliminan el tiempo muerto de la ecuación característica 
del sistema, colocan los ceros de fase no mínima fuera del 
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lazo de realimentación, arrojan controladores con una alta 
sensibilidad a errores en los parámetros del modelo y se 
consideran útiles en procesos que presentan un tiempo 
muerto significativo [7,8]. 
Con relación a los controladores PID aplicados a procesos 
con respuesta inversa y tiempo muerto, se han obtenido muy 
buenos resultados, inclusive en uno de los primeros trabajos 
realizados sobre el tema se compararon las ventajas poco 
significativas de las estructuras de control para compensar la 
presencia de polos y ceros complejos frente al control PID 
convencional propuesto por Ziegler y Nichols [9]. Una de las 
razones del éxito del controlador PID reside en la acción 
derivativa que logra anticipar la dirección errónea en la 
respuesta inicial del sistema [7]. Además, gracias al 
desarrollo de los componentes de hardware y software 
necesarios para su implementación, el control PID es el más 
utilizado a nivel industrial [10,11]. 
En este trabajo se introduce un conjunto de reglas de 
sintonía para un controlador PID sintonizado ante cambios 
tipo escalón en la perturbación para SRI de segundo orden 
más tiempo muerto, ya que son sistemas que no se analizan 
comúnmente en la literatura por su complejidad, debido al 
orden del sistema y la inclusión del tiempo muerto. Las 
correlaciones obtenidas minimizan el índice de desempeño 
IAE lo que se traduce en un beneficio para los usuarios de 
este tipo de sistemas. 
En la primera parte del artículo se explican las 
características de los SRI, luego se presenta tanto la técnica 
de sintonía como la metodología utilizada para el desarrollo 
de las reglas propuestas. A continuación se introducen las 
correlaciones halladas y, con el fin  de verificar la validez de 
estas, se compara un controlador sintonizado con el método 
propuesto con otros controladores sintonizados con algunas 
reglas reportadas por la literatura. Finalmente se presentan las 
conclusiones del trabajo realizado. 
 
2.  Sistemas con respuesta inversa 
 
Un SRI se caracteriza por tener uno o más ceros de fase 
no mínima. Cuando este tipo de proceso es excitado con una 
entrada tipo escalón, la respuesta inicial del sistema es 
opuesta al valor final de estado estable. Este efecto se debe a 
que en el proceso se ponen en marcha dos fenómenos físicos 
con dinámicas opuestas. Un primer fenómeno al que se le 
asocia una función de transferencia con ganancia pequeña y 
de respuesta rápida, responsable de que el sistema responda 
en forma inversa inicialmente; y un fenómeno más lento, con 
una ganancia mayor que la anterior y cuyo efecto  finalmente 
predomina sobre el inicial [3,12,13]. 
La función de transferencia de un sistema con respuesta 
inversa de segundo orden con un retardo , que es el sistema 






Donde es la ganancia del proceso,  determina el cero 
de fase no mínima,  corresponde al tiempo muerto y , 
	son las constantes de tiempo. 
En este tipo de procesos la pendiente de la respuesta en el 
origen es de signo opuesto a la ganancia y a medida que la 
magnitud del parámetro  se incrementa el comportamiento 
de inversión que aparece en la respuesta transitoria es mucho 
más pronunciado y las dificultades asociadas al control de 
este proceso aumentan. El valor de estado estable de un 
sistema con respuesta inversa es igual su ganancia [3,14,15]. 
En este tipo de procesos es común tener problemas de 
estabilidad y, cuando el SRI posee tiempo muerto, se puede 
presentar una salida no acotada para una excitación tipo 
escalón en la perturbación; adicionalmente aparecen 
limitaciones en el ajuste del controlador a bajas frecuencias 
[6,16]. 
 
3.  Método de sintonía 
 
En la literatura se han presentado algunos trabajos que 
estudian el problema del control de sistemas de primer o 
segundo orden con respuesta inversa, pero pocos autores han 
analizado SRI que además incluyan tiempo muerto. Como el 
fenómeno de la respuesta inversa presenta algunas 
similitudes con la respuesta de sistemas con tiempo muerto, 
es común encontrar técnicas de sintonía que utilizan la 
estructura del predictor de Smith [17]. Otras técnicas 
modelan el efecto del cero de fase no mínima como un tiempo 
muerto, con el fin de utilizar alguna técnica de sintonía 
tradicional para este tipo de procesos, aunque esto origina 
controladores mucho más conservativos [7,16,18]. 
Adicionalmente, estas aproximaciones introducen un error 
adicional en el modelo, el cual se ve reflejado en una 
disminución del ancho de banda del sistema [19]. Otra forma 
de abordar el problema de la respuesta inversa consiste en 
reducir el orden del sistema, aproximándolo a uno de primer 
orden, lo que permite hallar un controlador PI. La respuesta 
de este último controlador es mucho más lenta cuando se 
compara con la respuesta que generan las técnicas descritas 
anteriormente [6]. 
En cuanto al diseño de controladores PID utilizando las 
técnicas de análisis de la respuesta en frecuencia para 
sistemas con respuesta inversa, este fue abordado por Luyben 
[20] pero las expresiones que obtuvo fueron muy complejas. 
Por otra parte, el método de síntesis directa ante cambios en 
la perturbación fue estudiado por Chen y Seborg [21] aunque 
no abordaron el tratamiento de los sistemas con respuesta 
inversa así que para hacer uso de sus ecuaciones se tendría 
que utilizar la aproximación de Padé o de Taylor con el fin 
de reemplazar el cero de fase no mínima, generando los 
problemas antes mencionados.  
Otro de los métodos más utilizados para la sintonía de 
controladores PID es el IMC. Este método ha resultado de 
interés a nivel industrial porque, al igual que el método de 
síntesis directa, utiliza un único parámetro de sintonía ( ). 
Las ecuaciones del controlador IMC son función de los 
parámetros de la función de transferencia del sistema y de . 
Este último parámetro está relacionado con la velocidad de la 
respuesta de lazo cerrado del sistema y a medida que se 
incrementa su magnitud también lo hace la robustez del lazo 
de control. Por otra parte, a nivel experimental, se ha 
encontrado que este controlador mejora el comportamiento 
del sistema ante perturbaciones y minimiza las interacciones 
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del controlador. Además, la correcta selección del  filtro pasa 
bajo que utiliza el método, evita que la respuesta de lazo 
cerrado sea oscilatoria y con sobreimpulso; estas 
características reducen los efectos de la perturbación [22]. 
Por estos motivos, en este trabajo se utilizó el IMC ya que es 
una técnica que le brinda al diseñador del controlador la 
posibilidad de especificar el comportamiento del sistema en 
lazo cerrado y de obtener un controlador con un único 
parámetro de sintonía. En el trabajo presentado por Chien y 
Fruehauf (1990) se proponen un conjunto de reglas de 
sintonía para sistemas de segundo orden con respuesta 
inversa que tienen la ventaja de no contener términos 
negativos, por lo que no se hace necesario resolver 
inecuaciones que finalmente se traducen en limitaciones en 
el rango útil del parámetro  [23]. 





Tal que  es una función que contiene todos los ceros 
de fase no mínima y el tiempo muerto, mientras que  
contiene los polos de la función de transferencia. El 
controlador IMC se define en términos del inverso de la 
función   y un filtro pasabajo en serie. La ecuación para 




Donde  es la función del filtro pasa bajo especificado 
por el usuario. La estructura del controlador IMC puede ser 
reducida a la clásica estructura de control al definir la función 





De manera que se puede utilizar la estructura del 
controlador IMC para obtener los parámetros de un 
controlador PID clásico [24]. Los autores utilizan la 
aproximación de Padé, o la de Taylor, para reemplazar la 
expresión del tiempo muerto en la función de transferencia y 
sugieren definir la función del filtro para sistemas de primer 






A continuación se utilizan las ecuaciones (2) y (4) para 
hallar la función de transferencia del controlador  y el 
resultado se compara con la estructura de un controlador PID, 
serie o paralelo, con el fin de obtener la relación para los 
parámetros del controlador. Para un sistema con respuesta 
inversa de segundo orden más tiempo muerto la estructura 













Como se observa, los parámetros PID del controlador 
dependen del valor de los parámetros de la función de 
transferencia del SRI y de , que es el parámetro de sintonía 
del método. 
 
4.  Metodología para generar las reglas de sintonía 
 
El primer paso consistió en elaborar con la herramienta 
Simulink de Matlab®, un programa para simular la respuesta 
del lazo cerrado del sistema con un controlador IMC. A 
continuación se utilizaron técnicas de análisis dimensional, 
tanto en la ecuación que describe la función de transferencia 
del sistema (6) como en las del controlador (7)-(9); lo que 
hizo posible la reducción de la cantidad de parámetros 
involucrados. Las ecuaciones adimensionalizadas para el 
sistema de interés son: 
 
̂
1 ̂ ̂ ̂





















Donde ̂ ,  ̂ ,  y  ̂ , lo que puede 
interpretarse como un escalamiento en el tiempo o en la 
frecuencia. Los rangos típicos de los valores de cada uno de 
los parámetros de la planta reportados en la literatura [16, 25], 
son: 
 
0.1 ̂ 0.9 (14) 
  
0.1 ̂ 4 (15) 
  
0.01 1 (16) 
 
Se diseñó un experimento factorial de tipo central 
compuesto circunscrito y uniforme que suministró los 
conjuntos de valores más apropiados para cada corrida de 
simulación. Posteriormente se elaboró una regresión para 
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evaluar diferentes modelos de ajuste y, para definir la forma 
exacta de la correlación de interés, se desarrolló un análisis 
de varianza (ANOVA) utilizando el software Statgraphics. 
Adicionalmente, esta aplicación suministró diferentes 
estadísticos que con el fin de medir la calidad del ajuste. 
Finalmente, se procedió a evaluar el comportamiento del 
sistema con un controlador sintonizado con las correlaciones 
obtenidas. 
 
5.  Correlación para el límite de estabilidad 
 
El parámetro de sintonía del IMC es denominado  y, 
como se mencionó anteriormente, este se encuentra asociado 
con la velocidad de respuesta de lazo cerrado. A medida que 
 toma valores más pequeños el sistema responde más 
rápidamente, característica deseable para un lazo de control; 
sin embargo tendrá como consecuencia una respuesta cada 
vez más oscilatoria, al punto que la estabilidad del sistema 
puede afectarse drásticamente. 
Ninguno de los artículos revisados han usado el IMC o la 
técnica de síntesis directa, que también utiliza este parámetro 
para la sintonía del controlador, entregan un límite o al menos 
una sugerencia, para el valor mínimo que puede tomar sin que 
se lleve el sistema a la inestabilidad. Por este motivo, la 
primera tarea a desarrollar en este trabajo consistió en 
encontrar una expresión que entregara el valor crítico de , 
para un proceso de segundo orden con respuesta inversa y 
tiempo muerto, en el cual la respuesta del sistema fuera una 
oscilación sostenida. Esta expresión resulta de mucha 
utilidad para cualquier usuario del método de sintonía, pues 
le permite conocer una aproximación del valor que le 
garantizará la respuesta de lazo cerrado más rápida sin llevar 
el sistema a la inestabilidad. 
La forma de la correlación para el parámetro de sintonía, 
considerando que se realizó un proceso de 
adimensionalización de la función de transferencia y de las 
ecuaciones del controlador (10)-(13), es: 
 
̂ ̂ , ̂ ,  (17) 
 
De esta expresión se observa que ̂   es función de tres 
variables, por lo que se diseñó un diseño central compuesto 
de tres factores y se realizó una regresión no lineal. La 
correlación que se halló fue:   
 
̂ 0.14856 0.90336 ̂ 0.33166 ̂
0.39094 ̂ ̂ 0.19992 ̂
0.38428 ̂ 0.30502 ̂
0.01572 ̂ 0.20783  
(18) 
 
Para analizar la influencia de un factor en la variable de 
salida se hace uso de diferentes estadísticos para medir el 
grado de influencia de un factor en la correlación, en el caso 
de la ANOVA se utiliza el estadístico p [26]. Se acepta que 
una variable tiene influencia sobre la respuesta si el 
estadístico p es inferior a 0.05. Este valor está asociado con 
el nivel de significancia prefijado de la prueba que 
típicamente es del 95% y entre más pequeña sea su magnitud 
mayor será la influencia del factor asociado [27].  Después  
Tabla 1. 
ANOVA para ̂ . 
Parámetro Valor 
estimado 
Error Estadístico Valor p 
Constante -0.1901 0.0846 -2.2472 0.0484 
̂  0.9429 0.1879 5.0193 0.0005 
̂  0.3385 0.0366 9.2386 0.0000 
 0.1065 0.1433 0.7434 0.4743 
̂ ̂  0.3909 0.0399 9.7931 0.0000 
̂  -0.2641 0.1573 -1.6793 0.1240 
̂  0.3732 0.0323 11.5692 0.0000 
 -0.3122 0.1450 -2.1529 0.0568 
̂  -0.0160 0.0061 -2.6267 0.0253 
 -0.2548 0.0947 -2.6913 0.0227 









Fuente: Elaboración propia. 
 
 
Tabla 3.  
Valores de los parámetros del proceso  
Parámetros    
P1 0.2622 3.2095 0.7993 
P2 0.7378 3.2095 0.7993 
P3 0.5000 2.0500 1.0000 
P4 0.7378  0.8905  0.7993 
P5 0.9000     2.0500 0.5050 
P6 0.5000     2.0500 0.0100 
Fuente: Elaboración propia. 
 
 
de optimizar el modelo en Statgraphics el factor  fue 
eliminado de la correlación  final debido a que su influencia 
no era significativa.  
Adicionalmente, se utilizan otros estadísticos, según el 
tipo de regresión que se realice, con el fin de verificar las 
suposiciones hechas sobre el polinomio ajustado. Para este 
caso al tratarse de una regresión no lineal se usaron los 
estadísticos: R-cuadrado ( ), R-cuadrado-ajustado 
( ) y el Durbin-Watson (DW). Para todas las 
correlaciones presentadas en este trabajo se consideró que los 
polinomios ajustados explicaban la variabilidad de los datos 
si los valores para  y  eran superiores al 95% y 
que no existía una correlación serial entre los residuos si el 
estadístico DW estaba en el rango 5.25.1  DB . En las 
Tablas 1 y 2 se presentan los resultados de la ANOVA y los 
estadísticos analizados. 
En la Fig. 1. se muestra la respuesta del sistema ante una 
entrada tipo escalón unitario, con un controlador sintonizado 
con las ecs. (11)-(13) y (18); para tres conjuntos de 
parámetros diferentes de la función de transferencia del 
proceso seleccionados en la Tabla 3.  
En la Fig. 2 se observa como la respuesta del sistema es 
oscilatoria cuando se sintoniza el controlador con un valor 
del parámetro de sintonía calculado con (18) y para diferentes 
valores de los parámetros de la planta. En caso de sintonizar  
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Figura 1. Ejemplos aplicación de la correlación ̂  para valores 
diferentes del parámetro de sintonía.  




Figura 2. Respuesta del sistema con valores mayores y menores que ̂  
para el conjunto de parámetros P2.  
Fuente: Elaboración propia. 
 
 
el controlador con valores superiores a ̂  el sistema es 
inestable, mientras que para valores inferiores no; luego la 
correlación hallada permite encontrar el límite de estabilidad 
del sistema ante una entrada tipo escalón. 
 
6.  Correlación para  que minimiza el IAE 
 
En este caso se encontró una correlación para calcular el 
valor de ̂   que minimiza el índice de desempeño IAE. Para 
todas las corridas experimentales se utilizó como estímulo 
una perturbación tipo escalón unitario, es decir, las pruebas 
realizadas se enfocaron en un control regulatorio.  
Ya que ̂  es función de los parámetros del modelo, 
tal como en el caso anterior, se utilizó el mismo diseño de 
experimentos y la forma de la correlación propuesta también 
es igual. A continuación se elaboró un algoritmo para variar 
el valor del parámetro ̂  manteniendo fijos los parámetros 
del proceso, de manera que con cada cambio de ̂  se 
afectaban únicamente los parámetros del controlador. El 
valor de partida de ̂  se obtuvo de (18), por lo tanto, el valor  
Tabla 4. 
ANOVA para ̂ .  
Parámetro Valor 
estimado 
Error Estadístico Valor p 
Constante -0.5764 0.1609 -0.9350 -0.2178 
̂  2.1858 0.3574 1.3894 2.9823 
̂  0.7350 0.0697 0.5797 0.8904 
 1.7129 0.2726 1.1056 2.3204 
̂ ̂  0.6400 0.0759 0.4707 0.8093 
̂  -0.1418 0.2992 -0.8086 0.5250 
̂  0.3412 0.0614 0.2044 0.4779 
 -1.6608 0.2759 -2.2755 -1.0459 
̂  -0.0295 0.0116 -0.0553 -0.0036 
 -0.9626 0.1802 -1.3641 -0.5612 
Fuente: Elaboración propia. 
 
 
Tabla 5  





Fuente: Elaboración propia. 
 
 
mínimo que se le asignó a este parámetro correspondía con 
el valor del límite de estabilidad del sistema. El resultado  
final del procedimiento de simulación fue una tabla de datos 
que contenía el valor de ̂   que hacía mínimo el IAE para 
cada conjunto de parámetros. Con base en esta información 
y en el conjunto de valores de parámetros del proceso se llevó 
a cabo el ajuste de los datos. La correlación hallada se 
presenta a continuación: 
 
̂ 0.54026 2.11424 ̂ 0.73504 ̂
1.64210 0.64002 ̂ ̂
0.34115 ̂ 1.66075 ̂
0.02945 ̂ 0.96263  
(19) 
 
Los estadísticos utilizados para evaluar esta correlación y 
los resultados de la ANOVA aparecen en las Tablas 4 y 5.  
Según los resultados de las tablas anteriores se puede 
afirmar que la correlación que se encontró explica en alto 
grado el comportamiento de los datos. 
 
7.  Evaluación de desempeño 
 
Para los ejemplos que se presentan a continuación se 
seleccionaron tres conjuntos de valores para los parámetros 
del proceso, ver Tabla ; luego se sintonizó un controlador 
utilizando las correlaciones propuestas en este trabajo (CD-
CF), ver ecs. (11)-(13) y (19); y se obtuvo la respuesta del 
sistema ante una entrada tipo escalón unitario. Las pruebas se 
realizaron tanto para operación servo como regulatoria. En la 
operación servo la señal de entrada se ingresa como un 
cambio en la referencia mientras que en la operación 
regulatoria la señal de excitación del sistema ingresa como 
una perturbación.  En la Tabla  se presenta una comparación 
entre el valor obtenido para ̂  con (19) y el que se 
calcula con ̂ , esto con el fin de mostrar que siempre el  
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Tabla 6.  
Comparación valores para  ̂   y  ̂  
Conjunto de parámetros   
P4 2.1073 0.9145 
P5 3.5178 2.0065 
P6 2.1637 1.2483 
Fuente: Elaboración propia. 
 
 
valor del parámetro de sintonía del método debe ser mayor 
que ̂   para evitar la inestabilidad del lazo de control.   
A continuación se comparó el desempeño del sistema tanto 
con un controlador en el que se utilizó el método de sintonía PID 
tradicional propuesto por Ziegler y Nichols (ZN) [9], como con 
un controlador PID sintonizado con las ecuaciones de Tyreus y 
Luyben (TL) [28]. El método de sintonía de ZN se utiliza como 
punto de referencia para establecer comparaciones en muchos 
estudios, por otra parte, la técnica TL es similar a la ZN pero esta 
ofrece la ventaja de que el coeficiente de amortiguación de lazo 
cerrado presenta un valor mucho mayor al de ZN, por lo que la 
respuesta es más suave. En las Figuras 3 - 8 se presentan las 
respuestas del sistema, tanto en operación servo como 
regulatoria, para tres conjuntos diferentes de parámetros del 
proceso y con los tres controladores estudiados. 
 
Figura 3. Respuesta del sistema en operación servo para P4 
Fuente: Elaboración propia. 
 
 
Figura 4.  Respuesta del sistema en operación regulatoria para P4 
Fuente: Elaboración propia. 
 
Figura 5. Respuesta del sistema en operación servo para P5 
Fuente: Elaboración propia. 
 
Tabla 7.  
Índices de desempeño para operación servo 
 P1 P2 P3 
Controlador IAE TVM IAE TVM IAE TVM 
CD-CF 4.696 3.872 6.436 2.942 4.517 2.844 
ZN 4.937 17.810 6.810 11.410 4.176 7.096 
TYL 16.510 268.300 17.150 255.100 19.450 105.900 
Mejor resultado   
Fuente: Elaboración propia. 
 
Tabla 8.  
Índices de desempeño para operación regulatoria 
 P1 P2 P3 
Controlador IAE TVM IAE TVM IAE TVM 
CD-CF 4.416 2.663 8.135 3.111 7.027 3.749 
ZN 4.181 4.513 8.540 5.259 7.062 4.398 
TYL 16.400 6.259 17.2700 15.600 20.690 12.400 
Mejor resultado   
Fuente: Elaboración propia. 
 
Para cada uno de los ejemplos se calcularon dos 
indicadores de desempeño: el IAE y el Trabajo de la Variable 
Manipulada (TVM). Este último se define como la integral 
del valor absoluto del cambio de la variable manipulada. En 
las Tablas 7 y 8 se presentan los valores de estos índices tanto 
para operación servo como regulatoria. 
Figura 6. Respuesta del sistema en operación regulatoria para P5 
Fuente: Elaboración propia. 
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Figura 7.  Respuesta del sistema en operación servo para P6 
Fuente: Elaboración propia. 
 
 
Figura 8. Respuesta del sistema en operación regulatoria para P6 
Fuente: Elaboración propia. 
 
 
En general, para los diferentes parámetros de la función 
de transferencia estudiados, el controlador CD-CF presenta 
los mejores resultados tanto para el índice de desempeño IAE 
como para TVM. Aunque los valores obtenidos para el IAE 
con el controlador ZN en algunos casos son cercanos a los 
del controlador CD-CF, es notorio el esfuerzo que realiza el 
elemento final de control con ZN. Respecto al controlador 
TYL, este se caracterizó por presentar un menor sobre 
impulso en la respuesta transitoria con la desventaja de que 
generar siempre el mayor tiempo de estabilización.  
 
8.  Conclusiones 
 
En este trabajo se propone un método de sintonía para 
ajustar un controlador PID para un sistema de segundo orden 
y tiempo muerto con respuesta inversa basado en el método 
IMC para lo que se presenta una correlación que permite 
calcular el valor de ̂  que minimiza el IAE. La correlación 
que se obtuvo es de tipo polinómica y es función de los 
parámetros del proceso. 
En este trabajo se presenta una correlación que permite 
calcular el valor límite que se le puede asignar al parámetro 
de sintonía del controlador de manera que la respuesta del 
sistema sea lo más rápida posible, pero sin llegar a la 
inestabilidad. Esta expresión resulta de interés para cualquier 
usuario del método. La literatura no reporta hasta el momento 
una correlación o método para calcular el valor de ̂  a 
partir de los datos del modelo. 
Se resalta el buen desempeño del controlador CD-CF para 
un rango variado de los parámetros del proceso y tanto para 
operación servo como regulatoria del lazo de control. 
Adicionalmente, se observa una disminución del efecto de 
respuesta inversa en el sistema con este controlador.  
Un sistema con un controlador sintonizado con las reglas 
de sintonía propuestas alarga la vida útil del elemento final 
de control.  
Para la generación de datos se realizó un diseño 
estadístico de experimentos de tipo central compuesto, 
uniforme y circunscrito; que permitió una reducción 
considerable del número de corridas de simulación y un 
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