Class-conditional generative models are crucial tools for data generation from user-specified class labels. A number of existing approaches for classconditional generative models require nontrivial modifications of existing architectures, in order to model conditional information fed into the model. In this paper, we introduce a new method called multimodal controller to generate multimodal data without introducing additional model parameters. With the proposed technique, the model can be trained easily from non-conditional generative models by simply attaching controllers at each layer. Each controller grants label-specific model parameters. Thus the proposed method does not require additional model complexity. In the absence of the controllers, our model reduces to non-conditional generative models. Numerical experiments demonstrate the effectiveness of our proposed method in comparison with those of the existing non-conditional and conditional generative models. Additionally, our numerical results demonstrate that a small portion (10%) of labelspecific model parameters is required to generate class-conditional MNIST and FashionMNIST images.
Introduction
Many generative models based on neural networks have been proposed and achieved remarkable performance. Variational Autoencoder (VAE) (Kingma & Welling, 2013) and Generative Adversarial Network (GAN) (Goodfellow et al., 2014) are perhaps the most well-known probabilistic deep generative models. VAE learns a parametric distribution over an encoded latent space, samples from this distribution, and then constructs generations from decoded samples. GAN is introduced as an alternative generative framework where intractable probabilistic distributions are approximated through adversarial training. In many application scenarios, we are interested in constructing generations based on a conditional distribution. For instance, we This work was supported in part by Office of Naval Research Grant No. N00014-18-1-2244. may be interested in generating human face images conditioned on some given characteristics of faces, such as hair color, eye size, gender, etc. A systematic way to incorporate conditional information may enable us to control the data generating process with more flexibility. In this direction, Conditional Variational Autoencoder (CVAE) (Sohn et al., 2015) and Conditional Generative Adversarial Network (CGAN) (Mirza & Osindero, 2014) are perhaps the most popular conditional generative models.
Class-conditional generative models treat class labels as the modality of data. On one hand, we can train generative models without class-conditional information (VAE, GAN). On the other hand, with the class-conditional information, we can also naively train separate generative models for each mode of data. In this paper, we describe a new method called Multimodal Controller (MC) to control parameter allocation for training multimodal generative models. One part of the model parameters is shared among all the data, while the other part of the model parameters are allocated separately for each mode of data. With the proposed technique, the training procedure is identical to non-conditional generative models since our method includes them as a special case.
Our main contributions of this work are threefold. 1) We provide a novel method to transform non-conditional generative models into class-conditional generative models, by simply attaching controllers at each layer. We demonstrate that by controlling parameter allocation for each mode of the data, the controlled network can be efficiently trained in order to generate class-conditional samples. Unlike classical conditional generative models, our method does not introduce additional model parameters, and can be easily incorporated in existing neural networks.
2) Although neither training without class-conditional information nor training separate models class-conditionally is satisfactory, we discover that high-quality class-conditional data can be generated by granting only a small portion (e.g. about 10%) of free parameters for each mode of data.
3) We show that our method outperforms both nonconditional and conditional generative models with small data size per mode of data. This is mainly because our method can allocate free parameters to each mode of data, while classical conditional generative models fail to do so.
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We experiment with MNIST and FashionMNIST dataset (LeCun et al., 1998; Xiao et al., 2017) at 32x32 resolution. Our baseline models include VAE, CVAE, GAN, CGAN and also their Deep Convolutional (DC) version. We demonstrate the effectiveness of MC with different parameter sharing rates by comparing our result with these baseline models. The paper is outlined below. We introduce the background and review some related work in Section 2. We introduce our proposed MC in Section 3. Experimental results are shown in Section 4, followed by conclusions in Section 5.
Background
Variational Autoencoder (VAE) (Kingma & Welling, 2013) is a directed generative model with probabilistic latent variables. The generating process is described below. Latent variables z are sampled from latent prior distribution p(z), and the generated data x follow the generative distribution p θ (x|z). The distribution p θ (x|z) is usually modeled by a decoder based on a set of neural networks with model parameters θ. In general, this optimization problem is challenging due to intractable computation of the posterior distribution. However, a variational lower bound can be optimized efficiently with the technique of stochastic gradient variational Bayes (SGVB) (Kingma & Welling, 2013) . The variational lower bound is written as
Here, q φ (z|x) is parameterized with model parameters φ produced from a set of neural networks in order to approximate the posterior p θ (z|x). Here, q φ (z|x) follows the Gaussian distribution with a diagonal covariance matrix, by reparameterization trick z = µ φ (x) + εσ φ (x) with ε ∼ N (0, I).
So L VAE (x; θ, φ) can be optimized using the stochastic gradient ascent with respect to φ and θ:
Conditional Variational Autoencoder (CVAE) (Sohn et al., 2015) approximates the conditional distribution p(x | y) with the conditional information y. The latent variables z allow for the modeling of multi-modality in conditional distributions, so that diverse and perceptually realistic data can be sampled. The following variational lower bound for CVAE is derived similarly as VAE, by incorporating the conditional information y.
The above objective is optimized using the reparameterization trick, similar to that of VAE. In practice, we use extra neural network layers parameterized by ψ to model the conditional information y, and append corresponding conditional features into both the encoder and decoder.
A Generative Adversarial Network (Goodfellow et al., 2014) is formed based on a Generator (G) and a Discriminator (D) network. Here, G learns a mapping from prior distribution p(z) to data distribution as G θ (z); D, which is parameterized by φ, outputs a single scalar that estimates the probability of a sample being an authentic training data (instead of a fabricated/generated data from G). The training goal is to find a Nash equilibrium to the following two player min-max problem.
To optimize the discriminator and generator, we need to compute the following stochastic gradients, and iteratively update the model parameters.
The Conditional Generative Adversarial Network (CGAN) feeds conditional information y to both the discriminator and generator as additional input layers parametrized by ψ.
The objective function of a two-player minimax game is
Besides classical conditional models, there exist many other ways of incorporating conditional information. In (Odena et al., 2017) , the one-hot class vector is concatenated with the noise vector for G, and the objective is modified to encourage training an auxiliary classifier. In (Dumoulin et al., 2016) and (De Vries et al., 2017) , class-conditionals with gains and biases in BatchNorm (Ioffe & Szegedy, 2015) are provided. In (Miyato & Koyama, 2018) , D is conditioned by using the cosine similarity between its features and a learned class-conditional embedding. A hybrid approach that combines the previous two methods was proposed in (Brock et al., 2018) . Conditional information was also incorporated through VAE for the image inpainting problems (Ivanov et al., 2018) .
Evaluating generative models is in general challenging (Theis et al., 2015) . Throughout our experiments, we use the Inception Score (Salimans et al., 2016) , in order to approximately measure the quality of generated samples, and for comparison with the baseline.
Proposed Method

Multimodal Controller
To generate class-conditional samples, a naive approach is to train separate models for each mode of data. However, the number of required model parameters increases linearly as a function of the number of modes of data. Moreover, this approach tends to overfit, since each separate model is only trained with a small subset of the whole data set. To address these issues, our controller allocates a part of model parameters for all data, while additional free parameters for each class mode of data.
Specifically, consider a dataset X with C different class modes. Each class mode of data X c = {x
One way is to model the whole dataset X with some model parameters θ; another way is to model each mode of data with separate model parameters θ c . To balance between these two extreme cases, we propose to model each mode of data with a combination of shared and free model parameters. Assume that we have the input x ∈ R N ×k , weight matrix A ∈ R d×k , bias vector b ∈ R d , and output y ∈ R N ×d . With a certain rate of sharing r ∈ [0, 1], we obtain the shared weight A s , shared bias b s , free weight A c and free bias b c . Let F denote the free channel size per mode, and S denote the shared channel size. A multimodal controlled linear layer may be given by
Our calculation shows that the above formulation requires a time complexity linear in the number of modes. Alternatively, we have a parallel formulation that is constructed using a Hadamard representation of the above linear trans-formations:
The above alternative formulation can be used to compute the multimodal controlled linear layer in parallel, and thus reduce the overall time cost. Nevertheless, this parallelization can not be directly applied to other type of parametric layers such as convolution and transposed convolution layers. Also, it requires N times more memory by creating unnecessary copies of parameters.
In light of above, instead of constructing multimodal controlled parameters, we propose to control features y and the outputs of every layer in the network, as described below.
To compute above equations in parallel, it is convenient to zero-out class-conditional channels of features with one-hot class conditional information O ∈ R N ×C . We propose following method named as Multimodal Controller (MC). We first construct binary mask embedding E for conditioning, then we zero-out the corresponding channel feature y based on one-hot encoding. We illustrate MC with sharing rate r = 0.5 graphically in Figure 1 . 
The MC for linear layer showed above can be easily extended to other parametric modules such as VAE, GAN and their Deep Convolutional (DC) variants which typically require convolution and transposed convolution layers. These will be elaborated in the following sections. As illustrated in Figure 2 , MC controls the allocation of model parameters by amalgamating the output from the previous layer and one-hot class encoding. Multimodal Controlled Variational Autoencoder (MCVAE) appends an MC module to each layer of VAE. The number of model parameters remains the same as non-conditional VAE. If the sharing rate r = 1, our proposed method produces a non-conditional VAE. If the sharing rate r = 0, the resulting model is equivalent to C separate models with C times smaller model complexity for each mode of data. Compared with VAE, MC zeros out the class-conditional channels of latent variables z to allow for the modeling of multiple modes. Let the shared and free parameters of encoder and decoder be {φ s , φ c } and {θ s , θ c }, respectively. The variational lower bound is written as
Multimodal Controlled Variational Autoencoder
Assuming that q φs,c (z c |x c ) follows a Gaussian distribution with a diagonal covariance matrix, we use the reparameterization trick z c = µ φs,c (x c ) + εσ φs,c (x c ) where ε ∼ N (0, I). The φ s and θ s can be optimized like nonconditional VAE, but φ c and θ c can be optimized with label specific data x c as follows. Similar to MCVAE, our proposed Multimodal Controlled Generative Adversarial Network (MCGAN) also appends MC to every layer of the discriminator and generator as shown in Figure 3 . In particular, we attach one additional MC in front of the generator. We zero out class-conditional channels of the sampled noise z, so the input for the generator is in fact z c = M C(z). This is similar to the MC attached to the latent variables sampled in MCVAE. Let the shared and free parameters of the discriminator and generator be {φ s , φ c } and {θ s , θ c }, respectively. The objective function of a multimodal controlled two-player minimax game is formulated as c (z c )) ) .
Multimodal Controlled Generative Adversarial Network
The stochastic gradients of φ s and θ s can be computed similarly to GAN. The parameters φ c and θ c can be optimized with label specific data x c as described by
Experiments
Experimental Setup
In order to demonstrate the performance of the proposed MC methodology in generating class-conditional data, we conduct experiments on the MNIST (LeCun et al., 1998) and FashionMNIST (Xiao et al., 2017) datasets. We use four baseline models with their Deep Convolutional (DC) version including (DC)VAE, (DC)CVAE, (DC)GAN and (DC)CGAN. Because we have rich baseline models to train, we resize each image to 32 × 32 in order to simplify the modeling. Apart from using the whole dataset, we also train both baseline models and MC models with small data size per mode N c ∈ {1, 10, 100, 500, 1000}. The results show that multimodal controlled generative models can generate class-conditional data with very small amount of training data. A detailed architecture of the baseline models and tuning parameters used in the experiments are included in the supplementary materials. In terms of how to feed conditional information for CVAE and CGAN, we find that using one embedding layer to encode one-hot vector (Mirza & Osindero, 2014) performs much better than directly using one-hot vector (Sohn et al., 2015) .
We apply our MC to each baseline model as shown in Figure 2 and 3 . We use Inception Score as our metric to evaluate the quality of generated images (Salimans et al., 2016) . We document the results of multimodal controlled models with different sharing rates r, ranging from 0 to 1 with step size 0.1. Note that the result of r = 1 is identical to baseline models, and r = 0 is identical to training C separate models (with C times smaller model complexity). In this way, the performance of the multimodal controlled models with different sharing rates can be fairly compared.
Results
We compare baseline models with multimodal controlled generative models with different size of training data in Figures 4 and 5 . These results show that either training separately (r = 0) or un-conditionally (r = 1) is not optimal for the training of multimodal controlled generative models. Interestingly, it is observed that only a few number of free parameters to each mode of data (r = 0.9) must be granted in order to generate images with high Inception Scores. We
show generated examples in Figures 6 and 7 . Additional examples can be found in the supplementary materials.
An intuitively obvious observation is that un-conditional generative models perform the worst throughout our experiments. When training with the whole dataset, multimodal controlled models performs comparably with conditional models. However, with small data size per class mode (N c ∈ {1, 10, 100}), multimodal controlled generative models outperform conditional generative models. Especially for N c = 1 as shown in Figure 6 , multimodal controlled generative models clearly memorize the training data through overparameterization while both conditional and un-conditional generative models fail to generate clear images. Inception Score at N c = 10 is smaller than it at N c = 1 because it is challenging to learn variations within one mode of data with such small number of data size per mode. Even with small data size per mode, multimodal controlled generative models can still generate class conditional images with reasonable variations. As the data size per mode increases, both multimodal controlled models and conditional models can distinguish the mode of data and generate within mode samples with high variations and thus their results converge to each other.
Our deep convolutional models have roughly the same number of parameters as those of our linear models. This will make the channel size of deep convolutional models smaller than those of linear models because of their kernels. As a result, every mode of data will be granted with less number of channels. This difference of size causes slight degradation in the results of deep convolutional multimodal controlled generative models compared to those of linear multmodal controlled generative models.
As shown in Figure. 5 and 7 , it is difficult for (DC)MCGAN to generate class conditional images with small data size per mode. Unlike VAE, GAN is not a single model and adversarial training requires to train discriminator and generator iteratively by solving a min-max problem. This causes the instability of GAN trained with a small number of data. We do not attach MC in front of discriminator, because image pixels should not be zeroed in GAN, and the input channels are limited in DCGAN. Therefore, unlike conditional models feeding one-hot embeddings, we cannot control the input for the discriminator. In this light, DCMCGAN does not out perform DCCGAN with small training data size.
Conclusions
In this work, we proposed Multimodal Controllers (MC) for generative models for the generation of class-conditional data. Unlike classical conditional generative models which require introduction of additional model parameters in order to model class-conditional information, our work does not introduce additional model parameters for the training. Our method grants shared parameters for all data and allocates free parameters to each mode of data. Our proposed formulation is computationally efficient because it is accomplished by zeroing out class-conditional channels of features. Our results show that it is possible to share most of model parameters and still generate class-conditional images. Owing to the free model parameters allocated for each mode of data, our method also outperforms conditional generative models when trained with small data size per mode. We will explore more possible applications for MC in future work including deep multimodal controlled clustering, etc.
