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Abstract: We study single-site stochastic and deterministic transforma-
tions of one-dimensional Gibbs measures in the uniqueness regime with
infinite-range interactions. We prove conservation of Gibbsianness and
give quantitative estimates on the decay of the transformed potential. As
examples, we consider exponentially decaying potentials, and potentials
decaying as a power-law.
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1 Introduction
Local transformations of Gibbs measures can be non-Gibbs. In [1], the mechanism
behind the creation of non-Gibbsianness is explained as a hidden phase transition:
conditioned on a certain configuration of the transformed spins, the original spins
can exhibit a phase transition. Even if the untransformed system is not in a phase
transition regime, by conditioning on the transformed configuration we can bring
it into a regime of phase transition. In a regime of strong uniqueness, such as the
Dobrushin uniqueness regime, or the complete analyticity regime, one expects that
Gibbs measures turn into Gibbs measures under stochastic or deterministic disjoint-
block transformations.
For one-dimensional systems in the uniqueness regime, one also expects that local
transformations conserve the Gibbs property. Using disagreement percolation, this
∗University of Nijmegen, IMAPP, Heyendaalse weg 135, 6525 AJ NIjmegen, The Netherlands
redig@math.leidenuniv.nl
†Mathematisch Instituut Universiteit Leiden, Niels Bohrweg 1, 2333 CA Leiden, The Netherlands,
wangf@math.leidenuniv.nl
1
has been proved for finite-range potentials, [9]. The technique of disagreement perco-
lation has however not been extended to the case of infinite range interactions, and
in fact (at present) breaks down in that context. Further, it is also known that in
the uniqueness regime in dimension one, decimating sufficiently many times brings
the system into a regime where cluster expansion can be obtained, and hence the
system becomes completely analytic [3]. Finally, in the context of dyamical systems,
it has been shown recently [4] that a Gibbs measure with an exponentially decaying
interaction transforms into a Gibbs measure with an interaction that decays at least
as a stretched exponential under a transformation that “confuses” symbols (i.e., the
transformed spin is determined by a partition of the untransformed spin).
In this paper we consider lattice spin systems in one dimension, with an inter-
action that is allowed to be of infinite range. We consider single-site stochastic and
deterministic transformations. We prove that under a uniqueness condition (see 2.8
below), the transformed measure is Gibbs. We further prove that, if the initial interac-
tion is exponentially decaying, then the transformed interaction decays exponentially
as well. If the initial interaction decays (in some sense) as a power law with power
α (which is chosen big enough to be in the uniqueness regime), then the tranformed
interaction can be estimated with a (smaller) power as well.
The method of proof is based on two ingredients. One ingredient is classical: the
single-site conditional probabilities of the transformed measure can be written as the
expected value of a local function in a Gibbs measure that depends on the condition-
ing. The dependence on the conditioning, in the case of a single-site transformation
is in the form of a spatially varying magnetic field. The second step is to control
how the local function expectation depends on this magnetic field. This reduces to
the problem of how well a local expectation is approximated by finite-volume Gibbs
measure expectations (in a context which is not spatially homogeneous because of the
presence of the magnetic field depending on the conditioning). In this second step we
use coupling, in the spirit of [2]. As a consequence of this method, we obtain, besides
Gibbsianness, estimates on the decay of the transformed potential (where we use the
so-called Kozlov potential defined on lattice intervals).
Our paper is organized as follows: we start with basic definitions on Gibbs mea-
sures, potentials, and define the transformations that we consider. Section 2 is devoted
to the case of stochastic single-site transformations. Section 3 contains the single-site
deterministic case.
2 Gibbs measures and their transformations
2.1 One-dimensional Gibbs measures
We consider lattice spin systems, with configuration Ω = SZ, where S, the single-site
space, is a finite set. We equip Ω with the product topology. The set of all finite
subsets of Z is denoted by L. For Λ ∈ L and σ ∈ Ω, we denote by σΛ the restriction
of σ to Λ, while ΩΛ denotes the set of all such restrictions.
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A function f : Ω → R is called local if there exists a finite set ∆ ⊆ Z such that
f(η) = f(σ) for η and σ coinciding on ∆.
Continuity in the product topology coincides with quasi-locality, i.e., a function
f : Ω → R is continuous if and only if it is a uniform limit of local functions, more
precisely if
lim
Λ↑Z
sup
ξ,ζ∈Ω
|f(ωΛξΛc)− f(ωΛζΛc)| = 0, (2.1)
Definition 2.1. A function Φ : L×Ω→ R such that Φ(A, σ) depends only on σ(x),
x ∈ A for ∀A ∈ L, is called a potential. A potential is uniformly absolutely
convergent if for all x ∈ Z ∑
A∋x
‖Φ(A, σ)‖∞ <∞, (2.2)
where ‖Φ(A, σ)‖∞ = supσ∈Ω |Φ(A, σ)|.
For Φ ∈ B, ζ ∈ Ω, Λ ∈ L, we define the finite-volume Hamiltonian with boundary
condition ζ as
HζΛ(σ) =
∑
A
⋂
Λ 6=∅
Φ(A, σΛζΛc). (2.3)
Corresponding to this Hamiltonian we have the finite-volume Gibbs measures µΦ,ζΛ ,
Λ ∈ L, with boundary condition ζ , defined on Ω by
∫
f(ξ)µΦ,ζΛ (dξ) =
∑
σΛ∈ΩΛ
f(σΛζΛc)
exp
(
−HζΛ(σ)
)
ZζΛ
, (2.4)
where ZζΛ denotes the partition function normalizing µ
Φ,ζ
Λ to a probability measure
and f : Ω 7→ R denotes any local function. For a probability measure µ on Ω, we
denote by µζΛ the condition probability distribution of σ(x), x ∈ Λ, given σΛc = ζΛc ,
which is of course only µ− a.s. defined.
Definition 2.2. For Φ ∈ B, we call µ a Gibbs measure with potential Φ if a version
of its conditional probabilities coincides with the ones prescribed in (2.4), i.e., if
µΦ,ζΛ = µ
ζ
Λ µ− a.s. ∀Λ ∈ L, ζ ∈ Ω. (2.5)
We assume that the potential Φ satisfies the following condition.
sup
i∈Z
∑
A∋i,diam(A)≥K
‖Φ(A, σ)‖∞ = f(K) (2.6)
where f satisfies
∞∑
n=0
f(n) <∞ (2.7)
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Under the condition 2.7, the potential Φ admits only one Gibbs measure µ = µΦ, see
[5], section 8.3. Condition 2.7 of course implies
lim
k→∞
∑
j≥0
f(j + k) = 0. (2.8)
We abbreviate
Fk =
∑
j≥0
2f(j + k) (2.9)
Remark that in the case of a translation invariant potential, the supremum in (2.6)
can be omitted and then
f(K) =
∑
A∋0,diam(A)≥K
‖Φ(A, σ)‖∞
Definition 2.3. A version of conditional probabilities {µ(·|ζΛc) : ζΛc ∈ ΩΛc ,Λ ∈ L}
is called uniformly non null if for every Λ ∈ L, there exists a constant mΛ > 0
such that for every ω ∈ Ω
µωΛ(ω) ≥ mΛ. (2.10)
The following theorem due to Kozlov [7] and Sullivan [11] gives a criterion to
decide whether a given measure is Gibbsian.
Theorem 2.4. A probability measure µ on (Ω,F) is a Gibbs measure with respect to
a uniformly absolutely convergent potential iff there exists a version of its conditional
probabilities that is continuous and uniformly non null.
Remark 1. Theorem 2.4 is constructive, i.e., the potential is constructed from the
conditional probabilities. See section 3.1 for the explicit form. In our one-dimensional
case, it is non-vanishing on lattice intervals only, i.e., sets of the form [i, j] = {i, i+
1, . . . , j}. Therefore, if we start from a Gibbs measure we can assume without loss of
generality that the potential is non-zero only on lattice intervals.
2.2 Transformations of Gibbs measures
We consider two types of transformation: single-site stochastic tranformations and
single-site deterministic transformations.
We first consider single site stochastic transformation, i.e., for a given σ, the
distribution of the image spin configuration is a product measure on (S ′)Z
T (ξ|σ) =
∏
i∈Z
Pi(ξi|σi). (2.12)
Here, S ′ denotes the alphabet of the image-spin, and satisfies |S ′| ≤ |S|.
We assume that the transition kernel of a single site is strictly positive. That is,
for i ∈ Z,
inf
i∈Z,ξi,σi
Pi(ξi|σi) > 0. (2.13)
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The distribution of the image spin is then defined as
µ ◦ T (dξ) =
∫
T (dξ|σ)µ(dσ). (2.14)
The second case is a single-site deterministic transformation T : Ω→ Ω′ induced
by a map ϕ : S → S ′ given by
(T (σ))i =: σ
′
i = ϕ(σi) (2.15)
3 Stochastic single-site transformations
Theorem 3.1. For single site stochastic transformations, if the potential Φ cor-
responding to the initial Gibbs measure µ satisfies condition (2.6), (2.7), then the
transformed measure µ ◦ T is a Gibbs measure.
Proof. First of all, {µ ◦ T (·|ζΛc) : ζΛc ∈ ΩΛc ,Λ ∈ L} is uniformly non null thanks to
the positivity assumption of a single site’s transformation kernel in (2.13). We then
proceed with the proof in two steps.
First, we express the one-site conditional probabilities µ ◦ T (ξ0|ξZ\{0}) as aver-
ages of a local observable over a Gibbs measure depending on the conditioning ξ.
This is in the spirit of [8], but simpler since the transformation is stochastic, and
hence the “constrained first layer model” of [8] is “not constrained” (given the image
configuration, all configurations are possible as originals).
Second, we use a “house-of-cards” coupling technique (see (3.7)) in the spirit of
[2] to prove the dependence of this local expectation on the conditioning ξ. We
restrict to the conditional expectation of the transformed spin at the origin, given
the transformed spins outside the origin. The same argument applies to conditional
expectation of the spin at any other site.
Step 1.
µ ◦ T (ξ0|ξZ\{0}) = lim
Λ↑Z
µΛ ◦ T (ξ)∑
ξ˜0
µΛ ◦ T (ξ˜0ξΛ\{0})
= lim
Λ↑Z
∑
σΛ
µΛ ◦ T (ξ|σΛ)µΛ(σΛ)∑
σΛ
∑
ξ˜0
µΛ ◦ T (ξ˜0ξΛ\{0}|σΛ)µΛ(σΛ)
= lim
Λ↑Z
∑
σΛ
∏
i Pi(ξi|σi)µΛ(σΛ)∑
σΛ
∏
i 6=0 Pi(ξi|σi)µΛ(σΛ)
= lim
Λ↑Z
∑
σΛ
∏
i Pi(ξi|σi)µΛ(σΛ)∑
σΛ
∏
i Pi(ξi|σi)µΛ(σΛ)
1
P0(ξ0|σ0)
=
(
µξ
(
1
P0 (ξ0|σ0)
))−1
(3.1)
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where µξ is a new Gibbs measure with potential
ΦξA(σ) =
{
ΦA(σ) if |A| > 1
ΦA(σ)− logPi(ξi|σi) if A = {i}
. (3.2)
and where the expectation (
µξ
(
1
P0 (ξ0|σ0)
))−1
in (3.1) is w.r.t. σ0, with fixed ξ. Remark that this Gibbs measure is uniquely defined,
because it is a single-site modification of the original potential Φ, for which we have
uniqueness by condition 2.8. The equalities in (3.1) are almost surely with respect to
µ◦T . Therefore, it suffices to show that µξ(P−10 (ξ0|σ0)) is continuous as a function of
ξ. Indeed, this then implies that µ ◦ T (ξ0|ξZ\{0}) admits a version that is continuous
as a function of ξ, which implies Gibbsianness, by Theorem 2.4. The problem boils
down to proving (cf. (2.1))
lim
Λ↑Z
∣∣∣µξΛηΛc (P−10 (ξ0|σ0))− µξΛη′Λc (P−10 (ξ0|σ0))∣∣∣ = 0.
The form of the potential of µξΛηΛc , given in (3.2), implies that the Hamiltonian of
the corresponding finite-volume Gibbs measure µξΛηΛcΛ,ζ with boundary condition ζ has
the following form
HξΛηΛcΛ,ζ (σ) = HΛ,ζ(σ)−
∑
i∈Λ
logPi(ξi|σi).
Hence µξΛηΛcΛ,ζ is independent of η and denoted as µ
ξΛ
Λ,ζ, which implies that∣∣∣µξΛηΛc (P−10 (ξ0|σ0))− µξΛη′Λc (P−10 (ξ0|σ0))∣∣∣ ≤∣∣∣µξΛηΛc (P−10 (ξ0|σ0))− µξΛηΛcΛ,ζ (P−10 (ξ0|σ0))∣∣∣+ ∣∣∣µξΛη′ΛcΛ,ζ (P−10 (ξ0|σ0))− µξΛη′Λc (P−10 (ξ0|σ0))∣∣∣ .
At this stage, it suffices to prove that, uniformly in ζ ,
µξ(P−10 (ξ0|σ0)) = lim
Λ↑Z
µξΛΛ,ζ(P
−1
0 (ξ0|σ0)). (3.3)
Step 2. It is sufficient for (3.3) if we can prove
µΦ˜(σ0) = lim
Λ↑Z
µΦ˜Λ,ζ(σ0),
where Φ˜ is a general potential satisfying condition (2.7). More precisely, we will prove
that
lim
l→∞
sup
ζ,ζ′
∣∣∣µΦ˜[−l,l],ζ(σ0)− µΦ˜[−l,l],ζ′(σ0)∣∣∣ = 0, (3.4)
where µΦ˜[−l,l],ζ means the measure for configurations on [−l, l] conditioned on the
boundary ζ[−l,l]c. For simplicity, we will omit the superscript Φ˜ hereafter. The speed
6
of this convergence to zero (as a function of l) will determine the decay of the potential
associated to the transformed measure (see later).
To prove (3.4), we couple the measures µ[−l,l],ζ(σ[−l,l] = ·) and µ[−l,l],ζ′(σ[−l,l] =
·), i.e., we construct a probability measure on pairs (σ1[−l,l], σ
2
[−l,l]) with marginals
µ[−l,l],ζ(σ[−l,l] = ·) and µ[−l,l],ζ′(σ[−l,l] = ·). The construction of the coupling fol-
lows an iterative procedure (inspired by [6], Section 7), where we generate in ev-
ery stage a pair of two spins corresponding to the interior boundary spins at that
stage. Initially, we generate (σ1−l, σ
1
l ) and (σ
2
−l, σ
2
l ) according to the maximal cou-
pling1 of µ[−l,l],ζ(σ−l = ·, σl = ·) and µ[−l,l],ζ′(σ−l = ·, σl = ·). Having generated
(σi−l, σ
i
l),(σ
i
−l+1, σ
i
l−1) . . . (σ
i
−l+m, σ
i
l−m), for i = 1, 2, we generate (σ
1
−l+m+1, σ
1
l−m−1)
and (σ2−l+m+1, σ
2
l−m−1) according to the maximal coupling of
µ[−l+m+1,l−m−1],ζσ1
[−l+1,−l+m]
⋃
[l−1,l−m]
(σ−l+m+1 = ·, σl−m−1 = ·)
and
µ[−l+m+1,l−m−1],ζ′σ2
[−l+1,−l+m]
⋃
[l−1,l−m]
(σ−l+m+1 = ·, σl−m−1 = ·).
To estimate |µ[−l,l],ζ(σ0)−µ[−l,l],ζ′(σ0)|, we use the coupling just described, and proceed
as in a ”house-of-cards coupling” method of Bressaud-Ferna´ndez-Galves [2]. When
we generate the symbols σ−l+k, σl−k, we think of this as being at time instant k in the
coupling. Suppose that for the last m time instants in the coupling, we had matches,
then as in [2] we have to estimate the probability of a mismatch at time instant m+1.
This is done in the next lemma.
Lemma 3.2. For −l < −n2 < −n1 ≤ 0 ≤ n1 < n2 < l, n2 − n1 = m, let ξ
and ζ be two configurations on the complement of [−n1, n1] such that they agree on
∆m = [−n2,−n1 − 1]
⋃
[n1 + 1, n2], then
sup
α,β,ζ,ξ,ζ∆m=ξ∆m
|µ[−n1,n1],ζ(σ−n1 = α, σn1 = β)− µ[−n1,n1],ξ(σ−n1 = α, σn1 = β)| ≤ 2(e
Fm − 1),
where Fm is defined in (2.9).
Proof. Start with
µ[−n1,n1],ζ(σ−n1 = α, σn1 = β) =
∑
σ′
e
−Hζ
[−n1,n1]
(ασ′β)
Zζ[−n1,n1]
,
where we abbreviated ασ′β to be the configuration σ[−n1,n1] with σ−n1 = α, σn1 = β
and σ[−n1+1,n1−1] = σ
′, and where the sum runs over all configurations σ′ on [−n1 +
1For details of coupling and maximal coupling, we refer to [12].
7
1, n1 − 1]. We then proceed as follows:
sup
ασ′β,ζ,ξ,ζ∆m=ξ∆m
∣∣µ[−n1,n1],ζ(σ−n1 = α, σn1 = β)− µ[−n1,n1],ξ(σ−n1 = α, σn1 = β)∣∣
= sup
ασ′β,ζ,ξ,ζ∆m=ξ∆m
∣∣∣∣∣∑
σ′
e
−Hζ
[−n1,n1]
(ασ′β)
Zζ[−n1,n1]
−
∑
σ′
e
−Hξ
[−n1,n1]
(ασ′β)
Zξ[−n1,n1]
∣∣∣∣∣
≤ sup
ασ′β,ζ,ξ,ζ∆m=ξ∆m
{∣∣∣∣∣
∑
σ′ e
−Hζ
[−n1,n1]
(ασ′β)
Zζ[−n1,n1]
−
∑
σ′ e
−Hξ
[−n1,n1]
(ασ′β)
Zζ[−n1,n1]
∣∣∣∣∣
+
∣∣∣∣∣
∑
σ′ e
−Hξ
[−n1,n1]
(ασ′β)
Zζ[−n1,n1]
−
∑
σ′ e
−Hξ
[−n1,n1]
(ασ′β)
Zξ[−n1,n1]
∣∣∣∣∣
}
≤ sup
ασ′β,ζ,ξ,ζ∆m=ξ∆m
{∣∣∣∣∣
∑
σ′ e
−Hζ
[−n1,n1]
(ασ′β)∑
σ′ e
−Hξ
[−n1,n1]
(ασ′β)
− 1
∣∣∣∣∣+
∣∣∣∣∣Z
ξ
[−n1,n1]
Zζ[−n1,n1]
− 1
∣∣∣∣∣
}
= sup
ασ′β,ζ,ξ,ζ∆m=ξ∆m

∣∣∣∣∣
∑
σ′ e
−Hζ
[−n1,n1]
(ασ′β)∑
σ′ e
−Hξ
[−n1,n1]
(ασ′β)
− 1
∣∣∣∣∣+
∣∣∣∣∣∣
∑
α′σ′β′ e
−Hζ
[−n1,n1]
(α′σ′β′)∑
α′σ′β′ e
−Hξ
[−n1,n1]
(α′σ′β′)
− 1
∣∣∣∣∣∣
 ,
where the sums in the second fraction run over all configuration α′σ′β ′ on [−n1, n1].
By using the elementary inequalities mini∈{1,...,n}
ai
bi
≤
∑n
i=1 ai∑n
i=1 bi
≤ maxi∈{1,...,n}
ai
bi
and
|ex − 1| ≤ e|x| − 1, we obtain
sup
ασ′β,ζ,ξ,ζ∆m=ξ∆m

∣∣∣∣∣
∑
σ′ e
−Hζ
[−n1,n1]
(ασ′β)∑
σ′ e
−Hξ
[−n1,n1]
(ασ′β)
− 1
∣∣∣∣∣+
∣∣∣∣∣∣
∑
α′σ′β′ e
−Hζ
[−n1,n1]
(α′σ′β′)∑
α′σ′β′ e
−Hξ
[−n1,n1]
(α′σ′β′)
− 1
∣∣∣∣∣∣

≤ sup
ασ′β,ζ,ξ,ζ∆m=ξ∆m
{(
e
supσ′
∣∣∣Hξ[−n1,n1](ασ
′β)−Hζ
[−n1,n1]
(ασ′β)
∣∣∣
− 1
)
+
(
e
supα′σ′β′
∣∣∣Hξ[−n1,n1](α
′σ′β′)−Hζ
[−n1,n1]
(α′σ′β′)
∣∣∣
− 1
)}
= 2
(
e
supζ,ξ,ζ∆m=ξ∆m,ασ
′β
∣∣∣Hξ[−n1,n1](ασ
′β)−Hζ
[−n1,n1]
(ασ′β)
∣∣∣
− 1
)
,
Now
sup
ασ′β,ζ,ξ,ζ∆m=ξ∆m
∣∣∣Hξ[−n1,n1](ασ′β)−Hζ[−n1,n1](ασ′β)∣∣∣
≤
n1∑
j=−n1
∑
A∋j,diam(A)≥(n2−j)
∧
(j−(−n2))
2 ‖ Φ(A, σ) ‖∞
≤
2n1∑
k=0
sup
j∈Z
∑
A∋j,diam(A)≥k+m
2 ‖ Φ(A, σ) ‖∞
≤
∞∑
k=0
2f(k +m) = Fm.
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(Recall for the above inequalities that m = n2 − n1.)
As a consequence of the lemma, the probability of mismatch after m matches is
dominated by
γm := 2(e
Fm − 1), (3.5)
Then the probability that we are not coupled at time k = l (i.e., the spins at the
origin in the coupling are unequal) can be estimated by∣∣µ[−l,l],ζ(σ0)− µ[−l,l],ζ′(σ0)∣∣ = ∣∣EP12(σ10 − σ20)∣∣
where P12 denotes the coupling of the measures µ[−l,l],ζ(σ[−l,l] = ·) and µ[−l,l],ζ′(σ[−l,l] =
·) just described.
Remark that by the non-nulness of Gibbs measures, we have that
sup
α,β,ζ,ξ,ζ∆m=ξ∆m
µ[−n1,n1],ζ(σ−n1 = α, σn1 = β) < 1− δ
for some 0 < δ < 1. As in [2], we then consider the auxiliary Markov chain Sn on
{0, 1, 2, · · · } whose transition probabilities are{
P(Sn+1 = m+ 1|Sn = m) = 1−min{γm, 1− δ}
P(Sn+1 = 0|Sn = m) = min{γm, 1− δ}.
(3.6)
On the other hand, we have the process that counts the number of matches (the
so-called ”house-of-cards” process), defined by
Z0 = 0
Zn+1 =
{
Zn + 1 if (σ
1
−l+n, σ
1
l−n) = (σ
2
−l+n, σ
2
l−n)
0 otherwise
for n = 0, 1, 2, . . .
(3.7)
By Proposition 1 in [2], we have∣∣µ[−l,l],ζ(σ0)− µ[−l,l],ζ′(σ0)∣∣ = ∣∣EP12(σ10 − σ20)∣∣ = P(Zl = 0) ≤ P(Sl = 0). (3.8)
Finally condition (2.8) insures that γn → 0 as n → +∞. Then by Proposition 2 in
[2], we have P(Sl = 0)→ 0 as l → +∞, which completes the proof.
3.1 The transformed potential
Definition 3.3. If µ is a measure that admits a continuous version of the conditional
probabilities µ(ξi|ξZ\{i}), i ∈ Z, then we call ϕ an estimate for the rate of continuity
if
sup
ξ,ζ
∣∣µ(ξi|ξ[−n,n]\{i}ζ[−n,n]C)− µ(ξi|ξZ\{i})∣∣ ≤ ϕ(n). (3.9)
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In the previous section we showed that for our transformed Gibbs measure, P(Sn =
0) is an estimate for the rate of continuity. We now show the decay of the Kozlov
potential associated to µ, when we have an estimate on the rate of continuity. We
start from the following explicit form of the potential of theorem 2.4, see [7], [10]. We
assume, without loss of generality, that the finite alphabet contains a distinguished
symbol denoted by “+′′.
Theorem 3.4. Let ν be a probability measure such that the conditional probabilities
ν(ξi|ξZ\{i}), i ∈ Z, are non null and have a continuous version. Consider the potential,
defined on lattice intervals (and vanishing on other subsets) by
U([i, j], ξ) = log
ν(ξi|ξ]i,j[+)ν(ξj|ξ]i,j[+)
ν(ξiξj|ξ]i,j[+)
, (3.10)
where the plus signs mean that conditioned sites outside the lattice interval [i, j] all
have the state +. If U is uniformly absolutely convergent, then ν is a Gibbs measure
associated with the potential U .
We look now at this potential in our context, i.e., when ν is the transformed Gibbs
measure µ ◦ T . By Theorem 3.1, P(Sn = 0) is an estimate for the rate of continuity
of µ ◦ T . We can then estimate the potential: if ϕ is an estimate for the rate of
continuity,
ν(ξi|ξ]i,j[+) = ν(ξi|ξ]i,j]+)ν(ξj|ξ]i,j[+) +
∑
ηj 6=ξj
ν(ξi|ξ]i,j[ηj+)ν(ηj |ξ]i,j[+)
≤ ν(ξi|ξ]i,j]+) (1 + Cϕ(|j − i|)) , (3.11)
where the constant C is bounded by the non-nullness assumption. Further, we have
ν(ξiξj|ξ]i,j[+) = ν(ξi|ξ]i,j]+)ν(ξj|ξ[i,j[+).
So we have the estimate on Kozlov potential of the transformed measure∣∣U[i,j](ξ)∣∣ ≤ log(1 + Cϕ(|j − i|)) ≤ Cϕ(|j − i|) (3.12)
We now consider two relevant cases, according to behavior of Fm in (2.9).
1. If f in (2.6) decays exponentially, then FN decays also exponentially as N
increases. This implies that ϕ in (3.12) also decays exponentially, that is,
U[i,j](ξ) ≤ e
−λ|j−i| (3.13)
for some λ > 0.
2. In case that f decays as a power law i.e., for some C > 0,
f(k) ≤
C
kα
, for α > 1, (3.14)
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we have
FN ≤
C1
Nα−1
, (3.15)
where C1 is a positive constant. This implies that ϕ in (3.9) decays as
C1
nα−1
,
which in turn implies that the transformed potential decays as
‖U[i,j]‖∞ ≤
C1
(j − i)α−1
. (3.16)
Hence, α > 2 is sufficient to have uniform absolute summability of this potential
(whereas α > 1 is sufficient for Gibbsianness of the transformed measure)
E.g., if the original potential is a long-range Ising potential, i.e.,
Φ({i, j}, σ) =
σiσj
|j − i|γ
then we need γ > 2 for the transformed measure to be Gibbsian, and γ > 3 for
the transformed potential to be uniformly absolute convergent. Remark that
for γ < 2 we do not have uniqueness of the associated Gibbs measure, so the
transformed measure might be non-Gibbsian.
4 Deterministic single site transformations
As before, we consider the configuration space of the untransformed system Ω = SZ,
where S is a finite set, and the configuration space of the transformed system is
Ω′ = (S ′)Z. The transformation T : Ω→ Ω′ now is induced by a map ϕ : S → S ′, via
(T (σ))i =: σ
′
i = ϕ(σi) (4.1)
This is equivalent with defining the new spin σi via a partition of the single-site space
S, which in the case of S = {1, . . . , q} and Φ the potential of the Potts-model has
been called the fuzzy Potts model, see [9].
To deal with such transformations, we follow the approach of in [8]. This consists
of writing the single-site conditional probabilities of the transformed measure in terms
of a so-called constrained restricted first layer measure. The difference with stochastic
transformations is that this measure does not necessarily have full support, i.e., given
the second layer constraint ξ ∈ Ω′, the first layer has to be such that its image
coincides with ξ′.
As in the previous section, we start with a Gibbs measure µ on configurations
σ ∈ Ω. The potential Φ satisfies (2.8). We further abbreviate ν = µ ◦ T and
K(ηi|σi) = I(ϕ(σi) = ηi), where I denotes indicator, and for Λ ⊆ Z finite, Λ0 :=
Λ \ {0}.
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For clarity, we first repeat the main steps of [8] to rewrite the single-site conditional
probabilities of ν in terms of a constrained restricted first layer measure.
ν(η0|ηΛ0) =
∑
σΛ
µ(σΛ)
∏
i∈ΛK(ηi|σi)∑
σΛ
µ(σΛ)
∏
i∈Λ0
K(ηi|σi)
=
∫
µ(dζ)
∑
σΛ
µΛ,ζ(σΛ)
∏
i∈ΛK(ηi|σi)∫
µ(dζ)
∑
σΛ
µΛ,ζ(σΛ)
∏
i∈Λ0
K(ηi|σi)
(4.2)
Now we consider the following auxiliary measure on the state space Ω0 := S
Λ0 .
µ
ηΛ0
Λ0,ζ
(σΛ0) :=
1
NηΛ,ζ
exp
(
−HζΛ0(σΛ0)
) ∏
i∈Λ0
K(ηi|σi) (4.3)
where NηΛ,ζ denotes the normalizing constant, and
HζΛ0(σΛ0) =
∑
A∩Λ0 6=∅,A 6∋0
Φ(A, σΛζΛc) (4.4)
These measures concentrate on configurations σΛ0 ∈ S
Λ0 compatible with ηΛ0, i.e.,
such that K(ηi|σi) 6= 0 for all i ∈ Λ0. For η ∈ Ω
′ fixed, they form a η-dependent
specification on the configuration space SZ0 , i.e.,
a) µ
ηΛ0
Λ0,ζ
(σΛ0) is a probability measure on S
Λ0
b) µ
ηΛ0
Λ0,ζ
(σΛ0) depends only in ζ on Z0 \ Λ0
c) Consistency: if we denote(
γηΛ0(g)
)
(ζ) :=
∫
µ
ηΛ0
Λ0,ζ
(dσΛ0)g(σΛ0ζΛc) (4.5)
then these η-dependent kernels γηΛ satisfy
γηΛ0(γ
η
Λ′0
(g)) = γηΛ0(g) (4.6)
for all Λ ⊃ Λ′ and all local functions g.
In terms of these measures, we can rewrite the conditional probability ν(η0|ηΛ0)
as follows.
ν(η0|ηΛ0) =
∫
µ(dζ)
N
η
Λ,ζ
Z
ζ
Λ
∫
µ
ηΛ0
Λ0,ζ
(dσΛ0)ψ
ζ
0,Λ(η0, σΛ0)∫
µ(dζ)
N
η
Λ,ζ
Z
ζ
Λ
∫
µ
ηΛ0
Λ0,ζ
(dσΛ0)ϕ
ζ
0,Λ(σΛ0)
(4.7)
where
ψζ0,Λ(η0, σΛ0) =
∑
σ0
e−h0(σ0σΛ0 ζΛc )K(η0|σ0)
ϕζ0,Λ(σΛ0) =
∑
σ0
e−h0(σ0σΛ0 )ζΛc ) (4.8)
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with
h0(σ) =
∑
A∋0
Φ(A, σ) (4.9)
and ZζΛ is the finite-volume partition function with boundary condition ζ , i.e.,
ZζΛ =
∑
σΛ
e−H
ζ
Λ(σΛ)
Notice that ψζ0,Λ(η0, σΛ0) and ϕ
ζ
0,Λ(σΛ0) converge uniformly (in η0, σ, ζ), as Λ ↑ Z to
ψ0(η0, σZ\{0}) =
∑
σ0
e−h0(σ)K(η0|σ0)
ϕ0(σZ\{0}) =
∑
σ0
e−h0(σ) (4.10)
4.1 Exponentially decaying potential
Let us now first look at the case where Φ decays exponentially. As a consequence,
the decay to zero in (2.8) is exponential in k. We will prove here, that, as in the
stochastic case, the transformed measure ν has an exponentially decaying interaction
as well. In this case, for Λ = [−n, n] there exist C1, c1 > 0 such that for all ζ, σ, η,
|ψζ0,Λ(η0, σΛ0)− ψ0(η0, σZ\{0})| ≤ C1e
−c1n
and similarly for ϕ0. Our aim is then to show that there exist C2, c2 > 0 such that
for all η, n,m > n,
|ν(η0|η[−n,n]0)− ν(η0|η[−m.m]0)| ≤ C2e
−c2n
The idea is once more to couple the measures µ
ηΛ0
Λ,ζ and µ
ηΛ0
Λ,ζ′ for different boundary
conditions, such that in the coupling the probability that σ1i 6= σ
2
i is bounded by
e−α|n−i|∧|−n−i| for some α > 0. This coupling follows the same iterative procedure
as in the stochastic case, and the estimates are identical. Next, we need to compare
expectations of the functions ψ0, ϕ0 (instead of a function that only depends on σ0
in the stochastic case). These functions ψ0, ϕ0 can however be exponentially well
approximated by local functions. We spell out these steps in three lemmas.
Lemma 4.1. Let µ1, µ2 be two probability measures on S
Λ0 and P a coupling of them.
Then for all functions g : SΛ0 → R we have∣∣∣∣∫ g dµ1 − ∫ g dµ2∣∣∣∣ ≤∑
i∈Λ0
P(σ1i 6= σ
2
i )δig (4.11)
where δig(σ) = sup{g(σ)− g(σ
′) : σj = σ
′
j ∀ j 6= i}
Proof. This is elementary and left to the reader.
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Lemma 4.2. For Λ = [−n, n] there exists a coupling P of µ
ηΛ0
Λ,ζ and µ
ηΛ0
Λ,ζ′ such that
P(σ1i 6= σ
2
i ) ≤ C3e
−c3|n−i|∧|−n−i| (4.12)
where C3, c3 > 0 do not depend on ζ, ζ
′, n.
Proof. The coupling follows the iterative procedure as in the stochastic case, and the
estimates in terms of the function f in (2.6) are identical.
As a consequence of these lemmas we have the existence of a unique Gibbs measure
µη on SZ0 consistent with the specification µ
ηΛ0
Λ,ζ , and for any local function g (with
dependence set in Λ) we have the estimate
sup
ξ
∣∣∣∣∫ gdµη − γηΛ(ξ)(g)∣∣∣∣ ≤ C3∑
i
δi(g)e
−c3|n−i|∧|−n−i| (4.13)
where we used the notation (4.5) and where Λ = [−n, n]
Lemma 4.3. Suppose that g : SZ0 → R is continuous and such that there exist gk
depending only on σi, i ∈ [−k, k]0 such that
‖gk − g‖∞ < C4e
−c4k (4.14)
for some C4, c4 > 0. Then there exists C5, c5 > 0 such that for Λ = [−n, n]
sup
η
∣∣∣∣γηΛ(g)− ∫ g dµη∣∣∣∣ ≤ C5e−c5n (4.15)
Proof. Choose Λ = [−n, n], and choose gk as in (4.14). Write
|γηΛ(g)(ζ)− γ
η
Λ(g)(ξ)| ≤ A+B + C (4.16)
where
A := |γηΛ(g)(ζ)− γ
η
Λ(gk)(ζ)| ≤ ‖g − gk‖∞ (4.17)
C := |γηΛ(gk)(ξ)− γ
η
Λ(g)(ξ)| ≤ ‖g − gk‖∞ (4.18)
B := |γηΛ(gk)(ζ)− γ
η
Λ(gk)(ξ)| ≤ 2 sup
ξ
∣∣∣∣γηΛ(gk)(ξ)− ∫ gkdµη∣∣∣∣ (4.19)
Now use (4.13), and the obvious inequality δi(g) ≤ 2‖g‖∞ to obtain
|γηΛ(g)(ζ)− γ
η
Λ(g)(ξ)| ≤ 2C4e
−c4k + 4 sup
k
‖gk‖∞
k∑
j=0
C3e
−c3(n−j) (4.20)
Finally, choose k = n/2.
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4.2 Power law decaying potential
For the case where Φ decays according to a power law, more precisely, if
f(K) ≤ Ck−α (4.21)
where f is the function associated to the potential Φ as in (2.6), and α > 2. Then
we have the analogue of (4.12) (cf. the two cases considered after Theorem 3.4)
P(σ1i 6= σ
2
i ) ≤ C3 ((n− i) ∧ (−n− i))
α−1 (4.22)
Next, the local approximations of the functions ψ0 and ϕ0 converge now only at
power-law speed, i.e., the local approximations ψk0 , ϕ
k
0 with dependence set [−k, k]
satisfy
‖ψ0 − ψ
k
0‖∞ < Ck
−α, ‖ϕ0 − ϕ
k
0‖∞ < Ck
−α
Therefore, in that case we find, using the same steps as in the exponential case, for
all η, n,m > n,
|ν(η0|η[−n,n]0)− ν(η0|η[−m.m]0)| ≤ C2n
−(α−2)
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