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Abstract—Deep neural networks (DNNs) have emerged as key
enablers of machine learning. Applying larger DNNs to more
diverse applications is an important challenge. The computations
performed during DNN training and inference are dominated
by operations on the weight matrices describing the DNN. As
DNNs incorporate more layers and more neurons per layers,
these weight matrices may be required to be sparse because of
memory limitations. Sparse DNNs are one possible approach,
but the underlying theory is in the early stages of development
and presents a number of challenges, including determining
the accuracy of inference and selecting nonzero weights for
training. Associative array algebra has been developed by the big
data community to combine and extend database, matrix, and
graph/network concepts for use in large, sparse data problems.
Applying this mathematics to DNNs simplifies the formulation
of DNN mathematics and reveals that DNNs are linear over
oscillating semirings. This work uses associative array DNNs to
construct exact solutions and corresponding perturbation models
to the rectified linear unit (ReLU) DNN equations that can be
used to construct test vectors for sparse DNN implementations
over various precisions. These solutions can be used for DNN
verification, theoretical explorations of DNN properties, and a
starting point for the challenge of sparse training.
I. INTRODUCTION
Machine learning has been the foundation of artificial intel-
ligence since its inception [1]–[8]. Standard machine learning
applications include speech recognition [3], computer vision
[4], and even board games [5], [9].
86 1955 WESTERN JOINT COMPUTER CONFERENCE 
Generalization of Pattern Reco nition n a 
Self-Organizing Sys em* 
W. A. CLARKf AND B. G. FARLEYf 
Summary—A self-organizing system reported upon earlier is 
briefly described. Two further experiments to determine its proper-
ties have been carried out. The first demonstrates that self-organiza-
tion still takes place even if the input patterns are subjected to con-
siderable random variation. The second experiment indicates that, 
after organization with the usual fixed patterns, the system classifies 
other input patterns statistically according to a simple preponderance 
criterion. Significance of this result as a generalization in pattern 
recognition is discussed. Some remarks are made on methods of 
simulation of such systems and their relation to computer design. 
D E S C R I P T I O N O F S E L F - O R G A N I Z I N G S Y S T E M 
IN A P R E V I O U S paper 1 the au thors described a sys-t em which organized itself from an initially r andom condit ion to a s t a t e in which discr iminat ion of two 
different i npu t p a t t e r n s 2 was accomplished. T h e be-
hav ior of t he sys tem was s imulated b y means of a 
digi tal compu te r—th e M e m o r y T e s t C o m p u t e r of 
Lincoln Labora to ry . 
Briefly, the self-organizing system was composed of 
two pa r t s . T h e first p a r t received i npu t p a t t e r n s and 
t ransformed t h e m into ou tpu t s , and the second p a r t 
ac ted upon pa rame te r s of t he first so as to modify the 
i n p u t - o u t p u t t ransformat ion according to cer tain fixed 
cri teria. These p a r t s were te rmed the t ransformat ion 
and the modifier, respectively. 
T h e t ransformat ion is a r andomly in terconnected 
ne twork of nonlinear e lements , each e lement having a 
definite threshold for incoming excitat ion, below which 
no act ion occurs, and above which the e lement "fires." 
W h e n an e lement fires, i ts threshold immedia te ly rises 
effectively to infinity (it canno t be fired), and then , after 
a shor t fixed delay, falls exponent ial ly back toward i ts 
quiescent value. Fu r the rmore , a t some shor t t ime after 
firing, an e lement t r ansmi t s exci tat ion to all o ther eler 
m e n t s to which i t is connected. T h e effectiveness of the 
exci ta t ion t h u s t r an smi t t e d to a succeeding e lement is 
de te rmined b y a p rope r ty of the par t icu lar connection 
known as i ts "weight ." In general, there will be several 
incoming connect ions a t a n y element , each hav ing i ts 
individual weight as shown in Fig. 1. A t t he ins tan t of 
t ransmission (which is the t ime of impulse arr ival a t the 
succeeding e lement) , the appropr ia te weight is added to 
a n y exci ta t ion a l ready present a t the succeeding cell. 
* The research reported in this document was supported jointly 
by the Army, the Navy, and the Air Force under contract with the 
Massachusetts Institute of Technology. 
f Lincoln Laboratory, Massachusetts Institute of Technology, 
Lexington, Mass. 1 B. G. Farley and W. A. Clark, "Simulation of self-organizing 
systems by digital computer," Trans. IRE, vol. PGIT-4, pp. 76-84; 
September, 1954. 2 In this paper, the word "pattern" is synonymous with "con-
figuration." 
Thereaf ter the excitat ion decays exponent ia l ly to zero. 
If a t a n y t ime this exci tat ion exceeds t he threshold of 
the succeedi g element, th  e lement performs its firing 
cycle and t r ansmi t s i ts own exci tat ions . 
Fig. 1—Typical network elements i and j showing 
connection weights w. 
A ne twork such as the one described is suggestive of 
ne tworks of the nerve cells, or neurons , of physiology, 
b u t since t h e detai ls of neuron in terac t ion are a s ye t un-
certain, i t canno t even be said t h a t the ne tworks are 
identical wi thou t some simplifications which are present . 
In the work ment ioned, the ne twork was ac t iva ted 
and a n o u t p u t obta ined in the following way . T h e net 
was divided arb i t rar i ly into two groups, designated as 
i npu t and o u t p u t groups. T h e o u t p u t g roup was further 
subdivided in two, and an o u t p u t was defined a t a n y 
i n s t an t b y the difference in the n u m b e r of e lements fired 
in t he two subgroups dur ing the ins tan t . Th i s a r range-
m e n t migh t be te rmed a push-pull o u t p u t . 
T h e i npu t g roup was also subdivided in to two sub-
groups, and two fixed inpu t p a t t e r n s were provided, 
usual ly designated as px and p2. I n p u t pi consisted in 
add ing a large excitat ion into all the i npu t e lements of 
one subgroup s imul taneously and repet i t ively a t a con-
s t a n t period, b u t doing nothing to t he o the r subgroup. 
I n p u t p2 was jus t the reverse. In th is w a y o u t p u t ac-
t iv i ty character is t ic of the inpu t p a t t e r n was obta ined. 
I t was now desired to provide a modifier ac t ing upon 
pa rame te r s of the ne t so as to gradual ly reorganize it to 
ob ta in o u t p u t ac t iv i ty of a previously specified charac-
terist ic, namely , t h a t pa t t e rn s pi and pi would a lways 
dr ive the o u t p u t in previously specified direct ions. In 
our exper iments , pi was made to dr ive t he o u t p u t in a 
negat ive direction, t h a t is to say, pi causes more firing 
to t a k e place on the average in t he first o u t p u t subgroup 
t h a n in the second. In the case of p%, t he s i tuat ion was 
exact ly reversed. 
T h i s desired organizat ion of the net was accomplished 
b y means of va ry ing the weights ment ioned above in the 
following way . Examina t ion is m a d e of the change in 
o u t p u t a t every ins tan t . If a change in a favorable direc-
t ion occurs (e.g. negat ive change in case pi is t he inpu t 
Fig. 1. Typical network elements i and j showing connection weights w
(reproduced from [2])
Drawing inspiration from biological neurons to implement
machine learning was the topic of the first paper presented
at the first machine learning conference in 1955 [1], [2]
(see Figure 1). It was recognized very early on in the field
that direct computational training of neural networks was
This material is based in part upon work supported by the NSF under
grant number DMS-1312831. Any opinions, findings, and conclusions or
recommendations expressed in this material are those of the authors and do
not necessarily reflect the views of the National Science Foundation.
computationally unfeasible with the computers that were avail-
able at that time [7]. The many-fold improvement in neural
network computation and theory has made it possible to create
neural networks capable of better-than-human performance in
a variety of domains [10]–[13]. The production of validated
data sets [14]–[16] and the power of graphic processing units
(GPUs) [17]–[20] have allowed the effective training of deep
neural networks (DNNs) with 100,000s of input features, N ,
and 100s of layers, L, that are capable of choosing from among
100,000s categories, M (see Figure 2).
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Fig. 2. Four layer (L = 4) deep neural network architecture for categorizing
images. The input features y0 of an image are passed through a series of
network layers W`=0,1,2,3, with bias terms b`=0,1,2,3, that produce scores
for categories yL=4. (Figure adapted from [21])
The impressive performance of large DNNs provides mo-
tivation to explore even larger networks. However, increasing
N , L, M . each by a factor 10 results in a 1000-fold increase
in the memory required for a DNN. Because of these memory
constraints, trade-offs are currently being made in terms of pre-
cision and accuracy to save storage and computation [22]–[25].
Thus, there is significant interest in exploring the effectiveness
of sparse DNN representations where many of the weight
values are zero. As a comparison, the human brain has ap-
proximately 86 billion neurons and 150 trillion synapses [26].
Its graph representation would have approximately 2,000 edges
per node, or a sparsity of 2× 103/86× 109 = 0.000002%.
If a large fraction of the DNN weights can be set to zero,
storage and computation costs can be reduced proportionately
[27], [28]. The interest in sparse DNNs is not limited to
their computational advantages. There has also been extensive
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theoretical work exploring the potential neuromorphic and
algorithmic benefits of sparsity [29]–[33].
Theoretical explorations of dense DNNs are receiving re-
newed attention [34]–[37]. The underlying theory of sparse
DNNs is in the early stages of development and presents
a number of challenges, including verification (determining
the accuracy errors of a sparse network) and training (se-
lecting nonzero weights). Associative array algebra has been
developed by the big data community to combine and extend
database, matrix, and graph/network concepts for use in large,
sparse data problems. Applying this mathematics to DNNs
simplifies the formulation of DNN mathematics, unifies broad
classes of DNNs, and reveals that DNNs are linear over
oscillating semirings. This work provides a methodology for
constructing exact solutions and corresponding perturbation
models to the rectified linear unit (ReLU) DNN equations
that can be used to construct test vectors for sparse DNN
implementations over various precisions. These solutions can
be used for DNN verification, theoretical explorations of DNN
properties, and a starting point for the challenge of sparse
training.
II. DNN ASSOCIATIVE ARRAY FORMULATION
Associative array algebra simplifies combining large num-
bers of solutions to DNN equations with varying layers and
neurons. The mathematics of associative arrays and how they
encompass databases, matrices, graphs, and networks is fully
described in the text [38]. Only the essential mathematical
properties of associative arrays necessary for describing DNNs
are reviewed here and in Appendix A. In brief, an associative
array A is defined as a mapping from sets of keys to values
A : K1 ×K2 → V
where K1 are the row keys and K2 are the column keys and
can be any sortable set, such as integers, real numbers, and
strings. In a DNN, the row keys and column can be used
to clearly label features, neurons, batches, and categories.
V is the set of values that form a semiring (V,⊕,⊗, 0, 1)
with addition operation ⊕, multiplication operation ⊗, additive
identity/multiplicative annihilator 0, and multiplicative identity
1. Most significantly, the properties of associative arrays are
determined by the properties of the value set V. In other words,
if V is linear (distributive), then so are the corresponding
associative arrays. Associative arrays allow arbitrary key labels
for neurons which greatly simplifies the bookkeeping of DNN
solutions, and so the number of neurons in a layer and even
the number of layers need not be specified.
The primary mathematical operation performed by a DNN
network is the inference, or forward propagation, step. Infer-
ence is executed repeatedly during training to determine both
the weight arrays W` and the bias vectors b` of the DNN.
The inference computation shown in Figure 2 is given by
y`+1 = h(W`y` + b`)
where h() is a nonlinear function applied to each element of
the vector. A commonly used function is the rectified linear
unit (ReLU) given by
h(y) = max(y, 0)
which sets values less that 0 to 0 and leaves other values
unchanged. When training a DNN, it is usually necessary
to compute multiple y` vectors at once in a batch that can
be denoted as the array Y`. In associative array form, the
inference step becomes
Y`+1 = h(W`Y` +B`)
where B` is a replication of b` along columns given by
B` = b`|Y`1|0
and 1 is a column array of 1’s, and | |0 is the zero norm.
If h() were a linear function, then the above equation could
be solved exactly and the computation could be greatly simpli-
fied. However, current evidence suggests that the nonlinearity
of h() is required for a DNN to be effective. Interestingly, the
inference computation can be rewritten as a linear function
over two different semirings
y`+1 =W`y` ⊗ b` ⊕ 0
or in array form
Y`+1 =W`Y` ⊗B` ⊕ 0
where the ⊕ = max and ⊗ = +. Thus, W`y` and W`Y` are
computed over the standard arithmetic +.× semiring
S1 = (R,+,×, 0, 1)
while the ⊕ and ⊗ operations are performed over the max.+
semiring
S2 = ({-∞∪ R},max,+, -∞, 0)
Thus, the ReLU DNN can be written as a linear system that
oscillates over two semirings S1 and S2. S1 is the most widely
used of semirings and performs standard correlation between
vectors. S2 is also a commonly used semiring for selecting
optimal paths in graphs. Thus, the inference step of a ReLU
DNN can be viewed as combining correlations of inputs to
choose optimal paths through the neural network. Furthermore,
by uniquely labeling features/neurons in the associative arrays,
the entire architecture can be collapsed to single arrays
W =
⊕
`
W` B =
⊕
`
B`
resulting in the following recursive DNN equation that is
iterated L times
Y ←WY ⊗B⊕ 0
2
0 1 2 3 4 5 6 7 8 9
0 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
1 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
2 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
3 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
4 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
5 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
6 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
7 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
8 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90
9 -124 -65 -112 -142 -80 -110 -112 -98 -109 -90 0 1 2 3 4 5 6 7 8 9
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Fig. 3. Example exact solution using MNIST data. The 28×28 MNIST images are trimmed to 26×26 so that each pixel can be indexed with two lowercase
letters. The images are thresholded at a value of 0.5 so that each pixel is either 0 or 1. The nonzero pixels are then used to form the single layer exact solution
W0 and corresponding input Y0. The bias values b0, corresponding to any row of B0, are then chosen so that each input only selects one category as
output in YL.
III. MODEL PROBLEM
While general analytic solutions to the DNN equations are
currently not known, it is possible to simplify DNN problems
so that such solutions can be constructed. First, constrain all
weight arrays W` to have values of either 0 or 1. Next, let
W0 be a single layer L = 1 exact solution to a DNN problem.
Another DNN will be an exact solution if setting the input to
Y0 =W
T
0
results in an output
YL = I
where I is the identity array (see Appendix A). An example
of such a construction using MNIST data [15] is shown in
Figure 3. To construct this example, the 28×28 MNIST images
are trimmed to 26×26 so that each pixel can be indexed with
two lowercase letters. In addition, the images are thresholded
at a value of 0.5 so that each pixel is either 0 or 1. The
nonzero pixels are then used to form the single layer exact
solution W0 and corresponding input Y0. The bias values
b0, corresponding to any row of B0, are then chosen so that
each input only selects one category as output in YL using
the formula
b` = β`|W`1|0 −W`1
where 0 < β` ≤ 1 (assume β` = 1 unless stated otherwise).
While the above formulated DNN exact solutions are unlikely
to produce low error rates when applied to the full MNIST
data set, they do capture the sparsity structure of the data that
can be used for verifying real DNN systems and for theoretical
studies of DNNs.
The above MNIST problem can be used to generate a
wide range of exact DNN solutions, but their scale is difficult
to visualize. Without loss of generality, two mechanisms for
generating DNN exact solutions will be provided for arbitrary
feature labels for the simpler case of using a DNN to select
common words.
IV. COMBINATORIC CONSTRUCTION
Exact DNN solutions derived from real data are extremely
useful. It is also useful to generate arbitrary DNN solutions to
explore a wider range of DNN architectures. The combinatoric
construction builds an exact DNN solution using Kronecker
products of associative arrays of features. These solutions have
a category for all possible feature combinations and can be
viewed as a superset of any real DNN. These solutions do not
require real data to construct, and they provide for exponential
growth in output as features are added.
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or more explicitly
C(i(i ), j( j )) = A(i , j )
where i 2 {1, ...,NA}, j 2 {1, ...,MA}, i : I NA and j : J MA select specific sets of rows and
columns.
The additive form of this operation can be implemented using sparse matrix multiply
as
C  = ST(i) A S(j)
where S(i) and S(j) are selection matrices given by
S(i) = SNA⇥N ({1, ...,NA}, i, 1)
S(j) = SMA⇥M ({1, ...,MA}, j, 1)
7.17 Element-Wise Addition and Element-Wise Multipication:
Combining Graphs, Intersecting Graphs, Scaling
Graphs
Combining graphs along with adding their edge weights can be accomplished by adding
together their sparse matrix representations
C = A   B
where A,B,C : SN⇥M or more explicitly
C(i , j ) = A(i , j )   B(i , j )
where i 2 {1, ...,N}, and j 2 {1, ...,M}.
Intersecting graphs along with scaling their edge weights can be accomplished by
element-wise multiplication of their sparse matrix representations
C = A ⌦ B
where A,B,C : SN⇥M or more explicitly
C(i , j ) = A(i , j ) ⌦ B(i , j )
where i 2 {1, ...,N}, and j 2 {1, ...,M}.
7.18 Kronecker: Graph Generation
Generating graphs is a common operation in a wide range of graph algorithms. Graph
generation is used in testing graphs algorithms, creating graph templates to match against,
and to compare real graph data with models. The Kronecker product of two matrices is a
convenient and well-definedmatrix operation that can be used for generating a wide range
of graphs from a few a parameters [Chakrabarti 2004, Leskovec 2005].
The Kronecker product is defined as follows [Van Loan 2000]
C=A ⌦  B=
0BBB@
A(1,1)⌦B A(1,2)⌦B ... A(1,MA)⌦B
A(2,1)⌦B A(2,2)⌦B ... A(2,MA)⌦B
...
...
...
A(NA, 1)⌦B A(NA, 2)⌦B ... A(NA,MA)⌦B
1CCCA
=!
= 
A! B! C!
P!
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or more explicitly
C(i(i ), j( j )) = A(i , j )
where i 2 {1, ...,NA}, j 2 {1, ...,MA}, i : I NA and j : J MA select specific sets of rows and
columns.
The additive form of this operation can be implemented using sparse matrix multiply
as
C  = ST(i) A S(j)
where S(i) and S(j) are selection matrices given by
S(i) = SNA⇥N ({1, ...,NA}, i, 1)
S(j) = SMA⇥M ({1, ...,MA}, j, 1)
7.17 Element-Wise Addition and Element-Wise Multipication:
Combining Graphs, Intersecting Graphs, Scaling
Graphs
Combining graphs along with adding their edge weights can be accomplished by adding
together their sparse matrix representations
C = A   B
where A,B,C : SN⇥M or more explicitly
C(i , j ) = A(i , j )   B(i , j )
where i 2 {1, ...,N}, and j 2 {1, ...,M}.
Intersecting graphs along with scaling their edge weights can be accomplished by
element-wise multiplication of their sparse matrix representations
C = A ⌦ B
where A,B,C : SN⇥M or more explicitly
C(i , j ) = A(i , j ) ⌦ B(i , j )
where i 2 {1, ...,N}, and j 2 {1, ...,M}.
7.18 Kro ecker: Graph Generation
Generating graphs is a common operation in a wide range of graph algorithms. Graph
generation is used in testing graphs algorithms, creating graph templates to match against,
and to compare real gr ph dat wit m dels. The Kronecker product of two matrices is a
convenient and well-definedmatrix peration that can be used for generating a wide range
of graphs from a few a parameters [Chakrabarti 2004, Leskovec 2005].
The Kronecker product is defined as follows [Van Loan 2000]
C=A ⌦  B=
0BBB@
A(1,1)⌦B A(1,2)⌦B ... A(1,MA)⌦B
A(2,1)⌦B A(2,2)⌦B ... A(2,MA)⌦B
...
...
...
A(NA, 1)⌦B A(NA, 2)⌦B ... A(NA,MA)⌦B
1CCCA
Figure 6.10. Kronecker product of the adjacency matrix of two bipartite graphs A and B
results in a graph C with two bipartite sub-graphs. The P= notation is used to indicate that the adjacency
matrix C has been permuted so that the two bipartite sub-graphs are more apparent.
6.5 Kronecker: Graph Generation
Generating graphs is a common operation in a wide range of graph algorithms. Graph
generation is used in testing graphs algorithms, creating graph templates to match against,
and for comparing real graph data with models. The Kronecker product of two matrices
is a convenient and well-defined matrix operation that can be used for generating a wide
range of graphs from a few a parameters [Chakrabarti 2004, Leskovec 2005].
The Kronecker product is defined as follows [Van Loan 2000]
C=A ⌦  B=
0BBB@
A(1,1)⌦B A(1,2)⌦B ... A(1,MA)⌦B
A(2,1)⌦B A(2,2)⌦B ... A(2,MA)⌦B
...
...
...
A(NA, 1)⌦B A(NA, 2)⌦B ... A(NA,MA)⌦B
1CCCA
where
A 2 SmA⇥nA
B 2 SmB⇥nB
C 2 SmAmB⇥nAnB
More explicitly, the Kronecker product can be written as
C((iA  1)mA+ iB , ( jA  1)mA+ jB ) =A(iA, jA)⌦B(iB , jB )
The element-wise multiply operation ⌦ can be user defined so long as the resulting op-
eration obeys the aforementioned rules on element-wise multiplication such as the mul-
tiplicative annihilator. If element-wise multiplication and addition obey the conditions
specified in Section 6.3, then the Kronecker product has many of the same desirable prop-
erties, such as associativity
(A ⌦  B) ⌦  C=A ⌦  (B ⌦  C)
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or more explicitly
C(i(i ), j( j )) = A(i , j )
where i 2 {1, ...,NA}, j 2 {1, ...,MA}, i : I NA and j : J MA elect specific sets of rows and
columns.
The additive form f this operation can b impl mented using sp rse matrix multiply
as
C  = ST(i A S(j)
where S(i) and S(j) are selection matrices given by
(i) = SNA⇥N ({1, ...,NA}, i, 1)
(j) = SMA⇥M ({1, ...,MA}, j, 1)
7.17 Element-Wise Addition and Element-Wise Multipication:
Combining Graphs, Intersecting Graphs, Scaling
Graphs
Combining graphs along with adding th ir ed e weights can be accomplishe by adding
together their sp rse mat ix represe tations
C = A   B
where A,B,C : SN⇥M or more explicitly
C(i , j ) = A(i , j )   B(i , j )
where i 2 {1, ...,N}, and j 2 {1, ...,M}.
Intersecting graphs along with scaling their ed e weights c n be accomplished by
element-wise mul plication of their sp rse mat ix represe tations
C = A ⌦ B
where A,B,C : SN⇥M or more explicitly
C(i , j ) = A(i , j ) ⌦ B(i , j )
where i 2 {1, ...,N}, and j 2 {1, ...,M}.
7.18 Kronecke : Graph Generation
Generating graphs is a common operation n a wid range of graph algorithms. Graph
generation is us d i testing graphs algorithms, creating graph templates to match against,
and to compare real graph data with models. The Kronecker pr duct of two matrices is a
co ve ient an well- efinedmatrix operation that can be used for generating a wide range
of graphs from a few a parameters [Chakrabarti 2004, Leskovec 2005].
The Kronecker product is efined as follows [Van Loan 2000]
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...
...
...
A(NA, 1)⌦B A(NA, 2)⌦B ... A(NA,MA)⌦B
1CCCA
=!
= 
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or more xplicitly
C(i(i ), j( j )) = A(i , j )
where i 2 {1, ...,NA}, j 2 {1, ...,MA}, i : I NA and j : J MA elect specific sets of rows and
columns.
The additive form f this operation can b impl mented using sp rse matrix multiply
as
C  = ST(i A S(j)
where S(i) and S(j) are selection matrices given by
(i) = SNA⇥N ({1, ...,NA}, i, 1)
(j) = SMA⇥M ({1, ...,MA}, j, 1)
7.17 Element-Wise Addition and Element-Wise Multipication:
Combining Graphs, Intersecting Graphs, Scaling
Graphs
Combining graphs along with adding th ir ed e weights can be accomplishe by adding
together their sp rse mat ix represe tations
C = A   B
where A,B,C : SN⇥M or more explicitly
C(i , j ) = A(i , j )   B(i , j )
where i 2 {1, ...,N}, and j 2 {1, ...,M}.
Intersecting graphs along with scaling their ed e weights c n be accomplished by
element-wise mul plication of their sp rse mat ix represe tations
C = A ⌦ B
where A,B,C : SN⇥M or more explicitly
C(i , j ) = A(i , j ) ⌦ B(i , j )
where i { , ...,N}, and j 2 {1, ...,M}.
7.18 Kro ecke : Graph Gen ration
Generating graphs is a common operation n a wid range of graph algorithms. Graph
generation is us d i testing graphs algorithms, creating graph templates to match against,
and to compare r al gr ph a w t models. The Kronecker pr duct of two matrices is a
c ve ient an well- efi edmatrix operation that can be used for generating a wide range
of graphs from a few a parameters [Chakrabarti 2004, Leskovec 2005].
The Kronecker product is fined as follows [Van Loan 2000]
C=A ⌦  B
0BBB@
A(1,1)⌦B A(1,2)⌦B ... A(1,MA)⌦B
A(2,1)⌦B A(2,2)⌦B ... A(2,MA)⌦B
...
...
...
A(NA, 1)⌦B A(NA, 2)⌦B ... A(NA,MA)⌦B
1CCCA
Figur 6.10. Kronecker product of he adjacency ma rix of two bipartite graphs A and B
results in a graph C with two bipartite sub-graphs. Th P= notation is used to indicate that the adjacency
matrix C has been permuted so that he two bipartite sub-graphs are more apparent.
6.5 Kronecker: Graph Generation
Gener ting graphs is a common operation in a wide range of graph algorithms. Graph
generatio is used in testing graphs lgorithms, creating graph templates to match against,
a d for comparing real graph data with models. The Kronecker produ t of two matrices
is a convenient and well-defined matrix operation that can be used for generating a wide
range of graphs from a few a parameters [Chakrabarti 2004, Leskovec 2005].
The Kronecker product is defined as follows [Van Loan 2000]
C=A ⌦  B=
0BBB@
( , 1) A(1,2)⌦B ... A(1,MA)⌦B
( , 1) A(2,2)⌦B ... A(2,MA)⌦B
...
...
...
( , 1) A(NA, 2)⌦B ... A(NA,MA)⌦B
1CCCA
where
A 2 SmA⇥nA
B 2 SmB⇥nB
C 2 SmAmB⇥nAnB
More explicitly, the Kronecker product can be written as
C((iA  1)mA+ iB , ( jA  1)mA+ jB ) =A(iA, jA)⌦B(iB , jB )
The element-wise multiply operation ⌦ can be user defined so long as the resulting op-
erati n obeys th aforeme tioned rules on element-wise multiplication such as the mul-
tiplicative annihilator. If element-wise multiplication and addition obey the conditions
specified in Section 6.3, th n the Kronecker product has many of th same desirable prop-
erties, such as associativity
(A ⌦ B) ⌦ C=A ⌦  (B ⌦  C)
1a
1b
2a
2b
1a2a
1a2b
1b2a
1b2b
=
Fig. 4. Construction of a single layer exact solution W0(f12) combining
features f1 and f2.
Consider distinctly labeled feature sets
f1 = {1a, 1b} f2 = {2a, 2b} f3 = {3a, 3b} f4 = {4a, 4b}
A single layer exact solution W0(f12) that combines features
f1 and f2 can b constr ct d via the Kro ecker pr uct ⊗©
3
as shown in Figure 4. The weight array W0(f34) can be
constructed through similar means. The first layer of a two
layer exact solution can then be computed as
W0 =W0(f12)⊕W0(f34)
The second layer can be computed in a manner similar to the
first layer via
W1 = I(f12)⊗©1(f34) ⊕ 1(f34)⊗©I(f12)
The resulting two layer exact DNN solution is depicted in
Figure 5 (top). The complete single layer exact solution shown
in Figure 5 (bottom) can be computed by
W0 =W1W0
where values greater than 1 are set to 1 using the zero norm | |0
or by performing the above array multiplication using max.×
instead of +.×. The unique labeling of features/neurons in the
associative arrays allows the entire architecture to be collapsed
into the single arrays
W =W0 ⊕W1 B = B0 ⊕B1
This combinatorial approach can be scaled arbitrarily over
feature sets to produce a large number of DNN exact solutions
over a wide range of DNN architectures.
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Fig. 5. (top) Two layer exact DNN solution W0 and W1 over feature sets
f1 = {1a, 1b}, f2 = {2a, 2b}, f3 = {3a, 3b}, and f4 = {4a, 4b}. (bottom)
Single layer exact DNN solution W0 over the same feature sets.
V. SELECTIVE CONSTRUCTION
Given a set of features, such as f1 and f2, and known
categories f12, it is possible to construct an exact DNN solution
by selecting only those features that contribute to known
categories. Consider as target categories the ordered list of
popular two letter words
f12 = (ad,ah,am,as,at,be,by,do,go,ha,he,hi,ie,if,in,it,me,
mr,ms,my,no,of,oh,ok,on,or,pc,pm,re,so,to,tv,uh,
up,us,vs,we)
These categories select the input feature ordered lists
f1 = (a,b,d,g,h,i,m,n,o,p,r,s,t,u,v,w)
f2 = (a,c,d,e,f,h,i,k,m,n,o,p,r,s,t,v,y)
Note: the feature identifiers f1 = (1a,1b, . . . ) are still present
but are omitted for readability.
The single layer exact solution (see Figure 6) can be
computed via
W0 = I(f12, f1)⊕ I(f12, f2)
where f1 and f2 are the ordered lists of the first and second
letters
f1 = (a,a,a,a,a,b,b,d,g,h,h,h,i,i,i,i,m,m,m,m,n,
o,o,o,o,o,p,p,r,s,t,t,u,u,u,v,w)
f2 = (d,h,m,s,t,e,y,o,o,a,e,i,e,f,n,t,e,r,s,y,o,f,h,
k,n,r,c,m,e,o,o,v,h,p,s,s,e)
Similar DNN exact solutions can be selectively constructed
from arbitrary sets of target categories. Figure 7 shows one
of many possible solutions for popular three letter words.
Figure 8 shows one of many possible solutions for popular
four letter words.
1st
Letter
2nd
Letter
abdghimnoprstuvwacdefhikmnoprstvy
adahamasatbebydogohahehiieifinitmemrmsmynoofohokonorpcpmresototvuhupusvsweW0
Fig. 6. Single layer exact DNN solution over categories of popular two letter
words.
More generally, given a set of known features f1, f2, f3, f4,
and known categories f1234, the unique single layer solution
can be constructed via
W0 = I(f1234, f1)⊕ I(f1234, f2)⊕ I(f1234, f3)⊕ I(f1234, f4)
One of many two layer solutions can be constructed via
W0 = I(f12, f1)⊕ I(f12, f2)⊕ I(f34, f3)⊕ I(f34, f4)
W1 = I(f1234, f12)⊕ I(f1234, f34)
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Fig. 7. One of many possible two layer exact DNN solutions over categories
of popular three letter words.
abcdfghklmnoprstwabehilnopruvaceiklnoprsubcdefghklmnoprstuwy
abalbablbubcbkblbobrbschcocecrdedudcdedrdseefafifufcfeflfnfofrfsfugrgihehuhkhrhuknknkolilulclklnmimlmnmrnenennovoepipoplpnpspurerurnrprrrsshslspsascsesisnsotatitutctitltntptrtuwawiwewlwnwrwsyuacaparbleeenerheikilinislalonooroupiriuculunurusve
abalbablbubcbkblbobrbschcocecrdedudcdedrdseefafifufcfeflfnfofrfsfugrgihehuhkhrhuknknkolilulclklnmimlmnmrnenennovoepipoplpnpspurerurnrprrrsshslspsascsesisnsotatitutctitltntptrtuwawiwewlwnwrwsyuacaparbleeenerheikilinislalonooroupiriuculunurusve
ablbarblobulchecordeeducfacfisfungriherhurknoliklunmilneeovepinpourenrussheslaspitaptilturwarwinactapearearmbleeedeementerehedhewikeildileineingishlaplownowordourpinripuckullundungurnurtushver
ablbarblobulchecordeeducfacfisfungriherhurknoliklunmilneeovepinpourenrussheslaspitaptilturwarwinactapearearmbleeedeementerehedhewikeildileineingishlaplownowordourpinripuckullundungurnurtushver
ablebareblowbullchewcorddeemduckfactfishfundgripherehurtknowlikelungmildneedoverpinepourrentrushshedslapspintapetileturnwarmwing
W0 W1 W2
Fig. 8. One of many possible three layer exact DNN solutions over categories
of popular four letter words.
Likewise, one of many three layer solutions can be constructed
via
W0 = I(f12, f1)⊕ I(f23, f2)⊕ I(f23, f3)⊕ I(f34, f4)
W1 = I(f123, f12)⊕ I(f123, f23)⊕ I(f234, f23)⊕ I(f234, f34)
W2 = I(f1234, f123)⊕ I(f1234, f234)
Note: values greater than 1 are set 1 using the zero norm | |0
or by performing the above array addition using ⊕ = max.
As the number of layers increases, the number of possible
exact DNN solutions increases combinatorially. Most combi-
nations of features and layers produce valid exact solutions. To
the extent that it is possible to extrapolate from these DNNs
to real-world DNNs, this exponential growth might provide
some insight as to why larger DNNs work. Specifically, the
computational costs of training a DNN grows approximately
linearly with the number of layers. If the potential number
of equivalently good solutions grows combinatorially with the
number of layers, then the probability of finding one of these
solutions increases much more rapidly than the computation
time.
VI. PERTURBATION THEORY
An important benefit of exact solutions is the ability to
analyze small perturbations to gain further insight into the
underlying system. A simple perturbation is to change one of
the input values in y0 from 1 to r where 0 ≤ r ≤ 2. Varying
r allows a wide range of perturbations to be explored
Deletion: a correct feature is dropped (r = 0).
Degradation: a correct feature is reduced (0 < r < 1).
Normal: a correct feature is unchanged (r = 1).
Enhancement: a correct feature is increased (1 < r < 2).
Excitement: 1 is added to a correct feature (r = 2).
Another perturbation that can be explored is the β` that sets
the size of the gap in the biases b`. A large gap (β` = 1) will
reduce the triggering of neurons when incorrect features are
erroneously present. However, a large gap will also reduce the
triggering of neurons if correct features are slightly degraded.
Varying β` over the range 0 < β` ≤ 1 can be used to further
explore the impact of these perturbations.
The impact of perturbations to y0 and b` can be measured
in terms of the probability of the correct category having the
maximum value in the DNN output yL. In other words
argmax
c
yL(c)
Given a category c, the sub-DNN supporting c is given by
cW` =W`(col(
cW`+1), :)
cWL =WL(c, :)
where col() are column keys of the nonzero rows of an
associative array. Given a perturbed feature f, the sub-DNN
supporting c impacted by f is
fW`+1 =
c W`+1(:, row(
fW`))
fW0 =
c WL(:, f)
where row() are row keys of the nonzero rows of an associative
array. Examples of these supporting sub-DNNs are shown in
Figure 9.
The probability of correct detection Pd for these perturba-
tions is
Pd(r) =
{
1 : r > rd(W, β)
0 : r ≤ rd(W, β)
The formula rd(W, β) is derived in Appendix B. Impressively,
the probability of false alarm Pfa(r) is 0 for all values of
r, which may provide some insight into the robustness of
DNNs in real-world applications. Plots of Pd(r) and Pfa(r) for
two DNNs are shown in Figure 10. This perturbation analysis
provides a convenient mechanism for exactly checking real-
word DNN systems.
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Fig. 9. Supporting sub-DNNs for category c = cat are shown in black for
various DNNs. The sub-DNN depending on the feature f = c is shown in
dashed red.
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Fig. 10. Plots of Pd(r) in blue and Pfa(r) in red for two DNNs. (left)
Single layer (L = 1) DNN with β = 0. (right) Dual layer (L = 2) DNN
with β0 = 0.8 and β1 = 1.
VII. CONCLUSIONS
Deep neural networks (DNNs) have emerged as a key en-
abler of machine learning. Applying larger DNNs to more di-
verse applications is an important challenge. The computations
performed during DNN training and inference are dominated
by operations on the weight matrices describing the DNN. As
DNNs incorporate more layers and more neurons per layers,
these weight matrices may be required to be sparse because of
memory limitations. Sparse DNNs are one possible approach,
but the underlying theory is in the early stages of development
and presents a number of challenges, including determining the
accuracy inference and selecting nonzero weights for training.
Associative array algebra has been developed by the big
data community to combine and extend database, matrix, and
graph/network concepts for use in large, sparse data problems.
Applying this mathematics to DNNs simplifies the formulation
of DNN mathematics and reveals that DNNs are linear over
oscillating semirings. This work employs associative array
DNNs to construct exact solutions, and corresponding per-
turbation models to the rectified linear unit (ReLU) DNN
equations can be used to construct test vectors for sparse DNN
implementations over various precisions. These solutions can
be used for DNN verification, theoretical explorations of DNN
properties, and a starting point for the challenge of sparse
training. Interestingly, the number of exact solutions for a
given DNN problem grows combinatorially with the number of
DNN layers, while the computation time grows linearly. This
observation suggests that larger DNNs may perform better
because the probability of finding a reasonable solution rapidly
increases as the number of layers increases.
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APPENDIX A: ASSOCIATIVE ARRAY ALGEBRA
The essence of associative array algebra is three operations:
element-wise addition (neural network combine), element-
wise multiplication (neural network intersection), and array
multiplication (neural network propagation). In brief, an asso-
ciative array A is defined as a mapping from sets of keys to
values
A : K1 ×K2 → V
where K1 are the row keys and K2 are the column keys and
can be any sortable set, such as integers, real numbers, and
strings. In a DNN, the row keys and column can be used
to clearly label features, neurons, batches, and categories.
V is the set of values that form a semiring (V,⊕,⊗, 0, 1)
with addition operation ⊕, multiplication operation ⊗, additive
identity/multiplicative annihilator 0, and multiplicative identity
1. Associative arrays allow arbitrary key labels for neurons
which greatly simplifies the book keeping of DNN solutions,
and so the number of neurons in a layer and even the
number of layers need not be specified. V is the set of values
that form a semiring (V,⊕,⊗, 0, 1) with addition operation
⊕, multiplication operation ⊗, additive identity/multiplicative
annihilator 0, and multiplicative identity 1. The values can take
on many forms, such as numbers, strings, and sets. One of the
most powerful features of associative arrays is that addition
and multiplication can be a wide variety of operations. Some
of the common combinations of addition and multiplication
operations that have proven valuable are standard arithmetic
addition and multiplication +.×, union and intersection ∪.∩
that are the basis of database relational algebra [39]–[41],
and various tropical algebras that are important in finance
[42]–[44] and neural networks [25]: max.+, min.+, max.×,
min.×, max.min, and min.max.
The construction of an associative array is denoted
A = A(k1,k2,v)
where k1, k1, v are vectors of the row keys, column keys,
and values of the nonzero elements of A. In the case when
the values are 1 and there is only one nonzero entry per row
or column, this associative array is denoted
I(k1,k2) = A(k1,k2, 1)
and when I(k) = I(k,k), this array is referred to as the
identity.
Given associative arrays A, B, and C, element-wise addi-
tion is denoted
C = A⊕B
or more specifically
C(k1, k2) = A(k1, k2)⊕B(k1, k2)
where k1 ∈ K1 and k2 ∈ K2. Similarly, element-wise
multiplication is denoted
C = A⊗B
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or more specifically
C(k1, k2) = A(k1, k2)⊗B(k1, k2)
Array multiplication combines addition and multiplication and
is written
C = AB = A⊕.⊗B
or more specifically
C(k1, k2) =
⊕
`
A(k1, k)⊗B(k, k2)
where k corresponds to the column key of A and the row key
of B. Finally, the array transpose is denoted
A(k2, k1) = A
T(k1, k2)
The Kronecker product of two arrays
C = A ⊗©B
is defined as follows
C
(
k1k3, k2k4) = A(k1, k2)⊗B(k3, k4)
where k1k2 and k3k4 are order preserving combinations of k1
and k2 and k3 and k4, respectively.
The above operations have been found to enable a wide
range of algorithms and matrix mathematics while also pre-
serving several valuable mathematical properties that ensure
the correctness of parallel execution. These properties include
commutativity
A⊕B = B⊕A
A⊗B = B⊗A
(AB)T = BTAT
associativity
(A⊕B)⊕C = A⊕ (B⊕C)
(A⊗B)⊗C = A⊗ (B⊗C)
(AB)C = A(BC)
(A ⊗©B) ⊗©C = A ⊗© (B ⊗©C)
distributivity
A⊗ (B⊕C) = (A⊗B)⊕ (A⊗C)
A(B⊕C) = (AB)⊕ (AC)
A ⊗© (B⊕C) = (A ⊗©B)⊕ (A ⊗©C)
and the additive and multiplicative identities
A⊕ 0 = A A⊗ 1 = A AI = A
where 0 is an array of all 0, 1 is an array of all 1, and I is
an array with 1 along its diagonal. Furthermore, these arrays
possess a multiplicative annihilator
A⊗ 0 = 0 A0 = 0
APPENDIX B: PERTURBATION PROPAGATION
Correct category is the top category and passes through sub-
DNN unaffected by h(), making the sub-DNN for this category
a linear equation
y`+1 =
cW`y` + b`
where
b` = β`1−cW`1
Inserting the above expression into the DNN equations yields
yL =
(
0∏
`=L−1
cW`
)
y0 +
(
0∏
`=L−1
cW`
)
b0 +
L−1∑
j=2
(
j∏
`=L−1
cW`
)
bj−1
Substituting
b0 = β01−cW01
into the prior expression gives
yL =
(
0∏
`=L−1
cW`
)
(y0 − 1) + β0
(
0∏
`=L−1
cW`
)
1+
L−1∑
j=2
(
j∏
`=L−1
cW`
)
bj−1
The input for feature f is
y0 = 1− (r − 1)I(f)
resulting in
yL = (r − 1)
(
0∏
`=L−1
cW`
)
I(f) + β0
(
0∏
`=L−1
cW`
)
1+
L−1∑
j=2
(
j∏
`=L−1
cW`
)
bj−1
The correct top category will be selected when yL > 0 or
r > rd(W, β), resulting in
rd(W, β) = 1−
β0
(∏0
`=L−1
cW`
)
1+
∑L−1
j=2
(∏j
`=L−1
cW`
)
bj−1(∏0
`=L−1 cW`
)
I(f)
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