Introduction
In [9, He proves in [9, theorem 4.4 ] that κ + ∩ Cof(<κ) ∈ I[κ + ] for all regular cardinals κ. Our main result is:
If it is consistent that there is a cardinal κ which is κ + -Mahlo then it is consistent that I[ω 2 ] does not contain any stationary subset of Cof(ω 1 ).
The fact that a κ + -Mahlo cardinal κ is necessary is due to Shelah, and a proof is given in [7, theorem 13 ]. The proof of theorem 1.2 is given in section 3 of this paper. Section 2 introduces the basic construction in a simpler context, adding only one new closed unbounded set.
Most of our notation is standard. We write lim(X) for the set of limit ordinals α such that α ∩ X is cofinal in α, and X for the topological closure, X ∪ lim(X), of X. We use the nonstandard notation sup X (A) to mean min(X \ sup(A ∩ X)).
The reader of this paper may find it helpful to also consult [8] , which gives an exposition of this material with outlines of the proofs and discussions of some related topics.
2 Adding a single closed unbounded set 2 
.1 The forcing notion
Let B be a stationary subset of a regular cardinal κ. In this section we define a new forcing P B which will add a closed unbounded subset D of the set B * := B ∪ Cof(ω), while preserving ω 1 and collapsing cardinals to make κ = ω 2 . This forcing (which was discovered independently by Sy Friedman) is primarily designed as a warmup for the definition in section 3 of a forcing which adds κ + such sets in order to obtain a model in which I[ω 2 ]∩Cof(ω 1 ) is the nonstationary ideal; however the forcing described in this section gives alternate, and arguably simpler, models for the following known results [5] :
1. If it is consistent with ZFC that there is a Mahlo cardinal, then it is consistent that there are no special Aronszajn trees on ω 2 .
If it is consistent with ZFC that there is a weakly compact cardinal then it
is consistent that there are no Aronszajn trees on ω 2 .
In all of our applications κ is inaccessible and B is a set of cardinals λ of uncountable cofinality such that η ω < λ for all η < λ, and in order to simplify notation we make that assumption here; however the method is more general: It is sufficient to assume that there is a function σ : κ ∼ = H κ so that ω λ ⊂ σ"λ for each λ ∈ B. In particular, if κ = ω 2 and the CH holds in the ground model then B can be any stationary subset of ω 2 ∩ Cof(ω 1 ), and the forcing P B will add a closed unbounded subset of B * while preserving all cardinals.
We assume for simplicity that there is such a function σ which is uniformly Σ 1 -definable in the sets H λ for λ ∈ B, so that any set X ≺ 1 H λ can be identified with its set ord ∩X = σ −1 [X] of ordinals. If V = L, then such a definable function σ does exist, but its absence we could (assuming the continuum hypothesis) use an arbitrary function σ : ω 2 ∼ = ω ω 2 and include it as a predicate in the structure H λ .
A condition p in the forcing P B is a finite set of requirements, and the ordering on P B is reverse inclusion, that is, p ′ ≤ p if p ′ ⊃ p. We will first specify the three types of requirements, and then complete the definition of the forcing P B by specifying which requirements are compatible. The effect of a requirement I λ is to assert that λ ∈ D, and the effect of a requirement O (γ,γ ′ ] is to assert that D ∩ (γ, γ ′ ] = ∅. These two types of requirements can be used to define a variant, originally discovered by U. Abraham [1] , of the standard forcing [2, page 926] to add a closed, unbounded subset of a stationary set B ⊂ ω 1 with finite conditions, as follows: Define a condition in P B to be a finite set of requirements of the form I λ with λ ∈ B and of the form O (λ ′ ,λ] with λ ′ < λ < ω 1 , such that p satisfies the following simple compatibility property: there is no {I η , O (λ ′ ,λ] } ⊂ p with λ ′ < η ≤ λ.
The standard proof shows that this forcing preserves ω 1 , is proper if B = ω 1 , and adds a new closed unbounded set C ⊂ B. This set is not generic for Baumgartner's forcing as originally described in [2] , since C has the following property: If ν is any limit ordinal in C then lim inf α<ν otp(C ∩ (ν \ α)) is as large as possible. However Zapletal [10] has shown that the two forcings are equivalent.
Naively using this forcing to add a closed unbounded subset of ω 2 -or even to build a closed set D of order type ω 1 · ω-will collapse ω 1 . For example, take B = ω 2 and consider the condition {I ω1·ω }, which forces ω 1 · ω ∈ D. For each n < ω let ξ n = sup{ ξ < ω 1 : ω 1 · n + ξ ∈ D }. Then 0 ≤ ξ n ≤ ω 1 ; and for any limit ξ < ω 1 and any p ≤ {I ω1·ω }, and any sufficiently large n < ω, the set p ′ = p ∪ {I ω1·n+ξ , O (ω1·n+ξ,ω1·(n+1) ]} is a condition such that p ′ ≤ p and p ′ ξ n = ξ + 1. Hence { ξ n : n < ω & ξ n < ω 1 } is cofinal in ω 1 .
The requirements C M are designed to prevent this situation. The effect of a requirement C M will be that if γ ∈ M and γ ′ = sup(M ∩ γ) then
In the situation of the last paragraph we will have ω 1 · (n + 1) ∈ M , and sup(M ∩ ω 1 · (n + 1)) = ω 1 · n + ξ where ξ := sup(M ∩ ω 1 ). It follows that ω 1 · (n + 1) / ∈ D if and only if D ∩ [ω 1 · n + ξ, ω 1 · (n + 1)] = ∅. This implies that ξ n < ξ for each n such that ω 1 · (n + 1) / ∈ D, which is to say each n such that ξ n < ω 1 .
A second view of the forcing P ω1 may clarify the role of these requirements. The proof that P ω1 does not collapse ω 1 uses the observation that if M ≺ 1 H ω1 is countable and λ := sup(M ) then the condition {I λ } factors the forcing into two pieces: P ω1 /{I λ } ≡ P λ × P ω1\λ where P λ adds a closed, unbounded subset of λ and P ω1\λ adds a closed, unbounded subset of ω 1 \ λ. The effective strength of this observation can be captured by saying thatĠ ∩ M is a V -generic subset of P λ = P ω1 ∩ M . Thus the condition {I λ } isolates, or localizes, a countable piece P ∩ M of the forcing P . The conditions C M have the same effect in the forcing P ω2 to add a closed, unbounded subset of ω 2 : lemma 2.21 implies that whenever M ≺ H ω2 is countable then the condition C M forces thatĠ ∩ M is a V -generic subset of P ∩ M . This technique is explained in subsection 2.2.
This localization technique can be applied to other finite condition forcing notions of size ω 1 . Two examples are given in [8] : A simple construction of a model with no ω 2 -Aronszajn trees can be obtained by a Levy collapse onto ω 1 using finite conditions, and the forcing to add a Souslin tree of height ω 1 with finite conditions can be modified to add a Souslin tree of height ω 2 . I am indebted to Mirna Dzamonja for pointing out another example: Koszmider's paper [4] uses a similar technique to show that it is consistent that there exists a sequence of length ω 2 consisting of functions f α ∈ ω1 ω 1 with the property that if α ′ < α then { ν : f α ′ (ν) ≥ f α (ν) } is finite. Koszmider's forcing uses sets from a morass in place of our requirements C M , and can be somewhat simplified by the techniques of this paper.
We now continue with the formal definition of the forcing. As mentioned earlier, we will frequently use the function σ : κ → H κ to identify a model M with its set M ∩ ord of ordinals, and we will sometimes identify a set M ≺ H τ for τ > κ with M ∩ H κ .
Notice that if X is a fenced initial segment of M then X ω ∩ M ⊂ X. Definition 2.4. A condition p ∈ P B is a finite set of requirements satisfying the following properties:
Of course clause 4 also holds with M and M ′ reversed.
We will see in lemma 2.7 that if λ is one of the fences required by clause 2 or 4 of definition 2.4 for some condition p, then p I λ ∈ Ġ , and hence p forces that λ is in the new closed, unbounded set D. In particular we could obtain an equivalent forcing notion by requiring that I λ ∈ p for each such fence λ; however our definition, by not making this requirement, has the property that a set p of requirements is a condition whenever every pair of requirements in p is compatible.
Proof. This is immediate except possibly in the case R = I λ . In this case λ itself is the fence called for by clause 2.
We will say that a condition p is complete if for all λ < κ we have p λ ∈Ḋ if and only if I λ ∈ p. Lemma 2.7. Let p be a condition, and let p ′ be the set obtained by adding the requirements I λ ′ to p for each ordinal λ ′ listed below:
3. λ ′ = sup(M ∩ λ) for each C M ∈ p and each λ ∈ M such that I λ either is in p or was added by one of the clauses above.
Then p ′ is a complete condition such that for all λ, p λ ∈Ḋ if and only if p ′ λ ∈Ḋ. In particular the complete conditions form a dense subset of P B .
Notice that clauses 1 and 2 state that every fence λ ′ for p which is required by definition 2.4 is actually realized by a requirement I λ ′ ∈ p ′ . Clause 3 asserts that the maximal intervals (sup(M ∩ λ), λ) disjoint from M which are fenced above by I λ ∈ p ′ are also fenced below by I sup(M∩λ) .
The proof of lemma 2.7 will be given by the next two lemmas, and it is actually these results, rather than lemma 2.7, which will be used later in the section: Lemma 2.8 states that p ′ is a condition, and corollary 2.11 to lemma 2.10 states that the set D is closed.
Lemma 2.8. The set p ′ specified in lemma 2.7 is a condition, and (p ′ ) ′ = p ′ , that is, p ′ is closed under the construction of lemma 2.7.
Proof. Let I λ ′ be any of the requirements included in p ′ \ p by one of the four clauses of lemma 2.7. First we check that λ ′ ∈ B * , so that I λ ′ is actually a requirement. When λ ′ comes from clause 3 or 4 this is immediate because cf(λ ′ ) = ω. When λ ′ comes from clause 1 or 2 then λ ′ ∈ B * since λ ′ is required to be a fence in M , either by 2.4.2 if λ ′ comes from clause 1 or by 2.4.4 if λ ′ comes from clause 2.
In order to verify that p ′ is a condition we need to show that every requirement I λ ′ in p ′ \ p is compatible with every other requirement R ∈ p ′ . Since every requirement in p ′ \ p has the form I λ ′ , which is compatible with any other requirement of the form I λ , we only need to consider requirements R ∈ p of the forms
were incompatible with any of the requirements I λ ′ specified by any of clauses 1-4 then η ′ < λ ′ ≤ η, and this would imply that O (η ′ ,η] is not free of M and hence is a member of M . In the case of clause 2, O (η ′ ,η] is not free of M ′ and hence it must be a member of M ′ as well as of M , but this is impossible since η ≥ sup(M ∩ M ′ ). In the case of clause 1 or clause 3, O (η ′ ,η] ∈ M implies that η ′ < λ ≤ η and hence O (η ′ ,η] is incompatible with I λ . In the case of clause 1 this is impossible since I λ and O (η ′ ,η] are both in p; in the case of clause 3 either both are in p or else O (η ′ ,η] is in p and I λ was added by one of the first two clauses. In the latter case I λ is known to be consistent with p by the previous analysis. In the case of clause 4,
Since I λ is either in p or was added by clause 2 and hence is known to be compatible with p, this contradicts the assumption that O (η ′ ,η] ∈ p.
Next suppose that R = C N ∈ p and let τ := min(N \ λ ′ ), the fence in N which is required by clause 2.4.2 for the compatibility of R with I λ ′ . We need to show that τ ∈ B, which we do by showing that τ is already required as a fence for the compatibility of C N with one of the requirements which determined λ ′ .
It should be noted that I τ is the requirement which clause 1 requires be included in (p ′ ) ′ when I λ is taken equal to I λ ′ and C M is taken to be C N . The discussion below will show that τ is a fence for requirements in p, and hence I τ is included in p ′ by either clause 1 or 2. This observation verifies that clause 1 does not add any requirements to (p ′ ) ′ which are not already in p ′ .
In the case of clause 1, if λ ′ ≥ δ := sup(M ∩ N ) then the fence τ ∈ N is already required by clause 4a for the compatibility of C M with C N . Thus we can
In the case of clause 2 we can assume, as with clause 1, that λ ′ < sup(N ∩M ), and that N ∩ M is a member of M and an initial segment of N . It follows that τ = min(N \ λ), so we can also assume that λ ′ < sup(N ∩ M ′ ) and that N ∩ M ′ is a subset of M ′ and an initial segment of N .
In the case of clause 3, if τ ≥ λ then τ is already required as a fence in N for I λ , so we can assume that λ ′ ≤ τ < λ. If τ ≥ δ := sup(M ∩ N ) then the fence τ is already required by clause 2.4.4a, so we can assume that τ < δ.
In the case of clause 4, if δ := sup(M ∩ N ) < λ ′ then the fence τ is already required by clause 2.4.4a. Otherwise δ = λ ′ , in which case either δ ∈ N , so that λ ′ ∈ B * since cf(λ ′ ) = ω, or else the fence τ is already required by clause 2.4.4c.
It only remains to show that (p ′ ) ′ = p ′ . Only clauses 1 and 3 are problematic, since the only requirements in p ′ \ p are of the form I λ ′ . We observed above that no requirements are added to (p ′ ) ′ \ p ′ by clause 1, so it is sufficient to verify that clause 3 does not add any members to (p ′ ) ′ \ p ′ .
To this end, suppose I λ ′ ∈ p ′ \ p and C N ∈ p, and let λ ′′ = sup(N ∩ λ ′ ), the ordinal specified by clause 3 when λ of that statement is taken to be λ ′ and M is taken to be N . If I λ ′ was added to p ′ by one of clauses 3 or 4 then λ ′′ = sup(M ∩ λ ′ ) = λ ′ , so we need only consider the cases when I λ ′ is added by one of clauses 1 or 2. However in that case I λ ′′ was added to p ′ by clause 3, since I λ of that clause is allowed to be a requirement added to p ′ by one of the first two clauses. Corollary 2.9. If λ ′ is any of the ordinals specified in lemma 2.7 then p λ ′ ∈ D.
Proof. For any p 1 ≤ p we have that p 1 ⊃ p implies p ′ 1 ⊃ p ′ , and thus
Lemma 2.10. Suppose that p ′ is as given by lemma 2.7 and that
Proof. Let (τ ′ , τ ) be the largest interval containing λ which does not contain any λ ′ such that I λ ′ ∈ p ′ . We can assume that τ < κ, for otherwise λ is larger than any of the requirements I ξ or C M in p ′ , and hence O (λ ′ ,λ] is compatible with p ′ for any sufficiently large λ ′ < λ. Now notice that if {C M , C M ′ } ⊂ p ′ and M ∩ (τ ′ , τ ) and M ′ ∩ (τ ′ , τ ) are both nonempty then the fact that p ′ is closed under clause 2.7.2 implies that τ ≤ sup(M ∩ M ′ ), and it follows that either
This completes the proof of lemma 2.7, and also has the following corollary:
Proof. It is easy to see that D is unbounded, since any condition p is in H α for some cardinal α < κ, and p is compatible with I λ for any λ ≥ α in B * .
To see that D is closed, suppose that p is a complete condition and λ is an ordinal such that p I λ ∈ Ġ . By lemma 2.10 there is a condition p ′ :=
Then p ′ forces that λ is not a limit point of D.
Definition 2.12. We say that p is more complete if p is complete and in addition C M∩λ ∈ p whenever {C M , I λ } ⊂ p and λ ∈ B.
Proposition 2.13. The set of more complete conditions is dense in P B .
Proof. Suppose that p is any complete condition and let p
To verify that p ′ is a condition we need to verify that C M∩λ is compatible with every requirement R in p. It is easy to see that any requirement R = I λ ′ which is compatible with C M is also compatible with C M∩λ .
Any requirement R = O η ′ ,η which is compatible with C M but not with M ∩λ must have η ′ < sup(M ∩ λ) ≤ η, but then R is not free of M . It follows that R is a member of M , which implies η ≥ λ so that R is not compatible with I λ .
Similarly, any requirement R = C N compatible with C M but incompatible with C M∩λ must have sup(M ∩ λ) < λ ′ := min(N \ sup(M ∩ λ)) and λ ′ / ∈ B. This implies λ ′ < λ, as otherwise λ ′ would be the fence for λ in N , and it implies that λ ′ < sup(M ∩ N ) as otherwise λ ′ would be required as a fence to free M from N . Then N ∩sup(M ∩N ) ⊂ M , so N ∩M ∈ N and hence sup(M ∩λ) ∈ N , contradicting λ ′ > sup(M ∩ λ).
To see that p ′ is complete, notice that the argument showed that any fences required for compatibility of the requirements in p ′ were already required for requirements in p, and hence lemma 2.7 implies that p ′ is complete.
Strongly generic conditions
We will be using a notion somewhat stronger than properness: Definition 2.14. If P is a forcing notion and M is a set then we say that p is a strongly generic condition for X in P if p "Ġ ∩ X is a V -generic subset of P ∩ X".
Thus being a strongly generic condition is stronger than Shelah's notion of a P, X-generic condition p, which forces thatĠ ∩ X is a X-generic subset. 1 Proposition 2.15. A condition p 0 ∈ P is a strongly generic condition for X if and only if there is a for all p ≤ p 0 there is a condition p|X ∈ X such that any condition q ∈ X which is compatible with p|X is compatible with q.
Proof. First suppose that p 0 is a strongly generic condition and p ≤ p 0 , and let A be the set of q ∈ X such that q is incompatible with p. Then p A∩(Ġ∩X) = ∅, and it follows that A is not dense in P ∩ X. Then we can take p|X to be any
Now if p 0 is not a strongly generic condition then there is q ≤ p 0 in P and a dense subset D of P ∩ X such that q D ∩Ġ = ∅. Now if r ∈ P ∩ X is a candidate for q|X then since D is dense there is a condition r ′ ≤ r in D ⊂ X, but r ′ cannot be compatible with q.
We will say that a model X has strongly generic conditions if for every p ∈ P ∩ X there is a strongly generic condition p ′ ≤ p. In all the examples of this paper the model X will have a single strongly generic condition p 0 which is compatible with any q ∈ P ∩ X.
We will use the following well known observation. The property of δpresaturation is, for our purposes, essentially a local δ-chain condition which ensures that forcing with P does not collapse δ.
Lemma 2.16. If P is a forcing notion such for stationarily many models M of size less than δ have, for each q ∈ M , a M -generic condition p ≤ q, then P is δ-presaturated: if G ⊂ P is generic and A is a set of size less than δ in V [G] then there is a set
Proof. Set µ := |A| V , and suppose that p k : µ onto − −− →Ȧ. Pick a model M ≺ H θ of size less than δ for some H θ such that {k,Ȧ, p, P } ∪ µ ⊂ M and M has a strongly generic condition p 0 ≤ p. Then p 0 forces that for every ξ < µ there is q ∈ M ∩Ġ and x ∈ M such that q k (ξ) = x, and hence p 0 forces thaṫ A ⊂ M .
If the partial order P has meets then the function q → q|X witnessing that p is a strongly generic condition can be extended to conditions q compatible with p by defining q|X to be (q ∧ p)|X. The following definition states another property shared by all strongly generic conditions in this paper: Definition 2.17. Suppose that the partial order P has meets. We say that a strongly generic condition p for a model X is tidy if there is a function q → q|X witnessing the fact that is p is a strongly generic condition such that (q|X)|X = q|X whenever q ≤ p and (q ∧ q ′ )|X = q|X ∧ q ′ |X whenever q, q ′ ≤ p are compatible.
Notice that if p is a tidy strongly generic condition for X and q ≤ p then|X ∈Ġ, for if q ′ ≤ q then q ′ |X = (q ′ ∧ q)|X = q ′ |X ∧ q|X ≤ q|X. Since q ′ is compatible with q ′ |X it follows that q ′ ∧ q ′ |X is a common extension of q ′ and q|X. Lemma 2.18. Suppose that p is a tidy strongly generic condition for a model X in the forcing notion P , and that stationarily many models M of size δ have strongly generic conditions for P . Let G be a generic subset of P with p ∈ G,
Proof. Letk be a name for k and let p 0 ≤ p be a condition which forces thatk satisfies the hypothesis of the lemma. Pick a model M ≺ H θ of size δ for some cardinal θ such that { P, p 0 , X,k } ⊂ M and M has a strongly generic condition
which is impossible since r ′ and r are compatible.
We will show that
Suppose to the contrary that there are
|X. This contradiction completes the proof of formula (1).
By elementarity V also satisfies the right side of equation (1). Since|X ∈Ġ for any q ≤ p it follows that
The idea of this proof is also used in [6] to give an easier proof of the main lemma of [5] and of a related lemma of Hamkins [3] .
Strongly generic Conditions in P B
Lemma 2.19. If λ ∈ B and X := H λ then {I λ } is a tidy strongly generic condition for X.
If p and q are compatible conditions below I λ then (p ∧ q)|X = (p ∪ q)|X = p|X ∪ q|X = p|X ∧ q|X, so this function is tidy. To show that it witnesses that {I λ } is a strongly generic condition we need to show that any q ∈ X such that q ≤ p|X is compatible with p. Certainly p ∪ p|X is a condition because it is a subset of the more complete condition p ′ ≤ p given by proposition 2.13. To complete the proof we need to show that any requirement in p is compatible with any requirement in X which is compatible with p|X.
Similarly, any requirement O (η ′ ,η] ∈ p must, in order to be compatible with
Corollary 2.20. If κ is inaccessible and B is stationary in κ, then P B is κpresaturated and hence prserves all cardinals greater than or equal to κ.
Proof. This is immediate from lemmas 2.19 and 2.16.
As was pointed out earlier, lemma 2.21 below, like lemma 2.19 above, is a variation of the proof of properness for P ω1 . Lemma 2.21 replaces the countable set M ≺ H ω1 with a countable set M ≺ H κ .
Proof. The proof is similar to that of lemma 2.19. If p ≤ {C M } then we set
Again, p|M is a subset of the more complete extension of p and hence is compatible with p. We need to show that any requirement R ∈ p is compatible with any requirement in M which is compatible with p|M .
Finally, suppose R = C N ∈ p, and set δ := sup(M ∩ N ). We will consider each type of requirement in M in turn.
First, suppose
Below δ we need to consider two cases.
In the other case M ∩ N ∈ M , so that C M∩N ∈ p|M . Clearly any fence λ < δ needed to free one of N or M ′ from the other is also needed to serve the same function for N ∩ M and M ′ , and so is guaranteed
It only remains to verify clauses 4(bc) of definition 2.4. We show that M ′ and N have the same relationship as do M and N : we have 
Corollary 2.22. The forcing P B is proper.
= κ, and all larger cardinals are preserved.
Proof. Corollary 2.22 implies that ω 1 is preserved, and corollary 2.20 implies that κ is preserved. All larger cardinals are preserved since |P B | = κ. Thus we only need to show that each cardinal λ in the interval ω 1 < λ < κ is collapsed. The argument uses the same construction as was used earlier to explain why the requirements C M are needed to prevent ω 1 from being collapsed:
Fix a regular cardinal λ < κ and define ξ ν := sup{ ξ < λ :
However no condition p ≤ {I α } can put any restriction on more than countably many of the ordinals ξ ν , and hence Y is cofinal in λ.
We finish up section 2 by proving theorem 2.1:
Proof. Let B be the set of all cardinals λ < κ such that cf(λ) > ω and let G ⊂ P B be generic. We now argue exactly as in [5] :
If κ is Mahlo and T is a special Aronszajn tree in the extension
, given by any node of height λ in T . Every initial segment of this branch is in T ↾λ and hence is in
Since T is special the branch b collapses λ, which contradicts the fact that lemma 2.23 implies that λ is not
If κ is weakly compact and T is an Aronszajn tree then the Π 1
. This is impossible, since T ↾λ certainly has branches in V [G] and lemma 2.18 implies that any such branches are in
The reader who is doubtful about our earlier statement that this proof is "arguably simpler" than that in [5] should note that the choice of B as the set of all cardinals λ < κ of uncountable cofinality means that the notion of a "fence", and all references to fences, can be eliminated. Indeed a further simplification is possible: an argument given in [8] eliminates the closed unbounded set and uses as conditions pairs In defense of the original construction in [5] , it should be noted that the proof of the main lemma of that paper can be substantially simplified by techniques from this paper. Details may be found in [6] .
3 Adding κ + closed, unbounded subsets of κ
We will now extend the forcing from section 2 in order to obtain a diagonally continuously decreasing sequence D α : α < κ + of closed, unbounded subsets of κ. This means that D α+1 ⊂ D α for all α, and if α is a limit ordinal then D α is equal to the diagonal intersection △ α ′ <α D α ′ . The definition of this diagonal intersection depends on a choice of a map π α : κ ∼ = α. In addition, the sets D α are to be subsets of
and the set B α depends on the choice of the function f α representing α in the nonstationary ideal. The first subsection describes how to use κ to define the functions π α and f α .
Using κ
Let C α : α < κ + be a κ sequence. We write c α,ξ for the ξth member of C α . It will be convenient to assume that C α+1 = {α} for all α, that C α = α for limit α ≤ κ, and that c α,0 = κ for all limit α > κ.
The desired functions π α and f α will be defined by writing α as a union ξ<κ A α,ξ of sets A α,ξ of size less than κ having coherence properties stated in lemma 3.2.
is defined by a subsidiary recursion on ν as the set of ν ∈ C α ∩ c α,ξ such that one of the following holds:
Note that the right side of clause 3 makes sense since c α,γ < ν and ν < α.
Proof. Each clause of lemma 3.2 is proved by induction on α. Clause 1 will follow from the induction hypothesis once we have shown that C * α,ξ ⊆ C * α,ξ ′ . We prove by an inner induction on ν ∈ C α that if ξ < ξ ′ and ν ∈ C * α,ξ then ν ∈ C * α,ξ ′ . This is trivial for clauses 1 and 2 of definition 3.1, so we can assume ν = c α,γ+1 for some γ < otp(C α ). In this case ν ∈ C * α,ξ implies that c α,γ ∈ C * α,ξ ∩ A ν,ξ . Then c α,γ ∈ C * α,ξ ′ and c α,γ ∈ A ν,ξ ′ by the induction hypothesis on ν and on α, respectively, so ν ∈ C * α,ξ ′ . Clause 2 is immediate, since the induction hypothesis implies that A α,ξ is the union of at most |ξ| sets A ν,ξ , each of size at most |ξ|.
For clause 3 we first show by an inner induction on
, it is sufficient to consider the successor case γ = c α,ν+1 . By the induction hypothesis on ν there is ξ 0 so that c α,ν ∈ C * α,ξ0 and by the induction hypothesis on α there is ξ 1 so that c α,ν ∈ A γ,ξ1 . Then γ ∈ C * α,ξ where ξ = max(ξ 0 , ξ 1 ). Now suppose γ < α, and pick some α ′ ∈ C α \ γ. By the last paragraph there is some ξ 0 < κ such that α ′ ∈ C * α,ξ0 and by the induction hypothesis there is some ξ 1 < κ such that γ ∈ A α ′ ,ξ1 . It follows by clause 1 that γ ∈ A α,ξ where ξ = max(ξ 0 , ξ 1 ).
and note that since ν is also a limit point of A α ′ ,ξ = A α,ξ ∩ α ′ the induction hypothesis implies the desired conclusion.
Clause 6 is immediate from the fact that C γ = C α ∩ γ. Clause 5 implies that clause 7 holds for γ ∈ lim(A α,ξ ) \ A α,ξ so it will be sufficient to prove clause 7 for γ ∈ A α,ξ . We first show that
Suppose thatγ ∈ C * α,ξ and assume as an induction hypothesis that (2) holds for all γ <γ in C * α,ξ . Ifγ = c α,ν+1 ∈ C * α,ξ and formula (2) holds for all γ <γ thenγ ′ := c α,ν ∈ A γ,ξ and hence Aγ′ ,ξ = Aγ ,ξ ∩γ ′ by the induction hypothesis on α. This and formula (2) for γ =γ ′ imply that formula (2) holds for γ =γ. Otherwise, ifγ is a limit member of C * α,ξ then the induction hypothesis on α, together with (2) for all γ <γ, imply that (2) holds for γ =γ.
It
for some c α,ν+1 ∈ C * α,ξ , and then A α,ξ ∩ c α,ν+1 = A cα,ν+1,ξ by (2), and A cα,ν+1,ξ ∩ γ = A γ,ξ by the induction hypothesis on α.
The following corollary gives some other useful properties of the sets A α,λ :
Proof. Clause 1 follows from lemma 3.2.5. Clause 2 follows from lemma 3.2.1 and the definition of A ξ,λ and clause 3 follows from lemma 3.2.7. Clause 4 follows from our assumptions that C κ = κ and c α,0 = κ for α > κ.
2. We define f α (λ) = otp(A α,λ ). Notice that [f α ] NS = α.
Definition 3.5. For each α < κ + we define π α to be the bijection from a subset of κ onto α defined as follows: Let τ : { a ∈ κ <ω : ∀i > 0 a i < a 0 } → κ be the bijection defined by τ (a 0 , . . . , a n ) < τ (b 0 , . . . , b m ) if and only if (a 0 , n, a 1 , . . . , a n )
This function π α has the convenient properties that π α ′ ⊂ π α whenever α ′ ∈ lim(C α ), and A α,λ = π α "(λ ∩ domain(π α )) for any cardinal λ. We will normally write π α "X instead of the correct, but cumbersome, expression π α " X ∩ domain(π α ) . Proposition 3.6. Suppose that X ≺ 1 H κ + and α ∈ X \ lim(X), and set α ′ := sup(X ∩ α). Then α ′ is a limit point of C α , and
Proof. We must have cf(α) > ω, or else X would be cofinal in α. Hence α ∈ lim(C α ) and lim(C α ) is cofinal in α. By elementarity it follows that lim(C α )∩X is cofinal in α ∩ X, and this implies the first paragraph. The second paragraph follows from lemma 3.2.6 and the previous observation.
The requirements
As in the forcing in section 2 for one closed, unbounded set, the conditions in P * are finite sets of requirements, ordered by subset (that is, p ≤ q if p ⊇ q). The counterparts to I λ and O (λ ′ ,λ] are relatively straightforward and are given in definition 3.7; the counterparts to C M are more complex and will be introduced in subsection 3.3. As in section 2 we will use Gödel numbering to regard these requirements as sets, setting I η,λ = 0, η, λ for example.
Definition 3.7. 1. I η,α is a requirement whenever η < κ + and α ∈ B * η .
2. O η,(α ′ ,α] is a requirement whenever α ′ < α < κ, and either η = 0 or η < κ + is a successor ordinal.
A requirement I η,λ will force that λ ∈ D η , and a requirement O η,(λ ′ ,λ] will force that D η ∩ (λ ′ , λ] = ∅. The desire that the new closed, unbounded sets be continuously diagonally decreasing suggests the following definition: Definition 3.8. We say that I η,λ ∈ * p if there is I η ′ ,λ ∈ p such that either η λ η ′ , or η is a limit ordinal and A η,λ is a subset (and hence an initial segment) of A η ′ ,λ . 
The requirements C M,a
The next two definitions give the formal definition of the requirements C M,a . Following this we will look at the simplest and most natural examples of such requirements, and explain why these examples do not suffice for the proof. Definition 3.9. A proxy is a sequence a = (α 0 , λ 0 ), . . . , (α k , λ k ) where α is an increasing sequence of ordinals below κ + , λ is an increasing sequence of ordinals below κ, and A αi,λ = A αi+1,λ ∩ α i for all i < k and λ ≥ λ i+1 . Notation 3.10. Suppose that a = (α 0 , λ 0 ), . . . , (α k , λ k ) is a proxy and λ < κ. Then we write α a (λ) = α i and λ a (λ) = λ i , where i is the largest integer such that λ ≥ λ i .
If C M is a requirement in the forcing of section 2 then we write M α = π α "M and M a = M α0 .
We make the convention that the name a of a proxy is regarded as referring to the ordinal α a (λ) when it is used in a context where an ordinal is needed and λ is clear from the context. For example, we will write A a,λ instead of A αa(λ),λ .
We will write A M,a,λ for { A α,λ : α ∈ M a } ∪ A a,λ . 4. M a is primitive recursively closed in the language with a predicate for the function α → C α .
For each
Proposition 3.12. If C M,a is a requirement then A α,λ , π α and f α are in M a for each α ∈ M a and λ ∈ M .
A requirement C M,a is intended to have an effect like that of the requirement C M in the forcing of section 2 for each of the sets D α with α ∈ M . The simple requirements are the simplest example: Definition 3.13. A requirement C M,a is said to be simple if a = (α 0 , 0) where α 0 := sup(M a ), and otp(C α0 ) = sup(M ). We will often write R X for the simple requirement C M,a with X = M a .
It can be easily verified that if X ≺ 1 H κ + is countable, κ ∈ X, otp(C sup(X) ) = sup(X ∩ κ) and lim(C sup(X) ) is cofinal in X, then C M, (sup(X),0) is a simple requirement with M a = X. Simple requirements will play the same role in the strong genericity lemma 3.39 for the forcing P * of this section as the requirements C M play in lemmas 2.19 and 2.21 from section 2.
Lemma 3.14. The set of countable X ≺ H κ + such that R X is a simple requirement is stationary.
The set of countable X such that R X is simple is not closed, and so the forcing P * is probably not proper; however lemma 3.14 is sufficient.
Proof. Let X = X α : α < κ + be a continuous elementary tower of transitive models X α ≺ (H κ + , C) of cardinality κ, where C is the κ -sequence. Consider the set S of sets X = X ′ ∩ X α where X ′ ≺ (H κ + , C, X) is countable and α is an ordinal in X ′ such that α = sup(X α ) and cf(α) = κ. Then S is a stationary subset of [H κ + ] ω , so it will be enough to show that any X ∈ S satisfies definition 3.13. This follows easily from the observation that |X| = ω < cf(α), so that α ∈ X ′ \ lim(X ′ ) and hence proposition 3.6 implies that
As pointed out earlier, a simple requirement C M,a is intended to behave like the requirement C M in P Bα for each of the new closed, unbounded sets D α with α ∈ M a . This consideration, together with the desire that the sequences of sets D α be continuously decreasing, motivates the following compatibility condition:
The need for requirements C M,a which are not simple arises in the proof of the strong genericity lemmas. As part of the proof that {C M } is a strongly generic condition for X = M a whenever R X = C M,a is a simple requirement, we will need to show that for any requirement R compatible with {C M,a } there is a requirement R ′ = R|X ∈ X such that any requirement in X which is compatible with R ′ is also compatible with R. Consider the case of a simple requirement
; however this has two problems. First, it need not be simple, since otp(C sup(Ma∩N b ) may be less than sup(M ∩N ). Second, and more seriously, there may be η ∈ M a and λ ∈ N ∩ M such that η ≺ λ η ′ for some η ′ ∈ N b , but not for any
The choice of N ′ = N ∩ M is correct, but the correct choice of the proxy b ′ will be constructed in subsection 3.6 so that any ordinal η like that described above is in A b ′ ,λ . Thus the proxy b ′ is so called because it serves as a proxy in M a for that part of N b which lies above M a ∩ N b . Proof. If α ∈ M a then the proposition follows from definition 3.11.4, since the definition of π α is primitive recursive in C α ′ : α ′ ≤ α . If α ∈ lim(M a ) \ M a and α < sup(M a ) then set α ′ := min(M a \ α). Then π α "M = π α ′ "M , which is equal to M a ∩ α since α ′ ∈ M a by proposition 3.6.
Finally, if α = sup(M a ) then M a = π α0 "M = π α "M = M α since α ∈ lim(C α0 ). The following observation will be used frequently. Note that the requirement that sup(M ∩ N ) be a limit cardinal is satisfied by any pair C M and C N which are compatible in the forcing P B of section 2, for any set B of inaccessible cardinals. Proof. Suppose that η ′ ∈ N b ∩ A η,λ where λ < sup(M ∩ N ) and either η ∈ M a or η = α a (λ). By increasing λ if necessary, we can assume that λ ∈ M ∩ N . Now suppose that the hypothesis to clause 2 holds and notice thatᾱ is a limit
If
were nonempty then lemma 3.17 would imply that α ′ ∈ M a , contrary to the fact that α ′ >ᾱ = sup(M a ∩ N b ).
Definition of the forcing P
We will say that λ ′ is an M, a-fence for (α, λ) or for
is an M, a-fence for (α, λ). Proof. If α ∈ M a then sup M,a (A α+1,λ ) = α and λ ′ is a M, a-fence for (α, λ) if and only if λ ′ ∈ B * α . In all other cases α ′ := sup M,a (A α+1,λ ) is a limit ordinal.
A requirement
On the other hand, if λ ′ / ∈ B * α ′ then by clauses 4 and 5 of definition 3.11 there is some γ ∈ A α ′ ,λ ′ ∩ M a = A α,λ ∩ M a such that λ ′ / ∈ B * γ , and hence there can be no α ′′ such that (α ′′ , λ ′ ) is a M, a-fence for (α, λ). 
Proof. The assumption that I α,λ is a requirement implies that λ ∈ B * α , and it follows that λ ∈ B * γ for all γ ∈ A α+1,λ ∩ M a . Thus lemma 3.22 implies that λ ′ is an M, a-fence for (α, λ).
zzz to here With these preliminary definitions out of the way, the definition of the forcing is exactly the same as in section 2: Definition 3.25. A condition of the forcing P * is a finite set of requirements satisfying the following statements:
2. If {I α,λ , C M,a } ⊂ p then I α,λ is free of (M, a). whereĠ is a name for the generic set.
If
a then any M, a-fence for (α ′ , λ) is also a M, a-fence for (α, λ). Now suppose that I α,λ ∈ * p because α is a limit ordinal and A α,λ ⊂ A α ′ ,λ for some
Completeness
In this section we define the closed, unbounded sets D α and characterize, for a given condition p, the pairs (α, λ) such that p λ ∈Ḋ α . As in section 2, the most important results are corollary 3.33, stating that the sets D α are closed, and the statement in lemma 3.31 that the set p ′ described there (and hence any subset of p ′ ) is a condition. Definition 3.29. We will say that a condition p is complete if for all ∀λ < κ∀α < κ + (p λ ∈Ḋ α =⇒ I α,λ ∈ * p).
Note that proposition 3.27 states that the converse to the implication in definition 3.29 always holds: p λ ∈Ḋ α whenever I α,λ ∈ * p.
The following lemma corresponds to lemma 2.7 from the forcing for a single closed, unbounded set. Note that, as in lemma 2.7, the first two clauses state that each fence required for compatibility of requirements in p is realized by a requirement I α ′ ,λ ′ ∈ p ′ . Then p ′ is a complete condition, and for all α and λ we have that p λ ∈Ḋ α if and only if p ′ λ ∈Ḋ α .
The proof of lemma 3.30, which is given by the next two lemmas, is essentially the same as that of lemma 2.7 but is complicated by the need to consider the more complicated notion of a fence.
Lemma 3.31. The set p ′ of lemma 3.30 is a condition, and moreover (p ′ ) ′ is essentially the same as p ′ , in the sense that any requirement I α,λ ∈ (p ′ ) ′ satisfies I α,λ ∈ * p ′ .
Proof. As in lemma 2.7 we need to show that any requirement I α ′ ,λ ′ specified to be added by lemma 3.30 is compatible with any requirement R ∈ p of one of the forms O η,(τ ′ ,τ ] or C N,b .
First we show that any R = O η,(τ ′ ,τ ] ∈ p is compatible with any of the requirements I α ′ ,λ ′ in p ′ \ p. If, to the contrary, R is incompatible with I α ′ ,λ ′ ∈ p ′ \ p then R is not free of the requirement C M,a in the clause which specified I α ′ ,λ ′ , and hence R ∈ M a . This is impossible if I α ′ ,λ ′ was specified by one of clauses 1 or 3, since it would imply that R is not compatible with I α,λ ∈ p. If R comes from clause 2 then it follows that R is not free of C M ′ ,a ′ either, so R ∈ M ′ a ′ as well, but this is impossible since τ ≥ sup(M ∩ M ′ ). Finally, I α ′ ,λ ′ cannot come from clause 4 since τ ≥ sup(M ). Hence R must be compatible with I α ′ ,λ ′ . Now let R = C N,b ∈ p and set τ := min(N \ λ) and γ := sup N,b (A α,λ ). In order to see that R is compatible with I α ′ ,λ ′ we need to verify that τ ∈ B * γ , which we will do by showing that I γ,τ ∈ * p ′ . By doing so we will also verify the "moreover" clause of the lemma 3.31 for those requirements in (p ′ ) ′ \p ′ which are specified by clause 1, since the requirement I γ,τ is just the requirement which is added to (p ′ ) ′ by clause 1 when I α,λ is taken to be I α ′ ,λ ′ and C M,a is taken to be C N,b .
In the case I α ′ ,λ ′ was added by clause 1 we can assume, as in the proof of lemma 2.7, that λ ′ < δ := sup(M ∩ N ) and N ∩ M = N ∩ δ ∈ M , so τ = min(N \λ ′ ) = min(N \λ). Since α ′ and λ ′ are in M a , lemma 3.18 implies that
The case that I α ′ ,λ ′ was added by clause 2 is, again, only problematic if λ ′ < δ := sup(N ∩ M ) and N ∩ M = N ∩ δ ∈ M , so τ = min(N \ λ). If τ > δ ′ := sup(N ∩ M ′ ) then τ is an N, b-fence for (M ′ , a ′ ). By lemma 3.17, in order to show that τ is a N, b-fence for (α ′ , λ ′ ) it is sufficient to show that
It follows that γ ∈ A M ′ ,a ′ ,λ ∩ N b , which implies that τ ∈ B γ because τ is a N, b-fence for (M ′ , a ′ ). Since τ is an N, b-fence for (M ′ , a ′ ) we have τ ∈ B γ for all such γ, and hence τ is an N, b-fence for (α ′ , λ ′ ).
Thus we are left with the case λ ′ < min(δ, δ ′ ), and we now show that this is impossible.
In the case that I α ′ ,λ ′ was added by clause 3, if τ > λ then I γ,τ is already required as a fence for I α,λ . Thus we can assume that λ ′ ≤ τ < λ. If τ ≥ δ := sup(M ∩ N ) then I γ,τ is already required by clause 2, so we can assume that τ < δ. If M ∩ N ∈ N then λ ′ = τ ∈ N , so we can assume that N ∩ δ = M ∩ N ⊂ M , but this is impossible since it contradicts the assumption that τ < λ.
In the case that I α ′ ,λ ′ was added by clause 4, then λ ′ ≥ δ := sup(M ∩ N ).
Thus either τ = λ ′ or else I γ,τ was already added by clause 2. It only remains to verify the "moreover" clause of lemma 3.31, stating that
specified by either of clauses 2 or 4, since these are determined by requirements of the form C M,a ∈ p and no new requirements of this form are added to p ′ . It was observed previously that the requirements in (p ′ ) ′ \p ′ determined by clause 1 are the requirements I γ,τ considered in the case R = C N,b . Thus we only need consider requirements specified by clause 3; however this new application of clause 3 cannot take as I α,λ one of the requirements added to p ′ by clause 1 or 2, since the statement of clause 3 allows such requirements I α,λ to be used in the construction of p ′ , and if I α,λ came from one of clauses 3 or 4 then cf(λ) = ω and hence if λ ∈ M then sup(M ∩ λ) = λ, so clause 3 does not lead to a further addition to (p ′ ) ′ .
The next lemma completes the proof of lemma 3.30: Lemma 3.32. Suppose that the condition p ′ is as in the hypothesis of lemma 3.31, that is, every requirement I α ′ ,λ ′ which is specified as a member of p ′ by one of the four clauses of lemma 3.30 satisfies I α ′ ,λ ′ ∈ * p ′ . Then for any α < κ + and λ < κ such that I α,λ / ∈ * p there is a requirement O η,(λ0,λ1] compatible with p ′ such that λ 0 < λ ≤ λ 1 and η λ α. Hence p ′ is complete.
Proof. We can assume that α is ≺ λ -minimal such that I α,λ / ∈ * p ′ , so that either α = 0 or α = α 0 + 1 and I α0,λ ∈ * p ′ . We will set η := α, and in the rest of the proof we will find λ 0 and λ 1 .
Let τ 0 be the least ordinal τ such that I α,γ / ∈ * p ′ for all γ ∈ (τ, λ), and such that M ∩ λ ⊂ τ for all C M,a ∈ p ′ such that M ∩ λ is bounded in λ. Note that τ 0 < λ since it is the supremum of a finite set. Let τ 1 be the least ordinal τ > λ such that I α,τ ∈ * p ′ . We can assume that τ 1 exists, for otherwise the hypothesis that p ′ is closed under clause 3 of lemma 3.32 implies that O α,(τ0,λ] is free of every C M,a ∈ p ′ and hence is compatible with p ′ . In that case we could take λ 0 = τ 0 and λ 1 = λ. Now set
We can assume that Y = ∅ since otherwise O α,(τ0,λ] is free of every C M ∈ p ′ . If C M ∈ Y then (τ 0 , λ) ∩ M = ∅ by definition, and [λ, τ 1 ) ∩ M = ∅ since otherwise λ = sup(M ∩ τ 1 ) and the hypothesis that p ′ is closed under clauses 3 and 4 of lemma 3.30 implies that I α,λ ∈ * p ′ .
I claim that α ∈ M a for every C M,a ∈ Y . This is clear if α = 0, so we can assume that α = α 0 + 1 and that I α0,λ ∈ p ′ . Suppose to the contrary that C M,a ∈ Y and α / ∈ M a . By assumption there is an ordinal α ′ ∈ M a ∪ {α a (λ)} such that α ∈ A α ′ ,λ ; let α ′ be the least such, so that α ′ = sup M,a (A α ′ ,λ ∩ α). Set γ := min(M \ λ), so that λ ≤ γ < τ 1 . Then {I α0,λ , C M,a } ⊂ p ′ implies that I α ′′ ,γ ∈ * p ′ for every α ′′ ∈ A α ′ ,γ ∩ M . Now α ′ is a limit ordinal since α / ∈ M , so this implies that I α ′ ,γ ∈ * p ′ , which contradicts the choice of τ 1 .
The rest of the proof is exactly as in section 2: If C M,a and C M ′ ,a ′ are in Y then we must have τ 1 ≤ sup(M ∩ M ′ ), and hence M ∩ M ′ is a fenced initial segment of at least one of M and M ′ .
This completes the proof of lemma 3.30, and we end subsection 3.5 with one more application of lemma 3.32: Corollary 3.33. Each of the sets D α is an closed and unbounded subset of B * α , and if α is a limit ordinal then
Proof. Certainly D α ⊂ B * α , since I α,λ is not a requirement unless λ ∈ B * α . It is also easy to see that D α is unbounded: If p is a condition and λ ∈ B * α is large enough that p ∈ H λ then the requirement I α,λ is compatible with p. Proposition 3.27 implies that D α = △ α ′ <α D α ′ for any limit ordinal α < κ + . Finally, D α is closed since lemma 3.32 implies that if p λ ∈Ḋ α then there is
Strongly generic conditions
In this subsection we show that {R X } is a tidy strongly generic condition for X whenever R X is a simple requirement. In order to combine arguments, we introduce a second type of simple requirement:
Definition 3.34. Suppose that X ≺ Σ1 H κ + is a set such that otp(C sup(X) ) = sup(X ∩ κ) < κ, X ∩ H κ is transitive, and lim(C sup(X) ) ∩ X is cofinal in X (and hence is contained in X). Then we say that I sup(X),sup(X∩κ) is simple and write R X = I sup(X),sup(X∩κ) .
Note that replacing the stipulation that "X ∩ H κ is transitive" in this definition with the stipulation "X is countable" gives a characterization of the simple requirements R X = C M,a . We will distinguish these two types of simple requirements by referring to simple requirements of the form R X = C X∩Hκ, (sup(X),0 as being countable, and those of the form R X = I sup(X),sup(X∩κ) as being uncountable.
We say that O η,(λ0,λ1] is free of R X = I α,λ if there are no λ ∈ (λ 0 , λ 1 ] ∩ X and γ ∈ X so that η ≺ λ γ. The analog of the next proposition for R X = C M,a is clause 3.25(3) from the definition of P * : Proof. If O η,(λ0,λ1] is not compatible with I α,δ then λ 1 > δ, so that O η,(λ0,λ1] / ∈ X, and η ∈ A α+1,δ . Since α and δ are limit ordinals it follows that η ∈ A α ′ ,λ for all sufficiently large λ < δ and α ′ ∈ A α,δ ⊂ X, and hence O η,(λ0,λ1] is not free of X.
For the other direction, if O η,(λ0,λ1] is not free of X, witnessed by λ ∈ (λ 0 , λ 1 ] ∩ X and γ ∈ X with η ∈ A γ,λ , then η and λ 0 are in X because X ∩ κ is transitive. If O η,(λ0,λ1] is not also a member of X then λ 1 ≥ δ. However η ≺ λ γ ≺ δ α so that η ≺ δ α, and it follows that O η,(λ0,λ1] is incompatible with I α,δ .
If R X is any simple requirement then we will define a requirement R|X for each requirement R compatible with R X . The condition p|X is then defined as p|X := { R|X : R ∈ p } for any condition p ≤ {R X }. Tidiness is immediate:
The members of the conditions R|X correspond exactly to the definition of p|X in lemmas 2.19 and 2.21. For requirements R = O α,(λ ′ ,λ] or R = I α,λ the definition is only slightly more complicated:
is the minimal X-fence for (α, λ), and if λ ≥ sup(X) then I α,λ |X = ∅.
We will write C M,a |X = C M,a | 0 X ∪ C M,a | 1 X. The set C M,a | 1 X is the set of requirements I α,λ such that (α, λ) is one of the minimal X-fences for M required by clause 4 of definition 3.25. This set, which will be empty if R X is uncountable, is the natural generalization of the definition in lemma 2.21.
Note that if p is any condition then p ∪ { I λ,α |X } ∪ { C M,a | 1 X } is a condition, since it is is a subset of the complete condition p ′ ≤ p given by lemma 3.30.
If M ∩X is an initial segment of X then the set C M,a | 0 X is empty. If M ∩X ∈ X (which is always true if R X is uncountable) then C M,a | 0 X will be defined to be {C M ′ ,a ′ }, where C M ′ ,a ′ is a requirement given by lemma 3.36 below. The requirement C M ′ ,a ′ corresponds to the requirement C M∩X of lemmas 2.19 and 2.21; however its construction is much more complicated: the proof of lemma 3.36 takes up most of the remainder of this subsection. The necessity for this complication was discussed earlier, before proposition 3.15. Lemma 3.36. Suppose that R X is a simple requirement of either type, and that C M,a is a requirement compatible with R X such that M ∩ X ∈ X. Then there is a requirement C M ′ ,a ′ ∈ X such that (a) every requirement R in X which is
The next lemma gives a structural characterization of the desired condition C M ′ ,a ′ : Lemma 3.37. Suppose that R X and C M,a are as in lemma 3.36 , and that C M ′ ,a ′ is a requirement such that M ′ = M ∩ X, M ′ a ′ = M a ∩ X, and A M ′ ,a ′ ,λ ∩ X = A M,a,λ ∩ X for all λ ∈ M ′ . Further assume that either A M ′ ,a ′ ,λ ⊂ A M,a,λ for all λ or else a ′ ∈ X. Then C M ′ ,a ′ satisfies the conclusion of lemma 3.36 except possibly for the stipulation that C M ′ ,a ′ ∈ X.
Proof. We have 3 cases, each with two subcases: we must consider R having any of the three forms I γ,τ , O η,(τ ′ ,τ ] and C N,b , and for each of these forms we must prove clauses (a) and (b) of the conclusion of lemma 3.36. Note that the hypothesis implies that M ′ is an initial segment of M .
(Case 1a) First suppose that R = I α,λ ∈ X and R is compatible with C M ′ ,a ′ . If λ ≥ sup(M ∩ X) then I α,λ is free of (M, a) because X is free of (M, a), so we can assume λ < sup(M ∩ X). Then
Subcase 2a is the only one for which C M,a | 1 X is needed:
then it is not free of X either, and so it must be a member of X. This follows from definition 3.25 if R X = C N,b and proposition 3.35 if R X = I sup(X),sup(X∩κ) . It follows as in the last paragraph that R is not free of (M, a) and hence R ∈ M a ∩ X = M ′ a ′ . Each subcase of case 3 has two subsubcases in order to verify clause 4a of definition 3.25: one verifies the existence of M, a or M ′ , a ′ -fences for (N, b), while the other verifies the existence of N, b-fences for (M, a) or (M ′ , a ′ ). The verification of clause 4b of definition 3.25 can be taken from the proof of lemma 2.21.
(Case 3a) Suppose that R = C N,b ∈ X and R is compatible with C M ′ ,a ′ . We need to show that R is compatible with C M,a . First, let λ ′ be one of the required M, a-fences for (N, b). If λ ′ > sup(M ∩ X) then λ ′ is an M, a-fence for X and hence is an M, a-fence for C N,b , so we can assume λ ′ ∈ M ∩ X = M ′ and thus λ ′ is an M ′ , a ′ -fence for C N,b .
If λ ′ is not an M, a-fence for (N, b) then there is some λ ∈ N and γ 0 ∈
,λ since λ ′ is a limit ordinal and λ ′ = min(M \λ). Hence γ 1 ∈ A N,b,λ , but this contradicts the assumption that λ ′ is an M ′ , a ′ -fence for (N, b).
In the other direction, suppose that λ ′ is required to be a N, b-fence for (M, a).
. Here is where we need the final assumption in hypothesis of the lemma. If A M ′ ,a ′ ,λ ⊂ A M,a,λ for all λ then certainly any fence for (M, a) is also a fence for (M ′ , a ′ ), so by the hypothesis to the lemma we can assume that a ′ ∈ X, so that A M ′ ,a ′ ,λ ∈ X for all λ ∈ X. If λ ′ > sup(N ∩ X) then λ ′ is an N, b-fence for X and hence certainly for (M ′ , a ′ ) so we can assume that λ ′ < sup(N ∩ X). Then we must
which contradicts the assumption that λ ′ is an N, b-fence for (M, a).
Since N ∩ X ∈ X it follows by lemma 3.17 that A α,γ ∩ N b ⊂ X for all α and γ in X, and hence
Since this holds for all λ ∈ M ′ ∩ λ ′ it follows that the N, b-fence λ ′ for (M, a) is also an N, b-fence for (M ′ , a ′ ).
The next lemma, together with lemma 3.37, implies that we will only need to consider requirements C M,a with M ∈ X: Lemma 3.38. Suppose that R X and C M,a are as in the hypothesis of lemma 3.36. Then there is a requirement C M ′ ,a ′ such that M ′ = M ∩ X, M ′ a ′ = M a ∩ X, A M ′ ,a ′ ,λ ∩ X = A M,a,λ ∩ X for all λ ∈ X, and A M,a,λ ⊂ A M ′ ,a ′ ,λ for all λ.
Proof. We consider two cases, depending on whether X ∩ M a is cofinal in M a .
If X ∩ M a is cofinal in M a then set a ′ := a↾k, where k is least such that either λ k ≥ sup(M ∩ κ) or k = length(a). The compatibility of C M,a with R X implies that M ∩ X is a fenced initial segment of M . Setᾱ := sup(M a ). Then otp(Cᾱ) ∈ lim(M ∩ κ) ⊂ X, soᾱ ∈ X and it follows that M a ∩ X = Mᾱ ∩ X = πᾱ"(M ∩ X) ∈ X.
Ifᾱ := sup(X ∩ M a ) < sup(M a ), set a ′ = (α, 0) where α = min(M a \ᾱ). It is straightforward to verify that C M ′ ,a ′ is a requirement, and lemma 3.18.1 implies that A M∩X, (α,0) ∩ X = A M,a ∩ X, so C M ′ ,a ′ satisfies the hypothesis of lemma 3.37.
Proof of lemma 3.36. We can assume by lemma 3.38 that M and M a are members of X, so that M ′ = M and M a ⊂ X. Thus the desired sequence a ′ will satisfy M ′ a ′ = M a . The desired sequence a ′ is obtained through a recursive construction consisting of a number of repetitions of the basic round of construction described below.
At the beginning of each round we will have an initial segment a ′ ↾k = (α ′ i , λ ′ i ) : i < k of the desired sequence a ′ , together with a sequence b = (η i , ξ i ) : i < m . The first round begins with k = 0 and b = a.
The construction executed during a round uses the first member b 0 = (η 0 , ξ 0 ) of the old sequence b. It will possibly add a new member a ′ k = (α ′ k , λ ′ k ) to the sequence a ′ and it will create a new sequence b ′ from b by replacing b 0 with a finite (possibly empty) sequence b ′ ↾s, so that
and η ′ s−1 < η 0 . If b ′ is empty then the construction terminates. Otherwise the next round starts using the new sequence b ′ as its sequence b.
To see that this construction also terminates, we use the ordering of finite sets of ordinals defined by a ′ ⋖ a if sup(a ′ △ a) ∈ a, that, if there is η ∈ a \ a ′ such that a ′ \ α = a \ α + 1. The first coordinates of b and b ′ will satisfy η ′ 0 < · · · < η ′ s−1 < η 0 < η 1 < · · · < η m−1 , and thus the sets of first coordinates of the sequences b constructed in the succeeding rounds of construction form a descending ⋖-sequence. The ordering ⋖ is a well ordering, and hence this sequence must be finite.
The sequence a ′ ↾k and b at each round of the construction will satisfy the following five conditions, which we use as an induction hypothesis:
1. a ′ ↾k ∈ X.
2. (M, (a ′ ↾k) ⌢ b) is a requirement (except that a ′ ↾k ⌢ b may not be a proxy).
3. If λ ∈ (X ∩ κ) ∪ (κ \ ξ 0 ) and ζ ∈ X then ζ ∈ A a,λ if and only if ζ ∈ After the final round of construction these conditions will hold with b = ∅, so the final sequence a ′ satisfies the conclusion of lemma 3.36.
Notice that at intermediate rounds the sequence a ′ ↾k ⌢ b may fail to be a proxy because the equality A η0,ξ0 ∩ α ′ k−1 = A α ′ k−1 ,ξ0 may not hold. Clause 3 is a weaker version of this equality.
We now describe a round of the construction. We are given a ′ ↾k and b. Set η := sup(lim(C η0 ) ∩ X), so that η ∈ lim(C η0 ) ∪ {0}. Let γ 0 , . . . , γ s−1 enumerate { c η0,ι+1 : c η0,ι ≥ η & X ∩ (c η0,ι , c η0,ι+1 ] = ∅ }. Notice that s < ω since otherwise we would have sup i<ω γ i ∈ lim(C η0 ) ∩ X.
As a first approximation we set a ′ k = (min(X \ η), min(X \ ξ 0 )) and replace b 0 in b with (γ 0 , τ 0 ), . . . , (γ s−1 , τ s−1 ) where τ i is the larger of ξ 0 and the least ordinal τ such that γ i ∈ A η0,τ . To complete this round of construction we will remove redundant elements from these sequences in order to satisfy the clause of definition 3.9, which states that the sequences of ordinals in a proxy are increasing:
First, if k > 0 and η ≤ α ′ k−1 , or if there is some i < s such that τ i = ξ 0 , then setting a ′ k = (min(X \ η), min(X \ ξ 0 )) would violate the rule saying that both sequences of ordinals involved in a proxy are increasing; furthermore it is unnecessary because either A η,λ ⊂ A α ′ k−1 ,λ or A η,λ ⊂ A γi,λ for all λ ≥ ξ 0 . In this case (η, ξ 0 ) is discarded and a ′ k is not defined during this round. Second, any element (γ i , τ i ) of the proposed sequence b ′ such that either τ i ≥ ξ 1 or there is j > i such that τ i ≥ τ j is discarded. In this case (γ i , τ i ) is redundant since A γi,τi is contained as an initial segment of either A γj ,λ or A η1,λ for λ ≥ τ i .
This concludes the description of a round of the construction, and we now verify that the induction hypotheses hold for the new sequences. Clause 1 of the induction hypothesis is certainly satisfied since the pair (α ′ k , λ ′ k ), if it was not discarded, is a member of X.
Clause 2, stating that C M,a ′ ↾(k+1) ⌢ b ′ is a requirement (except for the possible failure of a ′ ↾(k + 1) ⌢ b ′ to be a proxy), is straightforward.
To verify clause 3, letb := (η, ξ 0 ), (γ 0 , τ 0 ), . . . , (γ s−1 , τ s−1 ) . Then Ab ,λ ⊂ A η0,λ for any λ ≥ ξ 0 . Furthermore A η,λ = A η0,λ ∩ η for all λ, and if η 0 < ζ < η 1 and ζ ∈ X ∩ A η0,λ then there is i < s such that λ ≥ τ i and ζ ≤ γ i , so that A η0,λ ∩ γ i = A γi,λ = Ab ,λ ∩ γ i . It follows that clause 3 holds for the sequences obtained by replacing b 0 with the sequenceb. The process of discarding redundant elements will not affect this situation, but if a ′ k is not discarded then we need to consider the effect of replacing (η, ξ 0 ) with a ′ k = (α ′ k , λ ′ k ) = (min(X \ η), min(X \ ξ 0 )). However A α ′ k ,λ ∩ η = A η,λ , and since η = sup(X ∩ α ′ k ) this implies that clause 3 still holds after the replacement of (η, ξ 0 ) with a ′ k . To verify clause 4 we need to verify that a ′ ↾k + 1 is a proxy. The only problematic part is showing that
If this fails then let (γ, λ) be the least pair with γ < α ′ k−1 and λ ≥ λ ′ k such that
Then (γ, λ) ∈ X and it follows by clause 3 that A α ′ k−1 ,λ ∩ γ + 1 and A α ′ k ,λ ∩ γ + 1 are both equal to A a,λ ∩ γ + 1, contradicting the choice of γ and λ.
To verify clause 5 we only need only to consider the first round. First, note that a ′ 0 is defined in the first round: we haveᾱ := sup(M a ∩ X) ∈ lim(C η0 ) and henceᾱ ∈ lim(C η ) ∩ X. Also ξ 0 = λ 0 = 0, so ξ 0 < τ i for all i < s. Hence a ′ 0 = (α ′ 0 , λ ′ 0 ) is defined in this round, with α ′ = min(X \ η) and λ ′ 0 = 0. Now M a = Mᾱ, and since πᾱ ⊂ π α ′ 0 it is enough to verify that (domain(π α ′ 0 )\ domain(πᾱ))∩M is empty, and for this it is enough to verify that M ∩otp(
Corollary 3.39. If R X is a simple requirement then {R X } is a tidy strongly generic condition for X.
Proof.
We have already observed that if R X ∈ p then p ∪ { I α,λ |X : I α,λ ∈ p } ∪ { C M,a | 1 X : C M,a ∈ p } is a subset of p ′ and hence is a condition. If C M,a ∈ p and M ∩ X ∈ X then lemma 3.36(b) implies that every requirement in p is compatible with C M,a | 0 X, and hence p ∪ (p|X) is a condition. We have also already observed that the function p → p|X is tidy. It remains to show that any requirement in X compatible with p|X is compatible with every requirement R ∈ p. If R = I α,λ ∈ p then either λ ≥ sup(X), in which case any requirement in X is compatible with I α,λ , or
If a requirement R = O η,(τ ′ ,τ ] ∈ p is free of X then it is also free of any requirement which is a member of X. Otherwise O η,(τ ′ ,τ ] ∈ p|X.
If R = C M,a ∈ p and M ∩ X ∈ X then Lemma 3.36(a) implies that any requirement in X which is compatible with p|X is compatible with C M,a . Thus we only need to consider the case when M ∩ X = X ∩ δ where δ := sup(M ∩ X). As in the proof of lemma 3.36, no requirement in X which is compatible with C M,a | 1 X can be incompatible with any requirement in X above δ. Now any requirement I α,λ ∈ X with λ < δ would be compatible with C M,a because λ ∈ M . Any requirement O η,(τ ′ ,τ ] with τ < δ has τ ′ , τ ∈ M . The requirement O η,(τ ′ ,τ ] may still be free of C M,a , but if it is not then η ∈ A X,τ ′ ∩ X, and it follows by lemma 3.17 that η ∈ M a . Finally, if C N,b ∈ X then N ∩ M = N ∩ δ ∈ H δ ∩ X ⊂ M .
Completion of the proof of theorem 1.2
In order to finish the proof of theorem 1.2 we will need to consider a slight modification of the forcing P * to add τ ≤ κ + new closed, unbounded subsets of κ: Definition 3.40. Suppose τ ≤ κ + . Then P (κ, τ ) is the set of p ∈ P * such that I α,λ ∈ p implies λ < κ and α < τ , O α,(λ ′ ,λ] ∈ p implies α < τ and λ < κ, and C M,a in p implies sup(M ) < κ and α k−1 < τ where k = length(a).
For example, P (κ, 1) is equivalent to the forcing from section 2 to add a single closed, unbounded set, and P (κ, κ + ) is the forcing P * .
The forcing P (κ, λ) implicitly depends on the κ sequence used to define it. This is not an issue at κ, but we will be using the observation that if R X = I α,λ is an uncountable simple requirement then P * ∩ X is isomorphic to P (λ, f α (λ)) via the function π : X → X ′ mapping X onto its transitive collapse X ′ . In this case the sequence C ′ ν : ν ≤ f α (λ) used to define P (λ, f α (λ)) is given by π" C ν : ν ∈ X , together with C ′ fα(λ) = π"C α . This sequence has the properties of a square sequence on its domain, and only this much of a λ sequence is needed for the definition of P (λ, f α (λ)). Furthermore none of the properties of the partial orders P (κ, α) which we use depend on the choice of the square sequence. Lemma 3.41. Suppose that X ⊂ H + κ is transitive and primitive recursively closed, κ ∈ X and cf(sup(X)) = κ. Then the empty condition ∅ is a strongly generic condition for X.
Proof. We will use lemma 3.39 to define a function p → p|X which witnesses that ∅ is a strongly generic condition for X. To this end choose Y ≺ H κ + so that p, X ∈ Y , λ := Y ∩ κ ∈ κ, and cf(λ) > ω.
Set τ := sup(X). Lemma 3.39 does not directly apply to Y ∩ X, since we don't know that λ ∈ B τ ; however the proof does define p|(X ∩ Y ) for any p ∈ Y . Furthermore if there were any q ≤ p|(X ∩ Y ) in X which is incompatible with p then by elementarity there would be such a condition q in Y ; but then q ∈ X ∩Y , contradicting the choice of X ∩ Y . Proof. If τ < κ + then |P (κ, τ )| = κ. Otherwise let F be any antichain and take X ≺ H κ ++ with κ ⊂ X, F ∈ X and cf(X ∩ κ + ) = κ. Then lemma 3.41 implies that F ⊂ X.
The next observation will slightly simplify our notation. Proposition 3.43. If cf(τ ) = κ then P (κ, τ + 1) is equivalent to P (κ, τ ).
Proof. Any requirement I τ,λ ∈ P (κ, τ + 1) \ P (κ, τ ) is equivalent to the requirement I α,λ ∈ P (κ, τ ), where α = sup(A τ,λ ) = c τ,λ .
Any requirement C M,a ∈ P (κ, τ + 1) is in P (κ, τ ) unless α k = τ , where k = length(a)−1. In that case C M,a is equivalent to C M,a ′ where α ′ k = c τ,sup(M) if k = 0 or c τ,sup(M) > α k−1 , and a ′ = a↾k otherwise.
There are no requirements of the form O α,(λ ′ ,λ] in P (κ, τ + 1) \ P (κ, τ ) since α must be 0 or a successor ordinal, Corollary 3.44. If τ ∈ W and κ is τ + 1-Mahlo then P (κ, τ ) is κ-presaturated. If κ is κ + -Mahlo then P * = P (κ, κ + ) is κ-presaturated.
See lemma 2.16 for the definition of κ-presaturation.
Proof. By lemma 3.41 any antichain in P * will be contained in P (κ, τ ) for some τ ∈ W , so the second sentence follows from the first.
By proposition 3.43 we can work with P (κ, τ +1). Since κ is τ +1-Mahlo there is a stationary set of λ such that λ ∈ B τ , and for any such λ lemma 3.39 implies that {I λ,τ } is a strongly generic condition for X = A τ,λ . Thus lemma 2.16 implies that P (κ, τ + 1) is κ-presaturated. = κ, and all other cardinals are preserved. Proof. P * has the local ω 1 -chain condition by lemma 3.39 and lemma 2.16, the local κ-chain condition by corollary 3.44, and the κ + -chain condition by corollary 3.42. It only remains to show that all cardinals between ω 1 and κ are collapsed, and this follows by the proof of the corresponding lemma 2.23 from section 2, using B 0 in place of B, D 0 in place of D, and I 0,α instead of I α .
Definition 3.46. We write W for the set of ordinals α < κ + such that α = sup(X ∩ κ + ) for some X as in lemma 3.41. Lemma 3.47. Suppose that τ ∈ W , G is a generic subset of P (κ, τ ), and I α,λ = R X is a simple requirement in G. If h :
Proof. This follows from lemmas 3.39 and 2.18. There is a closed unbounded set of λ < κ such that for each λ ∈ D there is X ≺ H κ + with λ = X ∩ κ, τ ∈ X, and such that a ν ∈ X for each ν < λ. Pick λ ∈ D ∩ D τ +1 with cf(λ) = ω 1 . Then lemma 3.39 implies that G ∩ P (κ, τ ) ∩ X is a generic subset of P (κ, τ ) ∩ X. Now P (κ, τ ) ∩ X is isomorphic to P (κ, τ ′ ) where τ ′ := f τ (λ), and λ is τ ′ + 1-Mahlo since λ ∈ D τ +1 , so λ is not collapsed in V [G ∩ P (κ, τ ) ∩ X], and it follows that c λ / ∈ V [G ∩ P (κ, τ ) ∩ X]. For each ξ < λ, however, c λ ∩ ξ ∈ V [G ∩ P (κ, τ ) ∩ X]. Then lemma 3.47 lemma leads to a contradiction and which completes the proof of lemma 3.48 and hence of theorem 1.2.
Discussion and questions
Several related questions and ideas are discussed in the paper [8] , and we will only summarize some of them here.
The first problem is whether these techniques can be applied at larger cardinals. A relatively easy answer to this problem is given for any regular cardinal κ by substituting "of size less than κ" for "finite" and using models of size κ instead of countable models; this permits the addition of closed unbounded subsets of κ ++ and should make it possible to show the consistency of the statement that the restriction of I[κ ++ ] to the ordinals of cofinality κ + is the nonstationary ideal. Indeed this generalization allows the use of an Easton support product to deal simululteously with all cardinals which are double successors of regular cardinals. However the more interesting questions involve cardinals κ + where κ is singular, and this idea does not work for such cardinals. It seems possible that these questions can be attacked by retaining the finiteness of the conditions, allowing models of arbitrary size below κ, and specifying the condition for compatibility of these models by using ideals related to gap-ω morasses; however this program will be much more difficult.
A second question is whether it is possible for I[ω 2 ] to be ω 3 -generated, that is, that I[ω 2 ] can not generated by fewer than ω 2 many sets in addition to the nonstationary ideal. Note that the continuum hypothesis implies that I[ω 2 ] is trivial, that is, ω 2 ∈ I[ω 2 ], and this paper presents a model in which I[ω 2 ] is generated by Cof(ω). Either the model of section 2 or the original model [5] with no Aronszajn trees on ω 2 give an example in which the restriction of I[ω 2 ] to Cof(ω 1 ) is generated by the single set { ν < ω 2 : cf V (ν) = ω 1 }. If I[ω 2 ] is generated by a set of size at most ω 2 then it is generated by the diagonal intersection of these sets, so if 2 ω2 = ω 3 then the only remaining possibility is that I[ω 2 ] requires ω 3 generators.
It is likely that it is possible to obtain such a model by using the techniques of this paper to add closed, unbounded subsets D α,λ ⊂ λ ∩ B * α for α < κ + and λ ∈ B α , with the sets { D α,λ : λ ∈ B α } forming a κ -like tree. A witness that A := B α+1 \ B α ∈ I[ω 2 ] would then be given by { D α,λ ∩ C λ : λ ∈ A }, where C λ is a closed, unbounded subset of λ such that C λ ∩ B α = ∅.
