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ABSTRACT
Similarity-based visualizations support users in searching and dis-
covering voluminous multimedia databases in a both intuitive and
playful way. These visualizations allow users to interact with the
displayed objects and update themselves, visually guided through
an inspecting user, by retrieving new data objects from the under-
lying multimedia database. To improve the efficiency of the em-
bedded retrieval process, we propose three cascading components
with the ultimate goal to decrease the query processing runtime via
reducing the total number of costly similarity computations.
1 INTRODUCTION
In our modern information age, visualizing and exploring multi-
media data stored in voluminous databases is a highly significant
topic. Due to the daily increasing amount of stored multimedia ob-
jects, such as images, videos, or music, users see themselves faced
with the challenge to search and discover these massive contents
of multimedia databases. An attractive way to tackle these tasks is
offered by visual search methods which guide users in their explo-
ration process of viewing and querying multimedia databases in a
both intuitive and playful way.
Based on the given objects’ similarities in a high-dimensional
multimedia database, modern exploration systems, for instance
those described in [3, 5, 8, 10], frequently offer users similarity-
based layouts (cf. Figure 1) to support the visual exploration pro-
cess in terms of viewing and querying the database’s contents.
There exists a whole bunch of methods for generating these lay-
outs, such as Principal Component Analysis (PCA), Multidimen-
sional Scaling (MDS) [1], ISOmetric MAPping (ISOMAP) [12],
Stochastic Neighbor Embedding (SNE) [6], or Local Linear Em-
bedding (LLE) [9], which all pursue the same goal: representing
high-dimensional similarities in a low-dimensional space. As this
space shall allow human beings to spatially imagine the displayed
data objects, it is usually two- respectively three-dimensional.
Being faced with an interactive similarity-based layout, users can
immediately begin searching and discovering interesting patterns in
the visualization by means of intuitively using the inherent percep-
tual abilities of human beings. They can easily identify interesting
associations among the displayed objects, such as nearby images
sharing the same color or shape, and thus clearly specify in which
part of the similarity-based layout they suppose the exploration sys-
tem to reveal new interesting objects.
In general, whenever the visualized objects grasp the user’s at-
tention, he focuses on a special part of the similarity-based lay-
out and arises a new query to the exploration system by marking
the most promising point. In fact, the generated query comprises a
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Figure 1: A similarity-based layout of images.
set of objects which surround the emerged query position together
with their visual similarities (cf. Section 2). This set is then for-
warded to the query processor, which in turn updates the visualiza-
tion by adding the best-fitting object from the underlying multime-
dia database.
From a database point of view, the query processing phase, that
is, retrieving the best-fitting object in answer to the user’s query, is a
very time-consuming phase of the exploration process, since the ex-
ploration system is loaded with a large number of costly similarity
computations. To improve the runtime needed to evaluate the best-
fitting object, we propose to save costly similarity computations on
three cascading levels: (i) reducing the number of considered ob-
jects at visualization level, (ii) reducing the number of complete
similarity computations during the query evaluation, and (iii) re-
ducing the number of considered candidate objects in the underly-
ing multimedia database. We propose how to enhance the retrieval
process by this three cascading components in the following.
2 REDUCING THE VISUAL INFORMATION
The query processing phase is initiated by a user who specifies a
visual query. More precise, the specified query position q ∈ layout
gathers the visual information in form of similarities simvis among
the objects in the visualization. Thus, the exploration system aims
at finding a new object o ∈ DB from the underlying multimedia
database which fits the query position q best-possible. This fit is
evaluated on the basis of the deviations between the visual simi-
larities simvis and the high-dimensional database similarities simdb.
Formalized, we evaluate a function
φ(o) = ∑
oi∈ layout
wi · (simdb(o,oi)− simvis(q,oi))2
according to Naud and Duch [7] on each database object o and
update the visualization at the query position q with argminφ(o).
In doing so, the weights wi allow an individual weighting of the
Figure 2: Reducing the visual information.
particular deviations and thus an adaptation to the user’s individual
preferences.
Although minimizing φ appropriately determines the object
which updates the visualization and preserves the similarities best,
this minimization is, however, dominated by the number of per-
formed similarity computations simdb. Since the layout of objects
can easily grow by several magnitudes during the exploration pro-
cess, there exists an urgent need for keeping the number of costly
similarity computations as small as possible. As these computa-
tions are directly interrelated with the number of considered ob-
jects in the visualization, we propose to reduce this set of objects
and thus visual information, to generate a more efficient evaluation
function φ ′ for the query processor. To this end, we propose to
modify the conventional skyline operator [2], which quickly deter-
mines a dominating set of objects, to prune objects in dynamically
determined directions, as depicted in Figure 2. As a result, we ne-
glect ten objects in this example shaded by the five dominating ob-
jects o1, . . . ,o5 and quickly produce a very much smaller evaluation
function φ ′(o) = ∑5i=1wi · (simdb(o,oi)− simvis(q,oi))2.
3 REDUCING THE NUMBER OF SIMILARITY COMPUTATIONS
Based on the previously determined evaluation function φ ′, we fur-
thermore aim at reducing the total amount of necessary similar-
ity computations by a filter-and-refinement procedure such as de-
scribed by Seidl and Kriegel [11]. This approach speeds up the
query evaluation phase by splitting up the evaluation function φ ′
into two parts (φ ′f ilter and φ
′
re f ) and evaluating both parts in an in-
terleaved manner. We illustrate the proposed concept in Figure 3,
where we split the evaluation function into a first part compris-
ing the similarity information of objects o1 and o2, and a second
part, which comprises the remaining information, that is, the objects
o3,o4, and o5. By quickly evaluating the small filter part φ ′f ilter, we
generate an initial ranking of the underlying multimedia database
and return the best-fitting candidate objects to the visualization ac-
cording to the nearest dominating objects. Afterwards, the refine-
ment step completes the visual similarity information offered by
the dominating objects by incrementally completing the evaluation
function φ ′ via the addition of φ ′re f .
So far, both of the proposed components accelerate the query
processing phase, which updates similarity-based layouts, without
requiring a preprocessing step, and thus in an ad hoc manner, if we
assume all objects and their corresponding content-based features
for the similarity computations to be stored in the database.
4 DATABASE ORGANIZATION
The main problem with indexing the underlying database is the am-
biguity of the visual query position q in the high-dimensional fea-
ture space. Although this visual position and the similarities with
it are unique in the layout, the best-fitting data objects can be scat-
tered in the whole feature space.
Figure 3: The filter-and-refinement approach.
For this purpose, we propose to index the database with an M-
tree-based structure [4], which organizes the data according to the
similarities among the data objects, and modify the tree-traversal
to cope with any kind of evaluation functions φ . As the evalua-
tion function can be utilized in each node of the tree, the index-
ing structure can provide the currently best-fitting object in an any-
time-manner back to the visualization and update it within the tree-
traversal accordingly. This approach reduces the number of similar-
ity computations by leaving out unpromising parts of the M-tree.
5 CONCLUSION AND OUTLOOK
Similarity-based visualizations are powerful tools to support
the user-driven exploration process of voluminous multimedia
databases. In order to improve the efficiency of the embedded
retrieval process, we introduced three different approaches on the
visualization, query evaluation, and database organization layer
which can be interleaved smoothly.
In future, we plan to intensify and thoroughly evaluate our pro-
posed approaches. We believe that our database-oriented contri-
butions advance the exploration process of similarity-based visu-
alizations in order to cope with voluminous multimedia data in an
efficient and flexible way.
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