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Modelling quantum devices is to find a model according to quantum theory that can explain
the result of experiments in a quantum device. We find that usually we cannot correctly identify
the model describing the actual physics of the device regardless of the experimental effort given a
limited set of operations. According to sufficient conditions that we find, correctly reconstructing
the model requires either a particular set of pure states and projective measurements or a set of
evolution operators that can generate all unitary operators.
The theory of physics is formalised as a set of defini-
tions and equations that can be applied to all physical
systems or a category of systems. In a specific system,
physical phenomena are determined by not only the state
of the system itself but also physical conditions due to
the environment, e.g. the temperature and external field.
Given these conditions, there is a mathematical charac-
terisation, i.e. a physical model, of the specific system
that is consistent with the general theory and the envi-
ronment. If the general theory is valid, the model is also
consistent with experimental results. In quantum theory,
the behaviour of a system is stochastic and characterised
by the probability distribution according to the corre-
sponding model. An experiment in the quantum system
is a sampling of the distribution, and the distribution is
directly accessible in the experiment.
In this paper, we consider the question of whether it
is possible to reconstruct the model of a specific system
from experimental results according to quantum theory,
see Fig. 1(a). In quantum technology, a set of tools have
been developed for the verification of a quantum device,
e.g. randomised benchmarking [1, 2] and quantum tomog-
raphy [3–7]. Using the quantum tomography to recon-
struct the model of a quantum device, either some prior
knowledge of the state preparation or measurement is
required, or only partial information can be obtained [8–
11]. No matter what technical protocol is used, mod-
elling a quantum system is to seek the inverse map from
the distribution back to the physical model. If multiple
models lead to the same distribution, the genuine model
of the system is not unique and cannot be identified in
the experiment. In this paper, we show that given the
limited ability to manipulate a system, most models are
not unique. We also present two sufficient conditions of
the uniqueness. Under these conditions, the model of a
system can be reconstructed.
The prior knowledge of the Hilbert space dimension is
necessary for the uniqueness. For example, we consider
the case that the system is a classical computer pretend-
ing to be a qubit, and the computer generates all data
in the experiment. If the computer is sufficiently power-
ful, we are not able to distinguish between the classical
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FIG. 1. (a) In quantum device modelling, we guess a model
that is consistent with the quantum theory and the statistics
of data from the experiment. However, such a model may
not reflect actual physics in the system. (b) If there is only
one model consistent with the corresponding probability dis-
tribution, then the model can always be correctly identified.
Here, we assume that the statistical fluctuation is negligible
provided sufficient data, i.e. we ignore the error in the estima-
tion of the probability distribution. (c) If there is more than
one model consistent with the corresponding probability dis-
tribution, the model [m′] reconstructed from the distribution
may be different from the genuine model of the system [m]
that causes the experimental result.
computer and a qubit, i.e. the genuine model of the sys-
tem cannot be identified. We remark that the knowledge
of the dimension is not required in self-testing protocols
based on the Bell inequality [12, 13]. In general, the final
state of a quantum process is TrE[MSE(ρSE)], where ρSE
is the initial state of the system and the environment
(SE), and MSE is the map representing the evolution
of SE. In this paper, we focus on the case that the final
state of an evolution can always be expressed asMS(ρS),
where ρS is the initial state of the system, and MS is a
map on the system that is independent of ρS. We can
apply results in this paper to SE, but then the knowl-
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2edge of the Hilbert space dimension of SE is necessary.
We remark that if quantum processes are non-Markovian
and temporally correlated, we still can obtain a matrix
description of quantum processes in the quantum tomog-
raphy [14, 15].
In quantum theory, the state of a physical system is
described by the wave function, and the evolution is de-
scribed by the Schro¨dinger equation, which can explain
all possible experiments given the correct Hamiltonian.
In practice, it is always the case that we can only im-
plement a finite set of experiments in a physical sys-
tem, i.e. the ability to manipulate the system is limited.
Therefore, we model a practical system as follows. We
suppose that the initial state, evolution and observable
measured in the final state are controlled by input sig-
nals to the system. The initial state is one of states {ρi}.
The evolution of the system is one of maps {Mj} or a
sequence of these maps. For simplification, we only con-
sider measurement setups with two outcomes true and
false, which correspond to positive operator-valued mea-
sure(POVM) operators Ek and 1−Ek, respectively. Here
1 is the identity operator. The generalisation to the case
of multiple outcomes is straightforward. Then, the sys-
tem is described by these states, maps and measurement
operators, and we call
m = {{ρi}, {Mj}, {Ek}} (1)
a representation of the model. If the Hilbert space di-
mension of the system is dH, {ρi} and {Ek} are dH-
dimensional matrices, and {Mj} are linear maps on the
space of dH-dimensional matrices. The representation is
physical, if {ρi} are Hermitian, positive semidefinite, and
normalised, {Mj} are trace-preserving completely posi-
tive maps, and {Ek} are Hermitian, positive semidefinite
and Ek ≤ 1 . An experiment is a map from input signals
controlling the initial state, evolution and measurement
setup to an output signal indicating the measurement
outcome. Given input signals labeled by (i, j1, . . . , jN , k),
the output signal is true or false, and true occurs with
the probability
pm(i, j1, . . . , jN , k) = Tr[EkMjN · · ·Mj1(ρi)]. (2)
Here, the evolution is a sequence of N maps.
The probability distribution pm is the information ac-
cessible in the experiment. Different representations may
result in the same distribution. To show the existence of
different but distribution-equivalent representations, we
consider the representation
T (m) = {{T −1(ρi)}, {T −1MjT }, {T ∗(Ek)}}, (3)
where T is an invertible linear map on the space of ma-
trices, and T ∗ is the dual map of T , i.e. Tr[T ∗(A)B] =
Tr[AT (B)] for all matrices A and B. Later we will show
that a map T always exists such that both m and T (m)
are physical, e.g. T can be a unitary or antiunitary trans-
formation. The difference between two representations m
and T (m) is a similarity transformation on maps. There-
fore, probability distributions of two representations are
the same, i.e.
pm(i, j1, . . . , jN , k) = pT (m)(i, j1, . . . , jN , k) (4)
for all input signals. Because distributions are the same,
we cannot distinguish two representations in the exper-
iment, which is the gauge freedom problem of the gate
set tomography [8–10].
Two physical representations are always related by a
transformation T if they contain a complete set of states
and measurements and have the same probability distri-
bution (see Sec. D 2). However, in general, there could
exist two representations that are distribution-equivalent
but not related by a transformation T .
Some representations are different but describe the
same physics. According to Wigner’s theorem [16–18],
unitary and antiunitary transformations do not change
probability distributions in all possible experiments (that
are not limited by the ability to manipulate the system)
and only change the way that we describe the system. If
two representations are related by a unitary or antiuni-
tary transformation, they describe the same physics. We
use
[m] = {S(m) | S ∈ S}, (5)
to denote the set of representations equivalent to m up to
a unitary or anti-unitary transformation. Here, S denotes
the set of unitary and anti-unitary transformations (see
Sec. A for details). We call [m] a model.
We are only interested in physical representations. If
the representation m is physical, the representation S(m)
is also physical, where S ∈ S. However, in general the
representation T (m) may not be physical.
Lemma 1. Physical gauge transformation. Let T be an
invertible linear map. If m and T (m) are both physical
representations with a complete set of states, then T is
Hermitian- and trace-preserving.
The proof is in Sec. B. A Hermitian-preserving and
trace-preserving linear transformation T can always be
expressed in the form T (•) = ∑l ηlFl•F †l , where {ηl} are
real, and
∑
l ηlF
†
l Fl = 1 . Such transformations are used
to describe the evolution of an open system with initial
correlations between the system and environment [19].
Next we will show that, for most physical representa-
tions m, there always exists a transformation T such that
T (m) is a physical representation but [m] and [T (m)] are
different models, i.e. m and T (m) cannot be related by
any unitary or antiunitary transformation. In this case,
the model that can explain the corresponding probabil-
ity distribution is not unique, i.e. the model cannot be
identified in the experiment.
A physical model [m] is unique if it contains all
distribution-equivalent physical representations. We use
〈m〉 = {m′ | m′ is physical and pm′ = pm}, (6)
3to denote the set of distribution-equivalent physical rep-
resentations. If [m] = 〈m〉, [m] is unique. See Fig. 1.
Theorem 1. Necessary condition of uniqueness. A non-
trivial physical model [m] is unique only if either one of
the states or one of the Choi matrices is not full rank,
i.e. ∏
i
det(ρi)×
∏
j
det(Cj) = 0, (7)
where Cj is the Choi matrix of the map Mj.
A model is trivial if all initial states are the maximally
mixed state, all maps are unital, and all measurement
operators are proportional to identity, i.e.
ρi = d−1H 1 , Mj(1 ) = 1 , Ek = Tr(Ek)1 .
If the model is trivial, the state of the system is always
the maximally mixed state. In the following, we focus on
nontrivial models.
To prove Theorem 1, we introduce the depolarising
map in the form
DF (ρ) = Fρ+ (1− F )Tr(ρ)d−1H 1 , (8)
where F ≥ 0. If 0 ≤ F ≤ 1, the map is physical, F
is the fidelity of the map, and it transforms the state
into the maximally mixed state with the probability 1−
F . If F > 1, the map is not completely positive but
still Hermitian-preserving and trace-preserving. We can
find that DFDF ′ = DFF ′ , therefore D−1F = DF−1 is the
inverse map of DF .
The state DF (ρi) is physical if F ≤ (1−dHλi)−1, where
λi is the minimum eigenvalue of ρi. According to Eq. (8),
the minimum eigenvalue of the output state DF (ρi) is
Fλi+ (1−F )d−1H , which is nonnegative if and only if the
output state is physical. Here, we have used that ρi is
normalised, i.e. Tr(ρi) = 1.
Given an orthonormal basis of the Hilbert space
{|a〉 | a = 1, . . . , dH}, the Choi matrix of Mj is Cj =
I ⊗Mj(dH|Φ〉〈Φ|), where |Φ〉 = 1√dH
∑
a |a〉⊗ |a〉. Then,
the Choi matrix [20] of DFMj is
CF,j = I ⊗ DFMj(dH|Φ〉〈Φ|) = I ⊗ DF (Cj)
= FCj + (1− F )d−1H 1 ⊗ 1 . (9)
Here we have used that Tr2(Cj) = Tr2(dH|Φ〉〈Φ|) = 1
(Mj is trace preserving), and Tr2 denotes the partial
trace of the second subsystem of the tensor product
space. The map DFMj is physical if its Choi matrix CF,j
is positive semidefinite. Because the minimum eigen-
value of CF,j is Fλ′j + (1− F )d−1H , where λ′j is the min-
imum eigenvalue of Cj , the map DFMj is physical if
F ≤ (1 − dHλ′j)−1. Therefore, the map DFMjDF−1 is
physical when 1 ≤ F ≤ (1− dHλ′j)−1.
When F ≥ 1, DF−1 is a physical map, and D∗F−1(Ek)
is a physical measurement operator.
For a physical representation m, the representation
DF−1(m) is also physical if 1 ≤ F ≤ (1 − dHλmin)−1,
where λmin = min{λi, λ′j} is the minimum eigenvalue of
all initial states and Choi matrices in the model. Two
models [m] and [DF−1(m)] are different if F > 1, unless
[m] is trivial. See Sec. C for details. Therefore, if a model
is unique, we must have λmin = 0, which is equivalent to
Eq. (7). Theorem 1 is proved.
The necessary condition stated in Theorem 1 can be
approached in the experiment. For example, in the ther-
mal state, the probability of an excited state decreases
with the temperature. When the temperature is suffi-
ciently low, the reduced density matrix of the thermal
state is approximately a singular matrix. In the follow-
ing, we present two sufficient conditions of uniqueness.
However, in both of them a singular state is not sufficient.
Either projective measurements or unitary evolution are
required.
Because of the restriction due to Eq. (7), representa-
tions of unique models can only exist in a subset of the
representation space. Does a unique model exist? In the
quantum process tomography of a qubit, we usually use
{|0〉〈0|, |1〉〈1|, |x+〉〈x+|, |y+〉〈y+|} as initial states, where
|x+〉 = 1√2 (|0〉+ |1〉) and |y+〉 = 1√2 (|0〉+ i|1〉), and the
same set of operators as measurement operators. If state
preparations and measurements of these four operators
have fidelity 1, the model is unique as we prove next.
If initial states and measurement operations are known
from prior knowledge, the model can be uniquely recon-
structed even if state preparations and measurements are
not ideal. We would like to remark that in our assump-
tion we do not have any prior knowledge of initial states
and measurement operators.
We will prove the general case of a d-dimensional
Hilbert space. Given an orthonormal basis of the Hilbert
space {|a〉}, we consider projections pia = |a〉〈a|, pixa,b =
|ψxa,b〉〈ψxa,b|, piya,b = |ψya,b〉〈ψya,b|, pixa,b,c = |ψxa,b,c〉〈ψxa,b,c|
and piya,b,c = |ψya,b,c〉〈ψya,b,c|. Here, |ψxa,b〉 = 1√2 (|a〉+ |b〉),
|ψya,b〉 = 1√2 (|a〉+ i|b〉), |ψxa,b,c〉 = 1√3 (|a〉+ |b〉+ |c〉) and
|ψya,b,c〉 = 1√3 (|a〉+ i|b〉+ i|c〉).
Theorem 2. Sufficient condition of uniqueness. The
physical model [m] is unique if {ρi}, {Ek} ⊃ Π, where
Π = {pia, pixa,b, piya,b, pixa,b,c, piya,b,c, piyc,b,a | a < b < c}.
Because of the completeness, taking ΠQPT =
{pia, pixa,b, piya,b} as initial states and measurement oper-
ators are sufficient for implementing the quantum pro-
cess tomography. However, they are insufficient for the
uniqueness if d > 2, which is why we need projections
pixa,b,c, pi
y
a,b,c, pi
y
c,b,a. We remark that there are not projec-
tions in the form pixa,b,c, pi
y
a,b,c, pi
y
c,b,a when d = 2, and in
this case projections ΠQPT are sufficient for the unique-
ness.
To prove the uniqueness, we assume that there is a
distribution-equivalent physical representation m′. Be-
cause of the completeness, m′ and m are related by a
similarity transformation on maps, i.e. m′ = T (m) (see
Sec. D 2) [8–10]. Then, T −1(pi) and T ∗(pi) are the initial
4state and measurement operator in m′ respectively corre-
sponding to the initial state and measurement operator
of the projection pi ∈ Π in m.
Two representations m′ and m result in the same dis-
tribution. Using Tr[T ∗(A)T −1(B)] = Tr(AB), where
A,B ∈ Π, we can prove that initial states and mea-
surement operators corresponding to projections in Π
are related by a unitary or antiunitary transformation,
i.e. there exists S ∈ S such that T −1(pi) = T ∗(pi) =
S−1(pi) = S∗(pi) for all pi ∈ Π. For other initial
states, maps and measurement operators in m′, we can
think of using initial states and measurement operators
S−1(ΠQPT) to implement the quantum process tomogra-
phy to reconstruct them. The quantum process tomogra-
phy requires the prior knowledge of S−1(ΠQPT). Given
ΠQPT, S−1(ΠQPT) is known up to the transformation
S. Therefore, all initial states, maps and measurement
operators reconstructed in the quantum process tomog-
raphy is up to the transformation S, i.e. m′ = S(m). The
detailed proof is in Sec. E.
In Theorem 2, the pure state preparation and projec-
tive measurement are required. Next, we present another
sufficient condition, in which the state preparation and
measurement can be nonideal, but unitary maps are re-
quired. A unitary map is a map in the form U(•) = u•u†,
where u is a dH × dH unitary matrix.
Lemma 2. Symmetry transformations on unitary maps.
Let U be the set of unitary maps. Then T −1UT ∈ U
for all U ∈ U if and only if there exists a unitary or
antiunitary transformation S ∈ S such that S−1US =
T −1UT for all U ∈ U.
In Ref. [21], it is proved that a physical map is unitary
if and only if its determinant is 1. Based on this result
and Wigner’s theorem [16–18], we can prove Lemma 2
(see Sec. F), which is the dynamics version of Wigner’s
theorem.
Theorem 3. Sufficient condition of uniqueness. The
physical model [m] is unique if {Mj} ⊃ U and∏
i det(ρi) =
∏
k det(Ek) = 0, i.e. all unitary maps can
be generated, and at least one initial state and one mea-
surement operator are not full rank.
For a distribution-equivalent physical representation
m′, it is related to the representation m by a transfor-
mation T , i.e. m′ = T (m). This conclusion relies on the
fact that a complete set of states can be generated using
unitary maps given a nontrivial state, and it is similar
for measurement operators. Because {Mj} ⊃ U, there
is a transformation S ∈ S satisfying [T S−1,U ] = 0 for
all U ∈ U. Then, T S−1 must be a depolarising map,
i.e. T = DFS. Suppose ρ ∈ {ρi} is singular, S−1D−1F (ρ)
is physical if and only if F ≥ 1. Similarly, suppose
E ∈ {Ek} is singular, S∗D∗F (E) is physical if and only if
F ≤ 1. Therefore, we must have F = 1 and T = S ∈ S,
i.e. m and m′ are representations of the same model. The-
orem 3 is proved. See Sec. G for details.
It is easier to approach the sufficient condition in The-
orem 3 in the experiment compared with Theorem 2. For
a qubit, i.e. dH = 2, a singular state must be a pure state
(which can be a mixed state when dH > 2). However,
the measurement may not be projective. We consider the
measurement {E = η|1〉〈1|, 1−E = |0〉〈0|+(1−η)|1〉〈1|},
where 0 < η ≤ 1. The POVM operator E is singular,
i.e. the requirement in Theorem 3 is satisfied. The mea-
surement only reports reliable outcome for one of two
states: when the measured state is |0〉 the outcome is
always 0; when the measured state is |1〉 the outcome
is 1 with the probability η. Such a nonideal measure-
ment can be approximately realised in the experiment.
In some quantum systems, e.g. trapped ion or supercon-
ducting qubit, state preparation and single-qubit gates
have high fidelities, but the fidelity of measurement is
significantly lower [22, 23]. Therefore, measurement fi-
delity is the limiting factor. For trapped ion, the fluores-
cence is used to implement the measurement [24]: if the
number of detected fluorescence photons is higher than
a threshold, we take the bright state (|1〉) as the mea-
surement outcome. By setting a high threshold, we can
increase the fidelity of detecting the dark state (|0〉), such
that one of two POVM operators can be close to a sin-
gular matrix, maybe at the cost of the overall error. For
a superconducting qubit, the dispersive measurement is
used to distinguish the ground and excited states of the
qubit. Compared with the dissipation into the ground
state, it is unlikely that the ground state been excited
during the measurement. As a result, the measurement
of the ground state |0〉 has a significantly higher fidelity
than the excited state |1〉 [25]. By optimising the setup
of the experiment, we can reduce the uncertainty of the
quantum tomography caused by the nonuniqueness of the
quantum model.
In this paper, we study the uniqueness of quantum
models. If a model is unique, it means that the model
and the probability distribution of observables in the ex-
periment are one-to-one correspondence, so that we can
identify the model using data from the experiment. How-
ever, we find that almost all quantum models of practical
systems are not unique. A model is unique only if the
system can be prepared in a singular state or one of the
Choi matrices is singular. We also find that unique mod-
els exist, and two sufficient conditions are found. In one
of them, pure states and projective measurements are
required. In the other, unitary evolution operators are
required, but states and measurements can be nonideal.
These conditions can only be approximately satisfied in
the experiment. Therefore, methods of estimating the
uncertainty of the quantum device modelling and using
prior knowledge to reduce the uncertainty are interest-
ing, which is out of the scope of this paper. Because the
condition of uniqueness is demanding, it is interesting to
develop a quantum model meter, which is a system that
can be coupled and decoupled with another system such
that the model of the whole system is unique, assuming
demanding operations are available in the meter system.
5Given that unique models are rare, developing quantum
technologies independent of the gauge freedom is impor-
tant, e.g. quantum error mitigation based on the gate set
tomography [26] and gauge-invariant measure of the gate
error [27].
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Appendix A: Wigner’s theorem: unitary and
anti-unitary transformations
A transformation u on the Hilbert space is called uni-
tary if 〈u(ψ)|u(φ)〉 = 〈ψ|φ〉 for all ψ and φ. Such a
transformation is linear, i.e. |u(ψ)〉 = u|ψ〉, where u is a
unitary matrix.
A transformation v on the Hilbert space is called anti-
unitary if 〈v(ψ)|v(φ)〉 = 〈φ|ψ〉 for all ψ and φ. Given
an orthonormal basis of the Hilbert space {|a〉}, we
can define the complex conjugate transformation |ψ〉 =∑
a ψa|a〉 → |w(ψ)〉 =
∑
a ψ
∗
a|a〉, which is anti-unitary.
For any anti-unitary transformation v, u = wv is always
unitary. Therefore, an anti-unitary transformation can
always be written as v = wu.
Theorem A1. Wigner’s theorem (version 1). Let t be a
transformation on the Hilbert space, and |〈t(ψ)|t(φ)〉| =
|〈ψ|φ〉| for all ψ and φ. There exists a unitary or anti-
unitary transformation s and a function α such that
|t(ψ)〉 = α(ψ)|s(ψ)〉 for all ψ, where α(ψ) is a phase
factor.
A ray is a set of vectors in the Hilbert space represent-
ing the same physical state, i.e. [ψ] = {α|ψ〉}, where |ψ〉
is a non-zero vector, and α is a non-zero complex num-
ber. A ray is a one-dimension subspace of the Hilbert
space, and we can use the orthogonal projection onto the
subspace |ψ〉〈ψ| to represent the ray [ψ], where |ψ〉 is nor-
malised. Each transformation on the Hilbert space corre-
sponds to a transformation on the ray space, i.e. the space
of rank-one orthogonal projections. For a transformation
t on the Hilbert space, the corresponding transforma-
tion on the space of rank-one orthogonal projections is
t(|ψ〉〈ψ|) = |t(ψ)〉〈t(ψ)|. Then, Wigner’s theorem can
also be stated as follows.
Theorem A2. Wigner’s theorem (version 2). Let t be a
transformation on the space of rank-one orthogonal pro-
jections, and Tr[t(|ψ〉〈ψ|)t(|φ〉〈φ|)] = |〈ψ|φ〉|2 for all ψ
and φ. There exists a unitary or anti-unitary transfor-
mation s such that t(|ψ〉〈ψ|) = s(|ψ〉〈ψ|) for all ψ.
For the dH-dimensional Hilbert space, the set of uni-
tary maps on the space of matrices is U = {U(•) =
u • u† | u ∈ U(dH)}, where U(dH) is the group of
dH × dH unitary matrices. Given an orthonormal ba-
sis of the Hilbert space {|a〉}, the transpose map is
W(•) = ∑a,b |b〉〈a| • |b〉〈a|. Then, we define A = WU
and S = U
⋃
A.
We can express a unitary transformation u on the
space of rank-one orthogonal projections as u(|ψ〉〈ψ|) =
U(|ψ〉〈ψ|) = u|ψ〉〈ψ|u†. On the space of rank-one or-
thogonal projections, the complex conjugate transfor-
mation is equivalent to the transpose transformation
w(|ψ〉〈ψ|) = W(|ψ〉〈ψ|). For any anti-unitary transfor-
mation v = wu, we always have v(|ψ〉〈ψ|) =WU(|ψ〉〈ψ|).
Therefore, we call S the set of unitary and anti-unitary
transformations. Then, Wigner’s theorem can be stated
as follows.
Theorem A3. Wigner’s theorem (version 3). Let t
be a transformation on the space of rank-one orthogo-
nal projections, and Tr[t(|ψ〉〈ψ|)t(|φ〉〈φ|)] = |〈ψ|φ〉|2 for
all ψ and φ. There exists S ∈ S such that t(|ψ〉〈ψ|) =
S(|ψ〉〈ψ|) for all ψ.
Appendix B: Lemma 1: physical gauge
transformation
Because model representations m and T (m) are both
physical, states {ρi} and {T (ρi)} are Hermitian and
normalised. The set of states {ρi} is complete, then
any matrix A can always be decomposed in the form
A =
∑
iAiρi, where {Ai} are decomposition coeffi-
cients. Then T (A) = ∑iAiT (ρi). Because T (A)† =∑
iA
∗
i T (ρi) = T (
∑
iA
∗
i ρi) = T (A†), T is Hermitian-
preserving. Because Tr(A) = Tr[T (A)] = ∑iAi, T is
trace-preserving. Lemma 1 is proved.
Given an orthonormal basis of the Hilbert space
{|a〉}, we can express a linear map in the form
T (•) = ∑a,b,c,d Tc,d,a,b|c〉〈a| • |b〉〈d|. The Choi ma-
trix of the map is C = I ⊗ T (∑a,b |a〉〈b| ⊗ |a〉〈b|) =∑
a,b,c,d Tc,d,a,b|a〉〈b| ⊗ |c〉〈d|. Because the map is
Hermitian-preserving and trace preserving, T ∗c,d,a,b =
Td,c,b,a and δa,b =
∑
c,d Tc,d,a,bδc,d. Therefore, the Choi
matrix is Hermitian, and Tr2(C) = 1 , where Tr2 denotes
the partial trace of the second subsystem of the tensor
product space.
Eigenvalues and eigenvectors of C are {ηl} and
{|Fl〉 =
∑
a,b Fl,b,a|a〉 ⊗ |b〉}, then the map can be re-
expressed in the form T (•) = ∑l ηlFl • F †l , where
Fl =
∑
a,b Fl,a,b|b〉〈a|. Here, we have used that C =∑
l,a,b,c,d ηlFl,c,aF
∗
l,d,b|a〉〈b| ⊗ |c〉〈d|. Because C is Hermi-
tian, {ηl} are real. Because Tr2(C) = 1 ,
∑
l ηlF
†
l Fl = 1 .
Appendix C: Trivial model
If an initial state ρi is not the maximally mixed state,
DF (ρi) is a state with different eigenvalues. Unitary and
6anti-unitary transformations do not change eigenvalues
of a Hermitian matrix, therefore two model representa-
tions m and DF−1(m) cannot be related by any unitary
or anti-unitary transformation. It is similar for maps and
measurement operators.
If Mj is not unital, Ij =Mj(1 ) 6= 1 . Because Mj is
trace-preserving, Tr(Ij) = d. Then eigenvalues of Ij and
I ′j = DFMjDF−1(1 ) = DF (Ij) are different if F > 1.
If Mj and DFMjDF−1 are related by a unitary or anti-
unitary transformation, i.e.DFMjDF−1 = S−1MjS and
S ∈ S, we have I ′j = S−1(Ij). Because S is unitary or
anti-unitary, eigenvalues of Ij and S−1(Ij) are the same.
Therefore, Mj and DFMjDF−1 cannot be related by
any unitary or anti-unitary transformation.
Appendix D: Vectorised picture and gate set
tomography
1. Vectorised picture
Matrices can be vectorised according to the Hilbert-
Schmidt inner product. For two matrices A and B, the
inner product is 〈〈A|B〉〉 = Tr(A†B). In the vectorised
picture, we use the d2H-dimensional column vector |ρi〉〉,
square matrix Mj , and row vector 〈〈Ek| to represent the
state ρi, mapMj and measurement operator Ek, respec-
tively. Then the probability can be re-expressed as
pm(i, j1, . . . , jN , k) = 〈〈Ek|MjN · · ·Mj1 |ρi〉〉. (D1)
In the vectorised picture, the difference between two rep-
resentations m and T (m) is a similarity transformation
on maps, and
|T −1(ρi)〉〉 = T−1|ρi〉〉, (D2)
T −1MjT = T−1MjT, (D3)
〈〈T ∗(Ek)| = 〈〈Ek|T, (D4)
where T is the matrix of T in the vectorised picture.
The vectorised picture depends on the basis of the ma-
trix space that we choose. Given an orthonormal basis
of the Hilbert space {|a〉}, we take {|a〉〈b|} as the ba-
sis of the matrix space. We can find that such a ba-
sis is orthonormal. We use |a, b〉〉 to denote the vector
of |a〉〈b| in the vectorised picture, then 〈〈c, d|a, b〉〉 =
Tr(|d〉〈c|a〉〈b|) = δa,cδb,d. Therefore, we can express the
vector as |a, b〉〉 = |a〉 ⊗ |b〉.
Given the orthonormal basis of the matrix space, a
state ρ is represented by the row vector |ρ〉〉 with elements
〈〈a, b|ρ〉〉 = Tr(|b〉〈a|ρ) = 〈a|ρ|b〉, (D5)
a linear map M is represented by the matrix M with
elements
〈〈a, b|M |c, d〉〉 = Tr[|b〉〈a|M(|c〉〈d|)], (D6)
a measurement operator E is represented by the column
vector with elements
〈〈E|a, b〉〉 = Tr(E†|a〉〈b|ρ) = 〈b|E†|a〉. (D7)
If M(•) = ∑q Aq • Bq (we can always express a linear
map in this form),
〈〈a, b|M |c, d〉〉 =
∑
q
〈a|Aq|c〉〈d|B|b〉. (D8)
Therefore,
|ρ〉〉 =
∑
a,b
ρa,b|a〉 ⊗ |b〉, (D9)
M =
∑
q
Aq ⊗BTq , (D10)
〈〈E| =
∑
a,b
E∗a,b〈a| ⊗ 〈b|, (D11)
where ρa,b = 〈a|ρ|b〉, T denotes matrix transpose, and
Ea,b = 〈a|E|b〉. If E is Hermitian, E∗a,b = Eb,a.
2. Gate set tomography
A model [m] is complete if {ρi} and {Ek} are both
complete sets of Hermitian matrices, i.e. any dH × dH
Hermitian matrix can always be expressed as a linear
combination of {ρi} or {Ek}. The gate set tomography
can be implemented in a complete model.
Suppose m and m′ are two distribution-equivalent
physical representations with complete initial states and
measurement operators. Because of the completeness,
we can find d2H linearly independent initial states {ρi|i =
1, . . . , d2H} and d2H linearly independent measurement op-
erators {Ek|k = 1, . . . , d2H} in m. Corresponding ini-
tial states and measurement operators in m′ are {ρ′i|i =
1, . . . , d2H} and {E′k|k = 1, . . . , d2H}, respectively. Then,
we have four d2H × d2H matrices
Min =
( |ρ1〉〉 · · · |ρd2H〉〉 ) , (D12)
Mout =
 〈〈E1|...
〈〈Ed2H |
 , (D13)
M ′in =
(
|ρ′1〉〉 · · · |ρ′d2H〉〉
)
, (D14)
M ′out =
 〈〈E
′
1|
...
〈〈E′
d2H
|
 . (D15)
We have
g = MoutMin = M ′outM ′in (D16)
because of the distribution equivalence, where gk,i =
Tr(Ekρi) = Tr(E′kρ′i).
Lemma D1. For two distribution-equivalent physical
representations, if one of them is complete, the other is
complete.
7Because of the completeness of m, Min and Mout are
both invertible, and g is also invertible. Because g is in-
vertible, M ′in and M ′out are both invertible, i.e. {ρ′i|i =
1, . . . , d2H} and {E′k|k = 1, . . . , d2H} are linearly indepen-
dent complete sets, i.e. m′ is complete.
Lemma D2. For two distribution-equivalent physical
representations m and m′, if they are complete, they are
related by a similarity transformation on maps, i.e. m′ =
T (m).
Two representations are related by a transformation
T , i.e. m′ = T (m), and the matrix of T in the vec-
torised picture is T = MinM ′−1in = M−1outM ′out. For any
initial state ρ in m and the corresponding initial state
ρ′ in m′, we always have Mout|ρ〉〉 = M ′out|ρ′〉〉 because
of the distribution equivalence. Then, |ρ′〉〉 = T−1|ρ〉〉.
For any measurement operator E in m and the corre-
sponding measurement operator E′ in m′, we always have
〈〈E|Min = 〈〈E′|M ′in because of the distribution equiv-
alence. Then, 〈〈E′| = |E〉〉T . For any map M in m
and the corresponding map M′ in m′, we always have
MoutMMin = M ′outM ′M ′in because of the distribution
equivalence. Then, M ′ = T−1MT .
Lemma D3. If complete sets of initial states and mea-
surement operators are related by a transformation, two
representations are related by the same transformation.
Suppose complete sets of initial states and measure-
ment operators are related by the transformation S,
i.e. ρ′i = S−1(ρi) and E′k = S∗(Ek), where i, k =
1, . . . , d2H, two representations are related by the same
transformation S. S is the matrix of S in the vectorised
picture, then M ′in = S−1Min and T = S.
Appendix E: Theorem 2: sufficient condition of
uniqueness
According to Lemma D2, m′ and m are related by a
similarity transformation on maps, i.e. m′ = T (m), be-
cause of the completeness of ΠQPT.
1. Basis states
First, we consider the probability
Tr[T ∗(pia)T −1(pia)] = 1. (E1)
Here, T −1(pia) and T ∗(pia) are physical state and mea-
surement operator, respectively. Without loss of gen-
erality, we suppose that the state T −1(pia) is a diagonal
matrix, and Na is the orthogonal projection onto the null
space of T −1(pia). Because the probability is 1, diagonal
elements of T ∗(pia) are 1 in the subspace of (1 − Na),
and all off-diagonal elements related to the subspace of
(1 − Na) are 0. Here, we have used that T ∗(pia) ≤ 1 .
Then, we have
(1 −Na)T ∗(pia)(1 −Na) = (1 −Na) (E2)
and
(1 −Na)T ∗(pia)Na = NaT ∗(pia)(1 −Na) = 0. (E3)
Therefore,
T ∗(pia) = (1 −Na) +NaT ∗(pia)Na. (E4)
Then, we consider the probability
Tr[T ∗(pib)T −1(pia)] = 0, (E5)
where b 6= a. Without loss of generality, we suppose
that the state T −1(pia) is a diagonal matrix. Because
the probability is 0, diagonal elements of T ∗(pib) are 0 in
the subspace of (1 − Na), and all off-diagonal elements
related to the subspace of (1 −Na) are 0. Here, we have
used that T ∗(pib) ≥ 0. Then, we have
(1 −Na)T ∗(pib)(1 −Na) = 0. (E6)
Therefore,
(1 −Na)(1 −Nb)(1 −Na) = 0 (E7)
and
(1 −Na)NbT ∗(pib)Nb(1 −Na) = 0. (E8)
Here, we have used that 1 − Nb and NbT ∗(pib)Nb are
positive semidefinite.
The dimension of the Hilbert space is dH, and there
are dH orthogonal subspaces {1 − Na} [see Eq. (E7)].
Therefore, {1 −Na} are one-dimensional subspaces, and
NaT ∗(pia)Na = 0. We use |a′〉 to denote the state of the
subspace 1 −Na, then {|a′〉} is an orthonormal basis of
the Hilbert space, and
T ∗(pia) = T −1(pia) = |a′〉〈a′|. (E9)
2. Pure states and projective measurements
Similar to pia, for all pi ∈ Π, because
Tr[T ∗(pi)T −1(pi)] = 1. (E10)
we have
T ∗(pi) = (1 −N) +NT ∗(pi)N, (E11)
where N is the orthogonal projection onto the null space
of T −1(pi). Because∑
a
Tr[T ∗(pi)T −1(pia)] = 1, (E12)
we have Tr[T ∗(pi)] = 1. Then, 1 − N is a one-
dimensional subspace, and NT ∗(pi)N = 0. Therefore,
T ∗(pi) = T −1(pi) are one-dimensional orthogonal projec-
tions, i.e. all {T −1(pi)} are pure states, and all {T ∗(pi)}
are projective measurements.
83. Two-basis states and measurement operators
We consider probabilities
Tr[T ∗(pia)T −1(pixa,b)]
= Tr[T ∗(pib)T −1(pixa,b)] =
1
2 . (E13)
According to the probability distribution, the pure state
of T −1(pixa,b) can be written as
|ψx′a,b〉 =
1√
2
(|a′〉+ eiφxa,b |b′〉), (E14)
and
T ∗(pixa,b) = T −1(pixa,b) = |ψx′a,b〉〈ψx′a,b|. (E15)
Similarly,
T ∗(piya,b) = T −1(piya,b) = |ψy′a,b〉〈ψy′a,b|, (E16)
where
|ψy′a,b〉 =
1√
2
(|a′〉+ eiφya,b |b′〉). (E17)
Because of the probability
Tr[T ∗(pixa,b)T −1(piya,b)] =
1
2 , (E18)
we have
eipi
y
a,b = iκa,beiφ
x
a,b , (E19)
where κa,b = ±1.
4. Three-basis states and measurement operators
First, we consider probabilities
Tr[T ∗(pia)T −1(pixa,b,c)]
= Tr[T ∗(pib)T −1(pixa,b,c)]
= Tr[T ∗(pic)T −1(pixa,b,c)] =
1
3 . (E20)
According to the probability distribution, the pure state
of T −1(pixa,b,c) can be written as
|ψx′a,b,c〉 =
1√
3
(|a′〉+ eiµxa,b,c |b′〉+ eiνxa,b,c |c′〉), (E21)
and
T ∗(pixa,b,c) = T −1(pixa,b,c) = |ψx′a,b,c〉〈ψx′a,b,c|. (E22)
Then, we consider probabilities
Tr[T ∗(pixa,b)T −1(pixa,b,c)]
Tr[T ∗(pixa,c)T −1(pixa,b,c)]
= Tr[T ∗(pixb,c)T −1(pixa,b,c)] =
2
3 . (E23)
According to these probabilities, we have
eiµ
x
a,b,c = eiφ
x
a,b , (E24)
eiν
x
a,b,c = eiφ
x
a,c (E25)
and
eiφ
x
b,c = ei(ν
x
a,b,c−µxa,b,c) = ei(φ
x
a,c−φxa,b). (E26)
Similarly,
T ∗(piya,b,c) = T −1(piya,b,c) = |ψy′a,b,c〉〈ψy′a,b,c|, (E27)
where
|ψy′a,b,c〉 =
1√
3
(|a′〉+ eiµya,b,c |b′〉+ eiνya,b,c |c′〉), (E28)
eiµ
y
a,b,c = eiφ
y
a,b , (E29)
eiν
y
a,b,c = eiφ
y
a,c (E30)
and
eiφ
x
b,c = ei(ν
y
a,b,c
−µy
a,b,c
) = ei(φ
y
a,c−φya,b). (E31)
We would like to remark that it is eiφ
x
b,c rather than eiφ
y
b,c
in the above equation.
We also have
T ∗(piyc,b,a) = T −1(piyc,b,a) = |ψy′c,b,a〉〈ψy′c,b,a|, (E32)
where
|ψy′c,b,a〉 =
1√
3
(|c′〉+ eiµyc,b,a |b′〉+ eiνyc,b,a |a′〉), (E33)
eiµ
y
c,b,a = −e−iφyb,c , (E34)
eiν
y
c,b,a = −e−iφya,c (E35)
and
eiφ
x
a,b = ei(µ
y
c,b,a
−νy
c,b,a
) = ei(φ
y
a,c−φyb,c). (E36)
5. Transformation
According to Eq. (E26), we have
eiφ
x
a,b = ei(φ
x
1,b−φx1,a) (E37)
for all a < b, where φx1,1 = 1. According to Eq. (E24)
and Eq. (E25), we have
eiµ
x
a,b,c = ei(φ
x
1,b−φx1,a), (E38)
eiν
x
a,b,c = ei(φ
x
1,c−φx1,a). (E39)
According to Eq. (E19), Eq. (E26) and Eq. (E31), we
have
ei(φ
y
a,c−φya,b) = κa,cκa,bei(φ
x
a,c−φxa,b) = ei(φ
x
a,c−φxa,b).(E40)
9i.e. κa,c = κa,b. Similarly, according to Eq. (E19),
Eq. (E26) and Eq. (E36), we have
ei(φ
y
a,c−φyb,c) = κa,cκb,cei(φ
x
a,c−φxb,c) = ei(φ
x
a,c−φxb,c).(E41)
i.e. κa,c = κb,c. Then, κa,b = κ1,2 for all a < b. Therefore,
eiφ
y
a,b = iκ1,2ei(φ
x
1,b−φx1,a), (E42)
eiµ
y
a,b,c = iκ1,2ei(φ
x
1,b−φx1,a), (E43)
eiν
y
a,b,c = iκ1,2ei(φ
x
1,c−φx1,a), (E44)
eiµ
y
c,b,a = iκ1,2ei(φ
x
1,b−φx1,c), (E45)
eiν
y
c,b,a = iκ1,2ei(φ
x
1,a−φx1,c). (E46)
Here, we have used Eq. (E29), Eq. (E30), Eq. (E34) and
Eq. (E35).
Therefore, projections in two model representations
m and T (m) are related by the transformation S =
W(1−κ1,2)/2U−1, i.e.
S∗(pi) = S−1(pi) = T ∗(pi) = T −1(pi) (E47)
for all pi ∈ Π, where U(•) = u • u†,
u =
∑
a
eiφ
x
1,a |a′〉〈a| (E48)
and S∗ = S−1 = UW(1−κ1,2)/2. If κ1,2 = +1, S is a
unitary transformation. If κ1,2 = −1, S is an anti-unitary
transformation.
Because projections ΠQPT are complete, two represen-
tations are related by the transformation S, i.e. S(m) =
T (m), according to Lemma D3. The transformation S is
either unitary or anti-unitary, therefore m and T (m) are
always representations of the same model. Theorem 2 is
proved.
Appendix F: Lemma 2: symmetry transformations
on unitary maps
In Ref. [22] in the main text, it is proved that a phys-
ical map is unitary if and only if its determinant is
1. The similarity transformation preserves the determi-
nant of a map. Therefore, for two physical maps U and
U ′ = T −1UT , if U is unitary, U ′ is also unitary. Are such
two maps related by a unitary or anti-unitary transfor-
mation? It is obvious when dH = 2, 3, and we conjecture
that it is true for all dimensions. Later we will prove that
it is true for super-non-degenerate unitary maps.
If eigenvalues of the unitary matrix u are {eiθa}, eigen-
values of the map U are {ei(θa−θb)}. The map is super-
non-degenerate if ei(θc−θd)ei(θe−θf ) /∈ {ei(θa−θb)} for all
a, b, c, d satisfying c 6= d, e 6= f , c 6= f and d 6= e.
Lemma F4. When dH = 2, 3, U , T −1UT ∈ U if and
only if there exists S ∈ S such that T −1UT = S−1US.
If U(•) = u • u† and eigenvalues of u are {eiθa}, then
eigenvalues of U are {ei(θa−θb)}. Similarly, if U ′(•) =
θ1
θ2
θ3
θ4
θ5
θ1
θ2
θ3
θ4
θ5
Rotation
(a) Unitary transformation
(b) Anti-unitary transformation
θ1
θ2
θ3
θ4
θ5
θ1
θ2
θ3
θ4
θ5
Rotation
and
reflection
θ1
θ2
θ1
θ2
θ3
(c) dH = 2 and dH = 3
FIG. 2. Each eigenvalue of a unitary matrix corresponds to
a line on the circle as shown in the figure. (a) If two circles
are related by a rotation, then corresponding unitary maps
are related by a unitary transformation. (b) If two circles
are related by a rotation and a reflection, then corresponding
unitary maps are related by an anti-unitary transformation.
(c) When dH = 2, 3, there is only one configuration of lines (up
to the rotation and reflection) given the size of each sector.
T −1UT (•) = u′•u′† and eigenvalues of u′ are {eiθ′a}, then
eigenvalues of U ′ are {ei(θ′a−θ′b)}. If eiθa = eiωeiθ′a for all
a, U and U ′ are related by a unitary transformation, see
Fig. 2(a). If eiθa = eiωe−iθ′a for all a, U and U ′ are related
by an anti-unitary transformation, see Fig. 2(b).
If dH = 2, 3, each pair of ei(θa−θb) and ei(θb−θa) with
a 6= b corresponds to the size of a sector in Fig. 2(c).
Therefore, U and U ′ are always related by a unitary or
anti-unitary transformation. Lemma F4 is proved.
Lemma F5. Let U ∈ U be super-non-degenerate. Then
T −1UT ∈ U if and only if there exists S ∈ S such that
T −1UT = S−1US.
Two sets of eigenvalues are the same because of
the similarity transformation, i.e. E = {ei(θa−θb)} =
{ei(θ′a−θ′b)}. Therefore λ∗ ∈ E for all eigenvalues λ ∈ E.
Without loss of generality, we suppose that ei(θ1−θ2) =
ei(θ
′
1−θ′2). Then E1,2 = {ei(θ1−θa), ei(θb−θ2) | a, b 6= 1, 2} =
{ei(θ′1−θ′a), ei(θ′b−θ′2) | a, b 6= 1, 2} are all eigenvalues λ ∈ E
satisfying λ∗ei(θ1−θ2) ∈ E − {1}, because of the super-
non-degeneracy.
Either ei(θ1−θ3) = ei(θ′1−θ′a) or ei(θ1−θ3) = ei(θ′b−θ′2).
Without loss of generality, we suppose that ei(θ1−θ3) =
10
ei(θ
′
1−θ′3) or ei(θ1−θ3) = ei(θ′3−θ′2).
If ei(θ1−θ3) = ei(θ′1−θ′3), E1,2,3 = {ei(θ1−θa) | a 6=
1, 2, 3} = {ei(θ′1−θ′a) | a 6= 1, 2, 3} are all eigenvalues
λ ∈ E1,2 satisfying λ∗ei(θ1−θ3) ∈ E−{1}. Without loss of
generality, we suppose that ei(θ1−θa) = ei(θ′1−θ′a), where
a 6= 1, 2, 3. Then, eiθa = ei(θ1−θ′1)eiθ′a for all a. Therefore,
U and U ′ are related by a unitary transformation.
If ei(θ1−θ3) = ei(θ′3−θ′2), E1,2,3 = {ei(θ1−θa) | a 6=
1, 2, 3} = {ei(θ′b−θ′2) | b 6= 1, 2, 3} are all eigenvalues
λ ∈ E1,2 satisfying λ∗ei(θ1−θ3) ∈ E − {1}. Without
loss of generality, we suppose that ei(θ1−θa) = ei(θ′a−θ′2),
where a 6= 1, 2, 3. Then, eiθ1 = ei(θ1+θ′2)e−iθ′2 , eiθ2 =
ei(θ1+θ
′
2)e−iθ
′
1 and eiθa = ei(θ1+θ′2)e−iθ′a for all a 6= 1, 2.
Therefore, U and U ′ are related by an anti-unitary trans-
formation.
Lemma F5 is proved.
Lemma F6. The set of super-non-degenerate unitary
maps is dense.
Without loss of generality, we consider a diagonal uni-
tary matrix u = diag(eiθ1 , . . . , eiθdH ). We define u(N) =
diag(eiθ
(N)
1 , . . . , e
iθ
(N)
dH ), where
θ
(N)
a
2pi =
⌊
10N θa2pi
⌋
10−N + 2−a10−3N . (F1)
One can check that u(N) is super-non-degenerate. Let
U (N) be the map of u(N), then
lim
N→∞
‖U (N) − U‖ = 0. (F2)
Lemma F6 is proved.
Suppose that T −1U (N)T = S(N)−1U (N)S(N), where
‖ • ‖ is a multiplicative norm, then we have
‖T −1U (N)T − T −1UT ‖
≤ ‖T −1‖‖T ‖‖U (N) − U‖, (F3)
‖S(N)−1U (N)S(N) − S(N)−1US(N)‖
≤ ‖S(N)−1‖‖S(N)‖‖U (N) − U‖. (F4)
Therefore,
‖S(N)−1US(N) − T −1UT ‖
≤ (‖T −1‖‖T ‖+ ‖S(N)−1‖‖S(N)‖)‖U (N) − U‖ (F5)
and
lim
N→∞
‖S(N)−1US(N) − T −1UT ‖ = 0. (F6)
Taking SU = limN→∞ S(N), we have T −1UT = S−1U USU .
Lemma F7. Let T such that, for all U ∈ U, there exists
SU ∈ S with T −1UT = S−1U USU . Here, SU depends on U .
Then, there exists an S ∈ S such that T −1UT = S−1US
for all U ∈ U.
We only need to consider generators of the unitary
group {uψ,θ}, where
uψ,θ = ei|ψ〉〈ψ|θ = 1 + (eiθ − 1)|ψ〉〈ψ|, (F7)
and corresponding maps are {Uψ,θ(•) = uψ,θ •u†ψ,θ}. Us-
ing the transformation Sψ = SUψ,pi/2 , we have
T −1Uψ,pi/2T = S−1ψ Uψ,pi/2Sψ = Us−1(ψ),κψpi/2, (F8)
where |s−1(ψ)〉〈s−1(ψ)| = S−1ψ (|ψ〉〈ψ|), κψ = +1 if Sψ
is unitary, and κψ = −1 if Sψ is anti-unitary. Here, we
have defined a transformation on the ray space, i.e.
s−1(|ψ〉〈ψ|) = S−1ψ (|ψ〉〈ψ|). (F9)
Using Unψ,pi/2, where n = 0, 1, 2, we can expand Uψ,θ as
Uψ,θ =
U0ψ,pi/2 + U2ψ,pi/2
2
+ cos θ
U0ψ,pi/2 − U2ψ,pi/2
2
+ sin θ
(
U1ψ,pi/2 −
U0ψ,pi/2 + U2ψ,pi/2
2
)
. (F10)
Then using the linearity of the similarity transformation
and T −1Unψ,pi/2T = Uns−1(ψ),κψpi/2, we have
T −1Uψ,θT = Us−1(ψ),κψθ. (F11)
We consider two arbitrary states |ψ〉 and |φ〉. Without
loss of generality, we assume that
|ψ〉 = cos α2 |0〉+ sin
α
2 |1〉, (F12)
|φ〉 = cos α2 |0〉 − sin
α
2 |1〉. (F13)
Then |〈ψ|φ〉| = | cosα| and
|ψ〉〈ψ| = 12(I + cosαZ + sinαX), (F14)
|φ〉〈φ| = 12(I + cosαZ − sinαX), (F15)
where I,X, Y, Z are Pauli operators in the subspace of
{|0〉, |1〉}. Corresponding unitary matrices can be ex-
pressed as
uψ,θ = (1 − I) + ei θ2 cos θ2I
+iei θ2 sin θ2(cosαZ + sinαX) (F16)
uφ,ω = (1 − I) + eiω2 cos ω2 I
+ieiω2 sin ω2 (cosαZ − sinαX). (F17)
Because of the similarity transformation, two maps
Uψ,θUφ,ω and Us−1(ψ),κψθUs−1(φ),κφω = T −1Uψ,θUφ,ωT
have the same spectrum for all θ and ω. The unitary
matrix of Uψ,θUφ,ω is
uψ,θuφ,ω = (1 − I) + ei
θ+ω
2 (cos δI + i sin δA),(F18)
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where
cos δ = cos θ + ω2 cos
2 α+ cos θ − ω2 sin
2 α, (F19)
sin δA = sin θ + ω2 cosαZ + sin
θ − ω
2 sinαX
+(cos θ − ω2 − cos
θ + ω
2 )
sin 2α
2 Y (F20)
and A2 = I. If |ω|, |θ| ∈ [0, pi), we have | θ+ω2 |, | θ−ω2 | ∈
[0, pi), and |δ| is between | θ+ω2 | and | θ−ω2 |. Therefore, two
maps have the same spectrum for all θ and ω if and only
if κψ = κφ and |〈ψ|φ〉| = |〈s−1(ψ)|s−1(φ)〉|.
According to Theorem A3, we have
s−1(|ψ〉〈ψ|) = S−1(|ψ〉〈ψ|), (F21)
where S−1 ∈ S. Then,
S−1Uψ,piS = Us−1(ψ),±pi
= Us−1(ψ),κψpi = T −1Uψ,piT . (F22)
Because
uψ,piuφ,pi = (1 − I) + (cos 2αI − i sin 2αY ), (F23)
{Uψ,pi} is the set of generators of U. Therefore
S−1US = T −1UT (F24)
for all U ∈ U. Lemma F7 is proved.
It is obvious that, T −1UT ∈ U for all U ∈ U if there ex-
ists a unitary or anti-unitary transformation S ∈ S such
that S−1US = T −1UT for all U ∈ U, i.e. the ‘if’ state-
ment of Lemma 2 in the main text is true. If T −1UT ∈ U
for all U ∈ U, there exists SU ∈ S (which depends on U)
with T −1UT = S−1U USU for all U ∈ U, because super-
non-degenerate unitary maps are dense (Lemma F6).
Then, according to Lemma F7, there exists an S ∈ S
such that T −1UT = S−1US for all U ∈ U. The ‘only if’
statement of Lemma 2 in the main text is proved.
Appendix G: Theorem 3: sufficient condition of
uniqueness
Lemma G8. Let A be a non-trivial Hermitian matrix,
i.e. A 6= Tr(A)d−1H 1 , then {U(A)|U ∈ U} is complete.
Without loss of generality, we suppose that A =∑
aAa|a〉〈a| is a diagonal matrix with diagonal elements
in the descending order A1 ≥ A2 ≥ . . . ≥ AdH . Because
A is non-trivial, A1 6= AdH .
We consider unitary matrices
ub,c = |b〉〈c|+ |c〉〈b|+
∑
a 6=b,c
|a〉〈a| (G1)
and
uloop = |1〉〈1|+ |dH〉〈2|+
dH∑
a=3
|a− 1〉〈a|. (G2)
Corresponding maps are Ub,c(•) = ub,c • u†b,c and
Uloop(•) = uloop • u†loop.
Using these maps, we have
A′ = 1
dH − 1
dH−1∑
l=1
U lloop(A)
= A1|1〉〈1|+ Tr(A)−A1
dH − 1
dH∑
a=2
|a〉〈a| (G3)
and
A′′ = 1
dH − 1
dH−1∑
l=1
U lloopU1,dH(A)
= AdH |1〉〈1|+
Tr(A)−AdH
dH − 1
dH∑
a=2
|a〉〈a|. (G4)
Then,
|1〉〈1| = [Tr(A)−AdH ]A
′ − [Tr(A)−A1]A′′
[Tr(A)−AdH ]A1 − [Tr(A)−A1]AdH
(G5)
is a linear combination of matrices in {U(A)|U ∈ U}.
Because A1 6= AdH , the denominator [Tr(A)−AdH ]A1 −
[Tr(A)−A1]AdH = (A1 −AdH)Tr(A) 6= 0.
Because {U(|1〉〈1|)|U ∈ U} is complete, {U(A)|U ∈ U}
is also complete. Lemma G8 is proved.
Suppose ρ ∈ {ρi} and E ∈ {Ek} are singular, then
both of them are non-trivial. Therefore, {U(ρ)|U ∈ U}
and {U(E)|U ∈ U} are complete. Then, according to
Lemma D2, m′ and m are related by a similarity trans-
formation on maps, i.e. m′ = T (m).
Lemma G9. A map D commutes with all unitary maps,
i.e. [D,U ] = 0 for all U ∈ U, if and only if D is a depo-
larising map.
We consider the state |0〉〈0| and unitary matrices u0,θ
and
v = |0〉〈0|+ v′, (G6)
where v′ = (1 − |0〉〈0|)v′(1 − |0〉〈0|) can be any unitary
matrix in the subspace of 1 − |0〉〈0|. Then, we have
ρ = D(|0〉〈0|) = D(u0,θ|0〉〈0|u†0,θ) = u0,θρu†0,θ (G7)
for all θ. Therefore,
ρ = f |0〉〈0|+ ρ′, (G8)
where f = 〈0|ρ|0〉 and ρ′ = (1 − |0〉〈0|)ρ(1 − |0〉〈0|). We
also have
ρ = vρv† = f |0〉〈0|+ v′ρ′v′†. (G9)
Because ρ′ = v′ρ′v′† for all v′,
ρ′ = 1− f
dH − 1(1 − |0〉〈0|). (G10)
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Therefore,
ρ = (f − 1− f
dH − 1)|0〉〈0|+
1− f
dH − 11 . (G11)
For any state |ψ〉〈ψ| = u|0〉〈0|u†, we have
D(|ψ〉〈ψ|) = uρu† = F |ψ〉〈ψ|+ (1− F )d−1H 1 ,(G12)
where F = f − (1 − f)/(dH − 1). Therefore, D = DF is
a depolarising map.
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