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Samenvatting
We komen patronen overal om ons heen tegen en we kunnen die zonder moeite
herkennen. Echter, de analyse van patronen, die aanwezig zijn in verschillende
soorten signalen zoals spraak, beelden, etc., met behulp van computers is nog steeds
een groot probleem na meer dan vijftig jaar onderzoek. Een computer-gebaseerd
systeem voor de analyse van patronen kan ruwweg opgesplitst worden in twee de-
len: representatie en classificatie. De representatie bestaat onder meer uit extractie
van karakteristieke features van de patronen en de classificatie behelst het leren en
de discriminantanalyse. In dit proefschrift bestuderen we de prestaties van: (a) rep-
resentatieschema’s van contour-gebaseerde vormpatronen van in digitale beelden
aanwezige objecten en (b) de Learning Vector Quantization (LVQ) classifier in een
proto-typical scenario. In de context van (a) bestuderen we specifiek de robuus-
theid van contour-gebaseerde shape descriptors op incomplete representaties van
objecten. De dynamiek en het vermogen tot generalisatie van LVQ algoritmen in
een gegeven datamodel worden in de context van (b) bestudeerd.
We kunnen de objecten in figuur 5.4 onmiddellijk herkennen als vogels, alhoewel
de contouren incompleet zijn. Psycholoog E. S. Gollin heeft dit vermogen vanmensen
om objecten met incomplete contouren te herkennen bestudeerd. Het belangri-
jkste doel van zijn onderzoek was om de prestaties van mensen in het herken-
nen van objecten met incomplete contouren te bestuderen als functie van de on-
twikkelingskarakteristieken, zoals mentale en chronologische leeftijd en de intelli-
gentiequotie¨nt. Gollin gebruikte verzamelingen van contouren met verschillende
graden van incompleetheid en probeerde de antwoorden op de volgende vragen te
vinden: (1) Hoe compleet dienen de contouren van gebruikelijke objecten te zijn om
herkend te kunnenworden? (2) Hoe beı¨nvloedt training de herkenningsprestaties in
geval van incomplete representaties? Hij voerde vier psychofysische experimenten
met kinderen en volwassenen uit en ontdekte dat: het menselijk vermogen om ob-
jecten met incomplete contouren te herkennen (a) afhankelijk is van het intelligen-
tiequotie¨nt en (b) verbeterd wordt door training.
Met inspiratie van deze psychofysische onderzoeken van het menselijk visuele
systeem stellen we een nieuw aspect voor en een methode voor de evaluatie van de
prestaties van op contour gebaseerde vormherkenningsalgoritmen met betrekking
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(a) (b) (c)
Figure 5.4: Een vogel kan herkend worden zelfs als (a) 50% van zijn contour segmentsgewijs
verwijderd is, (b) zijn staartgedeelte niet zichtbaar is (occlusie), (c) 80% van de contour pixels
willekeurig verwijderd zijn.
tot hun robuustheid op incomplete contouren. We gebruiken complete contourrep-
resentaties van objecten als referentieverzameling (training). Incomplete contour-
representaties van dezelfde objecten worden als testset gebruikt. De prestaties van
een algoritme worden weergegeven door de mate van herkenning als functie van
het percentage van de contour dat behouden is gebleven. We noemen deze evalu-
atieprocedure de ICR (Incomplete Contour Representations) test. We onderscheiden
drie soorten incomplete contouren, te weten segmentsgewijze contourverwijdering,
occlusie en verwijdering van willekeurige pixels. Ter illustratie wordt de robuus-
theid van twee vormherkenningsalgoritmen op incomplete contouren gee¨valueerd.
Deze algoritmen gebruiken een shape context en een zogenaamde distance multiset
als lokale shape descriptors. Kwalitatief imiteren beide algoritmen de menselijke
visuele perceptie in de zin dat herkenningsprestaties monotoon toenemen met de
graad van compleetheid en dat ze het beste presteren in het geval van het willekeurig
verwijderen van pixels en het slechtst in het geval van contouren met occlusie. De
distance multiset methode presteert beter dan de shape context methode in dit test-
model.
In de voornoemde studies nemen we niet in beschouwing het feit dat punten
langs een contour in verschillendemate van belang zijn voor demenselijke perceptie
en mogelijk ook voor computeralgoritmen. F. Attneave stelde voor dat perceptueel
belangrijke informatie langs een visuele contour geconcentreerd is in de gebieden
met sterke kromming i.p.v. een uniforme verdeling. Hij nam een afbeelding van
een kat en selecteerde van de contour punten met sterke kromming en voegde ze
samen met rechte lijnsegmenten. De resulterende lijntekening (die nu bekend staat
Samenvatting 123
(a) (b)
Figure 5.5: (a) Contourafbeelding van een hond waarbij de plaatsen met sterke kromming
gemarkeerd zijn d.m.v. punten. (b) Punten met sterke kromming zijn samengevoegd door
rechte lijnen om een contourafbeelding te construeren die vergelijkbaar is met Attneaves kat.
als Attneaves kat) is duidelijk herkenbaar, wat aantoont dat niet veel informatie ver-
loren gaat door de lineaire benadering van de contour tussen de punten met sterke
kromming. De essentie van zijn overwegingen is geı¨llustreerd in figuur 5.5(a) en
(b). Attneave heeft ook de resultaten van een experiment beschreven waarin deel-
nemers gevraagd werden om een tweedimensionale contour te benaderen met een
vast aantal punten en om deze punten te lokaliseren in de oorspronkelijke vorm.
Hij ontdekte dat de punten vaker geselecteerd werden op de plaatsen met sterke
kromming in de originele contour.
Geı¨nspireerd door deze onderzoeksresultaten stellen we voor: (i) een nieuw al-
goritme om punten met een sterke kromming op de contour van een object te se-
lecteren wat gebruikt kan worden om een herkenbare polygonale benadering te
construeren, (ii) een test die het effect evalueert van het verwijderen van contourseg-
menten die zulke punten bevatten op de prestaties van op contour gebaseerde ob-
jectherkenningsalgoritmen. We gebruiken complete contourrepresentaties van ob-
jecten als referentie (training) set. Incomplete contourrepresentaties van dezelfde
objecten worden gebruikt als testset. De prestaties van een algoritme worden geno-
teerd door de mate van herkenning als functie van het percentage van de con-
tour dat bewaard is gebleven. We beschouwen twee soorten incomplete contouren
verkregen door het verwijderen van contoursegmenten met sterke of zwakke krom-
ming. We illustreren de testprocedure m.b.v. twee vormherkenningsalgoritmen die
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gebruik maken van een shape context en een distance multiset als lokale shape de-
scriptors. Beide algoritmen imiteren kwalitatief de menselijke visuele perceptie in
de zin dat het verwijderen van segmenten met sterke kromming een sterker dalend
effect heeft op de prestaties dan het verwijderen van andere delen van de contour.
Dit effect is sterker aanwezig in de prestaties van de shape context methode.
Concepten uit de statistische natuurkunde zijn met succes toegepast in de theo-
rie van leer- en classificatiesystemen. Om het gebruikelijke gedrag van grote syste-
men te bestuderen wordt een middeling uitgevoerd over de disorde die veroorza-
akt wordt door de stochastische natuur van de trainingdata die als invoer gebruikt
is. In dit proefschrift presenteren we met behulp van methoden uit de statistische
natuurkunde een gedetailleerde afleiding van eenmodel, dat toegepast wordt in het
bestuderen van de dynamiek van een klasse van supervised online leeralgoritmen
die Learning vector quantization (LVQ) genoemd wordt en die gebruikt wordt voor
het leren van de prototypevectoren voor nearest prototype classification (NPC).
De NPC is waarschijnlijk de simpelste classifier in patroonherkenning. Laat de
integer c˜ > 1 het aantal klassen zijn in een gelabelde dataset. Laat Ω = {w1, . . . ,wc}
⊂ RN , c ≥ c˜, de verzameling prototypen zijn, waarbij elke wi ∈ Ω gelabeld is met
een van de c˜ klassen. De NPC kent ieder ongelabeld object ξ ∈ RN toe aan de
klasse van zijn dichtstbijzijnde (met betrekking tot een afstandsmetriek) prototype.
De NPC kan gezien worden als een one-nearest-neighbor(1-NN) regel waar Ω de ref-
erentieverzameling is. Het subtiele verschil tussen de twee paradigma’s is dat NPC
van een veel kleiner aantal prototypes uitgaat dan de 1-NN regel, wat het compu-
tationeel efficie¨nter maakt. Het grote probleem in het bouwen van een NPC is om
een goede verzameling van prototypes te construeren die idealiter een minimale
cardinaliteit en een minimum generalisatiefout zal hebben.
LVQ, dat als eerste door Kohonen is voorgesteld, is de klasse van supervised on-
line leeralgoritmen die wordt toegepast om de elementen van Ω te vinden die het
“beste” de klassen representeren. Het aantal klassen (c˜) en het aantal prototypes,
(de cardinaliteit van Ω, c), zijn voorgedefinie¨erd. Een gelabelde trainingdataset van
de vorm (ξµ, σµ) (waar ξµ ∈ RN de trainingdatavector is die aan het online leeral-
goritme aangeboden wordt op tijdstip µ met klasselabel σµ) wordt gebruikt om de
elementen van Ω te leren. De algemene structuur van een LVQ algoritme kan op de











f({wµ−1l }, ξµ, σµ)(ξµ −wlµ−1), l = 1 . . . c, µ = 1, 2 . . . (5.5)
Waarbij η de “zogenaamde” leersnelheid is en N de dimensionaliteit van het sys-
teem. De specifieke vorm van f wordt bepaald door het algoritme dat gebruikt
wordt om LVQ uit te voeren.
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In dit proefschrift bestuderenwe theoretisch de prestaties van verschillende LVQ
algoritmen. De analyse wordt uitgevoerd voor modelsituaties waarin voor de train-
ing een sequentie van ongecorreleerde, randomized voorbeelddata gebruikt wordt.
Uit de statistische natuurkunde bekende concepten zijn toegepast in de analyse. De
gedetailleerde wiskundige afleidingen worden eveneens gepresenteerd. We bestud-
eren vijf verschillende LVQ algoritmen, te weten: LVQ1, LVQ+, LVQ+/-, LFM,
LFM-W, tezamen met de unsupervised VQ. LVQ1 bleek in ons onderzoek de beste
prestaties te hebben wat betreft stabiliteit en het asymptotisch generalisatievermo-
gen.
