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ISTRIBUTED multitarget tracking (DMT) over a wireless sensor network (WSN) has attracted great attention due to its wide applicability in defense and civil surveillance, precision agriculture, smart cities, earth monitoring, health care, etc. [1] . In a WSN, sensor nodes are deployed within the region of interest and can communicate only with neighbors located inside a suitable communication zone. In this paper, it is also assumed that the considered WSN has no coordinating node (leader), i.e., all sensor nodes operate in a peer-to-peer fashion.
DMT can be tackled in two different ways: a) traditional approach [2] , where an association-based multitarget tracker, e.g., exploiting joint probabilistic data association (JPDA) [3] or multi-hypothesis tracking (MHT) [4] , is run at each node with local measurements to provide local estimates of trajectories, then track-to-track (T2T) fusion [5] is adopted to obtain global estimates of trajectories; b) random finite set (RFS) approach [6] , where the multitarget state is modeled as an RFS [6] , and its first-order multitarget moment, i.e., probability hypothesis density (PHD) [7] , [8] , or multitarget distribution [9] , [10] , is first propagated by a multitarget tracker with local measurements. Then, consensus [11] and generalized covariance intersection (GCI) fusion [12] - [16] are adopted to iteratively fuse local PHDs/distributions of a sensor node and its neighbors into a global PHD/distribution. The advantage of the RFS approach over the traditional one is that it can incorporate data association, target appearance and disappearance, missed detections and false alarms in the Bayesian recursion, so that DMT can be accomplished in a more elegant and principled way.
Due to the fact that sensor nodes of a WSN are often battery-powered and non-rechargeable during the period of deployment, their energy turns out to be quite limited. Thus, in order to prolong network lifetime, it is necessary to reduce information transmission as much as possible at each sensor node. Moreover, there are other advantages arising from the lower communication rate. For instance, in defense applications, frequent message transmission from a sensor node would increase the possibility of discovery of the WSN by hostile agents which, in turn, would definitely reduce the survival capability of the network itself. In centralised multisensor systems, event-triggered (ET) strategies have been successfully exploited to reduce the communication bandwidth [17] - [20] . Recently, ET strategies have also been successfully applied to distributed state estimation. In [21] , the information is transmitted by each sensor node whenever the mean square error (MSE) between the most recently transmitted estimate and the current one exceeds a predefined threshold. Conversely, in [22] the local measurement at each sensor node is transmitted only when its Mahalanobis distance (MD) from the latest transmitted measurement exceeds a given threshold. In [23] , an ET strategy is proposed along with a consensus Kalman filter for distributed state estimation; specifically, the discrepancies between mean and covariance of the current local probability density function (PDF) and those of the PDF predicted from the latest transmission, are used at each sensor node to trigger information transmission. In [24] , the work of [23] has been extended to the more general distributed Bayesian filtering context. In particular, the Kullback-Leibler divergence (KLD) was employed to measure the discrepancy between the current local PDF and the one predicted from the latest transmission at each sensor node, and to accordingly trigger information transmission. It is worth to point out that, for the ET strategies proposed in [23] and [24] , stability of the estimation error in all network nodes has been proved in the single-target case under the assumption of linearity for both the motion and measurement models.
The above mentioned ET strategies refer to distributed state estimation and are, therefore, applicable to single-target tracking. Conversely, in the context of DMT, multiple targets can appear in the surveillance region and, due to the imperfection of the signal processing algorithms employed for measurement extraction at each sensor node, misdetections of targets and false alarms [25] can easily occur. As a result, estimate-based ET in [21] is no longer suitable due to the difficulty to quantify the discrepancy between multitarget state estimates. Further, measurement-based ET in [22] is also unsuitable due to missing and/or false target measurements in the measurement set [11] . On the other hand, the density-based ET strategy developed in [23] , [24] looks at the discrepancy between PDFs from an information-theoretic point of view, thus overcoming the drawbacks of both the above mentioned estimate-based and measurement-based ET paradigms and can, therefore, be exploited in distributed tracking. In this respect, preliminary work [26] addressed distributed tracking of a single target immersed in clutter adopting the consensus Bernoulli filter in [27] .
The present paper investigates the application of the densitybased ET paradigm to the multitarget case. In particular, the proposed method is based on the consensus CPHD (CCPHD) filter [11] : at each time instant, each node locally updates a posterior target i.i.d. cluster (IIDC) density by means of a (locally running) CPHD filter; then, after exchanging information with the neighboring nodes, computes a fused density by means of GCI fusion [12] . In contrast with the original (fullrate transmission) CCPHD filter, in the proposed ET-CCPHD information transmission occurs only when the current fused IIDC density is significantly different from the one predicted from the latest transmission, so as to adaptively reduce the number of data transmissions. Since the IIDC density propagated by the CPHD filter is fully characterized by cardinality PMF and spatial PDF, two different thresholds can be used so as to trigger transmission of respective parts when the local IIDC density significantly deviates, in cardinality PMF and/or spatial PDF, from the one that the other nodes could recover without transmission. In order to measure the discrepancy between densities, the KLD can be used. In fact, the KLD between two densities (say, of f 2 from f 1 ) has a nice information-theoretic interpretation in terms of "information gain" achieved from f 2 to f 1 , which is clearly very useful for triggering the transmission of information whenever such "information gain" is sufficiently high. Unfortunately, the KLD cannot be analytically computed between two Gaussian-mixture (GM) densities, which are usually adopted to approximate spatial PDFs of IIDC densities in the CCPHD filter in order to limit the size of transmitted information. Nevertheless, suitable approximations can be adopted in order to compute it with reasonable accuracy and in a computationally efficient way, thus ensuring the practical applicability of the proposed method. As an alternative, in this work another discrepancy measure, called Cauchy-Schwarz divergence (CSD) [28] , is also investigated. In fact, the CSD has recently emerged [29] as a convenient tool for measuring the discrepancy between densities because, unlike KLD, CSD between GMs can be computed in closed-form [30] .
The advantage of the proposed ET-CCPHD algorithm is that the communication bandwidth/energy consumption of each sensor node can be significantly reduced while deteriorating multitarget tracking performance as least as possible. Compared to CCPHD, the proposed ET-CCPHD filter just needs little extra memory space for storing reference information as well as neighbors' information.
The rest of the paper is organized as follows. Section II illustrates the considered scenario and formulates the problem of interest. Section III provides the background on CCPHD filtering. The proposed solution is presented in Section IV and its effectiveness is evaluated by means of simulation examples in Section V. Section VI ends the paper with concluding remarks as well as perspectives for future work. Approximate computation of KLD as well as exact computation of CSD between GMs is described in Appendix A and Appendix B respectively. Finally, comments on the use of time-varying triggering thresholds are provided in Appendix C.
II. PROBLEM FORMULATION
In the WSN considered in this paper, each sensor node is supposed to be able to get measurements of kinematic variables (e.g., angles, distances, Doppler shifts, etc.) relative to targets moving in the surrounding environment as well as to process local data and exchange data with neighbors. The features of the considered WSN are summarized as follows: a) there is no central fusion node, i.e., every node operates in a peer-topeer way; b) each sensor node is only aware of the connections with its neighbors, but not of the whole network topology, i.e., neither the total number of nodes nor the connections that are not related to itself; c) the energy of each sensor node is quite limited so that information transmission needs to be reduced as much as possible.
From a mathematical point of view, the sensor network can be described in terms of a directed graph (N , E), where N denotes the set of nodes and E ⊆ N × N the set of links such that (i, j) ∈ E if node j can receive data from node i. For each node i, N i will denote the set of its in-neighbors (excluding i); further,
The single-target state at time t is denoted as x t , whose timeevolution is modeled according to
where a t (·) is a possibly nonlinear function and w t ∼ G (w t ; 0, Q t ) a modeling noise. In this paper, G(·; μ, P ) denotes the Gaussian PDF with mean μ and covariance matrix P . Accordingly, the single-target PDF distribution is given by
The multitarget state at time t is represented by an RFS X t = {x
t }, whose evolution is described as
where B t denotes the newly-appeared (new-born) targets at time t and
where x + is distributed according to φ t|t−1 (x + |x). At node i and time t, the generation of measurement z t is governed by the single-target measurement model 
By taking target detection, miss-detection and false alarms (i.e., clutter) K i t into account, the measurement set generated at node i and time t is given by
where
In this paper, it is assumed that K i t is a multiobject Poisson process [6] , with parameter λ i t and uniform spatial PDF inside the surveillance region.
To summarize, the aim of this paper is to recursively estimate, at each time t and sensor node i, the multitarget RFS X t , by exploiting local measurements and data exchanges with the neighbors with emphasis on limiting communication load while preserving tracking performance as much as possible.
III. DISTRIBUTED MULTITARGET TRACKING VIA WSN
A. Single-Sensor Multitarget Tracking
This subsection briefly recalls the single-sensor CPHD filter algorithm by temporarily removing all sensor-related superscripts i. According to finite set statistics (FISST) [6] , [31] , the information of a multitarget (multiobject) RFS is encapsulated into its multitarget density. In this paper, the multitarget RFS is modeled as an IIDC process with multitarget density of the form
where | · | denotes cardinality (i.e., number of elements) of a set, p(·) represents the cardinality PMF and s(·) the spatial PDF. Accordingly, the PHD of the IIDC process (9) is given as [8] d
is the expected number of targets. It can be seen from (9) that an IIDC process is completely characterized by p and s, or equivalently p and d. For the sake of convenience, throughout the paper, the pair (p, s) will equivalently, and more compactly, represent the multitarget density f in (9) .
At each time t, once the posterior f t is obtained, the estimated target X t can be directly extracted via either the marginal multitarget (MaM) estimator or the joint multitarget (JoM) estimator [6] , [32] . Then, the problem of interest turns out to compute, at each time t, the multitarget density f t , which can be accomplished by implementing the prediction and update steps based on Bayesian rules [33] . By assuming that both the predicted multitarget and clutter RFSs are IIDC processes, the CPHD filter propagates in time the cardinality PMF p t and spatial PDF s t . Details on the CPHD filter can be found in [8] . The following remarks on its implementation are in order.
-In principle, the cardinality PMF p(n) is defined for a cardinality n of the multitarget set going from 0 to ∞; this is, of course, computationally infeasible for IIDC processes whose cardinality PMF is not parametrized by a finite set of parameters and should therefore be propagated for all possible target numbers. For implementation purposes, it is enough to assume a sufficiently high maximum number of targets n max in the scene. -Due to the fact that the prediction and update steps of the CPHD filter involve integrals, it is not possible in general to exactly propagate in time the cardinality PMF p t and spatial PDF s t . To this end, the sequential Monte Carlo (SMC) [34] or Gaussian mixture (GM) [35] methods can be adopted to approximately implement the CPHD filter, where the SMC method can provide better accuracy at the expense of higher computational burden. In this paper, the GM approximation is employed, as in [11] . Notice that extended (or unscented) Kalman filter iterations [36] can be used whenever the single-target motion function a t (·) in (1) and/or measurement function h t (·) in (5) turn out to be nonlinear. As a result, it is assumed in this paper that the spatial PDF of an IIDC process takes the GM form
B. Consensus CPHD Filter for DMT
In the context of DMT, each sensor node will first perform local CPHD filtering discussed in subSection III-A in order to get the local posterior f i t , i ∈ N , based on the local measurement set Z i t . Then, a fusion step can be carried out in order to combine the local posteriors into a global density f t . From an informationtheoretic point of view, fusion of multiple RFS densities through the network can be regarded as finding the barycenter of the local RFS densities of all the nodes of the sensor network [38] , [39] with respect to a suitable metric. Recalling that the discrepancy between two RFS densities f 1 and f 2 can be measured by means of the KLD
where the integral in (12) must be regarded as a set integral [6] , then the global density can be obtained by solving the variational problem
where ω i , i ∈ N , are suitable non-negative weights summing up to unity. When ω i = 1 N , i ∈ N , f is called the unweighted Kullback-Leibler average (KLA). It can be shown [38] that the solution of (13) turns out to be
that coincides with the GCI fusion rule [12] . Whenever the local posterior RFSs of all sensor nodes are IIDC processes, by substituting the definition (9) into the righthand side of (14), one can easily check that f t also corresponds to an IIDC process with the pair (p t , s t ) given by [40] 
In a WSN, it is unrealistic to directly perform (14) at each sensor node i ∈ N due to the fact that node i cannot directly access the local posteriors of all other nodes. However, it turns out that f t can be approximated to any desired degree of accuracy by means of distributed computation (i.e., exchanging only information with the neighbors). This is made possible by consensus which has emerged as a powerful tool for distributed computation over networks and has found widespread application, e.g., in distributed parameter/state estimation [11] , [42] .
In essence, consensus aims at computing the unweighted global PDF by iterating several times the computation of the regional average over the subnetwork N i of in-neighbors of each node i. In fact, it can be shown that, under suitable conditions, as the number L of consensus iterations increases, the density in each node converges to the unweighted KLA f t of (14) .
Then, in practice, at each time t and node i of the network, after the prior density has been predicted and updated with the local measurement set, a given number L of consensus iterations is carried out to fuse the density with the ones received from neighbors. More specifically, consider a generic node i at time t and consensus step . If the RFS at node i is an IIDC process characterized by f
, then the RFS of node i at the subsequent consensus step + 1 will again be an IIDC process characterized by f
where ω i,j , j ∈ N i , are the consensus weights. For a discussion on the choice of the consensus weights, the interested reader is referred to [11] , [41] , [42] . In this paper, the Metropolis weights [11] , [42] , i.e.,
will be adopted. By combining the CPHD filter recursion with the consensus strategy, the resulting consensus CPHD (CCPHD) filter [11] is summarized in Algorithm 1. Note that, in order to implement the consensus step (17)- (18), an approximate method to compute the power of a GM is needed. In practice, one can adopt the method suggested in [11] whenever the GM components are well separated, or otherwise resort to the more accurate approximation method in [43] at the price of a higher computational load.
IV. EVENT-TRIGGERED CCPHD FILTER
In the CCPHD filter (cf. Algorithm 1) it is assumed that, in each sampling interval, each node i ∈ N sends available information (in terms of IIDC process density f
) to its out-neighbors L times. However, in many applications, since the sensor nodes are powered by batteries, it is not advisable to broadcast such densities all times. In this section, the aim is to develop an algorithm that is able to reduce data transmission between sensor nodes as much as possible while preserving DMT performance.
A. Event-Triggered Strategy for DMT
For the subsequent development of the proposed ET strategy, it is convenient to introduce the definition of (informationfree) propagation of a given density through time and consensus steps. Hereafter, the 2-dimensional index (t, ) will be used to refer to the th consensus step at time t and on such indices the lexicographic order will be adopted, i.e., (t, ) > (t , ) ⇔ t > t or (t = t and > ).
Definition 1 (Density propagation): Given an initial density f t , , the density f t, propagated from (t , ) to (t, ) > (t , ) is iteratively defined as follows:
f t, +1 = f t, for any t and = 0, . . . , L − 1.
with the initialization f t , = f t , . Notice that, in order to keep the notation as simple as possible, we omit the dependence of the propagated density from the initial one and from the index (t , ). Notice also that, according to (21), the density is predicted by means of the motion model (1)-(4) at any time advance while, according to (22) , is left unchanged in the consensus steps relative to the same time.
The goal of reducing transmission rate and network bandwidth occupation throughout the WSN can be achieved by endowing each node i with a triggering scheme that selectively transmits information only when it is worth being transmitted. To this end, let us at first assume that, at sensor node i, the following two types of information are stored at each time t and consensus step : 1) Reference density f 
is convenient to predict the reference spatial PDF but not the cardinality PMF in order to avoid unnecessary transmission triggering whenever there are no significant changes (target appearance/disappearance and maneuvers) in the tracking scenario. In fact, due to the empirical setting of the target birth and survival probabilities, the predicted reference cardinality PMF is very likely to deviate from p , by exploiting an appropriate discrepancy measure (the choice of the discrepancy measure will be discussed in the next section). Moreover, taking into account the characteristics of an IIDC process (9), one could also consider separate discrepancies for the cardinality PMF and, respectively, spatial PDF.
Then, provided that the reference density has been propagated to f 
The rationale of JTS is that the energy consumption of a sensor node mainly depends on the frequency of data transmission, but not on the size of each packet. As pointed out in Section V of [11] , the average bandwidth occupation of each sensor node is quite small compared to the maximum packet size of broadcast protocols (e.g., in IPv4 protocol, each packet can have at most 65535 bytes). For instance, if the state of a target is given by a 6-dimensional vector (i.e., position and velocity in 3-dimensional Cartesian coordinates), 28 real numbers are needed to represent each Gaussian component (1 for the weight, 6 for the mean vector, and 21 for the symmetric covariance matrix). Further, N max + 1 real numbers are needed to represent the cardinality PMF. If a 4-byte (i.e., 32-bit) single-precision floating-point representation is adopted for each real number, each packet can package an IIDC density with N max = 400 and 500 Gaussian components, which is far beyond the requirements of most application scenarios. Hence, when the bandwidth resource of the WSN is sufficiently high, it is reasonable to adopt JTS. Conversely, when the deployed WSN lacks both energy and bandwidth, ITS is more appropriate. As shown in [44] , broadcasting only local cardinality PMFs throughout the network would enhance the performance of target discovery when the probability of detection of sensor nodes is low. On the other hand, broadcasting only local spatial PDFs would also make sense in the case that no target appearance/disappearance occurs in the surveillance region, so that the cardinality PMF remains unchanged. The details of the proposed ET strategy are given in Algorithm 2.
Remark 2: It is worth noting that the adoption of an eventtriggered strategy with constant thresholds (i.e., T
i,p t, = T i,p t and T i,s t, = T
i,s t ) implies that transmission is triggered only when at least one of the discrepancies is sufficiently large. Hence, in principle, one cannot rule out the possibility that transmissions terminate (i.e., all sensors stop transmitting starting from a certain time and consensus step) even if a consensus between the sensors has not been achieved. Of course, in a dynamical setting like the one considered here in which the target states and, possibly, number change with time, this is highly unlikely since each current density will be increasingly different from the corresponding reference density (computed by means of repeated predictions), so that the transmission triggering condition is bound to be eventually satisfied. Further, by following the strategy usually adopted in the context of event-triggered consensus [47] , [48] , one can avoid this drawback by considering consensus-varying thresholds (i.e., T i,p t, and T i,s t, ) going to zero as the number of consensus steps elapsed from the last transmission increases. A further discussion on this issue can be found in Appendix C. Anyway, it must be pointed out here that the proposed ET consensus scheme, unlike standard consensus, cannot guarantee convergence to the global-network average even if the network is strongly connected.
B. Discrepancy Measures
For transmission triggering purposes in DMT, a natural way of measuring the discrepancy between PDFs and PMFs is the KLD. In fact, the KLD admits an elegant interpretation from an information-theoretic viewpoint in that the KLD D KL (f 1 f 2 ) from f 2 to f 1 measures the information gained when passing from the former to the latter density. Hence by letting, 
then the KLD between the two densities is also small in that
where N denotes the estimated number of targets based on p.
Proof: By substituting the definition of IIDC process (9) into (12), we have
where N = ∞ n=0 n·p(n) denotes the cardinality estimate based on p. It can be seen that the KLD between the two densities can be decomposed into the sum of the KLD between their cardinality PMFs plus a term proportional to the KLD between their spatial PDFs. As a result, if D KL ( p p) and D KL ( s s) are both small, then D KL (f f ) can be upper bounded as in (26) . Notice that Proposition 1 suggests that, when the KLD is used as discrepancy measure, it might be convenient to consider as triggering condition for spatial PDFs an inequality of the form (28) where N i t, is the estimated target number based on p i t, , so as to make the test independent from the cardinality.
While the KLD between two GMs cannot be analytically computed, it can be approximated with reasonable accuracy and in a computationally efficient way, thus ensuring the practical applicability of the proposed method even for the KLD ET criterion. In this paper, the unscented transform [45] is employed to this end, as proposed in [46] . Details concerning the approximate computation of KLD between GMs are provided in Appendix A.
As an alternative to KLD, the discrepancy between PDFs and PMFs can be measured by resorting to the CSD
In fact, the CSD has recently emerged [28] , [29] as a convenient tool to measure the discrepancy between PDFs because it usually behaves similarly to KLD and, unlike KLD, CSD between Gaussian mixtures can be computed in closed-form [30] . The drawback is that the relationship between the two discrepancies in terms of spatial PDF and cardinality PMF and the overall discrepancy D CS (f || f ) is not so transparent as in the case of KLD (Proposition 1). Details concerning the exact computation of CSD between GMs are provided in Appendix B.
C. Event-Triggered Consensus CPHD Filter
When adopting the ET strategy, the in-neighborhood N i of each node i ∈ N can be split into two subsets at each time t and consensus step : the subset of active (transmitting) in-neighbors N i,A t, from which node i received a message, and the comple-
t, from which no message has been received. By exploiting the ET strategy of Algorithm 2, the resulting ET-CCPHD filter is reported in Algorithm 3. In order to better illustrate the structure of the ET-CCPHD filter, a sketch is also given in Fig. 1 . The following remarks on Algorithm 3 are in order.
Remark 3: Thanks to the triggering strategy, even for nontransmitting neighbors j, node i is still able to infer that the true neighbor density f (31) tends to a flat (uninformative) density, which means that neighbor j provides a negligible contribution to the fusion. In this respect, the limiting case β i,j t, = 0 can also be considered with the implict assumption that in this case neighbor j is excluded from the consensus step. Notice that, when 0 < β i,j t, < 1, the modification in (31) amounts to performing a flattening of f i,j t, . A better understanding of this operation can be gained by considering its effect on the spatial PDF when it is represented as a GM. In fact, application of (31) yields the modified spatial PDF
In turn, it can be seen from [11, eq. (41) ] and [43, eq. (13)] that, the exponentiation of GM can be approximately computed as
where α k (for k = 1, . . . , J) are suitable weights (see [11] , [43] ). Hence, for GM implementation the flattening operation (32) amounts to leaving the means unchanged while enlarging the covariance matrix of each Gaussian component, thus accounting for additional uncertainty. With this respect, it has been shown in [23] that, in the context of single target tracking (based on Kalman filter), the insertion of a factor β i t, < 1 allows to guarantee stability of the distributed Kalman filter with event-triggered communication therein proposed. However, it is not easy to extend such a property to the multitarget case. As a matter of fact, no stability results have been so far proved for the CPHD filter even in the centralized case; actually, even the definition of stability in a multitarget tracking scenario is still a matter of concern.
Remark 4: An ET transmission strategy is devised to be implemented on devices with limited energy, where the goal is to reduce data transmission throughout the sensor network as much as possible. In case it is desirable to further reduce the transmission rate, one can set the number of consensus steps of ET-CCPHD to the minimum value L = 1, which is just the choice adopted in Section V. This choice is also motivated by the fact that there are also information broadcasting strategies that are designed to transmit a message only once in each sampling interval, such as gossip [49] and diffusion [50] , and they have been proven to be effective.
Remark 5: Notice tha Algorithm 3 refers to the case of JTS. In case of ITS, wherein spatial PDF and cardinality PMF can be independently transmitted, steps 5 and 9 have to be modified by updating in f i,j t, and f i t, +1 only the received/transmitted part of the density.
V. PERFORMANCE EVALUATION
A. Simulation Scenario
In this section, the performance of the proposed ET-CCPHD algorithm is assessed via simulation experiments. To this end, let us consider the simulation scenario of Fig. 2 A defined as follows
where T = 1 [s] denotes the sampling interval. The covariance matrix of the modeling noise w t in (1) is set to
. Notice that two targets appear at t = 11 [s] and disappear at t = 95 [s], while the other two appear at t = 6 [s] and disappear at t = 90 [s]. In particular, the earlier appeared targets start to maneuver at t = 18 [s], while the other start to maneuver at t = 23 [s].
To perform DMT, a WSN consisting of 20 sensor nodes located at positions [ξ i η i ] , as shown in Fig. 2 , is deployed. Specifically, we have considered time-of-arrival (TOA) sensors, which are able to measure the relative propagation time delays of the electromagnetic wave from targets to sensors. Such measurements can be equivalently converted into range measurements via multiplication by the propagation speed (typically the speed of light). In this way, the measurement function characterizing the sensor model (5) turns out to be
The covariance matrices of the measurement noises are set to
Clutter has been generated, at each sensor node, with Poisson-distributed cardinality (expected number of targets λ = 10 at each time) and uniform spatial distribution over the surveillance region.
Concerning the parameters of the local GM-CPHD filters, the probability of target survival has been set to P s = 0.95 and the probability of target detection to P d = 0.98 for all sensor nodes. A 4-component GM has been hypothesized for the target birth intensity where: the mean vector of each . The maximum number of targets has been set to N max = 6. Concerning the flattening factors β i,j t, of each node i, here they are set to
where (t j , j ) refers to the latest reception from node j. Also recall that β i,j t, = 0 amounts to excluding node j from fusion at node i and time-consensus step (t, ). The rationale for the choice (36) is the following. As discussed in Remark 4, the flattening factor β i,j t, is introduced to account for the additional uncertainty due to the discrepancy between f i,j t, and f j t, . Since such a discrepancy usually increases with time, it is reasonable to set it as a decreasing function of the time elapsed since the last transmission of data from node j to node i. In this case, the decreasing function is simply chosen as a linear one, where the factor is set equal to zero after 8 sampling intervals to avoid a negative power.
B. Performance With Respect to Triggering Rate
In this subsection, the tracking performance with respect to triggering rate is specifically analysed under the JTS. Both instantaneous triggering rate, defined as the percentage of transmitting nodes at each consensus step, and average triggering rate, obtained by averaging the instantaneous triggering rate over the whole simulation time, are considered. For the ET-CCPHD filter, the KLD is selected as the discrepancy measure (referred to as ET-CCPHD-KLD), and is approximately computed by means of the method provided in Appendix A.
In order to better illustrate the performance of the proposed ET strategy, other 2 benchmark algorithms have been considered for comparison, specifically: r full-rate CCPHD (FR-CCPHD) filter, where each sensor node broadcasts the currently available density at each time, thus representing a baseline for performance; r periodically-triggered CCPHD (PT-CCPHD) filter, where each sensor node broadcasts the currently available density by following a periodic time schedule with randomly shifted transmission schedules among sensors; Notice that, for PT-CCPHD, since there is no guaranteed bound on the discrepancy between the current posterior and the one recoverable by prediction from the latest transmission, we adopted the following two consensus strategies: Notice that all the results presented in this section have been averaged over 100 independent Monte Carlo trials. The performance of all considered algorithms have been tested under different average triggering rates (i.e., 80%, 60%, 40% and 20%). The thresholds of ET-CCPHD-KLD corresponding to the different average triggering rates are reported in Table I .
First, in order to save communication bandwidth, the number of consensus steps has been fixed, at each time and sensor node, to L = 1, as discussed in Remark 5. Figs. 3 and 4 plot the time evolution of the optimal subpattern assignment (OSPA) distance [51] (with order p = 2 and cutoff c = 150 [m]) and, respectively, cardinality (target number) estimate under different average triggering rates. 1 The reported results on OSPA distance and cardinality estimation have been averaged over all 20 sensor nodes at each time. For the sake of better readability, the plots concerning ET-CCPHD-CSD (CSD based ET-CCPHD) have not been reported since they exhibit very similar performance to the one of ET-CCPHD-KLD, as it will be shown later in Tables III  and IV . It can be seen from Figs. 3 and 4 that all considered algorithms exhibit a delay in the detection of the newly appeared targets. This behavior is essentially due to the following two reasons: 1) biases on the initial positions of the new-born targets have been realistically introduced in the birth model, and such biases are significantly larger than the measurement noise, as stated in Section V-A; 2) the deployed sensor nodes guarantee collective observability, but target states cannot be directly recovered from the measurements of individual nodes; as a consequence, cooperation (i.e., information exchange) is needed in order to initialize new targets. It can be seen that the proposed ET-CCPHD filter has better performance compared to both PT-CCPHD-1 and PT-CCPHD-2 filters, and the performance of the proposed algorithm is comparable to that of the full-rate filter at 80% average triggering rate. Specifically, in the case of low average triggering rate (e.g., 20%), when targets begin to maneuver, due to biases in the target motion model, the PT-CCPHD-1 and PT-CCPHD-2 filters exhibit significantly worse performance compared to the ET-CCPHD filter (which triggered message transmission during such a period so that biases are partially compensated by information sharing among nodes). Moreover, when the average triggering rate is extremely low (20%), the proposed ET-CCPHD filter can still perform target detection even when targets maneuver, while PT-CCPHD-1 and PT-CCPHD-2 filters failed to maintain tracking at some sensor node. Please notice from Figs. 3 and 4 that PT-CCPHD-2 (with inclusion of non triggered neighbor densities in the consensus) is behaving much better than PT-CCPHD-1 in steady state, and almost the same in the transients, at the price of increased computational and storage load for neighbor densities. Fig. 5 provides a further look at the instantaneous triggering rate of the whole WSN over time. Clearly, when new targets appear and during targets maneuvers, the instantaneous triggering rate of the WSN increases, thus resulting into faster convergence rate of ET-CCPHD with respect to PT-CCPHD filters. It can also be observed that, at the total average rate of 80%, the average triggering rate during the period of target existence (i.e., from t = 6 [s] to t = 95 [s]) is actually greater than 80%. This is because the instantaneous triggering rate of the WSN is close to zero when there are no targets in the scene, thus compensating the higher instantaneous triggering rate during the period of target existence. The reason of this phenomenon is that, when there are no targets, the cardinality PMF remains unchanged and the spatial PDF only involves Gaussian components arising from the prior knowledge birth model. As a result, changes between currently available density and reference density would be extremely low, thus implying no triggering of message transmission. In the case of adaptive birth model, it would be reasonable to trigger message broadcasting only based on the cardinality PMF discrepancy, since the Gaussian components in the spatial PDF would be mostly due to clutter and, therefore, not worth of being transmitted. Table II . It can be seen that, as far as L increases, the performance of the ET-CCPHD filter improves. In particular, the OSPA of the ET-CCPHD filter becomes comparable to that of the fullrate CCPHD filter whenever the triggering rate is at the level of 50% ∼ 60% for any number L of consensus steps. Moreover, it is also observed that the ET-CCPHD filter with smaller triggering rate but larger number of consensus steps outperforms the ET-CCPHD filter with relatively larger triggering rate but smaller number of consensus steps. This is due to the fact that the overall number of triggering steps of the former is larger than the latter, thus requiring more bandwidth and energy consumption.
C. Performance With Respect to Communication Load
In this subsection, the performance of the proposed ET-CCPHD filter is examined by evaluating the time-averaged OSPA (with order p = 2 and cutoff c = 150 [m]) under different average communication load. In this subsection, the number of consensus steps is set to L = 1. The network communication load, measured in terms of average number of transmitted bytes per sampling interval per node, is also computed by the following rules:
-a 4-byte single-precision floating-point representation is adopted for each real number in all nodes; -each Gaussian component requires 15 real numbers (4 for the mean vector, 10 for the covariance and 1 for the weight); -the cardinality PMF requires N max + 1 = 7 real numbers. The OSPA performance and communication load measures of both JTS and ITS based on KLD triggering and CSD triggering are reported in Tables III and IV, respectively. Since it is not clear how to define the triggering rate with ITS (when only part of the IIDC density is transmitted), this is not reported in Tables III and IV. It can be seen that, whatever triggering strategy (JTS or ITS) and divergence measure are adopted, when the communication load reduces to about 60%, the average OSPA just increases no more than 5 [m], thus demonstrating the effectiveness of the proposed ET strategy. Furthermore, it can also be observed (on both ET-CCPHD-KLD and ET-CCPHD-CSD) that JTS requires more communication load than ITS at the same triggering threshold, and not surprisingly, the performance is better.
VI. CONCLUSION
In this paper, an event-triggered consensus cardinalized probability hypothesis density (ET-CCPHD) filter is proposed in order to perform distributed multitarget tracking by means of a sensor network, while reducing communication bandwidth and energy consumption at each sensor node. Two discrepancy measures, i.e., Kullback-Leibler and Cauchy-Schwarz divergences, have been adopted in the ET-CCPHD filter to quantify the discrepancy between multitarget densities. The effectiveness of ET-CCPHD, for both choices of the discrepancy measure, has been demonstrated by computer simulations. Potential future work will concern application of the proposed ET-CCPHD filter on challenging scenarios such as, for instance, distributed multi-robot simultaneous localization and mapping (SLAM). 
where sigma-points can be chosen as
ν σ l and e σ l being the l-th eigenvalue and eigenvector of the covariance matrix P , respectively. Given two GMs:
Assume that the sigma-points chosen from the k-th component of s 1 (x) are denoted as μ σ,k l , then by replacing h (x) of (37) 
By employing the formula of multiplication between Gaussian densities (see (37) - (40) of [11] ), one can see that
where Λ
1,2
k,l = G(0; μ 1,k − μ 2,l , P 1,k + P 2,l ). At last, exploiting (43) in (29), we have
APPENDIX C COMMENTS ON THE USE OF TIME-VARYING THRESHOLDS As discussed in Remark 2, the use of time-varying thresholds can be useful to ensure that transmissions terminate if and only if a perfect agreement between the network nodes is achieved. To see this, consider a fixed time t and the ideal case in which the number of consensus steps L goes to infinity. Note that, for the sake of notational simplicity, in this section we drop the dependence on the time index t. Further, suppose that the thresholds T 
