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Abstract—Utilizing device-to-device (D2D) connections among
mobile devices is promising to meet the increasing throughput
demand over cellular links. In particular, when mobile devices
are in close proximity of each other and are interested in the
same content, D2D connections such as Wi-Fi Direct can be
opportunistically used to construct a cooperative (and jointly
operating) cellular and D2D networking system. However, it
is crucial to understand, quantify, and exploit the potential
of network coding for cooperating mobile devices in the joint
cellular and D2D setup. In this paper, we consider this problem,
and (i) develop a network coding framework, namely NCMI,
for cooperative mobile devices in the joint cellular and D2D
setup, where cellular and D2D link capacities are the same,
and (ii) characterize the performance of the proposed network
coding framework, where we use packet completion time, which
is the number of transmission slots to recover all packets, as a
performance metric. We demonstrate the benefits of our network
coding framework through simulations.
I. INTRODUCTION
The increasing popularity of diverse applications in today’s
mobile devices introduces higher demand for throughput, and
puts a strain especially on cellular links. In fact, cellular traffic
is growing exponentially, and it is expected to remain so for
the foreseeable future [1], [2].
The default operation in today’s networks is to connect
each mobile device to the Internet via its cellular or Wi-Fi
connection, Fig. 1(a). On the other hand, utilizing device-to-
device (D2D) connections among mobile devices simultane-
ously with the cellular connections is promising to meet the
increasing throughput demand [3]–[10]. In particular, when
mobile devices are in the close proximity of each other and are
interested in the same content, D2D connections such as Wi-Fi
Direct can be opportunistically used to construct a cooperative
(and jointly operating) cellular and D2D networking system,
Fig. 1(b).
In this paper, our goal is to understand the potential of the
system when D2D networking meets cellular, and develop
a network coding framework to exploit this potential. We
consider a scenario that a group of mobile devices are in the
same transmission range and thus can hear each other. These
cooperative mobile devices, that are interested in the same
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Fig. 1. (a) The default operation in today’s cellular systems: Each mobile
device receives its data via unicast transmission over a cellular link. (b)
Cooperative mobile devices with multiple interfaces: Mobile devices can
cooperate and use both cellular and D2D interfaces concurrently to efficiently
utilize available resources.
content, e.g., video, exploit both cellular and D2D connections.
In this setup, a common content is broadcast over cellular
links1, Fig. 2(a). However, mobile devices may receive only
a partial content due to packet losses over cellular links, Fig.
2(b). The remaining missing content can then be recovered by
utilizing both cellular and D2D connections simultaneously in
a cooperative manner. In this setup, thanks to using different
parts of the spectrum, cellular links and D2D connections
(namely, we consider Wi-Fi Direct) operate concurrently.
Thus, a mobile device can receive two packets simultaneously;
one via cellular, and the other via D2D connections. The
fundamental question in this context, and the focus of this
paper, is to design and analysis of efficient network coding
algorithms that take into account (i) concurrent operation of
cellular and D2D connections, and (ii) the cooperative nature
of mobile devices.
The performance of network coding in cellular only and
D2D only systems has been considered in previous work,
[12], [16]–[22], in the context of broadcasting a common
content over cellular links, and repairing the missing content
via retransmissions over cellular links, or by exploiting D2D
connections. The following example demonstrates the potential
of network coding in cellular and D2D only systems.
Example 1: Cellular only setup: Let us consider Fig. 2(a),
where four packets, p1, p2, p3, p4 are broadcast from the base
station. Assume that after the broadcast, p1 is missing at
mobile device A, p2 is missing at B, and p3 and p4 are missing
at C, Fig. 2(b). The missing packets can be recovered via
re-transmissions (broadcasts) in a cellular only setup (D2D
connections are not used for recovery). Without network
coding, four transmissions are required so that each mobile
device receives all the packets. With network coding, two
transmissions from the base station are sufficient: p1+p2+p3
and p4. After these two transmissions, all mobile devices have
1Note that broadcasting over cellular links is part of LTE [13]–[15], and getting
increasing interest in practice, so we consider broadcast scenario instead of unicast.
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Fig. 2. Example scenario with packet losses. (a) Packets p1, p2, p3, and p4
are broadcast from the base station. (b) After the broadcast, p1 is missing at
mobile device A, p2 is missing at B, and p3 and p4 are missing at C.
the complete set of packets. As seen, network coding reduces
four transmissions to two, which shows the benefit of network
coding in cellular only setup.
D2D only setup: Now let us consider packet recovery by
exploiting only D2D connections (cellular connections are not
used for recovery). Assume that p1 is missing at mobile device
A, p2 is missing at B, and p3 and p4 are missing at C. Without
network coding, four transmissions are required to recover all
missing packets in all mobile devices. With network coding by
exploiting D2D connections, two transmissions are sufficient:
(i) mobile device B broadcasts p1 + p3, and (ii) A broadcasts
p2 + p4. After these two transmissions, all mobile devices
have all the packets. In this example, by taking advantage
of network coding, the number of transmissions are reduced
from four to two transmissions. 
The above example demonstrates the benefit of network
coding in cellular only and D2D only setups. Yet, mobile
devices are not limited to operate in cellular only and D2D
only setups. Indeed, mobile devices can exploit multiple inter-
faces simultaneously including cellular and D2D connections.
The following example demonstrates the potential of network
coding in the joint cellular and D2D setup.
Example 2: Joint cellular and D2D setup: Let us consider
Fig. 2(b) again, and assume that after the broadcast, p1 is
missing at A, p2 is missing at B, and p3 and p4 are missing
at C. In order to recover the missing packets, we exploit both
cellular and D2D links; each mobile device can receive two
simultaneous packets, one of which is transmitted through the
cellular links from the source and the other is transmitted
through a D2D link from one of the mobile devices. We
assume that cellular and D2D links have the same capacity. For
this example, the following transmissions are simultaneously
made to recover the missing packets: (i) the base station
broadcasts p1 + p3 via cellular links, and (ii) mobile device
A broadcasts p2 + p4 via D2D links. As seen, the number of
transmission slots is reduced to one from two as compared to
Example 1. 
As seen, mobile devices that use their cellular and D2D
connections simultaneously and cooperatively have a potential
of improving throughput significantly. However, it is crucial
to understand and quantify the potential of network coding for
cooperating mobile devices in joint cellular and D2D setup.
In this paper, we consider this problem, and (i) develop a
network coding framework, called network coding for multiple
interfaces (i.e., jointly operating cellular and D2D interfaces)
(NCMI), for cooperative mobile devices, where cellular and
D2D link capacities are the same, and (ii) characterize the
performance of the proposed network coding framework,
where we use packet completion time, which is the number
of transmission slots to recover all packets, as a performance
metric. The following are the key contributions of this work:
• We propose a network coding algorithm; NCMI-Batch,
where packets are network coded as a batch (of packets)
to improve the throughput of cooperative mobile devices
in a joint cellular and D2D setup. By taking into account
the number of packets that each mobile device would
like to receive for packet recovery, we develop an upper
bound on the packet completion time of NCMI-Batch.
• For the same joint cellular and D2D setup, we de-
velop a network coding algorithm; NCMI-Instant,
where packets are network coded in a way that they
can be decoded immediately after they are received.
NCMI-Instant is crucial for applications with dead-
line constraints. Furthermore, we characterize the perfor-
mance of NCMI-Instant, and develop an upper bound
on its packet completion time.
• We develop a lower bound on the packet completion time
when any network coding algorithm is employed in the
joint cellular and D2D setup.
• We evaluate NCMI-Batch and NCMI-Instant for
different numbers of devices and packets, and different
loss probabilities. The simulation results show that our
algorithms significantly improve packet completion time
as compared to baselines, and the upper bounds we
developed for NCMI-Batch and NCMI-Instant are
tight.
The structure of the rest of this paper is as follows.
Section II presents preliminaries and our problem statement.
Section III presents our proposed network coding algorithm,
and provides our upper bound analysis. Section IV presents
the lower bound on the performance of any network coding
algorithm. Section V presents simulation results. Section VI
presents related work. Section VII concludes the paper.
II. PRELIMINARIES & PROBLEM STATEMENT
We consider a setup with N cooperative mobile devices,
where N is the set of devices in our system with N = |N |.
These devices are within close proximity of each other, so
they are in the same transmission range. The mobile devices
in N are interested in receiving packets pm from set M, i.e.,
pm ∈M and M = |M|.
The mobile devices in our system model are able to use
cellular and D2D interfaces simultaneously to receive data.
In particular, we consider a two-stage model for our joint
cellular and D2D setup. In the first stage, all packets are
broadcast to all devices via cellular links, while in the second
stage, missing packets are recovered by utilizing cellular and
D2D links jointly. This two-stage model fits well for error
correction, because the cellular only operation in the first stage
saves energy (as keeping multiple interfaces open increases
energy consumption), and the joint cellular and D2D operation
3in the second stage helps quickly recover missing packets
while relieving the load on cellular links. In our setup, D2D
links are only needed if some packets are lost over the cellular
broadcast link. Thus, at time slots when there are no packet
losses, which is common scenario for practical loss rates, D2D
interfaces of devices would remain idle if we keep both cellular
and D2D interfaces open in the first stage. However, idle
interfaces, i.e., even if no packet is transmitted or received,
still consume energy [23], [24]. Thus, our two-stage model
is a good approach for mobile devices operating on batteries.
Next, we further explain the operation of our two-stage model.
In the first stage, all packets are broadcast to all devices
via cellular links. During the first stage, mobile devices may
receive partial content due to packet losses over the cellular
broadcast link. Thus, after the first stage, the set of packets
that mobile device n ∈ N has successfully received is Hn,
and is referred to as Has set of device n. The set of packets
that is lost in the first stage at mobile device n is referred to
as Wants set of device n and denoted byWn; Wn =M\Hn.
Furthermore, we define the setMc asMc =
⋂
n∈N Wn. Note
that the packets inMc are not received by any devices during
the first stage.
In the second stage, missing packets are recovered by
utilizing cellular and D2D links jointly. In particular, a mobile
device may receive two recovery packets; one from cellular
link and another from D2D link, simultaneously. Exploiting
joint cellular and D2D links has the potential of improving
throughput [10]. In order to use the available resources more
efficiently, we need to determine the best possible network
coded packets to be transmitted over cellular and D2D links
at each transmission slot. This is an open problem and the
focus of this paper.
In particular, in this paper, we develop a network coding
framework for multiple interfaces (NCMI) in a joint cellular
and D2D setup to recover missing packets in the second stage.
Namely, we develop NCMI-Batch based on batch network
coding and NCMI-Instant based on instantly decodable
network coding (IDNC) [25]. In NCMI-Batch, each trans-
mitted packet to device n ∈ N is a linear combination of the
missing packets in that device and thus it carries information
about all missing packets. Therefore, all missing packets can
be decoded at device n once enough number of packets are
received successfully by device n. In NCMI-Instant, each
transmitted packet to device n ∈ N carries information about
only one of the missing packets at that device. Therefore,
one missing packet can be decoded each time the transmitted
packet is received successfully by device n.
The integral part of our work is to analyze the throughput
performance of NCMI-Batch and NCMI-Instant. The
amount of time required to recover the missing packets is an
indicator of resource (such as energy, time, and bandwidth)
consumption. Therefore, we consider the packet completion
time as the performance metric, which is defined as follows:
Definition 1: Packet completion time T is the number of
transmission slots in the second stage that are required for all
mobile devices to receive and decode all packets in theirWants
sets.
In our joint cellular and D2D setup, ηn, n ∈ N denotes the
loss probability over the cellular link towards device n and ǫk,l
denotes the loss probability over the D2D link when device k
transmits a packet to device l. We assume that ηn and ǫk,l are
i.i.d. according to a uniform distribution.
Assumptions:We assume, without loss of generality, that for
each packet pm ∈M, there is at least one mobile device that
wants packet pm. In other words, ∀pm ∈ M, ∃n ∈ N such
that pm ∈ Wn. This assumption does not violate generality,
because packets that are not wanted by any of the devices
could be removed from M.
III. NCMI AND UPPER BOUNDS ON T
In this section, we develop network coding algorithms with
multiple interfaces (NCMI) for the joint cellular and D2D
setup, and provide upper bounds on their packet completion
time. In particular, we develop two network coding algorithms;
NCMI-Batch, which uses random linear network coding,
and NCMI-Instant, which provides instant decodability
guarantee. We first consider the case of no loss in the second
stage, while there is loss in the first stage, and analyze
NCMI-Batch and NCMI-Instant. The analysis with no
loss provides us insight while designing network coding algo-
rithms for the lossy scenario in the second stage.2
A. No Loss in the Second stage
In this section, we assume that cellular connections in
the first stage are lossy, but both the cellular and D2D
connections are lossless in the second stage. Thus, all the
transmitted packets in the second stage are received correctly.
We develop network coding algorithms NCMI-Batch and
NCMI-Instant, and develop upper bounds on the packet
completion time.
1) NCMI-Batch: In this section, we explain and analyze
NCMI-Batch.
a) Algorithm Description: As we mentioned earlier in
Section II, our system model consists of two stages. In
the first stage, all packets are broadcast to all devices via
cellular links without network coding. In the second stage,
both cellular and D2D links are utilized simultaneously and
network coding is employed. In particular, both the source and
one of the devices in the local area transmit network coded
packets simultaneously at each transmission slot until there
is no missing packet in the local area. In NCMI-Batch the
transmitted packets are formed as a linear combination of the
missing packets and thus carry information about all packets
in the set M. Therefore, to minimize the packet completion
time, the network coded packets to be transmitted from the
source (through the cellular links) and in the local area among
the mobile devices (through D2D links) are selected such that
they contain as much information as possible about all missing
packets. Next, we explain the details on how network coding
is performed by the source and the local area devices at each
transmission slot.
2We also note that computational complexity and signaling overhead of
lossless NCMIs are lower as compared to their lossy versions as we will
demonstrate later in this section and Appendix F. Thus, if D2D links are
lossless, we can directly use lossless NCMI to enjoy lower computational
complexity and signaling overhead.
4The source (i) determines the missing packets in all mobile
devices, and (ii) transmits linear combinations of these packets
(using random linear network coding over a sufficiently large
field) through cellular links. These network coded packets
are innovative and beneficial for any device n for which
|Hn| ≤ M , because these network coded packets carry
information about all missing packets in the local area. After
each transmission, if the received packet is innovative for
device n, it is inserted into Hn set. The procedure continues
until each device n receives |Wn| innovative packets.
On the other hand, in the local area, the mobile device
nmax with the largest Has set has the most information
about the missing packets among all cooperating devices.
Therefore, at each transmission slot, one of the devices is
selected randomly as the controller; the controller selects
nmax = argmaxn∈N |Hn| as the transmitter. If there are
multiple of such devices, one of them is selected randomly.
The transmitter linearly combines all packets in its Has set,
Hnmax , and broadcasts the network coded packet to all other
mobile devices via D2D links. This network coded packet is
beneficial to any device k 6= nmax (any device except for the
transmitter) as long as Wk \ Mc is not an empty set. The
reason is that device nmax has the most number of packets
from the set M among all devices. Therefore, nmax is the
only device that has innovative information about the missing
packets at all devices k ∈ (N\nmax). After each transmission,
if the received packet has innovative information for device
n, the received packet is inserted into the Has set of device
n. Note that the network coded packets that include packets
from Mc =
⋂
n∈N Wn can only be transmitted from the
source, since these packets do not exist in any of the devices.
Therefore, the devices stop transmitting network coded packets
through D2D links if each device n receives (i) |Wn| − |Mc|
innovative packets from D2D links, or (ii) |Wn| innovative
packets from both the cellular and D2D links.
Next, we characterize how long it takes until all missing
packets are recovered and calculate the packet completion
time, T .
b) Upper Bound on T : In order to characterize the per-
formance of proposed NCMI-Batch, we consider the worst
case scenario and develop an upper bound on the packet com-
pletion time of NCMI-Batch. We note that NCMI-Batch is
guaranteed to outperform the upper bound, as proved in
Appendix A and shown in the simulation results.
Theorem 1: Packet completion time; T when
NCMI-Batch is employed by cooperative mobile devices on
a joint cellular and D2D setup is upper bounded by
T ≤
⌈
max
(
|Mc|,
1
3
(
max
n∈N
|Wn|+ min
n∈N
|Wn|
)
,
1
2
max
n∈N
|Wn|
)⌉
.
(1)
Proof: The proof is provided in Appendix A. 
Example 3: Let us consider three mobile devices with the
Wants sets; WA = {p1, p2, p3},WB = {p1, p4, p5},WC =
{p1, p6, p7}. Using NCMI-Batch, in the first transmission
slot, the source transmits a linear combination of the pack-
ets p1, p2, ..., p7, which is innovative for all devices A, B,
and C, as it carries information about all missing packets.
Meanwhile, in the local area, the device with the largest
Has set is selected. Since there is equality in this example
(|HA| = |HB | = |HC | = 4), one device is selected randomly,
let us say device A. Device A transmits a linear combinations
of p4, p5, p6, p7 via D2D links. Note that this network coded
packet is beneficial to both devices B and C, as it carries
information about their missing packets. Therefore, at the end
of the first transmission slot, device A receives one innovative
packet and thus the size of its Has set is increased by one and
devices B and C receive two innovative packets and thus the
sizes of the Has sets for these devices are increased by two;
i.e., |HA| = 5, |HB | = |HC | = 6. In the second transmission
slot, the source transmits a linear combination of p1, p2, ..., p7,
which is innovative for all devices A, B, and C and at the
same time B or C (with the larger size of Has set than A)
transmits a linear combination of the packets in its Has set,
which is innovative for A. Therefore, at the end of the second
transmission slot, device A receives two innovative packets
and thus the size of its Has set is increased by two and devices
B and C receive one innovative packet (they only need one
innovative packet to be satisfied) and thus the sizes of the Has
sets for these devices are increased by one; i.e., |HA| = 7,
|HB| = |HC | = 7. As seen, each device receives three
innovative packets after two transmission slots and thus the
packet completion time is equal to T = 2. On the other hand,
from Theorem 1, the upper bound for the packet completion
time is equal to
⌈
max
(
1, 13 (3 + 3),
3
2
)⌉
= 2. As seen, the
inequality T ≤ 2 (Eq. 1) is satisfied, in this example. It can
also be seen that the upper bound is tight, in this example.
c) Computational Complexity: In NCMI-Batch, at each
transmission slot, the source creates a linear combination of
all packets with the complexity of O(M). Meanwhile, among
all devices, the one with the maximum size of Has set is
selected as the transmitter with the complexity of O(N).
Then, the transmitter creates a linear combination of the
packets in its Has with the complexity of O(M). Therefore,
the computational complexity at each transmission slot is
O(M +N +M) = O(M +N). As the maximum number of
transmission slots is equal to the number of missing packet,
M , the complexity of NCMI-Batch (when the channels
are lossless in the second stage), is polynomial with the
complexity of O(M(M +N)) = O(M2 +N).
2) NCMI-Instant: In this section, we develop and ana-
lyze NCMI-Instant, which is a heuristic to network code
packets in a way that they can be decoded immediately after
they are received by the mobile devices. NCMI-Instant is
crucial for loss tolerant real-time applications with deadline
constraints.
a) Algorithm Description: NCMI-Instant determines
the IDNC packets to be transmitted at each transmission slot
through the cellular and D2D links with the goal of minimizing
the packet completion time. To reach this goal, the optimum
way is exhaustively creating all combinations of IDNC packets
that can be transmitted from the source and the mobile
devices in all transmission slots and selecting the sequence of
packets that results in the minimum average packet completion
time. However, the complexity of exhaustive search is high
and thus in this paper, we proposed a heuristic method
5NCMI-Instant with linear complexity with respect to the
number of devices and quadratic complexity with respect to
the number of packets. NCMI-Instant consists of three
steps: (i) creating IDNC packets (Algorithm 1), (ii) grouping
the created IDNC packets into the sets Mc, Ml and Md
(Algorithm 1), and (iii) determining the IDNC packets to be
transmitted from the two interfaces based on the the created
groups. In the following, we explain these steps.
Algorithm 1 Grouping the packets in the Wants Sets
1: for any packet pm in M do
2: Define vector vm with size N . Each element of the vec-
tor vm is initially set to NULL; i.e., vm[n] = NULL,
∀n ∈ N .
3: for any device n in N do
4: if pm is wanted by device n then
5: vm[n] = pm and pm is removed from the Wants
set Wn.
6: if there exists a vector vm′ , m
′ < m satisfying for any
n, for which vm[n] = pm then vm′ [n] = NULL then
7: Replace vm′ with vm′ + vm and delete vm. (Note
that pm +NULL = pm for any m)
8: Each element of Mc is constructed by network coding
all packets in a vector vm if all elements of vm are the
same and not equal to NULL; i.e., vm[1] 6= NULL and
vm[n] = vm[1], ∀n ∈ N .
9: Each element ofMd is constructed by network coding all
packets in a vector vm if vm contains at least one element
equal to NULL; i.e., ∃x ∈ N | vm[x] = NULL.
10: ConstructMl using the remaining vectors. In other words,
each element of Ml is constructed by network coding all
packets in a vector vm if vm does not contain any NULL
element and contains at least two different elements; i.e.,
vm[n] 6= NULL, ∀n ∈ N and ∃n, x | vm[n] 6= vm[x].
Step 1: Creating IDNC packets: Algorithm 1 is a greedy
algorithm that creates IDNC packets, sequentially, from the
packets in the set of missing packets in all devices. The
main idea behind this algorithm is to check uncoded packets
sequentially and try to merge them into IDNC packets. We
note that similar ideas have been considered in network coding
literature, e.g., a greedy algorithm for creating network coding
packets over wireless mesh networks is developed using a
similar approach in [12]. According to Algorithm 1, the first
IDNC packet is created with the first uncoded packet. Then
for each remaining uncoded packets, the algorithm checks all
of the previously created IDNC packets; if the uncoded packet
can be merged with the IDNC packet (i.e., the merged IDNC
packet is instantly decodable for all devices that want one of
the uncoded packets in the IDNC packet), the IDNC packet
would be updated by adding the uncoded packet. Otherwise,
a new IDNC packet containing the uncoded packet is created.
This algorithm creates IDNC packets with complexity of
O(M2+N). Note that the complexity of exhaustive search to
create all possible IDNC packets is NP-hard. Next, we describe
the details of Algorithm 1 on Step 1, creating IDNC packets.
In Algorithm 1, we define vectors with length N , whose
elements are either NULL or pm ∈ M. A network coded
packet is associated to each vector and constructed as a
linear combination of all elements of the vector that are not
equal to NULL. We describe how each vector is defined by
Algorithm 1 in the following. First, the vector vm with the
length of N is defined for each packet pm ∈ M. The nth
element of this vector, where n is any device that wants that
packet, is initially set to pm. The value of this vector for the
remaining elements, which correspond to the devices that have
that packet, is initially set to NULL (lines 1-5). A network
coded packet is instantly decodable for device n if it contains
information about one and only one of the packets in the
Wants set of device n. Let us consider packet pm with its
corresponding vector vm and the instantly decodable network
coded packet corresponding to vector vm′ . These two packets
can be combined and merged as a new instantly decodable
network coding packet (line 7) if the value of vector vm′ for
all devices that want packet pm (i.e., any device n for which
vm[n] is pm) is NULL (the condition of if statement at line
6).
Step 2: Grouping the created IDNC packets: After
creating the IDNC packets, we group them into the sets,
Mc, Ml, and Md, based on their differences from the view
point of cellular and D2D links. The packets in Mc can only
be transmitted via cellular links. The packets in Ml can be
transmitted via cellular or D2D links, but it may take more
time slots if they are transmitted via D2D links. The packets
in Md can be transmitted either via cellular or D2D links,
and the number of time slots for transmitting a packet is the
same in both cellular and D2D. The setsMc,Ml andMd are
created as the following.Mc is the set of packets that are not
available in the local area and should only be re-broadcast from
the base station (source) to all devices. These are the packets
that are wanted by all devices.Md is the set of IDNC packets
that can be transmitted by a single transmission from either
the source or a mobile device. These are the packets that can
be formed by combining a subset of the packets in the Has set
of one of the devices (note that any combination of packets
can be created in the source as it has all packets). Ml is the
set of remaining IDNC packets that can be transmitted by a
single transmission from the source or by two transmissions
(according to Lemma 2) in the local area. These are the packets
that contain one and only one uncoded packet from the Wants
set of each device and thus they are not available in one single
device. Therefore, in order to send these packets through D2D
links, they need to be divided into two IDNC packets and
each part can be transmitted from the device that has all the
corresponding uncoded packets.
Lemma 2: Each network coded packet in Ml can be
transmitted by exactly two transmission slots using D2D links
by splitting the packet into two (network coded) packets.
Proof: Each network coded packet in Ml contains one and
only one packet from each Wn, ∀n ∈ N set. Therefore, there
is no single device among the cooperating devices that has
all uncoded packets of the network coded packet, and thus
one transmission slot is not sufficient to transmit the network
coded packet in the local area. On the other hand, since there
are at least two different uncoded packets in the network
coded packet, we can split the network coded packet into
6TABLE I
THE REQUIRED NUMBER OF TRANSMISSIONS TO TRANSMIT EACH PACKET
IN Mc,Ml, AND Md VIA CELLULAR AND D2D LINKS.
Set Cellular Link D2D Link
Mc 1 N/A
Ml 1 2
Md 1 1
two (network coded) packets; each device wants one uncoded
packet from one of the splitted packets and has all the uncoded
packets in the other splitted packet. Therefore, each of the two
splitted packets can be transmitted from at least one device
among the cooperating devices and thus two transmissions are
necessary and sufficient to transmit the content of the network
coded packet via D2D links. 
The properties of the sets Mc,Ml, and Md are summa-
rized in Table I.
Next, we describe the details of Algorithm 1 on Step 2,
grouping the created IDNC packets.
The set Mc consists of all packets that are wanted by all
devices; i.e., by using any vector vm whose elements are the
same and not equal to NULL (line 8). The setMd consists of
the network coded packets that can be formed by combining
a subset of the packets in the Has set of one of the devices,
called x; i.e., by using the packets in the vector vm whose
xth element is NULL (line 9). The set Ml consists of the
rest of network coded packets. In other words, each network
coded packet in Ml contains one and only one packet from
the Wants set of each device; i.e., by using any vector vm
whose elements are not equal to NULL and it contains at
least two different elements (line 10).
Next, we give an example on how Algorithm 1 works.
Example 4: Let us assume that there are three mobile de-
vices with theWants sets;WA = {p1, p4},WB = {p1, p2, p3},
WC = {p1, p4, p5}. Note that M =
⋃
n∈N Wn =
{p1, p2, p3, p4, p5} and Hn = M \Wn for n ∈ {A,B,C};
HA = {p2, p3, p5}, HB = {p4, p5}, HC = {p2, p3}.
According to Algorithm 1, v1 is equal to [p1, p1, p1], because
it is wanted by all three devices, as shown in Table II. Then,
for packet p2 we define vector v2 = [NULL, p2, NULL],
because p2 is wanted by device B only. Similarly, for packet
p3, we define vector v3 = [NULL, p3, NULL]. v3 can not
be merged with v1 or v2, because the second element of v3 is
p3, while the second elements of v1 and v2 are not NULL. In
the next step, we define vector v4 = [p4, NULL, p4]. v4 can
be merged with v2, because the first and third elements of v4
is p4 and the first and the second elements of v2 is NULL.
Therefore, v2 is updated as v2 + v4 = [p4, p2, p4] and v4
is deleted, as shown in Table II. Similarly, v5 is defined as
[NULL,NULL, p5]. v5 can be merged with v3, because the
third element of v5 is p5 and the third element of v3 isNULL.
Therefore, v3 is updated as v3 + v5 = [NULL, p3, p5] and
v5 is deleted, as shown in Table II.
All elements of v1 are the same and not equal to NULL.
Therefore,Mc is constructed from v1;Mc = {p1}, as shown
in Table II. v3 has a NULL element. Therefore, Md is
TABLE II
GROUPING THE PACKETS IN THE Wants SETS FOR EXAMPLE 4.
Set WA WB WC
Mc v1 : p1 p1 p1
Ml v2 : p4 p2 p4
Md v3 : NULL p3 p5
constructed from v3; Md = {p3 + p5}. v2 does not have any
NULL element and its first and second elements are different.
Therefore,Ml is constructed from vector v2;Ml = {p2+p4}.

Step 3: Determining the IDNC packets to be transmitted
from the two interfaces: At each transmission slot, two
packets are selected from the sets Mc ∪ Ml ∪ Md; one
to be transmitted from the base station and another one to
be transmitted from one of the mobile devices. The idea
behind packet selection in lossless NCMI-Instant is that
the created IDNC packets can be transmitted in the minimum
packet completion time. Note that the decisions of which
network coded packet is transmitted and which device is
selected as the transmitter in the local area, are made by
the controller (which can be selected randomly among mobile
devices). Packet Selection by the Source: The packets inMc
should only be transmitted from the source. On the other hand,
a packet transmission from the set Mc targets all devices.
Therefore, the source selects a packet from Mc to transmit,
if this set is not empty. Among the sets Ml and Md, the
packets in Ml targets all devices, while the packets in Md
targets a subset of devices. On the other hand, packets in Ml
require less number of transmissions if transmitted from the
source than the mobile devices. Therefore, the source selects
a packet fromMl to transmit if Mc is empty. At last, if both
Mc and Ml are empty, a packet in Md, is selected to be
transmitted from the source. Packet Selection by the Mobile
Devices: Any packet from the set Md can be transmitted
from the local area by a single transmission, however only
a partial of a packet from the set Ml can be transmitted by a
single transmission from the local area. Therefore, the order
of transmitting the packets in the local area is (i) Md and (ii)
Ml.
b) Upper Bound on T : Now, we analyze the packet com-
pletion time performance of NCMI-Instant by developing
an upper bound on the packet completion time.
Theorem 3: Packet completion time when
NCMI-Instant is employed by cooperative mobile
devices on a joint cellular and D2D setup is upper bounded
by:
T ≤ ⌈min
(
max
(M
2
, |Mc|
)
, (2)
max
(
|Mc|,
1
3
(
2 min
n∈N
|Wn|+ |Md|),
1
2
(min
n∈N
|Wn|+ |Md|)
))
⌉.
Proof: The proof is provided in Appendix B. 
Example 5: Let us assume that there are three mobile
devices with the Wants sets; WA = {p1, p2, p4, p7, p9},
WB = {p1, p2, p5, p7, p10}, WC = {p1, p3, p6, p8}. Note that
M =
⋃
n∈N Wn = {p1, . . . , p10} and Hn = M \ Wn
7for n ∈ {A,B,C}; HA = {p3, p5, p6, p8, p10}, HB =
{p3, p4, p6, p8, p9}, HC = {p2, p4, p5, p7, p9, p10}. According
to Algorithm 1, Mc = {p1}, Md = {p9 + p10}, and
Ml = {p2+ p3, p4+ p5+ p6, p7+ p8} in this example. Using
NCMI-Instant, in the first transmission slot packet p1 (in
set Mc) is transmitted from the source and packet p9 + p10
(in set Md) is transmitted from device C. In the second
transmission slot, packet p2 + p3 (in set Ml) is transmitted
from the source and packet p7 (the first splitted packet of
the third network coded packet in set Ml available at device
C) is transmitted from device C. In the third transmission
slot, packet p4 + p5 + p6 (in set Ml) is transmitted from
source and packet p8 (the second splitted packet of the third
network coded packet in setMl available at device A and B) is
transmitted from device A or B. Therefore, in total three trans-
mission slots are required by NCMI-Instant; T = 3. On the
other hand, from Theorem 3, the upper bound for the packet
completion time is equal to ⌈min
(
5,max(1, 3, 2.5)
)
⌉ = 3.
As seen, the inequality T ≤ 3 (Eq. 2) is satisfied, in this
example. It can also be seen that the upper bound is tight, in
this example.

c) Computational Complexity: Algorithm 1 constructs
vectors by checking all packets and devices with complexity
of O(MN). Each constructed vector is checked whether it can
be merged with the other vectors; since the maximum number
of vectors is M , the complexity of merging the vectors is
O(M2). In NCMI-Instant, at each transmission slot, the
source creates a linear combination of all packets in one of the
vectors with the complexity of O(M). Meanwhile, in the local
area, one vector is chosen, the device that has all the uncoded
packets of the vector in its Has set is selected as the transmitter
with the complexity of O(N), and a linear combination of
the packets corresponding to the vector is created with the
complexity of O(M) to be transmitted from the transmitter
device. Therefore, the complexity of creating and transmitting
the packets is O(M + N + M) = O(M + N) for one
transmission slot and thus O(M2 + MN) = O(M2 + N)
(with at most M transmission slots) for all transmission slots.
This complexity is added to the complexity of Algorithm 1,
O(M2+N). Thus, the complexity of NCMI-Instant when
the channels are lossless in the second stage is polynomial
with O(M2 +N).
B. Lossy Links in the Second Stage
In the previous section, we developed the network coding
algorithms NCMI-Batch and NCMI-Instant for the case
that packets in the second stage are received successfully in the
receiver devices without any loss (Fig. 3(a)). In this section,
we consider a more realistic scenario, where the channels are
lossy in the second stage (Fig. 3(b)).
We assume that each packet transmitted from the source to
each device n ∈ N is lost with probability of ηn. Similarly,
each packet transmitted from the transmitter device k to
the receiver device l is lost with probability of ǫk,l. We
also assume that probability of all cellular channel losses,
ηn, ∀n ∈ N , and D2D channel losses, ǫk,l, ∀k, l ∈ N , are
i.i.d. and uniformly distributed.
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(b) Loss in the second stage
Fig. 3. To recover the missing packets in the second stage, p1 is selected
to be transmitted from device 3 and p4 is selected to be transmitted from
the source. (a) Lossless links in the second stage: All packets are received
successfully by the receivers. (b) Lossy links in the second stage: The packet
that is transmitted from device 3 is lost in device 2 and received successfully
in device 1. Packet transmitted from the source is lost in device 1 and received
successfully in devices 2 and 3.
The packet completion time for the lossy links in the second
stage, depends on the packets that are received successfully
in addition to the transmitted packets at each transmission
slot. Therefore, for each transmitted packet, we define targeted
receivers, Nr, as the set of devices for which the transmitted
packet is innovative. We also define successful receivers as the
set of devices for which the transmitted packet is innovative
and is received successfully. We consider the average number
of successful receivers for each transmitted packet, which is
calculated as follows.
Average number of successful receivers, for a packet trans-
mitted from the source to the set of targeted receivers Nr,
is equal to the average number of packets that are received
successfully at the devices in the set Nr and calculated as∑
n∈Nr
(1 − ηn). Similarly, average number of successful
receivers for a packet transmitted from the transmitter device t
to the set of targeted receiversNr is equal to
∑
n∈Nr
(1−ǫt,n).
Note that, in the case of no loss, the average number of
successful receivers with the set of targeted receivers, Nr, is
equal to the size of this set; |Nr|.
1) NCMI-Batch: In this section, we describe and analyze
NCMI-Batch.
a) Algorithm Description: As described in Section
III-A1, for the case of lossless channels in the second stage,
network coding decisions by NCMI-Batch are made such
that the transmitted packets contain as much information as
possible about missing packets in all devices. For the case of
lossy channels, the transmitted packets are selected such that
the successfully delivered packets contain as much information
as possible about the missing packets in all devices. In other
words, the transmitted packets are selected such that the
average number of successful receivers are maximized. Packet
selection algorithm by NCMI-Batch at each transmission slot
for the lossy channels is provided in Algorithm 2. According to
this algorithm, two packets are selected; one to be transmitted
8from the source and the other one to be transmitted in the
local area. The details of packet selection in Algorithm 2 are
described next.
Algorithm 2 NCMI-Batch for Lossy Channels
1: M: the set of the missing packets in all devices.
Packet Selection by the Source:
2: A network coded packet is generated as a linear combi-
nation of all packets in M.
3: The source broadcasts this packet to all mobile devices.
Packet Selection by the Mobile Devices:
4: for any device n in N do
5: Nr = {k | (∃p ∈ Hn | p |=Hk)}. I.e., packet p (which
could be network coded or not) cannot be expressed as
a linear combination of the packets in Hk.
6: Aven =
∑
k∈Nr
(1 − ǫn,k).
7: x = argmaxn∈N Aven.
8: A network coded packet is generated as a linear combi-
nation of all packets in Hx.
9: x broadcasts this packet to all other mobile devices..
Packet Selection by the Source (lines 1-2): The average
number of successful receivers, for a transmitted packet from
the source with the set of targeted receivers, Nr, is equal
to
∑
n∈Nr
(1 − ηn). On the other hand, any device n with
|Wn| > 0 or equivalently |Hn| < M , is interested in
receiving an innovative packet and can be a member of Nr
for the transmitted packet from the source. Therefore, in
order to maximize the average number of successful receivers,
we need to enlarge the set Nr to all devices that need
an innovative packet; i.e., Nr = {n | (|Hn| < M)}.
According to Algorithm 2, in NCMI-Batch, the source (i)
determines the missing packets in all mobile devices, and (ii)
transmits linear combinations of these packets (using random
linear network coding over a sufficiently large field) as the
network coded packet through cellular links. This network
coded packet carry information about all missing packets in
the local area, and thus is innovative and beneficial for any
device n for which |Hn| < M ; i.e., Nr = {n | (|Hn| < M)}.
Therefore, the packet selected to be transmitted from the
source in NCMI-Batch maximizes the average number of
successful receivers. After each transmission, if the received
packet is innovative for device n, it is inserted into Hn set.
The procedure continues until each device n receives |Wn|
innovative packets.
Packet Selection by the Mobile Devices (lines 3-7):
In NCMI-Batch, the controller (which can be randomly
selected among mobile devices) selects one of the devices
as the transmitter (according to line 7). Then, the transmitter
transmits a linear combination of the packets in its Has set
to all other devices through D2D links. The set of targeted
receivers, Nr, for a packet transmitted from device n, is the
set of devices, for which a random linear combination of
the packets in Hn is innovative. In other words, if there is
at least one packet from Hn that is linearly independent of
all packets in Hk, then k is a member of Nr; Nr = {k |
(∃p ∈ Hn | p |=Hk)}
3. Accordingly, the average number of
successful receivers for a packet transmitted from n is equal to∑
k∈Nr
(1−ǫn,k). In NCMI-Batch, the mobile device x with
the largest average number of successful receivers is selected
as the transmitter among all devices at each transmission slot;
x = argmaxn∈N
∑
k∈Nr
(1 − ǫn,k). If there are multiple of
such devices, one of them is selected randomly. The transmitter
linearly combines all packets in its Has set,Hx, and broadcasts
the network coded packet to all other mobile devices. This
network coded packet is beneficial to all devices in the set of
targeted receivers (by the transmitter) that receive the packet
successfully.
After each transmission, if the successfully received packet
has innovative information for device k, it is inserted into
the Has set of device k. Similar to the case of lossless
channels, the cooperating devices stop transmitting network
coded packets if each device n successfully receives (i)
|Wn|−|Mc| innovative packets from the cooperating devices,
or (ii) |Wn| innovative packets from both the source and
cooperating devices. Note that selecting the device with the
largest average number of successful receivers for the case of
no loss, ǫn,k = 0, ∀n, k ∈ N , is equivalent to selecting the
device with the largest number of targeted receivers and thus
the device with the largest Has set. This is aligned with our
strategy, presented in Section III-A1, for packet selection in
NCMI-Batch when the channels are lossless in the second
stage.
Next, we give an example on NCMI-Batch for lossy
channels.
Example 6: Let us consider three mobile devices with the
Wants sets; WA = {p1, p2, p3},WB = {p1, p4, p5},WC =
{p1, p6, p7}, the Has sets HA = {p4, p5, p6, p7},HB =
{p2, p3, p6, p7},HC = {p2, p3, p4, p5} and probabilities of
channel losses; ηA = 0.35, ηB = 0.4, ηC = 0.45, ǫA,B =
0.1, ǫA,C = 0.3, ǫB,A = 0.1, ǫB,C = 0.2, ǫC,A = 0.3, ǫC,B =
0.2. By using NCMI-Batch, p1, . . . , p7 are combined as
a network coded packet in the source and transmitted to
all devices in the first slot. This transmitted packet can be
beneficial to all devices (Nr = {A,B,C}) as it carries
information about all missing packets. Note that the average
number of successful receivers for this transmitted packet is
equal to (1−0.35)+(1−0.4)+(1−0.45) = 1.8. Meanwhile,
in the local area, the device with the largest average number
of receivers is selected as the transmitter. The set of targeted
receivers for a random linear network coded packet transmitted
from A is {B,C}, as p4 ∈ HA (or p5 ∈ HA) is linearly
independent of HB = {p2, p3, p6, p7} and p6 ∈ HA (or
p7 ∈ HA) is linearly independent of HC = {p2, p3, p4, p5}
and thus the average number of successful receivers is equal
to (1−ǫA,B)+(1−ǫA,C) = 1.6. Similarly, the average number
of successful receivers for a random linear network coded
packet transmitted from B and C is equal to 1.7 and 1.5,
respectively. Therefore, device B with the maximum average
number of successful receivers is selected as the transmitter
and transmits a random linear combination of p2, p3, p6, p7.
3
|= in p |= Hk means that packet p (which could be network coded or not)
cannot be expressed as a linear combination of the packets in Hk .
9Note that this network coded packet can be received suc-
cessfully at devices A and C with probabilities of 0.9 and
0.8, respectively. Thus, in the first slot, the source transmits
linear combination of p1, . . . , p7 and device B transmits a
random linear combination of p2, p3, p6, p7, simultaneously.
The procedure is repeated at every slot until each device
receives 3 innovative packets. 
Next, we characterize how long it takes until all missing
packets are recovered; i.e., the packet completion time; T .
b) Upper Bound on T : In order to characterize the
performance of proposed NCMI-Batch, we provide an up-
per bound on the packet completion time obtained from
NCMI-Batch in the following theorem.
Theorem 4: The average of packet completion time; T when
NCMI-Batch is employed by cooperative mobile devices on
a joint cellular and D2D setup when the channel links are
lossy is upper bounded by
T ≤
⌈
max
(
|Mc|
1−
∏
n∈N ηn
, Tj
)⌉
, (3)
where,
Tj =
{
max(Tx, Tr), if
|Wr |−|Wx|
1−ηr−ǫx,r+ηx
≤ |Wx|1−ηx
|Wr|
2−ηr−ǫx,r
, otherwise,
(4)
Tx =
|Wr|(1− ǫr,x) + |Wx|(1 + 2ηx − 2ηr + ǫr,x − 2ǫx,r)
(1− ηr − ǫx,r + ηx)(3− 2ηx − ǫr,x)
,
(5)
Tr =
|Wr|(1− 2ηr − ǫx,r + 2ηx) + |Wx|(1− ǫx,r)
(1 − ηr − ǫx,r + ηx)(3 − 2ηr − ǫx,r)
, (6)
x = argmax
n∈N
|Hn| = arg min
n∈N
|Wn|, (7)
r = arg max
n∈(N\x)
|Wn|
2− ηn − ǫx,n
, (8)
Proof: The proof is provided in Appendix C. 
c) Computational Complexity: In NCMI-Batch the
source creates a linear combination of all packets with the
complexity of O(M) at each transmission slot. Meanwhile,
in the local area, for each device the average number of
successful receivers is calculated with the complexity of
O(N − 1). The complexity of calculating the average number
of successful receivers for all devices is O(N2). Then, the
device with the maximum average number of successful
receivers is selected as the transmitter with the complexity of
O(N) and a linear combination of the packets in its Has set
is created with the complexity of O(M) at each transmission
slot. By considering the maximum of M transmission slots,
the complexity of NCMI-Batch is polynomial with the
complexity of O(M2 +N2). This computational complexity,
by also taking additional steps such as dividing a file into
smaller sets of M packets, makes NCMI-Batch applicable
for practical deployment.
2) NCMI-Instant: In section III-A2, we described and
analyzed NCMI-Instant for the case that the channel links
are lossless. In this section, we consider a more general-
ized case where the channel links are lossy and present
NCMI-Instant for this generalized case.
a) Algorithm Description: NCMI-Instant algorithm,
described in Section III-A2a, groups the packets that are
wanted by the devices into setsMc,Ml, andMd when there
is no loss in the second stage. Then, packets from these sets
are network coded and transmitted from the cellular and D2D
links. Yet, when the links are lossy in the second stage, this
approach should be revised for the following reasons.
First, each network coded packet is transmitted successfully
when there is no loss. This makes creating fixed Mc, Ml,
and Md sets possible and reasonable before transmitting the
packets in the second stage. However, when the channels are
lossy in the second stage, the transmitted network coded packet
at each transmission slot may be received successfully by
some of the targeted receivers (known as successful receivers)
and may be lost by the others. Thus, fixed Mc, Ml, and
Md sets are not appropriate in this scenario, and they should
be updated after each transmission depending on successful
packet transmissions.
Also, when the channel links are lossy, different network
coded packets even if they are in the same set (such as in
Ml) have different priorities for transmission. In particular,
the packets that can be received by possibly larger number of
devices successfully should be prioritized as it would deliver
more information in one transmission, which would eventually
reduce the packet completion time.
By taking into account these two points, we updated
NCMI-Instant for lossy channels. The new algorithm is
provided in Algorithm 3. In this algorithm, we first determine
the sets Mc, Ml, and Md using Algorithm 1 at each slot.
Then two packets are selected from these sets; one to be
transmitted from the source and the other one to be transmitted
by a mobile device using D2D connections. The idea behind
packet selection is that the selected packet can be received by
possibly largest number of devices successfully as it would
deliver more information in one transmission and thus would
eventually reduce the packet completion time. The details of
packet selection in Algorithm 3 are described below.
Packet Selection by the Source (lines 2-7): The average
number of successful receivers for any packet in the setMc∪
Ml that is transmitted from the source is equal to
∑
n∈N (1−
ηn), because this packet targets all devices. On the other hand,
the average number of successful receivers for any packet p
in the set Md with its corresponding vector vp is equal to∑
n|(vp[n] 6=NULL)
(1 − ηn), because this packet is innovative
for any device n ∈ N for which vp[n] is not NULL and
thus the set of targeted receivers is Nr = {n | (vp[n] 6=
NULL)}. Since Nr is a subset of N ,
∑
n∈N (1 − ηn), the
average number of successful receivers for any packet in Mc
orMl, is greater than
∑
n∈Nr
(1−ηn), the average number of
successful receivers for any packet in Md and thus, a packet
from the set Mc or Ml is preferred to be transmitted from
the source than a packet from Md. Between the sets Mc and
Ml, a packet from the set Mc is preferred to be selected
(lines 2-3), because the packets in Mc are not available to be
transmitted through the other interface. Therefore, the order of
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Algorithm 3 NCMI-Instant for Lossy Channels
1: Group the packets in the Wants sets of all devices into
the sets Mc, Ml and Md using Algorithm 1 and keep
all network coded packets, p ∈ (Mc ∪Ml ∪Md), along
with their corresponding vectors, vp, in these sets.
Packet Selection by the Source:
2: if Mc is not empty then
3: The first element of Mc is selected to be transmitted
from the source.
4: else if Ml is not empty then
5: The first element of Ml is selected to be transmitted
from the source.
6: else if Md is not empty then
7: The packet with the maximum average number of
successful receivers among all packets in Md, which
is equal to argmaxp∈Md
∑
n|(vp[n] 6=NULL)
(1− ηn), is
selected to be transmitted from the source.
Packet Selection by the Mobile Devices:
8: Consider packet p with its corresponding vector vp inMl;
any device in x ∈ N can transmit partial of packet p which
is constructed by network coding all packets in the vector
vp \ vp[x]. The average number of successful receivers
for this packet is equal to
∑
n|(vp[n] 6=vp[x])
(1− ǫx,n). De-
termine all possible transmitted packets with their corre-
sponding transmitters and calculate their average number
of successful receivers.
9: Consider packet p with its corresponding vector vp in
Md; any device that has all uncoded packets in vp can
transmit p. The average number of successful receivers for
packet p ∈ Md to be transmitted from device x ∈ {i |
vp[i] = NULL} is equal to
∑
n|(vp[n] 6=NULL)
(1− ǫx,n).
Determine all possible transmitted packets with their
corresponding transmitters and calculate their average
number of successful receivers.
10: From all packets determined in 8 and 9, select the
packet with the maximum average number of successful
receivers to be transmitted from its corresponding trans-
mitter through D2D links.
transmitting the packets from the source is (i) Mc, (ii) Ml,
and (iii) Md. There is no priority among the packets of the
same set for the setsMc andMl, because all packets have the
same average number of successful receivers (lines 4-5). For
the set Md, the packet with the maximum average number of
successful receivers is preferred to be transmitted (lines 6-7).
Packet Selection by the Mobile Devices (lines 8-10): We
first consider packet p from set Ml with its vector vp. Each
device x ∈ N can transmit a partial of this packet that is
available in its Has set. vp[x] is the uncoded packet in the
network coded packet p that is wanted by device x. Therefore,
vp[x] is the only uncoded packet in vp that is not available in
the Has set of x. With that being said, x can transmit the
partial of packet p which is constructed by network coding
all packets in the vector vp \ vp[x] with the targeted receivers
Nr = {i | (vp[i] 6= vp[x])}. Therefore, the average number
of successful receivers for the partial packet transmitted from
x is equal to
∑
n|(vp[n] 6=vp[x])
(1 − ǫx,n). We determine all
possible transmitted packets from the set Ml along with their
corresponding transmitters and calculate their average number
of successful receivers (line 8). Then, we consider packet p
from set Md with its vector vp. Each device x for which
vp[x] = NULL can transmit packet p, because it has all
uncoded packets of p in its Has set and the set of its targeted
receivers is Nr = {i | (vp[i] 6= NULL)}. With that being
said, the average number of successful receivers for packet p ∈
Md transmitted from x is equal to
∑
n|(vp[n] 6=NULL)
(1−ǫx,n).
We determine all possible transmitters for each packet from set
Md and calculate their average number of successful receivers
(line 9). At last, we select the packet with the maximum
average number of successful receivers among all packets from
the sets Ml andMd to be transmitted from its corresponding
transmitter through D2D links (line 10).
b) Upper Bound on T : In order to characterize the
performance of proposed NCMI-Instant, we develop the
following upper bound for the packet completion time obtained
from NCMI-Instant for the lossy channels in the second
stage.
Theorem 5: The average of packet completion time; T when
NCMI-Instant is employed by cooperative mobile devices
on a joint cellular and D2D setup when the channel links are
lossy is upper bounded by
T ≤
⌈
max
(
Ts,c,
(Tl,d + Tl,l)(Ts,c + Ts,d + Ts,l)
Tl,d + Tl,l + Ts,d + Ts,l
)⌉
, (9)
where Mc, Ml, and Md are the sets that are constructed
by Algorithm 1 for the first transmission slot and Ts,c, Ts,l,
and Ts,d are the average packet completion times for the
source to transmit the packets in the sets Mc, Ml, and Md,
respectively. Tl,l and Tl,d are the average packet completion
times for the cooperating devices in the local area to transmit
the packets in the sets Ml and Md, as calculated in the
following:
Ts,c =
|Mc|
1−max
n∈N
ηn
, (10)
Ts,l =
|Ml|
1−max
n∈N
ηn
, (11)
Ts,d =
∑
p∈Md
1
1− max
n|(vp[n] 6=NULL)
ηn
, (12)
where vp is the vector associated with the network coded
packet p.
Tl,l =
∑
p∈Ml
(
1
1− max
n|(vp[n] 6=vp[x])
ǫx,n
+
1
1− max
n|(vp[n]=vp[x])
ǫx′,n
)
,
(13)
where x is the device to be selected to transmit the partial of
packet p ∈ Ml. According to Algorithm 3, x is selected such
that the average number of successful receivers is maximized;
x = argmaxi∈N
∑
n|(vp[n] 6=vp[i])
(1 − ǫi,n). x′ is the device
to be selected to transmit the residual of packet p, which
includes the uncoded packet vp[x]. x
′ is selected such that
11
the average number of successful receivers is maximized;
x′ = argmaxi|(vp[i] 6=vp[x])
∑
n|(vp[n]=vp[x])
(1 − ǫi,n).
Tl,d =
∑
p∈Md
1
1− max
n|(vp[n] 6=NULL)
ǫx,n
, (14)
where x is the device to be selected to transmit packet p ∈
Md. According to Algorithm 3, x is selected such that the
average number of successful receivers is maximized; x =
argmaxi|(vp[i]=NULL)
∑
n|(vp[n] 6=NULL)
(1− ǫi,n).
Proof: The proof is provided in Appendix D. 
c) Computational Complexity: In NCMI-Instant Al-
gorithm 1 is run with the complexity of O(M2 +N), at each
transmission slot. Then, the source calculates the average num-
ber of successful receivers (if it is required to transmit a packet
from the set Md) with the complexity of O(MN), selects the
packet with maximum average number of successful receivers
with the complexity of O(M), and creates a network coded
packet with the complexity of O(M) at each transmission slot.
Meanwhile, in the local area, the average number of successful
receivers is calculated for all devices as the transmitter and
all packets with the complexity of O(MN2), the packet with
the maximum average number of successful receivers with its
corresponding transmitter is selected with the complexity of
O(MN), and a network coded packet with the complexity
of O(M) is created, at each transmission slot. Therefore, the
complexity of NCMI-Instant at each transmission slot is
O(M2+N2). By considering the maximum ofM transmission
slots, the complexity of NCMI-Instant is polynomial with
the complexity of O(M3+N2). This computational complex-
ity, by also taking additional steps such as dividing a file into
smaller sets of M packets, makes both NCMI-Instant ap-
plicable for practical deployment.
IV. LOWER BOUND ON T
In this section, we develop a lower bound on the packet
completion time when any network coding algorithm is em-
ployed by cooperative mobile devices on a joint cellular and
D2D setup.4 The effectiveness of a network coding algorithm
is evaluated by comparing the packet completion time obtained
from the algorithm with the lower bound; the closer the packet
completion time obtained from a network coding algorithm is
to the lower bound, the more effective is the algorithm.
Theorem 6: The packet completion time when network
coding is employed by cooperative mobile devices on a joint
cellular and D2D setup is lower bounded by:
T ≥
⌈
max
(
|Mc|
1−
∏
n∈N ηn
,max
n∈N
(
min
x∈(N\n)
|Wn|
2− ηn − ǫx,n
))⌉
.
(15)
Proof: The proof is provided in Appendix E. 
Corollary 7: The packet completion time when network
coding is employed by cooperative mobile devices on a joint
4Note that the provided lower bound is not guaranteed to be achievable.
However, it is guaranteed that there is no other scheme to perform better than
the lower bound and thus it is a good metric to evaluate the performance of
proposed NCMI methods.
cellular and D2D setup when the channel links are lossless in
the second stage, is lower bounded by:
T ≥
⌈
max
(
|Mc|,
1
2
max
n∈N
|Wn|
)⌉
. (16)
Proof: By substituting ηn = ǫk,l = 0, ∀n, k, l ∈ N in (15),
the lower bound provided in (16) is obtained. 
As shown in the simulation results, our proposed
NCMI-Batch and NCMI-Instant methods perform closer
to the lower bound as compared to the baselines.
V. SIMULATION RESULTS
We considered a topology shown in Fig. 1(b) for differ-
ent number of devices, packets, and loss probabilities. Then
we implemented our proposed methods, NCMI-Batch and
NCMI-Instant for this topology and compared their per-
formances with the lower bound and their upper bounds as
well as the baselines of, (i) NoNC, which stands for No
Network Coding scheme and (ii) NCSI, which stands for
Network Coding for Single Interface systems. Each simulated
point, is the average of results over 500 iterations. In our
simulation results, bounds are plotted using dashed lines, while
the real simulation results are plotted using the solid lines. We
first consider the case where the channels are lossless in the
second stage. Then, we present the simulation results for lossy
channels in the second stage. Finally, we investigate the effect
of subpacketization on both lossless and lossy NCMI.
A. Lossless Channels in Stage Two
In this section, we consider a setup, in which each device
misses the packets transmitted from the source in stage one
with a specific loss probability. The loss probability for each
device in stage one, is selected uniformly from [0.3, 0.5]
for Figs. 4, 5, and 7. Note that the number of lost packets
at the start of stage two is equal to M = |
⋃
n∈N Wn|.
All packet transmissions in stage two are assumed to be
lossless. We implemented our proposed schemes in this setup,
NCMI-Batch and NCMI-Instant, and compared their
packet completion time performances with: (i) the Lower
Bound, in Eq. 16, (ii) the Upper Bounds provided in Eq. 1 for
NCMI-Batch and Eq. 2 for NCMI-Instant, (iii) NoNC-
Multiple Interfaces, which is a no network coding scheme,
but using cellular and D2D links jointly, (iv) NCSI-Batch, via
Cellular Links, which uses batch-based network coding via
the single interface of cellular links, (v) NCSI-Batch, via D2D
Links, which uses batch-based network coding via the single
interface of D2D links. Note that packets inMc are requested
from the source device via the cellular links in NCSI-Batch,
via D2D Links scheme.
Packet completion time vs. number of packets: Fig. 4
shows the packet completion time for different number of
packets and N = 5 devices. As seen, NCMI-Instant and
NCMI-Batch improve the packet completion time signifi-
cantly as compared to the single-interface systems and No-NC.
This shows the effectiveness of (i) using multiple interfaces as
compared to the single-interface systems, and (ii) employing
network coding. NCMI-Batch and NCMI-Instant are
slightly better than their upper bounds for larger number of
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Fig. 4. (a) Packet completion time vs. number of packets for
NCMI-Instant and NCMI-Batch as compared to the lower bound and
their upper bounds as well as baselines, when the channels are lossless in
stage two. (b) Zoomed version of (a).
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Fig. 5. Packet completion time vs. number of devices for
NCMI-Instant and NCMI-Batch as compared to the lower bound
and their upper bounds as well as baselines, when the channels are lossless
in stage two.
lost packets, because the upper bounds give the worst case per-
formance guarantee for NCMI-Batch and NCMI-Instant.
Yet, as seen in the zoomed version of the figure (i.e., Fig.
4(b)), the upper and lower bounds are very close to the actual
performance of NCMI-Batch and NCMI-Instant. This
shows the tightness of our upper and lower bound analysis.
Also, as seen in Fig. 4(a), single interface cellular system
has less packet completion time than single interface D2D
system. The reason is that any network coded packet can be
created in the source and transmitted through the cellular link,
while in the local area, only the network coded packets that
can be created in one of the devices can be selected to be
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Fig. 6. Packet completion time vs. loss probabilities of cellular links in stage
one for NCMI-Instant and NCMI-Batch as compared to the lower bound
and their upper bounds as well as baselines, when the channels are lossless
in stage two.
transmitted. Therefore, the network coded packet transmitted
through the cellular links may target larger number of devices
than the packets that are transmitted through D2D links and
thus results in less packet completion time.
Packet completion time vs. number of devices: Fig.
5 shows the packet completion time for different number
of devices and M = 50 packets. As shown in the figure,
NCMI-Batch performs very close to the lower bound and
upper bounds, and better than the single-interface systems
and No-NC. NCMI-Instant performs better than single-
interface systems and No-NC and worse than NCMI-Batch.
The performance of NCMI-Instant gets closer to No-NC
method for the larger number of devices. The reason is that
the network coding opportunities of NCMI-Instant decrease in
this lossless scenario when the number of devices increases,
so NCMI-Instant gets closer to NoNC.
Packet completion time vs. loss probability: Fig. 6
presents the packet completion time for different loss prob-
abilities in stage one for M = 20 packets and N = 5 devices.
In this setup, the loss probabilities of cellular links are the
same for all mobile devices. As seen, the performances of
NCMI schemes and the lower bound get closer to the no
network coding scheme by increasing the channel losses of
cellular links. In other words, when the channel losses are
large, the no network coding scheme (with lower complexity
than network coding schemes) has the performance close to
the optimal scheme, which is defined by the lower bound.
Scalability with the Network Size: Fig. 7 shows the
packet completion time for different network sizes (num-
ber of packets) with M = 500 packets. As seen,
NCMI-Batch scales well with increasing the network size,
but NCMI-Instant performs close to No-NC scheme for
larger networks and fixed number of packets. In order for
NCMI-Instant to perform close to its best performance,
the number of packets should also be increased by increasing
the size of the network. The reason for this observation is that
network coding opportunities of NCMI-Instant decrease
with increasing number of devices in lossless scenario (lossless
in stage two). This holds for a general setup as explained next.
Let us assume that we would like to create an IDNC packet
pm + pk. The condition to create this IDNC packet is that all
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Fig. 7. Scalability of NCMI-Instant and NCMI-Batch with the network
size as compared to the lower bound and their upper bounds as well as
baselines, when the channels are lossless in stage two.
devices that want pm should have packet pk, and all devices
that want pk should have pm. The probability of this condition
is
∏
n∈Nr
(1 − ηn), where Nr is the set of devices that want
packet pm or pk and ηn is the loss probability at stage one.
As seen, the probability of creating an IDNC packet, i.e.,∏
n∈Nr
(1− ηn) decreases with increasing |Nr|.
B. Lossy Channels in Stage Two
In this section, we consider a setup in which the packet
transmissions in both stages are lossy. In stage one, all packets
are transmitted from the source; each transmitted packet is lost
with the loss probability of ηn at each device n. In stage two,
two packets are broadcast simultaneously at each transmission
slot; one packet is broadcast from the source and is lost with
the loss probability of ǫn at each device n and the other packet
is broadcast from the transmitter device t (to all other devices)
and is lost with the loss probability of ǫt,n at each device n.
The channel loss probabilities ηn, n ∈ N and ǫt,n, t, n ∈ N
(in both stage one and stage two) are selected uniformly from
[0.15, 0.35] for Figs. 8 and 9.
We implemented our proposed schemes, NCMI-Batch and
NCMI-Instant in this setup and compared their packet
completion time performances with the following: (i) Lower
Bound, which is derived in (15). (ii) Upper Bounds, provided
in (3) for NCMI-Batch and (9) for NCMI-Instant. (iii)
NoNC-Multiple Interfaces, which is a no network coding
scheme, but using cellular and D2D links jointly. At each
transmission slot, each interface selects a missing packet with
the maximum average number of receivers to be broadcast
to all devices. (iv) NCSI-Batch, via D2D Links, which uses
instantly decodable network coding via the single interface
of D2D links. At each transmission slot, the device with the
maximum size of Has set is selected as the transmitter and
broadcast a random combination of all packets in its Has set to
all other devices. (v) NCSI-Instant, via D2D Links, which uses
instantly decodable network coding via the single interface of
D2D links. At each transmission slot, packets are grouped to
Mc, Ml, and Md sets according to Algorithm 1. Then, if
Mc is not empty, the packets in this set are requested to be
transmitted from the source until they are received successfully
by at least one of the devices. If Mc is empty, the order
of transmitting the packets is from the sets Md and Ml; at
each transmission slot, the packet with the maximum average
number of successful receiver is selected among all packets of
the same set. (vi) NCSI-Batch, via Cellular Links, which uses
batch-based network coding via the single interface of cellular
links. At each transmission slot, a random combination of all
packets is broadcast to all devices from the source. (vii) NCSI-
Instant, via Cellular Links, which uses instantly decodable
network coding via the single interface of cellular links. At
each transmission slot, the union of the missing packets in all
devices are grouped into Mc, Ml, and Md sets according to
Algorithm 1. The order of transmitting the packets is from the
sets Mc, Ml and Md.
Packet completion time vs. number of packets/number
of devices: Figs. 8(a) and (b) show the packet completion
time for different number of packets and N = 5 devices
and Figs. 8(c) and (d) show the packet completion time
for different number of devices and M = 50 packets. As
seen, NCMI-Batch and NCMI-Instant improve the packet
completion time significantly as compared to the single-
interface systems and No-NC. ote that NCMI-Instant sig-
nificantly improves over NoNC when the number of devices
increases. This is different than what we observed in Fig. 5
(where NCMI-Instant gets closer to NoNC with increasing
number of devices). The reason is that network coding oppor-
tunities of NCMI-Instant still exist in this scenario due to
losses in stage two. Also, network coding schemes using the
single interface of D2D links outperform the network coding
schemes using single interface of cellular links, despite the fact
that more various network coded packet can be transmitted
from the cellular link than the D2D link. The reason is that
the packets to satisfy each device n using D2D links can
be transmitted from a variety of channel links with the loss
probabilities of ǫt,n, t ∈ (N \n) from which the most reliable
link is selected. While the packets to satisfy each device
n using the cellular links can only be transmitted from the
cellular link with the fixed loss probability of ηn and thus
if ηn is high, there is no other more reliable link to be
selected. Finally, the performance of NCMI-Instant and
NCMI-Batch are close to the lower bound and their upper
bounds.
C. Effect of Subpacketization on Lossless and Lossy NCMI
We investigated the impact of subpacketization for a file
with the size of M = 100 packets and N = 5 cooperating
devices, and showed the results in Fig. 9. In this figure, a
file with fixed size of M = 100 packets is transmitted for all
simulated points, and the packet completion time is measured
for this file. In particular, Fig. 9 presents the packet completion
time of the file withM = 100 packets when this file is divided
into different sized subfiles. For example, in Fig. 9 (b), the
packet completion time of NCMI is close to 30 when subfile
size is 10. This means that (i) the file of M = 100 packets is
divided into 10 subfiles, each with 10 packets, (ii) each subfile
is coded using NCMI, and (iii) the total delay of 10 subfiles
(i.e., the whole file with M = 100 packets) is reported. The
same argument holds for all of the simulated points in Fig. 9.
As seen in the figure, the packet completion time decreases
with increasing the size of subfile. This means that it would
14
10 15 20 25 30 35 40 45 50
Number of Packets
0
2
4
6
8
10
12
Pa
ck
et
 C
om
pl
et
io
n 
Ti
m
e
Lower Bound
NCMI-Batch
Upper Bound of NCMI-Batch
NCMI-Instant
Upper Bound of NCMI-Instant
(a) Packet completion time vs. num-
ber of packets
10 15 20 25 30 35 40 45 50
Number of Packets
0
5
10
15
20
Pa
ck
et
 C
om
pl
et
io
n 
Ti
m
e
NCMI-Batch
NCMI-Instant
NoNC-Multiple Interfaces
NCSI-Batch, via D2D Links
NCSI-Instant, via D2D Links
NCSI-Batch, via Cellular Links
NCSI-Instant, via Cellular Links
(b) Packet completion time vs. num-
ber of packets
10 15 20 25 30 35 40 45 50
Number of Devices
10
12
14
16
18
20
22
24
26
Pa
ck
et
 C
om
pl
et
io
n 
Ti
m
e
Lower Bound
NCMI-Batch
Upper Bound of NCMI-Batch
NCMI-Instant
Upper Bound of NCMI-Instant
(c) Packet completion time vs. num-
ber of devices
10 15 20 25 30 35 40 45 50
Number of Devices
10
20
30
40
50
60
70
Pa
ck
et
 C
om
pl
et
io
n 
Ti
m
e
NCMI-Batch
NCMI-Instant
NoNC-Multiple Interfaces
NCSI-Batch, via D2D Links
NCSI-Instant, via D2D Links
NCSI-Batch, via Cellular Links
NCSI-Instant, via Cellular Links
(d) Packet completion time vs. num-
ber of devices
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Fig. 9. The impact of subpacketization on the packet completion time
performance.
be more efficient to apply proposed methods on the whole
file instead of dividing it into subfiles and apply the proposed
methods on each subfile. As seen, our NCMI algorithms still
significantly improve the packet completion time as compared
to the baselines.
VI. RELATED WORK
Network Coding for Single-Interface Systems: The per-
formance of network coding has been evaluated for single-
interface systems in literature. The problem of minimizing
the number of broadcast transmissions required to satisfy
all devices is considered in [17], and the bounds for packet
completion time are developed. A deterministic linear network
coding algorithm that minimizes the number of broadcast
transmissions is considered in [22]. Minimization of the com-
pletion delay while broadcasting instantly decodable network
coding packets has been considered in [25]. The problem of re-
covering the missing content using cooperative data exchange
utilizing local area connections is considered in [18] and [19],
and the lower and upper bounds on the minimum number of
transmissions are developed. Deterministic algorithms for the
cooperative data exchange problem with polynomial time are
designed in [26] and [20]. In our previous work, [27], we
considered data exchange problem for multimedia applications
and proposed content-aware network coding schemes that
improves content quality and reduces the packet completion
time using D2D links only. As compared to [27], we consider
cooperative mobile devices in the joint cellular and D2D setup,
and develop a network coding scheme for this setup in this
paper.
Multiple-Interface Systems: The performance of WiFi-only,
cellular-only, and multiple-interface (WiFi plus cellular) sys-
tems are studied and compared in [3]. A flexible software
architecture is developed in [4] by adaptively selecting avail-
able interfaces at mobile devices with the goal of improving
Quality of Experience (QoE) while minimizing the energy
overhead. The heterogeneity of cellular and Wi-Fi interfaces
are effectively utilized to deliver data to mobile devices in [5].
Cooperative content delivery to mobile devices is developed in
[6] by taking into account the link quality of both cellular and
WiFi interfaces, where a device with the best link quality is
preferred in the cooperative system. The scenario of delivering
same content to a group of users by using unicast cellular
and D2D links is considered in [7]. A comprehensive survey
on exploiting multiple available wireless interfaces to deliver
content to cooperative mobile devices is provided in [8]. This
line of work demonstrates the practicality of simultaneous
operation of multiple interfaces including cellular and short-
range D2D links. As compared to this work, we consider
how efficient network coding algorithms can be developed
with provable performance guarantees for cooperative mobile
devices in the joint broadcast cellular and broadcast D2D
setup.
Network Coding for Multiple-Interface Systems: Network
coding has been employed in the previous work for devices
with multiple interfaces. Wireless video broadcasting with P2P
error recovery is proposed by Li and Chan [28]. An efficient
scheduling approach with network coding for wireless local
repair is introduced by Saleh et al. [29]. Another body of work
[30]–[32] proposes systems where there are a base station
broadcasting packets and a group of smartphone users helping
each other to correct errors. Compared to prior work [28]–[32],
where each phone downloads all the data, and D2D links are
used for error recovery, our scheme jointly utilizes cellular and
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D2D links and analyzes the performance of network coding
in such a setup.
Simultaneous operation of multiple interfaces and employ-
ing network coding for this setup has also been considered
in the previous work; [9], [10], [33]. As compared to [9] and
[10], we consider broadcast cellular links simultaneously with
D2D links for error recovery purposes, while [9] and [10]
use unicast cellular links simultaneously with D2D links for
throughput improvement purposes. Multimedia streaming to
a single user is considered in [25], where multiple interfaces
are used at the single user. As compared to this work, we use
cooperation among mobile devices that benefit D2D links in
conjunction with cellular links. Also, in this paper, we consider
how efficient network coding algorithms can be developed
with provable performance guarantees for cooperative mobile
devices in the joint cellular and D2D setup, instead of using
existing network coding algorithms. In [34], the conference
version of this work, we developed network coding schemes
for cooperative mobile devices in the joint cellular and D2D
setup, where we assumed the data transmissions are lossless.
As compared to [34], in this paper, we consider lossy channels
and propose network coding schemes by taking into account
the probabilities of channel losses as well.
VII. CONCLUSION
In this paper, we considered a scenario where a group
of mobile devices is interested in the same content, but
each device has a partial content due to packet losses
over links. In this setup, mobile devices cooperate and
exploit the cellular and D2D links jointly to recover the
missing content. We developed network coding schemes;
NCMI-Batch and NCMI-Instant for this setup, and ana-
lyzed their packet completion time. Simulation results confirm
that NCMI-Batch and NCMI-Instant significantly reduce
the packet completion time.
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APPENDIX A: PROOF OF THEOREM 1
In NCMI-Batch, at each transmission slot, a linear com-
bination of all missing packets, that is innovative for all
mobile devices, is broadcast from the source to all devices.
Meanwhile, in the local area, the device with the largest Has
set is selected as the transmitter; the transmitter broadcasts
a linear combination of the packets in its Has set, that is
innovative for all other devices. Therefore, the size of Has
set for all devices except for the device with the maximum
size of Has set (the transmitter) is increased by two and the
size of Has set for the transmitter is increased by one. In the
first transmission slot, x = argmaxn∈N |Hn| is selected as
the transmitter so the size of Hn, n ∈ (N \ x) is increased by
two and the the size of Hx is increased by one. For the next
transmission slots, x remains the transmitter until the size of
Has set for one of the other devices is equal to the size of the
Has set for x. It takes at most |Hx| − |Hn| transmission slots
for device n to have the same size of Has set as device x and
thus to be selected as the transmitter. Therefore, by considering
r = argminn∈(N\x) |Hn| = argmaxn∈(N\x) |Wn|, it takes
at most |Ht| − |Hr| transmission slots for the transmitter to
be reselected. On the other hand, it takes at most M − |Hx|
transmission slots that the size of Hx becomes equal to M .
We consider two cases:
1) (M − |Hx|) ≤ |Hx| − |Hr|:
After at most M − |Hx| transmission slots, the size of
Hx becomes equal to M and the size of Hr is still
less than the size of Hx. Therefore, in the rest of the
transmission slots, x remains as the transmitter and thus,
the packet completion time is upper bounded by the
required number of transmission slots to satisfy device
r, which is equal to 12 maxn∈N |Wn|.
2) (M − |Hx|) ≥ |Hx| − |Hr|:
After at most |Hx|− |Hr| transmission slots, the size of
Hx becomes equal to Hr. Therefore, in the rest of the
transmission slots, r and x are selected as the transmitter,
alternatively; i.e., in one of the transmission slots x
is selected as the transmitter and in the consecutive
transmission slot, r is selected as the transmitter and
thus in every two consecutive transmission slots, the
size of Hr is increased by three. The packet comple-
tion time is upper bounded by the required number of
transmission slots to satisfy device r, which is equal to
1
3 (|Wr|+ |Wx|).
In addition, the number of transmission slots cannot be less
than |Mc|. By considering this fact and the results from cases
(i) and (ii), the upper bound in Theorem 1 is obtained. This
concludes the proof.
APPENDIX B: PROOF OF THEOREM 3
We consider three conditions based on the relative sizes of
the sets Mc, Ml and Md and then calculate the maximum
packet completion time obtained from each of the conditions.
1) |Mc| ≥ (|Md|+ 2|Ml|)
Under this condition, the base station starts transmitting
the packets in Mc; meanwhile, in the local area a
network coded packet in Md and Ml with the order
of (i) Md and (ii) Ml is selected to be transmitted
from one of the mobile devices. After |Md| + 2|Ml|
transmission slots, all the packets in Md and Ml are
transmitted by the cooperating devices and |Mc| −
(|Md| + 2|Ml|) packets are left from Mc; it takes
|Mc| − (|Md|+ 2|Ml|) transmission slots for the base
station to transmit these remaining packets. By summing
the required number of transmission slots, the packet
completion time under condition (1) is equal to:
T(1) = |Mc| (17)
Example 7: Let us consider three mobile devices with
the Wants sets of WA = {p1, p2, p3, p4, p5},WB =
{p1, p2, p3, p4, p6, p7},WC = {p1, p2, p3, p4, p6, p8}.
By using Algorithm 1, Mc = {p1, p2, p3, p4},Ml =
{p5+p6},Md = {p7+p8}. For this example, condition
(1) is met; |Mc| = 4 > 3 = (|Md| + 2|Ml|).
Accordingly, 4 transmission slots are required; in the
first transmission slot, p1 is transmitted from the base
station and at the same time p7 + p8 is transmitted
from device A. In the second transmission slot, p2 is
transmitted from the base station and p6 is transmitted
from device A. In the third transmission slot, p3 is
transmitted from the base station and p5 is transmitted
from device B (or device C). In the forth transmission
slot, p4 is transmitted from the the base station. 
2) (|Md|+ 2|Ml|) ≥ |Mc| ≥ (|Md| − |Ml|)
For this condition, we consider two cases of (i) |Mc| ≤
|Md| and (ii) |Mc| ≥ |Md|.
In case (i), the base station starts transmitting the packets
in Mc; meanwhile in the local area the packets in Md
are transmitted from x (the device that has all packets
in Md). Since |Mc| ≤ |Md|, after |Mc| transmission
slots, all the packets in Mc have been transmitted by
the base station and |Md| − |Mc| packets are left from
Md. According to condition (2), |Mc| is greater than
(|Md|− |Ml|) and thus (|Md|− |Mc|) is smaller than
|Ml|. Therefore, in the next |Md| − |Mc| transmission
slots, the remaining packets inMd is transmitted by the
cooperative devices in the local area and the base station
transmits the network coded packets from Ml. At last,
|Ml|−(|Md|−|Mc|) packets are left fromMl; it takes
2/3(|Ml| − (|Md| − |Mc|)) transmission slots by the
source and the cooperating devices, jointly to transmit
these remaining packets. By summing the required num-
ber of transmission slots, the packet completion time for
case (i) is equal to 13 (2|Ml|+ 2|Mc|+ |Md|).
In case (ii), the base station starts transmitting the
packets in Mc; meanwhile in the local area the pack-
ets in Md are transmitted from x (the device that
has all packets in Md). Since |Mc| ≥ |Md|, after
|Md| transmission slots, all the packets in Md have
been transmitted by the cooperating devices in the
local area and |Mc| − |Md| packets are left from
Mc. According to condition (2), |Mc| is smaller than
(|Md|+2|Ml|) and thus (|Mc|−|Ml|) is smaller than
2|Ml|. Therefore, in the next |Mc|−|Md| transmission
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slots, the base station transmits the remaining packets
in Mc and the cooperating devices transmit
|Mc|−|Md|
2
packets from Ml. At last, |Ml| −
|Mc|−|Md|
2 packets
are left from |Ml|; it takes
2
3 (|Ml| −
|Mc|−|Md|
2 )
transmission slots by the source and the cooperating
devices, jointly to transmit these remaining packets. By
summing the required number of transmission slots,
the packet completion time for case (ii) is equal to
1
3 (2|Ml|+ 2|Mc|+ |Md|).
In addition, any packet inMc contains one packet from
the Wants set of each device by definition. On the other
hand, any network coded packet in Ml contains one
and only one packet from the Wants set of each device.
Therefore, the inequality |Wn| ≥ (|Mc|+ |Ml|) holds
for each device n ∈ N including the device with the
minimum size of Wants set. Therefore, the following
inequality, holds:
|Ml| ≤ (min
n∈N
|Wn| − |Mc|). (18)
By using the above discussion, the maximum packet
completion time under condition (2) is upper bounded
by:
T(2) =
1
3
(2|Ml|+ 2|Mc|+ |Md|)
≤
1
3
(2 min
n∈N
|Wn|+ |Md|).
(19)
Example 8: Let us consider three mobile devices with
the Wants sets of WA = {p1, p2, p5, p8},WB =
{p1, p3, p6, p9, p11},WC = {p1, p4, p7, p10, p11}. By
using Algorithm 1, Mc = {p1},Ml = {p2 + p3 +
p4, p5 + p6 + p7, p8 + p9 + p10},Md = {p11}. For this
example, condition (2) is met; (|Md|−|Ml|) < |Mc| <
(|Md| + 2|Ml|). Accordingly, 3 transmission slots are
required; in the first transmission slot, p1 is transmitted
from the base station and at the same time p11 is
transmitted from device A. In the second transmission
slot, p2 + p3 + p4 is transmitted from the base station
and p9 + p10 is transmitted from device A. In the third
transmission slot, p5 + p6 + p7 is transmitted from the
base station and p8 is transmitted from device B. 
3) |Mc| ≤ (|Md| − |Ml|)
Under this condition, the base station starts transmitting
the packets inMc; meanwhile in the local area the pack-
ets in Md are transmitted from x (the device that has
all packets in Md). After |Mc| transmission slots, all
packets inMc have been transmitted by the base station
and |Md| − |Mc| packets are left from Md. In the
next |Ml| transmission slots, the base station transmits
all packets in Ml and the cooperating devices transmit
|Ml| packets from Md. At last, |Md| − |Mc| − |Ml|
packets are left from Md; it takes
|Md|−|Mc|−|Ml|
2
transmission slots by the source and the cooperating
devices, jointly to transmit these remaining packets. By
summing the required number of transmission slots and
from 18, the maximum packet completion time under
condition (3) is upper bounded by:
T(3) =
|Md|+ |Mc|+ |Ml|
2
≤
|Md|+minn∈N |Wn|
2
(20)
Example 9: Let us consider three mobile devices
with the Wants sets of WA = {p1, p2}, WB =
{p1, p3, p5, p6, p9}, WC = {p1, p4, p5, p7, p8, p10}. By
using Algorithm 1, Mc = {p1}, Ml = {p2 + p3 + p4},
Md = {p5, p6+p7, p8+p9, p10}. For this example, con-
dition (3) is met; |Mc| < (|Md|−|Ml|). Accordingly, 3
transmission slots are required; in the first transmission
slot, p1 is transmitted from the base station and at the
same time p10 is transmitted from device A. In the
second transmission slot, p2 + p3 + p4 is transmitted
from the base station and p8 + p9 is transmitted from
device A. In the third transmission slot, p5 is transmitted
from the base station and p6 + p7 is transmitted from
device A. 
By combining the packet completion time obtained from
conditions (1), (2), and (3), the upper bound of Tupper,1 =
⌈max(|Mc|,
1
3 (2minn∈N |Wn| + |Md|),
1
2 (minn∈N |Wn| +
|Md|))⌉ is achieved.
In addition, according to Algorithm 1, first vector vm[n] is
defined for each packet pm ∈M. Then, different vectors may
be combined as a network coded packet that can be transmitted
from the source or the cooperating devices. In the worst case
scenario, the vectors can not be combined as network coded
packets. Therefore, we have at most M = |M| vectors, each
representing one of the packets from set M. In this case,
each vector can be transmitted by a single transmission from
the source or by a single transmission from the cooperating
devices (if the packet represented by the vector is available in
one of the devices). Under this worst case scenario, the upper
bound of Tupper,2 = ⌈max(|Mc|,
M
2 )⌉ is achieved.
By combining Tupper,1 and Tupper,2, the packet completion
time in Theorem 3 is obtained. This concludes the proof.
APPENDIX C: PROOF OF THEOREM 4
In NCMI-Batch the packets are selected such that the
delivered packets carry the most information about the missing
packets in the local area. Therefore, the packets with the
maximum average number of successful receivers are selected
to be transmitted from the source and in the local area. Any
other packet selection method with less average number of
successful receivers delivers less information about the missing
packets to devices and thus requires larger packet completion
time. To find an upper bound on NCMI-Batch, we consider
one of such methods, where the packet selection at each trans-
mission slot is as follows: (i) the source transmits a random
linear combination of the missing packets in all devices and (ii)
in the local area, the device with the maximum size of Has set
is selected as the transmitter and transmits a linear combination
of the packets in its Has set. If there are multiple of such
devices, they are selected alternatively as the transmitter for
the rest of the transmission slots until the end of the packet
completion time. As seen, the packet selection in the source
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for this method is the same as NCMI-Batch. But the packet
selection in the local area differs from NCMI-Batch; in
NCMI-Batch the packet with the maximum average number
of successful receivers is selected to be transmitted, while in
the mentioned method, there is no guarantee that the selected
packet is associated with the maximum average number of
successful receivers. Therefore, the packet completion time
obtained from this mentioned method is an upper bound on
the packet completion time for NCMI-Batch. In the follow-
ing, we consider the worst case scenario for the considered
method and calculate the average packet completion time
for this scenario. The calculated packet completion time is
an upper bound on the packet completion time achieved by
NCMI-Batch.
At the beginning, device x = argmaxn∈N |Hn| is selected
as the transmitter in the local area. Therefore, any other device
n ∈ (N \ x) receives two transmissions; one from the source
with the probability of channel loss of ηn and another from
x with the probability of channel loss of ǫx,n. Device x
receives only one transmission which is transmitted from the
source with the probability of channel loss of ηx. Therefore,
in average, the size of Wx is reduced by (1 − ηx) and the
size of Wn, n ∈ (N \ x) is reduced by (1− ηn +1− ǫx,n) =
(2 − ηn − ǫx,n) at each transmission slot until one of the
devices other than x is selected as the transmitter. According
to the method, a device is selected as the transmitter if it has
the largest Has set (or smallest Wants set) among all devices.
Therefore, x remains the transmitter until the size of Wants
set for one of the other devices is equal to the size of Wants
set for x. After the average of k transmission slot, the size of
Wn, n ∈ (N \ x) is equal to |Wn| − k(2− ηn− ǫx,n) and the
size ofWx is equal to |Wx|−k(1−ηx). Therefore, by consid-
ering device r as argmaxn∈(N\x)
|Wn|
2−ηn−ǫx,n
, it takes at most
k = |Wr|−|Wx|(2−ηr−ǫx,r)−(1−ηx) transmission slots (k is obtained by
solving the equation |Wx|−k(1−ηx) = |Wr|−k(2−ηr−ǫx,r))
for another device (which is device r) to be selected as the
transmitter in average. On the other hand, it takes at most
|Wx|
1−ηx
transmission slots for device x to receive all required packets
and the size of its Has set becomes equal to M . We consider
two cases :
1) k ≥ |Wx|1−ηx
After at most
|Wx|
1−ηx
transmission slots, the size of Has
set for device x is equal toM and the size of Has set for
device r is less than M . Thus x remains the transmitter
for the next transmission slots until the end of packet
completion time. Therefore, the packet completion time
is at most equal to the number of transmission slots
required by r to be satisfied; T ≤ ⌈ |Wr|2−ηr−ǫx,r ⌉.
2) k ≤ |Wx|1−ηx
After at most k transmission slots, the size of Has set
for device r is equal to the size of Has set for device
x. Therefore, according to the method, these devices
are selected as the transmitter alternatively for the rest
of the transmission slots until the end of the packet
completion time. In this way, the sizes of Wr and Wx
are reduced by (1−ηr)+(2−ηr− ǫx,r) and (1−ηx)+
(2 − ηx − ǫr,x) in every two consecutive transmission
slots after the first k transmission slots, respectively and
thus it takes at most Tr = k + 2
|Wr|−k(2−ηr−ǫx,r)
3−2ηr−ǫx,r
and Tx = k + 2
|Wx|−k(1−ηx)
3−2ηx−ǫr,x
transmission slots for
devices r and x, respectively to be satisfied. By replacing
k = |Wr |−|Wx|(2−ηr−ǫx,r)−(1−ηx) in the obtained expression
for Tx and Tr, equations 5 and 6 is obtained. The
total required number of transmission slots is equal to
maximum of Tx and Tr.
In addition, each packet in Mc can only be transmitted
from the source until at least one of the devices can receive it
successfully. Each packet that is transmitted from the source
is received successfully by at least one of the devices with
probability of 1 −
∏
n∈N ηn. Therefore, it takes
1
1−
∏
n∈N ηn
transmissions for each packet in Mc to be received success-
fully by at least one of the devices and thus the number
of transmission slots cannot be less than ⌈ |Mc|1−
∏
n∈N ηn
⌉. By
considering this fact and the results from cases (1) and (2),
the upper bound in Theorem 1 is obtained. This concludes the
proof.
APPENDIX D: PROOF OF THEOREM 5
We consider the initial sets of Mc, Ml, and Md con-
structed for the first transmission slot of NCMI-Instant.
The calculated number of transmission slots to transmit all
the packets in these sets gives an upper bound on the packet
completion time by NCMI-Instant. The reason is that in
NCMI-Instant, the packet completion time is improved
by updating the sets Mc, Ml, and Md at each transmis-
sion slot and thus the resulted packet completion time from
NCMI-Instant is less than the packet completion time
resulted from NCMI-Instant without updating the setsMc,
Ml, and Md at each transmission slot (i.e., these sets are set
to their initializations at the beginning of the first transmission
slot). In the following, we first derive the expressions for the
average packet completion times for the source to transmit
the packets in Mc, Ml, and Md, denoted by Ts,c (Eq.
10), Ts,l (Eq. 11), and Ts,d (Eq. 12), respectively and the
expressions for the average packet completion times for the
devices in the local area to transmit the packets in Ml, and
Md, denoted by Tl,l (Eq. 13), and Tl,d (Eq. 14), respectively.
Then, we calculate the average packet completion time when
NCMI-Instant, without updating the sets Mc, Ml, and
Md at each transmission slot, is used to recover the missing
packets in all devices.
The average number of transmissions from the transmitter
(or the source) required to satisfy a device is equal to 1/(1−ǫ),
where ǫ is the link loss between the transmitter (or the source)
and the device. The average number of transmissions required
to satisfy a set of targeted receivers is restricted by the required
number of transmissions for the receiver with the maximum
channel loss. This proves Eqs. 10, 11, 12, and 14. To transmit
packet p in Ml from the cooperating devices in the local
area, first device t (with the maximum average number of
successful receivers) is selected among all devices to transmit
a partial of the packet. The set of targeted receivers for this
transmission is {n | (vp[n] 6= vp[x])}. Therefore, it takes an
average of 11−maxn|(vp[n] 6=vp[x])ǫx,n
transmissions to transmit
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partial of packet p (the first term in Eq. 13). Then, the residual
part of p, which includes the uncoded packet in p that is
wanted by device x (vp[x]), is transmitted. This packet is
transmitted from, x′, the device with the maximum number
of successful receivers, and targets the devices in the set
{n | (vp[n] = vp[x])}). Therefore, it takes an average of
1
1−maxn|(vp[n]=vp[x])ǫx′,n
transmissions to transmit residual of
packet p (the second term in Eq. 13). This proves Eq. 13.
To prove Eq. 3, we first consider two cases based on the
relative packet completion time for transmitting the packets
in the sets Mc, Ml, and Md and then calculate the average
packet completion time obtained from each of these cases.
1) Ts,c ≥ (Tl,l + Tl,d)
Under this condition, the source starts transmitting the
packets in Mc, which takes the average of Ts,c trans-
missions. Meanwhile the packets in the set Mn =
Ml ∪Md are transmitted in the local area, which takes
the average of Tl,l+Tl,d transmissions. After Tl,l+Tl,d
transmission slots, all the packets in Md and Ml are
transmitted in the local area and the average of |Mc| −
|Mc|(Tl,l+Tl,d)
Ts,c
=
|Mc|(Ts,c−Tl,l−Tl,d)
Ts,c
packets are left
from Mc; it takes an average of
|Mc|(Ts,c−Tl,l−Tl,d)
Ts,c
×
Ts,c
|Mc|
= Ts,c−Tl,l−Tl,d transmissions for the source to
transmit these packets. By summing the required number
of transmission slots, the average packet completion time
under condition (1) is equal to:
T(1) = Ts,c (21)
2) Ts,c ≤ (Tl,l + Tl,d)
Under this condition, the base station starts transmit-
ting the packets in Mc; meanwhile the packets in
the set Mn = Ml ∪ Md are transmitted in the
local area. Since Ts,c ≤ (Tl,l + Tl,d), after Ts,c
transmission slots, all the packets in Mc have been
transmitted by the source and the average of |Md| +
|Ml| −
Ts,c(|Ml|+|Md|)
Tl,l+Tl,d
=
(Tl,l+Tl,d−Ts,c)(|Ml|+|Md|)
Tl,l+Tl,d
packets are left from Mn; It takes the average of
(Tl,l+Tl,d−Ts,c)(|Ml|+|Md|)
Tl,l+Tl,d
×
(Tl,l+Tl,d)(Ts,l+Ts,d)
(Tl,l+Tl,d)+(Ts,l+Ts,d)
×
1
|Ml|+|Md|
=
(Ts,l+Ts,d)(Tl,l+Tl,d−Ts,c)
(Tl,l+Tl,d+Ts,l+Ts,d)
transmission
slots to transmit these packets by using both the source
and the cooperating devices in the local area. By sum-
ming the required number of transmission slots, the
packet completion time under condition (2) is equal to:
T(2) = Ts,c +
(Ts,l + Ts,d)(Tl,l + Tl,d − Ts,c)
Tl,l + Tl,d + Ts,l + Ts,d
=
Ts,c(Ts,l + Ts,d) + Ts,c(Tl,l + Tl,d)
Tl,l + Tl,d + Ts,l + Ts,d
+
(Ts,l + Ts,d)(Tl,l + Tl,d)− Ts,c(Ts,l + Ts,d)
Tl,l + Tl,d + Ts,l + Ts,d
=
Ts,c(Tl,l + Tl,d) + (Ts,l + Ts,d)(Tl,l + Tl,d)
Tl,l + Tl,d + Ts,l + Ts,d
=
(Tl,l + Tl,d)(Ts,c + Ts,l + Ts,d)
Tl,l + Tl,d + Ts,l + Ts,d
.
By combining the packet completion time obtained from
conditions (1) and (2), the upper bound presented in Theorem
5 is achieved. This concludes the proof.
APPENDIX E: PROOF OF THEOREM 6
To prove Eq. 15, we first derive a lower bound on the packet
completion time to recover the missing packets in device n,
when the cellular and D2D links are used, jointly. This term
is denoted by Tn. In the best case scenario, device n receives
two simultaneous transmissions at each transmission slot, one
from the source with the loss probability of ηn and another
one from the transmitter device x with the loss probability of
ǫx,n. Therefore, the average number of packets that device n
receives at each transmission slot, is equal to (1− ηn) + (1−
ǫx,n) = 2 − ηn − ǫx,n and thus, in the best case scenario,
it takes an average of
|Wn|
2−ηn−ǫx,n
transmission slots to satisfy
device n with the transmitter device x for the transmission in
the local area. Again, in the best case scenario, x is selected
such that Tn is minimized. Therefore, we have:
Tn ≥
|Wn|
2− ηn − ǫx,n
≥ min
x∈(N\n)
|Wn|
2− ηn − ǫx,n
.
(22)
By using network coding algorithms, the packet completion
time to satisfy all devices is equal to maximum packet com-
pletion time required to satisfy each device. In other words,
we have:
T = max
n∈N
Tn
≥ max
n∈N
( min
x∈(N\n)
|Wn|
2− ηn − ǫx,n
).
(23)
On the other hand, the packets in Mc can only be sent
through the cellular link, because they are not available in any
of the devices and thus cannot be transmitted through D2D
links. The average of required number of transmission slots
for a packet in Mc to be received successfully by at least one
of the devices (so that it will be available to be transmitted
through D2D links) is equal to 11−
∏
n∈N ηn
. Therefore, the
minimum packet completion time should be larger than
|Mc|
1−
∏
n∈N ηn
. Thus, the packet completion time is bounded
by T ≥ max( |Mc|1−
∏
n∈N ηn
,maxn∈N (minx∈(N\n)
|Wn|
2−ηn−ǫx,n
).
Furthermore, since the packet completion time can only have
an integer value, the packet completion time is lower bounded
by ⌈max( |Mc|1−
∏
n∈N ηn
,maxn∈N (minx∈(N\n)
|Wn|
2−ηn−ǫx,n
)⌉.
This concludes the proof.
APPENDIX F: SIGNALLING OVERHEAD ANALYSIS
In our proposed algorithms, at each transmission slot, two
network coded packets are selected to be transmitted from
the two interfaces of the cellular and D2D. The decision
of which network coded packet to be transmitted from the
cellular links is made by the source. Meanwhile, the decisions
of which network coded packet and which device to be
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selected as the transmitter in the local area, are made by the
controller (which is selected randomly among mobile devices).
In order for the source and the controller to make these
decisions, the information about the packets that each device
has received successfully, needs to be transferred to the source
and the controller. Therefore, the signaling overhead at each
transmission slot is the sum of (i) Od bits for sending the
controller’s decision to the selected transmitter device (the
controller needs to inform the transmitter device about its
decision of packet transmission through D2D), (ii) Onc bits as
network coding overhead (the coefficients of uncoded packets
in a network coded packet should be included as header in the
transmitted network coded packet), and (iii) Oack bits for send-
ing acknowledgment packets from the targeted receivers at the
end of the transmission to the source and controller indicating
successful/unsuccessful transmissions. The signaling overhead
Od is related to the packet transmission through D2D links and
the signaling overheads related to Onc and Oack are related to
the packet transmissions through both cellular and D2D links.
We analyze the signaling overhead for our proposed methods,
lossy and lossless NCMI-Batch and NCMI-Instant, in
detail in the following.
Stage One: In stage one, we use the single interface of
cellular links for packet transmissions. Therefore, there is no
packet transmissions in the local area, so Od = 0. Onc is
also equal to 0 as the uncoded packets are transmitted to all
devices without network coding in stage one. At the end of
each packet transmission, acknowledgment packets need to be
transmitted from each device to both source and controller
to provide them with the required information for making
packet transmission decisions in stage two. Therefore, Oack
for each packet transmission and each user is equal to 2 bits
(1 bit for sending the acknowledgment packet to the source
and one more bit for sending the acknowledgment packet
to the controller). Thus, the overhead fraction per packet
transmission to each user is equal to Od+Onc+Oack
P
= 2
P
,
where P is the size of each uncoded packet in bits.
Stage Two, Lossless NCMI-Batch: For lossless
NCMI-Batch, at each transmission slot, the controller
selects one of the devices as the transmitter to send a random
linear combination of the packets in its Has set; a packet with
the size of one bit is sufficient to be transmitted from the
controller to the selected transmitter to inform the transmitter
to send a packet; Od = 1 bit. Then, two random linear network
coded packets need to be transmitted; one from the source and
another from the selected transmitter. For each random linear
network coded packet, we need to include the coefficients
of each uncoded packet as the packet header; e.g. a random
linear combination of the packets p1, p2, ..., pM is equal to
the network coded packet p = a1p1+a2p2+ ...+aMpM . For
transmitting the network coded packet p, all the coefficients
of ai, i = 1, 2, ...,M are added to the data packet p as a
packet header. The number of bits required for displaying
each coefficient is equal to log(F ), where F is the size of the
field from which the coefficients are selected. Therefore, Onc
is equal to Mlog(F ) bits for sending each network coded
packet and 2Mlog(F ) bits for sending the two network coded
packets via the two interfaces of cellular and D2D. Finally,
as the channels are lossless, all packets will be received
successfully at the targeted receivers and there is no need
to send acknowledgment packets at the end of each packet
transmissions; Oack = 0. Therefore, the overhead fraction per
transmission slot is equal to Od+Onc+Oack2P =
1+2Mlog(F )
2P bits
for lossless NCMI-Batch. Note that the multiplier 2 in the
denominator is due to sending two network coded packets at
each transmission slots over the two interfaces, each with the
size of P .
Stage Two, Lossless NCMI-Instant: For lossless
NCMI-Instant, at each transmission slot, the controller
selects one of the devices as the transmitter and determines
the set of packets to be XORed as the instantly decodable
network coded packet and transmitted from the transmitter.
In order for the controller to inform the transmitter which
packets should be XORed, a packet with the size of M bits
(M is the number of the missing packets in all devices) is
required; if the ith bit is 1, pi should be included in the
IDNC packet and if it is equal to 0, pi should not included
in the IDNC packet. For example, assume that the controller
determines the IDNC packet p = p1 + p3 + p4 for the set
of missing packets {p1, p2, p3, p4, p5}, with M = 5 packets,
to be transmitted from the selected transmitter. Then, the
controller needs to send the packet containing Od = 5 bits
of [10110] to the transmitter to inform it about its decision.
Therefore, Od = M bits for NCMI-Instant. Then, the
transmitter and the source need to send IDNC packets, in
which the coefficients of each uncoded packet should be
included as the header. As an IDNC packet is created by
XORing the uncoded packets, 1 bit is sufficient to represent
the coefficient of each uncoded packet, so M bits are required
for the coefficients of all uncoded packets. Therefore, the
total overhead due to sending network coding coefficients of
the two IDNC packets, transmitted over cellular and D2D, is
equal to Onc = 2M bits, at each transmission slot. Finally,
since the channels are lossless, Oack = 0, as discussed in
the previous paragraph. Therefore, the overhead fraction per
transmission slot is equal to Od+Onc+Oack2P =
M+2M
2P =
3M
2P
bits for lossless NCMI-Instant.
Stage Two, Lossy NCMI-Batch: The analysis of Od
and Onc for lossy NCMI-Batch, is the same as lossless
NCMI-Batch; Od = 1 bit and Onc = 2Mlog(F ) bits.
However, since the channels are lossy here, at the end of
each packet transmission, acknowledgment packets need to
be transmitted from the targeted receivers to both source and
controller to provide them with the information for making fu-
ture packet transmission decisions. Therefore, for each packet
transmission, the size of acknowledgment packet is equal to
2 bits (1 bit for sending the acknowledgment packet to the
source and one more bit for sending the acknowledgment
packet to the controller) for each targeted receiver. Since,
at each transmission slot, two packets are transmitted, the
size of overhead due to sending acknowledgement packets
is 4 bits per each targeted receiver. Considering Nt as the
number of targeted receivers, the total size of overhead due
to sending acknowledgment packets, is equal to Oack = 4Nt
bits, at each transmission slot. Therefore, the overhead frac-
tion at each transmission slot is equal to Od+Onc+Oack2P =
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1+2Mlog(F )+4Nt
2P ≤
1+2Mlog(F )+4N
2P for lossy NCMI-Batch.
Note that here we assume that the acknowledgement packets
are not lost, for the sake of simplicity. If an acknowledgement
packet is lost, it will be retransmitted and thus the overhead
will be slightly increased.
Stage Two, Lossy NCMI-Instant: The analysis of Od
and Onc for lossy NCMI-Instant is the same as lossless
NCMI-Instant; Od = M bits and Onc = 2M bits.
Also, the analysis Oack for lossy NCMI-Instant is the
same as lossy NCMI-Batch; Oack = 4Nt bits. Therefore,
the overhead fraction at each transmission slot is equal to
Od+Onc+Oack
2P =
M+2M+4Nt
2P =
3M+4Nt
2P ≤
3M+4N
2P for lossy
NCMI-Instant.
In the following, we give an example on the calcula-
tion of overhead fraction for stage one and stage two of
NCMI-Batch and NCMI-Instant.
Example 10: Assume that the packet size of each transmitted
packet is P = 1000 Bytes = 8000 bits, the field size is
F = 256 for NCMI-Batch, the number of missing packets is
M = 30 and the number of devices is N = 5. The overhead
fraction for each packet transmission in stage one is equal
to 2
P
= 0.00025. The overhead fraction at each transmission
slot for lossless NCMI-Batch, lossless NCMI-Instant,
lossy NCMI-Batch, and lossy NCMI-Instant at stage
two is equal to
1+2Mlog(F )
2P = 0.03006,
3M
2P = 0.00562,
1+2Mlog(F )+4Nt
2P ≤ 0.03131, and
3M+4Nt
2P ≤ 0.00687, respec-
tively.” 
