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Abstract. Estimation of camera motion and structure of rigid objects
in the 3D world from multiple camera images by bundle adjustment
is often performed by iterative minimization methods due to their low
computational eﬀort. These methods need a robust initialization in order
to converge to the global minimum. In this paper a new criterion for
keyframe selection is presented. While state of the art criteria just avoid
degenerated camera motion conﬁgurations, the proposed criterion selects
the keyframe pairing with the lowest expected estimation error of initial
camera motion and object structure. The presented results show, that the
convergence probability of bundle adjustment is signiﬁcantly improved
with the new criterion compared to the state of the art approaches.
1 Introduction
The estimation of camera motion and structure of rigid objects in the 3D world
using camera images from multiple views has a long and sophisticated research
history within the computer vision community.
Usually a mathematical parameter model of a pinhole camera with perspec-
tive projection is used to describe the mapping between the 3D world and the
2D camera image. To estimate the parameters of the camera model most ap-
proaches establish corresponding feature points in each view. By the introduc-
tion of a statistical error model, that describes the errors in the position of the
detected feature points, a Maximum Likelihood estimator can be formulated
that simultaneously estimates the camera parameters and the 3D positions of
feature points. This joint optimization is called bundle adjustment [1].
If the errors in the positions of the detected feature points obey a Gaussian
distribution, the Maximum Likelihood estimator has to minimize a nonlinear
least squares cost function. In this case, fast minimization is carried out with
iterative parameter minimization methods, like the sparse Levenberg-Marquardt
method [1][2, Appendix 4.6].
The main diﬃculty of the iterative minimization is the robust initialization of
the camera parameters and the 3D positions of feature points in order to converge
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to the global minimum. One possible solution is to obtain an initial guess from
two [3,4] or three [5,6] selected views out of the sequence or sub-sequence. These
views are called keyframes.
Keyframes should be selected with care, for instance a suﬃcient baseline
between the views is necessary to estimate initial 3D feature points by triangu-
lation. Additionally, a large number of initial 3D feature points is desirable.
By comparison, keyframe selection has been neglected by the computer vision
community. In the case of initialization from two views, Pollefeys et al. [3] use
the Geometric Robust Information Criterion (GRIC) proposed by Torr [7]. This
criterion allows to evaluate which model, homography (H-matrix) or epipolar
geometry (F-matrix), ﬁts better to a set of corresponding feature points in two
view geometry. If the H-matrix model ﬁts better than the F-matrix model, H-
GRIC is smaller than F-GRIC and vice versa. For very small baselines between
the views GRIC always prefers the H-matrix model. Thus, the baseline must
exceed a certain value before F-GRIC becomes smaller than H-GRIC.
Pollefeys’ approach searches for one keyframe pairing by considering all pos-
sible pairings of the ﬁrst view with consecutive views in the sequence. Thus,
the ﬁrst keyframe of the keyframe pairing is always the ﬁrst view of the se-
quence. The second keyframe is the last view for which the number of tracked
feature points is above 90% of the number of feature points tracked at the view
for which F-GRIC becomes smaller than H-GRIC. This approach guarants a
certain baseline and a large number of initial 3D feature points.
Gibson et al. [4] propose a quite similar approach. Instead of GRIC they
evaluate a score consisting of three weighted addends. The ﬁrst addend becomes
small if the number of reconstructed initial 3D feature points reduces in the
actual keyframe pair compared to the previous keyframe pair. The second addend
is the reciprocal value of the median reprojection error when a H-matrix is ﬁtted
to the feature points and the third addend is the median reprojection error when
the F-matrix model is applied. Gibson’s approach marks the pairing with the
lowest score as keyframes.
The disadvantage of both approaches is, that they do not select the best
possible solution. For instance, a keyframe pairing with a very large baseline is
not valued better than a pairing with a baseline that just ensures that the F-
matrix model ﬁts better than the H-matrix model. Thus, only the degenerated
conﬁguration of a pure camera rotation between the keyframe pairing is avoided.
Especially, if the errors in the positions of the detected feature points are high,
these approaches may estimate a F-matrix, that does not represent the correct
camera motion and therefore provides wrong initial parameters for the bundle
adjustment.
The approach for keyframe selection presented in this paper formulates a new
criterion using techniques from stochastic. By evaluating the lower bound for
the resulting estimation error of initial camera parameters and initial 3D feature
points, the keyframe pairing with the best initial values for bundle adjustment
is selected. It will be shown that this new approach increases signiﬁcantly the
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Fig.1. Projection of 3D feature points on rigid objects in multiple camera views.
The following chapter deﬁnes a reference framework for the keyframe selec-
tion approaches by describing the processing steps that are used for the estima-
tion of camera motion and structure of the observed objects. In Chapter 3 the
new approach for keyframe selection is presented. Chapter 4 compares results of
the diﬀerent approaches in the deﬁned framework and conclusions are drawn in
Chapter 5.
2 Reference Framework
For estimation of camera motion parameters from corresponding feature points,
the real camera must be represented by a mathematical camera model. The
camera model describes the projection of a 3D feature point P to the image
coordinate p through a perspective camera. Using homogeneous representation
of coordinates, a 3D feature point is represented as P =( X,Y,Z,1)  a n da2 D
image feature point as p =( x,y,1) . Where pij is the projection of a 3D feature
point Pi in the j-th camera (see Fig. 1), with
pij ∼ Kj [Rj|tj] Pi = Aj Pi ∀ j ∈{ 1,...,J},i∈{ 1,...,I} (1)
where Kj is the calibration matrix, Rj is the rotation matrix, tj is the translation
vector, and Aj is the camera matrix of the j-th camera. The software system
used for estimation of Aj and Pi consists of ﬁve processing steps, as shown in
Fig. 2. Each processing step is described brieﬂy in the following subsections.
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Fig.2. Processing steps for the estimation of camera parameters and structure from
image sequences
2.1 Detection of Feature Points
2D image feature points ˜ p are detected with sub-pixel accuracy using Harris’
feature point detector [8]. For each image j of the sequence a list of feature
point coordinates Lj = {˜ p1j,...,˜ pij,...,˜ pIj} is extracted. Due to noise in
the intensity values of the images, the positions of the detected feature points
˜ p =( ˜ x, ˜ y,1)  diﬀer from the true positions p =( x,y,1) , with
˜ x = x + ∆x and ˜ y = y + ∆y (2)
The error model in this paper assumes that ∆x and ∆y of all points ˜ pij are
uncorrelated and obey a zero-mean Gaussian distribution with covariance matrix
Σ˜ pij =

σ2
xij 0
0 σ2
yij

(3)
2.2 Correspondence Analysis and Outlier Elimination
The feature points in list Lj and Lj+1 of two successive views are assigned
by measuring normalized cross-correlation between 15 × 15 pixel windows sur-
rounding the feature points. The correspondences are established for those fea-
ture points, which have the highest cross-correlation. This results in a list of
correspondences Lc = {q1,...,q i,...,q I}, where qi =( ˜ pij,˜ pij+1) is a corre-
spondence.
Due to erroneous assignment of feature points arising from moving objects,
illumination changes or similarities in the scene, usually some of the correspon-
dences are incorrect. Most of these outliers can be detected because they must
fulﬁll the epipolar constraint between two views:
p 
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where F = K
− 
j+1[tj]xRK
−1
j is the F-matrix. In the case of motion degeneracy, if
the camera does not translate between the views, or structure degeneracy, if the
viewed scene structure is planar, a homography is the stricter constraint between
two views:
pij+1 = Hp ij ∀i (5)
where H = Kj+1RK
−1
j is the H-matrix. H or F should be estimated by min-
imizing the residual error ¯ e of the Maximum Likelihood cost function for the
used error model, consequently here:
¯ e2 =
1
4I
I 
i=1
d(˜ pij,ˆ pij)2
Σ + d(˜ pij+1,ˆ pij+1)2
Σ =
1
4I
I 
i=1
e2
i −→ min (6)
subject to ˆ pij and ˆ pij+1 fulﬁll exactly Eq. 4 for F-matrix estimation and Eq. 5
for the estimation of H-matrix, where d(...)Σ denotes the Mahalanobis distance
for the given covariance matrices, here Σ˜ pij and Σ˜ pij+1. To achieve a robust
estimation the random sampling algorithm MSAC (see [9,10] for details) is em-
ployed.
After estimation of H and F, Torr’s GRIC is used to decide which of the
both models should be used for outlier elimination and guided matching [7].
GRIC =

I 
i=1
ρ(e2
i)

+ λ2 mI+ λ2 k (7)
with ρ(e2)=

e
2
σ2 for e
2
σ2 <λ 3(r − m)
λ3(r − m) for e
2
σ2 ≥ λ3(r − m)

(8)
where k is number of essential parameters of the model, m is dimension of the
ﬁtted manifold, and r is dimension of the measurements, with k =7 ,m =3 ,
r = 4 for F-GRIC and k =8 ,m =2 ,r = 4 for H-GRIC. The model with the
lower GRIC is indicated as more likely.
2.3 State of the Art in Keyframe Selection
In the keyframe selection step keyframe pairings are determined to start the
initial camera and structure recovery in the following step.
In general, many possible keyframe pairings exist. To reduce complexity
Pollefeys’ and Gibson’s approaches always set the ﬁrst keyframe of a keyframe
pairing at the ﬁrst view. Then consecutive views of the sequence are considered.
For comparability this procedure is also adopted in our reference framework.
Pollefeys’ approach chooses as second keyframe the last view for which the
number of tracked feature points is above 90% of the number of feature points
tracked a the view where F-GRIC becomes smaller than H-GRIC.
In Gibson’s approach the following score Sg is evaluated for each pairing of
views:
Sg = w1

1.0 −
I1
I2

+ w2
1
¯ e2
H
+ w3 ¯ e2
F (9)528 T. Thorm¨ ahlen, H. Broszio, and A. Weissenfeld
where I2 is the number of 3D feature points that were reconstructed in the pre-
vious pair and I1 is the number of those features that can also be reconstructed
in the currently evaluated pair, ¯ eH is the residual error deﬁned in Eq. 6 with
the H-matrix model ﬁtted to the data, and ¯ eF is the residual error for the F-
matrix model. The pairing with the lowest Sg is marked as new keyframe. Gibson
suggests to choose the weights w1 =3 ,w2 = 10, w3 =1 .
Pollefeys and Gibson apply diﬀerent optimization strategies in their bun-
dle adjustment step. While Pollefeys’ approach uses Incremental Bundle Ad-
justment, Gibson’s approach uses Hierarchical Merging of Subsequences. In the
incremental approach one keyframe pairing per sequence must be selected. In
contrast, the hierarchical approach divides the sequence into subsequences ac-
cording to the chosen keyframes. Thus, in this case one keyframe pairing per
subsequence is available.
In order to compare the two state of the art approaches and the new ap-
proach, a common framework must be deﬁned. In our reference framework the
incremental approach is used in the bundle adjustment step. Hence, only one
keyframe pairing per sequence is selected.
2.4 Initial Camera and Structure Recovery
After a keyframe pairing is selected a F-matrix between the keyframes is es-
timated by MSAC using Eq. 6 with Eq. 4 as cost function. The estimated F-
matrix is decomposed to retrieve initial camera matrices ˆ Ak1 and ˆ Ak2 of both
keyframes. Initial 3D feature points ˆ P 
i are computed using triangulation (see
[2, Chapter 11]). Now bundle adjustment between two views is performed by
sparse Levenberg-Marquardt iteration using Eq. 6 subject to ˆ pik1 = ˆ Ak1ˆ P 
i and
ˆ pik2 = ˆ Ak2ˆ P 
i as cost function. Initial camera matrices ˆ Aj, with k1 <j<k 2,
of the intermediate frames between the keyframes are estimated by camera re-
sectioning. Therefore, the estimated 3D feature points ˆ P 
i become measurements
˜ P 
i in this step. Assuming the errors mainly in ˜ P 
i and not in ˜ pij the following
cost function must be minimized:
¯ µ2
res =
1
3I
I 
i=1
d(˜ P 
i, ˆ Pi)2
Σ −→ min (10)
subject to ˜ pij = ˆ Ajˆ Pi for all i, where ¯ µres is the residual error of camera resec-
tioning.
2.5 Bundle Adjustment
The ﬁnal bundle adjustment step optimizes all cameras ˆ Aj and all 3D feature
points ˆ Pi of the sequence by sparse Levenberg-Marquardt iteration, with
¯ ν2
res =
1
2JI
J 
j=1
I 
i=1
d(˜ pij , ˆ Ajˆ Pi)2
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where ¯ νres is the residual error of bundle adjustment. The applied optimization
strategy is Incremental Bundle Adjustment: First Eq. 11 is optimized for the
keyframes and all intermediate views with the initial values determined in the
previous step. Then the reconstructed 3D feature points are used for camera
resectioning of the consecutive views. After each added view the 3D feature
points are reﬁned and extended and a new bundle adjustment is carried out
until all cameras and all 3D feature points are optimized.
3 Keyframe Selection Algorithm
In this chapter the new approach for keyframe selection is presented. The ap-
proach attempts to ﬁnd the keyframe pairing that minimize the estimation error
of the following ﬁnal bundle adjustment step. Bundle adjustment with iterative
minimization is heavily reliant on good initial values for 3D feature points ˆ Pi and
camera matrices ˆ Aj. Thus, a keyframe selection criterion that judges the quality
of these initial values is needed. Therefore, it should be taken into account, that
initial camera matrices ˆ Aj are estimated from initial 3D feature points ˆ P 
i as
described in step 2.4, which rely on the choice of the keyframe paring.
Consequently, the ﬁrst step of the approach is the estimation of the covariance
matrix of initial 3D feature points ˆ P 
i for each keyframe pairing where F-GRIC
is smaller than H-GRIC. If F-GRIC ≥ H-GRIC the keyframe pairing candidate
is rejected without evaluation of the covariance matrix. In the second step the
estimated covariance matrix is applied to approximate a lower bound for the
estimation error of 3D feature points ˆ Pi and camera matrices ˆ Aj after camera
resectioning.
3.1 Covariance Matrix Estimation
For the estimation of covariance matrix of initial 3D feature points ˆ P 
i a bundle
adjustment between the two analyzed keyframes with camera matrices Ak1 and
Ak2 is performed. As derived in [2, Chapter 4.2], the covariance matrix Σˆ Akˆ P 
i
of both cameras and the 3D feature points is the ﬁrst order equal to:
Σˆ Akˆ P 
i =( J Σ
−1
˜ p J)+ (12)
where J is the Jacobian matrix calculated at the optimum for ˆ Ak1, ˆ Ak2, and
ˆ P 
i, and where Σ˜ p = diag(...,Σ˜ pij,...) and (...)+ denotes the pseudo-inverse.
It should be stressed, that the bundle adjustment between two views and the
covariance matrix Σˆ Akˆ P 
i can be estimated with signiﬁcant time savings using
techniques for sparse matrices, because J Σ
−1
˜ p J has a sparse block structure (see
[2, Appendix 4.6] for details). By extracting Σˆ P 
i from Σˆ Akˆ P 
i the total variance
of the 3D feature points ˆ P 
i is calculated by the trace of Σˆ P 
i.
E

I 
i=1
d(Pi, ˆ P 
i)2
	
= trace(Σˆ P 
i) (13)530 T. Thorm¨ ahlen, H. Broszio, and A. Weissenfeld
where Pi are the true 3D feature points, E[...] denotes the expectation of the
function, and d(...) denotes the Euclidian distance.
3.2 Expectation of Estimation Error
Now, a lower bound for the mean estimation error ¯ µest of 3D feature points ˆ Pi
and camera matrices ˆ Aj after camera resectioning is derived (compare Eq. 10):
E[¯ µ2
est]=E

1
3I
I 
i=1
d(Pi, ˆ Pi)2
	
(14)
The measurements in the cost function deﬁned by Eq. 10 are the 3D feature
points ˜ P 
i, that correspond to the estimated ˆ P 
i in the previous step. The esti-
mated 3D feature points ˆ P 
i obey a Gaussian distribution deﬁned on a space of di-
mension 3I. In order to simplify calculation and reduce computational eﬀort, let
us assume ˜ P 
i obey an isotropic Gaussian distribution with Σ˜ P 
i =¯ σ2 I, where I
is the Identity matrix and ¯ σ2 = trace(Σˆ P 
i)/3I, so that trace(Σ˜ P 
i) = trace(Σˆ P 
i).
The constraint ˜ pij = ˆ Ajˆ Pi of Eq. 10 enforces that ˆ Pi can be located only on
the line of sight deﬁned by ˜ pij and ˆ Aj. Thus, the degrees of freedom for every es-
timated 3D feature point ˆ Pi reduces from three to one. This means, that within
the measurement space of dimension 3I a surface of dimension I+A exists, where
A is the number of essential parameters of one camera Aj. On this surface all
possible solutions for ˆ Pi and ˆ Aj are located. In the Levenberg-Marquardt algo-
rithm this solution surface is approximated by a tangent surface, which has the
same dimension. Because the Gaussian distribution in the measurement space is
assumed isotropic and thus invariant to rotation, the projection on the tangent
surface is equal to the projection on the ﬁrst (I +A) coordinate axes of the mea-
surement space (see [2, Chapter 4.1.3] for details). Thus, on the tangent surface
one gets an isotropic Gaussian distribution with total variance (I + A)¯ σ2. This
results in a expected estimation error
E[¯ µ2
est]=
1
3I
(I + A)¯ σ2 =
I + A
(3I)2 trace(Σˆ P 
i)=Sc (15)
If F-GRIC < H-GRIC, the score Sc is the new criterion to evaluate a keyframe
pairing candidate, where the pairing with a lower Sc indicates a better choice.
This is conceivable as a small trace(Σˆ P 
i)/(3I) corresponds to a small variances
of the estimated initial 3D feature points and the quotient (I+A)/(3I) becomes
smaller for a larger number of 3D feature points I.Keyframe Selection for Camera Motion and Structure Estimation 531
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Fig.3. Relative frequency of residual error ¯ νres (see Eq. 11) for 500 trials. The errors
in the positions of feature points obey a Gaussian distribution with standard deviation
σ =0 .7pixel. The left most and right most bins capture all residual errors that are
smaller than 0.6pixel and larger than 0.7pixel. Trials with these residual errors are
counted as failures of the bundle adjustment: a) new approach, b) Pollefeys’ approach,
and c) Gibson’s approach. d) Failure rate over standard deviation σ for the diﬀerent
approaches.
4 Results
4.1 Synthetic Data Experiments
This chapter compares the new criterion with the state of the art approaches
by Pollefeys and Gibson. Therefore, synthetic data experiments are carried out
in the deﬁned reference framework of Chapter 2, whereby only the keyframe
selection criterion is changed.
500 synthetic test sequences with random camera motion and random scenes
are generated. Each test sequence consists of 40 views. The camera translation
between two successive views is uniformly distributed between 0 and 80mm in all
three coordinate directions and the camera rotation around the coordinate axes
is uniformly distributed between 0 and 1 degree. 50% of the generated camera
motions between two images are purely rotational. The camera has an image size
of 720 × 576pixel = 7.68 × 5.76mm and a mean focal length of 10.74mm. The
random scenes consist of 4000 3D feature points, which have a distance from the
camera between 800 and 3200mm. Approximately 35 to 40 of these 3D feature
points are used in the ﬁnal bundle adjustment step. The errors in the positions of532 T. Thorm¨ ahlen, H. Broszio, and A. Weissenfeld
the generated 2D image feature points obey an isotropic Gaussian distribution.
20% of the generated correspondences between 2D feature points are outliers.
Fig. 3a-c opposes the relative frequency of residual error ¯ νres after bundle
adjustment for the three approaches. 500 trials are performed and the errors
in the feature point positions have a standard deviation σ =0 .7pixel. The
expectation value of the residual error
E[¯ νres]=σ


1 −
AJ+3I
2JI
(16)
is approximately 0.65pixel. Therefore, if a residual error is smaller than 0.6pixel
or larger than 0.7pixel, the bundle adjustment has not converged to the correct
minimum and these trials are counted as failures. It is obvious, that the new
approach improves the convergence probability of the bundle adjustment signif-
icantly because failures occur less frequently. In Fig. 3d the failure rates over
standard deviation σ for the diﬀerent approaches are plotted. Especially, if the
standard deviation is large, the new approach shows its improved robustness.
Fig.4. Examples of augmented image sequences.Keyframe Selection for Camera Motion and Structure Estimation 533
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Fig.5. a) Image sequence showing a test object with an exactly known structure.
b) Ground truth extrinsic camera parameter generated with Tsai’s camera calibration
method. Diﬀerence between ground truth and estimation c) new approach, d) Pollefeys’
approach e) Gibson’s approach.
4.2 Natural Image Sequences
The new keyframe selection criterion has also demonstrated to work well on
natural image sequences taken by a moving camera. Results of augmented image
sequences that have been calibrated using the technique described in this paper
are illustrated in Fig. 4. Videos of these augmented image sequences can be
found on our website1.
An empirical comparison of the new criterion with the state of the art ap-
proaches for natural image sequences is diﬃcult because a large database con-
taining natural image sequences with ground truth camera parameters would
1 http://www.digilab.uni-hannover.de/results.html534 T. Thorm¨ ahlen, H. Broszio, and A. Weissenfeld
be necessary. However, in order to illustrate the practical relevance of the new
approach, a real-world example is given in Fig. 5. In Fig. 5a the evaluated image
sequence is shown, which contains a test object with exactly known structure.
Camera parameters are generated for every 10th view of this sequence with Tsai’s
camera calibration method [11], whereby the necessary 3D →2D correspondences
are manually edited. Generated camera parameters are exhibited in Fig. 5b and
serve as ground truth. In Fig. 5c-e the diﬀerences between the ground truth
and the estimated camera parameters after bundle adjustment for the diﬀerent
keyframe selection approaches are plotted. In this example the bundle adjust-
ment does not converge to the right solution, if Pollefeys’ or Gibson’s approach is
used. In contrast, the new keyframe selection approach gives satisfying results. It
should be stressed, that this single selected example gives no information about
the general performance of the three keyframe selection criteria. However, this
example reveals, that failures due to wrong keyframe selection can be observed
not only in synthetic data experiments but also occur in practice.
5 Conclusion
A new criterion for keyframe selection is proposed. It is derived from the estima-
tion of the covariance matrix of initial 3D feature points and a lower bound for
the estimation error of camera resectioning. While the state of the art approaches
just avoid degenerated camera motion conﬁgurations, the new approach searches
for the best possible keyframe pairing. This results in more accurate initial values
for 3D feature points and camera parameters. Thus, iterative parameter min-
imization methods that are applied in the bundle adjustment, like the sparse
Levenberg-Marquardt method, converge more frequently into the global mini-
mum.
Furthermore, we see no reason against an adaptation of the new criterion into
the three view framework of [5,6], where the trifocal tensor is used and initial
3D feature points are estimated from three views. Though a veriﬁcation of this
is left for future work.
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