A neu ral net work com pu ta tion is pro posed to solve a heat equa tion, and an ex am ple is given to elu ci date its sim u la tion ef fi ciency. The al go rithm de vel oped in this pa per can be used as a par a digm for many other nu mer i cal ap pli ca tions.
In tro duc tion
How to ob tain ap prox i mate so lu tions rea son ably and ef fec tively to heat equa tions has at tracted wide at ten tion [1] [2] [3] [4] . There are also many meth ods to solve a non-lin ear prob lem through a neu ral net work and its learn ing al go rithm [5] [6] [7] [8] . In this pa per, we will con vert a heat equa tion to a joint train ing prob lem of a mul ti ple neu ral net work.
Con sider a heat equa tion with out a heat source: ¶ ¶ ¶ ¶ ¶ ¶ 
where u(x 1 , x 2 , t) is the tem per a ture and k is the ther mal diffusivity. Now we con sider a heat equa tion with heat fluxes:
with the fol low ing bound ary con di tions:
where 0 £ x 1 £ 1 and 0 £ x 2 £ 1, l and m are con stants.
Anal y sis of the method
As sume that the so lu tion of eq. (2) can be ex pressed in the form: where the vec tors r r r w b K T , , , and r K 1 are un known to be fur ther de ter mined, and f is a con tin u ous func tion, by a sim ple cal cu la tion, we have:
Let f(x) = exp(x) rep re sent the net work ac ti va tion func tion. Ac cord ing to eqs. (7) and (8), we have:
Based on eqs. (5), (6), and (9), three neu ral net works were con structed. They were recorded as net work I, net work II, and net work III, eq. (3), (4), and (2), re spec tively. Weights from the in put layer (x 1 and x 2 ) to the hid den layer of these two net works are The per for mance func tions of the i th sam ple point of the net work I, the net work II and the net work III are, re spec tively:
Per for mance func tion of the net work sys tem is: 
In this case, q1 = 22, q2 = 22, and q3 = 121.
Re sults and dis cus sion
Af ter 100 steps of joint train ing of the net works I, II, and III, E tends to be sta ble. r r r w, K, K 1 , and r b are de rived and then sub sti tuted into eq. (5) to sim u late the fol low ing test ing sam ple points, thus get ting the nu mer i cal so lu tion of the pro posed al go rithm. Nu mer i cal sim u lation re sults of the pro posed al go rithm are com pared with the o ret i cal re sults as given in tabs. 1 and 2. Cal cu la tion er ror is shown in fig. 1 .
The mean ab so lute er ror of the pro posed al go rithm is as low as 1.9×10 -4 , while that in [8] is 1.66×10 -2 , show ing our al go rithm is ro bust and re li able.
Con clu sions
This pa per puts for ward a neural net work con struc tion method for heat equa tions. It con structs neu ral net works and net work train ing sam ples ac cord ing to heat equa tions and its bound ary condi tions. For the pur pose of syn chro nous train ing of mul ti ple neu ral net works, this pa per de veloped a joint train ing al go rithm of a mul ti ple neu ral net work, which is fea si ble and ef fec tive through the case study. This pa per has made some great con tri bu tions: (1) a prob lem-ori ented neu ral net work con struc tion method is put for ward to solv ing the heat equa tion; (2) It re al izes joint train ing of mul ti ple neu ral net works with re lated pa ram e ters; (3) The pro posed al go rithm is ap plied to solve the heat equa tion suc cess fully. When the pro posed al go rithm is used in neu ral net work con struc tion, it does not view neu ral net work as a black boxy sys tem any more, it com bines known knowl edge (equa tion) of prob lems to make neu ral net work con struc tion more ra tio nal. It pro vides a new idea for the o ret ical de vel op ment and ap pli ca tion of neu ral net works.
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