A simple Gauss-Seidel technique is proposed which exploits the special form of the chemical kinetics equations. Classical Aitken extrapolation is applied to accelerate convergence. The technique is meant for implementation in sti solvers that are used in long range transport air pollution codes using operator splitting. Splitting necessarily gives rise to a great deal of integration restarts. Because the Gauss-Seidel iteration works matrix free, it has much less overhead than the modi ed Newton method. Start-up costs therefore can be kept low with this technique. Preliminary promising numerical results are presented for a prototype of a second order BDF solver applied to a sti ODE from atmospheric chemistry. A favourable comparison with the general purpose BDF code DASSL is included. The matrix free technique may also be of interest for other chemically reacting uid ow problems. Note: This paper is one of a series on the development of algorithms for long range transport air pollution models (projects EUSMOG and CIRK).
Introduction
Large scale, long range atmospheric air pollution models are computationally very expensive 10] . Usually the computational work is heavily dominated by the numerical treatment of the sti ODE systems describing the chemical kinetics model in use. These ODE systems are of the nonlinear form d dt y = f(t; y) := P(t; y) ? L(t; y)y; y(t) = (y 1 (t); ::: ; y m (t)) T ;
(1:1) where P(t; y) is a vector and L(t; y) a diagonal matrix. The components P k (t; y) and L k (t; y)y k are nonnegative and represent, respectively, production and loss terms. The reciprocal of L k is the physical time constant or characteristic reaction time for compound y k . Generally the range of time constants is large, which implies that in most applications the ODE system is sti . For example, if we assume that the popular operator splitting approach is used, then a common situation is that (1.1) must be solved repeatedly, over several hundreds of split-step time intervals, at any of thousands of grid points. As a rule the length of this time interval is the stepsize used in the advection step, which for part of the chemical species occurring in atmospheric applications is much larger than the time constant. This introduces the sti ness. When the chemistry is nonlinear and many species are involved, say 20 to 50, it is clear that a highly e cient sti solver, tailored to the application under consideration, is indispensable. Due to the great number of restarts, one for each split-step time interval, it is particularly important to use integrators which keep the inevitable start-up costs low, in comparison with a common sti ODE integration. In addition, the integrator must be able to change stepsize rapidly with little costs because in practice rate coe cients in atmospheric chemistry models are temperature or time dependent. This dependency can cause sudden changes in the concentrations, which can be followed accurately and e ciently only if stepsizes can be adjusted e ciently.
2. The Gauss-Seidel iteration.
The purpose of this note is to present some preliminary, but promising results of a simple Gauss-Seidel iterative technique for solving implicit relations. Because this technique works matrix free, a change of stepsize involves no numerical algebra overhead at all. This results in low start-up cost compared to Newton type iteration. The Gauss-Seidel technique is very cheap in the start-up phase where usually a few iterations are su cient. When the stepsize increases, the convergence will normally slow down. In the experiments reported in this note we have successfully applied classical Aitken extrapolation to accelerate convergence over a wide range of stepsizes. So far only a single extrapolation step has been considered. In the near future more sophisticated acceleration techniques will be the subject of further investigation. Moreover, switching between Gauss-Seidel and modi ed Newton iteration will be examined. We also experimented with Jacobi iteration, but less successfully. In the experiments reported here, the Gauss-Seidel technique signi cantly improved convergence, especially for larger stepsize values. Yet Jacobi iteration may be of interest in the initial transient phase, because one Jacobi iteration is always cheaper than one Gauss-Seidel iteration. For simplicity of presentation, in this note we focus on Gauss-Seidel iteration.
We have implemented the Gauss-Seidel iteration process in a prototype of a new solver. This prototype uses as the main integrator the variable step, second order BDF formula y n+1 = Y n + f(t n+1 ; y n+1 ); = t n+1 ? t n ; We emphasize that second order is su cient because for reactive ow problems a low level of accuracy, of say 1%, is good enough. A higher level is thought to be super uous, due to errors made in other (operator splitting) processes and uncertainties in the reaction constants of the chemistry models. The Gauss-Seidel technique exploits the chemical kinetics form (1.1), by which (2.1) can be written as y n+1 = F(y n+1 ) := I + L(t n+1 ; y n+1 ) ?1 Y n + P(t n+1 ; y n+1 ) :
Gauss-Seidel iteration is now straightforwardly applied to the nonlinear system of equations y = F(y), in the standard way. The diagonal form of L makes this process essentially an explicit one. Note that the technique can be implemented in a completely similar way into a diagonally implicit Runge-Kutta code, say into one of order two with two stages. Due to the one-step nature, much larger di erences between successive stepsizes can then be realized. A disadvantage is that more iterations are required per integration step. This is attributable to the computation of the second stage. In our future work, we will explore the e ciency of a two-stage Runge-Kutta method versus that of our BDF method. Note that for components for which both P k and L k are constant in y, the solution of (2.3) is obtained in one iteration. This means that when individual components rapidly approach their steady state values P k =L k , they are handled very e ciently. In this connection the current iterative approach bears a resemblance to the explicit pseudo-steady approximation approach evaluated in 9]. The schemes evaluated in 9] show a very good stability behaviour, but proved to be so inaccurate that generally they cannot compete with state-of-the-art, general purpose codes like DASSL 1] and RADAU5 6], even in the low accuracy range requested. A comparison with DASSL, presented in Section 4, will show that the iterative Gauss-Seidel technique o ers better prospects for the development of fast, special purpose solvers for sti ODEs in chemically reacting ows. Because the comparison is based on a single test problem, it is obvious that more experimental work is needed to justify completely the use of the Gauss-Seidel technique for chemical sub-models.
The prototype solver
We now present a brief outline of our prototype solver. This outline contains all the information needed to appreciate the experimental results presented in the next section. We begin with the variable stepsize strategy for the BDF method. Let E n+1 be a local error indicator and consider the weighted error norm jjE n+1 jj w = max(jE n+1 k j=W n k ); W n k = ATOL + RTOL jy n k j; . The main reason is that we wish to avoid the explicit use of derivative values in E n+1 . As is well-known, this would amplify small insigni cant errors in the solution because of the sti ness, which hinders the prediction of the new stepsize. In codes using modi ed Newton iteration, this ampli cation is suppressed by an additional forward-backward substitution. Because we use Gauss-Seidel iteration, we cannot do this and therefore prefer to use the conservative estimate (3.3), which, in our experience, works well in combination with (3.2) and the iteration strategy described below. It is obvious, though, that more extensive tests are needed to justify (3.3) completely.
The missing starting value is computed with the implicit Euler method. To obtain a safe guess for the initial stepsize, we replace E n+1 in (3. Hence the initial step is chosen so that the rst Taylor series term f(t 0 ; y 0 ) satis es the absolute/relative tolerance requirement. The two-step scheme is then applied with the same stepsize and after that the variable stepsize mechanism is activated. Normally, (3.4) will lead to a rather small initial guess, which will be accepted and subsequently rapidly increased according to (3.2) . This is also the case in the experiments reported here.
Let y (i) denote the approximation to y n+1 after i iterations with the Gauss-Seidel method for (2.3) or its counterpart for the implicit Euler method. Let ITOL be a tolerance value.
As an initial guess we use y . This was estimated in 9] by means of an explicit Runge-Kutta integration. Hence the ODE system is very sti , provided the integration interval is su ciently large which is true here. We will give results for t = 1 minute, which is slightly after the initial transient, and t = 60 minutes, at which time the solution gets close to its steady state.
We also include a comparison with DASSL (see 1]; we have used the double precision version DDASSL available from netlib 5]). This general purpose BDF solver has been applied as a black box using only default options, except that the initial stepsize was also determined by (3.4) . Both DASSL and the new BDF solver can produce negative solution values. However, in the experiments reported here we have not noticed this. It should be noted that the reaction constants in the model example are constant, so that outside the initial transient no sudden large changes in the concentrations occur. This slightly favours DASSL in our comparison. It should also be noted that DASSL is a DAE solver and hence carries some overhead needed to solve nonlinearly implicit DAEs, even when it is applied to ODEs in normal form, like (1.1). When this overhead becomes truly noticeable, then it is likely that BDF codes developed for ODEs, like VODE 2] or LSODE 7], will be faster than DASSL. The interested reader is referred to 6], Sect. V.5, where several codes are brie y compared. More speci c results obtained with VODE for chemical kinetics problems can be found in 3, 4] .
For the prototype solver, Table 1 yields at the speci ed time t = T, the following information. SD = the number of signi cant digits for the maximum relative error, de ned by, SD = ?log 10 max k jy n k ? y k (T)j jy k (T)j ; (4:1) STEPS = the number of integration steps, ITER = the total number of Gauss-Seidel iterations, and CPU = cpu time in seconds. Although CPU is an approximate value and implementation and machine dependent, the given times are indicative for comparison purposes (with an accuracy of at most 0.01 sec. on a Silicon Graphics Indigo workstation, using the Fortran77 Compiler Options -c -r8 -O). In Table 1 = 1 (1.87, 0.03, 42, 171) (1.87, 0.04, 42, 288 We see from Table 1 that for the present example problem Gauss-Seidel iteration accelerated with Aitken extrapolation works very well. The rather high accuracy the prototype code yields for the tolerance values used is due to the conservative error indicator (3.3). Note that for TOL = 10 ?1 , ITOL = 10 ?2 , we are near the 1% error level. The average number of Gauss-Seidel iterations over the entire interval 0,60] for this tolerance combination is approximately ve. To illustrate the stepsize variation and convergence behaviour of the accelerated Gauss-Seidel iteration, Figure 1 shows for this tolerance combination a plot of the stepsize sequence n and of the associated number of iterations. We see that over a large range of stepsizes the number of Gauss-Seidel iterations remains limited. Only near the end of the interval, where we get close to the steady state and n becomes quite large, the number of iterations starts to grow.
To show the e ect of the Aitken extrapolation, we refer to Table 2 which gives the same information as Table 1 , but without application of Aitken extrapolation. As to be expected, Aitken extrapolation becomes truly e ective for the smaller tolerances TOL = 10 ?2 and ITOL = 10 ?3 , while the convergence acceleration is largest for the larger stepsize values used when we approach steady state.
DASSL was also applied for the two coupled tolerances (4.2) and solved the problem without error test and convergence failures. The results of DASSL, in terms of SD, CPU, STEPS, ITER, and JEV S, are contained in Table 3 . Now, ITER = the number of modi ed Newton iterations (or backsolves) and JEV S = the number of Jacobian evaluations (or LU decompositions). Note that DASSL computes the Jacobians by numerical di erencing. DASSL yields results near the 1% error level for TOL = 10 ?2 . Comparing the results for TOL = 10 ?1 , ITOL = 10 ?2 from Table 1 with those in Table 3 for TOL = 10 ?2 , we see that near the 1% error level the prototype code runs approximately three times as fast as DASSL.
Conclusion
When solving atmospheric ow problems with operator splitting, sti ODE integrations like the one discussed here must be carried out at thousands of grid points many times in succession. It is therefore of great practical interest to develop special purpose solvers which for this application run considerably faster than very e cient, general purpose codes like DASSL, of course without sacri cing accuracy and reliability. The preliminary results presented here show that our prototype solver, which as yet merely di ers from a general purpose code in that a Gauss-Seidel iteration is applied instead of a Newton type iteration, o ers very good prospects for this purpose. An additional advantage of the Gauss-Seidel technique is that it reduces the storage requirements considerably. In large air-pollution models the chemistry has to be carried out at thousands of grid points and, therefore, the storage requirement can be a restrictive factor. We will therefore continue our e orts towards the development of a fast sti ODE solver for chemically reacting atmospheric ow problems along the lines proposed in this paper.
A. Appendix: Description of the example problem
We give the chemical model with the reaction constants r k and de ne the ODE system through the reaction rates v k , the production terms P k and the loss terms L k . Also a highly accurate reference solution at t = 1 and t = 60 minutes with the corresponding initial values is given. This reference solution shows the order of the chemical species as used in the ODE system. The units for the rate constants are min ? 
