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本 論 文 は 、学 位 規 則 第 23 条 第 1 項 に 照 ら し 、学 位 の 取 消 に は 該 当 し な い が 、
訂 正 を 要 す る 箇 所 が 認 め ら れ た た め 、 こ れ に 対 し て 著 者 に よ り な さ れ た 訂 正
に つ い て 確 認 し た 結 果 を 報 告 す る 。
訂 正 箇 所 ， お よ び ， 訂 正 理 由 と 訂 正 を 認 め た 理 由
1.1
①
訂 正 前 ： 1 ペ ー ジ 4 行 目 か ら 1 ペ ー ジ 8 行 目
In computer sc ience , evo lut ionary computat ion … ＜ 中 略 ＞ … biolog i ca l
mechanisms of natura l evo lut ion.
訂 正 後 ： 1 ペ ー ジ 4 行 目 か ら 1 ペ ー ジ 7 行 目
The bas i c concept of evolut ionary computat ion comes from Darwin ’s
Evo lut ion Theory , which is one part of ar t i f i c ia l inte l l igence . It makes
use o f growth or deve lopment in a populat ion to evo lve . And a guided
search is executed to stop the evo lut ion . These are insp i red by the
mechanism of natura l evo lut ion.
②
訂 正 前 ： 1 ペ ー ジ 9 行 目 か ら 2 ペ ー ジ 32 行 目
As an ef fec t ive way to so lve prob lems automati ca l ly , …＜ 中 略 ＞ … ver i f i ed
by the Ti le -wor ld [36] prob lem.
訂 正 後 ： 1 ペ ー ジ 8 行 目 か ら 2 ペ ー ジ 20 行 目
In the past f ew decades , evolut ionary a lgor i thm has at tracted the
at tent ions o f many researchers , s ince i t can so lve prob lems
automat ica l ly . Many important research achievements have been made,
such as Genet ic Algor i thm (GA) by J . Hol land [1 , 2] , Genet i c
Programming (GP) by J. Koza [3–6] , Evo lut ionary Programming (EP) by
L. Fogel [7–9] and Evo lut ion Strategy (ES) by I . Rechenberg and H.
Schwefe l [10–12] . In most cases , GA uses genes to search the globa l
opt imal so lut ion, which are des igned as b inary st r ings . Extended from
GA, GP generates treel ike programs to the g iven prob lem. GP is
outstand ing at intens ive opt imizat ion and it ‘ s search abi l i ty makes
researchers ded icated ef f or ts towards d i f ferent aspects , such as so lut ion
representat ion [13–15] , grammar [16–18] , genet ic operat ions [19–21] .
GP ’s t ree s tructure can be eva luated in an easy and recurs ive way. Every
node conta ins an operator funct ion and every terminal node produces a
resul t , which makes the tree st ruc ture is easy to evo lve and evaluate .
For EP, l imited s tate machines are used as pred ic tors and to be evo lved .
A l imi ted state machine conta ins l imited s tates . And each s tate machine
is a mode l o f behaviors and trans it i ons are between di f ferent states and
act ions .
Recent ly , a new evo lut ionary algor i thm is deve loped , which is named as
Genet i c Network Programming (GNP) . GNP is a graph based algor i thm,
expected to be app l ied at dynamic environments . And many research
papers have found that GNP can perform ef f ec t ive and e f f i c i ent over
tradi t iona l evolut ionary a lgor i thms espec ia l ly in dynamica l environments
[22–25] .
As the name shows , GNP uses d i rec ted graph struc ture , which is d i f f erent
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from GP’s t ree st ruc ture . This br ings GNP some advantages , such as
reusab i l i ty of nodes and impl i c i t funct ion of node memory. Furthermore ,
as the prob lem becomes more complex , the tree st ruc ture of GP is
uncontro l lab le . However GNP has no rest r ic t ion on the s ize of nodes (both
node funct ions and genet i c operat ions) , whi le i t is a lso free of b loat
prob lem [18] . During the execut ion, s ince the nodes in the graph
struc ture can be f lex ibly reused , GNP of fers fur ther benef i t s , such as the
use o f subprograms, loop and recurrence , which might poss ibly create
more sophist i cated programs than the bas i c GP does . So , the reusab i l i ty
of nodes makes GNP’s st ruc ture more compact [26, 27 ] . In the GNP, the
f i rs t node trans it i on begins from a star t node and trans i t i on is based on
the judgments result o f nodes and node connect ions , which works l ike
agent ’ s act i ons in the pas t are memorized in the network s truc ture . Many
researches have shown the ef f ec t iveness of GNP on various app l icat ions ,
such as stock market pred i ct i on [28] , data mining [29] , on l ine auct ion
[30 ] , e levator contro l systems [31] , and so for th. The fundamenta l
research on the a lgor i thm level , l ike GNP with the onl ine learning abi l i ty
[23 ,32 ,33 ,35] , i s conf i rmed by the Ti le -wor ld prob lem [36] .
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 既 存 技 術 の サ ー ベ イ に 該 当 し ，本 論 文 の 本 旨 に 影 響 を 与 え な い
こ と か ら ， 本 訂 正 は 妥 当 で あ る と 判 断 す る ．
1 .2
①
訂 正 前 ： 3 ペ ー ジ 3 行 目 か ら 3 ペ ー ジ 7 行 目
GNP is a graph-based evolut ionary a lgor i thm …＜ 中 略 ＞ …in a very shor t
t ime.
訂 正 後 ： 3 ペ ー ジ 23 行 目 か ら 3 ペ ー ジ 27 行 目
GNP is a graph-based evo lut ionary a lgor i thm, which is very d i f f erent
fromGA and GP. Because GNP can use graph struc tures to present i t s
so lut ions , making rather compact st ructure programs and rea l i z ing
part ia l ly observab le process , i t has been developed f rom a purely
theoret ica l concept to rea l - l i f e app l i cat ions in a very shor t t ime.
②
訂 正 前 ： 5 ペ ー ジ 16 行 目 か ら 5 ペ ー ジ 23 行 目
The important po ints …＜ 中 略 ＞ … to the over f i t t ing problem.
訂 正 後 ： 5 ペ ー ジ 6 行 目 か ら 5 ペ ー ジ 14 行 目
The subrout ines mechanism has fo l l owing main po ints : F irst ly , important
nodes and node connect ions founded and stored in the subrout ines are
eas i ly reused to make new and use fu l trad ing rules for a cer tain
funct ions . Second ly , us ing subrout ines can speed up the evo lut ion
narrowing the search space . Las t ly , when the number o f funct iona l
subrout ines increase , more f requent ly used node trans i t i ons are found to
improve the genera l i zat ion abi l i ty , which are ac tua l ly bui ld ing b locks




訂 正 前 ： 5 ペ ー ジ 26 行 目 か ら 5 ペ ー ジ 31 行 目
Chapter 4 introduces …＜ 中 略 ＞ … solve a d i f f i cu l t problem sat is fac tor i ly .
訂 正 後 ： 5 ペ ー ジ 16 行 目 か ら 5 ペ ー ジ 20 行 目
Chapter 4 introduces Cooperat ive Co evolut ionary Genet ic Network
Programming Sarsa (GNPcc-Sarsa) to enhance the genera l i zat ion abi l i ty
of the s tock trad ing mode ls . The bas i c idea comes from both natura l and
comput ing sys tems, which is an integrated sys tem combining di f f erent
subsys tems to reduce the tota l complexi ty o f the whole sys tem.
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 既 存 技 術 の サ ー ベ イ に 該 当 し ，本 論 文 の 本 旨 に 影 響 を 与 え な い
こ と か ら ， 本 訂 正 は 妥 当 で あ る と 判 断 す る ．
2 .2
①
訂 正 前 ： 8 ペ ー ジ 7 行 目 か ら 8 ペ ー ジ 9 行 目
but the stock market i s a t ime vary ing …＜ 中 略 ＞ …as shown in Fig .2 .1 .
訂 正 後 ： 8 ペ ー ジ 7 行 目 か ら 5 ペ ー ジ 9 行 目
but so many t ime-vary ing fac tors af f ec t stock market , and these processes
are too vo lat i l e to mode l the ir behavior prec ise ly as shown in Fig .2 .1 .
②
訂 正 前 ： 8 ペ ー ジ 10 行 目 か ら 8 ペ ー ジ 13 行 目
Numerous s tud ies address ing …＜ 中 略 ＞ …in the stock market .
訂 正 後 ： 8 ペ ー ジ 10 行 目 か ら 8 ペ ー ジ 12 行 目
Many research papers are us ing the t ime ser ies analys i s techniques and
mult ip le regress ion mode ls to pred i c t s tock pr ice [45–49] . But the
performances of these methods are d isappo inted , s ince the s tock market
is under no isy environment .
③
訂 正 前 ： 9 ペ ー ジ 4 行 目 か ら 9 ペ ー ジ 5 行 目
Since NNs …＜ 中 略 ＞ …their b lack box nature .
訂 正 後 ： 9 ペ ー ジ 3 行 目 か ら 9 ペ ー ジ 5 行 目
Since NNs and GA are based on the b lack box nature methodo logy, they
cannot be employed to exp lore and expla in the re lat ionship between input
and output var iables .
④
訂 正 前 ： 9 ペ ー ジ 8 行 目 か ら 9 ペ ー ジ 14 行 目
One of our goa ls is…＜ 中 略 ＞ …obta in ing more ga ins than loses [80] .
訂 正 後 ： 9 ペ ー ジ 7 行 目 か ら 9 ペ ー ジ 13 行 目
The main aim is to propose an automated trad ing sys tem [73–79] , which
can response to the rea l - t ime stock market environment without
forecas t ing pr ice and pred ic t ing any market movement . Once a trend is
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conf i rmed by the program, the trading rules are ac t ivated to t rad ing
stocks unt i l the next s tock trend appears . Al though, the program cannot
make prof i t a l l the t ime, but i t may probably have more ga ins than loses
in a long t ime per iod [80] .
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 本 研 究 で 基 本 と な る Ｇ Ｎ Ｐ に 関 す る 既 存 技 術 の サ ー ベ イ に 該 当
し ，本 論 文 の 本 旨 に 影 響 を 与 え な い こ と か ら ，本 訂 正 は 妥 当 で あ る と 判 断 す る ．
2 .3
2.3 ①
訂 正 前 ： 9 ペ ー ジ 16 行 目 か ら 9 ペ ー ジ 22 行 目
Genet i c Network Programming (GNP) [34, 35 ] is …＜ 中 略 ＞ …part ia l ly
observab le sys tems reus ing the nodes .
訂 正 後 ： 9 ペ ー ジ 15 行 目 か ら 9 ペ ー ジ 21 行 目
Extended f rom Genet i c Algor i thm (GA) [1 , 2] and Genet i c Programming
(GP) [3 , 4] , Genet i c Network Programming (GNP) [34 , 35] i s deve loped as
a graph-based evo lut ionary a lgor i thm. In GNP structure , programs are
us ing a number o f nodes to do judgment or process ing , and al l nodes are
connected to each other by d irected l inks . These node trans it i ons are
carr ied out accord ing to i ts judgment or process ing result s and
connect ions , thus GNP can generate part ia l ly observab le systems reus ing
the nodes wi thout any terminal nodes .
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 本 研 究 で 基 本 と な る Ｇ Ｎ Ｐ に 関 す る 既 存 技 術 の サ ー ベ イ に 該 当
し ，本 論 文 の 本 旨 に 影 響 を 与 え な い こ と か ら ，本 訂 正 は 妥 当 で あ る と 判 断 す る ．
2.4
①
訂 正 前 ： 9 ペ ー ジ 25 行 目 か ら 9 ペ ー ジ 27 行 目
There are three types of nodes …＜ 中 略 ＞ …after s tar t ing the program.
訂 正 後 ： 9 ペ ー ジ 24 行 目 か ら 9 ペ ー ジ 26 行 目
GNP-Sarsa is us ing one start node to indicate the f i rs t node to be carr ied
out af ter program begins . GNP-Sarsa a lso has judgment nodes and
process ing nodes .
②
訂 正 前 ： 10 ペ ー ジ 3 行 目 か ら 10 ペ ー ジ 6 行 目
GNP-Sarsa has two k inds o f t ime de lays : …＜ 中 略 ＞ …mean the judgment
resul ts .
訂 正 後 ： 10 ペ ー ジ 1 行 目 か ら 10 ペ ー ジ 4 行 目
In GNP-Sarsa s tructure , there are two types of t ime delays : t ime de lays
GNP-Sarsa spends on judgment or process ing represented by dip and t ime
de lays GNP-Sarsa spends on node trans i t i ons represented by d A ip , d B
ip , . . . and the superscr ip ts A, B, . . . mean the judgment resul ts .
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③
訂 正 前 ： 10 ペ ー ジ 11 行 目 か ら 10 ペ ー ジ 13 行 目
In GNP-Sarsa …＜ 中 略 ＞ …mean the judgment resul ts .
訂 正 後 ： 10 ペ ー ジ 9 行 目 か ら 10 ペ ー ジ 10 行 目
GNP-Sarsa de f ines the node as the “s tate” , and the select i on of a subnode
(node funct ion) as “ac t ion” .
④
訂 正 前 ： 10 ペ ー ジ 14 行 目 か ら 10 ペ ー ジ 20 行 目
The node trans it i on of GNP-Sarsa …＜ 中 略 ＞ …on the judgment resul t .
訂 正 後 ： 10 ペ ー ジ 12 行 目 か ら 10 ペ ー ジ 18 行 目
Once GNP-Sarsa program star ts , the star t node is f i rs t ly executed and
node trans i t i on cont inues according to judgment result s and node
connect ions .
For example , current node i i s a judgment node, f i rs t ly GNP-Sarsa
chooses Q value o f node i between Qi1 and Qi2 based on ε - greedy po l icy ,
which means choos ing a bigger Q value wi th probabi l i ty 1 - ε  or randomly
choos ing one value wi th probabi l i ty ε , then the correspond ing funct ion
( IDip ) is executed and the node connect ion is determined according to the
resul t .
⑤
訂 正 前 ： 10 ペ ー ジ 24 行 目 か ら 12 ペ ー ジ 3 行 目
On the other hand …＜ 中 略 ＞ …excluded f rom I ′  f or  ca l cu lat ing A t .
訂 正 後 ： 10 ペ ー ジ 21 行 目 か ら 12 ペ ー ジ 2 行 目
And, Y axis represents the resul t o f IMX funct ion , which is ut i l i zed at
process ing nodes [28] .
I f current node is a process ing node , GNP-Sarsa chooses Qip and i ts
correspond ing IDip and aip va lues based on ε - greedy po l i cy in the same
way as produc ing judgment nodes . The chosen aip va lue is taken as the
thresho ld value , when GNP-Sarsa makes a dec is ion to buy or se l l s tocks .
Then, GNP-Sarsa ca lcu lates the average va lue of the IMXs , named At , f or
th is process ing node . As shown in Eq. (2 .1) , the average va lue inc ludes a l l
the judgment nodes resul ts f rom previous process ing node to current
process ing one.
where , I ′  i s the set o f suf f ixes o f the judgment nodes from previous
process ing node to current process ing one . IMX( i ′  ) i s an IMX resul t at
node i ′∈ I ′  . But , GNP-Sarsa exc ludes the node number from I ′  in the
fo l lowing s i tuat ion: the judgment node carr ies out the candles t ick chart ;
the judgment resul t is zero for go lden cross , dead cross and MACD.
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 本 研 究 で 基 本 と な る Ｇ Ｎ Ｐ に 関 す る 既 存 技 術 の サ ー ベ イ に 該 当




訂 正 前 ： 16 ペ ー ジ 5 行 目 か ら 17 ペ ー ジ 8 行 目
Sarsa ca l culates Q values …＜ 中 略 ＞ …depending on the judgment resul t .
訂 正 後 ： 16 ペ ー ジ 5 行 目 か ら 17 ペ ー ジ 7 行 目
In GNP-Sarsa , Q value is a funct ion of state s and act ion a, which is the
sum of rewards obta ined in the future s teps . For example , at t ime t
GNP-Sarsa chooses an act ion at for s tate st , and s tate st+1 gains reward
rt a f ter takes act ion at+1. So Q(s t , a t ) i s ca l cu lated as fo l low.
where α  i s the s tep-s i ze parameter and γ a d is count rate to g ive the value
of future
rewards . For example , a reward value , that is obta ined k t ime steps later ,
wi l l be r k − 1 t imes o f the reward for current s tep .
In GNP-Sarsa , “s tate ” is the current node and “act ion” is the se lec t ion of
a subnode . As shown in Fig .2 .8 , a procedure for ca lcu late Q value is
exp la ined.
1 . At t ime t , GNP-Sarsa chooses value from Qi1, Qi2 , . . . , Q imi 12 based
on ϵ - greedy pol i cy . In the example , GNP-Sarsa chooses Qip and i ts
correspond ing funct ion IDip .
2 . Funct ion IDip is carr ied out , r t is the reward , and CA ip is connec ted
to the next node j .
3 . At t ime t+1, GNP-Sarsa chooses Q value l ike s tep 1 . In the example ,
GNP-Sarsa chooses Qjp ′  .
4 . Q value is ca l cu lated as fo l l ows .
5 . t  ← t  +1, i  ← j , p ← p ′2 , then return s tep 2 .
In the example , process ing node i has mi subnodes , but for the judgment
node s i tuat ion, the next node is chosen based on judgment resul t .
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 本 研 究 で 基 本 と な る Ｇ Ｎ Ｐ に 関 す る 既 存 技 術 の サ ー ベ イ に 該 当
し ，本 論 文 の 本 旨 に 影 響 を 与 え な い こ と か ら ，本 訂 正 は 妥 当 で あ る と 判 断 す る ．
2.7
①
訂 正 前 ： 19 ペ ー ジ 6 行 目 か ら 20 ペ ー ジ 7 行 目
Crossover is executed between two parents …＜ 中 略 ＞ …al l the genes
suf f ix A, B, C, . . . s imultaneous ly .
訂 正 後 ： 19 ペ ー ジ 6 行 目 か ら 20 ペ ー ジ 7 行 目
The se lec ted parents ( two ind iv iduals ) carry out crossover to generate two
of fspr ing. The procedure is as fo l l ows .
1 . Based on tournament se lec t ion , two ind iv iduals are se lected to be
parents .
2 . The crossover node in the main program is se lec ted wi th Probabi l i ty
Pc . The crossover node in the subrout ine is a lso se lec ted wi th Probabi l i ty
Pc .
3 . The se lec ted ind iv iduals exchange the correspond ing crossover nodes
(wi th the same node number ) .
4 . The generated new indiv iduals rep lace thei r parents to be the next
generat ion populat ion .
For s impl i c i ty , F ig .2 .11 g ives an example of c rossover wi th three nodes . I f
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the judgment nodes are se lected , a l l the gene suf f ix A, B, C, . . . in the
nodes should a lso be exchanged.
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 本 研 究 で 基 本 と な る Ｇ Ｎ Ｐ に 関 す る 既 存 技 術 の サ ー ベ イ に 該 当
し ，本 論 文 の 本 旨 に 影 響 を 与 え な い こ と か ら ，本 訂 正 は 妥 当 で あ る と 判 断 す る ．
3.2
①
訂 正 前 ： 34 ペ ー ジ 6 行 目 か ら 34 ペ ー ジ 15 行 目
A stock trad ing mode l based on GNP s b -Sarsa …＜ 中 略 ＞ …in unseen
uncerta in environments .
訂 正 後 ： 34 ペ ー ジ 6 行 目 か ら 34 ペ ー ジ 13 行 目
In the prev ious chapter , a stock trad ing program was proposed based on
GNPsb-Sarsa. When search ing for an opt imum solut ion, i t is usual to
assume that the search environment is s ing le and determinis t ic . But
stock markets is a highly uncerta in environment , th is assumpt ion leads
to robustness prob lems to unseen cases in s tock markets with l imi ted
genera l i zat ion abi l i ty , which causes an over f i t t ing prob lem [85] . Thus our
interest in th is chapter is to enhance the robustness o f our proposed
stock trading mode ls in the prev ious chapter , f or which GNP msb-Sarsa is
proposed to bui ld genera l i zed models .
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 本 研 究 で 基 本 と な る Ｇ Ｎ Ｐ に 関 す る 既 存 技 術 の サ ー ベ イ に 該 当
し ，本 論 文 の 本 旨 に 影 響 を 与 え な い こ と か ら ，本 訂 正 は 妥 当 で あ る と 判 断 す る ．
4.3
①
訂 正 前 ： 48 ペ ー ジ 7 行 目 か ら 48 ペ ー ジ 13 行 目
A natura l approach to tack le …＜ 中 略 ＞ …by evolv ing subpopulat ions [89 ] .
訂 正 後 ： 48 ペ ー ジ 3 行 目 か ら 48 ペ ー ジ 9 行 目
The “d iv ide -and- conquer” s t rategy is one of the bes t natura l ways to dea l
wi th high dimens ional search prob lems. Potter and Jong [88] proposed a
cooperat ive coevo lut ionary a lgor i thm, which tack les i ts subcomponents
ind iv idual ly by decompos ing high-d imens ional problem. This a lgor i thm
cooperat ive ly coevo lves several subpopulat ions to dea l wi th a subprob lem
of lower dimens ion search. Then an overa l l so lut ion can be obta ined by
the combinat ions o f subso lut ions , which are obtained by evo lv ing
subpopulat ions [89 ] .
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 既 存 技 術 の サ ー ベ イ に 該 当 し ，本 論 文 の 本 旨 に 影 響 を 与 え な い




訂 正 前 ： 51 ペ ー ジ 7 行 目 か ら 51 ペ ー ジ 13 行 目
Crossover is executed between two parents and two of f spr ing …＜ 中 略 ＞ …
to other node.
訂 正 後 ： 50 ペ ー ジ 8 行 目 か ら 51 ペ ー ジ 12 行 目
The se lec ted parents ( two ind iv iduals ) are carr ied out crossover to
generate two o f f spr ing . The procedure is as fo l l ows .
1 . Based on tournament se lec t ion , two ind iv iduals are se lected to be
parents .
2 . The crossover node in GNP-Sarsa is se lected wi th Probabi l i ty Pc .
3 . The se lec ted ind iv iduals exchange the correspond ing crossover nodes
(wi th the same node number ) .
4 . The generated new indiv iduals rep lace thei r parents to be the next
generat ion populat ion .
One se lected ind iv idual is carr ied out mutat ion to generate a new
ind iv idual . The procedure is as fo l l ows .
1 . Based on tournament se lec t ion , one ind iv idual i s se lec ted .
2 . The node to do mutat ion is se lec ted with Probabi l i ty Pm.
3. The se lec ted connect ions are randomly reconnected or changed to
produce a new ind iv idual
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 本 研 究 で 基 本 と な る Ｇ Ｎ Ｐ に 関 す る 既 存 技 術 の サ ー ベ イ に 該 当
し ，本 論 文 の 本 旨 に 影 響 を 与 え な い こ と か ら ，本 訂 正 は 妥 当 で あ る と 判 断 す る ．
5.3
①
訂 正 前 ： 63 ペ ー ジ 6 行 目 か ら 64 ペ ー ジ 5 行 目
Fig.5 .2 shows …＜ 中 略 ＞ …so the next node is unique ly determined.
訂 正 後 ： 63 ペ ー ジ 3 行 目 か ら 63 ペ ー ジ 20 行 目
In Fig .5 .2 , the e lements o f each node are de f ined as fo l l owing:
• Node type (NTi ) is the node type of node i . When NTi=0 , node i i s a
star t node .
When NTi=1, node i i s a judgment node . When NTi=2, node i i s a
process ing node .
• Node funct ion ( IDi ) is the node funct ion. When node i i s a judgment
node, IDi is judgment funct ion. When node i is a process ing node, IDi is
process ing funct ion.
• Connect ion (Cis ) i s the sth node connect ion o f node i . The connect ion is
the resul t o f funct ion in the node i .
• Time delay ( t i ) i s the delay t ime spent at node i , which is introduced to
execute judgment or process ing l ike human bra in. In the proposed model ,
the t ime de lay of judgment nodes is one t ime uni t , and the t ime de lay o f
process ing nodes i s f ive t ime units .
In the proposed mode l , the f i rs t node trans it i on begins from a start node
and trans i t ion is based on the judgments result o f nodes and node
connect ions . The judgment nodes check the environment us ing the i f - then
type dec is ion funct ions and each resul t connects to one node. The
process ing nodes make an act ion accord ing to the funct ion in the node.
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And the process ing nodes jus t have one resul t connect ion to the next
node.
②
訂 正 前 ： 65 ペ ー ジ 21 行 目 か ら 65 ペ ー ジ 22 行 目
This sec t ion descr ibes …＜ 中 略 ＞ …in the evolut ion .
訂 正 後 ： 65 ペ ー ジ 12 行 目
This d is cusses the genet i c operators of GNP mt .
③
訂 正 前 ： 66 ペ ー ジ 1 行 目 か ら 66 ペ ー ジ 11 行 目
Select i on
Tournament se lec t i on is carr ied out …＜ 中 略 ＞ …in the populat ion of the
next generat ion.
訂 正 後 ： 65 ペ ー ジ 17 行 目 か ら 66 ペ ー ジ 12 行 目
Selec t ion
GNPmt uses the tournament se lect i on to se lec t the bes t ind iv idual to be
preserved for the next generat ion.
Crossover
The se lec ted parents ( two ind iv iduals ) carry out crossover to generate two
of f spr ing as shown in Fig .5 .4 . The procedure is as fo l l ows .
• Based on tournament se lec t ion , two ind iv iduals are se lected to be
parents .
• The crossover node in GNP is selec ted wi th Probabi l i ty Pc .
• The se lec ted ind iv iduals exchange the correspond ing crossover nodes
wi th the same node number .
• The generated new indiv iduals rep lace thei r parents to be the next
generat ion populat ion .
Mutat ion
One se lected ind iv idual carr ies out mutat ion to generate a new ind iv idual
as shown 7 in Fig .5 .5 . The procedure is as fo l l ows .
• Based on tournament se lec t ion , one ind iv idual i s se lec ted .
• The mutat ion node is se lec ted with Probabi l i ty Pm.
– Node funct ions : Node funct ion ( IDi ) i s se lec ted and randomly changed.
– Connect ion :Node connect ion ( Cis ) is se lected and randomly
reconnected .
• New ind iv idual rep laces the o ld one to be the next generat ion
populat ion .
訂 正 理 由 と 内 容 ・ 訂 正 を 認 め た 理 由 ：
従 来 研 究 の 引 用 に 関 し て 訂 正 を 要 す る 箇 所 が 認 め ら れ た た め ， 訂 正 を 指 示 し
た ．訂 正 箇 所 は 本 研 究 で 基 本 と な る Ｇ Ｎ Ｐ に 関 す る 既 存 技 術 の サ ー ベ イ に 該 当
し ，本 論 文 の 本 旨 に 影 響 を 与 え な い こ と か ら ，本 訂 正 は 妥 当 で あ る と 判 断 す る ．
