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Abstract
This article gives an overview over the methods used in the low–level analysis of
gene expression data generated using DNA microarrays. This type of experiment
allows to determine relative levels of nucleic acid abundance in a set of tissues or
cell populations for thousands of transcripts or loci simultaneously. Careful sta-
tistical design and analysis are essential to improve the efficiency and reliability
of microarray experiments throughout the data acquisition and analysis process.
This includes the design of probes, the experimental design, the image analysis
of microarray scanned images, the normalization of fluorescence intensities, the
assessment of the quality of microarray data and incorporation of quality infor-
mation in subsequent analyses, the combination of information across arrays and
across sets of experiments, the discovery and recognition of patterns in expression
at the single gene and multiple gene levels, and the assessment of significance of
these findings, considering the fact that there is a lot of noise and thus random
features in the data. For all of these components, access to a flexible and efficient
statistical computing environment is an essential aspect.
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1 Introduction
This article gives an overview over the methods used in the low–level analysis of gene expression
data generated using DNA microarrays. This type of experiment allows to determine relative lev-
els of nucleic acid abundance in a set of tissues or cell populations for thousands of transcripts or
loci simultaneously. Careful statistical design and analysis are essential to improve the efﬁciency
and reliability of microarray experiments throughout the data acquisition and analysis process.
This includes the design of probes, the experimental design, the image analysis of microarray
scanned images, the normalization of ﬂuorescence intensities, the assessment of the quality of
microarray data and incorporation of quality information in subsequent analyses, the combina-
tion of information across arrays and across sets of experiments, the discovery and recognition of
patterns in expression at the single gene and multiple gene levels, and the assessment of signiﬁ-
cance of these ﬁndings, considering the fact that there is a lot of noise and thus random features
in the data. For all of these components, access to a ﬂexible and efﬁcient statistical computing
environment is an essential aspect.
1.1 Microarray technology
In the context of the human genome project, new technologies emerged that facilitate the par-
allel execution of experiments on a large number of genes simultaneously. The so-called DNA
microarrays, or DNA chips, constitute a prominent example. This technology aims at the mea-
surement of nucleic acid levels in particular cells or tissues for many genes or loci at once.
Nucleic acids of interest can be polyadenylated RNA, total RNA, or DNA. We will in the fol-
lowing use the term gene loosely to denote any unit of nucleic acid of interest. Single strands
of complementary DNA for the genes to be considered are immobilized on spots arranged in a
grid (”array”) on a support which will typically be a glass slide or a quartz wafer. The number
of spots can range from dozens to millions. From a sample of interest, e.g. a tumor biopsy, the
nucleic acid is extracted, labeled and hybridized to the array. Measuring the amount of label on
each spot then yields an intensity measurement that should be correlated to the abundance of the
corresponding gene in the sample. Chapter 25 goes into more detail regarding the experimental
technology, therefore we only give a short summary here.
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Two schemes of ﬂuorescent labeling are in common use today. One variant labels a single
sample. For example, the company Affymetrix synthesizes sets of short oligomers on a glass
wafer and uses a single ﬂuorescent label ([26], see also www.affymetrix.com). Alternatively,
two samples are labeled with a green and a red ﬂuorescent dye, respectively. The mixture of the
two nucleic acid preparations is then hybridized simultaneously to a common array on a glass
slide. In the case where the probes are PCR products from cDNA clones that are spotted on
the array, this technology is usually refered to as the Stanford technology [12]. On the other
hand, companies like Agilent have immobilized long oligomers of 60 to 70 basepairs length and
used two-color labeling. The hybridization is quantiﬁed by a laser scanner that determines the
intensities of each of the two labels over the entire array.
The parallelism in microarray experiments lies in the hybridization of nucleic acids extracted
from a single sample to many genes simultaneously. The measured abundances, though, are
usually not obtained on an absolute scale. This is because they depend on many hard to control
factors such as the efﬁciencies of the various chemical reactions involved in the sample prepara-
tion, as well as on the amount of immobilized DNA available for hybridization.
Traditionally, one or a few probes were selected for each gene, based on known information
on its sequence and structure. More recently, it has become possible to produce probes for the
complete sequence content of a whole genome or for signiﬁcant parts of it [3, 6, 32].
1.2 Prerequisites
A number of steps are involved in the generation of the raw data. The experimental design
includes the choice and collection of samples (tissue biopsies or cell lines exposed to differ-
ent treatments), the choice of probes and array platform, the choice of controls, RNA extrac-
tion, ampliﬁcation, labeling, and hybridization procedures, the allocation of replicates, and the
scheduling of the experiments. Careful planning is needed, as the quality of the experimental
design determines to a large extent the utility of the data [7, 23, 42]. A fundamental guideline
is the avoidance of confounding between different biological factors of interest, or between a
biological factor of interest and a technical factor that is anticipated to affect the measurements.
There are many different ways for the outline of a microarray experiment. In many cases, a
development in time is studied leading to a series of hybridizations following each other. In a co-
hort study, different conditions like healthy/diseased or different disease types may be studied. In
designed factorial experiments, one or several factors, for example treatment with a drug, genetic
background, and/or tissue type, are varied in a controlled manner. We generally refer to a time
point or a state as a condition and typically for each condition several replicate hybridizations are
performed. The replicates should provide the information necessary to judge the signiﬁcance of
the conclusions one wishes to draw from the comparison of the different conditions. When going
deeper into the subject it soon becomes clear that this simple outline constitutes a challenging
program.
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Figure 1: The detected intensity distributions from a cDNA microarray for a region comprising
40 probes spotted in duplicate. The total number of probes on an array may range from a few
dozens to tens of thousands. Left panel: grey-scale representation of the detected label ﬂuores-
cence at 635 nm (red), corresponding to mRNA sample A. Right panel: label ﬂuorescence at 532
nm (green), corresponding to mRNA sample B. Middle panel: false-color overlay image from
the two intensity distributions. The spots are red, green, or yellow, depending on whether the
gene is transcribed only in sample A, sample B, or both.
Figure 2: Gray-scale representation of the intensity distribution from a small sector of an
Affymetrix HG-U133A genechip.
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1.3 Preprocessing
Preprocessing is the link between the raw experiment data and the higher-level statistical anal-
ysis. The ﬁve tasks of preprocessing can be summarized as follows: data import, background
adjustment, normalization, summarization of multiple probes per transcript, and quality control.
They are driven by the properties of microarray technology. The data come in different formats,
and are often scattered across a number of ﬁles (or possibly, database tables), from which they
need to be extracted and uniﬁed. Part of the hybridization is non-speciﬁc and the measured in-
tensities are affected by noise in the optical detection. Therefore, the observed intensities need
to be adjusted to give accurate measurements of speciﬁc hybridization. We refer to this aspect
of pre-processing as background adjustment. Different efﬁciencies of reverse transcription, la-
beling or hybridization reactions among different arrays cause systematic technical biases and
need to be corrected. We call the task of manipulating data to make measurements from dif-
ferent arrays comparable normalization. On some platforms, genes are represented with more
than one probe. Summarizing the data is necessary when we want to reduce the measurements
from various probes into one quantity that estimates the amount of RNA transcript. The repro-
ducibility of measurements is limited by random ﬂuctuations or measurement error. Basically,
we can distinguish between two types of ﬂuctuations: those that affect individual measurements,
and follow a localized distribution; and those that affect whole groups of measurements and are
often drastic, large, and irregular. The former type can be described with error models, while the
latter is best dealt with by quality control procedures that try to detect and eliminate the affected
measurements.
2 Visualization and exploration of the raw data
A microarray experiment consists of the following components: a set of probes, an array on
which these probes are immobilised at speciﬁed locations, a sample containing a complex mix-
ture of labeled biomolecules that can bind to the probes, and a detector that is able to measure
the spatially resolved distribution of label after it has bound to the array. The probes are chosen
such that they bind to speciﬁc sample molecules; for DNA arrays, this is ensured by the high
sequence-speciﬁcity of the hybridization reaction between complementary DNA strands. The
array is typically a glass slide or a quartz wafer. The sample molecules are labeled through ﬂu-
orescent dyes such as phycoerythrin, Cy3, or Cy5. After exposure of the array to the sample,
the abundance of individual species of sample molecules can be quantiﬁed through the signal in-
tensity at the matching probe sites. To facilitate direct comparison, the spotted array technology
developed in Stanford [12] involves the simultaneous hybridization of two samples labeled with
different ﬂuorescent dyes, and detection at the two corresponding wavelengths. Figure 1 shows
an example.
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Figure 3: Histogram of probe intensities at the green wavelength for a cDNA microarray similar
to the one depicted in Figure 1. The intensities were determined, in arbitrary units, by an image
quantiﬁcation method, and “local background” intensities were subtracted. Due to measurement
noise, this lead to non-positive probe intensities for part of the genes with low or zero abundance.
The x-axis has been cut off at the 99% quantile of the distribution. The maximum value is about
4000.
2.1 Image analysis
In the image analysis step we extract probe intensities out of the scanned images, such as shown
in Figures 1 and 2. The images are scanned by the detector at a high spatial resolution, such
that each probe is represented by many pixels. In order to obtain a single overall intensity value
for each probe, the corresponding pixels need to be identiﬁed (segmentation), and the intensities
need to be summarized (quantiﬁcation). In addition to the overall probe intensity, further auxil-
iary quantities may be calculated, such as an estimate of apparent unspeciﬁc “local background”
intensity, or spot quality measures.
Various software packages offer a variety of segmentation and quantiﬁcation methods. They
differ in their robustness against irregularities and in the amount of human interaction that they
require. Different types of irregularities may occur in different types of microarray technology,
and a segmentation or quantiﬁcation algorithm that is good for one platform is not necessarily
suitable for another. For instance, the variation of spot shapes and positions that the segmentation
has to deal with depends on the properties of the support and how the probes were attached to it
(e. g. quill-pen type printing of PCR-product, in situ oligonucleotide synthesis by ink jetting, in
situ synthesis by photolithography). Furthermore, larger variations in the spot positioning from
array to array can be expected in home-made arrays than in mass produced ones. An evaluation
of image analysis methods for spotted cDNA arrays is described by Yang et al. [40].
For a microarray project, the image quantiﬁcation marks the transition in the work ﬂow from
“wet lab” procedures to computational ones. Hence, this is a good point to spend some effort
looking at the quality and plausibility of the data. This has several aspects: conﬁrm that positive
and negative controls behave as expected; verify that replicates yield measurements close to each
other; and check for the occurrence of artifacts, biases, or errors. In the following we present a
number of data exploration and visualization methods that may be useful for these tasks.
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Figure 4: False color representations of the spatial intensity distributions from three different
64 × 136 spot cDNA microarrays from one experiment series. The color scale is shown in the
panel on the right. a) probe intensities in the red color channel, b) local background intensities,
c) background-subtracted probe intensities. In a) and b), there is an artifactual intensity gradient,
which is mostly removed in c). For visualization, the color scale was chosen in each image to be
proportional to the ranks of the intensities. d) For a second array, probe intensities in the green
color channel. There is a rectangular region of low intensity in the top left corner, corresponding
to one print-tip. Apparently, there was a sporadic failure of the tip for this particular array. Panels
e) and f) show the probe intensities in the green color channel from a third array. The color scale
was chosen proportional to the logarithms of intensities in e) and proportional to the ranks in f).
Here, the latter provides better contrast. Interestingly, the bright blob in the lower right corner
appears only in the green color channel, while the half moon shaped region appears both in green
and red (not shown).
2.2 Dynamic range and spatial effects
A simple and fundamental property of the data is the dynamic range and the distribution of in-
tensities. Since many experimental problems occur at the level of a whole array or the sample
preparation, it is instructive to look at the histogram of intensities from each sample. An example
is shown in Figure 3. Typically, for arrays that contain quasi-random gene selections, one ob-
serves a unimodal distribution with most of its mass at small intensities, corresponding to genes
that are not or only weakly transcribed in the sample, and a long tail to the right, corresponding
to genes that are transcribed at various levels. In most cases, the occurence of multiple peaks in
the histogram indicates an experimental artifact. To get an overview over multiple arrays, it is
instructive to look at the box plots of the intensities from each sample. Problematic arrays should
be excluded from further analysis.
Crude artifacts, such as scratches or spatial inhomogeneities, will usually be noticed already
from the scanner image at the stage of the image quantiﬁcation. Nevertheless, to get a quick
and potentially more sensitive view of spatial effects, a false color representation of the probe
intensities as a function of their spatial coordinates can be useful. There are different options
for the intensity scaling, among them the linear, logarithmic, and rank scales. Each one will
7
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Figure 5: Scatterplot of probe intensities in the red and the green color channel from a cDNA
array containing 8000 probes.
highlight different features of the spatial distribution. Examples are shown in Figure 4. A more
sophisticated and more sensitive method to detect subtle artifacts is to look at the residuals of a
probe–level model ﬁtted for a set of arrays instead of the probe intensities themselves [5].
2.3 Scatterplot
Usually, the samples hybridized to a series of arrays are biologically related, such that the tran-
scription levels of a large fraction of genes are approximately the same across the samples. This
can be expected e. g. for cell cultures exposed to different conditions or for cells from biopsies
of the same tissue type, possibly subject to different disease conditions. Visually, this can be ex-
amined from the scatterplot of the probe intensities for a pair of samples. An example is shown
in Figure 5.
The scatterplot allows to assess both measurement noise and systematic biases. Ideally, the
data from the majority of the genes that are unchanged should lie on the bisector of the scatterplot.
In reality, there are both systematic and random deviations from this [33]. For instance, if the
label incorporation rate and photoefﬁciency of the red dye were systematically lower than that of
the green dye by a factor of 0.75, the data would be expected not to lie on the bisector, but rather
on the line y = 0.75x.
Most of the data in Figure 5 is squeezed into a tiny corner in the bottom left of the plot.
More informative displays may be obtained from other axis scalings. A frequently used choice
is the double-logarithmic scale. An example is shown in Figure 6. It is customary to transform
to new variables A = (logR + logG)/2, M = logR − logG [11]. Up to a scale factor of√
2, this corresponds to a coordinate system rotation by 45◦. The horizontal coordinate A is
a measure of average transcription level, while the log–ratio M is a measure for differential
transcription. If the majority of genes are not differentially transcribed, the scatter of the data in
the vertical direction may be considered a measure of the random variation. Figure 6a also shows
a systematic deviation of the observed values of M from the line M = 0, estimated through a
8
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Figure 6: a) the same data as in Figure 5, after logarithmic transformation and clockwise rotation
by 45◦. The dashed line shows a local regression estimate of the systematic effect M0(A), see
text. b) similar to a), however a constant value c = 42 has been added to the red intensities
before log transformation. After this, the estimated curve for the systematic effect M0(A) is
approximately constant.
local regression line1. There is an apparent dependence M0(A) of this deviation on the mean
intensityA. However, this is most likely an artifact of applying the logarithmic transformation: as
shown in Figure 6b, the regression line may be modeled sufﬁciently well by a constant M0(A) =
M0 if an appropriate offset is added to the R values before taking the logarithm. Note that a
horizontal line at M = M0 in Figure 6b corresponds to a straight line of slope 2M0 and with
intercept c in Figure 5.
Figure 6 shows the heteroskedasticity of log–ratios: while the variance of M is relatively
small and approximately constant for large average intensities A, it becomes larger as A de-
creases. Conversely, examination of the differences R − G, for example through plots like in
Figure 5, shows that their variance is smallest for small values of the average intensity R + G
and increases with R + G. Sometimes, one wishes to visualize the data in a manner such that
the variance is constant along the whole dynamic range. A data transformation that achieves this
goal is called a variance-stabilizing transformation. In fact, homoskedastic representations of the
data are not only useful for visualization, but also for further statistical analyses. This will be
discussed in more detail in Section 5.2.
Two extensions of the scatterplot are shown in Figures 7 and 8. Rather than plotting a sym-
bol for every data point, they use a density representation, which may be useful for larger arrays.
For example, Figure 7 shows the scatterplot from the comparison of two tissue samples based
on 152,000 probes2. The point density in the central region of the plot is estimated by a kernel
density estimator. Three-way comparisons may be performed through a projection such as in
Figure 8. This uses the fact that the (1, 1, 1)-component of a three-way microarray measurement
corresponds to average intensity, and hence is not directly informative with respect to differen-
tial transcription. Note that if the plotted data was pre-processed through a variance-stabilizing
transformation, its variance does not depend on the (1, 1, 1)-component.
1We used loess [8] with default parameters span=0.75, degree=2.
2The arrays used were RZPD Unigene-II arrays (www.rzpd.de).
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Figure 7: Scatterplot of a pairwise comparison of non-cancerous colon tissue and a colorectal
tumor. Individual probes are represented by ’x’ symbols. The x-coordinate is the average of
the appropriately calibrated and transformed intensities (see Section 5.2). The y-coordinate is
their difference, and is a measure of differential transcription. The array used in this experiment
contained 152,000 probes representing around 70,000 different clones. Since plotting all of these
would lead to an uninformative solid black blob in the centre of the plot, the point density is
visualized by a color scale, and only 1500 data points in sparser regions are individually plotted.
2.4 Batch effects
Present day microarray technology measures abundances only in terms of relative probe inten-
sities, and generally provides no calibration to absolute physical units. Hence, the comparison
of measurements between different studies is difﬁcult. Moreover, even within a single study,
the measurements are highly susceptible to batch effects. By this term, we refer to experimental
factors that (i) add systematic biases to the measurements, and (ii) may vary between different
subsets or stages of an experiment. Some examples are [33]:
1. spotting: to manufacture spotted microarrays, the probe DNA is deposited on the surface
through spotting pins. Usually, the robot works with multiple pins in parallel, and the efﬁ-
ciency of their probe delivery may be quite different (e. g. Figure 4d or [11]). Furthermore,
the efﬁciency of a pin may change over time through mechanical wear, and the quality of
the spotting process as a whole may be different at different times, due to varying temper-
ature and humidity conditions.
2. PCR ampliﬁcation: for cDNA arrays, the probes are synthesized through PCR, whose
yield varies from instance to instance. Typically, the reactions are carried out in parallel
in 384-well plates, and probes that have been synthesized in the same plate tend to have
correlated variations in concentration and quality. An example is shown in Figure 9.
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Figure 8: Scatterplot of a triple comparison between non-cancerous colon tissue, a lymph-node
negative colorectal tumor (N0), and a lymph-node positive tumor (N1). The measurements from
each probe correspond to a point in three-dimensional space, and are projected orthogonally on a
plane perpendicular to the (1,1,1)-axis. The three coordinate axes of the data space correspond to
the vectors from the origin of the plot to the three labels “normal”, “tumor N0”, and “tumor N1”.
The (1,1,1)-axis corresponds to average intensity, while differences between the three tissues are
represented by the position of the measurements in the two-dimensional plot plane. For instance,
both c-myc and nme1 are higher transcribed in the N0 and in the N1 tumor, compared to the non-
cancerous tissue. However, while the increase is approximately balanced for c-myc in the two
tumors, nme1 (nucleoside diphosphate kinase A) is more upregulated in the N1 tumor than in the
N0 tumor, a behavior that is consistent with a gene involved in tumor progression. On the other
side, the apoptosis inducing receptor trail-r2 is down-regulated speciﬁcally in the N1 tumors,
while it has about the same intermediate-high transcription level in the non-cancerous tissue and
the N0 tumor. Similar behavior of these genes was observed over repeated experiments.
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Figure 9:
Top panel: scatterplot of logarithmized intensities from a pair of single-color cDNA arrays, comparing
renal cell carcinoma to matched non-cancerous kidney tissue. Similar to Figure 7, the x-coordinate repre-
sents average, and the y-coordinate differential signal. In the bottom of the plot, there is a cloud of probes
that appear to represent a cluster of strongly down-regulated genes. However, closer scrutiny reveals that
this is an experimental artifact: the bottom panels show the boxplots of the intensities for the two arrays,
separately for each of the 41 PCR plates (see text). Probes from plates no. 21, 22, 27, and 28 have ex-
traordinarily high intensities on one of the arrays, but not on the other. Since the clone selection was
quasi-random, this points to a defect in the probe synthesis that affected one array, but not the other. The
discovery of such artifacts may be facilitated by coloring the dots in the scatterplot by attributes such as
PCR plate of origin or spotting pin. While the example presented here is an extreme one, caution towards
batch artifacts is warranted whenever arrays from different manufacturing lots are used in a single study.
12
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3. sample preparation protocols: The reverse transcription and the labeling are complex bio-
chemical reactions, whose efﬁciencies are variable and may depend sensitively on a num-
ber of hard-to-control circumstances. Furthermore, RNA can quickly degrade, hence the
outcome of the experiment can depend sensitively on when and how conditions that pre-
vent RNA degradation are applied to the tissue samples.
4. array coating: both the efﬁciency of the probe ﬁxation on the array, as well as the amount
of unspeciﬁc background ﬂuorescence strongly depend on the array coating.
5. scanner and image analysis: different scanners can produce slightly different intensity
images even from identical slides, and the performance of the same scanner can drift over
time. Different image analysis programs can use different algorithms to calculate probe
summaries, and the same program, in particular when it requires human interaction, can
produce different results from the same image.
These considerations have important consequences for the experimental design: ﬁrst, any
variation that can be avoided by any means within an experiment should be avoided. Second, any
variation that cannot be avoided should be organized in such a manner that it does not confound
the biological question of interest. Clearly, when looking for differences between two tumor
types, it would not be wise to have samples of one tumor type processed by one laboratory, and
samples of the other type by another laboratory.
Points 1 and 2 are speciﬁc for spotted cDNA arrays. To be less sensitive against these varia-
tions, the two-color labeling protocol is used, which employs the simultaneous hybridization of
two samples to the same array [12]. Ideally, if only ratios of intensities between the two color
channels are considered, variations in probe abundance should cancel out. Empirically, they do
not quite do so, which may, for example, be attributed to the fact that observed intensities are the
sum of probe-speciﬁc signal and unspeciﬁc background [43]. Furthermore, in the extreme case
of total failure of the PCR ampliﬁcation or the DNA deposition for probes on some, but not all
arrays in an experimental series, artifactual results are hardly avoidable.
If any of the factors 3–5 is changed within an experiment, there is a good chance that this
will show up later in the data as one of the most pronounced sources of variation. A simple and
instructive visual tool for exploring such variations is the correlation plot: Given a set of d arrays,
each represented through a high-dimensional vector Yi of suitably transformed and ﬁltered probe
intensities, calculate the d×d correlation matrix corr(Yi, Yj), sort its rows and columns according
to different experimental factors, and visualize the resulting false color images.
2.5 Along chromosome plots
Visualization of microarray data along genomic coordinates can be useful for many purposes, for
example, to detect genomic aberrations (deletions, insertions) or regulatory mechanisms that act
at the level of genomic regions [35]. Here we show an example from the application of a genome
tiling microarray to transcription analysis.
While conventional microarrays contain only a preselected set of one or a few probes for
each of a set of known or putative transcripts, more recent microarray designs provide probes for
13
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Figure 10: Along chromosome plot of the data from an Affymetrix genechip that contains 25-
mer oligonucleotide probes covering the whole genome of Saccharomyces cerevisiae in steps of
8 bases, on both strands. The displayed values are the base 2 logarithms of the ratios between
intensities from hybridization with a poly-A RNA sample and with a genomic DNA sample.
Also shown are genomic coordinates and annotated genomic features. The vertical bars show the
segmentation of the intensity signal into an approximately piecewise constant function [28]. The
data allows for the mapping of 5’ and 3’ untranslated regions, the deconvolution of populations
of overlapping transcripts of different lengths, and the detection of novel transcripts.
the complete genomic sequence content of an organism. Rather than relying on a manufacturer’s
assignment of probes to genes, or more exactly, target transcripts, it can become part of the
analysis to make the assignment on the basis of the data themselves. An example is shown in
Figure 10.
2.6 Sensitivity and speciﬁcity of probes
The probes on a microarray are intended to measure the abundance of the particular transcript
or locus that they are assigned to. However, probes may differ in terms of their sensitivity and
speciﬁcity. Here, sensitivity means that a probe’s ﬂuorescence signal indeed responds to changes
in the abundance of its target; speciﬁcity, that it does not respond to other targets or other types
of perturbations.
Probes may lack sensitivity. Some probes initially identiﬁed with a gene do not actually
hybridize to any of its products. Some probes will have been developed from information that
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has been superseded. In some cases, the probe may correspond to a different gene or it may in
fact not represent any gene. In other cases, a probe may match only certain transcript variants
of a given gene, which makes it more complicated to derive statements on the gene’s expression
(see the examples of NDE1 and CIN4 in Figure 10). There is also the possibility of human
error [15, 24].
A potential problem especially with short oligonucleotide technology is that the probes may
not be speciﬁc, that is, in addition to matching the intended transcript, they may also match
others. In this case, we expect the observed intensity to be a composite from all matching tran-
scripts. Note that, particularly in the case of higher eukaryotes, we are limited by the current
state of knowledge of the transcriptomes. As our knowledge improves, the information about
speciﬁcity of probes should also improve.
3 Error models
3.1 Motivation
With a microarray experiment, we aim to make statements about the abundances of speciﬁc
molecules in a set of biological samples. However, the quantities that we measure are the ﬂu-
oresence intensities of the different elements of the array. The measurement process consists
of a cascade of biochemical reactions and an optical detection system with a laser scanner or
a CCD camera. Biochemical reactions and detection are performed in parallel, allowing mil-
lions of measurements on one array. Subtle variations between arrays, the reagents used, and the
environmental conditions lead to slightly different measurements even for the same sample.
The effects of these variations may be grouped in two classes: systematic effects, which affect
a large number of measurements (for example, the measurements for all probes on one array; or
the measurements from one probe across several arrays) simultaneously. Such effects can be
estimated and, to good approximation, be removed. Other kinds of effects are random, with no
well-understood pattern. These effects are commonly called stochastic effects or noise. This
classiﬁcation is not a property of the variations per se, but rather, reﬂects our understanding of
them and our modeling effort. The same kind of variation can be considered stochastic in one
analysis, and systematic in another.
So what is the purpose of constructing error models for microarrays? There are three aspects:
3.1.1 Obtaining optimal estimates
Stochastic models are useful for preprocessing because they permit us to ﬁnd optimal estimates
of the systematic effects. We are interested in estimates that are precise and accurate. However,
given the noise structure of the data we sometimes have to sacriﬁce accuracy for better preci-
sion and vice-versa. An appropriate stochastic model will aid in understanding the accuracy-
precision, or bias-variance, trade off.
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Figure 11: a) Density estimates of probe intensity data from six replicate Affymetrix arrays. The
x-axis is on a logarithmic scale (base 2). b) Box-plots of the same data.
3.1.2 Biological inference
Stochastic models are also useful for statistical inference from experimental data. Consider an
experiment in which we want to compare gene expression in the colons of mice that were treated
with a substance and mice that were not. If we have many measurements, we can simply compare
their empirical distributions. For example, if the values from ten replicate measurements for the
DMBT1 gene in the treated condition are all larger than ten measurements from the untreated
condition, the Wilcoxon test tells us that with a p-value of 10−5 the level of the transcript is really
elevated in the treated mice. But often it is not possible, too expensive, or unethical, to obtain so
many replicate measurements for all genes and for all conditions of interest. Often, it is also not
necessary. If we have some conﬁdence in a model, we are able to draw signiﬁcant conclusions
from fewer replicates.
3.1.3 Quality control
Quality control is yet another example of the usefulness of stochastic models: if the distribution
of a new set of data greatly deviates from the model, this may direct our attention to quality
issues with these data.
3.2 The additive-multiplicative error model
3.2.1 Induction from data
Different hybridizations will result in more or less different signal intensities even if the biolog-
ical sample is the same. To see this, let us look in Figure 11 at the empirical distribution of the
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Figure 12: a) Plot of observed against nominal concentrations. Both axes are on the logarithmic
scale (base 2). The curve represents the average value of all probes at each nominal concentra-
tion. Nominal concentrations are measured in picomoles. b) Normal quantile-quantile plot of the
logarithmic (base 2) intensities for all probes with the same nominal concentration of 1 picomol.
intensities from six replicate Affymetrix genechips. The data are part of the Latin Square Data
for Expression Algorithm Assessment provided by Affymetrix3.
One task of error modeling is to deal with background noise. Notice in Figure 11 that the
smallest values attained are around 64, with slight differences between the arrays. We know
that many of the probes are not supposed to be hybridizing to anything (as not all genes are ex-
pressed), so many measurements should indeed be zero. A bottom line effect of not removing
background noise is that estimates of differential expression are biased. Speciﬁcally, the ratios
are attenuated toward 1. This can be seen using the Affymetrix spike-in experiment, where genes
were spiked in at known concentrations. Figure 12a shows the observed concentrations versus
nominal concentrations of the spiked-in genes. Measurements with smaller nominal concentra-
tions appear to be affected by attenuation bias. To see why, notice that the curve has a slope of
about 1 for high nominal concentrations but gets ﬂat as the nominal concentration gets closer
to 0. This is consistent with the additive background noise model which we will discuss in the
next section. Mathematically, it is easy to see that if s1/s2 is the true ratio and b1 and b2 are
approximately equal positive numbers, then (s1 + b1)/(s2 + b2) is closer to 1 than the true ratio,
and the more so the smaller the si are compared to the bi.
Figure 12b shows a normal quantile-quantile plot of logarithmic intensities of probes for
genes with the same nominal concentration. Note that these appear to roughly follow a nor-
mal distribution. Figure 12 supports the multiplicative error assumption of the model that we
formulate in the next section.
3http://www.affymetrix.com/support/technical/sample data/datasets.affx
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3.2.2 A theoretical deduction
Consider the generic observation equation z = f(x, y), where z is the outcome of the measure-
ment, x is the true underlying quantity that we want to measure, the function f represents the
measurement apparatus, and y = (y1, . . . , yn) is a vector that contains all other parameters on
which the functioning of the apparatus may depend. The functional dependence of f on some
of the yi may be known, on others it may not. Some of the yi are explicitly controlled by the
experimenter, some are not. For a well-constructed measurement apparatus, f is a well-behaved,
smooth function, and we can rewrite the observation equation as
z = f(0, y) + f ′(0, y)x + O(x2), (1)
where f(0, y) is the baseline value that is measured if x is zero, f ′ is the derivative of f with
respect to x, f ′(0, y) is a gain factor, and O(x2) represents non-linear efffects. By proper design
of the experiment, the non-linear terms can be made negligibly small within the relevant range
of x. Examples for the parameters y in the case of microarrays are the efﬁciencies of mRNA ex-
traction, reverse transcription, labeling and hybridization reactions, amount and quality of probe
DNA on the array, unspeciﬁc hybridization, dye quantum yield, scanner gain, and background
ﬂuorescence of the array.
Ideally, the parameters y could be ﬁxed once and forever exactly at some value y¯ = (y¯1, . . . , y¯n).
In practice, they will ﬂuctuate around y¯ between repeated experiments. If the ﬂuctuations are not
too large, we can expand
f(0, y) ≈ f(0, y¯) +
n∑
i=1
∂f(0, y¯)
∂yi
(yi − y¯i) (2)
f ′(0, y) ≈ f ′(0, y¯) +
n∑
i=1
∂f ′(0, y¯)
∂yi
(yi − y¯i). (3)
The sums on the right hand sides of Eqns. (2) and (3) are linear combinations of a large number
n of random variables with mean zero. Thus, it is a reasonable approximation to model f(0, y)
and f ′(0, y) as normally distributed random variables with means a = f(0, y¯) and b = f ′(0, y¯)
and variances σ2a and σ
2
b , respectively. Thus, omitting the non-linear term, Equation (1) leads to
z = a + ε + b x(1 + η), (4)
with ε ∼ N(0, σ2a) and η ∼ N(0, σ2b/b2). This is the additive-multiplicative error model for
microarray data, which was proposed by Ideker et al. [19]. Rocke and Durbin [29] proposed it in
the form
z = a + ε + b x exp(η), (5)
which is equivalent to Equation (4) up to ﬁrst order terms in η. Models (4) and (5) differ signiﬁ-
cantly only if the coefﬁcient of variation σb/b is large. For microarray data, it is typically smaller
than 0.2, thus the difference is of little practical relevance.
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One of the main predictions of the error model (4) is the form of the dependence of the
variance of z on its mean E(z):
Var(z) = v20 +
σ2b
b2
(E(z)− z0)2 , (6)
that is, a strictly positive quadratic function. In the following we will assume that the correlation
between ε and η is negligible. Then the parameters of Equation (6) are related to those of Equa-
tion (4) via v20 = σ
2
a and z0 = a. If the correlation is not negligible, the relationship is slightly
more complicated, but the form of Equation (6) remains the same.
4 Normalization
A parametrization of Equation (5) that captures the main factors that play a role in current exper-
iments is
zip = ai,s(p) + εip + bi,s(p)Bp xj(i),k(p) exp(ηip). (7)
Let us dissect this equation: the index p labels the different probes on the array, and k = k(p) is
the transcript or locus that probe p maps to. Each probe is intended to map to exactly one k, but
one transcript or locus may be represented by several probes. Bp is the probe-speciﬁc gain factor
of the p-th probe. i counts over the arrays and, if applicable, over the different dyes. j = j(i)
labels the biological conditions (e. g. normal/diseased). ai,s(p) and bi,s(p) are normalization offsets
and scale factors that may be different for each i and possibly for different groups (“strata”) of
probes s = s(p). Probes can be stratiﬁed according to their physico-chemical properties [39] or
array manufacturing parameters such as print-tip [41] or spatial location. In the simplest case,
ai,s(p) = ai and bi,s(p) = bi are the same for all probes on an array. The noise terms ε and η are as
above.
On an abstract level, much of the literature on normalization can be viewed as an application
of Equation (7) to data, employing various choices for probe stratiﬁcation, making simplifying
assumptions on some of its parameters, rearranging the equation, and using different, more or
less robust algorithms to estimate its parameters [2, 16, 17, 18, 21, 22, 25, 33, 38].
There is an alternative approach to normalization, which focuses on non-parametric methods
and the algorithmic aspects. In this approach, one identiﬁes those statistics (properties) of the
data that one would like to be the same, say, between different arrays, but observes empirically in
the raw data that they are not. One then designs an algorithm that transforms the data so that the
desired statistics are made the same in the normalized data. The intention is that the interesting,
biological signal is kept intact in the process [4, 31, 41].
For example, the loess normalization [41] calculates log–ratios M between the red and the
green intensities on one array, plots them versus A, the logarithm of the geometric mean (see
Figures 6 and 7), and postulates that a non-parametric regression line, calculated by a so-called
loess scatterplot smoother [8] ought to look straight. In order to achieve this, the loess-ﬁtted
regression values for M are subtracted from the observed values, and the residuals are kept as
the normalized data.
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In quantile normalization, one plots the histogram of log-transformed intensities for each
array and postulates that they all should look the same. Bolstad et al. [4] have introduced an
algorithm that achieves this by rank-transforming the data and then mapping the ranks back to
a consensus distribution. The result is a monotonous non-linear transformation for each array
which assures that the distribution function of the transformed data is the same for all arrays.
These non-parametric methods are popular because they always “work”, by construction, and
usually in a fully automatic manner. In contrast, in model-based approaches it may turn out that a
given set of data does not ﬁt. Also, the assessment of goodness of ﬁt is not easily automated, and
often requires some human interaction. If the ﬁt is bad, the data cannot be normalized, thus not
be further analysed, and an expensive and time-consuming experiment would be left hanging.
However, there is a caveat: experiments may contain failed hybridizations, degraded samples,
and non-functioning probes. The goodness of ﬁt criteria from a model-based normalization
method can serve as relevant criteria to detect these. With a method that “always works”, there is
the risk of overlooking these aspects of the data, to normalize them away, and move on to further
analysis pretending that everything was ﬁne. Conversely, one needs a sophisticated and largely
non-automatic quality control step. So, if we consider normalization and quality control together
as one task, the balance between model-based and non-parametric methods is more even.
Furthermore, parametric methods have, if they are appropriate, better power than non-parametric
ones. They provide better sensitivity and speciﬁcity in the application of detecting differentially
expressed genes. Given the typically small sample size and the expense of microarray experi-
ments, this is a consequential point. It has been veriﬁed in comparison studies [9, 16].
5 Detection of differentially expressed genes
5.1 Step-wise versus integrated approaches
Most commonly used is the stepwise approach to microarray data analysis. It takes a collection
of raw data as input and produces an expression matrix as output. In this matrix, rows correspond
to gene transcripts and columns to conditions. Each matrix element represents the abundance,
in certain units, of a transcript under a condition. Subsequent biological analyses work off the
expression matrix and generally do not consider the raw data. The preprocessing itself is largely
independent of the subsequent biological analysis. In some cases, the preprocessing is further
subdivided into a set of sequential instructions, for example: subtract the background, then nor-
malize the intensities, then summarize replicate probes, then summarize replicate arrays. By
its modularity, the stepwise approach allows to structure the analysis workﬂow. Software, data
structures, and methodology can be more easily re-used. For example, the same machine learn-
ing algorithm can be applied to an expression matrix irrespective of whether the raw data were
obtained on Affymetrix chips or on spotted cDNA arrays. A potential disadvantage of the step-
wise approach is that each step is optimized for itself, and that the results of subsequent steps
have no inﬂuence on the previous ones. For example, the normalization procedure has to deal
with whatever the preceding background correction procedure produced, and has no chance to
ask it to reconsider. This can and does lead to inefﬁciencies.
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Figure 13: The shrinkage property of the generalized log–ratio h. Blue diamonds and error
bars correspond to mean and standard deviation of h(z1, z2), cf. Equation (8), black dots and
error bars to q(z1, z2), cf. Equation (9). Data were generated according to Equation (5) with
x2 = 0.5, . . . , 15, x1 = 2x2, a = 0, σa = 1, b = 1, σb = 0.1. The horizontal line corresponds
to the true log–ratio log(2) ≈ 0.693. For intensities x2 that are larger than about ten times the
additive noise level σa, h and q are approximately equal. For smaller intensities, we can see a
variance-bias trade-off : q has no bias but a huge variance, thus an estimate of the fold change
based on a limited set of data can be arbitrarily off. In contrast, h keeps a constant variance – for
the price of systematically underestimating the true fold change.
In contrast, integrated approaches try to gain sensitivity by doing as much as possible at once,
and therefore using the available data more efﬁciently. For example, rather than calculating
an expression matrix, one might ﬁt an ANOVA-type linear model that includes both technical
covariates, such as dye and sample effects, and biological covariates, such as treatment [22], to
the raw data. In Ben Bolstad’s affyPLM method [5], the weighting and summarization of the
multiple probes per transcript on Affymetrix chips is integrated with the detection of differential
expression. Another example is the vsn method [16], which integrates background subtraction
and normalization.
Stepwise approaches are often presented as modular data processing pipelines; integrated
approaches as statistical models whose parameters are to be ﬁtted to the data. In practice, data
analysts will often choose to use a combination of both approaches, maybe starting with the
stepwise approach, do a ﬁrst round of high-level analyses, and then turn back to the raw data to
answer speciﬁc questions that arise. Good software tools allow to use and explore both stepwise
and integrated methods and to freely adapt and combine them.
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5.2 Measures of differential expression: The variance-bias trade off
What is a good statistic to compare two (or several) measurements from the same probe on a
microarray, taken from hybridizations with different biological targets?
Plausible choices include the difference, the ratio, and the logarithm of the ratio. To under-
stand the problem more systematically, we return to the notation of Section 3.2.2. Let z1 and z2
denote two measurements from the same probe, and assume that they are distributed according
to Equation (5) with the same parameters a, b, σa, and σb, but possibly with different values
of x1, x2, corresponding to different levels of the target in the biological samples of interest.
We want to ﬁnd a function h(z1, z2) that fulﬁlls the following two conditions: antisymmetry,
h(z1, z2) = −h(z2, z1) for all x1, x2, and homoskedasticity, constant variance of h(z1, z2) inde-
pendent of x1, x2. An approximate solution is given by [17]
h(z1, z2) = arsinh
(
z1 − a
β
)
− arsinh
(
z2 − a
β
)
(8)
with β = σab/σb. If both z1 and z2 are large, this expression approaches the log–ratio
q(z1, z2) = log (z1 − a)− log (z2 − a) . (9)
However, for zi → a, the log–ratio q(z1, z2) has a large, diverging variance, a singularity at
zi = a, and is not deﬁned in the range of real numbers for zi < a. These unpleasant properties
are important for applications: many genes are not expressed or only weakly expressed in some,
but not all conditions of interest. That means, we need to compare conditions in which, for
example, x1 is large and x2 is small. The log–ratio (9) is not a useful quantity for this purpose,
since the second term will wildly ﬂuctuate and be sensitive to small errors in the estimation of
the parameter a. In contrast, the statistic (8), which is called the generalized log–ratio [30], is
well-deﬁned everywhere and robust against small errors in a. It is always smaller in magnitude
than the log–ratio (see also Figure 13),
|h(z1, z2)| < |q(z1, z2)| ∀z1, z2, (10)
h(z1, z2) ≈ q(z1, z2) for z1, z2  a + β.
The exponentiated value
F̂C = exp(h(z1, z2)) (11)
can be interpreted as a shrinkage estimator for the fold-change x1/x2. It is more speciﬁc, i. e.
leads to fewer false positives in the detection of differentially expressed genes, than the naive
estimator (z1 − a)/(z2 − a) [13, 16].
5.3 Identifying differentially expressed genes from replicated measurements
One of the main motivations for doing microarray studies is the need to identify genes whose
patterns of expression differ according to phenotype or experimental condition. Gene expres-
sion is a well coordinated system, and hence measurements on different genes are in general not
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independent. Given more complete knowledge of the speciﬁc interactions and transcriptional
controls it is conceivable that meaningful comparisons between samples can be made by con-
sidering the joint distribution of speciﬁc sets of genes. However, the high dimension of gene
expression space prohibits a comprehensive exploration, while the fact that our understanding
of biological systems is only in its infancy means that in many cases we do not know which
relationships are important and should be studied. In current practice, differential expression
analysis will therefore at least start with a gene-by-gene approach, ignoring the dependencies
between genes.
A simple approach in the comparison of different conditions is to rank genes by the differ-
ence of means of appropriately transformed intensities in the sense of Section 5.2. This may be
the only possibility in cases where no, or very few replicates, are available. An analysis solely
based on a difference of means statistic however does not allow the assessment of signiﬁcance of
expression differences in the presence of biological and experimental variation, which may differ
from gene to gene. This is the main reason for using statistical tests to assess differential expres-
sion. Generally, one might look at various properties of the distributions of a gene’s expression
levels under different conditions, though most often location parameters of these distributions,
such as the mean or the median, are considered. One may distinguish between parametric tests,
such as the t–test, and non-parametric tests, such as the Mann–Whitney test or permutation tests.
Parametric tests usually have a higher power if the underlying model assumptions, such as nor-
mality in the case of the t–test, are at least approximately fulﬁlled. Non–parametric tests do have
the advantage of making less stringent assumptions on the data–generating distribution. In many
microarray studies however, a small sample size leads to insufﬁcient power for non–parametric
tests and, as discussed in Section 3.1, increasing the sample size might be uneconomical or uneth-
ical if parametric alternatives are feasible. A pragmatic approach in these situations is to employ
parametric tests, but to use the resulting p–values cautiously to rank genes by their evidence for
differential expression, rather than taking them for the truth.
A generalized log–transformation of intensity data as described in Section 5.2 can be beneﬁ-
cial not only when using a difference of means statistic, but also for parametric statistical tests.
Typically it will make the distribution of replicated measurements per gene roughly symmetric
and more or less close to Normal. The variance stabilization achieved by the transformation
can be advantageous for gene–wise statistical tests that rely on variance homogeneity, because
it diminishes differences in variance between experimental conditions that are due to differences
in the intensity level — however of course differences in variance between conditions may also
have gene–speciﬁc biological reasons, and these will remain untouched by the transformation.
One or two group t-test comparisons, multiple group ANOVAs, and more general trend tests
are all instances of linear models that are frequently used for assessing differential gene expres-
sion. As a parametric method, linear modeling is subject to the caveats discussed above, but
the convenient interpretability of the model parameters often makes it the method of choice for
microarray analysis. Due to the aforementioned lack of information regarding coregulation of
genes, linear models are generally computed for each gene separately. When the genes of interest
are identiﬁed, investigators can hopefully begin to study their coordinated regulation for more
sophisticated modeling of their joint behavior.
The approach of conducting a statistical test for each gene is popular, largely because it is
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relatively straightforward and a standard repertoire of methods can be applied. However, the ap-
proach has a number of drawbacks: most important is the fact that a large number of hypothesis
tests is carried out, potentially leading to a large number of falsely signiﬁcant results. Multiple
testing procedures allow to assess the overall signiﬁcance of the results of a family of hypothe-
sis tests. They focus on speciﬁcity by controlling type I (false positive) error rates such as the
family–wise error rate or the false discovery rate [10]. Still, multiple hypothesis testing remains
a problem, because an increase in speciﬁcity, as provided by p–value adjustment methods, is
coupled with a loss of sensitivity, that is, a reduced chance of detecting true positives. Further-
more, the genes with the most drastic changes in expression are not necessarily the “key players”
in the relevant biological processes [37]. This problem can only be addressed by incorporating
prior biological knowledge into the analysis of microarray data, which may lead to focusing the
analysis on a speciﬁc set of genes. Also if such a biologically motivated preselection is not fea-
sible, the number of hypotheses to be tested can often be reasonably reduced by non–speciﬁc
ﬁltering procedures, discarding e.g. genes with consistently low intensity values or low variance
across the samples. This is especially relevant in the case of genome–wide arrays, as often only
a minority of all genes will be expressed at all in the cell type under consideration.
Many microarray experiments involve only few replicates per condition, which makes it dif-
ﬁcult to estimate the gene-speciﬁc variances that are used e.g. in the t–test. Different methods
have been developed to exploit the variance information provided by the data of all genes [1, 20,
27, 36]. In [34], an Empirical Bayes approach is implemented that employs a global variance
estimator s20 computed on the basis of all genes’ variances. The resulting test statistic is a mod-
erated t–statistic, where instead of the single–gene estimated variances s2g, a weighted average
of s2g and s
2
0 is used. Under certain distributional assumptions, this test statistic can be shown to
follow a t-distribution under the null hypothesis with the degrees of freedom depending on the
data.
6 Software
Many of the algorithms and visualizations discussed in this chapter are available through the Bio-
conductor project [14]. This project is an initiative for the collaborative creation of extensible
software for computational biology and bioinformatics. Its goals include fostering development
and widespread use of innovative software, reducing barriers to entry into interdisciplinary sci-
entiﬁc research, and promoting the achievement of remote reproducibility of research results.
The software produced by the Bioconductor project is organized into packages, each of which
is written and maintained relatively autonomously by its authors, who come from many different
institutions around the world, and which are held together through a common language platform,
R, a set of common data structures, a uniform structure of package organization and documenta-
tion, and a lively user community.
Results of this project are available on the website http://www.bioconductor.org. Among
the packages that are most relevant for the subject of this chapter are affy (preprocessing of
Affymetrix genechip data), vsn (afﬁne-linear parametric normalization and variance stabilizing
normalization), marray (two-color preprocessing), and limma (differential expression with
24
http://biostats.bepress.com/bioconductor/paper9
linear models). Some further aspects are represented by arrayMagic (high-throughput quality
control and preprocessing) and tilingArray (along chromosome plots and segmentation).
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