Abstract: Decisions about water pollution control and management in river systems are increasingly based on predictions made with water quality models. Many uncertainties are associated with the development and calibration of such models and thus affect the model predictions. Therefore it often is necessary to perform a model reliability analysis prior to or as a supplement to model application to water pollution control and planning problems. In this paper, only the effect of parameter uncertainties on model prediction is investigated by applying sensitivity and uncertainty analyses. The Latin hypercube sampling technique in combination with regression and correlation analyses has been applied to the DUFLOW model developed for the Dender River in Belgium. These analyses aim to ͑1͒ identify the model parameters that significantly affect the model output uncertainty; ͑2͒ define the variables that should be measured for a successful model calibration; and ͑3͒ examine how model sensitivity changes with changing level of waste treatment. The results obtained indicate that three parameters related to the algal growth process have the greatest effect on the uncertainty of the simulated dissolved oxygen concentrations in the Dender River.
Introduction
The water quality model DUFLOW ͑1992͒ is used to simulate discharge and water quality variables in the Dender River on the basis of the data collected in a previous study ͑Demuynck et al. 1997͒ . The model is calibrated to the available water quality measurements such as dissolved oxygen ͑DO͒, carbonaceous biochemical oxygen demand ͑CBOD͒, ammonia, and nitrate concentrations at three locations along the Dender River for the period of August 26 to December 15, 1994 . A reasonable fit between the measurements and the simulation results was obtained by trial and error. Although the general model performance was considered satisfactory, especially for DO, the simulated ammonia and nitrate concentrations during the winter period were underestimated and the simulated CBOD concentrations overestimated for the same period. These calibration problems can be attributed to the high uncertainty in estimating the input loads coming from agricultural activities in particular and from other pollution sources in general.
During the calibration process special attention was given to kinetic parameters or reaction rates, while the other parameters were taken from the literature ͑Bowie et al. 1985; Brown and Barnwell 1987; DUFLOW 1992͒ . Obviously, with the uncertainties in estimates of model parameters, model prediction is uncertain. Therefore, a reliability analysis of the model is necessary before its application as a decision-making tool for water pollution management in the Dender River.
The goal of this paper is to present the application of reliability analysis to the calibrated DUFLOW model considering uncertainties in the model parameters. This analysis allows determination of the key sources of uncertainty/most sensitive parameters that affect model prediction uncertainty. This paper also examines the changes in the results of the uncertainty analysis because of changing levels of waste treatment.
Sensitivity and Uncertainty Analysis Methods
Different techniques have been used for performing sensitivity and uncertainty analyses on computer models. Some of the methods used in water resources engineering are described in Melching ͑1995͒. Several studies on the application of uncertainty analysis to water resources problems summarized in Melching ͑1995͒ indicate that Monte Carlo simulation ͑MCS͒ and Latin hypercube sampling ͑LHS͒ methods are very powerful, robust, and flexible as compared to direct integration and point estimation methods ͑first-order methods, Rosenbleuth's method, and Harr's method͒.
Monte Carlo Simulation
In MCS techniques, values of uncertain inputs and parameters are selected at random from their assumed probability distribution. Dynamic simulations of the system are repeated for all sampled inputs and ͑or͒ parameters. The output statistics, distributions, and correlation among input and output variables allow the estimation of the uncertainty in the model output and the identification of the parameters and input variables to which the output is most sensitive.
Because the accuracy of the statistics obtained from MCS depends on the number of simulations performed, a large number of simulations is required for an uncertainty problem with a large number of parameters ͑Melching 1995͒. Brown and Barnwell ͑1987͒ reported that for the QUAL2E steady-state surface water quality model, 2,000 simulations were required to obtain accurate estimates of the output standard deviation. Melching ͑1994͒ reported that no more than 1,000 simulations were needed to obtain convergence in the output standard deviation when studying the propagation of parameter uncertainty through a Streeter-Phelps model for critical dissolved oxygen concentration. Lei and Schilling ͑1996͒ reported in their uncertainty analysis of the HYSTEM-EXTRAN model that 400 to 500 Monte Carlo simulations were performed to obtain relative errors of the mean and variance for all output parameters smaller than 5%.
Since MCS requires a large number of model runs, its applicability is limited to simple models. For models with high computational requirements, such as the one used in this study ͑DUFLOW required 12 h on a Pentium II, 166 MHz machine to simulate a 1-year period of flow and water quality͒, it is best to use the LHS technique, which provides the flexibility of MCS with less computational load.
Latin Hypercube Sampling
The LHS technique ͑McKay et al. 1979; McKay 1988͒ is a type of stratified Monte Carlo sampling. In this technique, the range of each of the K variables included in the uncertainty analysis X 1 ,X 2 ,...,X K is divided into N intervals in such a way that the probability of the variable falling in any of the intervals is 1/N. One value is selected at random from each interval. The N values obtained for the first variable X 1 are paired randomly with the N values of the second variable X 2 . These pairs are furthermore randomly combined with the sampled values of the third variable, and so on, which finally results in N combinations of K variables. This set of K-tuples is the Latin hypercube sample that is used for successive execution of model runs.
When using LHS, the variable space is sampled with relatively few samples, and thus the number of model runs can be small. Aalderink et al. ͑1995͒ used about 100 runs with the LHS technique in their uncertainty analysis of a heavy metal model. McKay ͑1988͒ suggested that a number of simulation runs N equal to twice the number of uncertain parameters (K) might provide a good balance of accuracy and computational cost for models with a large number of parameters. Iman and Helton ͑1985͒ indicate that a choice of N equal to 4/3 times the number of uncertain variables usually gives satisfactory results. Therefore, in this study the number of simulations is taken to equal 4/3 times the number of uncertain parameters. This assumption was verified by making another set of simulations with Nϭ3K, as described in Manache ͑2001͒.
Several computer packages containing routines for MCS and LHS methods are available. In this study, the UNCSAM computer package, developed by the Dutch Institute for Public Health and the Environment ͑Janssen et al. 1992͒, was used to generate the sets of random model parameters using the LHS technique and also to perform the various regression and correlation analyses among input parameters and model output.
Description of Dender River
The Dender River is a tributary of the River Scheldt. Its total drainage area is about 1,384 km 2 , where 707 km 2 is located in the Flemish region of Belgium. The Flemish part of the Dender River basin is divided into 12 subbasins that correspond to the main tributaries of the river ͑Fig. 1͒. The Dender River is characterized by very irregular discharges: high discharges in winter, up to 100-150 m 3 /s, and low discharges in summer, lower than 1 m 3 /s. The average discharge at the mouth is about 10 m 3 /s ͑De-muynck et al. 1997͒. For navigation purposes, the river has been channelized and regulated by several hydraulic structures such as ship locks and sluices. The water-surface and bed profiles of the Dender River are shown in Fig. 2 .
Several sources of pollution contribute directly or indirectly to water quality problems of the Dender River. The domestic loads coming from about 300,000 inhabitants constitute the major source of pollution; 84% of the wastewater is collected by sewer systems, but only about 12% is treated in four wastewater treatment plants. In addition to urban sources, the system receives industrial wastewater and diffuse pollution caused by the extensive use of chemicals and organic fertilizers and pesticides in agricultural activities. During dry periods, the high pollutant loads combined with low flow velocity and low discharges result in negative impacts on the water quality in the river. In the downstream part, the aquatic life is seriously disrupted and the river is considered biologically dead. The construction of wastewater treatment plants along the river in recent years together with the dilution effect during winter ͑wet period͒ has led to a relatively noticeable improvement in the water quality of the river. However, during dry periods, the basic water flow is not always sufficient to cope with the remaining pollution.
DUFLOW Model
DUFLOW ͑1992͒ is a computer package for simulating 1D unsteady flow and water quality in open watercourses. In the water quality part, two predefined eutrophication models are available. However, process descriptions also can be supplied by the users, and this concept makes DUFLOW a very flexible package with which different types of water quality models can be developed.
In DUFLOW, a 51-km stretch of the Dender River between Deux-Acren and Dendermonde is divided into 48 elements, each of which is limited by two nodes. Hydraulic structures such as sluices or ship locks are represented in the model as control elements. Each of them also is limited by two nodes. In total the model includes 56 nodes, 48 elements or sections, and 7 hydraulic structures. The DUFLOW model network of the Dender River is shown in Fig. 3 ; 22 cross sections at different points along the river and length profiles were used to describe the geometry of the river. In this study, EUTROF1 ͓which is based on the EUTRO4 model from WASP4 developed by the U.S. EPA ͑Ambrose et al. 1988͔͒, one of the two predefined eutrophication models included in DUFLOW, is used to simulate water quality. Constituents that can be simulated in EUTROF1 are DO, CBOD, algal biomass, components of the nitrogen cycle ͑organic nitrogen, ammonia, nitrate͒, components of the phosphorous cycle ͑organic and inorganic phosphorus͒, and suspended solids. The main kinetic interactions for the modeled state variables are presented in Fig. 4 .
Discharges and pollutant loads are represented in two ways: constant loads, and time-varying loads. Effluent sources from industries, households, and wastewater treatment plants are considered to have a constant value for the entire simulation period and are added to the system at 24 nodes ͑20 domestic and 13 industrial inputs͒. Effluent sources coming from agricultural activities are added to the system at 10 nodes and are given as time series for the considered simulation period. Discharges and pollutant concentrations for the upstream boundary are also given as a time series that covers the entire simulation period.
The flows and pollutant loads from the various subbasins of the Dender River were computed with the hydrologic and pollutant transport model DESIM, which is a mathematical model derived from the KOSIM computer model ͑Harms and Kenter 1990͒. Based on data from the Flemish Environmental Agency VMM ͑de Vlaamse Milieumaatschappij͒, simplified models were developed for each of the 10 subbasins of the Dender River to compute the flows and pollutant loads. A 10-min time step was used to simulate the runoff based on 10-min rainfall data from the Royal Meteorological Institute gauge at Ukkel. The output was aggregated to a 4-h input time series for the quality model. Pollutants simulated with DESIM included CBOD, suspended solids, ammonia, and phosphorus. The average concentrations of the pollutants in storm runoff coming from impervious areas were determined based on the literature ͑Harms and Kenter 1990; Jolánkai 1992͒ as 8 mg/L CBOD, 0.8 mg/L nitrogen, and 0.8 mg/L phosphorus.
Dry weather flows were computed as water consumption per inhabitant-day times the population equivalent of each subbasin plus infiltration inflow. The time distribution of flows within a day also was taken into account. The total discharge for each of the subbasins consists of the sum of the discharges coming from storm runoff, domestic and industrial wastewater, and wastewater treatment plants. Runoff from impervious areas was considered to be collected by sewers and conducted to wastewater treatment plants, which plants were represented by applying a fixed reduction coefficient for the pollutants. For discharges that exceed the capacity of the plant ͑about five times the dry weather flow͒, the excess flow was discharged untreated to the river, and thus the effect of combined sewer overflows was represented in a simple way ͑Demuynck et al. 1997͒.
Sensitivity and Uncertainty Analysis Applied to DUFLOW Model
The DUFLOW model is calibrated to the available measurements of DO, BOD, ammonia, and nitrate concentrations at three places along the Dender River-Geraardsbergen, Denderleeuw, and Denderbelle-for the period August 26 to December 15, 1994.
Figs. 5 and 6 represent calibration results for dissolved oxygen concentrations at two of the three locations: Denderleeuw ͑mid-stream͒ and Denderbelle ͑downstream͒. The calibration process was not a straightforward and easy task due to the large number of parameters requiring calibration ͑37 parameters͒ and the computational requirements for performing multiple model runs. Because the calibration period is short and covers only one season of the year ͑the fall period͒, the amount of data available is small ͑49 measured DO values at Geraardsbergen, 70 at Denderleeuw, and 79 at Denderbelle͒, and taking into account errors in the input data ͑hydraulic characteristics, discharges, loads, boundary condi- tions, and so on͒, it is likely that the set of calibrated parameters cannot be considered unique and so conceptually realistic as to give good results when the DUFLOW model is applied under conditions different from those related to the calibration period. Nevertheless, the calibrated DUFLOW model is considered representative of models commonly used in water quality planning and management in Europe. Within the DUFLOW model, 37 water quality parameters have been used for modeling the water quality processes in the Dender River. Twenty-nine parameters were considered uncertain, while the other eight parameters are assumed to have a small effect on the model uncertainty ͑that is, fraction of dissolved organic nitrogen, fraction of dissolved organic phosphorus, fraction of algal nitrogen released by respiration, fraction of algal phosphorus released by respiration, partition constant for phosphorus, ammonia preference factor, specific light extinction for algae as chlorophyll-a, and specific light extinction for suspended solids͒.
For the application of the LHS procedure, each of these 29 parameters has been assigned a probability distribution specified by the mean, coefficient of variation, and, in some cases, maximum and minimum limits of the parameter range. Since the DUFLOW model was already calibrated, distributions with a central tendency were used ͑normal, lognormal, or triangular͒ with distribution mean values estimated to equal the calibrated parameter values. The selection of the parameter distribution was based on the uncertainty information available for that parameter. Parameters for which only typical ranges were available were assigned a triangular distribution with the calibrated value at the apex, and parameters for which typical coefficients of variation were available were assigned a normal distribution. The uncertainty of the reaeration parameter was set to be lognormal in correspondence with the form of the prediction equation used. The effect of the distributional assumptions on the sensitivity analysis results was studied extensively in Manache ͑2001͒ and will be the subject of a future paper. The mean value, coefficient of variation, maximum and minimum limits, and distribution type used for the LHS generation of the parameters are listed in Table  1 .
The software package UNCSAM ͑Janssen et al. 1992͒ was used to generate the N sets of the random parameter values corresponding to the LHS procedure; N is taken to equal 4/3 times the number of the uncertain parameters, resulting in 40 combina- 1ϭbased on typical range for coefficient of variation for such parameters reported by Brown and Barnwell ͑1987, p. 86͒; 2ϭtriangular distribution is assumed based on calibration value and range for these parameters reported in DUFLOW ͑1992, p. c-7͒; 3ϭtriangular distribution is assumed based on calibration value and range for these parameters reported by Brown and Barnwell ͑1987, pp. 54 -56͒; 4ϭtriangular distribution is assumed based on calibration value and range for these parameters reported by Bowie et al. ͑1985, p. 358͒; 5ϭfrom Melching and Bauwens ͑2001͒; 6ϭbased on comparison of O'Connor-Dobbins ͑1958͒ equation to U.S. Geological Survey database of measured reaeration-rate coefficients described in Melching and Flores ͑1999͒; 7ϭbased on engineering judgment.
tions of 29 parameters. The DUFLOW model has been executed successively with the different sets of generated parameters to simulate DO, BOD, ammonia, and algal biomass concentrations in each of the 48 sections in the Dender River.
The sensitivity and uncertainty analyses ͑SA/UA͒ results reported here are restricted to one simulated water quality variable, DO, because its concentration generally is considered the primary indicator of aquatic-system health. The SA/UA is performed on the amount of time that DO concentrations are less than a specified value ͑2, 3, and 4 mg/L͒ over a period of 1 year ͑1990͒. Two locations on the Dender River are considered for model analysis: Denderleeuw and Denderbelle. These represent the locations where low DO concentrations (Ͻ4 mg/L) occur more than 80 and 96% of the time, respectively, under current conditions.
In order to examine the influence of pollution reduction on the model sensitivity, the application of SA/UA to the DUFLOW model output is done for two cases of water quality conditions: ͑1͒ current conditions where only 12% of the waste flow is treated, and ͑2͒ future conditions according to the wastewater sanitation scenario ͑AWP-II͒ proposed by the Flemish government. The pollution abatement plan AWP-II considers a removal of about 90% of CBOD, 44% of nitrogen, and 75% of phosphorus with reference to the pollutant loads considered for the current situation. Under the AWP-II scenario the percentages of time that DO concentrations are less than 4 mg/L are reduced to 25 and 0.33% at Denderleeuw and Denderbelle, respectively. Table 2 summarizes the estimated average pollutant loads in the Dender River for the current ͑untreated͒ conditions and for the AWP-II scenario of wastewater sanitation ͑Demuynck et al. 1997͒.
Sensitivity Analysis Measures
The sensitivity contribution of the model parameters to the model output can be quantified by various measures ͑Janssen et al. 1992͒. These measures are based on regression and correlation analyses applied to the original parameter and output values or to their rank-transformed values in case of a monotonic nonlinear relation. Given that some of these measures lead to similar results in identifying the sensitive parameters ͑Manache 2001͒, only three measures are considered in this paper: the standardized regression coefficient ͑SRC͒, the semipartial correlation coefficient ͑SPC͒, and the linear correlation coefficient ͑LCC͒. These estimators have been used to rank the importance of the uncertain DUFLOW parameters for the uncertainty in the selected model output at the two considered locations on the Dender River.
Standardized Regression Coefficients
The relation between model parameters and model output can be approximated in a simple way with a linear regression model. The least-squares regression of the model output y(k) in the kth simulation run (kϭ1,...,N) on the associated sampled parameters x 1 (k),...,x p (k) can be written as
where e(k)ϭregression residual; and b 0 ,b 1 ,...,b p ϭordinary regression coefficients ͑ORCs͒. The goodness of the linear approximation can be assessed by the coefficient of determination ͑COD; also called R 2 ) of this regression:
where S e 2 ϭvariance of the regression residuals; S y 2 ϭvariance of the original simulation model output; and S ŷ 2 ϭvariance of the output ŷ (k) of the linear regression model; R y 2 represents the fraction of the variance of the output vector explained by the linear approximation, and it indicates how well the linear regression model fits the original model output generated by LHS (R y 2 ϭ1 indicates a perfect model performance͒.
The ordinary regression coefficient is highly dependent on the units of the input parameters; thus, some standardization or normalization can be suitable to avoid this drawback. By standardizing the quantities in Eq. ͑1͒, the regression model can be written as 
The standardized regression coefficients can be used as relative sensitivity measures ͑when the input parameters are independent͒, measuring the effect of moving each input parameter away from its mean by a fixed fraction of its standard deviation, while the other components remain constant. The SRC is a useful sensitivity measure, but it is only meaningful if the S xi reflect a realistic spread of the considered variations. The validity of the SRC as a measure of sensitivity is conditional on the degree to which the regression model fits the data. Therefore, when using the SRC it is also important to consider the model coefficient of determination, R y 2 . Based on the regression Eq. ͑1͒, the uncertainty in y can be expressed in terms of b i S xi and the correlation coefficients r xixj between the parameters x i and x j ͑Janssen et al. 1992͒:
If x i is uncorrelated with the other input parameters x j ͑that is, r xixj ϭ0 for i j), then the quantity b i •S xi measures the linear uncertainty contribution of the input x i . Consequently, the SRC measures the fraction of the uncertainty in y contributed by x i if the correlation between the input parameters is weak and if the model coefficient of determination R y 2 approaches 1. If a correlation exists between the input parameters, the uncertainty contribution of an individual parameter cannot be neatly quantified since this contribution also is related to one of the correlated variables.
Linear Correlation Coefficient
The LCC is the most simple and widely used measure that reflects the linear relation between y and x i . It can be expressed by
where r yxi ϭLCC of the input parameters x i and model output y; cov(y,x i )ϭcovariance of y and x i ; var(y)ϭvariance of y; var(x i )ϭvariance of x i ; and x ki and y k ϭvalues of the input parameter x i and model output y in the kth model run. The LCC indicates the degree of linear relation between x i and y, taking into account the influence of the input parameters that are correlated with x i . The value of LCC varies between Ϫ1 and 1; a value near 1 or Ϫ1 implies that y can be expressed as a linear function of x i . The LCC is a relative sensitivity measure; it quantifies the relative change ⌬y of y, in terms of S y , if x i changes relatively in terms of S x i while the correlated sources change accordingly ͑that is, if x i changes to x i ϩ␣•S xi , then x j changes, due to correlation, to x j ϩ␣•r xixj S x j ͑Janssen et al. 1992͒
The LCC also is used as an uncertainty measure since it expresses the relative change of a quantity with relation to its standard deviation. If the relation between x i and y is almost linear and if the correlation between the parameters x i is weak, then the LCC is a measure to quantify the uncertainty and will be approximately equal to the SRC. In general the ratio between the LCC and the SRC is a measure of the influence of correlation on the uncertainty contribution. If this ratio is approximately 1, the influence of the correlation can be neglected ͑Janssen et al. 1990͒.
Semipartial Correlation Coefficient
If x i is correlated to x j , j i, the LCC incorporates the influence of the other correlated parameters ͑Janssen et al. 1992͒. To avoid this drawback, Iman and Helton ͑1988͒ proposed the use of the partial correlation coefficient ͑PCC͒, which measures the degree of linear relation between the input parameter x i and the model output y after making an adjustment to remove the linear effect of all the remaining parameters x j , j i. The PCC between the parameter x i and the model output y can be determined as
where c iy , c ii , and c yy ϭelements of the inverse of the correlation matrix, C, between the individual x i s and y based on N simulation runs. The PCC can also be expressed as
where ỹ i and x i result from correcting y and x i for the linear effects of the other parameters using simple regression. The PCC is a relative sensitivity measure; it quantifies the relative change ⌬ỹ i of ỹ i , in terms of its standard deviation S ỹ i , if x i changes relatively in terms of its standard deviation S x i after removing the influence of the correlated parameters from y and x i :
This measure also is used as an uncertainty measure since it expresses the relative change of a quantity with relation to its standard deviation.
Since the model output y also is corrected for the effects of the correlated parameters x j , j i, the PCC is therefore concerned with a different model output ỹ i for each individual parameter x i . This hampers a fair comparison of the contributions of the various input parameters. Therefore, Janssen et al. ͑1990͒ proposed an alternative measure by correcting only the parameter x i and correlating the corrected quantity x i with the original model output y:
SPC denotes the semipartial correlation coefficient measure that expresses the linear relation between y and the corrected quantity x i . The SPC is a relative sensitivity measure that quantifies the relative change ⌬y of y, in terms of S y , if x i changes relatively in terms S x i :
If the correlation between the parameters x i is weak, the SPC will be approximately equal to the LCC and the SRC. In case of a strong correlation between the parameters x i , this measure can give a misleading impression of the uncertainty contribution ͑Jan-ssen et al. 1992͒. In this study, the various input parameters were assumed to be statistically independent; however, many of the parameters are functionally related, and thus statistical relations among parameters may result from the functional relations.
Measures Computed on Rank Transformed Data
The previously mentioned measures are based on linear regression, and therefore they are effective when the relation between model input and output is approximately linear (R 2 Ϸ1). When nonlinearity between model input and output is present, nonlinear regression models can be used ͑Draper and Smith 1981͒ or some transformation on the data can be applied Gilbert ͑1987͒ and Stoline ͑1991͒.
Iman and Conover ͑1979͒ considered the rank-transformation method in which the original values of the input parameters and the model output are replaced by their rankings ͑ranking 1 for the smallest value͒. This technique was used to linearize monotonic nonlinear relations so that linear regression analysis can be applied on the rank-transformed data. The measures resulting from this analysis are analogous to the previous measures such as the standardized rank regression coefficient ͑SRRC͒, the linear rank correlation coefficient ͑LRCC͒, the partial rank correlation coefficient ͑PRCC͒, and the semipartial rank correlation coefficient ͑SPRC͒.
Results and Discussion
The linear regression of output values and input parameters yielded good results with R 2 ranging between 0.92 and 0.93 at Denderleeuw and 0.91 and 0.92 at Denderbelle for the original values, and between 0.92 and 0.96 at Denderleeuw and 0.87 and 0.89 at Denderbelle for the ranked values. To determine the DU-FLOW parameters having the most effect on output uncertainty based on the correlation measures ͑LCC, SPC, LRCC, and SPRC͒, the t-statistic given in Morrison ͑1984͒ was used to test the significance of the correlation coefficients:
The value of the t-statistic associated with regression coefficients ͑SRC and SRRC͒ is computed by
At the 5% significance level, the t-statistic values greater than 1.96 indicate significant coefficients/contributions. In this paper, the values and rankings of various SA/UA measures calculated on the amount of time during which the DO concentrations are less than 2 mg/L at Denderleeuw are given as an illustration for the simulated current conditions ͑Table 3͒ and for the pollution abatement scenario AWP-II ͑Table 4͒. The results obtained from the LHS analysis indicate the following: 1. Only three parameters have a significant effect on the amount of time during which the DO concentrations are less than the specified value: the optimal light intensity ͑is͒, the background light extinction ͑e0͒, and the die-rate constant ͑kdie͒. These parameters are mainly used in modelling the algal growth process. 2. For the different DO levels taken into consideration ͑2, 3, and 4 mg/L͒, it can be noticed that the previously mentioned parameters are the most significant. The only difference is that their ranking changes according to the considered DO level and also according to the SA/UA measure used for importance ranking ͑such as SRC, SPC, and LCC͒. The values of the LCC and LRCC computed on the amount of time during which the DO concentration is less than 2, 3, and 4 mg/L at Denderleeuw for simulated current conditions are given for illustration in Table 5 and the LCC is shown in Fig. 7. The 95% confidence bound on LCC values not being significantly different from 0 shown in Fig. 7 was computed based on an approach described in Yevjevich ͑1971, p. 238͒. 3. For the two selected locations on the Dender River that are considered for model analysis ͑Denderleeuw and Denderbelle͒, the results are similar and the same parameters have been identified to be most influential on the model-output uncertainty. 4. For the AWP-II scenario, SA/UA indicates that for the DO concentrations ͑2, 3, and 4 mg/L͒, the parameters that have a significant effect on output uncertainty are the optimal light intensity ͑is͒, the background light extinction ͑e0͒, and the die-rate constant ͑kdie͒. This means that with comparison to the current untreated condition the parameters related to the algal growth process still are most important. No difference has been found when comparing the results obtained for the two selected locations along the Dender River. According to the previously mentioned results, it can be concluded that algal processes completely dominate the uncertainty in the simulated DO concentrations in the Dender River. Taking into account the water depths and the low flow velocities in the Dender River ͑about 0.003 m/s during low flows͒ resulting from the existence of ship locks and sluices, the Dender River can be considered to a series of connected reservoirs or ponds. These calm water conditions in addition to the excess of nutrients from agricultural and industrial activities and households over the year, provide ideal conditions for the algal growth, and hence this process becomes a serious water quality problem in the Dender River.
Taking into consideration that the calibration period of the DUFLOW model was limited to the fall ͑September to December͒, when algal activity is small and no chlorophyll data were available to calibrate the algal process, it is suggested that 1. The DUFLOW model applied to the Dender River should be recalibrated by giving more attention to the above-mentioned sensitive parameters is, e0, and kdie so that the uncertainty in the simulated DO concentrations can be reduced. 2. In order to better identify the algal process parameters, the DUFLOW model should be calibrated to chlorophyll-a concentrations in the Dender River especially for the period during which high algal activity occurs ͑spring and summer͒. Therefore, field measurements of chlorophyll-a concentrations need to be done.
Conclusions
This paper has shown that Latin hypercube sampling is an efficient approach for uncertainty analysis of computationally intensive water quality models. This paper also has shown the value of uncertainty analysis in identifying key components of a model that require further calibration and/or study. In this case, parameters related to the simulation of algal growth had a dominating effect on the uncertainty in simulated dissolved oxygen concentrations, but these parameters could not be reliably calibrated for the fall calibration period. These results were consistent among SA/UA measures, waste-load conditions, and dissolved oxygen concentration levels. Therefore it was recommended that algal processes need to be studied in detail, using a summer data collection period including chlorophyll data. In hindsight, the result that algal processes are important on the Dender River seems obvious. However, when these results were presented at the Experimental and Representative Basins Conference in Ghent, Belgium, in September 2000 ͑Manache et al. 2000͒, pollution managers for the Dender were quite surprised as they had previously viewed the Dender as a classical BOD-DO problem. Applications of reliability and uncertainty analysis may reveal similarly important insight for other water quality modelling efforts. 
