Nonoscillation criteria for quasilinear second order differential equations  by Yang, Xiaojing & Lo, Kueiming
J. Math. Anal. Appl. 331 (2007) 1023–1032
www.elsevier.com/locate/jmaa
Nonoscillation criteria for quasilinear second order
differential equations ✩
Xiaojing Yang a,∗, Kueiming Lo b
a Department of Mathematics, Tsinghua University, Beijing 100084, China
b School of Software, Tsinghua University, Beijing 100084, China
Received 1 July 2005
Available online 20 October 2006
Submitted by Steven G. Krantz
Abstract
Some nonoscillation criteria for quasilinear second order differential equations are obtained. These results
generalize the classical results of Hille, Wintner and Opial and recent results of Elbert, Yan, Del Pino as
well as Takasi and Yoshida.
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1. Introduction
In this paper, we consider the following quasilinear second order differential equation:(
r(t)φp(x
′)
)′ + q(t)φp(x) = 0, t  t0 > 0, (1)
where r ∈ C1(I, (0,∞)) such that ∫ ∞
t
ds
(r(s))1/p
= ∞, q ∈ C(I,R) with I =: [t0,∞), t0 > 0 and
φp(u) = |u|p−1u is the p-Laplacian for constant p > 0. A solution x(t) of (1) with arbitrarily
large zero is called oscillatory, otherwise it is called nonoscillatory. If all solutions of (1) are
oscillatory, (1) is called oscillatory. If all nonzero solutions of (1) are nonoscillatory, (1) is called
nonoscillatory. It follows from [4,8] that all solutions of (1) exist on I and if one solution of (1)
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r(t) ≡ 1, then (1) reduces to the following second order linear equation:
x′′ + q(t)x = 0, t ∈ I. (2)
The following classical nonoscillation criteria are well known:
Theorem A. (Hille [6]) Assume q(t) 0, t ∈ I , is continuous on I . If
t
∞∫
t
q(s) ds  1
4
, t ∈ I,
then (2) is nonoscillatory. If there exists a positive number δ such that
a2(t) 1 + δ
4
q(t),
where
a(t) =:
∞∫
t
q(s) ds,
then (2) is oscillatory.
Theorem B. (Wintner [11, p. 371]) Assume q(t) ≡ 0 is continuous, nonnegative on I such that
the integral
a(t) =
∞∫
t
q(s) ds
exists and is finite. If for all t ∈ I ,
a2(s) ds  1
4
q(t),
then (2) is nonoscillatory. If there exists positive δ such that for all t ∈ I ,
a2(t) 1 + δ
4
q(t),
then (2) is oscillatory.
Theorem C. (Opial [9, p. 312]) Assume q(t) 0 and q(t) ≡ 0 is continuous on I and the integral
a(t) =
∞∫
t
q(s) ds
converges. If for all t ∈ I ,
∞∫
a2(s) ds  1
4
a(t),t
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∞∫
t
a2(s) ds  1 + δ
4
a(t),
then (2) is oscillatory.
In [12], under the assumption p = 1, ∫ ∞
t
ds
r(s)
= ∞, 0 ∫ ∞
t
q(s) ds < ∞, ∀t ∈ I , Yan obtains
a necessary and sufficient condition for the nonoscillation of all nonzero solutions of (1). His
result can be formulated as follows:
Theorem D. (Yan [12, Theorem 2.1]) Define a nonnegative functions sequence {αn(t)}∞n=0, t ∈ I ,
as
α0(t) =
∞∫
t
q(s) ds  0;
α1(t) = α0(t) +
∞∫
t
α20(s)
r(s)
ds;
...
αn+1(t) =
∞∫
t
(α0(s) + αn(s))2
r(s)
ds, n ∈ N.
Then it is not difficult to verify that the sequence {αn(t)}∞n=0 is monotone nondecreasing:
αn+1(t) αn(t), t ∈ I, n ∈ N.
Then for p = 1, a necessary and sufficient condition for (1) to be nonoscillatory is that the
sequence {αn(t)}∞n=0 exists for all t ∈ I, n ∈ N and is convergent, that is,
lim
n→∞αn(t) = α(t) < ∞.
It is also proved in [12] that the classical results of Hille, Wintner and Opial are consequences
of Theorem D. As another consequence of Theorem D, Yan gives the following sufficient condi-
tion for the oscillation of all solutions of (2):
Theorem E. If one of the following conditions is satisfied:
(i) there exists m ∈ N such that αn(t), n = 1,2, . . . ,m − 1, is defined, but αm(t) does not exist;
(ii) {αn(t)}∞1 exists, but for any T  t0, there is a t∗  T such that
lim
n→∞αn(t
∗) = ∞,
then (2) is oscillatory.
Recently, various generalizations of the classical results to Eq. (1) were obtained by many
authors, see, for examples, [1–5,7,8,10,13] and the references therein.
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linear equation (1). Since if q(t) ≡ 0, (1) is obvious nonoscillatory, we may assume throughout
this paper that q(t) ≡ 0 and
∞∫
t
ds
(r(s))
1
p
= ∞, ∀t ∈ I.
The main results of this paper are
Theorem 1. Assume p > 0, r ∈ C1(I, (0,∞)), q ∈ C(I,R) such that ∫ ∞
t
q(s) ds exists and is
finite for all t ∈ I . Define a sequence of functions {An(t)}∞n=0 as
A0(t) =
∞∫
t
q(s) ds;
A1(t) = A0(t) + p
∞∫
t
(A+0 (s))
p+1
p
(r(s))
1
p
ds;
...
An+1(t) = A0(t) + p
∞∫
t
(A+n (s))
p+1
p
(r(s))
1
p
ds, t ∈ I, n ∈ N. (3)
Then the sequence of functions {An(t)}∞n=0 is monotone nondecreasing:
A0(t)A1(t) · · ·An(t) · · · .
If (1) is nonoscillatory, then there exists t1 ∈ I such that
lim
n→∞An(t) = A
∗(t) < ∞, ∀t  t1,
where x+ = max{x,0}.
Corollary 2. Assume
∫ ∞
t
q(s) ds exists for all t ∈ I . Then (1) is oscillatory provided one of the
following condition holds:
(i) There exists m ∈ N such that An(t) is defined for n = 0,1, . . . ,m − 1, but Am(t) does not
exist;
(ii) An(t) is defined for n ∈ N ∪ {0}, but for any T  t0, there is t∗  T such that
lim
n→∞An(t
∗) = ∞.
Theorem 3. Assume
∫ ∞
t
q(s) ds  0 and there exists t1 ∈ I such that
lim
n→∞An(t) = A
∗(t) < ∞, ∀t  t1. (4)
Then (1) is nonoscillatory.
Corollary 4. Assume 0
∫ ∞
q(s) ds < ∞, ∀t ∈ I . If (1) is oscillatory, then either
t
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or
(ii) An(t) is defined for all n ∈ N∪ {0}, but for any T  t0, there exists t∗  T such that
lim
n→∞An(t
∗) = ∞.
As a consequence of Theorems 1 and 3, we obtain
Theorem 5. Assume 0
∫ ∞
t
q(s) ds < ∞, ∀t ∈ I . Then a necessary and sufficient condition for
(1) to be nonoscillatory is that there exists t1 ∈ I such that
0 lim
n→∞An(t) = A
∗(t) < ∞, ∀t  t1.
Corollary 6. Assume 0 
∫ ∞
t
q(s) ds < ∞, ∀t ∈ I . Then (1) is oscillatory if and only if one of
the following conditions holds:
(i) there is m ∈ N such that An(t) is defined for n = 0,1, . . . ,m − 1, but Am(t) does not exist;
(ii) An(t) is defined for all n ∈ N∪ {0}, but for any T  t0, there exists t∗  T such that
lim
n→∞An(t
∗) = ∞.
Theorem 7. Assume there exists w(t) ∈ C(I,R) such that
w+(t)
∣∣A0(t)∣∣ + p
∞∫
t
(w+(s))
p+1
p
(r(s))
1
p
ds, t ∈ I. (5)
Then (1) is nonoscillatory.
Let w(t) = (p + 1)|A0(t)| in Theorem 7, we get
Corollary 8. If for all t ∈ I , |A0(t)| < ∞ and
∞∫
t
|A0(s)|
p+1
p
(r(s))
1
p
ds  (p + 1)−(p+1)p ∣∣A0(t)∣∣, ∀t ∈ I,
then (1) is nonoscillatory.
Remark 1. Let p = 1, 0 ∫ ∞
t
q(s) ds < ∞, ∀t ∈ I. Then Theorem 5 reduces to Theorem D and
Corollary 6 reduces to Theorem E in [13], respectively. If r(t) ≡ 1, p = 1 and q(t) 0, ∀t ∈ I ,
in Corollary 8, we get
∞∫
t
A20(s) ds 
1
4
A0(t), t ∈ I,
which is the nonoscillatory part of Theorem C. Hence Corollary 8 is a generalization of the first
part of Theorem C.
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By using a similar method used in proof of [10, Theorem 1], we can prove the following
Lemma 1. Equation (1) is nonoscillatory if and only if there exists a continuous solution u(t) of
the integral equation
u(t) =
∞∫
t
q(s) ds + p
∞∫
t
|u(s)| p+1p
(r(s))
1
p
ds, (6)
defined for all t large enough.
Since the proof of Lemma 1 is almost the same as the proof of Theorem 1 in [10], we omit it
for simplicity.
Lemma 2. The functions sequence {An(t)}∞n=0 is monotone nondecreasing.
Proof. For n = 1, we have
A1(t) = A0(t) + p
∞∫
t
(A0(s))
p+1
p
(r(s))
1
p
ds A0(t), ∀t ∈ I.
If for some n ∈ N, An(t)  An−1(t), t ∈ I , then A+n (t)  A+n−1(t),∀t ∈ I , by the definition of
An+1(t), we get for n ∈ N, t ∈ I ,
An+1(t) = A0(t) + p
∞∫
t
(A+n (s))
p+1
p
(r(s))
1
p
ds
A0(t) + p
∞∫
t
(A+n−1(s))
p+1
p
(r(s))
1
p
ds
= An(t).
By using mathematical induction method, we finish the proof of Lemma 2. 
Proof of Theorem 1. Assume (1) is nonoscillatory, then Lemma 1 implies that there exists a
t1  t0 and a solution of u(t) of (6) for t  t1  t0. It follows from (6) that u(t)  A0(t) =∫ ∞
t
q(s) ds, hence u+(t)A+0 (t), t  t1, which yields
u(t)A0(t) + p
∞∫
t
(u+(s))
p+1
p
(r(s))
1
p
ds
A0(t) + p
∞∫
t
(A+0 (s))
p+1
p
(r(s))
1
p
ds
= A1(t).
Assume u(t)An(t), then u+(t)A+n (t), t  t1, which implies that
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∞∫
t
(u+(s))
p+1
p
(r(s))
1
p
ds
A0(t) + p
∞∫
t
(A+n (s))
p+1
p
(r(s))
1
p
ds
= An+1(t).
By mathematical induction, we get
u(t)An(t), n ∈ N∪ {0}, t  t1.
Lemma 2 and above fact show that the limit
lim
n→∞An(t) = A
∗(t), t  t1,
exists and is finite. 
Proof of Theorem 3. Assume A0(t) =
∫ ∞
t
q(s) ds  0, t ∈ I , and 0  An(t)  A∗(t) < ∞
for all n ∈ N, t ∈ I . By Levi’s monotone convergence theorem, we see from (3) that A∗(t) is a
solution of (6), Lemma 1 implies that (1) is nonoscillatory. 
Proof of Theorem 7. It follows from (5) that w+(t) |A0(t)|A+0 (t), t ∈ I , and by (5) again,
w+(t)
∣∣A0(t)∣∣ + p
∞∫
t
(A+0 (s))
p+1
p
(r(s))
1
p
ds = A1(t)
∣∣A0(t)∣∣, t ∈ I.
By using mathematical induction method, we can prove that for n ∈ N ∪ {0}, t ∈ I , w+(t) 
An(t) and therefore
lim
n→∞An(t) = A
∗(t)w+(t) < ∞, ∀t ∈ I.
By taking limits on both sides of (3), we see that A∗(t) is a solution of (6). Now, Lemma 1
implies that (1) is nonoscillatory. 
3. Examples
Example 1. Let r(t) ≡ 1 in (1) and w(t) = λ
tp
in Theorem 7, where λ > 0 is a constant. We wish
to find out the value c∗ = supc>0 c such that (1) is nonoscillatory whenever
∞∫
t
q(s) ds  c
∗
tp
.
From (5), we get∣∣∣∣∣
∞∫
t
q(s) ds
∣∣∣∣∣ =
∣∣A0(t)∣∣ 1
tp
(
λ − λp+1p ).
Define a function f (x) = x − x(p+1)/p , x > 0. Then it is easy to see that
supf (x) = p
p
(p + 1)p+1 .x>0
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∞∫
t
q(s) ds
∣∣∣∣∣
pp
(p + 1)p+1tp ,
then (1) is nonoscillatory. This generalizes [10, Theorem 3].
Next, we show the constant c∗ = pp
(p+1)p+1 is sharp. Assume there exists a positive constant δ
such that for t ∈ I ,
∞∫
t
q(s) ds = A0(t) (c∗ + δ)/tp.
Denote c0 = c∗ + δ, then c0 > c∗ and by (3),
A1(t) c1/tp
with
c1 = c0 + c
p+1
p
0 > c0.
By induction, we can show that
An+1(t) cn+1/tp
with
cn+1 = c0 + c
p+1
p
n > cn, n ∈ N.
We claim that
lim
n→∞ cn = ∞.
If the claim is false, then by the monotone increasing property of cn, we must have
c∞ =: lim
n→∞ cn < ∞
and x = c∞ > 0 satisfies the equation
x = c0 + x
p+1
p .
But it is not difficult to verify that above equation has no positive root if c0 > c∗, or equivalently,
δ > 0. In this case,
lim
n→∞An(t) = ∞, ∀t > 0,
Corollary 4 implies that (1) is oscillatory. Hence c∗ is sharp.
Example 2. Assume 0 
∫ ∞
t
q(s) ds = A0(t) < ∞, ∀t ∈ I , and A0(t) ≡ 0. If there exists a
positive constant d0 with d0 > p(p+1)(p+1)/p such that for t ∈ I ,
p
∞∫
t
(A0(s))
p+1
p
(r(s))
1
p
ds  d0A0(t).
Then (1) is oscillatory.
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A1(t) d1A0(t)
with d1 = 1 + d0 > d0. Assume An(t) dnA0(t), then by (3),
An+1(t) dn+1A0(t)
with dn+1 = 1 + d0d(p+1)/pn > dn, n ∈ N ∪ {0}. Since the equation x = 1 + d0x(p+1)/p has no
positive solution, we see that limn→∞ dn = ∞, which means that limn→∞ An(t) = ∞ whenever
A0(t) > 0. Corollary 6 now implies that (1) is oscillatory.
Example 3 (Generalized form of Sturm Comparison Theorem). Consider two equations:
(
r(t)φp(x
′)
)′ + q(t)φp(x) = 0, t ∈ I, (7)
and
(
R(t)φp(x
′)
)′ + Q(t)φp(x) = 0, t ∈ I, (8)
where
∫ ∞
t
q(s) ds and
∫ ∞
t
Q(s) ds exist and are finite,
∞∫
t
ds
(R(s))
1
p
= ∞
and
0 < r(t)R(t),
∣∣∣∣∣
∞∫
t
Q(s) ds
∣∣∣∣∣
∞∫
t
q(s) ds, ∀t ∈ I.
If (7) is nonoscillatory, then (8) is nonoscillatory. Hence, if (8) is oscillatory, then (7) is oscilla-
tory.
In fact, assume (7) is nonoscillatory, then the functions sequence {An(t)}∞n=0 defined by (3) is
bounded and satisfies
lim
n→∞An(t) = A
∗(t) < ∞, ∀t ∈ I.
Now, it is easy to verify that the corresponding functions sequence {Bn(t)}∞n=0 with B0(t) =
| ∫ ∞
t
Q(s) ds| satisfies B0(t)A0(t) and
Bn+1(t) Bn(t), ∀n ∈ N∪ {0}, t ∈ I,
and
Bn(t)An(t), ∀n ∈ N∪ {0}, t ∈ I.
Now above inequalities imply that
lim
n→∞Bn(t) limn→∞An(t) = A
∗(t) < ∞.
Theorem 3 now implies that (8) is nonoscillatory.
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