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Abstract
A multiple antenna base station (BS) with an intelligent reflecting surface
(IRS) platform, and several single antenna users are considered in the down-
link mode. Simultaneous wireless information and power transfer (SWIPT)
is utilized by the BS via transmit beamforming to convey information and
power to all devices. Each device applies power splitting (PS) to dedicate
separate parts of received power to information decoding and energy harvest-
ing. We formulate a total transmit power minimization problem to jointly
design the BS beamforming vectors, IRS phase shifts, and PS ratios at the
receivers subject to minimum rate and harvested energy quality of service
(QoS) constraints at all the receivers. First, we develop a block coordinate
descent algorithm, also known as alternating optimization that can decrease
the objective function with every iteration with guaranteed convergence. Af-
terwards, two low-complexity sub-optimal algorithms that rely on well-known
maximum ratio transmission and zero-forcing beamforming techniques are in-
troduced. These algorithms are beneficial when the number of BS antennas
and/or number of users are large, or coherence times of channels are small.
Simulations corroborate the expectation that by deploying a passive IRS, BS
power can be reduced by 10− 20 dBw while maintaining similar guaranteed
QoS. Furthermore, even the proposed sub-optimal algorithms outperform the
globally optimal SWIPT solution without IRS for a modest number of IRS
elements.
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1. Introduction
Large growth in the number of wireless devices, as well as their transmission-
rates or high-reliability traffic demands, are continually challenging future
(five and six-generation) cellular networks to invent more energy-efficient
and spectral-efficient solutions and architectures [1–4]. Recently, intelligent
reflective surface (IRS) has been introduced as a novel and cost-effective
method to enhance the performance of wireless networks in terms of reliabil-
ity, coverage area, spectral efficiency (SE), and energy efficiency (EE) [5, 6].
Compared to the conventional relay schemes, IRS elements are passive and
only reflect the incident signals by administering independent phase shifts to
the incident wave utilizing low-cost configurable elements, termed as phase
shifters [7].
Some recent studies have focused on the deployment of the IRS and its
optimal design under varying operating conditions. To be specific, [8] investi-
gated sum-rate maximization in an IRS-aided network where the transmitted
power of the base station (BS) and reflection coefficients at the IRS were opti-
mized. On the other hand, [9] studied a MISO communication system where
the SE was maximized by designing the transmit beamformers and phase
shifters at the BS and the IRS. The total transmit power minimization of
the IRS network was investigated in [10], where the transmit beamformers
and reflection coefficients were jointly optimized. In addition to the high
SE, achieving high EE is a fundamental demand for future wireless gener-
ations. As a promising solution, SWIPT technology has been studied com-
prehensively in the past several years, where each receiver can extract both
energy and information simultaneously [11–13]. For instance, [11] investi-
gated a downlink (DL) MISO SWIPT-aided system where all users receive
information and energy simultaneously by employing power splitting (PS).
In particular, the total transmit power was minimized by jointly optimizing
beamforming vectors and PS ratios at the BS and receivers, respectively.
To boost system performance, the concept of SWIPT has also been incor-
porated into the IRS-aided networks, resulting in the notion of IRS-SWIPT.
The performance analysis of the IRS-SWIPT with PS receivers was studied
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in [14] and compared to the conventional decode-and-forward (DF) relaying
systems. Specifically, the achievable data rate of the designed system with a
single-antenna BS was analyzed, and the corresponding phase shifters values
were obtained to maximize it. However, only a single-antenna BS and a single
user were considered. In addition, the direct path between the user and BS
was assumed non-existent. Two groups of receivers were considered in [15]
that either performed energy-harvesting (EH) or information decoding (ID),
and the minimum harvested power by EH receivers was maximized. Maxi-
mization of the weighted sum of harvested powers for all EH receivers was
investigated in [16]. In [17], transmit power was minimized in the MISO IRS-
aided SWIPT system while offering guaranteed minimum QoS in terms of
rate and harvested power to the two groups of ID receivers and EH receivers.
Existing contributions, e.g., [15]- [17], have mainly concentrated on a sep-
arate architecture where ID receivers are different from EH ones. In most
cases, specifically in internet of things (IoT) applications, same receivers are
required to decode data and harvest energy at the same time. While opti-
mization of such combined ID/EH receiver architectures is in high practical
demand, they have not been looked at except [14] whose scenario is very
narrow in scope. To address this shortcoming, our main contributions can
be enumerated as follows:
1. A scenario involving both SWIPT and IRS is investigated where users
apply power-splitting (PS) to perform both ID and EH from the same
transmissions. It is sought to minimize BS transmit power subject to
individual guaranteed QoS in terms of rate and harvested energy. The
design involves selecting transmit beamformers, IRS phase shifts, and
receivers PS ratios.
2. Block coordinate descent that is also known as alternating optimization
is exploited to derive a solution to the design problem in 1.
3. While satisfactory in performance, the solution in 2 suffers from high
complexity. For scenarios with large number of BS antennas and/or
users or short coherence times, two sub-optimal designs based on max-
imum ratio transmission (MRT) and zero-forcing (ZF) beamforming
are developed.
4. Improvements obtained via IRS is investigated numerically. It is re-
vealed that transmission power can be lowered by about 12 dBw with
the incorporation of an IRS with 50 elements. Furthermore, the pro-
posed sub-optimal designs outperform the globally optimal SWIPT de-
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sign with no IRS even with a modest number of IRS elements.
The rest of the paper is organized as follows. Section II provides system
model and problem formulation. Section III derives the block coordinate
descent algorithm. Sub-optimal MRT- and ZF- based solutions are derived
in Section IV and numerical results are provided in Section V. Section VI
concludes the paper.
2. Problem Formulation
Downlink transmission from a multi-antenna base station (BS) equipped
with M antennas to K single-antenna users is considered, see Fig. 1. In ad-
dition to multiple antennas at the BS, an intelligent reflecting surface (IRS)
with N elements is exploited to further improve communications. For all
the channels between BS, IRS, and users, a block fading model is consid-
ered, which means that the channel remains constant within a coherence
time and changes independently afterwards. Furthermore, full channel state
information (CSI) is assumed at the BS. This can be achieved provided that
coherence time is large enough so that all channel gains can be estimated and
fed back to the BS. To enable CSI acquisition at the IRS, an IRS controller
is employed. Orthogonal frequency-division multiplexing (OFDM) is used
to transmit signals to each of the corresponding K users, and one such fre-
quency resource is utilized by all users. The transmitted complex baseband
signal at the BS can be expressed by
x =
K∑
k=1
skwk, (1)
where sk ∈ C is the information-bearing symbol for user k, which is a zero-
mean unit variance random variable and independent across users. Further-
more, wk ∈ CM×1 represents the transmit beamforming vector corresponding
to user k.
In addition to CSI estimation and feedback, IRS controller adjusts the
reflection coefficients of IRS elements at the instruction of BS. IRS is assumed
passive, hence its reflection coefficient amplitudes are all equal one and they
only perform phase shifts. The reflection coefficient matrix at the IRS is
donated by Θ = diag(ejθ1 , ejθ2 , . . . , ejθN ), where θn ∈ (0, 2pi] represents the
phase shift of n-th unit, or element. The complex conjugate of channel gains
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Figure 1: A multi-user MISO IRS-SWIPT communication system.
between BS and user k is denoted by hb,k ∈ CM×1. Similarly, the complex
conjugate of channel gains between the IRS and user k is represented by
hr,k ∈ CN×1. The complex channel gains between the BS and the IRS are
given by Hb,r ∈ CN×M . The received signal of user k can be then written as
yk = h
H
k
(
K∑
k=1
skwk
)
+ nk, (2)
where hHk = h
H
b,k + h
H
r,kΘHb,r is the equivalent channel gain from the BS
to user k, and (.)H denotes the Hermitian transpose operation. While the
first term represents the direct link between the BS and user k, second term
specifies the reflected path by the IRS. Furthermore, nk ∼ CN (0, σ2k) denotes
the antenna noise at the user k which is assumed to be circularly symmetric
complex Gaussian (CSCG). The BS strives to provide all K users with energy
as well as information leading to a SWIPT scenario. Among various SWIPT
architectures, a power-splitting (PS) one is assumed. Subsequently, each
device uses an adjustable power splitter to divide received signal into two
streams. A power ratio of (1 − ρk) is dedicated to energy harvesting (EH),
while the remaining ρk portion is exploited for information decoding (ID).
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Consequently, the input signal at the ID section can be stated as
yIDk =
√
ρk
(
hHk
K∑
j=1
wksk + nk
)
+ zk, (3)
where ρk ∈ [0, 1] denotes the PS ratio at user k, and zk ∼ CN (0, δ2k) is the
baseband signal processing noise introduced at the ID section which is CSCG.
User k decodes its information treating other users as noise. Therefore, the
received SINR at the k-th user can be expressed as
SINRk =
ρk
∣∣hHk wk∣∣2
ρk
∑
i 6=k
|hHk wi|2 + ρkσ2k + δ2k
. (4)
In addition, the received signal at the EH module is given by
yEHk =
√
1− ρk
(
hHk x + nk
)
. (5)
Moreover, we assume that the amount of harvested power at the EH
section is linearly proportional to the received power and can be written as
Pk = ηk(1− ρk)
(
K∑
i=1
∣∣hHk wi∣∣2
)
, (6)
where ηk ∈ (0, 1] is the energy conversion efficiency for user k. Since the
noise power is negligible, so it is not considered in (6).
Our goal is to jointly design beamforming vectors {wk}Kk=1, IRS phase
shifts {θn}Nn=1, and users power-splitting ratios {ρk}Kk=1 so that the total
transmitted power at the BS is minimized while maintaining minimum rate
and energy harvesting constraints for all K users. The corresponding opti-
mization problem can be mathematically formulated as follows:
P1 : min
ρk,wk,Θ
K∑
k=1
‖wk‖2 (7a)
s.t.
ρk
∣∣hHk wk∣∣2
ρk
∑
i 6=k
|hHk wi|2 + ρkσ2k + δ2k
≥ γk, ∀k, (7b)
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ηk(1− ρk)(
K∑
i=1
∣∣hHk wi∣∣2) ≥ ek, ∀k, (7c)
0 < ρk < 1, ∀k, (7d)
0 < θn ≤ 2pi, ∀n, (7e)
where γk and ek are given minimum targets for SINR and harvested power at
each receiver, respectively. Constraints (7b) and (7c) denote the minimum
SINR and EH at each user. The given minimum SINR constraint in (7b)
is equivalent to a minimum rate constraint if we add one to both sides and
take logarithms afterwards. Constraints (7d) and (7e) are inherent limits
for PS ratios and phase shifters. It should be noted that positive SINR and
harvested power thresholds (i.e., γk > 0, and ek > 0) are considered. Hence,
ρk needs to satisfy strict inequality 0 < ρk < 1 expressed by constraint (7d).
3. An Iterative Solution via Block Coordinate Descent
Before proceeding to solve P1, we offer some background on the difficulty
and available solutions for its simpler variants. When no IRS is present and
SWIPT is not utilized, P1 becomes a simple beamforming design problem
that minimizes total BS transmit power subject to rate constraints for all
users. This problem has the following form
Q1 :min
wk
K∑
k=1
‖wk‖2 (8a)
s.t.
∣∣hHk wk∣∣2∑
i 6=k
|hHk wi|2 + σ2k + δ2k
≥ γk, ∀k. (8b)
Here hks are known and fixed, unlike when IRS is present. Multiplying both
sides of (8b) by its denominator, Q1 becomes a quadratically-constrained
quadratic program (QCQP). QCQPs can range from simple convex problems
to very difficult NP-hard ones. While Q1 is not convex, it is not NP-hard and
efficient solutions to reach its global optimum exist. Specifically, [18] provides
an iterative algorithm, which alternates between optimizing beamformers
directions and their powers. Closed-form solutions are provided for every step
and convergence to the global optimum is proved. Furthermore, [18] proves
that a semi-definite relaxation (SDR) of Q1 is tight and always provides
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a rank one solution even when the rank constraint is dropped. This is in
contrast to the loosely speaking dual problem (not mathematically defined
dual) of designing beamformers that maximize sum-rate subject to individual
power constraints, which has been proven to be NP-hard [19].
A PS SWIPT scenario was added to Q1 by [11] leading to the following
problem
Q2 : min
ρk,wk
K∑
k=1
‖wk‖2 (9a)
s.t.
ρk
∣∣hHk wk∣∣2
ρk
∑
i 6=k
|hHk wi|2 + ρkσ2k + δ2k
≥ γk, ∀k (9b)
ηk(1− ρk)(
K∑
i=1
∣∣hHk wi∣∣2) ≥ ek, ∀k (9c)
0 < ρk < 1, ∀k, (9d)
Although the constraints in Q2 are no longer quadratic, Q2 has curiously
maintained the specific structure of Q1. Subsequently, [11] proved that a SDR
of Q2 is also tight and provides a rank one optimum solution. Furthermore,
the SDR is convex and can be solved efficiently.
Unlike Q1 and Q2, P1 can not be easily relaxed into a convex problem
via SDR as the IRS phase shifts enter the problem through hk’s, which ap-
pear quadratically alongside quadratic wks. In order to tackle this challenge,
P1 is solved via block coordinate descent (BCD), also known as alternating
optimization (AO), which is proved to reduce the objective function at every
iteration with guaranteed convergence. In the first stage, IRS phase shifts
are fixed while the beamformers and PS ratios are optimized via SDR. In the
second stage, beamformers and PS ratios are fixed and IRS phase shifts are
optimized.
3.1. Optimizing wk and ρk with given Θ
With Θ fixed, hk’s become fixed and P1 reduces to that of beamforming
with PS SWIPT in Q2. Upon defining Wk = wkw
H
k , this problem can be
relaxed as
P2 : min
ρk,Wk
K∑
k=1
Tr(Wk) (10a)
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s.t.
Tr(HkWk)
γk
−
∑
i 6=k
Tr(HkWi) ≥ σ2k +
δ2k
ρk
, ∀k, (10b)
K∑
i=1
Tr(HkWi) ≥ ek
ηk(1− ρk) , ∀k, (10c)
Wk ≥ 0, ∀k, (10d)
0 < ρk < 1, ∀k. (10e)
It is notable that the right-hand side of constraints in (10b) and (10c) are
both convex functions given the fact that both 1
ρk
and 1
1−ρk are convex and
the left-hand side of these constraints are affine. As seen, rank one constraint
is dropped due to relaxation. If W∗k which is the optimum solution to P2
satisfies rank one constraint, the optimal beamforming weight wk can be
found by an eigenvalue decomposition (EVD) of W∗k. For a fixed and given
Θ, we know from [11] that W∗k is guaranteed to have rank one. Subsequently,
EVD of W∗k leads to the optimal solution. W
∗
k itself can be obtained by
employing an interior-point algorithm [20], and using computer software tool,
e.g., CVX [21].
3.2. Optimizing Θ with given wk and ρk
With beamforming weights wk fixed, the objective function in P1 becomes
fixed, so the problem is changed into a feasibility check for Θ. Let us de-
fine, u = [ejθ1 , ejθ2 , ...ejθN ]H and apply the change of variables hHb,kw
∗
i = ab,i
and hHr,kΘHb,rw
∗
i = u
Hbi, where bi = diag(h
H
r,k)Hb,rw
∗
i . Then P1 can be
rewritten as follows
P3: Find u (11a)
s.t.
∣∣uHbk + ab,k∣∣2∑
i 6=k
|uHbi + ab,i|2 + σ2k + δ
2
k
ρ∗k
≥ γk, ∀k, (11b)
ηk(1− ρ∗k)
( K∑
i=1
∣∣uHbi + ab,i∣∣2) ≥ ek, ∀k, (11c)
|un| = 1, ∀n. (11d)
P3 maintains quadratic inequality and equality constraints. Subsequently,
we can use SDR to relax P3. Specifically, we introduce v = [u; 1] and Gi =
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[bib
H
i ,bia
H
b,i; ab,ib
H
i , 0]. Furthermore, we define V = vv
H which requires to
satisfy V ≥ 0 and Rank(V) = 1. Dropping rank one constraint, (P3) is
relaxed into
P4: Find V (12a)
s.t.
Tr(GkV)
γk
−
K∑
i=1
i 6=k
Tr(GiV) ≥ σ2k +
δ2k
ρ∗k
, ∀k, (12b)
K∑
i=1
Tr(GiV) ≥ ek
ηk(1− ρk) , ∀k, (12c)
Vn,n = 1, n = 1, ..., N + 1, V ≥ 0. (12d)
P4 is a standard SDP and can be solved with optimization solvers such
as CVX [21]. While we may be tempted to iteratively solve P2 and P4, the
iterations can get stuck even in the first round because the same initialization
Θ(0) used in P2 remains feasible in P4. Hence, a mechanism should be de-
veloped to ensure Θ keeps varying in P4. To accommodate such mechanism,
we consider the following optimization problem instead of (P4):
P5 : max
V,αk,φk
K∑
k=1
αk + λφk (13a)
s.t.
Tr(GkV)
γk
−
K∑
i=1
i 6=k
Tr(GiV) ≥ σ2k +
δ2k
ρ∗k
+ αk, ∀k, (13b)
K∑
i=1
Tr(GiV) ≥ ek
ηk(1− ρk) + φk, ∀k, (13c)
Vn,n = 1, n = 1, ..., N + 1, V ≥ 0, (13d)
αk ≥ 0, φk ≥ 0, ∀k = 1, . . . , K. (13e)
P5 is designed to select Θ (through V) so as to maximize the SINR and
EH margins from the minimum required values specified in P2. Hence, it
looks to somehow optimize Θ instead of just providing a feasible point. It
should be noted that the optimal solution of P5 is a feasible solution of P4.
It is notable that the SDR relaxation appearing in P5 may not be tight.
Therefore, optimal V may not be rank one. While Gaussian randomization
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Algorithm 1 Block Coordinate Descent for P1
Input: Set iteration number i = 0 and initialize the phase shifts to Θ(0).
1: While Θ(i+1) 6= Θ(i) do
2: Solve P2 for given Θ(i), and obtain the optimal
solutions as {w(i+1)k , ρ(i+1)k }.
3: Solve P5 for given {w(i+1)k , ρ(i+1)k }, and denote the
feasible solution after applying EVD by Θ(i+1).
4: set i← i+ 1;
5: end while
Output: return solutions {w∗k, ρ∗k,Θ∗}.
can be employed to obtain a feasible solution in the form of v = [u; 1],
we utilize a simple alternative. Indeed, we perform eigenvalue decomposition
(EVD) of V and select the eigenvector corresponding to the largest eigenvalue
as v. Next, we check if this v = [u; 1] satisfies the constraints in P3. If it
does, then we are done. If it does not, then we move on to the next largest
eigenvalue and continue until a feasible solution is found. In the end, P2
and P5 can be solved iteratively instead of the main problem P1. The block
coordinate descent algorithm to solve P1 is summarized in Algorithm 1. The
following proposition offers its performance guarantee.
Proposition 1: Algorithm 1 iterations yield a non-increasing sequence of
objective values with guaranteed convergence.
Proof : Please check Appendix A.
4. Low-complexity Sub-optimal Solutions
While Algorithm 1 provides a satisfactory performance, its complexity
might be too demanding for scenarios involving large number of antennas
and/or users, or short coherence times. To address this limitation, we resort
to sub-optimal low-complexity alternatives. Specifically, we utilize simple
beamforming methods such as maximum ratio transmission (MRT) or zero-
forcing (ZF) and optimize only the beamforming powers and PS ratios. This
reduces the parameters dimension to 2K compared to that of P2 which has
(M2+1)K parameters. We focus on MRT first and investigate ZF afterwards.
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4.1. MRT Beamformer
MRT beamformer is given by
w
(MRT)
k =
√
Pkhk
‖hk‖ =
√
Pkw¯k. (14)
Using wk as defined in (14) in Q2 yields
P6 :min
ρk,Pk
K∑
k=1
Pk (15a)
s.t. (1 + γk)Pk
∣∣hHk w¯k∣∣2 ≥ (15b)
γk
ρk
δ2k + γk
(
K∑
i=1
Pi
∣∣hHk w¯i∣∣2 + σ2k
)
, ∀k,
ηk(1− ρk)
(
K∑
i=1
Pi
∣∣hHk w¯i∣∣2
)
≥ ek, ∀k, (15c)
Pk ≥ 0, ∀k, 0 < ρk < 1, ∀k. (15d)
With Θ and thus hk, w¯ks fixed, P6 is convex. Indeed, P6 can be trans-
formed into a second-order cone program (SOCP), which can be efficiently
solved [22]. We show how to reformulate P6 into a SOCP next. One of the
constraint forms which can be represented by SOCs is the restricted hyper-
bolic constraints. They have the form of xHx ≤ yz, which are equivalent to
the following form ∥∥∥∥ 2xy − z
∥∥∥∥ ≤ y + z, (16)
where x ∈ CM×1 and y, z ≥ 0 are real non-negative scalars. Let us define
P¯k :=
∑K
i=1 Pi
∣∣hHk w¯i∣∣2. Next, we introduce zk := (1+γk)Pk∣∣hHk w¯k∣∣2−γk(P¯k+
σ2k), where the slack variable zk ≥ 0 because γkρk δ2k ≥ 0. Otherwise, (15b)
becomes infeasible. Then, we replace zk in (15b) which yields ρkzk ≥ γkδ2k.
Consequently, the SOCP form can be formulated as
P8 : min
ρk,Pk,P¯k,zk
K∑
k=1
Pk (17a)
s.t. (1 + γk)Pk
∣∣hHk w¯k∣∣2 = zk + γk(P¯k + σ2k), ∀k, (17b)
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Algorithm 2 BCD with MRT beamforming
Input: Set iteration number i = 0 and initialize the phase shifts to Θ(0).
1: While Θ(i+1) 6= Θ(i) do
2: Solve P8 for given Θ(i), and obtain the optimal
solutions as {ρ(i+1)k , P (i+1)k }.
3: For given {ρ(i+1)k , P (i+1)k }, evaluate w(MRT)k as in (14)
then denote the feasible solution of P5 after
applying EVD by Θ(i+1).
4: set i← i+ 1;
5: end while
Output: return solutions {P ∗k , ρ∗k,Θ∗}.
∥∥∥∥ 2√γkδ2kzk − ρk
∥∥∥∥ ≤ zk + ρk, ∀k, (17c)∥∥∥∥∥ 2
√
ek
ηk
(1− ρk)− P¯k
∥∥∥∥∥ ≤ (1− ρk) + P¯k, ∀k, (17d)
zk ≥ 0, Pk ≥ 0, 0 ≤ ρk ≤ 1, ∀k, (17e)
P¯k :=
K∑
i=1
Pi
∣∣hHk w¯i∣∣2, ∀k. (17f)
P8 is a SOCP, which can be efficiently solved. Therefore, our first sub-
optimal algorithm iteratively solves P8 and P5 where beamformers’ directions
are selected via MRT. MRT-based sub-optimal algorithm is summarized in
Algorithm 2.
4.2. ZF Algorithm
ZF-based beamforming can eliminate interference when M ≥ K. As a
result, P1 reduces to the following problem
P9 : min
ρk,wk
K∑
k=1
‖wk‖2 (18a)
s.t.
ρk
∣∣hHk wk∣∣2
ρkσ2k + δ
2
k
≥ γk, ∀k, (18b)
ηk(1− ρk)
∣∣hHk wk∣∣2 ≥ ek, ∀k, (18c)
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Algorithm 3 Closed-Form Solution for P9
1: For given hks, obtain the optimal solutions {w∗k, ρ∗k} as follows [11]:
2: Set Uk =null(H¯
H
k ), ∀k.
3: Set κk =
ek
ηk(γk+1)σ
2
k
and ϑk =
γkδ
2
k
(γk+1)σ
2
k
, ∀k.
4: Set ρ∗k =
−(κk+ϑk−1)+
√
(κk+ϑk−1)2+4ϑk
2
, ∀k.
5: Set w∗k =
√
γk(σ2k +
δ2k
ρ∗k
)
UkU
H
k hk
hHk UkU
H
k hk
, ∀k.
H¯Hk wk = 0, ∀k, (18d)
0 < ρk < 1, ∀k, (18e)
where H¯k
∆
= [h1, ...,hk−1,hk+1, ...,hK ] ∈ CM×(K−1). The optimal solution for
(P9) has a closed-form as determined by [11]. We explain the main ideas for
finding the closed-form solution here and leave the derivations to [11].
First, constraints in P9 are decoupled across users and hence beamformer
for every user can be optimized separately. Second, both constraints (18b)
and (18c) should hold with equality at the optimum for any given k. Oth-
erwise, we can change ρk a little bit so that both constraints are held with
inequality then decrease ‖wk‖2 while ensuring all constraints are satisfied.
As a result, for any given k, (18b) and (18c) become two equations in two
unknowns which are ρk and |hHk wk|2. Omitting |hHk wk|2 from one and using
into the second introduces a quadratic equation for ρk which has one positive
solution. After finding optimal ρk, optimal wk is found by projecting hk into
the null space of H¯k followed by adjusting its `2 norm to ensure it equals the
optimal value of |hHk wk|2 found via (18b) and (18c). Closed-form solution for
P9 is summarized in Algorithm 3, where Uk indicates the orthogonal basis
of the null space of H¯Hk . Finally, Algorithm 4 summarizes the sub-optimal
ZF-based block coordinate descent solution to P1.
5. Numerical Results
In this section, numerical results are provided to assess the improvements
made by the proposed algorithms. An IRS-SWIPT femtocell network is
considered where single-antenna users are distributed uniformly in a square
area whose side is 5m. The system parameters are summarized in Table 1.
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Algorithm 4 BCD with ZF beamforming
Input: Set iteration number i = 0 and initialize the phase shifts to Θ(0).
1: While Θ(i+1) 6= Θ(i) do
2: Solve Algorithm 3 for given Θ(i), and obtain the optimal solutions as
{ρ(i+1)k ,w(i+1)k }.
3: Solve (P5) for given {ρ(i+1)k ,w(i+1)k }, and denote the
feasible solution after applying EVD by Θ(i+1).
4: set i← i+ 1;
5: end while
Output: return solutions {w∗k, ρ∗k,Θ∗}.
Table 1: Simulation Parameters
Parameters Values
BS location (0m,0m)
IRS location (10m,0m)
Rectangular Dimensions 5m×5m
Path-loss for the direct link -30-20*log10(d)
Path-loss for the reflected link -30-20*log10(d)
energy conversion efficiency ηk = η = 0.5
the antenna noise σ2k = σ
2 = −70 dBm
additional noise at the ID δ2k = δ
2 = −50 dBm
Rician factor 5 dBw
The following equation is used for the path loss model:
L(d) = C0
(
d
D0
)−α
, (19)
where C0 denotes the path loss at the reference distance D0 = 1m, which is
set to be −30 dBw, α indicates path loss exponent considered to be 2, and d
indicates the length of the link. For all the included channel links, the Rician
fading model with the dominant line-of-sight (LOS) signal is considered as
follows:
hi,k =
√
Kr
1 +Kr
hLOSi,k +
√
1
1 +Kr
hNLOSi,k , i ∈ {b, r}, (20)
Hb,r =
√
Kr
1 +Kr
HLOSb,r +
√
1
1 +Kr
HNLOSb,r , (21)
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Figure 2: Transmission power versus M with fixed em = −10 dBm and γk = 10
dBw, N = 50.
where hLOSi,k and H
LOS
b,r are the LOS components, and the Rayleigh fading
component is expressed by hNLOSi,k and H
NLOS
b,r whose elements follow a Gaus-
sian random variable with zero mean and covariance one. Furthermore, Kr
is a Rician factor, which is assumed to be the same for all models. Partic-
ularly, a uniform linear antenna array (ULA) model is adopted for the LOS
component, i.e., hLOSi,k = [1, e
jθk , ..., ej(M−1)θk ]T with θk = −2pix sin(φk)λ , where λ
denotes the the carrier wavelength and x = λ/2 is the distance between two
consecutive antennas. Similarly, HLOSb,r can be modeled by the ULA. Finally,
the weight λ in the objective of P5 was set to one.
We investigate the improvement made by IRS presence compared to when
IRS is absent. In this regards, the optimal PS-SWIPT parameters derived
by [11] are computed and labeled as optimal solution without IRS. Similarly,
ZF without IRS is also borrowed from [11]. As for MRT without IRS, only
P8 is solved once. In all three cases, channel gains hk are set equal to hb,k,
which is the direct channel between the BS and users. These results are
compared against our three proposed algorithms when the IRS exists.
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Figure 3: BS transmit power versus the number of passive elements at the IRS, N ,
with fixed em = −10 dBm and γk = 10 dBw.
First, we look at the minimum required transmit power at the BS against
the number of BS antennas M , while γk = 10 dBw and ek = −10 dBm are
fixed. As shown in Fig 2, it can be observed that the transmit power at the
BS decreases when the number of transmit antennas at the BS grows in all
our proposed algorithms. This fact reveals that exploitation of large or even
massive antennas can be advantageous for MISO IRS-aided SWIPT systems
in order to reduce the transmit power. As seen, the proposed BCD Algorithm
1 performs better than the globally optimal design without IRS. It can also be
observed that even the sub-optimal MRT- and ZF-based beamformers with
IRS can enhance the system performance compared to that of the non-IRS
case.
Next, we plot minimum transmit power versus the number of IRS passive
components N for a fixed γk = 10 dBw and ek = −10 dBm in Fig. 3. Similar
to Fig. 2, the BS transmit power decreases by increasing the number of units
at the IRS. In fact, deploying IRS with more passive elements can further
amplify the signal power and therefore reduce the required transmit power
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Figure 4: Transmit power versus SINR target γ, with fixed em = −20 dBm and
N = 50.
at the BS. Nevertheless, in the non-IRS case, the transmit power does not
change and stays the same in optimal, MRT, and ZF sub-optimal solutions
as expected. Indeed, provided enough IRS elements are employed, a sub-
optimal MRT/ZF beamformer with IRS can outperform the globally optimal
design without IRS. This is a testament to the effectiveness of the IRS-
aided communications. Finally, Fig. 4 shows the performance comparison
between the IRS and non-IRS cases with BCD, ZF, and MRC based sub-
optimal solutions, where ek = −20 dBm is fixed, and the BS is equipped
with M = 4 antennas. When IRS is present, it has N = 50 elements. It
is observed that the transmit power is an increasing function of minimum
required SINR γk. In all cases, the IRS-aided SWIPT system performs more
satisfactory than non-IRS cases. Besides, the BCD solution obtains a very
smaller transmission power in the lower SINR region than the ZF and MRC
based sub-optimal solutions. However, as SINR increases, the gap between
the two disappears. Low number of BS antennas in this scenario suggests
that IRS can be beneficial for device to device (D2D) communications as
18
well. Indeed, a preinstalled IRS platform can help a transmitter with few
antennas to reduce its transmit power significantly as if it is using a massive
array.
6. Conclusions
An optimization problem to jointly select the BS beamforming vectors,
IRS phase shifts, and receivers PS ratios for a multiuser MISO IRS-aided
SWIPT-based cell was formulated subject to minimum rate and harvested en-
ergy QoS constraints at the receivers. A block coordinate descent algorithm
was proposed with the two desirable properties of decreasing the objective at
every iteration and guaranteed convergence. Furthermore, two sub-optimal
algorithms with a considerably lower complexity were developed by utilizing
MRT- and ZF-based beamforming. Numerical results revealed the signifi-
cant performance improvement of the proposed approaches compared to the
global optimum of a similar SWIPT system with no IRS.
Appendix A: Proof of Proposition 1
We consider {w(i+1)k , ρ(i+1)k }Kk=1 as the optimal solution of P2 given Θ(i).
Furthermore let Θ(i+1) be the optimal solution of P5, given {w(i+1)k , ρ(i+1)k }Kk=1.
If we define the objective function of P1 as
f
(
Θ, {wk, ρk}Kk=1
)
=
K∑
k=1
‖wk‖2.
Then, we will have
f
(
Θ(i+1), {w(i+1)k , ρ(i+1)k }Kk=1
)
= f
(
Θ(i), {w(i+1)k , ρ(i+1)k }Kk=1
)
≤ f
(
Θ(i), {w(i)k , ρ(i)k }Kk=1
)
which comes from the fact that for given Θ(i), the solutions {w(i+1)k , ρ(i+1)k }Kk=1
are optimal. As for convergence, we have a sequence of non-increasing ob-
jective values, which are bounded below by zero. Note that the objective
function can not become negative. Hence the sequence of objective values
are guaranteed to converge.
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