In a previous Stata tip (Buis 2007) I discussed how to recover t-statistics, p-values, and confidence intervals for regression parameters using the results that are returned by an estimation command. In a subsequent Stata tip (Buis 2011) I discussed how to recover parameter estimates for parameters that were estimated on a transformed scale, for example if a likelihood function contains a standard deviation or a correlation then many Stata commands will maximize the likelihood with respect to ln(standard deviation) and the Fisher's z-transformation of the correlation. In this tip I will discuss how to recover the standard errors for the back-transformed parameters, that is, the standard errors of the standard deviation and the correlation.
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Often Stata does display the back-transformed parameters and their standard errors, but it leaves behind only the estimates of the transformed parameters and their standard errors. In those cases the delta method (for example: Feiveson 2005) was used to compute the standard errors of the back-transformed parameters. In its simplest form the delta method means that if we apply a transformation G(·) to a parameter b, than we can approximate the standard error of the transformed parameter as:
where G (b) is the first derivative of G(b) with respect to b evaluated atb. If Stata returned ln(standard deviation) and we want the standard deviation and its standard error, then G(b) = exp(b) and G (b) = exp(b). If Stata returned Fisher's ztransformation of a correlation and we wanted the correlation and its standard error, then G(b) = tanh(b) and G (b) = cosh(b) −2 . This is illustrated below using a model estimated with [R] heckman. This model was chosen because it returns transformed parameters of both types. Notice that the confidence intervals do not correspond with those in the output of heckman. This is because heckman first computes the bounds of the confidence intervals for the transformed parameters and then back-transforms those bounds to the original metric, while nlcom uses the standard errors for the back-transformed parameters for computing these bounds. In most cases computing the bounds on the transformed scale and then back-transforming those bounds to the original scale results in somewhat better bounds as the sampling distribution of the transformed parameters is likely to be better approximated by a normal distribution than the sampling distribution of the backtransformed parameters. For more discussion, see Sribney and Wiggins (2009) . You can use the tricks discussed in Buis (2007) to recover the confidence intervals reported by heckman. Also note that nlcom returns the z-statistic and p-value for the test of the null hypothesis that the standard deviation and the correlation are zero, which were not reported by heckman. This test is problematic in case of the standard deviation, as this is a test 'on the boundary of the parameter space'. A standard deviation can only take values larger than or equal to zero, so the hypothesis that the standard deviation is equal to zero is on the boundary of the possible values for the standard deviation, and standard tests do not tend to behave well in this extreme area (for example: Gutierrez et al. 2001) .
