ABSTRACT Deep convolutional neural networks (DCNN) have been applied successfully for finger vein recognition and have achieved promising performance in the past three years. However, public finger vein datasets are scarce and tend to be relatively small, and thus unable to provide a substantial number of welllabeled images needed to train an effective convolutional neural network (CNN). In this paper, a CNN model pre-trained on ImageNet is adopted to develop a CNN-based local descriptor named CNN competitive order (CNN-CO) that can exploit discriminative features for finger vein recognition. The CNN filters from the first layer of the AlexNet network and the corresponding CNN filtered images are visualized and compared with Gabor filters. According to the appearances and outputs of the CNN filters in three color spaces, we select the ones that most resemble the Gabor filters. The selected CNN filters are employed to generate a competitive order (CO) image using the winner-take-all rule. Then, the pyramidal histograms calculated from the CO image in different levels are concatenated to build the final histogram. The extensive experimental results on two public finger vein datasets demonstrate the effectiveness of the proposed method in selecting CNN filters. The results show that the proposed CNN-CO scheme using the selected CNN filters outperforms the well-known local descriptors.
I. INTRODUCTION
Due to the tremendous growth in demand for secure systems, automatic personal authentication using biometrics has attracted significant attention. Biometrics technology has reached a mature stage of development over the last two decades. As an emerging form of automated identification, finger vein biometrics has several important characteristics. It is a user-friendly technique that can be used with small imaging devices while providing high quality liveness, detection and high-level security [1] - [3] . In addition, the structure of the blood vessels located underneath the skin is unique for each individual and remains consistent over a long period of time. The property of the internal blood vessel network makes finger vein identification systems immune to forgery.
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Deep convolutional neural networks (CNNs) have demonstrated excellent performance for image classification, as shown in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [4] and in scene understanding [5] . Inspired by the remarkable success of CNNs in image classification, a number of CNN-based approaches have been proposed for tackling various problems in computer vision such as object detection [6] , [7] , object tracking [8] , [9] , segmentation [10] , [11] , and video classification [12] , [13] . Generally, the success of CNN-based approaches depends on a large labeled dataset and the ability to train well-designed learning system using the labeled dataset. However, in finger vein recognition, public datasets are quite scarce and relatively small in comparison with the public datasets for face recognition and scene understanding. It is difficult to train an excellent CNN model to provide promising performance for finger vein recognition using a limited dataset.
An alternative approach is to exploit features directly from a trained CNN model. Gong et al. [14] introduced a framework using multi-scale orderless pooling (MOP) to aggregate CNN activations from high layers using a vector of locally aggregated descriptor (VLAD). In this framework, the deep activation features are extracted directly from a CNN model pre-trained on ImageNet. Wang et al. [15] proposed to adopt a CNN model pre-trained on ImageNet as a universal feature descriptor. This approach represents a hand vein image by concatenating the local features from different levels of the spatial pyramid. Inspired by the successful applications of a pre-trained CNN model, we propose to devise an approach that can combine a pre-trained CNN model with the characteristics of finger vein biometrics. However, the differences between images from ImageNet and finger vein images lie not only in the images themselves, but also in the image space. Consequently, developing a method for exploiting effective features using a CNN model pre-trained on ImageNet is not straightforward. Finger veins located underneath the skin of a finger contain a vascular network that resembles a piecewise linear pattern, which are similar to the principle lines in a palm print. For biometrics involving abundant line structures, orientation coding (OC)-based approaches using the Radon transform [16] , [17] and tunable filters such as steerable filter [18] and Gabor filter [3] , [19] - [21] , are appropriate for capturing the orientation information. OC-based representation is normally obtained by first convolving an image with a bank of filters and then encoding the filtered responses using several rules. Since OC-based approaches can achieve guaranteed accuracy, they have been applied widely for palmprint recognition and finger vein recognition. Figs. 1 and 2 depict the Gabor filters and their filtered images. In Fig. 3(a) , the visualization of convolutional filters from the first layer of the AlexNet [4] network indicates that some CNN filters from the first layer and their outputs are similar to Gabor filters. This similarity motivates us to select CNN filters from a shallow layer to extract orientation features for finger vein recognition.
In this paper, we propose to employ the learnable convolutional filters from a CNN model pre-trained on ImageNet to extract the CNN competitive order (CNN-CO) for finger vein recognition. Specifically, the CNN filters from the first convolutional layer of the AlexNet network are employed as these filters with large kernel size well capture line structure features. By visualizing the CNN and Gabor filters and their outputs, five labels are given to the CNN filters according to their appearances and filtered images. Applying these labels, the CNN filters that can capture line structure are selected to establish a new group of CNN filters. Similar to the OC-based approach, the competitive order (CO) map can be computed using the winner-take-all rule on the new group of CNN filtered images. Then the pyramid histograms of the competitive order are extracted and concatenated to generate the final histogram for an image representation. This paper makes three important contributions to the field. (1) A framework that employs a CNN model pre-trained on ImageNet for finger vein recognition is presented. Different from the existing CNN-based technologies that require a large labeled dataset to train a deep model, the proposed method is more readily usable in fields where publicly available datasets are scarce and tend to be small, such as finger vein recognition. In addition, only the CNN filters from the first layers are used. (2) We define five labels to the CNN filters according to their appearances and outputs. The proposed method confirms that CNN filters with different labels show various degrees of effectiveness for feature representation. (3) The proposed CNN-CO can perform better than the stateof-the-art algorithms, as demonstrated in experimental work.
The remainder of this paper is organized as follows. Section 2 introduces the related work on finger vein recognition technology. A comparison of the visualization of the Gabor filters and CNN filters is presented in Section 3. Section 4 describes our proposed approach, while Section 5 provides extensive experimental results and analysis. Finally, Section 6 provides our conclusion and considerations for future work.
II. RELATED WORK
The last decade has witnessed extensive development of automated finger vein recognition technology. Like other biometric techniques, finger vein recognition consists of four main steps: image collection, image preprocessing, feature extraction, and matching. Many notable techniques have been proposed for finger vein recognition. Fig. 2(a) . Filter (m, n) represents the image coordinate. For example, CNN filter (6, 1) describes the filter from the sixth row, first column. Green box: line filter, red box: similar filter, blue box: circle filter, white box: smooth filter, and yellow box: noisy filter.
Existing feature extraction approaches can be divided into several different categories, including methods based on vein pattern recognition, subspace learning, local descriptors, and CNNs. The pioneering pattern-based methods utilized the repeated line tracking [22] and the local maximum curvature [23] . To reduce the dependence on the parameters in these two methods, Song et al. [24] introduced a finger vein pattern extraction method using the mean curvature. However, segmentation errors could occur because of low quality finger vein images, and these errors could degrade the recognition performance. In the category of subspace learning methods, Wu and Liu [25] presented a finger vein identification system using principal component analysis (PCA) and neural network techniques. Wu and Liu [26] applied PCA and linear discriminant analysis (LDA) in image preprocessing for dimension reduction and feature extraction. Subspace learning based methods reshape 2-D image data into 1-D vectors. Consequently, the local features are ignored in these methods.
As a typical feature representation approach, local descriptor-based methods have been studied for finger vein recognition. Local binary pattern (LBP) [27] , [28] and local line binary pattern (LLBP) [29] approaches were suggested for extracting local features from finger vein images. To explore more discriminative local features by utilizing the line structure of finger vein images, researchers have proposed OC-based methods employing edge operators [30] and Gabor filters [3] with competitive rules. The local descriptor-based methods can achieve impressive matching accuracy.
Motivated by the success of CNNs for image classification, CNNs have been studied for finger vein recognition. DeepVein [31] was proposed for finger vein verification based on a deep CNN. This work fine-tuned the VGG-16 network for feature extraction. Hong et al. [32] also employed VGG-16 architecture for finger vein recognition. In response to the limitations of datasets available for training, Xie and Kumar [33] presented a light CNN with supervised discrete hashing for finger vein identification. To reduce dependence on the availability of a large image dataset for training, Fang et al. [1] introduced a novel finger vein verification system based on a two-stream convolution network learning approach. In addition to the adoption of CNNs for feature extraction, CNNs have also been used for finger vein image quality assessment [34] .
In contrast with the approaches that train CNN models using the limited available finger vein image datasets, a CNN model pre-trained on ImageNet is adopted for feature extraction in this paper. The CNN filters similar to Gabor filters that capture line structures are selected and a local descriptor using the selected CNN filters is proposed for finger vein recognition. Consequently, the proposed approach does not need to develop a strategy for training a CNN model using the limited finger vein datasets.
III. VISULIZATION OF FILTERS AND FILTER OUTPUTS
Finger vein images are full of line segments in various orientations. The Gabor filter is a well-known handcrafted filter that captures discriminative features from different orientations and frequencies. In this section, we visualize the Gabor filters and CNN filters from the first layer of the AlexNet network and compare their filtered images.
A. GABOR FILTERS
Generally, the even-symmetric component of a Gabor filter, is used for extracting features from biometric images, as shown below:
where x θ = x cos θ + y sin θ and y θ = −x sin θ + y cos θ; λ denotes the wavelength of the sinusoidal factor; θ represents the orientation of normal to parallel stripes of a Gabor function; ψ is the phase offset, σ is the standard deviation of the Gaussian envelope; and γ is the spatial aspect ratio. Assume that I (x, y) is an input image. F k (x, y) denotes one of the corresponding Gabor filtered images at orientation index k, which can be expressed as:
where k = 1, 2, 3, · · ·, K , and * denotes the convolution operator. Fig. 1 shows four groups of Gabor filters, in which each group contains eight orientations and varies in frequency. As illustrated in Fig.1 , the handcrafted filters are smooth and display line structures with various orientations. Fig. 2 shows the filtered images obtained using the first group of Gabor filters from Fig. 1 . The filtered images depict their ability to capture directional features from different orientations. The effectiveness of employing Gabor filters for capturing local directional features has been illustrated in [3] , [20] , [35] and [36] .
B. CNN FILTERS
Unlike handcrafted filters which are designed without any learning process, deep CNN-based feature extraction is a data-driven technique that can learn robust representations from data. The performance of a deep CNN model and its generalization ability is based primarily on the use of an extensive image dataset with labels and deep models with handcrafted modules (e.g., pooling, batch normalization). With the availability of a huge quantity of image data and label information for training, the trained deep CNN generally performs better than the handcrafted filters in computer vision missions [4] .
Compared with handcrafted filters, CNN filters show the superiority of their feature representation from various layers with different depths. Each convolution layer contains a group of learnable filters with a different number of channels. As introduced in [37] , layers from a well-trained deep CNN show the hierarchical nature of features. For the AlexNet network, Layer 2 focuses on corners and other edges or color conjunctions. Layer 3 contains more complex invariances, capturing similar textures. Layer 4 shows significant variations and is more class-specific. Layer 5 describes entire objects that have significant pose variations.
In contrast with the deeper convolution layers, the first convolution layer in a deep CNN model is unique. The input of the first convolution layer is the raw pixel data, and filters from the first layer are a mix of extremely high and low frequency information [37] . Well-trained CNN networks usually contain smooth filters without noisy patterns. In addition, filters from the first layer of AlexNet network have a larger kernel size than filters from the deeper layers. A filter with a larger kernel size captures the line structure of finger veins well. Fig. 3(a) visualizes the 96 groups of CNN filters from the first layer of the AlexNet network. Both of the height and width of each CNN filter shown in Fig. 3(a) are 11. Since the AlexNet network is trained using color images, the RGB filters are included for comparison. Each group shown in Fig. 3(a) includes three CNN filters from RGB spaces.
It is observed from Fig. 3 that many groups of filters show different outputs in their RGB spaces. After training the deep CNN with abundant iterations, each filter from a color space represents a specific feature. Some groups of filters are smooth, such as Gabor filters. These Gabor-like filters may display from one to four different line structures. If these Gabor-like CNN filters are examined closely, we find that they differ from Gabor filters in three respects. First, most of the learnable filters are not symmetrical. The asymmetrical structure shows different abilities for image representation. The differences from the CNN filtered images are shown in Fig. 3(b) . Second, some of the filters show more complicated structures than Gabor filters. Third, most of the filters contain longer line structures, a characteristic that may capture the line structure features better. The CNN filtered images depicted in Fig. 3(b) demonstrate that the CNN filters have different capabilities in representing an image.
IV. PROPOSED CNN COMPETITIVE ORDER
As shown above, some learnable CNN filters have appearances and responses similar to Gabor filters, and the orientations of Gabor filters can be regarded as the orders of the CNN filters. Based on these observations and analysis, we adopt and select the CNN filters from a pre-trained CNN model. Specifically, a CNN-based local descriptor, named CNN Competitive Order (CNN-CO) is introduced for finger vein recognition. After the effective CNN filters are selected from the first layer of a well-trained CNN model, the proposed CNN-CO includes three steps for achieving an image representation: (1) computing the CNN filtered images, (2) building the competitive order (CO) image, and (3) generating the CNN-CO pyramid histogram. Fig. 4 describes the framework of the proposed CNN-CO method.
A. SELECTING THE CNN FILTERS
As shown in Fig. 3(a) , CNN filters from different channels possess various levels of ability to describe local features. Some of the filters are smooth and display line structures, while some filters display noise and lack visual patterns. Hence, it is important to select the appropriate effective filters from the full set of CNN filters. In the following, we classify and select the CNN filters according to their appearances and outputs.
In light of the filters' appearances and responses, we define five types of labels for the CNN filters. The first label is line, which is used to describe the CNN filters with a line structure like a Gabor filter. Fig. 3(a) shows some examples of line filters, depicted with green boxes. It is observed that some of the filters labeled line, such as filters (1, 1), depict different line structures in RGB space. The orientations and widths of the filters (1, 1) from the separate R, G, and B space are different. Other line categories, such as the filters (5, 5) and filters (5, 6) , show very similar structures in the filters' orientations and patterns in RGB space.
The second label, smooth, is used to represent the filters that have smooth distributions without regular line structures. Filters (1, 2) are examples of smooth filters that display a block distribution in the diagonal. In addition, the filters (1, 2) from RGB space show a similar distribution. Filters (1, 4) show a triangular diagonal distribution, which may have different ability to capture diagonal features in comparison with filters (1, 2) . Although the filters labeled smooth do not contain regular line structures, the filtered images show similar image outputs as those line filters and Gabor filters.
The third label named circle represents the filters with circular structures. In Fig. 3(a) , filters with this label are shown in blue boxes. The circular structure usually appears in the middle of the RGB filters and shows an inverse distribution outside the circle. Taking filters (5, 8) in Fig. 3 as an example, the first and third filters (from left to right) are depicted with a white circle and black background, while the second filter shows the inverse distribution. Although the first and third circles both show white color, their radii are different. When we look at the filtered images (5, 8) , we see that the filter with a black circle and white background highlights vein structure. The images filtered by the filters that have a white circle and black background provide responses similar to the original image.
The fourth label, noise, represents the filters such as filters (5, 3) that lack any geometrical structure or distribution. In Fig. 3(a) , these labels are shown in yellow boxes. The above four labels are mutually exclusive. Note, however, that some of the line and smooth filters show similar structures and distributions in three color spaces. To account for such cases, the label similar denotes the filters have a similar appearance and structure. Similar filters are highlighted with red boxes. Obviously, the line and smooth filters may have the label similar as well. Filters (1, 2) and (7, 1) are two examples of filters with two labels. Although the filters labeled similar have a similar appearance, tiny differences in appearance may be enlarged in their filtered images. Two groups of filtered images (5, 5) and (5, 6) show variances in global gray distribution and local vein representation in color spaces. Table 1 lists the labels of filters from the first layer of the AlexNet network according to their appearances and outputs.
As shown in Fig. 3(b) , the image processed by the line and smooth filters show abundant orientation and local information. The line and smooth filters can be selected from the CNN filters for feature representation. The filters labeled similar are a subset of the combination of line and smooth filters. It is reasonable that these filters can be selected. As discussed above, the filtered images labeled circle always highlight the vein part. Since we aim at selecting Gabor-like filters that can capture line structure from a finger vein image, the circle filters are not selected. The filters labeled noisy are not well trained. Therefore, the line, smooth, and similar filters are selected in this work.
B. CONSTRUCTING AND USING THE CNN-CO 1) COMPUTING CNN FILTERED IMAGES
Since the deep CNN is trained using ImageNet, each group of CNN filters contains three filters from RGB spaces, which represent various features of an image. Furthermore, each filter from an RGB space has its own capability to represent an image. 
where R, G, B represent the color spaces red, green, and blue, respectively.
2) BUILDING THE CO IMAGE
For a bank of selective CNN filtered images, the competitive order (CO) image and the competitive magnitude (CM) image with maximum rule can be achieved as follows:
where M is the number of selected filters.
3) GENERATING THE CNN-CO PYRAMID HISTOGRAM
Different from the OC-based method that encodes a pixel with binary code, the proposed CNN-CO generates a histogram for an image description. Pyramid histogram description is a method frequently used to enhance the ability to discriminate features. It not only represents the local features of an image, but also extracts the spatial layout features from an image. For the pyramid histogram description, an input image is usually divided into a sequence of increasingly finer spatial grids by repeatedly increasing the number of divisions in each axis direction. The number of divisions can be selected as one or two. Then histograms are extracted from each grid, followed by concatenation to generate the final histogram. Given that l is the level order in a hierarchy and L is the pyramidal depth, the pyramid at level l has l 2 cells if the number of divisions is one.
For an input CNN-CO image, we build a local histogram for each grid, normalize each histogram using L 2 norm, and then concatenate each histogram to generate the final histogram for an image representation. Let H t be a local histogram generated from a local patch, and ε is a very small constant. The L 2 -norm scheme is defined as H t = H t 2 2 + ε 2 . The length of a CNN-CO histogram is
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
To verify the effectiveness of the proposed approach, the proposed CNN-CO approach is compared with the state-of-theart local descriptors and OC-based methods in this section. Two public finger vein datasets MMCBNU_6000 [38] , [39] and SDUMLA-HMT [40] are employed for our experiments. All the algorithms are computed using MATLAB (R2016b) on a computer with an Intel Core i7-5820K CPU and 16GB of RAM.
A. DATASETS AND EXPERIMENTS SETTINGS
In our previous work [38] , the finger vein image dataset MMCBNU_6000 was established using a lab-made imaging device. MMCBNU_6000 consists of finger vein images captured from 100 volunteers, who are from 20 different countries. Each subject was asked to provide images of his/her index finger, middle finger, and ring finger of both hands. The collection of each finger was repeated 10 times to obtain 10 finger vein images. Thus, the finger vein database MMCBNU_6000 is composed of a total of 6,000 images. Each image was stored in BMP format with a resolution of 480 × 640 pixels. The captured images were localized to obtain regions of interest (ROI) using the flexible segmentation method proposed in [41] . The localized ROI images have a resolution of 60 × 128. The MMCBNU_6000 is available at [39] . SDUMLA-HMT is a multimodal biometric dataset [40] , in which the finger vein sub-database is established from 106 individuals. In the capturing process, each subject was asked to provide images of his/her index finger, middle finger, and ring finger of both hands, and the collection for each finger is repeated for 6 times. Thus, the finger vein dataset is composed of 3,816 images. The image processing approach proposed in [42] was adopted to generate ROI images.
In this work, Euclidean distance is selected for computing the similarity between two pyramid histograms. The nearest neighbor classifier is employed for matching. The equal error rate (EER), which is the value where the false accept rate (FAR) is equal to the false reject rate (FRR), is adopted as the evaluation criterion for matching performance. A small EER indicates high matching performance. A match is accepted as genuine if two finger vein images are from the same finger; otherwise, there is no match, and one is regarded as an imposter. In all experiments, each finger is considered to be an individual. Half finger vein images from one individual are selected as the training set, while the remaining images are used as the test set. There are 3000(600 × 5) genuine matches and 1, 797, 000(600 × 599 × 5) imposter matches for MMCBNU_6000. For SDUMLA-HMT, the numbers of genuine and imposter matches are 1, 908(636 × 3) and 1, 211, 580(636 × 635 × 3), respectively.
B. EXPERIMENTS ON THE SELECTED CNN FILTERS
The matching accuracy of the proposed approach depends on the selected CNN filters and the value of L in the pyramidal histogram description. In this subsection, four experiments are conducted to select the CNN filters and determine the optimal value of L.
1) COMPARING THE EFFECTIVENESS OF CNN FILTERS
The first experiment is designed to evaluate and compare the effectiveness of the line, similar, and smooth filters. As mentioned above, the circle filters cannot capture line-structure features. The noise filters usually are not well trained, which indicates they cannot extract effective features for image representation. Therefore, we compare only the effectiveness of the CNN filters labeled line, smooth, and similar.
The AlexNet network contains 96 groups of CNN filters from RGB space in the first layer. Usually, the number of channels in different layers and deep networks is 32. Without any other special purpose, we divide the CNN filters from the first layer into three batches according to their serial numbers. The number of selected CNN filters in each batch is no more than 32. Fig. 5 compares the matching accuracy achieved using a single batch that contains either line, smooth, or similar filters only, with increasing value of L from 1 to 11. BL, BSm, and BSi represent the selected batches of filters labeled line, smooth, and similar, respectively. The numbers 1, 2, and 3 following BL, BSm, and BSi denote the order of the batch. Fig. 5 and Table 2 demonstrate that CNN filters from different batches show varied feature discrimination abilities, corresponding to different EER values. Among the nine batches, BL3 and BSm1 achieve competitive matching accuracy on two datasets. In addition, experimental results obtained on MMCBNU_6000 show that as the number of selected CNN filters increases from 1 to 6, the accuracy achieved by each single batch improves. However, by further increasing L, the accuracy become stable or worse. The same case is also achieved on SDUMLA-HMT. The inflection point appears when the value of L is increased from 7 to 9. The best accuracies are achieved by using the CNN filters VOLUME 7, 2019 from the batch BSm1 on two datasets, and the EERs are 0.93% (L = 5) and 2.62% (L = 7) on MMCBNU_6000 and SDUMLA-HMT. This demonstrates that the optimal CNN filters from a single batch (BSm1) is robust for different datasets.
In comparison, although batch BSi1 contains only two groups of selected CNN filters, the matching accuracy achieved using BSi1 is better than that achieved using BL1 (with nine groups of CNN filters). In addition, BL2, BSm1 and BSi2 have almost same number of selected CNN filters, however, BSm1 achieves much better results than BSm1 and BSi2 in all kinds of pyramidal methods on two datasets.
2) COMPARING COMBINATION OF CNN FILTERS
As analyzed above, the single batches from each label yield different matching accuracies. In the second experiment, we investigate the effectiveness of combinations of the above batches on two datasets. The values of L are selected as the regions of inflection points on two datasets in this subsection. Note that there are many possible combinations of nine batches. We focus on two combinations only. The first combines the selected CNN filters from the same order of a batch, while the second combine the selected CNN filters with the same labels regardless of batch. For each combination, two or three groups of CNN filters from the batches are concatenated to generate a large batch. For example, the combination BL1 and BSm1 have 25 groups of CNN filters. Then the same framework shown in Fig. 4 is used to process the 25 combined CNN filters to get the pyramid features. Table 2 shows the matching accuracies achieved using all six combinations. Since the filters labeled similar are a subset of the combination of filters labeled line and smooth, only the CNN filters with labels line and smooth are explored for the combination method using the same batch order. The combination BL1+BSm1 produces better matching performance than using single batch BL1 or BSm1 alone on two datasets. The best accuracy for BL1+BSm1 is achieved by using L = 5 and L = 8, and the EER values are 0.74% and 2.37% on MMCBNU_6000 and SDUMLA-HMT, which are 25.8% and 9.89% improvements over BSm1 alone. It is noted that the combination of BL2+BSm2 or BL3+BSm3 reduces matching performance.
While combining CNN filters with the same label but from different batch orders, we find that combining just the batches labeled liner can achieve better accuracy than any single batch on MMCBNU_6000. However, the combination of three batches with the label smooth and similar from different orders provides poorer performance than using a single batch. For the results on SDUMLA-HMT, the combinations of same label achieve poor accuracies than using a single batch for BL, BSm, and BSi.
In addition, although the combination BL1+BSm1 contains a smaller number of selected CNN filters than four other combinations, it shows much better matching accuracy. Furthermore, the combination BL1+BSm1 is also efficient in feature extraction and matching since it contains few selected filters. It is concluded that the categories of the selected CNN filters are much more important than the number of selective CNN filters.
3) SEARCHING FOR THE OPTIMAL VALUE OF L
The depth of the pyramidal extraction of histograms can also affect the matching accuracy and speed. Tables 2 compares the accuracy achieved using a single batch and different combinations with various values of L on two datasets. We can see clearly that a large L yields high matching accuracy from L = 1 to the inflection points. While further increasing L from the inflection points, the matching accuracies become stable and worse. The selected filters from a batch or a combination achieve the best or competitive accuracies when L = 5 and L = 8 on MMCBNU_6000 and SDUMLA-HMT, respectively. Among all the single batches and combinations, the best accuracy is achieved on the combination BL1+BSm1 using L = 5 and L = 8, and the EER values are 0.74% and 2.37%. On the other hand, as the Formula (8) shows, the large L yield large length of histogram, which bring long time in feature extraction and matching. Integrated into account the matching accuracy and processing time, the optimal values of L are selected as 5 and 8 for MMCBNU_6000 and SDUMLA-HMT. 
4) COMPARING THE FILTERS FROM COLOR SPACES
Convolutional filters from the CNN model pre-trained on ImageNet are all from RGB spaces. Although the summation of CNN filtered images from RGB spaces is used to build the CO, we can also use the filter from one color space to construct the proposed CNN-CO. In this part of our work, we study the effect of filters from different color spaces on the proposed CNN-CO method. Since the Formula (5) can be viewed as a kind of feature fusion strategy, we also compare the RGB summation strategy with feature-level fusion.
BL3, BSm1, BL1+BSm1, and BL1+BL2+BL3 are selected for comparison in color spaces since they all show competitive performance. Table 3 lists the performances of the selected filters in different color spaces on two datasets. It is seen from Table 3 , the proposed CNN-CO using RGB spaces achieves the best performance when compared with the results using CNN-CO features from B, G, and R spaces separately. The EER calculated using the selected filters from the G space of BSM1 is 26.16% on MMCBNU_6000, which is much higher than using the other filters and color spaces. Other higher EER values are 15.53% and 42.72%. We ascribe the higher EER values of some selected filters in a color space to the idea that these filters have an effect similar to circle filters. However, when the final filtered image is achieved by adding filtered images from the RGB spaces, better features are obtained. In addition, the fused filtered image contains more abundant information. Hence, the CNN-CO features extracted from the fused image can achieve better accuracy. For example, the EER of CNN-CO features extracted from BSm1 using RGB is 0.97% on MMCBNU_600, which is a much better result than using a single color space. Moreover, it is found that different batches or combinations from various color spaces achieve different performances. For example, BL3 obtains the smallest EER from R space, while BSm1 achieves the best accuracy from B space on two datasets.
We also compare the proposed approach with the frequently used feature fusion that concatenates the CNN-CO features from three spaces. Experimental results on two datasets show that the proposed approach by fusing features from RGB spaces can achieve better matching accuracy than that concatenate features from RGB space.
C. COMPARING OTHER DESCRIPTORS
To validate our proposed approach further, we compare the proposed CNN-based local descriptor CNN-CO with nine commonly-used local descriptors: LBP [28] , histogram of oriented gradients (HOG) [43] , Gabor filter [42] , Steerable filter [44] , and the state-of-the-art approaches on line features including local directional code (LDC) [45] , minimum directional code (MDC) [46] , competitive code (CompCode) [19] , and two histograms of competitive orientation (HCO-33 and HCO-11) [3] as show in Table 4 and Fig. 6 . Fig. 6 show the performance comparison in terms of ROC curves on two public datasets. HCO used Gabor filters with kernel sizes 33 and 11, respectively. We can see that the proposed CNN-CO performs better than most of the compared algorithms on two public finger vein datasets. These results illustrate the competitive features extracted using the selected CNN filters are effective. The HCO using Gabor filters with kernel size 33 performs best among all the approaches. However, when the kernel size is reduced to the same as the AlexNet filters, the accuracy achieved using HCO-11 degrades considerably, with the EER increasing from 0.53% to 2.57% on MMCBNU_6000 and from 1.53% to 9.47% on SDUMLA-HMT. These results reveal that the kernel size of a filter affects the matching accuracy when using the competitive features. With a larger filter size in a deep network, the proposed CNN-CO may achieve better accuracy.
In this section, we also compare the average feature extraction time and matching time of all the approaches in Table 4 . The MMCBNU_6000 is selected for processing time comparison. Euclidean distance is employed to compute similarity for HOG, Gabor filter, Steerable filter, HCO-33 and HCO-11, while Hamming distance is selected for LBP, LDC, MDC, and CompCode. As shown in Table 4 , binary code features usually take more processing time in feature extraction and matching. The histogram-based local descriptors such as HOG, Steerable filter, and HCO take less time for feature extraction. Due to small feature size and the efficiency of Euclidean distance, the matching time for histogrambased approaches is negligible. Compare with the approaches using Gabor filters such as MDC, CompCode and HCO, the proposed method extracts feature from RGB color spaces. It hence spends more time for feature extraction. However, the feature extraction time using the propose CNN-CO is only 39.62ms for an image, which is fast enough for real-time applications.
VI. CONCLUSION
Deep convolution neural networks have been used widely in many image classification tasks and have achieved promising accuracy when a large-scale labelled dataset is available. For finger vein recognition, however, the number and size of finger vein datasets available to train a CNN model is limited. In this paper, the problem is addressed by selecting CNN filters from a pre-trained CNN model, by which, a CNN-based local descriptor named CNN-CO is proposed. By visualizing and analyzing the CNN filters from the first layer of the AlexNet network, along with their corresponding filtered images, we classify the CNN filters using five labels based on the appearances and outputs in RGB spaces. The selected CNN filters are employed to generate the competitive order (CO) image using the maximum rule. Then we concatenate the pyramidal histograms from different levels as calculated from the competitive order image to build the final histogram. Experimental results demonstrate that the selected CNN filters from the first layer of AlexNet are effective for finger vein image representation and the recognition performance by the proposed CNN-CO outperforms the state-of-the-art methods.
In this research, the CNN filters employed in the proposed CNN-CO are selected according to the appearance and responses of the filters. In future, we will design a better approach to extract effective CNN filters automatically from a convolution layer, thereby allowing the proposed CNN-CO to be extended to use other deep CNN models. In addition, we believe that the proposed CNN-CO can be used for other biometrics that have abundant line structures, e.g., palm print recognition.
