We prove that every n-vertex tournament G has an acyclic subgraph with chromatic number at least n 5/9−o(1) , while there exists an n-vertex tournament G whose every acyclic subgraph has chromatic number at most n 3/4+o(1) . This establishes in a strong form a conjecture of Nassar and Yuster and improves on another result of theirs. Our proof combines probabilistic and spectral techniques together with some additional ideas. In particular, we prove a lemma showing that every tournament with many transitive subtournaments has a large subtournament that is almost transitive. This may be of independent interest.
Introduction
An orientation of a graph G is an assignment of a direction to each edge. There is a long history of surprising connections between colourings and orientations of graphs (see [8] for a survey). Perhaps the most famous of these is the Gallai-Hasse-Roy-Vitaver theorem [5, 7, 13, 14] , which states that the chromatic number of any graph G can be equivalently defined to be the minimum, over all orientations of G, of the length of the longest directed path in that orientation, plus one. This implies that for any oriented graph G with chromatic number n, there is a directed path with n vertices.
It is very natural to ask whether there are oriented graphs H other than directed paths that must necessarily appear in any oriented graph G with sufficiently large chromatic number. Since Erdős famously proved that there are graphs with arbitrarily large girth and chromatic number, we can only hope to prove results of this type when H is an oriented forest. As a far-reaching extension of the Gallai-Hasse-Roy-Vitaver theorem, Burr [3] conjectured in 1980 that any (2k − 2)-chromatic oriented graph contains a copy of every oriented tree on k vertices. The first general result in this direction is also due to Burr [3] , who proved that any oriented graph G with chromatic number n = (k − 1) 2 contains a copy of every oriented k-vertex tree.
Burr's conjecture has remained widely open in the 40 years since it was proposed, even for relatively simple trees such as paths with arbitrary orientation. A special case that has attracted a lot of attention is the case where G is a tournament: an orientation of the complete n-vertex graph. This special case of Burr's conjecture is known as Sumner's conjecture, and following a sequence of partial results it was was resolved for large n in a tour de force by Kühn, Mycroft and Osthus [10] .
Recently, Addario-Berry, Havet, Sales, Reed and Thomassé [1] managed to improve Burr's original bound, showing that every oriented graph with chromatic number n = k 2 /2 − k/2 + 1 contains every oriented tree on k vertices. In the same paper, they also made the interesting observation that if a k-chromatic graph has no directed cycle, then it contains every oriented tree of order k, and suggested that one approach to an improved bound towards Burr's conjecture could be to prove that every n-chromatic oriented digraph has an acyclic subgraph with large chromatic number.
The rough idea for the proof of Theorem 1.3 is to consider a random acyclic subgraph of G, and observe that this is likely to have high chromatic number unless G contains many transitive subtournaments. We then prove an approximate structural result (Lemma 2.2) showing that the existence of many transitive subtournaments implies that G has a large almost-transitive subtournament, from which it is possible to deduce in a different way that G has an acyclic subgraph with high chromatic number. The details of the proof are presented in Section 2.
In addition, we are also able to improve Nassar and Yuster's lower bound on g(k).
Theorem 1.4. There is an n-vertex tournament G such that every acyclic subgraph has chromatic number at most O n 3/4 log n . That is, g(k) = Ω (k/ log k) 4/3 .
Since f (k) ≥ g(k), this theorem gives a corresponding lower bound on f (k), so an immediate consequence is that one cannot hope to prove bounds stronger than k 4/3−o(1) for Burr's conjecture via Problem 1.1. We prove Theorem 1.4 in Section 3 using a construction due to Rödl and Winkler [12] , in which a random orientation is defined in terms of a projective plane. This involves some nontrivial analysis of increasing subsequences in random permutations (see Section 3.2).
For the sake of clarity of presentation, we omit floor and ceiling signs where they are not crucial. All logarithms are base e unless otherwise stated.
Finding an acyclic subgraph with high chromatic number
In this section we prove Theorem 1.3. Note that the maximal acyclic subgraphs of an oriented graph G are all obtained by taking some ordering π on the vertices and considering the graph G π obtained by including the edges that are oriented "forwards" according to π. Given an n-vertex tournament G, we need to show that there is an ordering π for which G π has high chromatic number. First, this easily follows from consideration of a random ordering if G has few small transitive subtournaments. Let T k be the k-vertex transitive tournament. Lemma 2.1. If an n-vertex tournament G has fewer than k! copies of T k then there is an ordering π with α(G π ) ≤ k, so χ(G π ) ≥ n/k. Proof of Lemma 2.1. Consider uniformly random π. For a particular set S of k vertices, the probability that S is an independent set in G π is either 1/k! if G[S] is transitive, or zero if it is not. So, by the union bound we have α(G π ) < k with positive probability. Given Lemma 2.1, it suffices to consider the case where G has many copies of T k . The most important ingredient is the following lemma, showing that in this case G has a large subtournament that is almost transitive in a certain sense. Say that an n-vertex tournament is q-almost-transitive if there is an ordering such that for every vertex v, at most q edges incident to v are oriented "backwards" according to π (so a 0-almost transitive tournament is transitive). Lemma 2.2. Let k = n Ω (1) . If an n-vertex tournament G has at least k! copies of T k then it has a set of n ′ ≥ k 2−o(1) vertices which induce an n ′ /k 1−o(1) -almost-transitive subtournament G ′ .
The other ingredient we need is the following lemma, showing that almost-transitive tournaments have acyclic subgraphs with high chromatic number. (1) . An n-vertex q-almost-transitive tournament G has an ordering π with α(G π ) ≤ n 1/4+o (1) 
Before proving these lemmas we give the short deduction of Theorem 1.3.
Proof of Theorem 1.3 given Lemmas 2.1 to 2.3. Let k = n 4/9 . If there are fewer than k! copies of T k then Lemma 2.1 shows that there is some π such that χ(G π ) ≥ n/k = n 5/9 and we are done. Otherwise, by Lemma 2.2, G has an n ′ /k 1−o(1) -almost-transitive subtournament G ′ on n ′ ≥ k 2−o(1) vertices, which by Lemma 2.3 has an acyclic subgraph G ′ ρ such that
as desired.
Iterative alignment and refinement
In this subsection we prove Lemma 2.2. Most of the subsection will be spent proving the following lemma, which should be viewed as a more technical variant of Lemma 2.2.
Lemma 2.4. Let n be sufficiently large and let G be an n-vertex tournament which has at least M copies of T k . If q = 2n(log n) 2 /k, then there is k − 3k/ log n ≤ k ′ ≤ k such that G has an induced q-almost-transitive subtournament G ′ on at least e −5 kM 1/k vertices containing at least e −3k M copies of T k ′ .
The key aspect in which Lemma 2.4 is weaker than Lemma 2.2 is that the almost-transitivity parameter q = 2n(log n) 2 /k depends on the number of vertices n of G, whereas Lemma 2.2 demands an almost-transitivity parameter with a similar dependence on the number of vertices n ′ of G ′ . In order to overcome this issue we simply iterate Lemma 2.4, as follows.
Proof of Lemma 2.2, given Lemma 2.4. Let t = √ log n. We obtain a sequence of subtournaments G = G 0 ⊇ G 1 ⊇ · · · ⊇ G t by iteratively applying Lemma 2.4 (where in each step, we use the guarantees from the previous step on the number of vertices and number of small transitive subtournaments). For each 0 ≤ i ≤ t let n i be the number of vertices in G i . We let k i be the value for which we obtain a bound on the number of copies of T k i in G i . Thus, k 0 = k and for
Combining our lower bounds on n i and M i−1 , and using Stirling's approximation, we obtain n i ≥ Ω(e −3i k i−1 k). Recalling that k i ≥ k i−1 (1 − 3/ log n i−1 ) and that k = n Ω(1) , it is straightforward to inductively prove that n i ≥ k 2−o (1) and
There is some i such that log n i − log n i−1 = log(n i /n i−1 ) ≤ (1/t) log n ≤ √ log n, meaning that n i /n i−1 = k o (1) . Then G i satisfies the required properties.
To prove Lemma 2.2 it therefore suffices to prove Lemma 2.4. We need some very simple auxiliary lemmas. Lemma 2.5. Let H be a hypergraph with m nonempty edges and n vertices. Then it has an induced subhypergraph with minimum degree at least m/n.
Proof. Iteratively delete a vertex of degree less than m/n together with the edges touching it, until no such vertex remains. In total we deleted fewer than (m/n) · n = m edges, so we are left with a nonempty induced subhypergraph that satisfies the assertion of the lemma. Lemma 2.6. Every n-vertex tournament G has a vertex whose indegree and outdegree are both at least (n − 2)/4.
Proof. Let A (respectively B) be the set of all vertices whose indegree (respectively, outdegree) is at least (n − 2)/4. For every vertex, the sum of its indegree and outdegree is exactly n − 1 ≥ 2(n − 2)/4, so every vertex is in A or B. Without loss of generality suppose |A| ≥ |B|. Then observe that the induced subtournament G[A] has average outdegree (|A| − 1)/2 ≥ (n/2 − 1)/2 = (n − 2)/4, so it has a vertex whose outdegree is at least this average. This vertex has the desired property.
Now we prove Lemma 2.4.
Proof of Lemma 2.4. We iteratively build sequences of vertex sets
will be sets of vertices which can be used to extend W i into a copy of T k in many different ways. We will add vertices one-by-one to form the W i , in such a way that G[V ′ i ], G[V i ] gradually get "closer to being transitive", and then we will take G ′ = G[V t ]. In order to explain how to iteratively build our desired sets, we need to make some definitions.
vertices (because v is contained in at least one edge of H i ). In this transitive tournament, there are i + 1 possibilities for the position of v relative to the vertices in W i . Partition
• For vertices x ∈ V i,j and y ∈ V i,q with j < q we say that x and y are incompatible if the edge between x and y is oriented towards x (so then there can be no transitive tournament containing W i ∪ {x, y}).
Now, we will choose w ∈ V i (which we will then add to W i to form W i+1 ) according to one of the following two procedures.
• Refinement. Consider a largest V i,j . By Lemma 2.6, G[V i,j ] has a vertex with indegree and outdegree at least (|V i,j | − 2)/4 ≥ |V i,j |/4 − 1, which we take as w.
• Alignment. Let ε = (log n) 2 /k. If there is a vertex which is incompatible with ε|V i | other vertices of V i , then take such a vertex as w.
Note that alignment may not always be possible, but refinement is always possible. After choosing w ∈ V ′ i according to one of the above two procedures, we then set W i+1 = W i ∪ {w} and let V ′ i+1 be obtained from V i by deleting w and all vertices incompatible with it. The purpose of the alignment steps is to ensure that most edges between the V i,j are oriented in a single direction, and the purpose of the refinement steps is to ensure that the V i,j are not too large (so there are not very many edges inside the V i,j , whose orientations we do not control). We make some simple observations about both procedures.
Claim. No matter how we decide whether to do alignments or refinements in our t < 3k/ log n steps, the following always hold.
Proof. First, (a) follows from the definition of an alignment step. Next, observe that each H ′ i+1 is a link hypergraph of H i , obtained by taking all edges incident to a vertex w ∈ H i and deleting w from each of them. Since every vertex in H i has degree at least N ′ i /n, it follows that N ′ i+1 ≥ N ′ i /n. Iterating this t < 3k/ log n times, then using the fact that
Combining this with (b) yields (c), for large n.
We will end up taking G[V t ] as our subtournament G ′ , so properties (b) and (c) in the above claim ensure that it has enough vertices and enough copies of T k ′ , for some k ′ ≥ k − 3k/ log n. We just need to decide how to choose whether to do alignments and refinements, in such a way that G[V t ] ends up being q-almost-transitive. These choices are very simple: we first do s := k/ log n refinement steps, then do alignment steps as long as is possible. By (a), each alignment step decreases V ′ i by a factor of (1 − ε), so it is not possible to perform more than log 1/(1−ε) n < (2/ε) log n = 2k/ log n alignment steps (using the inequality − log(1 − ε) > ε/2 for small ε > 0). Thus, the total number of steps will be t < 3k/ log n, as we have been assuming.
Proof. For i ≤ s, the way the parts V i,j evolve is as follows. At each step, we "split" a largest part V i,j into two sets, each of size at most 3|V i,j |/4 (removing a single element w), and then we delete some further elements in each part. For steps i > s, the parts V i,j only get smaller, so it suffices to consider max j |V s,j |. Consider the following alternative procedure to iteratively build a partition of {1, . . . , n}. Start with the trivial partition P 0 into one part, and for each step i consider a largest part A ∈ P i , split it into two parts of sizes ⌈|A|/4⌉ and ⌊3|A|/4⌋, and call the resulting partition P i+1 . This procedure "dominates" the procedure used to build the V i,j , in the sense that for each i ≤ s we have max
But note that in this second procedure we always maintain the property
so max A∈Ps |A| is at most four times the average size of the A ∈ P s , which is n/(s + 1).
Now, after all our alignment steps have finished, in V t there is no vertex which is incompatible with more than ε|V t | other vertices of V t . Consider an arbitrary ordering of V t such that for j < q, all the elements of V t,j appear before all the elements of V t,q . In G[V t ], for any vertex v there are a total of at most ε|V t | + 4n/(s + 1) ≤ 2n(log n) 2 /k = q edges adjacent to v which are oriented "against" our chosen ordering (for large n). So, G[V t ] is q-almost-transitive, as desired.
Biased random orderings
In this subsection we prove Lemma 2.3. If G is q-almost-transitive then we can choose ρ to be the ordering defining almost-transitivity, yielding a very dense graph G ρ whose complement has maximum degree at most q. One can give a lower bound on χ(G ρ ) simply using the number of edges of G ρ , but to prove Lemma 2.3 we need to do better than this. We will consider a random perturbation π of ρ, which has the same "large-scale" structure as ρ, but on a "small scale" it resembles a uniformly random permutation.
We first need a simple auxiliary lemma about uniform random permutations.
Lemma 2.7. Let G be an n-vertex tournament and let π be a random permutation of its vertex set. Then with probability 1 − n −ω(1) we have α(G π ) = O( √ n).
Proof. For any k, the expected number of size-k independent sets in G π is N G /k! ≤ n k /k!, where N G is the number of copies of T k in G. If k is a large multiple of √ n this number is n −ω(1) .
Now we prove Lemma 2.3.
Proof of Lemma 2.3. Let s = n/q. Consider the ordering ρ defining almost-transitivity (so for each vertex v, only q edges incident to v are oriented "against" ρ, to some set of vertices which we call B(v)). Starting from the ordering ρ, we divide the vertex set into s contiguous blocks A 1 , . . . , A s of size n/s, and then randomly permute the indices within each block, to obtain a random ordering π (retaining the large-scale structure of ρ, but introducing some "local" randomness). By Lemma 2.7 and the union bound, with positive probability π has the property that for each 1 ≤ i ≤ s and each vertex v, we have
Consider such an outcome of π. Now, consider an independent set S in G π . Let v be the first vertex in S (according to the ordering π), and let A i be the block that contains v. By the definition of π, we must have S ⊆ A i ∪ B(v). Next, (2.1) implies that α(G π [S ∩ A i ]) = O n/s . Hence by (2.2) and
convexity of the function f (x) = √ x, we have
where the sum is over all j
, recalling that q ≥ n 1/3 (therefore s ≤ n 1/4 q 1/4 ).
A tournament with easily-colourable acyclic subgraphs
In this section we prove Theorem 1.4. We will study the following construction, which was previously introduced by Rödl and Winkler [12] (see also [2] ).
Definition 3.1. Let G be a tournament obtained as follows. First, consider a projective plane P of order t − 1, with t 2 − t + 1 lines and t 2 − t + 1 points, t points on every line and t lines going through every point. Then, G will be a tournament on t 2 − t + 1 k vertices, where for each point of the projective plane there are k associated vertices of G (so, our vertices are divided into t 2 − t + 1 "buckets"). For the edges inside the buckets, choose their orientation arbitrarily. For the edges between the buckets, we do the following. For each line of P , consider the kt corresponding vertices of G. Choose a random ordering of these vertices, and orient all remaining edges between these vertices according to the ordering. Since every pair of points in P are contained in exactly one line, we can do this independently for each line. Now, the following lemma will imply Theorem 1.4 almost immediately. Recall from the previous section that for an oriented graph G, we define G π to be the subgraph obtained by including the edges that are oriented "forwards" according to π. Lemma 3.2. There is an absolute constant C such that the following holds. Let G be as in Definition 3.1, with k = t 2 and t sufficiently large. With positive probability, G has the following property. For any ordering π of the vertices of G and any subset X of at least 100t 3 log t vertices of G, we have α(G π [X]) ≥ |X|/ 16t 3 .
Before turning to the proof of Lemma 3.2 we give the short deduction of Theorem 1.4.
Proof of Theorem 1.4. For any n, by Bertrand's postulate we can find a prime t − 1 = Θ n 1/4 , with t 2 − t + 1 t 2 ≥ n. So, there is a projective plane of order t − 1 and we can consider G as in Definition 3.1, with k = t 2 . Consider a particular outcome of G satisfying the condition in Lemma 3.2. Then, consider any acyclic subgraph G ′ of G, which is a subgraph of some G π (simply take π to be an ordering corresponding to a transitive closure of G ′ ). Now, we construct a proper colouring of G π as follows. First greedily take maximum independent sets as colour classes, until there are fewer than 100t 3 log t vertices remaining. Then, give each remaining vertex its own unique colour. Let ℓ be the number of colours coming from the greedy phase of this procedure, so k(t 2 − t + 1) 1 − 1/ 16t 3 ℓ−1 ≥ 100t 3 log t by the property in Lemma 3.2, and therefore ℓ = O t 3 log t . We deduce that χ(G π ) = ℓ + 100t 3 log t = O t 3 log t .
Finally, we can simply delete a few vertices from G to obtain a tournament on exactly n vertices with the desired properties, using the fact that the chromatic number of a subgraph is at most the chromatic number of the graph.
The first ingredient in the proof of Lemma 3.2 is the fact that, in G, all large sets of vertices are well-distributed between lines of the underlying projective plane. Lemma 3.3. Let G be as in Definition 3.1, and let X be a set of at least 9kt vertices of G. Then at most t 2 /2 lines of the projective plane underlying G contain fewer than |X|/(2t) vertices of X.
We also need the following lemma giving strong bounds on the probability that a random permutation fails to contain a long increasing subsequence, where each index in the subsequence comes from a different "bucket". Lemma 3.4. Divide the interval {1, . . . , m} into "buckets" of size at most k, where m ≤ k 2 . Consider a random permutation σ of {1, . . . , m}. Let ℓ = m/(8k). With probability at least 1 − e −m/24 there is a sequence 1 ≤ i 1 < · · · < i ℓ ≤ m with each i j coming from a different bucket, such that σ(i i ) < · · · < σ(i ℓ ).
We prove the above two lemmas at the end of the section, but first we deduce Lemma 3.2.
Proof of Lemma 3.2. Consider any ordering π and vertex set X, with |X| ≥ 100t 3 log t as in the lemma statement. By Lemma 3.3 there are at least t 2 − t + 1 − t 2 /2 ≥ t 2 /2 − t + 1 lines which contain at least |X|/(2t) vertices of X. For any such line Λ ⊆ V (G), let E Λ be the event that there is an independent set of size |X|/ 16t 3 in G π [Λ ∩ X] with each vertex coming from a different bucket. Note that each of the E Λ are mutually independent, and by Lemma 3.4 each Pr(E Λ ) ≥ 1 − e −|X|/(48t) . So, the probability no E Λ holds is at most e −(t 2 /2−t+1)|X|/(48t) ≤ e −t|X|/97 . This probability is small enough to take the union bound over all |V (G)|! ≤ e t 4 log t orderings π and at most 2 |V (G)| = e O(t 4 ) subsets X.
Quasirandomness
In this section we prove Lemma 3.3. We will want a bipartite version of the expander mixing lemma, due to Haemers [6, Theorem 5.1] (see also [4, Lemma 8 ] for a version with notation closer to what we use here). Note that, for a bipartite graph H, the nonzero singular values of the bipartite adjacency matrix of H are in correspondence with the positive eigenvalues of the (non-bipartite) adjacency matrix of H. To apply Lemma 3.5 we will want to study the singular values of a bipartite graph related to Definition 3.1.
Lemma 3.6. Let G be as in Definition 3.1, and let H be the bipartite graph with parts A and B defined as follows. Let A be the set of vertices of G, let B be the set of lines in the projective plane underlying G, and put an edge between a vertex and a line if the vertex is in a bucket corresponding to a point on that line. Let M be the bipartite adjacency matrix of H. Then the nonzero singular values of M are √ kt with multiplicity 1, and k(t − 1) with multiplicity t 2 − t.
Proof. Let L be the t 2 − t + 1 × t 2 − t + 1 point-line incidence matrix associated with the projective plane underlying G. Then M can be represented as the Kronecker (tensor) product K ⊗ L, where K is the k × 1 all-ones matrix. Note that L T L has t for all diagonal entries, and 1 for all off-diagonal entries, because in an order-(t + 1) projective plane, every point lies in t lines, and every pair of points lie in exactly one line. L T L has eigenvalues t+ t 2 − t + 1 −1 = t 2 (with eigenvector (1, . . . , 1)) and t−1 (with eigenvectors of the form (−1, 0, . . . , 0, 1, 0 . . . )). Also, K T K is the 1×1 matrix whose entry is k. So, M T M = K T ⊗ L T (K ⊗ L) = K T K ⊗ L T L = kL T L, and the desired claim about singular values follows.
Finally, combining the above two lemmas yields Lemma 3.3, as follows.
Proof of Lemma 3.3. Consider the bipartite graph H in Lemma 3.6. Note that this graph has parts of size t 2 − t + 1 and k(t 2 − t + 1). All the degrees in the first part are kt and all the degrees in the second part are t. Suppose more than t 2 /2 lines contain fewer than |X|/(2t) vertices.
Then in H we have X ⊆ A and Y ⊆ B with |X| ≥ 9kt, |Y | > t 2 /2 and e(X, Y ) < |Y ||X|/(2t). Then by Lemma 3.5 (with σ 2 = k(t − 1), coming from Lemma 3.6),
contradiction.
Long increasing subsequences
Proof of Lemma 3.4. First, consider independent random variables α 1 , . . . , α m each uniform in the interval (0, 1] (these are distinct with probability 1), and note that we can define a uniformly random permutation σ : {1, . . . , m} → {1, . . . , m} by taking α σ(1) < · · · < α σ(m) . Then, divide the interval (0, 1] into m/(2k) equal-sized sub-intervals I 1 , . . . , I m/(2k) (so I y = (2(y − 1)k/m, 2yk/m] for each y). We then define a random zero-one matrix M ∈ {0, 1} (m/(2k))×m , where M (y, x) = 1 if α x ∈ I y , and M (y, x) = 0 otherwise. Note that the columns of this matrix are independent, each uniform among all zero-one vectors with exactly one "1". Next, in addition to the existing division into buckets, we also divide {1, . . . , m} into m/k (discrete) intervals we call "slices": for 1 ≤ r ≤ m/k, let S r = {(r − 1)k + 1, . . . , rk}. For 0 ≤ q < m/(2k), define the "q-th diagonal strip" D q = {(y, x) : 1 ≤ y ≤ m/(2k), x ∈ S y+q } (which we interpret as a set of positions in our matrix M ), and note that these strips each have size m/2 and are disjoint for different q.
Now, for each 0 ≤ q < m/(2k) consider the following procedure to find a suitable sequence x 1 < · · · < x ℓ (which we call "phase q"). We order the positions in D q from left to right, and scan through the corresponding entries of M until we see a "1". We take the corresponding column as x 1 , then we continue scanning, skipping all entries that share a bucket or a slice with x 1 (without exposing their values) until we find another "1", whose column we take as x 2 . We continue in this fashion, continually scanning along D q and skipping all elements that share a bucket or a slice with a previously selected element, until we have constructed a sequence x 1 < · · · < x ℓ of length ℓ or we have reached the end of the entries indexed by D q . In the latter case we say that the procedure fails, and denote the corresponding event by E q . Note that during phase q we exposed only some subset of the entries indexed by D q (though since the entries are dependent, we indirectly revealed some partial information about entries in other diagonal strips). Among the entries we exposed, at most ℓ of these are "1"s. See Figure 3 1. An example outcome of the first two phases. In this case k = 3, m = 24 and we are looking for an increasing sequence of length ℓ = 3 (these values of k, m, ℓ were chosen to yield a simple picture, but note that they do not actually satisfy the conditions in the lemma statement). First, in phase 0 we searched from left to right through the light grey cells in D 0 . We first saw a "1" in column 4, meaning that we take x 1 = 4. Then we continued searching, skipping columns that share a bucket or slice with x 1 (the skipped cells are labelled with " * "; here 4 and 8 share a bucket). We eventually found a second "1" in column 11, so we take x 2 = 11, but we were not able to find a third "1" so the first phase failed (E 0 occurred). In phase 1 we scanned through the dark grey cells in D 1 , in the same way. This phase succeeded, finding (x 1 , x 2 , x 3 ) = (5, 12, 14) .
Observe that if any of the E q do not occur (that is, some phase q succeeds), then the sequence x 1 < · · · < x ℓ produced in phase q satisfies the conditions of the lemma. It there-
