Uncertainty associated with input parameters and models in simulation has gained attentions in recent years. The sources of uncertainties include lack of data and lack of knowledge about physical systems. In this paper, we present a new reliable simulation mechanism to help improve simulation robustness when significant uncertainties exist. The new mechanism incorporates variabilities and uncertainties based on imprecise probabilities, where the statistical distribution parameters in the simulation are intervals instead of precise real numbers. The mechanism generates random interval variates to model the inputs. Interval arithmetic is applied to simulate a set of scenarios simultaneously in each simulation run. To ensure that the interval results bound those from the traditional real-valued simulation, a generic approach is also proposed to specify the number of replications in order to achieve the desired robustness. This new reliable simulation mechanism can be applied to address input uncertainties to support robust decision making.
INTRODUCTION
Modeling and simulation tools are valuable to assess complex systems when analytical approaches are not possible. We are usually interested in studying the behavior of complex systems under total uncertainty. Total uncertainty is composed of two components:
• Variability: it is due to the inherent randomness in the system. In literature, variability is also referred to as stochastic uncertainty, aleatory uncertainty, and irreducible uncertainty. This component is irreducible even by additional measurements. The typical representation of variability is based on probability distributions.
• Uncertainty: it is due to lack of perfect knowledge or enough information about the system. Uncertainty is also known as epistemic uncertainty, reducible uncertainty, and model form uncertainty. Since the uncertainty is caused by the lack of information about the system, it can be reduced by increasing our knowledge to fill the information gap.
In the traditional simulation mechanism, probability distributions with deterministic parameters represent the variability of processes. This assumes that parameters of input distributions are known with certitude. The representation does not capture the total uncertainty because it ignores the uncertainty component in simulation. Uncertainties in simulation have different sources. For instance, the parameters of probability distributions may be uncertain when the sample size of data for input analysis is small or when the measurement errors and the quality associated with the collected data cannot be ignored. When data are not available, experts usually give judgments, which are subjective and can be inconsistent. Other contributors of uncertainties include lack of information about the dependency among factors and variables, as well as unknown time dependency of these factors. Uncertainties may also come from the simulation model itself due to partial knowledge about the physical system. Some argue that since the data itself can never be quantified with absolute certainty, thus uncertainty is subjective. However, when uncertainty is significant in making decisions, it must be quantified and incorporated into simulations. And it must be interpreted through simulation predictions, regardless the source of it. The two components of the total uncertainty need to be represented explicitly if simulation is used in risk analysis and safety assessment, where decisions are made based on simulation results. Neglecting the uncertainty component may lead to decisions that are not robust.
This research is to develop a reliable simulation mechanism to represent the total uncertainty of systems under study. A simulation mechanism is reliable if its solution is both complete and sound with respect to uncertainties. A complete solution includes all possible occurrences. A sound solution does not include impossible occurrences. We propose a new simulation mechanism based on interval-valued probabilities, which are imprecise probabilities with interval parameters. For ex-where the rate parameter is an interval. The goal of reliable simulation is to incorporate uncertainties and support robust decision makings. In this approach, probabilistic distributions represent variabilities, and intervals capture uncertainties. The degree of uncertainty measures the level of knowledge or information we acquire about the system. It can be considered as a determining factor of the parameters' interval width and is proportionally related.
We use random interval generators to generate random intervals instead of the traditional real-valued random variates. The outputs of simulations are also intervals. Therefore, calculations of performance measures are based on interval arithmetic. Interval statistics methods are used to report the mean and the standard deviation to provide a concise summary of the results. To ensure that the resultant intervals bound all possible real-valued outputs, a generic approach to determine the number of replications is proposed.
The rest of the paper is organized as follows. In Section 2, we review the related work of uncertainty quantification in simulation and introduce imprecise probability. In Section 3, the random interval variants generating method and interval-based simulation are described. Section 4 shows our approach to determine the number of replications for robustness.
BACKGROUND
In this section, we review the related work of uncertainty quantification in simulation, including the second order Monte Carlo, Bayesian methods, Delta method, and parametric bootstrapping. Some representations of imprecise probabilities are also introduced.
Uncertainty Quantification in Simulation
Uncertainties have been accounted for in simulation with different approaches. The following subsections summarize the different methods that have been developed.
Second Order Monte Carlo (SOMC) Simulation
One of the popular simulation techniques that represent the total uncertainty in simulation is the second order Monte Carlo (SOMC) (Burmaster and Wilson 1996) . A second-order probabilistic sensitivity analysis is superimposed on the traditional simulation so that uncertainties are quantified by sampling the parameters of the firstorder probabilistic distributions. SOMC contains two simulation loops. The inner loop is called the variability loop that reflects the natural variability. The outer loop represents the uncertainty of the input parameters of the inner loop. SOMC is easy to implement. However, the doubleloop simulation increases the number of runs. Thus the computational time increases. In each replication of the outer loop, the simulation output captures one of the possible scenarios associated with the uncertain parameters. As the number of replications increases the simulation robustness increases. However, the analyst does not know how many replications to run to achieve the desired robustness representing all possible scenarios. The additional question that has to be asked is whether the analyst has enough information to select the distributions of the input parameters in the outer loop.
Furthermore, the soundness of the response measurement is guaranteed in SOMC given that the distributions of the input parameters are valid. However, the completeness is not verifiable unless the number of replications for the outer loop increases tremendously.
Bayesian Methods
Recently the combination of the Bayesian analysis with simulation to capture model and parameter uncertainties has attracted attentions (Chick 2001) . Two types of uncertainties, model uncertainty and parameter uncertainty, can be incorporated in the Bayesian methods. The basic idea is to place a prior distribution on each input parameter in simulation to describe its initial uncertainty. The prior distribution is then updated to a posterior distribution based on the observed data associated with each parameter. The posterior distribution has more precise information about the values of the unknown parameters. The two distributions are used to guide the analyst to collect additional data if needed. After a specified number of data points for each parameter are collected, the simulation experiment is updated and run. Glynn (1986) first proposed a general Bayesian approach to continuously update input distributions with real-world data. Chick (1997) suggested the applications of Bayesian analysis to a broader range of areas such as input uncertainties, rankings, response surface modeling, and experimental design. The input uncertainty issue was further explored by his continuous work and a simulation replication algorithm was developed (Chick 1999 , Chick 2000 . Andradóttir and Bier (2000) also proposed the Bayesian analysis approach for input uncertainties and model validation. A Bayesian model average (BMA) method was proposed by Chick (2001) . BMA is used when multiple candidate distributions are proposed for a single source of randomness (Ng. and Chick 2006) . The idea of BMA was further improved by Zouaoui and Wilson (2001a , 2001b , 2003 , 2004 , where the analyst has more control on the number of simulation replications.
Bayesian methods quantify the parameter uncertainty in the simulation response. However, the difficulty of computing the posterior distribution hindered the wide spread of its use. The analyst needs more computational procedures such as Markov chain Monte Carlo simulation or importance sampling to implement this method. The non-generality of the Bayesian approach also reduces its use since it needs to be tailored to each application (Henderson 2003) .
Delta Method
Cheng and Holland (Cheng 1994 , Cheng and Holland 1997 , Cheng and Holland 1998 ) developed a delta method for input uncertainties. The framework was also adopted by Wilson (2001a, 2001b) . The method assumes that the model is known while input parameters are uncertain. The true values of the parameters are estimated by the maximum likelihood estimation (MLE), assuming that the parameters follow a normal distribution.
The total simulation output variance is estimated by two terms. The first term is the simulation variance, and the second term is the input parameter variance. The early work of Cheng and Holland (Cheng 1994 , Cheng and Holland 1997 , Cheng and Holland 1998 did not include the bias in the mean square error (MSE) of the parameters. The failure of including the bias is substantial in the sense that the simulation output confidence intervals are conservative, hence, the variance is overestimated (Henderson 2003) .
Later Cheng and Holland (2004) improved on this method by taking into consideration of the bias in the MSE. Nonetheless, its major disadvantage is in the assumption that the model is known with certainty. Furthermore the performance of this method is not yet known compared to Bayesian and Bootstrap methods (Henderson 2003) .
Bootstrap Approach
Bootstrapping was developed by Efron (1993) . There are two formulations of this technique, parametric and nonparametric. Batron and Schruben (2001) proposed three non-parametric resampling methods to incorporate the error due to input distributions. These methods use empirical distribution functions (EDFs) to model the distribution functions of independent input random variables.
For parametric resampling, Cheng and Holland (1997) utilized the bootstrap idea to quantify the effect of input parameter uncertainty for the parametric formulation. Using the available information, the parameters are first estimated by the MLE. The estimates are used to draw a new sample of the observations. This process is repeated B times obtaining B estimates to the input parameters (Cheng and Holland 2004) .
The use of percentile confidence interval is recommended in the bootstrapping method in the absence of simulation uncertainty. Its use assumes that the statistics of interest are computed deterministically by the resampling methods. When simulation uncertainty is present, percentile confidence intervals are based on a convolution of the input uncertainty and simulation uncertainty. In the bootstrapping simulation method, it is impossible to separate these forms of uncertainty. Hence, it is still not clear how these intervals behave (Henderson 2003) .
Imprecise Probability
In this paper, our proposed reliable simulation mechanism is based on imprecise probability. Instead of a precise value of the probability p E P = ) ( associated with an event E , a pair of lower and upper probabilities ] , [ ) ( p p E P = are used to quantify the uncertainty.
There are many representations of imprecise probabilities. For example, the Dempster-Shafer evidence theory (Dempster 1967 , Shafer 1990 ) characterizes uncertainties as discrete probability masses associated with a power set of values. Belief-Plausibility pairs are used to measure likelihood. The behavioral imprecise probability theory (Walley 1991 ) models behavioral uncertainties with the lower prevision (supremum acceptable buying price) and the upper prevision (infimum acceptable selling price). A random set (Malchanov 2005) is a multivalued mapping from the probability space to the value space. The possibility theory (Dubois and Prade 1988) provides an alternative to represent uncertainties with Necessity-Possibility pairs. Probability bound analysis (Ferson et al. 2003) captures uncertain information with pboxes which are pairs of lower and upper probability distributions. F-probability (Weichselberger 2000) incorporates intervals into probability values which maintains the Kolmogorov properties. Fuzzy probability (Möller and Beer 2004 ) considers probability distributions with fuzzy parameters. A cloud (Neumaier 2004 ) is a fuzzy interval with an interval-valued membership, which is a combination of fuzzy sets, intervals, and probability distributions. Recently, an imprecise probability with generalized interval form (Wang 2008 ) was also proposed, where the probabilistic calculus structure is simplified based on the algebraic closure properties of the Kaucher arithmetic (Kaucher 1980) for generalized intervals. Imprecise probability captures the total uncertainty and represents its two components quantitatively. It provides a concise form to improve the robustness of simulation without the traditional sensitivity analysis alike operations.
RELIABLE SIMULATION MECHANISM
The idea of the proposed new simulation mechanism is to compute and simulate based on intervals instead of the traditional floating-point numbers. In the traditional simulation, if it is possible to collect data for an input random variable of interest, these data are used in fitting a theoretical distribution with certitude. However, when the limitations mentioned in Section 1 are encountered and input uncertainties cannot be ignored, one needs to find new approaches to extend the current fitting method based on precise parameters.
In the proposed new simulation mechanism, we incorporate input uncertainty factors by using intervals as input parameters. Based on imprecise probability, this mechanism allows us to simulate from a set of probabilities at the same time and simultaneously consider a range of scenarios. Three major components of the new simulation mechanism, random interval variate generation, interval-based uncertainty propagation, and interval statistics, are described in Sections 3.1, 3.2, and 3.3 respectively.
Random Interval Variate Generation
The parameters of statistical distributions in reliable simulation are intervals instead of real numbers. For example, an interval exponential distribution ([2,4] ) expo is used instead of (3) expo . With this interval representation of parameters, the degree of uncertainties is captured by intervals' widths. The larger the parameter interval width is, the less knowledge we have about this parameter. As a result, the cumulative distribution function (cdf) associated with an input is no longer one crispy curve. Instead, we have a pair of cdf's corresponding to the lower and upper bounds. where x and x are the lower and upper bounds of the random interval variate respectively. The upper and lower bounds of cdf in Figure 1 can also be read in a second way. For a value of a random variable x , the cumulative probability is represented by an inter-
. These two representations of uncertainties are equivalent. With this approach, random intervals capture the uncertainty while the variability is represented by the probabilistic properties of the random interval population.
Uncertainty Propagation
The propagation of uncertainties during simulation is based on interval arithmetic. Specifically, the Kaucher interval arithmetic operations (Kaucher 1980 ) are used in calculation. We implement the random interval variate generation as well as the Kaucher interval arithmetic operations in a Java-based object-oriented simulation package, JSim. An example of a simple linear system shown in Figure 2 is used to illustrate the simulation process. The random numbers used in simulation are intervals, which are generated according to the corresponding interval probabilistic distributions. The initial state of an entity is determined by a Source, which creates entities based on statistical distributions of inter-arrival times. The entity starts its life cycle in the system with the arrival time represented by an interval [ , ] a a . Then each entity passes through the required Stations in its life cycle and stays for a time period of [ , ] In this interval-based simulation, the calculations of the performance measures are based on interval arithmetic. As a simple example to illustrate, the total time of an entity in the system is the total time spent from Station 1 to Station k and is computed as . All other events that trigger the clock to advance are modeled in a similar vein.
Interval Statistics
The simulation outputs for performance measures are intervals. Therefore statistics based on intervals should be used to draw conclusions from the sample data. The most frequently used statistical summaries are the mean (average) and the variance (standard deviation). Section 3.3.1 shows how to compute the arithmetic mean of interval data and Section 3.3.2 discusses algorithms used to compute bounds on the variance for an interval data set.
Mean
The mean of a set of intervals . Because the formula to calculate mean is a monotone function, the lower bound of the interval mean is just the average of the left endpoints i x 's, and the upper bound is the average of the right endpoints i x 's (Granvilliers et al. 2003) . Therefore the arithmetic mean of random intervals is given by
where N is the sample size of random intervals.
Variance
One of the important measures of data dispersion is variance. Computing the range for the variance ] , [ V V for a set of intervals is an NP-hard problem (Granvilliers et al. 2003) . Kreinovich et al. proposed algorithms to obtain the bounds on the variance (Ferson et al. 2007 , Granvilliers et al. 2003 , Xiang et al. 2007 ). For computing the lower bound of the variance V , there exists computationally feasible algorithms. It was found that V can be computed in )) log(
. On the other hand, computing the upper bound of the variance V requires computational effort that grows exponentially with the number of intervals in the data set (Granvilliers et al. 2003) . However, for several special cases such as when intervals are not overlapped and there is no interval completely nested in another one, )) log( ( n n O and linear time algorithms are available to compute V (Ferson et al. 2007 , Xiang et al. 2007 ).
SIMULATION ROBUSTNESS MEASURE
In order to have reliable and robust simulations, interval outputs produced by the interval input parameters should include those possible scenarios. That is, we need to have a certain level of confidence that the lower and upper cdf's of interval outputs bound the output cdf obtained from any bounded real-valued input parameters. Three factors play the roles to achieve the above mentioned enclosure effect. The first is the interval width of interval input parameters. As the width of the interval parameters increases, the probability that the real-valued cdf is enclosed by the lower and upper cdf's increases. However, if the interval width of inputs increases more than needed, the widths of the simulation output intervals will be over-estimated. The second factor is the value of the input real-valued parameters with respect to the bounds of the interval parameters. As the value of the real-valued parameter gets closer to either bound of the interval parameter, the probability of including the realvalued cdf between the lower and upper cdf's decreases. The third factor is the number of replications used in simulation. As the number of replications increases, the probability of enclosure will increase. The most reliable output is achieved by having an infinite number of replications. But obviously, this is impractical.
In this section, we derive an algebraic relationship between the number of replications and the accuracy of the estimate measured by the probability of enclosure. The relationship is used to determine the minimum number of replications necessary for a prefixed value of accuracy. The relationship can be also used inversely. If the analyst can afford a certain number of replications, this relationship provides the width of the interval parameter to be used to achieve a certain level of accuracy.
The approach used to find the number of replications n is based on the probability of having an assumed realvalued random variable x bounded by the corresponding random interval ] , [ x x at any cumulative probability p in cdf. The goal is to achieve the probability of enclosure
where x is the random variable if the simulation is run from any real-valued parameter bounded by the interval parameter.
There are three possible locations of x with respect to [ , ] x x : < x x , > x x , and ≤ ≤ x x x . The last location is the desirable one. If the independence of the lower and upper bounds is assumed, the probability in (2) can be rewritten as
(3) Order statistics is used to ensure that the probability in (3) at any cumulative probability p is at least α − 
is interpreted as the probability that at least r observations in the sample do not exceed x and can be calculated as (Stuart 1987) 
where
is the cdf of the random variable x . Based on the ordered statistics sampling distribution, the probability of having the is given by ( )
are the lower and the upper sampling distribution. Substituting (4) in (5) we receive
The probability in (6) can be used for any probabilistic distribution function by replacing the lower and the upper cumulative distribution functions ) (x F and ) (x F respectively with the corresponding distribution form. This relationship is used to determine the number of replications needed to ensure that the probability in (2) is achieved.
Here we derive the specific form of (6) into (6) we receive (7) where r is the order of the observation associated with the percentile p . With the inverse transform of exponential distribution 1 ln(
x is calculated at the cumulative probability p . (7) now can be approximated as (8) gives the probability that the random real variable x of order r is bounded between the random interval variable ] , [ x x when both are exponentially distributed. Setting the probability to a desired value, we can estimate the number of replications n at each percentile.
We solve the equation in (8) Tables 1, 2 and 3 respectively. The tables can be used based on the ratios between the bounds of the interval mean and the real-valued mean regardless the absolute values of the means. The numbers of replications were calculated to achieve the confidence levels (CLs) of 90% and 95%. For Table 1 the number of replications was calculated only at 90% CL. The number of replications needed at 90% CL is very large in general due to the narrow interval of 0 9 1 1 [ . , . ] . The numbers of replications for
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95% CL are even greater than the corresponding ones for 90% CL. It is noticed that as the interval width increases the number of replications for simulation decreases at the same percentile yielding the same probability of enclosure. In the calculation, we stopped when n is greater than 1030 because the program reaches its computational limit of calculating the large n due to the factorial. In the tables, ) 1030 (> indicates the limit is reached. The maximum bounding probability when 1030 = n is also given in the tables. The transition from 1030 > to three or two decimals of replication numbers shows how affordable it is to reach the completeness of the solution in these orders of r . For the small orders of observations, the number of replications required for a specified CL is very large. It shows the difficulty of enclosing the real-valued cdf at small orders of r for small interval widths compared to large interval widths. For the very large orders of observations, the number of replications also starts to increase. This is due to the narrow width of the cdf bounds at the high cumulative probability as the cdf curves become flatter. The calculations in Tables 1, 2 is the inverse of the error function. The normal distribution cdf and its inverse are not available in closed form. Their computation requires the use of numerical procedures, which are widely available in software for statistical modeling.
CONCLUDING REMARKS
In this paper we proposed an interval based reliable simulation mechanism, which simulates based on intervals instead of floating-point numbers. A random interval variate generating method was used to generate random intervals from a pair of cdf's corresponding to the lower and upper bounds of the input parameter. We also proposed the method to determine the number of replications for simulation robustness and output reliability. This mechanism differentiates input uncertainty from variability. It is implemented in a Java-based object-oriented simulation package.
The future work includes the systematic study of the real-valued time in simulation clock. We need to investigate how this affects the simulation results when the sequence of events will be different among replications. We also need to study the fitting of other distribution functions with interval parameters, e.g. Gamma and Lognormal functions. How to interpret the meanings of the collected interval statistics requires further investigations.
