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Abstract
For high-dimensional linear regression model, we propose an algorithm of exact support
recovery in the setting of noisy compressed sensing where all entries of the design matrix are
i.i.d standard Gaussian. This algorithm achieves the same conditions of exact recovery as
the exhaustive search (maximal likelihood) decoder, and has an advantage over the latter
of being adaptive to all parameters of the problem and computable in polynomial time.
The core of our analysis consists in the study of the non-asymptotic minimax Hamming
risk of variable selection. This allows us to derive a procedure, which is nearly optimal in
a non-asymptotic minimax sense. Then, we develop its adaptive version, and propose a
robust variant of the method to handle datasets with outliers and heavy-tailed distributions
of observations. The resulting polynomial time procedure is near optimal, adaptive to all
parameters of the problem and also robust.
Keywords: Compressed sensing, Square-Root SLOPE estimator, exact recovery, Hamming
loss, variable selection under sparsity, non-asymptotic minimax risk, robustness, median-of-
means estimator.
1 Introduction
1.1 Statement of the problem
Assume that we have the vector of measurements Y ∈ Rn satisfying
Y = Xβ + σξ (1)
where X ∈ Rn×p is a given design or sensing matrix, β ∈ Rp is the unknown signal, and σ > 0.
In this paper, we mostly focus on the setting where all entries of X are i.i.d. standard Gaussian
random variables and the noise ξ ∼ N (0, In) is a standard Gaussian vector independent of
X. Here, In denotes the n × n identity matrix. This setting is typical for noisy compressed
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sensing, cf. references below. We will also consider extensions to sub-Gaussian design X and
to noise ξ with heavy-tailed distribution.
In this paper, one of the main problems that we are interested in consists in recovering the
support of β, that is the set Sβ of non-zero components of β. For an integer s ≤ p, we assume
that β is s-sparse, that is it has at most s non-zero components. We also assume that these
components cannot be arbitrarily small. This motivates us to define the following set Ωps,a of
s-sparse vectors:
Ωps,a = {β ∈ Rp : |β|0 ≤ s and |βi| ≥ a, ∀i ∈ Sβ} ,
where a > 0, βi are the components of β for i = 1, . . . , p, and |β|0 denotes the number of
non-zero components of β. We consider the problem of variable selection stated as follows:
Given the observations (X,Y ), estimate the binary vector
ηβ = (1{β1 6= 0}, . . . ,1{βp 6= 0}),
where 1{·} denotes the indicator function. In order to estimate ηβ (and thus the support Sβ),
we define a decoder (selector) ηˆ = ηˆ(X,Y ) as a measurable function of the observations (X,Y )
with values in {0, 1}p. The performance of selector ηˆ is measured by the maximal risks
sup
β∈Ωps,a
Pβ (ηˆ 6= ηβ) and sup
β∈Ωps,a
Eβ |ηˆ − ηβ |
where |ηˆ − ηβ| stands for the Hamming distance between ηˆ and ηβ , Pβ denotes the joint
distribution of (X,Y ) satisfying (1), and Eβ denotes the corresponding expectation. We say
that a selector ηˆ achieves exact support recovery with respect to one of the above two risks if
lim
p→∞ supβ∈Ωps,a
Pβ (ηˆ 6= ηβ) = 0, (2)
or
lim
p→∞ supβ∈Ωps,a
Eβ |ηˆ − ηβ | = 0, (3)
where the asymptotics are considered as p → ∞ when all other parameters of the problem
(namely, n, s, a, σ) depend on p in such a way that n = n(p) → ∞. In particular, the
high-dimensional setting with p ≥ n is covered. For brevity, the dependence of these four
parameters on p will be further omitted in the notation. Since
Pβ (ηˆ 6= ηβ) ≤ Eβ|ηˆ − ηβ |,
the property (3) implies (2). Therefore, we will mainly study the Hamming distance risk.
Notation. In the rest of this paper we use the following notation. For given sequences an
and bn, we say that an = O(bn) (resp an = Ω(bn)) when an ≤ cbn (resp an ≥ cbn) for some
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absolute constant c > 0. We write an ≍ bn if an = O(bn) and an = Ω(bn). For x,y ∈ Rp, ‖x‖
is the Euclidean norm of x, and x⊤y the corresponding inner product. For a matrix X, we
denote by Xj its jth column. For x, y ∈ R, we denote by x ∨ y the maximum of x and y, by
⌊x⌋ the maximal integer less than x and we set x+ = x ∨ 0. The notation 1{·} stands for the
indicator function, and |A| for the cardinality of a finite set A. We denote by C and c positive
constants that can differ on different occurences.
1.2 Related literature
The literature on support recovery in high-dimensional linear model under sparsity is very rich
and its complete overview falls beyond the format of this paper. Some important common
features of the obtained results are as follows.
• The existing selectors (decoders) can be split into two main families. The first family
consists of polynomial time algorithms, such as selectors based on the Lasso [1, 2],
the orthogonal matching pursuit [3, 4, 5] or thresholding [6, 7]. The second contains
exhaustive search methods, for instance, the Maximum Likelihood (ML) decoder; they
are not realizable in polynomial time. The ML decoder outputs the support Sβˆ of the
least squares solution
βˆ ∈ argmin
θ: |θ|0=s
‖Y −Xθ‖,
which is the ML estimator of β on the set {β : |β|0 = s} when the noise is Gaussian.
• The available results are almost exclusively of the form (2), where the asymptotics is
considered under various additional restrictions on the behavior of (n, s, a, σ) as p→∞.
One of the main restrictions concerns the asymptotic behavior of the signal-to-noise ratio
(SNR). For σ ≍ 1, the noise and the entries of the sensing matrix X are of the same
order as in [6] and [8], while in [9], σ ≍ √n, and hence the noise scales largely compared
to the signal.
We now briefly overview results for specific asymptotics, with the emphasis on the phase
transition, that is on the necessary and sufficient conditions of exact recovery. To the best of
our knowledge, they cover only the exact recovery of the type (2).
In the strong noise regime σ ≍ √n, [9] show that necessary and sufficient conditions for
(2) are given by n = Ω
(
s log(ps )
)
, and a2 = Ω(log(p − s)), and the ML decoder is optimal in
the sense that it achieves exact recovery under these conditions. In the same regime σ ≍ √n,
[10] present a polynomial time procedure achieving (2) under sub-optimal sufficient conditions
n = Ω
(
s log(ps )
)
, and a2 = Ω
(
(log p)3
)
. This procedure requires a prior knowledge of the
threshold a.
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For σ ≍ 1, which is in fact the general case (equivalent to fixed σ), the results are different.
First, the following necessary condition for exact recovery (in the sense (2)) for any decoder
is obtained in [11]:
n = Ω
(
s log(ps )
log(1 + s a
2
σ2 )
∨ log(p− s)
log(1 + a
2
σ2 )
)
. (4)
In [12], it is shown that, under the restrictions a/σ = O(1) and a/σ = Ω(1/√s) on the
signal-to-noise ratio a/σ, the ML decoder is optimal in the sense that it achieves (2) under the
necessary condition (4). Note that the second term in (4) satisfies
log(p− s)
log(1 + a
2
σ2 )
≍ σ
2 log(p − s)
a2
for a/σ = O(1). (5)
In the general case, that is with no restrictions on the joint behavior of s, σ and a, the following
sufficient condition for the ML decoder to achieve exact recovery (2) is given in [8]:
n = Ω
(
s log
(p
s
)
∨ σ
2 log(p− s)
a2
)
. (6)
One can check that, for a/σ = O(1/√s), the second terms in (4) and in (6) are dominant,
while for a/σ = Ω(1), the first terms are dominant. These remarks and (4) - (6) lead us to
the following table of phase transitions for exact recovery in the sense of (2). We recall that
this table, as well as the whole discussion in this subsection, deal only with the setting where
both X and ξ are Gaussian.
SNR Upper bound for ML Lower bound
a/σ = O(1/√s) σ2 log(p−s)
a2
a/σ = O(1) and a/σ = Ω(1/√s) s log(
p
s
)
log(1+s a
2
σ2
)
∨ log(p−s)
log(1+ a
2
σ2
)
a/σ = Ω(1) s log(ps )
s log(p/s)
log(1+sa2/σ2)
Table 1. Phase transitions in Gaussian setting.
It remains an open question what is the exact phase transition for a/σ = Ω(1). We also note
that, in the zone a/σ = O(1), the exact phase transitions in this table are attained by the ML
decoder, which is not computable in polynomial time and requires the knowledge of s. Known
polynomial time algorithms are shown to be optimal only in the regime a/σ = O(1/√s).
In [6], it is shown that Lasso is sub-optimal compared to the ML decoder. For the regime
a2/σ2 = O( log(s)s ) and s ≍ p, the ML decoder requires n = Ω(p) observations to achieve exact
recovery, while polynomial time algorithms require n = Ω(p log(p)). In this regime, the ML
decoder is optimal, cf. Table 1. In the regime of a/σ = Ω(1), there exists an algorithmic gap
making the problem of exact recovery hard whenever the sample size satisfies n ≤ 2σ2s log(p)
4
[13]. This implies that the sample size of the order s log(p/s)
log(1+sa2/σ2)
(the necessary condition 4
in the regime a/σ = Ω(1)) is not sufficient for exact recovery via a computationally tractable
method. Variable selection algorithms based on techniques from sparse graphs theory such as
sparsification of the Gram matrix X⊤X are suggested in [14], [15] and [16]. In those papers,
phase transitions are derived for the asymptotics where the sparsity s and the sample size
n scale as power functions of the dimension p. In general, sufficient conditions for the ML
decoder are less restrictive than conditions obtained for known polynomial time algorithms.
A more complete overview of necessary and sufficient conditions for exact recovery defined in
the form (2) for different models can be found in [17].
1.3 Contributions
The main contribution of this paper is a polynomial time algorithm that achieves exact recovery
with respect to both criteria (2) and (3) under the same sufficient conditions (6) as the ML
decoder. An open question stated in [6] is whether any computationally tractable algorithm can
achieve a scaling similar to the ML decoder. This paper answers the question positively under
rather general conditions. In [6], a sufficient condition for exact recovery by a thresholding
procedure is obtained in the form
n >
8
√
‖β‖22 + σ2
a2
log(p − s).
This condition cannot be satisfied uniformly on the class Ωps,a since ‖β‖22 can be arbitrarily
large. The selector ηˆ that we suggest here is defined by a two step algorithm, which computes
at the first step the Square-Root SLOPE estimator βˆ of β. At the second step, the components
of ηˆ are obtained by thresholding of debiased estimators of the components of β based on the
preliminary estimator βˆ.
We now proceed to the formal definition of this selection procedure. Split the sample
(Xi, Yi), i = 1, . . . , n, into two subsamples D1 and D2 with respective sizes n1 and n2, such that
n = n1+n2. For k = 1, 2, denote by (X
(k), Y (k)) the corresponding submatrices X(k) ∈ Rnk×p
and subvectors Y (k) ∈ Rnk . The Square-Root SLOPE estimator based on the first subsample
(X(1), Y (1)) is defined as follows. Let λ ∈ Rp be a vector of tuning parameters
λj = A
√
log(2pj )
n
, j = 1, . . . , p,
for large enough constant A > 0. For any β ∈ Rp, let (β∗1 , . . . , β∗p) be a non-increasing
rearrangement of |β1|, . . . , |βp|. Consider
|β|∗ =
p∑
j=1
λjβ
∗
j , β ∈ Rp,
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which is a norm on Rp, cf., e.g., [18]. The Square-Root SLOPE estimator is a solution of the
convex minimization problem
βˆ ∈ argmin
β∈Rp
(
‖Y (1) −X(1)β‖√
n1
+ 2|β|∗
)
. (7)
Note that this estimator does not depend on the parameters s, σ, and a. Details about the
computational aspects and statistical properties of the Square-Root SLOPE estimator can be
found in [19].
The suggested selector is defined as a binary vector
ηˆ(X,Y ) = (ηˆ1(X,Y ), . . . , ηˆp(X,Y )) (8)
with components
ηˆi(X,Y ) = 1
{∣∣∣X(2)⊤i (Y (2) −∑
j 6=i
X
(2)
j βˆj
)∣∣∣ > t(X(2)i )‖X(2)i ‖} (9)
for i = 1, . . . , p, where X
(2)
i denotes the ith column of matrix X
(2). The threshold t(·) in (9)
will be defined by different expressions, with a basic prototype of the form
t(u) = tσ(u) =
a‖u‖
2
+
σ2 log(ps − 1)
a‖u‖ , ∀u ∈ R
n2 . (10)
The decoder (8) - (9) is the core procedure of this paper. We show that it improves known
sufficient conditions of exact recovery for methods realizable in polynomial time. We also show
that it can be turned into a completely adaptive procedure (once the sufficient conditions are
fulfilled) by suitably modifying the definition (10) of the threshold. Another advantage is that
the decoder (8) - (9) can be generalized to sub-Gaussian design matrices X and to heavy-
tailed noise. In Section 2, we study the non-asymptotic minimax Hamming distance risk, we
derive a lower bound and prove that the decoder (8) - (9) is nearly optimal. Section 3 gives
sufficient conditions for exact support recovery for the method (8) - (9). Section 4 is devoted
to adaptivity to all parameters of the setting, while, in Section 5, we show how to extend all
previous results to sub-Gaussian Xand ξ. Finally, in Section 6, we give a robust version of our
procedure when the noise ξ is heavy-tailed and the data are corrupted by arbitrary outliers.
2 Non-asymptotic bounds on the minimax risk
Here, as well as in Sections 3 and 4, we assume that all entries ofX are i.i.d. standard Gaussian
random variables and the noise ξ ∼ N (0, In) is a standard Gaussian vector independent of X.
In this section, we present a non-asymptotic minimax lower bound on the Hamming risk
of any selectors as well as non-asymptotic upper bounds for the two risks of selector (8) - (9).
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In several papers, lower bounds are derived using the Fano lemma in order to get necessary
conditions of exact support recovery, i.e., the convergence of the minimax risk to 0. However,
they do not give information about the rate of convergence. Our first aim in this section is
to obtain an accurate enough lower bound characterizing the rate. The Fano lemma is too
rough for this purpose and we use instead more refined techniques based on explicit Bayes risk
calculation. Set
ψ+ (n, p, s, a, σ) = (p− s)P (σε > t (ζ)) + sP (σε ≥ a‖ζ‖ − t (ζ)) ,
where ε is a standard Gaussian random variable, ζ ∼ N (0, In) is a standard Gaussian random
vector in Rn independent of ε, and t(·) is defined in (10).
The following minimax lower bound holds.
Theorem 2.1. For any a > 0, σ > 0 and any integers n, p, s such that s < p we have
∀s′ ∈ (0, s], inf
η˜
sup
β∈Ωps,a
Eβ|η˜ − ηβ | ≥ s
′
s
(
ψ+(n, p, s, a, σ) − 4se−
(s−s′)2
2s
)
,
where inf η˜ denotes the infimum over all selectors η˜.
The proof of this theorem is given in the Appendix. The idea is in reduction to considering
the component-wise Bayes risk. Achieving the minimal value of the risk for each component
leads to an equivalent of the oracle (non-realizable) decoder η∗ with components
η∗i (X,Y ) = 1
{
X⊤i
(
Y −
∑
j 6=i
Xjβj
)
> t(Xi)‖Xi‖
}
, i = 1, . . . , p, (11)
where t(·) is the threshold defined in (10). This decoder has a structure similar to (9). It
selects the components by thresholding the random variables
X⊤i
(
Y −∑j 6=iXjβj)
‖Xi‖ . (12)
Note that, under the model (1), the random variable (12) has the same distribution as
βi‖Xi‖+ σεi,
where εi is a standard Gaussian random variable independent of ‖Xi‖. Thus, conditionally on
the design X, we are in the framework of variable selection in the normal means model, where
the lower bound techniques developed in [20] can be applied to obtain the result.
Clearly, the oracle decoder η∗ is not realizable since it depends on the unknown β. We do
not know the rest of the components of β when we try to recover its ith component. Since
the sensing matrix X is assumed Gaussian with i.i.d entries, it is straightforward to see that∑
j 6=iXjβj is a zero-mean Gaussian variable with variance not greater than ‖β‖2. Hence we
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can consider this term as an additive noise, but the fact that we cannot control ‖β‖ means
that the variance of the noise is not controlled neither. In order to get around this drawback,
we plug in an estimator βˆ instead of β in the oracle expression. This motivates the two-step
selector defined in (8) - (9). At the first step, we use the Square-Root SLOPE estimator βˆ
based on the subsample D1. We have the following bound on the ℓ2 error of the Square-Root
SLOPE estimator.
Proposition 2.1. Let βˆ be the Square-Root SLOPE estimator defined in Section 1.3 with large
enough A > 0. There exist positive constants C0, C1 and C2 such that for all δ ∈ (0, 1] and
n1 >
C0
δ2
s log
(ep
s
)
we have
sup
|β|0≤s
Pβ
(
‖βˆ − β‖ ≥ δσ
)
≤ C1
( s
2p
)C2s
.
This proposition is a special case of Proposition 5.1 below.
In what follows, for the sake of readability, we will write X and Y instead of X(2) and Y (2)
since we will condition on the first subsample D1 and only use the second subsample D2 in
our argument. We only need to remember that βˆ is independent from the second sample of
size n2. With this convention, definition (9) involves now the random variables
αi :=
X⊤i
(
Y −∑j 6=iXjβˆj)
‖Xi‖ = βi‖Xi‖+
1
‖Xi‖X
⊤
i
(∑
j 6=i
Xj(βj − βˆj) + σξ
)
(13)
for i = 1, . . . , p. Conditionally on βˆ and Xi, the variable αi has the same distribution as
βi‖Xi‖+
(
σ2 +
∑
j 6=i
|βj − βˆj |2
) 1
2
ε, (14)
where ε is a standard Gaussian random variable. Hence, considering αi as new observations,
we have a conditional normal means model, for which a natural procedure to detect the non-
zero components consists in comparing αi to a threshold. Choosing the same threshold t(·) as
in the lower bound of Theorem 2.1 leads to the selector (8) - (9).
Consider now a quantity close to ψ+ given by the formula
ψ (n, p, s, a, σ) = (p− s)P (σε > t (ζ)) + sP (σε > (a‖ζ‖ − t (ζ))+)
where t(u) = tσ(u) is defined in (10). Note that
ψ (n, p, s, a, σ) ≤ ψ+ (n, p, s, a, σ) .
We have the following upper bound for the minimax risks of the selector (8) - (9).
8
Theorem 2.2. Let n, p, a, σ be as in Theorem 2.1, let s be an integer such that s ≤ p/2, and
let ηˆ be the selector (8) - (9) with the threshold t(·) = tσ√1+δ2(·) defined in (10), with some
δ ∈ (0, 1]. Then there exists a constant C0 > 0 such that for all n1 > C0δ2 s log
(ep
s
)
we have
sup
β∈Ωps,a
Eβ|ηˆ − ηβ| ≤ 2ψ(n2, p, s, a, σ
√
1 + δ2) + C1p
( s
2p
)C2s
,
and
sup
β∈Ωps,a
Pβ (ηˆ 6= ηβ) ≤ 2ψ(n2, p, s, a, σ
√
1 + δ2) + C1
( s
2p
)C2s
.
Proof. Define the random event A = {‖βˆ − β‖ ≤ δσ}, where βˆ is based on the subsample D1.
For any β ∈ Ωps,a, we have
Eβ [|ηˆ − ηβ | |D1] =
∑
i:βi=0
Eβ [ηˆi|D1] +
∑
i:βi 6=0
Eβ [1− ηˆi|D1]
=
∑
i:βi=0
Pβ(|αi| > t(Xi)|D1) +
∑
i:βi 6=0
Pβ(|αi| ≤ t(Xi)|D1).
Here, t(Xi) ≥ 0 since s ≤ p/2. Using the fact that, conditionally on βˆ and Xi, the variable αi
has the same distribution as (14) we find that, for all i such that βi = 0,
Pβ(|αi| > t(Xi)|D1) ≤ P(σ∗|ε| > t(Xi)|D1) = 2P(σ∗ε > t(Xi)|D1)
where σ∗ = (σ2 + ‖βˆ − β‖2)1/2 and ε is a standard Gaussian random variable independent of
‖Xi‖. Analogous argument and the fact that |βi| ≥ a for all non-zero βi lead to the bound
Pβ(|αi| ≤ t(Xi)|D1) ≤ P(σ∗|ε| ≥ a‖Xi‖ − t(Xi)|D1) = 2P(σ∗ε ≥ (a‖Xi‖ − t(Xi))+|D1)
valid for all i such that βi 6= 0. Therefore,
Eβ [|ηˆ − ηβ| |D1] ≤ 2(p− s)P(σ∗ε > t(ζ)|D1) + 2sP(σ∗ε ≥ (a‖ζ‖ − t(ζ))+|D1), (15)
where ζ ∼ N (0, In2) is a standard Gaussian random vector in Rn2 independent of ε. Using
this bound on the event A and taking expectations with respect to D1 yields
Eβ|ηˆ − ηβ| ≤ 2ψ(n2, p, s, a, σ
√
1 + δ2) + 2pP (Ac) .
For Pβ (ηˆ 6= ηβ), we have an analogous bound where the factor p in the second term disappears
since we intersect only once with the event A in the probability of wrong recovery, instead of
doing it for p components. The theorem follows by applying Proposition 2.1.
Remark 2.1. As we will see in the next section, the term p
(
s
2p
)C2s is small compared to ψ
for large p. Hence, ψ, or the close quantity ψ+, characterize the main term of the optimal
rate of convergence. Uniformly on Ωps,a, no selector can reach a better rate of the minimax
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risk in asymptotical regime. The discrepancy between the upper and lower bounds comes from
increasing the sample size by n1, in order to estimate β (in the upper bound, the first argument
of ψ+ is the smaller sample size n2 < n, which makes ψ+ greater), and a higher variance
σ2(1 + δ2), even if we can make it very close to σ2 by choosing δ.
Remark 2.2. Our choice of Square-Root SLOPE estimator βˆ is motivated by the fact that it
achieves the optimal rate of ℓ2 estimation adaptively to s and σ, which will be useful in Section
4. Since in this section we do not consider adaptivity issues, we can also use as βˆ the LASSO
estimator with regularization parameter depending on both s and σ or the SLOPE estimator,
for which the regularization parameter depends σ but not on s. Indeed, it follows from [21]
that Proposition 2.1 holds when βˆ is such a LASSO or a SLOPE estimator. Thus, Theorem
2.2 remains valid for these two estimators as well.
The values αi can be viewed as ”de-biased” observations in high-dimensional regression.
Other de-biasing schemes can be used, for example, the method considered in Section 6. The
most popular de-biasing technique is based on the LASSO and would consider in our context
αi = βˆ
d
i where βˆ
d
i are the components of the vector
βˆd = βˆL +
1
n
X⊤
(
Y −XβˆL
)
.
and βˆL is the LASSO estimator (see, for example, [22] and the references therein). As in our
case, this reduces the initial regression model to the mean estimation model (conditionally on
βˆL), which is not exactly the normal means model but rather its approximation. Indeed, we
may equivalently write
βˆdi = βi +
X⊤i
n
(∑
j 6=i
Xj(βj − βˆLj ) + σξ
)
+
(
1− ‖Xi‖
2
n
)
(βˆLi − βi).
The difference from (13) is in the fact that, conditionally on βˆL and Xi, we have here a bias(
1− ‖Xi‖2n
)
(βˆLi −βi), and that there is no scaling by the norm of Xi. Note that scaling by the
norm ‖Xi‖ instead of n is crucial in our construction. It allows us to obtain in Theorem 2.2
the expression for the risk analogous to the lower bound of Theorem 2.1.
Finally, note that in parallel to our work, a study of a specific type of two-stage algorithms
for variable selection in linear models is developed in [23]. Our results and the questions that
we address here are significantly different.
3 Phase transition
Using the upper and lower bounds of Section 2, we can now study the phase transition, i.e.,
the necessary and sufficient conditions on the sample size to achieve exact recovery under the
Hamming risk. A first lower bound is given by the following result.
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Proposition 3.1. Let n, p, s, a, σ be as in Theorem 2.1. If also s ≥ 6 and n ≤ 2σ
2 log( ps−1)
a2
,
there exists an absolute constant c > 0 such that
inf
η˜
sup
β∈Ωps,a
Eβ |η˜ − ηβ| ≥
(
c ∨ s
8
(
1− 16e− s8
))
,
where inf η˜ denotes the infimum over all selectors η˜.
Proof. We start by proving a lower bound on the function ψ+. We have
ψ+(n, p, s, a, σ) ≥ sP (σε ≥ a‖ζ‖ − t(ζ)) ≥ sP(σε ≥ 0)P (B) = s
2
P (B) .
where B = {a‖ζ‖ ≤ t(ζ)}. Since a chi-squared random variable with n degrees of freedom has
a median smaller than n, we get under the conditions stated above that
P (B) = P
(
‖ζ‖2 ≤ 2σ
2 log(ps − 1)
a2
)
≥ 1
2
.
Therefore, using Theorem 2.1 we get
∀s′ ∈ (0, s), inf
η˜
sup
β∈Ωps,a
Eβ |η˜ − ηβ| ≥ s′
(
1
4
− 4e− (s−s
′)2
2s
)
.
Since s ≥ 6 we have 4e−s/2 < 14 . Hence,
lim
s′→0+
(
1
4
− 4e− (s−s
′)2
2s
)
=
1
4
− 4e−s/2 > 0.
Thus, there exists c > 0 such that
inf
η˜
sup
β∈Ωps,a
Eβ |η˜ − ηβ | ≥ c.
By setting s′ = s/2, we also get
inf
η˜
sup
β∈Ωps,a
Eβ |η˜ − ηβ | ≥ s
8
(
1− 16e− s8
)
.
The proposition follows.
Proposition 3.1 implies that the condition n ≥ 2σ2 log(
p
s
−1)
a2
is necessary to achieve exact
recovery for the Hamming risk. We give now a more accurate necessary condition for the
regime a = O(σ). This regime is the most interesting when we consider the asymptotic setting
where a is decreasing.
Theorem 3.1. Let n, p, s, a, σ be as in Theorem 2.1. If also n >
2σ2 log( ps−1)
a2
, a <
√
2σ, and
s < p/2, then there exists an absolute constant c > 0 such that
inf
η˜
sup
β∈Ωps,a
Eβ |η˜ − ηβ| ≥ c
√√√√ s7/4(p− s)1/4
n log
(
1 + a
2
4σ2
) exp(−n
2
log
(
1 +
a2
4σ2
))
− 2se− s8 ,
where inf η˜ denotes the infimum over all selectors η˜.
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The proof of Theorem 3.1 is given in the Appendix.
Corollary 3.1. Let s ≥ 6, a < √2σ, and let
n < (1− ǫ) log(p − s) + 7 log(s)
4 log
(
1 + a
2
4σ2
) ,
for some ǫ ∈ (0, 1). Then, there exists c > 0 such that
lim inf
p→∞ infη˜
sup
β∈Ωps,a
Eβ |η˜ − ηβ| ≥ c.
Proof. If n ≤ 2σ
2 log( ps−1)
a2 , then the result follows from Proposition 3.1. Now if n >
2σ2 log( ps−1)
a2 ,
then Theorem 3.1 yields
inf
η˜
sup
β∈Ωps,a
Eβ |η˜ − ηβ | ≥ c
( (
s7/4(p − s)1/4)ǫ
(1− ǫ) log (s7/4(p− s)1/4)
) 1
2
− 2se− s8 .
As 1 ≤ s < p, we have lim
p→∞s
7/4(p− s)1/4 =∞. The result follows.
Corollary 3.1 implies the following necessary condition for exact recovery under the Ham-
ming risk:
n ≥ log(p − s) + 7 log(s)
4 log
(
1 + a
2
4σ2
) .
We will show now that the upper bound on the minimax risk decreases exponentially with
the sample size. This will allow us to show that the decoder (8) - (9) achieves exact recovery
under the same conditions as the ML decoder.
Theorem 3.2. Let s ≤ p/2, n, p, a, σ be as in Theorem 2.1, and a ≤ σ. Assume that for some
δ ∈ (0, 1] the following inequalities hold
n1 >
C0
δ2
s log
(ep
s
)
and n2 ≥
4σ2 log
(p
s − 1
)
a2
.
Let ηˆ be the selector as in Theorem 2.2. Then,
sup
β∈Ωps,a
Eβ |ηˆ − ηβ | ≤ 2
√
s(p− s) exp
(
−n2
2
log
(
1 +
a2
4σ2 (1 + δ2)
))
+ se−
n2
24 + C1p
( s
2p
)C2s
,
and
sup
β∈Ωps,a
Pβ (ηˆ 6= ηβ) ≤ 2
√
s(p− s) exp
(
−n2
2
log
(
1 +
a2
4σ2 (1 + δ2)
))
+ se−
n2
24 + C1
( s
2p
)C2s
.
The proof of this theorem is given in the Appendix.
We can notice that both types of errors decrease exponentially as the sample size increases
to ∞.
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Corollary 3.2. Under the conditions of Theorem 3.2, if a ≤ σ/√3 and n2 ≥ A log(p−s)+log(s)
log
(
1+ a
2
4σ2(1+δ2)
)
for some A > 1, we have
sup
β∈Ωps,a
Pβ (ηˆ 6= ηβ) ≤ 3 (s(p− s))
1−A
2 + C1
( s
2p
)C2s
.
Proof. Since log(p− s) + log(s) ≥ log (ps − 1), and log (1 + x) ≤ x, we get
n2 ≥
4σ2 log
(p
s − 1
)
a2
.
Hence Theorem 3.2 applies. Moreover, since a ≤ σ/√3 we also have
e−
n2
24 ≤ exp
(
−n2
2
log
(
1 +
a2
4σ2 (1 + δ2)
))
.
We can conclude by using the lower bound on n2 and the inequality s ≤
√
s(p− s).
As consequence of the last corollary, sufficient conditions for the selector (8) - (9) with
threshold (10) to achieve exact recovery are as follows
n1 >
C0
δ2
s log
(ep
s
)
and n2 > (1 + ǫ)
log(p − s) + log(s)
log
(
1 + a
2
4σ2(1+δ2)
) ,
for some δ ∈ (0, 1] and ǫ > 0.
Comparing the rate of convergence in Corollary 3.2 to the rate for the ML decoder estab-
lished in [12], we notice that they have similar form. Indeed, [12] proves the bound
sup
β∈Ωps,a
Pβ (ηˆ 6= ηβ) ≤ s
(
(es(p− s))−B∗ +
(
s
e(p− s)
)B∗s)
,
for some B∗ > 0 and s ≤ p/2.
It is interesting to compare these conditions with the best known in the literature (where
only the risk (2) was studied). Using (5), we see that, in the zone a/σ = O(1), our sufficient
condition for exact recovery has the form
n = Ω
(
s log
(p
s
)
∨ σ
2 log(p− s)
a2
)
. (16)
As follows from the discussion in the Introduction, this gives the exact phase transition in the
zone a/σ = O(1), a = O(1/√s), while in the zone a/σ = O(1), a = Ω(1/√s), combination of
the results of [11] and [12] shows that the exact phase transition (realized by the ML decoder)
is given by
n = Ω
(
s log(ps )
log(1 + s a
2
σ2
)
∨ σ
2 log(p− s)
a2
)
.
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It remains an open question whether the improvement by the term log(1+s a
2
σ2
) appearing here
is achievable by computationally tractable methods. Our sufficient condition (16) is the same
as for the ML decoder [8], with the advantage that our selector can be computed in polynomial
time. Nevertheless, the knowledge of parameters s, a and σ is required for the construction.
This motivates us to derive, in the next section, adaptive variants of the proposed selector.
4 Nearly optimal adaptive procedures
In this section, we propose three adaptive versions of our selector. The first one assumes that
we know only a and do not know s and σ, the second assumes only the knowledge of σ, and
the third one is completely adaptive to all the parameters.
We first present the following a tail bound for the Student distribution that will be useful
to derive the results.
Lemma 4.1. Let Z be a Student random variable with k degrees of freedom. There exist
constants c, C > 0 independent of k such that for all b ≥ 1/√k we have
c
(1 + b2)−
k−1
2√
kb
≤ P
(
|Z| ≥
√
kb
)
≤ C (1 + b
2)−
k−1
2√
kb
.
The proof of this lemma is given in the Appendix.
The Square-Root SLOPE estimator βˆ is adaptive to the sparsity parameter s and to the
scale parameter σ. The dependence of the selector ηˆ defined in (8) - (9) on the parameters
s, σ and a only appears in the definition of the threshold t(·). Hence, we will replace it by
an adaptive threshold. In this section, we assume that n is an even integer and the sample
splitting is done in two subsamples of equal sizes such that n1 = n2 = n/2. In Theorem 3.2,
we have shown that the selector ηˆ defined in (8) - (9) with the threshold function
t(u) =
a‖u‖
2
+
(1 + δ2)σ2 log
(p
s − 1
)
a‖u‖ , ∀u ∈ R
n2 , (17)
achieves nearly optimal conditions of exact recovery. We now set a new threshold by simply
dropping the second term in (17):
t(u) =
a‖u‖
2
, ∀u ∈ Rn2 . (18)
Then, the procedure becomes adaptive to s and σ. The phase transition for this procedure is
given by the following proposition.
Proposition 4.1. Let n be an even integer and 2(1 ∨ 1/C2) ≤ s < p. Set n1 = n2 = n/2,
and let the threshold t(·) be defined in (18). Then, the selector ηˆ defined in (8) - (9) achieves
exact recovery under both risks (Hamming and support recovery) if
n ≥ 2
(
C0s log
(ep
s
)
∨ 2 log p
log
(
1 + a
2
8σ2
) + 1).
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Proof. Following the lines of the proof of Theorem 2.2 and choosing there δ = 1 we get
sup
β∈Ωps,a
Eβ |ηˆ − ηβ| ≤ pP
(√
2σ |ε| ≥ a‖ζ‖
2
)
+ C1p
( s
2p
)C2s
, (19)
where ε is a standard Gaussian random variable and ζ ∼ N (0, In2) is a standard Gaussian
random vector in Rn2 independent of ε. In order to prove exact recovery, we need to show
that both terms on the right hand side of (19) vanish as p goes to infinity. We first consider
the second term. Note that the function t 7→ ( t2p)t is decreasing for 1 ≤ t ≤ p/2. Thus, if
2(1 ∨ 1/C2) ≤ s ≤ p/2 we have
p
( s
2p
)C2s ≤ p(1 ∨ 1/C2
p
)2 → 0 as p→∞,
while for p/2 < s < p,
p
( s
2p
)C2s ≤ p2−C2p/2.
Thus, to prove the proposition, it remains to show that the first term on the right hand side
of (19) vanishes. Using the independence between ε and ζ, we have
P
(√
2σ |ε| ≥ a‖ζ‖
2
)
= P
(
|Z| ≥ a
√
n2
2
√
2σ
)
,
where Z is a Student random variable with n2 degrees of freedom. To bound the last proba-
bility, we use Lemma 4.1. Since log(1 + x) ≤ x,∀x ≥ 0, the assumption on n2 implies
n2 >
16σ2 log p
a2
.
In particular, since p ≥ 3 we have n2a2
8σ2
≥ 1. Thus, by Lemma 4.1,
pP
(√
2σ |ε| ≥ a‖ζ‖
2
)
≤ Cpσ
a
√
n2
(
1 +
a2
8σ2
)−n2−1
2
=
Cσ
a
√
n2
exp
(
log p− n2 − 1
2
log
(
1 +
a2
8σ2
))
≤
Cσ
√
log
(
1 + a
2
8σ2
)
a
√
2 log p
(20)
where we have used the condition n2 ≥ 2 log p
log
(
1+ a
2
8σ2
) + 1. The expression in (20) tends to 0 as
p→∞. This completes the proof.
Proposition 4.1 shows that the condition
n = Ω

s log (ep
s
)
∨ log p
log
(
1 + a
2
8σ2
)


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is sufficient for exact recovery without knowing the sparsity parameter s.
We now turn to the case where both s and a are unknown. In Proposition 4.1, we have
used the condition
n2 >
2 log p
log
(
1 + a
2
8σ2
) ,
which is equivalent to
a2 > 8σ2
(
p
2
n2 − 1
)
. (21)
This inspires us to replace the threshold function t(u) = a‖u‖/2 considered in Proposition 4.1
by
t(u) = σ
√
2
(
p
2
n2 − 1
)
‖u‖, u ∈ Rn2 . (22)
Then, we get the following result analogous to Proposition 4.1.
Theorem 4.1. Let n ≥ 4 be an even integer and 2(1∨1/C2) ≤ s < p. Set n1 = n2 = n/2, and
let the threshold t(·) be defined in (22). Then, the selector ηˆ defined in (8) - (9) achieves exact
recovery under both risks (Hamming and support recovery) if n ≥ 2
(
C0s log
(ep
s
)∨ 2 log p
log
(
1+ a
2
8σ2
)
)
.
Proof. Acting as in the proof of Theorem 2.2 and choosing there δ = 1 we get
sup
β∈Ωps,a
Eβ |ηˆ − ηβ| ≤ pP
(√
2σ |ε| > t (ζ)
)
+ sP
(√
2σ |ε| ≥ (a‖ζ‖ − t (ζ))+
)
+ C1p
(
s
2p
)C2s
where ε is a standard Gaussian random variable and ζ ∼ N (0, In2) is a standard Gaussian
random vector in Rn2 independent of ε. Since n2 ≥ 2 log p
log
(
1+ a
2
8σ2
) , we have (21), which implies
a‖ζ‖ ≥ 2t (ζ). Therefore,
sup
β∈Ωps,a
Eβ |ηˆ − ηβ| ≤ 2pP
(√
2σ |ε| ≥ t (ζ)
)
+ C1p
(
s
2p
)C2s
. (23)
The second summand on the right hand side of (23) is treated in the same way as in Proposition
4.1. To bound the first summand, we note that due to (22),
P
(√
2σ |ε| ≥ t (ζ)
)
= P
(
|Z| ≥
√
n2
(
p
2
n2 − 1))
where Z is a Student random variable with n2 degrees of freedom. Using the inequalities
n2
(
p
2
n2 − 1) = n2( exp(2(log p)/n2)− 1) ≥ 2 log p, n2 ≥ C0 log p, and Lemma 4.1 we find
P
(
|Z| ≥
√
n2
(
p
2
n2 − 1)) ≤ p−1+1/n2√
2 log p
≤ p
−1 exp(1/C0)√
2 log p
.
This implies that the first summand on the right hand side of (23) tends to 0 as p→∞.
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Thus, if only σ is known while a and s are not, we can achieve exact recovery under the
same condition as for the ML decoder (which is not computationally tractable and depends
on s). Next, we show that, replacing σ in (22) by a suitable estimator, we can render the
procedure completely adaptive to all parameters of the problem.
Define σˆ > 0 by
σˆ2 =
1
n2
n∑
i=1
(
Yi −
p∑
j=1
Xij βˆj
)2
,
where βˆ is the same Square-Root SLOPE estimator as in (9) and consider the threshold
function
t(u) = σˆ
√
2
(
p
2
n2 − 1
)
‖u‖, ∀u ∈ Rn2 . (24)
We get the following result for the fully adaptive procedure corresponding to this threshold.
Theorem 4.2. Let n ≥ 4 be an even integer and 2(1 ∨ 1/C2) ≤ s < p. Set n1 = n2 = n/2,
and let the threshold t(·) be defined in (24). Then, there exists a constant C¯0 > 0 such that the
selector ηˆ defined in (8) - (9) achieves exact recovery under both risks (Hamming and support
recovery) if n ≥ 2
(
C¯0s log
(ep
s
) ∨ 2 log p
log
(
1+ a
2
16σ2
)
)
.
Proof. Define the random event
B =
{
‖βˆ − β‖2 ≤ σ2
}
∩
{∣∣∣∣∣ σˆ
2
‖βˆ − β‖2 + σ2 − 1
∣∣∣∣∣ ≤ 12
}
.
We have
sup
β∈Ωs,a
Eβ |ηˆ − ηβ | ≤ sup
β∈Ωs,a
Eβ
( |ηˆ − ηβ |1{B}) + p sup
β∈Ωs,a
Pβ (B
c) .
To control the second term on the right hand side, note that, conditionally on βˆ, the estimator
σˆ2 has the same distribution as
‖βˆ − β‖2 + σ2
n2
χ2(n2),
where χ2(n2) is a chi-squared random variable with n2 degrees of freedom. We will use the
following lemma, cf. [24] or [25].
Lemma 4.2. For any N ≥ 1 and t > 0,
P(
∣∣χ2(N)/N − 1∣∣ ≥ t) ≤ 2 exp(− t2N
4(1 + t)
)
,
where χ2(N) is a chi-squared random variable with N degrees of freedom.
From Lemma 4.2 with t = 1/2 and Proposition 2.1 we get
p sup
β∈Ωs,a
Pβ (B
c) ≤ C1p
(
s
2p
)C2s
+ 2pe−(n2−1)/24.
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Here, p
(
s
2p
)C2s → 0 as p→∞ (cf. the proof of Proposition 4.1), while pe−n2/24 → 0 as p→∞
provided that we choose C¯0 > 24.
To evaluate Γ := Eβ
( |ηˆ − ηβ| 1{B}), we act similarly to the proof of Theorem 2.2. We
have
Γ =
∑
i:βi=0
Pβ({|αi| > t(Xi)} ∩ B) +
∑
i:βi 6=0
Pβ({|αi| ≤ t(Xi)} ∩ B).
Set σ∗ =
√
‖βˆ − β‖2 + σ2. On the event B, we have σ2∗ ≤ 2σˆ2 ≤ 3σ2∗ and σ2∗ ≤ 2σ2. The last
inequality and the assumption on n2 imply that a ≥ 2
√
2σ∗(p2/n2−1)1/2. Using these remarks
and the fact that, conditionally on βˆ and Xi, the variable αi has the same distribution as (14)
we obtain, for all i such that βi = 0,
Pβ({|αi| > t(Xi)} ∩ B) ≤ Pβ({|αi| > σ∗‖Xi‖(p2/n2 − 1)1/2} ∩A)
≤ Pβ(|ε| > ‖Xi‖(p2/n2 − 1)1/2}),
where A =
{‖βˆ − β‖2 ≤ σ2} and ε is a standard Gaussian random variable independent of
‖Xi‖. Similarly, for all i such that βi 6= 0 (and thus |βi| ≥ a) we have
Pβ({|αi| ≤ t(Xi)} ∩ B) ≤ Pβ({|αi| ≤
√
3σ∗‖Xi‖(p2/n2 − 1)1/2} ∩ A)
≤ Pβ(σ∗|ε| ≥ a‖Xi‖ −
√
3σ∗‖Xi‖(p2/n2 − 1)1/2)
≤ Pβ(|ε| ≥ (2
√
2−
√
3)‖Xi‖(p2/n2 − 1)1/2).
Combining the above inequalities we find
Γ ≤ pP
(
|Z| ≥ (p2/n2 − 1)1/2
)
+ sP
(
|Z| ≥ (2
√
2−
√
3)(p2/n2 − 1)1/2
)
, (25)
where Z is a Student random variable with n2 degrees of freedom. Finally, we apply the same
argument as in the proof of Theorem 4.1 to obtain that the right hand side of (25) vanishes
as p→∞.
5 Generalization to sub-Gaussian distributions
In this section, we generalize our procedure to the case where both the design (sensing) matrix
X and the noise ξ are sub-Gaussian. Recall that, for given σ > 0, a random variable ζ is called
σ-sub-Gaussian if
E exp(tζ) ≤ exp(σ2t2/2), ∀t ∈ R.
In particular, this implies that ζ is centered.
In this section, we assume that both X and ξ have i.i.d. sub-Gaussian entries, and as
above, X is independent of ξ.
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The estimation part of our procedure (cf. Proposition 2.1) extends to sub-Gaussian designs
as follows.
Proposition 5.1. Assume that the entries of matrix X are i.i.d σX -sub-Gaussian random
variables, the entries of the noise ξ are i.i.d σ-sub-Gaussian random variables for some σ > 0,
E(X2ij) = 1 for all entries Xij of matrix X, and X is independent of ξ. Let βˆ be the Square-
Root SLOPE estimator defined in Section 1.3 with large enough A > 0. There exist constants
C0, C1, C2 > 0 that can depend only on σX , such that for all δ ∈ (0, 1] and n1 > C0δ2 s log
( ep
s
)
we have
sup
|β|0≤s
Pβ
(
‖βˆ − β‖ ≥ δσ
)
≤ C1
( s
2p
)C2s
.
The proof of this proposition is based on combination of arguments from [21] and [26]. It
is given in the Appendix.
We will also need the following lemma proved in the Appendix.
Lemma 5.1. Let U, V be two independent random vectors in Rn, such that the entries of U
are i.i.d. random variables and the entries of V are i.i.d. σ-sub-Gaussian random variables for
some σ. Assume that E(U2i ) = 1 and E(U
4
i ) ≤ σ41 for all components Ui of U , where σ1 > 0.
Then, for any t > 0,
P
(∣∣U⊤V ∣∣
‖U‖2 ≥ t
)
≤ 2 exp
(
− nt
2
8σ2
)
+ exp
(
− 9n
32σ41
)
.
We are now ready to state a general result for sub-Gaussian designs.
Theorem 5.1. Let the assumptions of Proposition 5.1 be satisfied. Let n ≥ 4 be an even
integer and 2(1 ∨ 1/C2) ≤ s < p. Set n1 = n2 = n/2, and let the threshold t(·) be defined in
(18). Then, there exists a constant C > 0 such that the selector ηˆ defined in (8) - (9) achieves
exact recovery under both risks (Hamming and support recovery) if n ≥ C
(
s log
(ep
s
) ∨ σ2 log p
a2
)
.
Proof. We act similarly to the proof of Theorem 2.2 where we set δ = 1 and t(Xi) =
a
2‖Xi‖.
Then, for all i such that βi = 0, we have
Pβ(|αi| > t(Xi)|D1) ≤ P
(∣∣U⊤V ∣∣
‖U‖2 >
a
2
∣∣∣D1
)
,
where U = Xi and V = Y −
∑
j 6=iXjβˆj = σξ+
∑
j 6=iXj(βj− βˆj). For fixed βˆ, the components
of V are i.i.d. σ∗-sub-Gaussian with σ∗ = (σ2 + ‖βˆ − β‖2)1/2. In particular, for fixed βˆ on the
event A = {‖βˆ − β‖2 ≤ σ2}, they are √2σ-sub-Gaussian. Thus, from Lemma 5.1 we obtain
that there exists an absolute constant c > 0 such that, for all i with βi = 0,
Pβ({|αi| > t(Xi)} ∩ A) ≤ 2 exp
(
− cn2
(a2
σ2
∧ 1
))
.
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The same bound holds for Pβ({|αi| ≤ t(Xi)} ∩ A) for all i such that βi 6= 0. The rest of the
proof follows the same lines as the proof of Theorem 2.2 using Proposition 5.1 to evaluate
Pβ(A
c). This yields the bound
sup
β∈Ωps,a
Eβ |ηˆ − ηβ| ≤ 4p exp
(
− cn2
(a2
σ2
∧ 1
))
+ C1p
( s
2p
)C2s
.
The second summand on the right hand side of this inequality vanishes as p→∞ as shown in
the proof of Proposition 4.1. The second summand vanishes as p→∞ if n2 > c′
(
σ2
a2
∨1) log p for
some c′ > 1/c. We conclude the proof by noticing that s log
( ep
s
) ≥ log p for all 1 ≤ s ≤ p.
Theorem 5.1 shows that, with no restriction on the joint behavior of s, a and σ, a sufficient
condition for exact recovery in the sub-Gaussian case is the same as in the Gaussian case:
n = Ω
(
s log
(ep
s
)
∨ σ
2 log p
a2
)
.
On the other hand, necessary conditions of exact recovery given in (4) are valid for any X
with i.i.d centered entries satisfying E(X2ij) = 1 and for Gaussian noise ξ [11]. It follows that,
if under the assumptions of Theorem 5.1 the noise ξ is Gaussian, our selector achieves exact
phase transition in the zone a/σ = O(1), a = O(1/√s), while for other values of s, a and σ,
it achieves the phase transition up to a logarithmic factor.
6 Robustness through MOM thresholding
In the previous section, we have shown that the suggested decoder succeeds for independent
sub-Gaussian designs. In practice, the observations we have may be corrupted by some out-
liers, and the assumption of sub-Gaussian noise is not always relevant. This motivates us
to introduce a robust version of this selector. In this section, we propose a selector that
achieves similar properties as described above under weaker assumptions on the noise and in
the presence of outliers.
Suppose that data are partitioned in two disjoint groups O and I, where (xi, Yi)i∈O are out-
liers, that is arbitrary vectors with xi ∈ Rp, Yi ∈ R, and (xi, Yi)i∈I are informative observations
distributed as described below. Here, |I|+ |O| = n.
We assume that the informative observations satisfy
Yi = x
⊤
i β + ξi, i ∈ I, (26)
where β ∈ Rp is an unknown vector of parameters and ξ1, . . . , ξn are zero-mean i.i.d. random
variables such that for some q, σ > 0 we have E(|ξi|2+q) ≤ σ2+q, i ∈ I. We also assume that
all components Xij of vectors xi are σX-sub-Gaussian i.i.d. random variables with zero mean
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and E(X2ij) = 1. Here, σX > 0 is a constant. The conditions on the design can be further
weakened but we consider sub-Gaussian designs for the sake of readability and also because
such designs are of major interest in the context of compressed sensing. We also assume that
ξ = (ξ1, . . . , ξn) is independent of X = (x
⊤
1 , . . . ,x
⊤
n )
⊤.
In this section, we propose a selector based on median of means (MOM). The idea of MOM
goes back to [27], [28], [29]. Our selector uses again sample splitting. We first construct a
preliminary estimator βˆ∗ based on the subsampleD1 and then we threshold debiased estimators
of the components of β. These debiased estimators are constructed using both βˆ∗ and the
second subsample D2. As a preliminary estimator, we take the MOM-SLOPE estimator of
[30], for which we have the following version of Proposition 2.1.
Proposition 6.1. Let X and ξ satisfy the conditions stated above in this section. Then, there
exist constants c0, c1, c2 > 0 depending only on q and the sub-Gaussian constant σX such that
the following holds. If |O| ≤ c0s log(ep/s) ≤ n1/2, then the MOM-SLOPE estimator βˆ∗ defined
in [30] satisfies
sup
|β|0≤s
Pβ
(
‖βˆ∗ − β‖ ≥ σ
)
≤ c1
(s
p
)c2s
.
The proof of this proposition is given in the Appendix.
Proposition 6.1 holds uniformly over all outlier sets |O| such that |O| ≤ c1s log(ep/s), and
uniformly over all distributions of ξi satisfying the assumptions of this section. Based on the
fact that the MOM-SLOPE estimator satisfies Proposition 6.1, we will now present a robust
version of our selector. We split our sample in two subsamples of size n/2 each. The first
subsample is used to construct a pilot estimator, which is the MOM-SLOPE estimator or any
other estimator βˆ∗ satisfying Proposition 6.1. Then, the selector is constructed based on this
estimator βˆ∗ and on the second subsample. To simplify the notation, for the rest of this section
we will consider that the size of the second subsample is n rather than n/2 and we have an
estimator βˆ∗ satisfying Proposition 6.1 and independent from the second subsample.
Let K = ⌊c3 log(p)⌋ be the number of blocks, where c3 > 0 is an absolute constant large
enough. Assume that 1 < K < n. By extracting K disjoint blocks from the observation
Y corresponding to the second subsample, we get K independent observations (Y(i))1≤i≤K ,
where Y(i) ∈ Rq and q = ⌊ nK ⌋. Each observation Y(i) satisfies
Y(i) = X(i)β + ξ(i),
where X(i) is a submatrix of X with rows indexed by the ith block. For i = 1, . . . ,K, consider
the new observations
Z(i) =
1
q
X(i)⊤Y(i) −
(
1
q
X(i)⊤X(i) − Ip
)
βˆ∗.
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We denote by Z
(i)
1 , . . . , Z
(i)
p the components of Z(i). Consider the selector defined as a vector
ηˆ(X,Y ) = (ηˆ1(X,Y ), . . . , ηˆp(X,Y )) (27)
with components
ηˆj(X,Y ) = 1 {|Med(Zj)| > t} , j = 1, . . . , p, (28)
where Med(Zj) is the median of Z
(1)
j , . . . , Z
(K)
j , and t = c4σ
√
log p
n with an absolute constant
c4 > 0. The next theorem shows that, when the noise has polynomial tails and contains a
portion of outliers, the robust selector (27) - (28) achieves exact recovery under the same
condition on the sample size as when the noise is Gaussian.
Theorem 6.1. Let X and ξ satisfy the conditions stated at the beginning of this section. Then,
there exist absolute constants c′, c3, c4 > 0 and a constant C ′ > 0 depending only on q and
on the sub-Gaussian constant σX such that the following holds. Let c
′ < s < p. Then, the
selector given in (27) - (28) achieves exact recovery with respect to both risks (2) and (3) if
n ≥ C ′
(
s log(p/s) ∨ σ2 log(p)
a2
)
and |O| < K/4.
Proof. For all i = 1, . . . ,K, we have
Z(i) = β + ε(i),
where
ε(i) =
(
1
q
X(i)⊤X(i) − Ip
)(
β − βˆ∗
)
+
1
q
X(i)⊤ξ(i).
The random vectors ε(1), . . . , ε(K) are independent conditionally on βˆ∗. Let ε(i)j denote the jth
component of ε(i). Note that Med(Zj) = βj +Med(εj), where Med(εj) denotes the median
of ε
(1)
j , . . . , ε
(K)
j . Choose C
′ > 0 large enough to guarantee that a > 2t. Then,
Eβ |ηˆ − ηβ| =
∑
j:βj 6=0
Pβ (|Med(Zj)| ≤ t) +
∑
j:βj=0
Pβ (|Med(Zj)| > t)
≤
∑
j:βj 6=0
Pβ (|Med(εj)| ≥ a− t) +
∑
j:βj=0
Pβ (|Med(εj)| > t)
≤ p sup
j=1,...,p
Pβ (|Med(εj)| ≥ t) .
Consider the event A∗ = {‖βˆ∗ − β‖2 ≤ σ2}. The following lemma is proved in the Appendix.
Lemma 6.1. Under the conditions of Theorem 6.1 we have
sup
j=1,...,p
Pβ (|Med(εj)| ≥ t) ≤ e−c5K +Pβ(Ac∗)
for some c5 > 0.
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From Lemma 6.1 and Proposition 6.1 we get
sup
β∈Ωps,a
Eβ |ηˆ − ηβ| ≤ pe−c5K + pe−c2s log(ep/s).
Since K = ⌊c3 log(p)⌋, and s log(ep/s) ≥ c′ log(ep/c′) the result follows for c3, c′ > 0 chosen
large enough.
We see that sufficient conditions of exact recovery for the robust selector are of the same
order as in the Gaussian case. If the risk is considered uniformly over all noise distributions
under the conditions of this section, clearly the Gaussian noise is in this class. Hence, nec-
essary conditions in the Gaussian case are also necessary for such a uniform risk over noise
distributions. We have proved previously that, sufficient conditions for the selector (8) - (9) to
achieve exact recovery are almost optimal in the Gaussian case. As a consequence, the selector
(27) - (28) is almost optimal in this more general setting.
7 Conclusion
In this paper, we proposed computationally tractable algorithms of variable selection that
can achieve exact recovery under milder conditions than the ones known so far. Throughout
different sections, we have investigated, respectively, the setting with Gaussian observations,
sub-Gaussian observations, and heavy-tailed observations corrupted by arbitrary outliers. We
have shown that the suggested selectors nearly achieve necessary conditions of exact recovery.
For the Gaussian case, we obtained not only the conditions of exact recovery but also accurate
upper and lower bounds on the minimax Hamming risk. Furthermore, we constructed a
decoder, which is fully adaptive to all parameters of the problem and achieves exact recovery
under almost the same sufficient conditions as in the case where sparsity s and the signal
strength a and the noise level σ are known.
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A Appendix
In order to prove Theorem 2.1, we use the following result from [20]. Consider the set of binary
vectors
A = {η ∈ {0, 1}p : |η|0 ≤ s}
and assume that we are given a family {Pη, η ∈ A} where each Pη is a probability distri-
bution on a measurable space (X ,U). We observe X drawn from Pη with some unknown
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η = (η1, . . . , ηp) ∈ A and we consider the Hamming risk of a selector ηˆ = ηˆ(X):
sup
η∈A
Eη|ηˆ − η|
where Eη is the expectation w.r.t. Pη. We call the selector any estimator with values in {0, 1}p.
Let π be a probability measure on {0, 1}p (a prior on η). We denote by Eπ the expectation
with respect to π. Then the following result is proved in [20]
Theorem A.1. [20] Let π be a product on p Bernoulli measures with parameter s′/p where
s′ ∈ (0, s]. Then,
inf
ηˆ
sup
η∈A
Eη|ηˆ − η| ≥ inf
Tˆ∈[0,1]p
EπEη
p∑
i=1
|Tˆi − ηi| − 4s′ exp
(
− (s− s
′)2
2s
)
, (29)
where inf ηˆ is the infimum over all selectors and inf Tˆ∈[0,1]p is the infimum over all estimators
Tˆ = (Tˆ1, . . . , Tˆp) with values in [0, 1]
p.
Proof of Theorem 2.1. Let Θ(p, s, a) a subset of Ωps,a defined as
Θ(p, s, a) = {β ∈ Ωps,a : βi = a, ∀i ∈ Sβ}.
Since any β ∈ Θ(p, s, a) can be written as β = aηβ, there is a one-to-one correspondence
between A and Θ(p, s, a). Hence,
inf
ηˆ
sup
η∈A
Eη|ηˆ − η| = inf
ηˆ
sup
β∈Θ(p,s,a)
Eβ|ηˆ − ηβ|.
Using this remark and Theorem A.1 we obtain that, for all s′ ∈ (0, s],
inf
ηˆ
sup
β∈Ωps,a
Eβ|ηˆ − ηβ| ≥ inf
Tˆ∈[0,1]p
EπEη
p∑
i=1
|Tˆi(X,Y )− ηi| − 4s′ exp
(
− (s− s
′)2
2s
)
,
where π a product on p Bernoulli measures with parameter s′/p. Thus, to finish the proof it
remains to show that
inf
Tˆ∈[0,1]p
EπEη
p∑
i=1
|Tˆi(X,Y )− ηi| ≥ s
′
s
ψ+(n, p, s, a, σ).
We first notice that
inf
Tˆ∈[0,1]d
EπEη
p∑
i=1
|Tˆi(X,Y )− ηi| ≥
p∑
i=1
EπEη
[
inf
Tˆi∈[0,1]
EπEη
(
|Tˆi(X,Y )− ηi|
∣∣η(−i),X)]
≥
p∑
i=1
EπEη
[
inf
T˜i∈[0,1]
EπEη
(
|T˜i(X,Y, η(−i))− ηi|
∣∣η(−i),X)]
=
p∑
i=1
EπEη[L
∗
i ]
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where η(−i) denotes (ηj)j 6=i and L∗i = L
∗
i (η(−i),X) has the form
L∗i = inf
T˜i∈[0,1]
(s′
p
∫
(1 − T˜i(X, y, η(−i)))ϕσ(y − aXi −
∑
j 6=i
aηjXj)dy
+
(
1− s
′
p
)∫
T˜i(X, y, η(−i))ϕσ(y −
∑
j 6=i
aηjXj)dy
)
. (30)
Here, ϕσ is the density of Gaussian distribution in R
n with i.i.d. zero-mean and variance σ2
components. By the Bayesian version of the Neyman-Pearson lemma, the infimum in (30) is
attained for T˜i = T
∗
i given by the formula
T ∗i
(
X,Y, η(−i)
)
= 1
{
(s′/p)φσ(Y − aXi −
∑
j 6=i aηjXj)
(1− s′/p)φσ(Y −
∑
j 6=i aηjXj)
> 1
}
.
Equivalently,
T ∗i = 1
{
X⊤i (Y −
∑
j 6=i aηjXj)
‖Xi‖ > t(s
′,Xi)
}
,
where
t(s′,Xi) =
a‖Xi‖
2
+
σ2 log( ps′ − 1)
a‖Xi‖ .
Hence,
L∗i =
(
1− s
′
p
)
P
(
XTi σξ
‖Xi‖ > t(s
′,Xi)
)
+
s′
p
P
(
−X
T
i σξ
‖Xi‖ > a‖Xi‖ − t(s
′,Xi)
)
.
where ξ is a standard Gaussian random vector in Rn independent of Xi. Notice now that
ε :=
XTi ξ
‖Xi‖ is a standard Gaussian random variable and it is independent of ‖Xi‖ since Xi ∼
N (0, In). Combining the above arguments we find that
inf
Tˆ∈[0,1]p
EπEη
p∑
i=1
|Tˆi(X,Y )− ηi| ≥ ψ+(n, p, s′, a, σ).
We conclude the proof by using the fact that the function u → ψ+(n,p,u,a,σ)u is decreasing for
u > 0 (cf. [20]), so that ψ+(n, p, s
′, a, σ) ≥ s′s ψ+(n, p, s, a, σ).
Proof of Theorem 3.1. In view of Theorem 2.1 with s′ = s/2, it is sufficient to bound
ψ+ = ψ+(n, p, s, a, σ) from below. We have
ψ+ ≥ (p− s)P (σε ≥ t (ζ)) .
We will use the following bound for the tails of standard Gaussian distribution: For some
c′ > 0,
∀y ≥ 2/3, P (ε ≥ y) ≥ c′ exp(−y
2/2)
y
.
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We also recall that the density fn of a chi-squared distribution with n degrees of freedom has
the form
fn(t) = bnt
n
2
−1e−
t
2 , t > 0, (31)
and lim
n→∞
bn+1
bn
√
n+ 1 = 1, so that for some c′′ > 0 we have
∀n ≥ 1, bn+1 ≥ c′′ bn√
n+ 1
.
Combining the above remarks we get
ψ+ ≥ (p− s)
∫ ∞
2/3
P
(
ε ≥
(√
ua
2σ
+
σ log
(p
s − 1
)
a
√
u
))
fn(u)du (32)
≥ c′ (p− s)
∫ ∞
2/3
exp
(
− 12
(√
ua
2σ +
σ log( ps−1)
a
√
u
)2)
√
ua
2σ +
σ log( ps−1)
a
√
u
fn(u)du
≥ bn−1c√
n
√
s (p− s)
∫ ∞
2/3
exp
(
− u2
(
1 + a
2
4σ2
)
− σ
2 log( ps−1)
2
2a2u
)
√
ua
2σ +
σ log( ps−1)
a
√
u
u
n
2
−1du,
where c = c′c′′. Set
B =
∫ ∞
1
exp
(
− v2 −
σ2 log( ps−1)
2
(
1+ a
2
4σ2
)
2a2v
)
1 +
σ2 log( ps−1)
(
1+ a
2
4σ2
)
a2v
v
n−1
2
−1dv.
Using the change of variable v = u
(
1 + a
2
4σ2
)
and the assumptions of the theorem we get
ψ+ ≥ cbn−1√
n
√
s (p− s) e−
n
2
log
(
1+ a
2
4σ2
) ∫ ∞
2
3
(
1+ a
2
4σ2
)
exp
(
− v2 −
σ2 log( ps−1)
2
(
1+ a
2
4σ2
)
2a2v
)
√
va
2σ
√
1+ a
2
4σ2
+
σ log( ps−1)
√
1+ a
2
4σ2
a
√
v
v
n
2
−1dv
≥ cbn−1B
√√√√4σ2 (1 + a24σ2)
na2
√
s (p− s)e−
n
2
log
(
1+ a
2
4σ2
)
≥ cbn−1B
√√√√ s (p− s)
n log
(
1 + a
2
4σ2
)e−n2 log(1+ a24σ2 ),
where the second inequality uses the condition a ≤ √2σ to guarantee that 23
(
1 + a
2
4σ2
)
≤ 1,
while the last inequality uses the fact that (1 + x) log(1 + x) ≥ x, ∀x ≥ 0. To finish the proof,
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we need to bound bn−1B from below. We have
B ≥
∫ ∞
n
exp
(
− v2 −
σ2 log( ps−1)
2
(
1+ a
2
4σ2
)
2a2v
)
1 +
σ2 log( ps−1)
(
1+ a
2
4σ2
)
a2v
v
n−1
2
−1dv
≥
exp
(
− σ
2 log( ps−1)
2
(
1+ a
2
4σ2
)
2a2n
)
1 +
σ2 log( ps−1)
(
1+ a
2
4σ2
)
a2n
∫∞
n fn−1(u)du
bn−1
.
The last inequality is due to the fact that the function x → e−
c
x
1+ 1
x
is increasing for x > 0, for
any fixed c > 0. Since n >
2σ2 log( ps−1)
a2
and a2 < 2σ2, we deduce from the last display that
bn−1B ≥ 4
7
exp
(
− 3
8
log
(p
s
− 1
))∫ ∞
n
fn−1(u)du.
Proposition 3.1 from [31] implies that, for some absolute constant c > 0,∫ ∞
n
fn−1(u)du > c
(indeed, n is very close to the median of a chi-squared random variable with n− 1 degrees of
freedom). Combining the above inequalities we obtain
ψ+ ≥ C
√√√√ s7/4(p− s)1/4
n log
(
1 + a
2
4σ2
)e−n2 log(1+ a24σ2 ).
Proof of Theorem 3.2. In view of Theorem 2.2, it is sufficient to bound from above the
expression
ψ (n, p, s, a, σ) = (p− s)P (σε ≥ t (ζ)) + sP (σε ≥ (a‖ζ‖ − t (ζ))+) .
Introducing the event D = {a‖ζ‖ ≥ t(ζ)} we get
P
(
σε ≥ (a‖ζ‖ − t (ζ))+
) ≤ P ({σε ≥ a‖ζ‖ − t (ζ)} ∩ D) + 1
2
P (Dc) .
Using the assumption on n2 we obtain
P (Dc) = P
(
‖ζ‖2 ≤ 2σ
2 log(ps − 1)
a2
)
≤ P
(
‖ζ‖2 ≤ n2
2
)
.
Here, ‖ζ‖2 is a chi-squared random variable with n2 degrees of freedom. Lemma 4.2 implies
1
2
P (Dc) ≤ e−n224 .
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Thus, to finish the proof it remains to show that
(p− s)P (σε ≥ t (ζ)) + sP ({σε ≥ a‖ζ‖ − t (ζ)} ∩ D) ≤ 2
√
s(p− s)e−
n2
2
log
(
1+ a
2
4σ2
)
.
The bound P (ε ≥ y) ≤ e− y
2
2 , ∀y > 0, on the tail of standard Gaussian distribution yields
(p− s)P (σε ≥ t (ζ)) ≤ (p− s)
∫ ∞
0
e
− 1
2
(√
ua
2σ
+
σ log(ps−1)
a
√
u
)2
1 +
√
ua
2σ +
σ log( ps−1)
a
√
u
fn2(u)du
≤ bn2
√
s (p− s)
∫ ∞
0
e
− u
2
(
1+ a
2
4σ2
)
u
n2
2
−1du,
where fn2(·) is the density of chi-squared distribution with n2 degrees of freedom and bn2 is the
corresponding normalizing constant, cf. (31). Using again the bound P (ε ≥ y) ≤ e− y
2
2 , ∀y >
0, and the inequality
√
ua
2σ
− σ log
(p
s − 1
)
a
√
u
≥ 0, ∀u ≥ 2σ
2 log
(p
s − 1
)
a2
,
we get
sP ({σε ≥ a‖ζ‖ − t (ζ)} ∩ D) ≤ s
∫ ∞
2σ2 log(ps−1)
a2
e
− 1
2
(√
ua
2σ
−σ log(
p
s−1)
a
√
u
)2
fn2(u)du
≤ bn2
√
s (p− s)
∫ ∞
0
e
− u
2
(
1+ a
2
4σ2
)
u
n2
2
−1du.
The change of variable, v = u
(
1 + a
2
4σ2
)
yields
bn2
∫ ∞
0
e
−u
2
(
1+ a
2
4σ2
)
u
n2
2
−1du = bn2e
−n2
2
log
(
1+ a
2
4σ2
) ∫ ∞
0
e−
v
2 v
n2
2
−1dv
= e
−n2
2
log
(
1+ a
2
4σ2
)
.
That concludes the proof.
Proof of Lemma 4.1. Recall that the density of a Student random variable Z with k degrees
of freedom is given by:
fZ(t) = c
∗
k
(
1 +
t2
k
)− k+1
2
, t ∈ R,
where c∗k > 0 satisfies
lim
k→∞
c∗k =
√
2π. (33)
Define, for t > 0,
g(t) = −c∗kt−1
(
1 +
t2
k
)− k−1
2
.
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It is easy to check that the derivative of g has the form
g′(t) =
(
1 +
1
t2
)
fZ(t).
Hence, for all b ≥ 1/√k,
−2g(
√
kb) = 2
∫ ∞
√
kb
g′(t)dt ≤ P
(
|Z| ≥
√
kb
)
≤ 4
∫ ∞
√
kb
g′(t)dt = −4g(
√
kb).
The lemma follows since, in view of (33), there exist two positive constants c and C such that
c ≤ c∗k ≤ C for all k ≥ 1.
Proof of Lemma 5.1. It is not hard to check that the random variable
|u⊤V |
‖u‖ is σ-sub-
Gaussian for any fixed u ∈ Rn. Also, any σ-sub-Gaussian random ζ variable satisfies P(|ζ| ≥
t) ≤ 2e− t
2
2σ2 for all t > 0. Therefore, we have the following bound for the conditional proba-
bility:
P
(∣∣U⊤V ∣∣
‖U‖ ≥ t‖U‖
∣∣∣ U
)
≤ 2e− t
2‖U‖2
2σ2 , ∀ t > 0.
This implies
P
(∣∣U⊤V ∣∣
‖U‖2 ≥ t
)
≤ 2E
[
e−
t2‖U‖2
2σ2 1
{‖U‖ ≥ √n/2} ]+P (‖U‖ ≤ √n/2)
≤ 2e− nt
2
8σ2 +P
(‖U‖ ≤ √n/2) . (34)
To bound the last probability, we apply the following inequality [32, Proposition 2.6].
Lemma A.1. Let Z1, Z2, . . . , Zn be independent, nonnegative random variables with E(Zi) =
µi and E(Z
2
i ) ≤ v2. Then, for all x > 0,
P
( 1
n
n∑
i=1
(Zi − µi) ≤ −x
)
≤ e−nx
2
2v2 .
Using this lemma with Zi = U
2
i , µi ≡ 1, x = 3/4, and v2 = σ41 we find
P
(‖U‖ ≤ √n/2) ≤ e− 9n32σ41 ,
which together with (34) proves the lemma.
Proof of Proposition 5.1. Under the assumptions of the proposition, the columns of ma-
trix X have the covariance matrix Ip. Without loss of generality, we may assume that this
covariance matrix is 12Ip and replace σ by
σ√
2
. We next define the event
A = {the design matrix X satisfies the WRE(s, 20) condition},
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where the WRE condition is defined in [21]. It is easy to check that the assumptions of
Theorem 8.3 in [21] are fulfilled, with Σ = 12 Ip, κ =
1
2 and n1 ≥ C0s log(2p/s) for some C0 > 0
large enough. Using Theorem 8.3 in [21] we get
P (Ac) ≤ 3e−C′s log 2p/s,
for some C ′ > 0. Now, in order to prove the proposition, we use the bound
Pβ
(
‖βˆ − β‖2 ≥ σ2δ2
)
≤ Pβ
({
‖βˆ − β‖2 ≥ σ2δ2
}
∩ A
)
+P (Ac) .
Under the assumption n1 ≥ C0s log(ep/s)/δ2, we have
Pβ
({
‖βˆ − β‖2 ≥ σ2δ2
}
∩ A
)
≤ Pβ
({
‖βˆ − β‖2 ≥ C0σ2 s log ep/s
n1
}
∩ A
)
.
By choosing C0 large enough, and using Proposition 4 from [26] we get that, for some C
′′ > 0,
Pβ
({
‖βˆ − β‖2 ≥ σ2δ2
}
∩ A
)
≤ C ′′
(
e−s log(2p/s)/C
′′
+ e−n1/C
′′)
.
Recalling that n1 ≥ C0s log(2p/s) and comibinig the above inequalities we obtain the result
of the proposition with C1 = 2C
′′ + 3 and C2 = C ′ ∧ 1/C ′′ ∧ C0/C ′′.
Proof of Proposition 6.1. We apply Theorem 6 in [30]. Thus, it is enough to check that
items 1-5 of Assumption 6 in [30] are satisfied. Item 1 is immediate since |I| = n1−|O| ≥ n1/2,
and |O| ≤ c0s log(ep/s). To check item 2, we first note that the random variable x⊤1 t is ‖t‖σX -
sub-Gaussian for any t ∈ Rp. It follows from the standard properties of sub-Gaussian random
variables [33, Lemma 5.5] that, for some C > 0,
(
E|x⊤1 t|d
)1/d ≤ C‖t‖√d, ∀t ∈ Rp,∀d ≥ 1.
On the other hand, since the elements of x1 are centered random variables with variance 1,
(
E|x⊤1 t|2
)1/2
= ‖t‖, ∀t ∈ Rp. (35)
Combining the last two displays proves item 2. Item 3 holds since we assume that E(|ξi|q0) ≤
σq0 , i ∈ I, with q0 = 2 + q. To prove item 4, we use (35) and the fact that, for some C > 0,
E|x⊤1 t| ≥ C‖t‖, ∀t ∈ Rp,
due to Marcinkiewicz-Zygmund inequality [34, page 82]. Finally we have that, for some c > 0,
Var(ξ1x
⊤
1 t) ≤ E[ξ21 ]E
[
(x⊤1 t)
2
] ≤ cE[(x⊤1 t)2], ∀t ∈ Rp.
Thus, all conditions of Theorem 6 in [30] are satisfied. Application of this theorem yields the
result.
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Proof of Lemma 6.1. We first prove that for all i ∈ I and 1 ≤ j ≤ p,
Eβ
(
(ε
(i)
j )
21 {A∗}
) ≤ CKσ2
n
, (36)
where C > 0 depends only on the sub-Gaussian constant σX . Indeed, the components of ε
(i)
have the form
ε
(i)
j =
(
1
q
‖X(i)j ‖2 − 1
)
(βj − βˆ∗j ) +
1
q
∑
k 6=j
X
(i)⊤
j X
(i)
k (βk − βˆ∗k) +
1
q
X
(i)⊤
j ξ,
where X
(i)
j is the jth column of X
(i). Conditioning first on X
(i)
j , we get
Eβ
(
(ε
(i)
j )
21{A∗}
) ≤ 2Eβ
[(
‖βˆ∗ − β‖2
(
1
q
‖X(i)j ‖2 − 1
)2
+
1
q2
(
‖βˆ∗ − β‖2 + σ2
)
‖X(i)j ‖2
)
1{A∗}
]
≤ 2σ2E
[(
1
q
‖X(i)j ‖2 − 1
)2
+
2
q2
‖X(i)j ‖2
]
.
Since E(X2kl) = 1 for all k and l, we have E‖X(i)j ‖2 = q. Furthermore, E(X4kl) ≤ C¯ where C¯
depends only on the sub-Gaussian constant σX . Using these remarks we obtain from the last
display that
Eβ
(
(ε
(i)
j )
21{A∗}
) ≤ 2(C¯ + 2)σ2
q
.
As q = ⌊n/K⌋ this yields (36).
Next, the definition of the median immediately implies that
{|Med(εj)| ≥ t} ⊆
{
K∑
i=1
1{|ε(i)j |≥t}
≥ K
2
}
, ∀t > 0.
It follows that
Pβ (|Med(εj)| ≥ t) ≤ Pβ ({|Med(εj)| ≥ t} ∩ A∗) +P(Ac∗)
≤ Pβ
({
K∑
i=1
1{|ε(i)j |≥t}
≥ K
2
}
∩ A∗
)
+Pβ(A
c
∗)
≤ Pβ
(
K∑
i=1
1{|ε(i)j |≥t}∩A∗
≥ K
2
)
+Pβ(A
c
∗).
Since the number of outliers |O| does not exceed ⌊K/4⌋ there are at least K ′ := K − ⌊K/4⌋
blocks that contain only observations from I. Without loss of generality, assume that these
blocks are indexed by 1, . . . ,K ′. Hence
Pβ(|Med(εj)| ≥ t) ≤ Pβ
( K ′∑
i=1
1{|ε(i)j |≥t}∩A∗
≥ K
4
)
+Pβ(A
c
∗). (37)
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Note that using (36) we have, for all i = 1, . . . ,K ′,
Pβ
(
{|ε(i)j | ≥ t} ∩A∗
)
≤ Eβ
(
(ε
(i)
j )
21{A∗}
)
/t2 ≤ CKσ
2
t2n
≤ 1
5
.
The last inequality is granted by a choice of large enough constant c4 in the definition of t.
Thus, introducing the notation ζi = 1{|ε(i)j |≥t}∩A∗
we obtain
Pβ
( K ′∑
i=1
1{|ε(i)j |≥t}∩A∗
≥ K
4
)
≤ Pβ
( K ′∑
i=1
(ζi −Eβ(ζi)) ≥ K
4
− K
′
5
)
≤ Pβ
( K ′∑
i=1
(ζi −Eβ(ζi)) ≥ K
20
)
≤ e−c5K (38)
where the last inequality is an application of Hoeffding’s inequality. Combining (37) and (38)
proves the lemma.
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