We consider reinforcement learning in parameterized Markov Decision Processes (MDPs), where the parameterization may induce correlation across transition probabilities or rewards. Consequently, observing a particular state transition might yield useful information about other, unobserved, parts of the MDP. We present a version of Thompson sampling for parameterized RL problems, and derive a freqentist regret bound for the finite parameter setting. The result shows that the number of instants where suboptimal actions are chosen scales logarithmically with time, with high probability. It holds for priors without any additional, specific closed-form structure such as conjugate or product-form priors. Moreover, the constant factor in the logarithmic scaling encodes the information complexity of learning the MDP, in terms of the Kullback-Leibler geometry of the parameter space. We report numerical results for the algorithm running on a parameterized queueing system.
Introduction
Reinforcement learning is concerned with studying how an agent learns by repeated interaction with its environment. The goal of the agent is to act optimally to maximize some notion of performance, typically its net reward or value, in an environment described by a Markov Decision Process (MDP) consisting of states, actions and state transition probabilities.
The difficulty of reinforcement learning stems primarily from the learner's uncertainty in knowing the MDP environment. When the environment is perfectly known, finding optimal behaviour essentially becomes a dynamic programming or planning task. Without this knowledge, the learner faces a conflict between the need to explore the environment to discover its structure (e.g., reward/state transition behavior), and the need to exploit accumulated information. The trade-off is compounded by the fact that the agent's current action influences future information. Thus, one has to strike the right balance between exploration and exploitation in order to learn efficiently.
Several modern reinforcement learning algorithms, such as UCRL2 [1] , REGAL [2] and R-max [3] , learn MDPs using the well-known "optimism under uncertainty" principle. The underlying strategy is to maintain high-probability confidence intervals for all states and actions, shrinking the confidence interval corresponding to the current state transition/reward at each instant. Thus, observing a particular state transition/reward provides information about the MDP only for that state and action.
However, one often encounters complex learning problems with some form of lowerdimensional structure. In such parameterized MDPs, in which the structure of the entire MDP is determined by a parameter with only a few degrees of freedom, observing a state transition at an instant may be informative about other, unobserved transitions.
As a motivating example, consider the problem of learning to control a queue, where the state represents the occupancy of the queue at each instant (#packets), and the action is either FAST or SLOW denoting the (known) rate of service that can be provided. The state transitions are governed by (a) the type of service (FAST/SLOW) chosen by the agent, together with (b) the arrival rate of packets to the queue, and the cost at each step is a sum of a (known) cost for the type of service and a holding cost per queued packet. Suppose that packets arrive to the system with a constant, unknown rate λ that completely parameterizes the MDP. Then, every state transition is informative about λ, and only a few transitions are necessary to pinpoint λ accurately and learn the MDP fully. A more general example is a system with several queues having potentially statedependent arrival rates of a parametric form, e.g., λ(s) = f (θ, s) for θ, s ∈ R d . With regard to parameterized MDPs, most existing reinforcement learning algorithms [1] [2] [3] cannot be expected to learn at the best possible rate as they "ignore" the structure of the underlying problem. It is also a priori unclear if the core "optimistic confidence region" technique -building a high-probability confidence interval for the unknown parameter -can be adapted in a principled and tractable manner to exploit structural interdependencies for learning in general, parameterized MDPs.
A conceptually simple approach to learn MDPs with complex/parametric structure is posterior sampling or Thompson sampling [4] , the learner starts by imposing a (fictitious) "prior" probability distribution over all possible parameters (thus, over all possible MDPs). A parameter is then sampled from this prior, the optimal behavior for that particular sample is computed and the action prescribed by the behavior for the current state is taken. After the resulting reward/state transition is observed, the prior is updated using Bayes' rule, and the process repeats.
The main contribution of this work is to analyze a version of Thompson samplingwhich we call TSMDP -for undiscounted, online reinforcement learning in parameterized MDPs. The algorithm operates in cycles demarcated by visits to a reference state, sampling from the posterior once per cycle and following the optimal policy w.r.t. the sample for the cycle. We prove a structural, problem-dependent regret bound for TSMDP that holds for sufficiently general parameter setups, showing that under a finitely supported prior, with high probability, the TSMDP algorithm follows the optimal policy for all but a logarithmic (in the time horizon) number of time instants. To our knowledge, these are the first logarithmic-scaling performance bounds for Thompson sampling in the MDP setting, without using any specific prior structure other than a finite set of parameters. Furthermore, with a novel sample-path based concentration analysis, we provide an explicit bound for the constant factor in this logarithmic scaling which admits interpretation as a measure of the "information complexity" of the RL problem. The constant factor arises as the solution to an optimization problem involving the Kullback-Leibler geometry of the parameter space 1 , and encodes in a natural fashion the interdependencies among elements of the MDP induced by the parametric structure 2 . We also implement and evaluate the numerical performance of the TSMDP algorithm for a queue MDP with unknown, state-dependent, parameterized arrival rates, which appears to be significantly better than the generic UCRL2 strategy.
The analysis of Bayesian-inspired methods like Thompson sampling poses difficulties of a different flavor than those encountered in the analysis of schemes relying on opportistic confidence regions/intervals [1, 2] . For the latter class of algorithms, the focus is on (a) theoretically constructing tight confidence sets within which the algorithm uses the most optimistic parameter, and (b) tracking how the size of these confidence sets diminishes with time. In contrast, the design of Thompson sampling is motivated purely by the Bayesian view of maintaining a posterior and sampling from it, and is hence completely divorced from theoretically constructed confidence intervals/point estimates. Understanding its performance is often complicated by the exercise of tracking how an entire (posterior) distribution, driven by heterogeneous and history-dependent observations, concentrates with time.
The problem of quantifying how the prior in Thompson sampling evolves in a general parameter space, with potentially complex structure or coupling between elements, where the posterior may not even be expressed in a convenient closed-form manner, poses unique challenges that we address here. Most existing analyses of Thompson sampling, for multi-armed bandits, rely heavily on specific properties of the problem, especially independence across actions' rewards, and/or properties of the prior such as belonging to a closed-form conjugate prior family [6] [7] [8] [9] .
Additional technical complications arise when generalizing from the dynamics of the bandit case -where the environment is IID 3 -to state-based reinforcement learning, in which state evolution is Markovian and highly dependent across successive time instants. Consequently, there is relatively little work on rigorous performance analysis of Thompson sampling schemes for reinforcement learning. To the best of our knowledge, the only regret analysis of Thompson sampling for reinforcement learning is the recent work of 1 more precisely, involving marginal KL divergences -weighted KL-divergences that capture (dis)similarity among MDPS induced by the true parameter and other parameters. We discuss this in detail in Sections 3, 4.
2 In fact, the constant is similar in spirit to the notion of eluder dimension coined by Russo and Van Roy [5] in their fully Bayesian analysis of Thompson sampling for the bandit setting, and can be taken as a proxy for the same.
3 Independent and Identically Distributed
Osband et al [10] which deals with the purely Bayesian setting where nature draws the true MDP from a prior used by the algorithm as well. Our focus, however, is on the frequentist learning setting here.
Related Work
Although Thompson sampling has existed as a heuristic long before recent times (Thompson, circa 1933 [4] ), it is remarkable that its learning performance has been rigorously analyzed only very recently. In particular, several papers [6] [7] [8] [9] 11] have demonstrated that this conceptually simple strategy enjoys near-optimal regret guarantees for multiarmed bandits -a widely studied subclass of reinforcement learning problems. The work of Osband et al [10] studies the Bayesian regret of Thompson sampling for reinforcement learning. In this setting, nature picks the true MDP from the same prior used by the algorithm, and the regret is averaged across instances of this random environment. Moreover, the interaction is episodic with fixed-length episodes and resets, as opposed to the non-episodic, online learning setting treated in this work. Moreover, whereas their analysis demonstrates O( √ T ) bounds on the expected Bayesian regret of Thompson sampling, our (fundamentally different) technique yields an O(log T ) growth of the number of suboptimal actions with a refined constant factor capturing the structure of the MDP parameterization. Prior to this, Ortega and Braun [12] investigate the consistency performance of posterior-sampling based control rules, again in the fully Bayesian setting where nature's prior is known.
With regard to reinforcement learning in the frequentist setup, several strategies relying on optimism using confidence sets have been proposed and analyzed. Notable among these are R-max by Brafman and Tennenholtz [3] , UCRL by Jaksch et al [1] and REGAL by Bartlett and Tewari [2] . These algorithms work by maintaining confidence intervals for each unknown element of the MDP, i.e., every transition probability and reward, computing the most optimistic MDP satisfying all confidence intervals and adaptively shrinking the confidence intervals each time the relevant state is visited. However, this construction is suboptimal for parameterized MDPs where, potentially, observing a particular state transition can give information about other parts of the MDP as well. Moreover, known regret bounds for these algorithms are "worst-case, gap-independent" and in terms of the diameter of the MDP, instead of being structural, problem-dependent as we show here.
The parameterized MDP setting we consider in this work has been previously studied by other authors. Dyagilev et al [13] investigate learning parameterized MDPs in the discounted setting (we consider the average-cost setting), and demonstrate samplecomplexity results under the Probably-Approximately-Correct (PAC) learning model, which is different from the notion of regret.
The certainty equivalence approach to learning MDPs [14] -building the most plausible model given available data and using the optimal policy for it -is perhaps natural, but it suffers from a serious lack of adequate exploration necessary to achieve low regret [15] .
A noteworthy related work is the seminal paper of Agrawal et al [16] that gives fundamental lower bounds on the asymptotic regret scaling for general, parameterized reinforcement learning problems. The bound is also tight, in the sense that for finite parameter spaces, the authors show a learning algorithm that achieves the bound. Even though our analytical results also hold for the setting of a finite parameter space, the strategy in [16] relies crucially the finiteness assumption. This is in sharp contrast to Thompson sampling which can be defined for any kind of parameter space. In fact, Thompson sampling has previously been shown to enjoy favorable regret guarantees with continuous priors in linear bandit problems [9] .
Setup and Preliminaries
Let Θ be a space of parameters, where each θ ∈ Θ parameterizes an MDP m θ △ = (S, A, r, p θ ). Here, S and A will be taken to represent finite state and action spaces, r : S × A → R is the reward function and p θ : S × A × S → [0, 1] is the probability transition kernel of the MDP (i.e., p θ (s 1 , a, s 2 ) is the probability of the next state being s 2 when the current state is s 1 and action a is played). We assume that the learner is presented with an MDP m θ ⋆ where θ ⋆ ∈ Θ is initially unknown. The trivial/natural parameterization is one in which each state is on its own, i.e., the parameter θ factors into separate parameters for each state [17] .
We focus on the case where the reward function r has been learnt, i.e., r is a known and bounded in [0, 1], with the only uncertainty being in the transition kernel parameter. It is well-known that the extension to problems with unknown rewards follows naturally from here [2, 18] .
A (stationary) policy or control c is a prescription to (deterministically) play an action at every state of the MDP, i.e., c : S → A. For the entire paper, we fix a class C of stationary policies 4 over (S, A), which are the "reference policies" to compete with. Each policy c ∈ C, together with an MDP m θ , induces the discrete-time stochastic process (S For each policy c, MDP m θ and time horizon t ∈ {0, 1, 2, . . .}, we define the t-step value function V t,θ,c : S → R over initial states to be V t,θ,c (s) be the best long-term average reward for θ. Wherever 4 In general, C can be a subset of all the |A| |C| stationary policies. This serves to model policies with specific kinds of structure, e.g., threshold rules. 5 We will often drop subscripts when convenient for the sake of clarity in notation. 6 We assume that the limiting average reward is well-defined. If not, one can restrict to the limit inferior.
Algorithm 1 Thompson Sampling for Markov Decision Processes (TSMDP)
Input: Parameter space Θ, action space A, reward function r : S × A → R, transition kernels {p θ : θ ∈ Θ}, Start state s 0 ∈ S. Output: Action A t ∈ A at each time t ∈ Z + . Parameter: "Prior" probability distribution π over Θ.
2. Sample θ k ∈ Θ according to the probability distribution π t k .
Set
(c) "Posterior Update": Set the probability distribution π t+1 over Θ to satisfy
end for convenient, we will use c
. The TSMDP algorithm (Algorithm 1) operates in contiguous intervals of time called epochs. Each successive visit to the initial state s 0 defines an epoch. The TSMDP algorithm maintains a "prior" probability distribution (denoted by π t at time t) over the parameter space Θ, from which it samples 7 a parameterized MDP at the beginning of each epoch. It then uses an average-cost optimal policy w.r.t. C for the sampled MDP throughout the epoch , and updates the prior to a "posterior" distribution via the standard Bayes' update rule (1) . Remark 1. It is possible to define Thompson sampling for MDPs with sampling from Θ at an arbitrary sequence of times (e.g., each time step, once every ∆ time steps, etc.) instead of at the recurrence times to s 0 as described above. We restrict ourselves to the recurrence version for being able to show theoretical results, by treating recurrence cycles as being "independent" in a certain technical sense (see the Appendix for details). Extending the results to Thompson sampling with arbitrary sampling times remains a challenging task devoted to future work.
Remark 2. Thompson sampling is inherently a randomized algorithm since it samples from the posterior distribution, in contrast to deterministic algorithms like UCRL2, REGAL, Rmax, etc. that are based on the optimistic upper confidence bound philosophy.
Overview of the Result
Before formally stating and proving our main result -a regret-type bound for the TSMDP algorithm -we provide an overview of the key elements of the result. Along the way, we sketch the dynamics at the heart of this fairly straightforward algorithm that govern its learning performance, even for very general parameter settings.
We assume that all stationary policies in C render the true MDP m θ ⋆ ergodic, i.e., result in irreducible and aperiodic Markov chains [19] . Writing out the expression for the posterior density at time t using Bayes' rule, we have, ∀θ ∈ Θ,
The sum in the exponent above can be rearranged into
in which we make the following definitions. First,Ĉ i ∈ C denotes the policy that TSMDP applies at time i. We put V c (t)
If the prior is analytically tractable, accurate sampling may be feasible. If not, a variety of schemes for sampling approximately from a posterior distribution, e.g., Gibbs/Metropolis-Hastings samplers, can be used.
c}, and let l (θ ⋆ ||θ)
. Recall that c(s 1 ) ∈ A is the (deterministic) action applied by policy c in state s 1 .
The quantity in (2) is an empirical quantity depending on the specific sample path S 0 , A 1 , S 1 , A 2 , S 2 , . . . To gain a clear understanding of the posterior evolution, let us replace the empirical terms by their ergodic values (i.e., expected value under the respective invariant distribution) under the respective policies. In other words, for each c ∈ C and s 1 ∈ S, let us approximate
, the stationary probability of state s 1 when the policy c is applied to the true MDP m θ ⋆ . In the same way, we take
With these "average estimates", our approximation to the posterior density via (2) becomes
where c∈C V c (t) = t, and in which we have introduced D c (θ) to denote the important marginal Kullback-Leibler divergence 8 for θ under c:
The marginal KL divergence D c (θ) is simply a convex combination of the KL divergences between the transition probability kernels of m θ ⋆ and m θ (weighted by the appropriate invariant probabilities induced by policy c under m
is the result of effectively eliminating one of the two sources of randomness in the dynamics of the TSMDP algorithm -the variability of the environment, i.e., state transitions. The other source of randomness arises due to the algorithm's sampling behavior from the posterior distribution. We now use approximation (3) to extract two basic insights that determine the posterior shrinkage and regret performance of TSMDP even for general parameter spaces: For a total time horizon of T steps, Property 1: The true model always has "high" posterior mass.
at all times t. Thus, roughly, the true parameter θ ⋆ is sampled by TSMDP with a frequency at least ≈ π 0 (θ ⋆ ) > 0 during the entire horizon, i.e., V c * (θ ⋆ ) (t) ≥≈ tπ 0 (θ ⋆ ) ∀t. With these two insights, we can now estimate the net number of times bad parameters may be chosen. To this end, partition the parameter space into two classes as follows. For each stationary policy c ∈ C, define S c △ = {θ ∈ Θ : c * (θ) = c}, i.e., the decision region of c, or the set of MDPs for which the average-cost optimal policy is c. Within S c , let
e., all the parameters/MDPs with average-cost optimal policy c that "resemble" θ ⋆ under the true optimal policy c * (θ ⋆ ). Correspondingly, put
is positive; thus, in a finite parameter space, D c * (θ ⋆ ) (θ) > ξ uniformly for some ξ > 0. But this in turn implies, using Property 1 and (3), that the posterior probability of θ decays exponentially with time t:
Hence, such parameters are sampled at most a constant number of times with high probability and do not contribute to the overall regret scaling.
The interesting and non-trivial contribution to the regret of Thompson sampling arises from the number of times parameters from S ′ c , c = c * (θ ⋆ ) are sampled. To see this, let us follow the vector of play counts of policies, i.e., (V c (t)) c as it starts growing from the all-zeros vector at t = 0 to increasing by 1 in some coordinate at each time step t. By Property 2 above, once c∈C V c (t)D c (θ) ≈ log T is satisfied, sampling from S ′ c effectively ceases. Thus, considering the "worst-case" path that (V c (t)) c can follow to "delay" this condition for the longest time over all c = c * (θ ⋆ ), one arrives at the following optimization problem over the space of "play counts" of policies c ∈ C:
s.t. z 1 , z 2 , . . . , z |C| : non-negative vectors ∈ Z |C| σ: an ordering of suboptimal policies c, min
No growth in co-ordinate σ(l) for {z l , z l+1 , . . .}.
Though the above optimization problem results from coarse approximations to empirical, path-based quantities, the underlying intuition can be made rigorous using concentration of measure techniques to show that this is indeed the right scaling of the regret. We carry this out in the next section.
Main Result
We describe in this section our main result for the TSMDP algorithm (Algorithm 1), driven by the intuition presented in Section 3. We begin by stating and explaining the assumptions, about the parameterized MDP setting, needed for our result to hold 9 .
Assumption 1 (Discrete, "Grain of truth" prior). The support of the "prior" probability distribution π is finite:
The finite-Θ assumption has been used in the past to study reinforcement learning problems [16, 20] . The finiteness assumption helps capture the essence of the posterior concentration around the true parameter θ ⋆ without undue technical complications. As such, the TS algorithm does not require a finite parameter space to be specified and executed. The only requirement is to be able to sample from a posterior.
We believe that even for continuous parameter spaces (e.g., R d ) and suitable priors with enough prior mass in neighborhoods of θ ⋆ , the result will continue to hold in spirit. However, the analysis is likely to be much more involved as the normalization factor of the posterior becomes a continuous integral, requiring technical tools like the Laplace approximation [21] to be applied. We thus defer this challenging technical task to future work. This assumption is satisfied, for instance, if m θ ⋆ is an ergodic Markov chain under every stationary policy -a condition commonly used in prior work on MDP learning [18, 22] . It is required to split the sample path of states under TSMDP into "IID-like" cycles with a connection to the analysis of multi-armed bandits, where concentration results can then be applied.
Assumption 3 (Bounded log-likelihood ratios). Log-likelihood ratios under the prior are upper-bounded by a constant Γ < ∞, i.e., ∀θ ∈ Θ ∀(s 1 , s 2 , a) ∈ S ×S ×A:
This assumption helps to control the convergence of empirical KL divergences in Θ to (expected) true KL divergences, and has been previously employed in the statistics literature [23] . It is possible to relax this with a constraint on bracketing entropy, but we prefer working in a simpler setup to capture the essential dynamics.
Assumption 4 (Unique average-cost-optimal policy). For the true MDP
is the unique policy with highest average cost, i.e., ∀c ∈ C c = c
We are now in a position to state our main analytical result.
Theorem 1 (Learning performance of TSMDP). Suppose assumptions (1), (2) , (3) and (4) hold. Let ǫ, δ ∈ (0, 1), and let c ⋆ ≡ c * (θ ⋆ ) be the unique optimal average cost stationary policy for θ ⋆ ∈ Θ. For the TSMDP algorithm, there exists T 0 > 0 such that with probability at least 1 − δ, it holds for all T ≥ T 0 that
is a problem-and prior-dependent constant independent of T , and C is the value of the optimization problem
Discussion. Theorem 1 gives a high-probability, logarithmic-in-T bound on the quantity T t=1 ½{A t = c ⋆ (S t )}: the number of time instants in 1, 2, . . . , T when a suboptimal choice of action (w.r.t. c ⋆ ) is made. This can be interpreted as a natural regretminimization property of Thompson sampling for MDPs.
As per the intuition of Section 3, the bound (4) is to be interpreted as a multidimensional "game" in the space of play counts of policies c ∈ C, with the following "rules": (a) start growing a non-negative C-dimensional vector x from the all-zeros point, (b) wait until the first time that some S Dependence of the scaling constant on model dimension. The regret scaling factor C, by virtue of its definition (4), does not depend on the number of atoms of the prior |Θ|. Further, although the net number of decision vectors x l in (4) is nearly |C| = O(|A| S ), the scale of C is likely to be much lesser than C owing to the fact that the posterior probability of several parameters is driven down simultaneously via the marginal K-L divergence terms D(θ). Put differently, using a standard bandit algorithm (e.g., UCB) naively with each arm being a stationary policy will perform much worse with a scaling like |C| log(T ).
We also have the following square-root scaling (albeit with an extra iterated logarithmic factor) for the classical notion of regret for MDPs [1] : Theorem 2 (Regret bound for TSMDP). Under the hypotheses of Theorem 1, with 0 < δ ≤ 1, for the TSMDP algorithm, there exists T 1 > 0 such that with probability at
Due to space constraints, the proofs of Theorems 1 and 2 are provided in the Appendix.
Numerical Evaluation
MDP and Parameter Structure: Along the lines of the motivating example in the Introduction, we model a single-buffer, discrete time queueing system with a maximum occupancy of 50 packets/customers. The state of the MDP is simply the number of packets in the queue at any given time, i.e., S = {0, 1, 2, . . . 50}. At any given time, one of 2 actions -Action 1 (SLOW service) and Action 2 (FAST service) may be chosen, i.e., A = {1, 2}. Applying SLOW (resp. FAST) service results in serving one packet from the queue with probability 0.3 (resp. 0.8) if it is not empty, i.e., the service model is Bernoulli(µ i ) where µ i is the packet processing probability under service type i = 1, 2. Actions 1 and 2 incur a per-instant cost of 0 and 25 units respectively. In addition to this cost, there is a holding cost of 1 per packet in the queue at all times. The system gains a reward of 200 units whenever a packet is served from the queue 11 . The arrival rate to the queueing system -the probability with which a new packet enters the buffer -is modelled as being state-dependent. Most importantly, the function λ : S → [0, 1] mapping a state to its corresponding packet arrival rate is parameterized using a standard Normal distribution as follows: λ(s) = κe
. Here,μ andσ represent the 2-dimensional (mean,standard deviation) parameter for the arrival rate curve, and κ is chosen to be a constant that makes max s∈S λ(s) = 0.95 (to ensure valid Bernoulli packet arrival distributions). For the true, unknown MDP, we set θ ⋆ ≡ (μ,σ) = (0.6, 0.3) × |S|. Figure 1 depicts (a) the optimal policy c ⋆ over S, (b) the stationary distribution under the optimal policy and (c) the (parameterized) mean arrival rate curve over S.
Simulation Results: We simulate both TSMDP and the UCRL2 algorithm (Jaksch et al [1] ) for the parameterized queueing MDP above. For UCRL2, we run the algorithm both with (a) fixed confidence intervals δ ∈ {0.01, 0.1, 0.5} and (b) δ = 1/T (horizondependent confidence intervals 12 ). We initialize TSMDP with a uniform prior for the normalized parameter 1 |S| (μ,σ) on the discretized space {0.05, 0.10, 0.15, . . . , 0.95} × {0.2, 0.4, 0.6, . . . , 2.0}. Figure 2 shows the results of running the TSMDP and UCRL2 algorithms for various time horizons T = 10 up to T = 1, 000, 000 time steps, and across 1, 000 sample runs. We report both the average regret (w.r.t. a best per-step average reward of 96.4088) and the 20% − 80% percentile of the regret across the runs. Thompson sampling is seen to significantly outperform UCRL2 as the horizon length increases. This advantage is presumably due to the fact that TSMDP is capable of exploiting the parameterized structure of λ better than UCRL2, which updates each confidence interval only when the associated state is visited. 
Conclusion and Future Work
We have proposed the TSMDP algorithm in this paper for solving parameterized reinforcement learning problems, in which the parameter controls the structural elements of the underlying MDP. Thompson sampling is a natural Bayesian-inspired algorithm that factors in all available information by maintaining a "prior" distribution over candidate parameters, and gradually shrinks the prior as more information is obtained via state transitions in the environment. The flexible structure of the algorithm allows it to be applied in a wide variety of complex reinforcement learning problems. We have derived a general-purpose regret bound for TSMDP that shows only a logarithmic growth in the number of suboptimal actions chosen by the algorithm. This supports the increasing evidence for the success of Thompson sampling and pseudo-Bayesian methods for reinforcement learning/bandit problems.
Moving forward, it would be useful to extend the performance results for Thompson sampling to continuous parameter spaces, as well as understand what happens when feedback can be delayed. Specific applications to reinforcement learning problems with additional structure would also prove insightful.
A Proof of Theorem 1
With regard to the TSMDP algorithm (Algorithm 1), let us use the notation k(t) to denote the epoch index k corresponding to a time instant t. Also, without loss of generality 13 , we take C ≡ {c * (θ) : θ ∈ Θ}.
A.1 Expressing the "posterior" distribution
At time t, the "posterior distribution" π t that TSMDP uses can be expressed by iterating Bayes' update rule (1) as follows.
with the weight or density W t (θ) simply being the likelihood ratio of the entire observed history up to t under the MDPs m θ and m θ ⋆ , i.e.,
where V c (t)
is the total number of time instants up to t for which the epoch policy c was used.
A.2 An alternative probability space
For our purposes, it is useful to work in an equivalent probability space to analyze the MDP dynamics under the TSMDP algorithm. Define a ∞ × |C| (random) matrix Q with elements in S × A × R as follows. The rows of Q are indexed by "sampled time" l = 1, 2, . . ., and the columns by policies in C. For each c ∈ C, independently generate the c-th column of Q by first applying the stationary policy c to the MDP m θ ⋆ starting from initial state s 0 , and then writing down the resulting (state, action, reward) sequence, i.e., Q(l, c) Given the matrix Q, we now alternatively simulate the TSMDP algorithm acting on the MDP m θ ⋆ as follows. At each round t ≥ 1 with the epoch index k(t) = k, if the epoch policy in effect is C k = c, then the action
is played, with the next state (resp. reward) being
LetP denote the probability measure for the entire alternative construction described above. The following equivalence lemma shows that the distributions of the (state, action, reward) sample path seen by the TSMDP algorithm under the original probability measure P and that in the alternative measureP are identical.
Lemma 1 (Equivalent probability space for the TSMDP algorithm). For each (state, action, reward) sequence {(s t , a t , r t )} T t=1 , we have, under the TSMDP algorithm,
Henceforth, we will work in the alternative space with measureP but will drop the tilde for ease of notation.
We now develop some useful concentration estimates for the random sample path matrix Q. Let
the empirical mean number of state transitions s 1 → s 2 down column c of Q, and s 2 ) (j, c) s 1 ,s 2 ∈S denote the empirical state transition vector for policy c, in j virtual time steps. For s 1 , s 2 ∈ S, we employ the notation π s 1 (θ ⋆ , c) to represent the invariant probability 14 of s 1 in the Markov chain m θ ⋆ under the stationary policy c. Likewise, we denote by π (s 1 ,s 2 ) (θ ⋆ , c) the invariant pair probability of (s 1 , s 2 ), i.e.,
With this alternative view of the TSMDP execution, equation (5) for the posterior probability density W t at time t becomes
The following key self-normalized uniform bound controls the large deviation behavior of the empirical means U (s 1 ,s 2 ) (j, c) and the return timesτ k,c . 
Proof. By the Markov property, it follows that the (non-negative) random variablesτ 1,c , ( 
whereτ max is the maximum expected hitting time over states in the same communicating class as s 0 to s 0 . We also have E [τ 1,c ] =τ 1,c .
On the other hand, using the definition of U (s 1 ,s 2 ) (τ k,c , c), we can writẽ
where the partial sums
are again non-negative IID random variables due to the Markov property, and are bounded by the corresponding cycle lengths (τ j,c −τ j−1,c ). Thus, B c,s 1 ,s 2 (1,τ 1,c ) also satisfies the exponential tail inequality (9) satisfied byτ 1,c , and has mean
The conclusions of the proposition now follow by (a) appealing to the maximal concentration inequality of Lemma 2, and (b) taking a union bound over all c ∈ C, s 1 , s 2 ∈ S with the least possible uniform upper bounds on the constants η 1 and η 2 guaranteed by Lemma 2.
Lemma 2 (A maximal concentration inequality for random walks with sub-exponential increments). Let X 1 , X 2 , . . . be a sequence of IID random variables such that P [|X 1 | > v] ≤ α 1 e −α 2 v for some α 1 , α 2 > 0, and fix δ ∈ [0, 1]. Then, there exist η 1 , η 2 > 0 such that the following event occurs with probability at least 1 − δ:
Proof. We begin by noticing that the exponential tail property implies finiteness of the moment generating function in a neighborhood of zero: for any λ ∈ (0, α 2 ),
This allows us to take the second-order Taylor series expansion of Λ X 1 (λ) around λ = 0, to get that ∃β ∈ R such that Λ
. As a consequence,
is a non-negative supermartingale for each λ ∈ −
. Applying the method of mixtures technique for martingale suprema [26, Example 2.5] (due, in turn, to the pioneering work of Robbins and Siegmund [27, Example 4]), we can obtain the bound
for some positive constants γ 1 , γ 2 . This finishes one half of the proof for the "positive tail" k i=1 X i . The other half follows in an analogous fashion by considering the negated random variables {−X i } i .
With regard to Proposition 1, we henceforth fix δ ∈ [0, 1] and denote ρ(x)
∀x ≥ 1. If we define G to be event that the random matrix Q satisfies (7) and (8) ∀c ∈ C, s 1 , s 2 ∈ S, k ≥ 1 (i.e., "near-ideal transitions"), then it follows that
Let us now define, on Θ, an important, multi-dimensional notion of dissimilarity w.r.t. θ ⋆ -we term this the marginal divergence vector:
In words, D c (θ) measures the Kullback-Leibler divergence between corresponding rows in the state transition probability matrices for the MDPs m θ ⋆ and m θ under the stationary rule c, weighted by stationary probabilities in m θ ⋆ . Intuitively, if D c (θ) is positive, then θ and m θ ⋆ can be "resolved apart" using the policy c. Note that D(θ ⋆ ) = 0 by definition.
For each stationary policy c ∈ C, define S c △ = {θ ∈ Θ : c * (θ) = c}, i.e., the decision region of c, or the set of parameters/MDPs for which the average-cost optimal policy is c. Within S c , let S ′ c △ = {θ ∈ S c : D c * (θ ⋆ ) (θ) = 0}, i.e., S ′ c comprises all the parameters/MDPs with optimal policy c that "look similar" to θ ⋆ under the true optimal policy
The crux of the proof of Theorem 1 is in two parts, which we show in the two sections to follow and complete the proof. 
Towards this, recall the posterior probability π t (θ) of sampling the true parameter θ ⋆ at each epoch boundary t k , k ≥ 1:
since ∀t W t (θ ⋆ ) = 1. The following lemma shows that under the event G, we can bound the probability of sampling θ ⋆ from below.
Lemma 3 (Uniform lower bound on pair-empirical KL divergence). Fix ǫ ∈ (0, 1). Then, under the event G, there exists λ < ∞ such that for each θ ∈ Θ, c ∈ C and k ≥ 1,
Proof. Since t k is an epoch boundary,
The first inequality above is obtained thanks to (8) Using the bound of Lemma 11 in the expression for the posterior density (6), we can bound (10) from below as
We now bound from above the posterior probability of any parameter θ ∈ S ′′ c , c = c ⋆ .
The second inequality above is by applying the conclusion of Lemma 3 to all policies c = c * , and the final inequality follows by using (11) with c = c * , and where N c * (k) represents the number of epochs up until epoch k (i.e., until original time t k ) in which the optimal policy c * is chosen. Using a uniform lower bound of ξ > 0 guaranteed by Lemma 4, and integrating the above inequality over θ ∈ S ′′ c , gives the bound
. The key property of the above estimate is that it decays exponentially with N c * (k). Intuitively, since θ ⋆ is sampled with at least frequency p ⋆ , we would expect that N c * (k) ≈ kp ⋆ , and thus the estimate is also exponential in k. This should mean that the total number of times S ′′ c is chosen should be no more than a constant (i.e., independent of the time horizon T ).
Proof of Proposition 2. We begin by estimating the moment generating function of N c * (k). Let F t denote the σ-algebra generated by the history of the algorithm up to time t and state S t , i.e., the σ-algebra generated by the random variables
Note that since p ⋆ and ξ are positive,
, the sum above is dominated by a convergent geometric series after finitely many k, and is thus a finite quantity α < ∞. Taking a union bound over all c = c * completes the proof of the proposition. Introduce the following decomposition of the number of times policy c was chosen to be the epoch policy, by the TSMDP algorithm, prior to epoch k:
We begin with the following key lemma that helps to give a more refined estimate of the posterior weight exponent compared to Lemma 3.
Lemma 5 (Approximating the pair-empirical KL divergence its expectation -the actual KL divergence). Let ǫ ∈ (0, 1) be fixed. Then, there exists an integer k 0 such that, under the event G, for each θ ∈ Θ, c ∈ C and k ≥ k 0 ,
Proof. Notice that by (11) ,
By choosing k 0 = max θ,c k 0,θ,c , the proof is complete.
We will henceforth fix ǫ ∈ (0, 1) as per Lemma 5. A combined consequence of Lemmas 3 and 5 is the following bound on the posterior density for any parameter θ ∈ Θ at epoch boundary times:
where for each θ and c, φ θ,c (x)
Let us now proceed to define the following sequence of non-decreasing stopping times (more precisely, stopping epochs), which we term "elimination times", and their associated policies in S.
Letτ 0
and
Furthermore, define the |C|-dimensional non-negative vector
Recall that Cτ l denotes the policy which was played at epochτ l , and which led to the stopping timeτ l being reached by satisfying inequality (13) . For each c = C l−1 and c = Cτ l , let The following lemma states that after a policy c is eliminated, the TSMDP algorithm does not sample parameters from the region S ′ c more than a constant number of times. 
Proof. Observe that under G, whenever k >τ l , every θ ∈ S ′ l satisfies (12) 
The second inequality above is because the definition of φ θ,c (x) implies that ∀x ≥ 0 (1 − ǫ)xτ 1,c D c (θ) − φ θ,c (x) ≤ λ. The penultimate inequality above is due to the fact that for any m ≤ l, we haveτ m ≤τ l ≤ k, implying that ∀c ∈ C l−1 , N implies
Thus,
δT ǫ π(θ * ) G ≤ δ.
Replacing δ by
δ |C| and taking a union bound over l = 1, 2, . . . , |C| − 1 proves the lemma.
We can now finally bound the number of samples of suboptimal policies to get our regret bound, under the event 
where the penultimate line is thanks to Proposition 1, and the final line is by applying the Cauchy-Schwarz inequality. Notice that the sum c∈C\{c * } ρ 2 (Nc(T ))
is O(log log T ) by Proposition 1 (with δ fixed as usual). Hence, it is enough to show that the first sum c∈C\{c * } N c (T )τ 1,c is at most C log T + O(1).
Using our decomposition (13) of the epoch boundaries into the stopping times or stopping epochsτ l , l = 1, 2, . . . , |C| − 1, we can write From the construction (13), (14) and (15), it can be checked that the {x l } and σ satisfy the constraints of the optimization problem (17) . This completes the proof of the proposition. 
B Proof of
Proof. The proof is along the same lines as that of Proposition 1. Break the sum on the left as (µ ⋆ − Q 3 (l, c ⋆ )), l ′ = 1, 2, 3, . . . ,
are IID owing to the Markov property. Also, by the renewal-reward theorem [25] and Markov chain ergodicity, it follows that E B 1 = 0. Most importantly,B 1 is stochastically dominated by 2r maxτ1,c ⋆ , and thus possesses an exponentially decaying tail (9) . An application of Lemma 2 thus gives that for some d 3 , d 4 , with probability at least 1 − δ,
This proves the lemma.
