Abstract-By integrating wireless wide area networks (WWANs) and wireless local area networks (WLANs), mobile hotspot technologies enable seamless Internet multimedia services to users on-board a vehicle. In this paper, we investigate the performance of TCP-Friendly Rate Control (TFRC) protocol supporting multimedia services in mobile hotspots. To quantify the throughput of TFRC flows in mobile hotspots, we first develop discrete-time queuing models for the WWAN link and the WLAN link. We then derive the steady state TFRC throughput using an iterative algorithm. Analytical and extensive simulation results reveal how the end-to-end TFRC throughput is affected by the number of users in a mobile hotspot, the vehicle velocity, the WWAN/WLAN link bandwidth, the retransmission limit, and the buffer size. It is found that the WWAN channel profile and link bandwidth have significant impacts on the TFRC throughput, and therefore suitable resource allocation and admission control are indispensable for the quality and efficiency of multimedia services in mobile hotspots.
I. INTRODUCTION

W
ITH the advances in wireless access technologies and the ever-increasing demand of anywhere, anytime Internet services, wireless local area network (WLAN)-based hotspot services in public areas (e.g., convention centers, cafes, airports, shopping malls, etc.) are being proliferated. In addition, the extension of hotspot services to moving vehicles (e.g., subways, buses, trains, vessels, airplanes, etc.) is gaining more attention [1] , [2] . The hotspot service in a mobile platform is referred to as mobile hotspot [3] , which is a novel concept to provide ubiquitous and always best connected (ABC) services in future wireless/mobile networks. Figure 1 shows a typical network architecture for mobile hotspots consisting of a wireless wide area network (WWAN) and a WLAN. Within a moving vehicle, a WLAN is used to connect a number of mobile nodes (MNs) to an access point (AP). Meanwhile, a WWAN is employed for the connection between the AP and the base station (BS), which is in turn connected to the Internet through a wireline link. The WWAN can be IP-based cellular systems or IEEE 802. 16 Worldwide Interoperability for Microwave Access (WiMAX) networks [4] . Packets sent from a correspondent node (CN) to an MN in the mobile hotspot are first routed to the BS through the Internet, and then transmitted to the MN over an integrated WWAN-WLAN link. This mobile hotspot architecture has the following advantages. First, the aggregated traffic at the AP is transmitted to the BS through an antenna mounted on top of the vehicle, which has better communication channels to the BS as compared to a channel between the BS and the MNs inside the vehicle. Second, the AP has less energy constraint than the MNs. Using the AP to relay the data to the BS far away can significantly save the energy consumption of MNs. Third, the AP has better knowledge of the mobility and location of the vehicle, and therefore handoff management of aggregated traffic at the AP can be simpler.
Multimedia streaming is expected to be a promising application in mobile hotspots [2] . Since multimedia streaming traffic is normally long-lived and requires high data rate, flow and congestion control is important for both network stability and users' perceived quality of service (QoS). In addition, fairness among multimedia flows and the currently dominant TCP controlled flows should be considered in mobile hotspots.
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In the literature, a large number of rate control protocols with TCP-friendliness have been proposed [6] . A representative TCP-friendly protocol is the TCP-Friendly Rate Control (TFRC) protocol [7] . A TFRC sender sets the sending rate according to a TCP response function [8] , which is a function of round-trip time (RTT), retransmission timeout, packet size, and packet loss event rate. To determine the TFRC sending rate, the TFRC receiver sends feedback messages to the TFRC sender at least once per round-trip time or whenever a packet loss event is detected. Since TFRC is less aggressive in probing for available bandwidth and more moderate in responding to transient network congestion, the TFRC flow throughput is much smoother than that of a TCP flow. In addition, for time-sensitive applications, the TFRC sender does not need to retransmit lost packets to avoid an excessive delay due to end-to-end retransmissions.
Originally, TFRC has been designed for wired networks and its performance in wired networks has been extensively investigated. Unlike wired communications, wireless communications are characterized by limited bandwidth, high bit error rate, time-varying and location-dependent channel conditions, etc. Several studies to quantify and improve the performance of TFRC in wireless networks have been reported. Borri et al. [9] evaluate the performance of TFRC in an experimental IEEE 802.11g WLAN testbed. To overcome throughput degradation and unfairness problems, they propose a tuning scheme using a timer and backoff parameters. Li et al. [10] investigate TFRC over wireless ad-hoc networks. To avoid setting an inaccurate sending rate, the sender determines the sending rate depending on measurement results and the model value for round-trip time in IEEE 802.11 wireless ad-hoc networks. Nahm et al. [11] examine the steady state TCP behavior and utility of TFRC in IEEE 802.11 multi-hop networks, and propose a fractional window scheme which resembles the stop-and-go protocol. Chen and Zakhor [12] propose a multiple TFRC (MULTFRC) scheme to fully utilize the wireless link, and conduct actual experiments for video streaming over 1xRTT CDMA wireless data networks. Shen et al. [13] develop a discrete-time Markov model for TFRC over wireless fading channels and evaluate the TFRC performance under different situations. However, to the best of our knowledge, no studies on the performance of TFRC in mobile hotspots have been reported.
In this paper, we consider multimedia streaming applications over heterogeneous wireless links and evaluate the throughput of TFRC in mobile hotspots by developing discrete-time queuing models for the WWAN link and the WLAN link. Based on the queuing models, the packet loss probability and RTT of a TFRC flow are derived, and the TFRC throughput in steady state is obtained using an iterative algorithm. We further investigate how the end-to-end TFRC throughput is affected by the number of MNs in the mobile hotspot, the vehicle velocity, the WWAN/WLAN link bandwidth, the retransmission limit, and the buffer size. Extensive simulation results are given to validate the analytical results.
Our major contributions are as follows. We propose a novel analytical framework to evaluate the TFRC throughput in mobile hotspots. Specifically, a dedicated WWAN link with a truncated automatic retransmission request (ARQ) scheme over a Rayleigh fading channel is considered. For the WLAN link, an unsaturated infrastructure-based WLAN using the IEEE 802.11 distributed coordination function (DCF) is considered. Based on the numerical results from the analytical model, we present valuable observations that provide important guidelines for resource management and admission control in mobile hotspots. To the best of our knowledge, this is the first research work to quantify the performance of multimedia applications in mobile hotspots.
The remainder of this paper is organized as follows. In Section II, the system model for the WWAN and WLAN links is described. In Section III, the throughput model for the TFRC flow in mobile hotspots is developed and an iterative algorithm for calculating the steady state TFRC throughput is presented. Various analytical and simulation results are given in Section IV, followed by concluding remarks in Section V. Figure 2 shows the system model for analyzing TFRC throughput in mobile hotspots. We consider a TFRC flow between a TFRC sender node (SN) and a receiver node (RN). The multimedia flow is controlled by TFRC, and we focus on the downlink transmission (i.e., from the SN to the RN) for multimedia streaming applications. The model can be extended for interactive multimedia applications. Since the link layer fragmentation is not considered here, the term packet is used for a protocol data unit (PDU) in the data link layer as well as a PDU in the transport layer.
II. SYSTEM DESCRIPTION
With an emphasis on the packet losses in the wireless links, it is assumed that packet losses in the wired domain is negligible and the transmission delay in the wired domain between the SN and the BS, t wired , is constant. For downlink transmissions in the WWAN (i.e., from the BS to the AP), a dedicated channel is allocated, so transmission errors are mainly due to channel fading. In addition, a truncated ARQ scheme is used for reliable transmission and an instantaneous feedback channel is assumed [13] . Hence, the feedback reception time for the ARQ scheme is zero. The WWAN uplink transmissions (i.e., from the AP to the BS) of TFRC acknowledgements (acks) are assumed error-free. This assumption can be justified because the size of acks is relatively small and an occasional loss of ack can be recovered by the subsequent acks.
The infrastructure-based WLAN is shared by N mobile nodes (MNs), i.e., the RN and N − 1 contending nodes, and an AP which is connected to the BS through the WWAN link. In an infrastructure-based WLAN, all traffic from and to all MNs will go through the AP. Generally, the AP is the bottleneck and the MNs are unsaturated, i.e., they do not always have data to send. Since the WLAN is used for the internal connection within a vehicle, transmission failures can be assumed due to collisions only and a collision is caused by simultaneous transmissions from two MNs or the AP and an MN [14] . The WLAN operates with the IEEE 802.11 distributed coordination function (DCF) [15] in a basic access mode, since the request-to-send (RTS)/clear-to-send (CTS) exchange is not very useful for infrastructure-based WLANs and it is disabled in most products available in the current market [16] .
Since the load of upstream traffic (from MNs to the BS) is typically much less than that of downstream traffic (from the BS to MNs) in multimedia streaming applications, the downlink from the BS to the AP and that from the AP to MNs are bottlenecks. The BS and the AP have buffers of sizes B − 1 and Q − 1, respectively.
In the following subsections, we introduce two discrete-time queuing models for the WWAN and WLAN links. Table I summarizes the notations for the queuing models.
A. WWAN Link Model
For the downlink transmission from the BS to the AP, a non-line-of-sight (NLOS) frequency-nonselective (flat) multipath fading channel with packet transmission rate (in packets/seconds) much higher than the maximum Doppler frequency (Hz) is considered. Given the modulation scheme, the dynamics of the fading channel can be characterized at the packet level. However, the performance analysis of high-level protocols becomes quite complex. As an alternative to this problem, a widely adopted two-state Markov channel model is used to approximate the error process at the packet level [17] . The discrete-time two-state Markov channel model has a good state and a bad state: packet loss probability is one in the bad state and zero in the good state. The duration of a time slot, D, corresponds to the packet transmission time over the WWAN link. Let v and f c be the velocity of the vehicle and the carrier frequency, respectively. The Doppler frequency f d is given by f c v/v c , where v c is the speed of light 1 . Let F be the fading margin. Then the average transmission error probability is
Let P = p bb p bg p gb p gg be the WWAN link state transition matrix. The state transition probabilities are [17] . ρ is the Gaussian correlation coefficient between two samples of the complex amplitude of a fading channel with Doppler frequency f d , which are sampled D seconds apart. J 0 (·) is the Bessel function of the first kind and zero order and Q(·, ·) is the Marcum Q function.
In the truncated ARQ scheme, if a sender experiences a transmission failure due to a bad link condition, it retransmits the packet at the next time slot. A packet is removed from the BS buffer after being successfully delivered or after l attempts (including the first transmission). Therefore, the packet loss probability in the WWAN link can be computed as
The arrival process of TFRC packets at the BS buffer can be approximated by a stationary Bernoulli process, and simulation results show that the Bernoulli model is acceptable [13] . Therefore, the WWAN downlink transmission at the BS buffer is modeled as a discrete-time M/M/1/K queue with the time slot length D. Let λ T (packets/sec) be the sum of downlink transmission rates of the N MNs in a mobile hotspot. Then, the arrival rate to the BS buffer in a given time slot, λ B (packets/slot), is computed as
On the other hand, the service rate, μ B (packets/slot), of the BS buffer can be obtained by deriving the average service time as (4) at next page. In (4), p gb p bb i−2 p bg is the probability that a packet transmission is successful at the ith transmission attempt (2 < i < l) when the WWAN link state at the last transmission of the previous packet is g, whereas p bb i−1 p bg is the probability that a packet transmission is successful at the ith transmission attempt (2 < i < l) when the WWAN link state at the last transmission of the previous packet is b. Therefore, the first and second terms on the right-hand side of (4) represent the average service times when the previous packet departs successfully and unsuccessfully, respectively.
B. WLAN Link Model
Bianchi [18] has proposed an analytical model for IEEE 802.11 DCF WLANs, which considers a saturated condition where each node always has data to send. However, the saturated condition is not realistic for infrastructure-based WLANs. Therefore, we extend the queuing model in [14] for an infrastructure-based WLAN. The downlink transmission at the AP and the uplink transmission at the MN are modeled as a discrete-time M/M/1/K queue and a discrete-time M/M/1 queue, respectively [19] , where a slot length corresponds to the length of a backoff slot δ. In IEEE 802.11 DCF, a packet is dropped if the packet transmission fails after m + 1 attempts. Therefore, for WLAN downlink transmissions from the AP, the packet loss probability due to collisions is given by 
Packet loss probability in the WLAN downlink (uplink) transmission
Blocking probability at the BS (AP) downlink buffer
Conditional collision probability when the AP (MN) transmits a packet B AP system size (=buffer size + 1) Q BS system size (=buffer size + 1)
Average Queuing delay at the AP buffer (in downlink transmission)
Probability that the AP (MN) with a non-empty queue transmits a packet in a randomly chosen slot
Probability that the queue of the AP (MN) is not empty
where p A is the collision probability when the AP transmits a packet. Similarly, for WLAN uplink transmissions from unsaturated MNs, the packet loss probability due to collisions, ε M L , can be computed as p M m+1 , where p M is the collision probability when an MN transmits a packet.
For downstream traffic, the arrival rate at the AP, λ A (packet/slot), equals the departure rate of the successfully transmitted packets over the WWAN downlink. Therefore, λ A can be approximated as
where P B is the blocking probability at the BS downlink buffer. On the other hand, the service rate at the AP downlink, μ A , can be obtained from the average service time at the AP, which includes the time for backoffs and that for successful or collided transmissions by the AP. In addition, during the interval between two packets serviced by the AP, MNs may transmit some packets successfully or experience collisions. We assume a collision occurs by simultaneous transmissions of two stations (i.e., the AP and an MN or two MNs). Therefore, the average number of collisions during the AP service time (i.e., 1/μ A ) is one half of the total number of collisions during the corresponding period because a collision can be counted twice in the service times of the two stations. Let λ U M be the upstream transmission rate of an MN. Consequently, the average service time of the AP is given by
where (8) and (9),
respectively.
In the AP transmission, the probability that the ith backoff (0 ≤ i ≤ m) is triggered is p A i . Therefore, BO A is given by
where W i = 2 i W and W is the minimum contention window size. T C and T S are given by T S = (DIF S + H + P + σ + SIF S + ACK + σ)/δ and T C = (DIF S + H + P + SIF S + ACK)/δ, where σ is the propagation delay, and DIF S and SIF S represent the DCF inter-frame space and small interframe space, respectively. H, P , ACK are the transmission times of the header, payload, and ACK frame, respectively.
The service rate of the MN queue, μ M , can be obtained as follows. During the service time of the MN, the average number of successful transmissions by other MNs, except the tagged MN, is (N − 1)
) and the average number of successful transmissions by the AP is
, where P Q is the blocking probability at the AP downlink buffer. On the other hand, the numbers of collisions by other MNs and the AP are (N − 1)
C A , respectively. Therefore, the average service time at the MN queue can be computed as (11) .
Similar to BO A , the average number of backoff slots with respect to the MN can be computed as
In the unsaturated infrastructure-based WLAN, the AP and the MN transmit a packet only when their queues are nonempty. Let σ A and σ M be the probabilities that the AP and the MN queues are not empty, respectively. They are given by [20] , the probability that the AP with a non-empty queue transmits a packet in a randomly chosen slot is given by (13) where m is the retransmission limit and m is the number of contention window sizes (i.e., the maximum contention window size is 2 m ). Similarly, the probability of a packet transmission by a non-empty MN is given by (14) .
Then, the probabilities that the AP and the MN transmit a packet in a randomly chosen slot are σ A τ A and σ M τ M , respectively. p A and p M are given by
and
Finally, (7), (11), (15) , and (16) can be solved numerically to obtain μ A , μ M , p A , and p M .
III. TFRC THROUGHPUT ANALYSIS
Since TFRC is a rate-based protocol, the TFRC sender produces a smooth flow with rate λ (packets/sec) that is determined by
where r is the round-trip time, t RT O is the retransmission timeout value, s is the packet size, and p is the packet loss event rate. p is measured by the TFRC receiver, while r and t RT O are estimated and calculated by the TFRC sender. Initially, the TFRC sender sets its sending rate to one packet per second and doubles the rate every RTT until a packet loss occurs. Thereafter, the sending rate is determined by (17) . Therefore, we need to determine λ, r, and p to quantify the throughput of the TFRC flow. First, a packet in the TFRC flow can be lost due to overflows at the BS/AP buffer or transmission errors in the WWAN/WLAN link. Therefore, the packet loss rate can be obtained from
where ε W and ε A L have been obtained in Section II. From queuing theory, P B and P Q can be computed by
where 
where D and δ are time slot lengths in the queuing models for the WWAN and WLAN links, respectively. θ S and η S are the average service times for a successful WWAN downlink transmission and for a successful WLAN downlink transmission, respectively. Q B and Q A are the queueing delays at the BS buffer and the AP buffer for downlink transmission, respectively. By the M/M/1/K queuing model, Q B and Q A are given by
The derivations of θ S and η S are similar to those of 1/μ B and 1/μ A , respectively, except that the successful packet transmission is assumed. θ S is then computed as (24) where 1 − p gb p bb l−1 and 1 − p bb l are the probabilities that a packet transmission is successful when the WWAN link states at the last transmission of the previous packet are g and b, respectively. On the other hand, η S can be derived as
where C A |Succ and BO A |Succ are the average numbers of collisions and backoffs experienced by the AP when a packet is successfully transmitted over the WLAN link, respectively. They are respectively given by (26) and (27) where
is the probability of a successful transmission by the AP. The queuing delay for the upstream transmission is negligible. Therefore, t up wireless is given by the transmission latency in the WWAN-WLAN link as We can derive the TFRC throughput in steady state using an iterative algorithm given in Algorithm 1. We consider two cases: 1) there is only one TFRC flow and the sending rates of other flows are fixed, i.e., constant bit rate (CBR) flows, (referred to as single TFRC flow case) and 2) each MN has a TFRC flow and therefore there are N TFRC flows in a mobile hotspot (referred to as multiple TFRC flows case). For the single TFRC flow case, let λ M be the downlink transmission rate of the tagged MN with a TFRC flow. The sending rate λ Init is initialized to 1.0 and then λ T can be determined as λ T = λ Init + (N − 1)λ F , where λ F is the constant sending rate (in packets/sec) of an MN except the tagged MN with a TFRC flow. In the sequel, r and p are computed using λ T , (18) and (20) . t RT O is set to 4r [7] and a new TFRC sending rate λ M is calculated in line 5 of Algorithm 1. In lines 6-12, using a sufficiently small value , λ M is repeatedly calculated until it converges 2 . On the other hand, for the multiple TFRC flows case, λ T is set according to λ T ← Nλ Init in lines 2 and 8, and λ M is repeatedly computed using (17) . Consequently, the throughput of a TFRC flow, T , can be computed as T = λ * (1 − p * ) [12] , where λ * and p * are the TFRC sending rate and the packet loss rate in steady state, respectively.
Algorithm 1 The iterative algorithm.
1: λInit ← 1; 2: λT ← λInit + (N − 1)λF ; 3: Calculate r and p using λT , (18) , and (20) 
λT ← λInit + (N − 1)λF ; 9: Calculate r and p using λT , (18) , and (20); 10: tRT O ← 4 × r; 11: Calculate λ M using (17); 12: end while
IV. NUMERICAL RESULTS
In the simulation, the network topology is the same as that shown in Figure 2 . The following parameters are used unless otherwise explicitly stated. The carrier frequency (f c ) of the WWAN link is 900 MHz. The payload sizes of a
data packet and an ack packet are fixed to 250 bytes and 50 bytes, respectively. The default downlink and uplink WWAN bandwidths are 400 Kbps and 80 Kbps, respectively. Hence, the transmission time of a packet (i.e., data or ack packet) over the WWAN link is 5 msec. The default velocity (v) and fading margin (F ) are 20 m/s and 10 dB, respectively. The default values of retransmission limits (i.e., l and m) for the WWAN and WLAN links are 3 and 5, respectively. The number of MNs within a vehicle is varied from 1 to 40 and its default value is 20. t wired is set to 20 msec. The default system sizes of the AP buffer (Q) and the BS buffer (B) are 10 (packets). The parameters for WLAN follow those of the IEEE 802.11b specification in [20] and the data rate is 11 Mbps. To validate analytical results, simulations are performed using the ns-2 simulator [21] . Figure 3 shows the effect of velocity (v) on the TFRC throughput T for the multiple TFRC flows case. Note that the impact of v on the physical layer, e.g., synchronization error, is not considered. It can be seen that, given the same level of fading margin, T increases as v increases. This observation can be explained as follows. When v is high, the WWAN link's coherence time is short and therefore the burstiness of transmission errors in the WWAN link is not severe. With non-bursty transmission errors, packet losses can be effectively reduced by the truncated ARQ scheme. Consequently, the reduced packet loss rate at high velocity results in a higher TFRC throughput. When v exceeds a certain value, around 20 m/s, T remains fairly constant. Figure 3 also shows that T decreases as the number of MNs sharing the WLAN increases. This is because a large N leads to a higher packet loss rate due to more channel collisions in WLAN and a longer queuing delay. However, the effect of N on T is not significant, especially when v is low. This is because each TFRC flow adapts to the network conditions. In other words, when N is large, the TFRC flows will reduce their sending rates if higher packet loss rates are observed. In short, the flow and congestion control mechanisms of TFRC can intelligently adjust the sending rate to effectively mitigate network congestion, and efficiently utilize network resources independent of N . The effects of v and N for the single TFRC flow case are illustrated in Figure 4 . We consider two values for λ F : 4 packet/sec (i.e., 8 Kbps) and 8 packets/sec (i.e., 16 Kbps). Similar to Figure 3 , the TFRC throughput increases with the increase of v, and the increasing rate becomes stable when v exceeds a certain point. On the other hand, the effect of N is clear in the single TFRC case, especially when λ F is high. From both Figures 3 and 4 , the analytical results are consistent with the simulation results. The TFRC throughputs in single and multiple TFRC cases are compared in Figure 5 . For the multiple TFRC case, the TFRC throughput is not highly sensitive to N due to TFRC flow and congestion control mechanisms. However, in the single TFRC case, the TFRC throughput drastically decreases as N increases. Especially, for λ F = 8 (packet/sec), the TFRC throughput reduces below 0.001 (packets/sec) when N is larger than 30, which indicates that a TFRC flow cannot be effectively supported. This is because the high traffic load incurs more packet losses (due to buffer overflow and channel collisions in WLAN) and a longer queuing delay, and thus degrades the TFRC throughput. Therefore, it can be shown that an admission control algorithm to limit the number of MNs in a mobile hotspot should be deployed to provide satisfactory quality of services.
A. Effects of v and N
B. Effects of l and m
Retransmissions up to l − 1 and m times are deployed in the WWAN and WLAN links, respectively, and they affect the packet loss probability and the round-trip time. Figure 6 shows the effects of l and m on the TFRC throughput. As shown in Figure 6 (a), when l increases, a higher TFRC throughput can be obtained, since the packet loss rate can be significantly reduced for a large l. However, a larger l may not be preferable for delay-sensitive multimedia applications because it will increase the end-to-end delay. Therefore, an optimal l should be determined by considering the tradeoff between latency and throughput. On the other hand, the effect of m is not significant as shown in Figure 6 (b). Since the WWAN is most likely to be the bottleneck and TFRC flows can adjust the sending rate to mitigate congestion in WLAN, packet losses due to collisions are rare for the multiple TFRC case. 
C. Effects of B and Q
The BS and AP buffer sizes determine the queuing delay and the packet loss rate. Table II shows the TFRC throughput when different B and Q are employed. It can be seen that the TFRC throughput remains almost the same value when Q varies and B is fixed. That is, the effect of Q on the TFRC throughput is quite limited. As mentioned before, for the multiple TFRC flows case, network congestion in WLAN is not significant due to TFRC's flow and congestion control mechanisms. Also, the WLAN bandwidth is much larger than the WWAN bandwidth. Therefore, the AP is unsaturated, i.e., ρ A < 1.0. Consequently, under a lightly loaded WLAN condition, the variation of Q has no significant impact on the TFRC throughput. On the other hand, throughput degradation can be observed when B is reduced from 20 (or 10) to 5. In addition, the degradation is clearer when N is large.
Tables III and IV demonstrate the effects of B and Q for the single TFRC flow case. It can be seen that the effect of Q is not significant regardless of λ F . For λ F = 4 (packets/sec), significant throughput degradation is observed for a small value of B. This is because a small size of BS buffer induces more packet losses due to buffer overflow. On the other hand, for λ F = 8 (packets/sec), a large B gives a higher TFRC throughput when N is less than 20. However, when N is equal to or larger than 20, a small size of buffer can increase the TFRC throughput. Obviously, a large size of buffer can reduce the packet loss rate while it increases the round-trip time due to queuing delay. Since the WWAN link is not congested when the number of CBR flows is small, the increase in the roundtrip time due to a large buffer is not significant and therefore a large buffer is better to improve the TFRC throughput. On the contrary, when there are many CBR flows (i.e., N is large), increasing the BS buffer size cannot significantly reduce the packet loss rate, while the queueing delay will be substantially prolonged. Therefore, it is not desirable to use a larger BS buffer. From these observations, it can be concluded that the dimensioning of the BS buffer size is critical to improve the throughput of the TFRC flow in mobile hotspots. In addition, it can be shown that the load of non-responsive traffic has a significant impact on the TFRC throughput in mobile hotspots. Figure 7 shows the effect of the WWAN downlink bandwidth with different velocities. For v = 5 m/s, the TFRC throughput decreases as the allocated WWAN bandwidth increases. This counter-intuitive observation can be explained as follows. In the WWAN link, a time slot equals a packet transmission time over the WWAN link. Therefore, with higher WWAN bandwidth, the transmission time of a packet is smaller and thus the time slot duration is short. When v is low, the channel coherence time in the WWAN link is long and a shorter time slot under the long channel coherence time leads to longer burst of transmission errors, which may not be recovered by the truncated ARQ scheme. Thus, more packet losses are observed by the transport layer. Consequently, at a low velocity, even though the round-trip time can be shortened by a large WWAN bandwidth, the TFRC throughput is degraded due to the high packet loss rate. This undesirable situation can be improved by exploiting diversity, e.g., retransmitting the corrupted packets at another band/subcarrier in a FDMA/OFDM system, using delayed retransmission in a TDMA system, etc., which are beyond the scope of this paper.
D. Effect of WWAN/WLAN Bandwidth
On the other hand, for v = 20 m/s and v = 100 m/s, it can be observed that the TFRC throughput can be improved by allocating more bandwidth, since the channel coherence time is not too long. Another interesting result is that there is an optimal WWAN bandwidth to maximize the TFRC throughput. Therefore, when the allocated bandwidth is larger than the optimal value, the TFRC throughput is reduced due to the burstiness of transmission errors. In addition, the optimal WWAN bandwidth increases with v, i.e., given the wireless channel profile, it is preferable to allocate more WWAN bandwidth to maximize the TFRC throughput according to v.
To investigate the effect of the WLAN bandwidth, we consider a IEEE 802.11a [22] WLAN supporting a high data rate of 54 Mbps. As shown in Figure 8 , the TFRC throughput can be improved when IEEE 802.11a is used. However, the improvement is not significant even though the bandwidth of IEEE 802.11a is much larger than that of IEEE 802.11b. Since the bottleneck of mobile hotspots is the WWAN link in general, the WLAN load is not heavy to require more bandwidth. Only if larger bandwidth is allocated in the WWAN such that the bottleneck is shifted to WLAN, the gain of higher data rate WLANs with IEEE 802.11a/g will be significant. From Figure 8 , it can be seen that limiting the number of unresponsive flows is more important than increasing the WLAN bandwidth for improving the TFRC throughput and this result demonstrates the necessity of admission control in mobile hotspots.
V. CONCLUSION
In this paper, we have studied the TFRC performance in mobile hotspots. Specifically, the throughput model has been developed and the TFRC throughput in steady state has been exploited. Analytical and simulation results demonstrate that the TFRC throughput is mainly affected by the WWAN channel condition and bandwidth. In addition, since the WWAN-WLAN link is shared by multiple MNs, the traffic load has a significant impact on the TFRC throughput in mobile hotspots. Therefore, a suitable bandwidth allocation method and an admission control algorithm are necessary to support multimedia applications with QoS guarantee in mobile hotspots. The analytical and simulation results presented in this paper can be used as a guideline for effective admission control, which will be investigated in our future research work.
