Abstract-Hand tracking is a common task in a gesture recognition system. Many techniques have been introduced to make successful hand tracking. In hand tracking system, most of previous works tracked the hand position using attached marker on hands. Several researchers have used a color image for skin color detection. However, using marker based need to attach marker on hands or wear gloves to make hand can be detected. When using color information, there is a need to extract many different skin colors. Furthermore, the lighting and background on the situation also need to be concerned to avoid a cluttered background that can affect the detection and tracking. This paper presents the real-time hand tracking using three dimensional (3D) data. This 3D data is coming from the Kinect sensor, which is working in real-time. 3D data from Kinect sensor is depth image data which can be used to detect and track the motion of the hand. This paper proposes hand tracking method using a hand tracker algorithm released by NiTE, hand's segmentation method, hand contour detection and center of palm detection. The hand's segmentation method consists of the ROI of the hand's area and background subtraction. The propose hand tracking algorithm is rotation invariant, since it can detect and track various rotations of hand. Additionally, it also can remove unwanted object (noise) that also moving parallelly with the hand's position.
I. INTRODUCTION
Nowadays, many computer vision applications use hand tracking to start the practical gesture interaction. Hand tracking in gesture interaction and recognition, capture the motion of hands and use to control many things such as cursor, game controller, TV remote, etc.
For the hand tracking method, it can be divided into two categories which are marker-based and marker-less methods. Marker-based method captures the motion using single or multiple cameras and at the same time a set of marker is attached to the hand, and sometimes glove is used. For the marker less methods, the user is not required to attach any markers to the hand. However, marker less method is difficult to develop compared to marker based method. This is because of the marker-less method is suffering from the uneven illumination problem. In uneven lighting condition, the quality of the image is decreasing and it causes the segmentation process in image processing become difficult. Therefore, this paper presents marker less hand tracking using 3D data in realtime.
There are many marker-less methods have been proposed previously. One of the problems existed in the hand tracking system is the method was not invariant to the orientation of the hand. This paper proposes a method that can detect and tracking hand in various rotations.
II. RESEARCH BACKGROUND
Recently, the research field of motion tracking has been studied by many researchers. Hand tracking becomes popular, especially in Human Computer Interaction (HCI) and computer vision because of many applications can be created using hand tracking algorithm. The applications of the hand tracking system in real-time are sign language, computer games, rehabilitation system and others.
Pastor and Hayes combine computer game and rehabilitation system in their application [1] . They proposed a method that used Kinect to track the patient's hand while the patient was playing the game designed specifically for upper limb rehabilitation of stroke survivors. The performance of the patient is based on collecting score in that game. For hand detection method they used NiTE middleware motion tracking from OpenNI [2] same as Singal, Rajeha and Choundary [3] . They used NiTE for hand tracking point and processed the 3D depth image using segmentation to get the points of the palm and fingers.
Sign language recognition proposed by Soontranon, Aramvith and Chalidabhongse [4] used skin color segmentation to tracked hand. In their tracking process, the lighting environment needs to be fixed with appropriate controlled background lighting for skin segmentation. This is the challenging part in hand tracking. Another researcher, used gloves as a marker to track hand position [5] . Their method needs to wear wired glove as a special glove to make a tracking feedback. Another method proposed is a hand gesture recognition based on Histograms of Orientation Gradient (HOG) with geometric moment invariant and adapted to the light transform [6] . However, this method is not available in real-time.
The use of 3D data in hand tracking system is becoming popular recently. This 3D data can be used to overcome the uneven lighting condition, the various skin colors of different persons and cluttered background environment as in [7] .
Utsumi and Ohya used multiple cameras in their research to track 3D position of hand posture and shape. They placed multiple cameras in vertical orientation to get the distance of hand, but it is quite difficult because it needs to synchronize the cameras [8] . Another 3D method is 3D depth data that using an infrared (IR) depth finding camera [9] . This camera is built from IR emitter that transmit light signal and then the IR depth sensor receive a feedback distance signal. Recently, many sensors in the market can be used to capture the sequence or stream of images in 3 dimensional, high quality and high speed. Although many sensors can acquire data in 3D, Kinect sensor as shown in Fig. 1 is a compact device that can capture an image using RGB camera and 3D depth in real-time [10] . For the hand tracking application, it is more useful if the tracking is done in real-time.
Kinect sensor is chosen in this work because of its reliability as a motion sensing input device. This sensor consists of an infrared laser projector which captures video data in 3D under acceptable low ambient light condition [11] . Kinect sensor structure
The methodology of hand tracking using 3D data will be described in section III. Section IV contains the experiment results and discussion, including the limitation of the system and followed by conclusion in Section V.
III. HAND TRACKING USES 3D DATA
The proposed methodology is divided by 4 stages, which are hand tracking, hand segmentation, hand contour detection and palm center detection. This project is developed by using Microsoft Visual 2012, OpenNI, NiTE and OpenCV libraries.
A. Hand Tracking
The algorithm for hand tracking is developed by using library from NiTE middleware that can work with OpenCV library. The tracking algorithm in this module has three defined gesture recognitions, which are hand waving, hand rise, and hand push gesture [2] . User can choose one of the gestures to make it as the condition or rule to define the hand that performed particular gesture. In this project, only one gesture is used which is hand waving.
For the initialization step, it starts with the process of searching hand waving gesture using NiTE hand tracker library. Once the hand is located, the position and points of hand are tracked continuously in real-time as shown in Fig. 2 .
After the position of the hand is traced, ROI is set around the hand area to make image processing easier to be processed and to avoid other moving object which has the same distance with detected hand appear in the area of the hand's image. Figure 3shows that the ROI is now can be set as a square with the size that only include the palm region around the center point. The purpose to set the ROI is to avoid unwanted object or noise.
One issue of setting or drawing the ROI with square is its static size. The problem can be occurred when the user waving and move their hand toward Kinect sensor, the size of the hand will increase and it caused some parts of the hand is out of the boundary of the square. This will cause loss part of hand and the image of a hand is not complete. To overcome this problem, the hand contour's size is defined as the inverse proportional to distance to Kinect sensor, where the size is getting larger as it nearer to the sensor. The size of the square as the distance 1000mm is suggested with a size of 80 is sufficient to include the palm into the square. The calculation for the size is shown in Eq. 1.
= 1000 * 80/
Where Z is the distance from the object to Kinect sensor and the result of implementing an auto resize calculation of the tracking square is shown in Fig. 4 . 
B. Hand Segmentation
The process of hand segmentation is done in a square of ROI. The mask is extracted by scanning through the tracking square and performs thresholding. If that particular pixel has a distance within detection range of the tracked hand point which is already obtained during the hand tracking process, that pixel value will change to 255 (white color).
To differentiate other objects which have the same color, depth data are involved in this part. The depth image returns the value of the infrared that consists of the distance between Kinect sensors and the user. The threshold value is chosen based on the nearest distance of the hand and Kinect sensor. This is because; usually the position of hands has been always at in front of the body. The threshold setting applied on ROI to get binary data and this process also known as background subtraction and it is shown in Fig. 5 (a) .
C. Hand Contour Detection
After the threshold process is done and binary image is obtained, the contour of the hand is determined using find contour function in OpenCV. A contour is a list of points that represent a curve in an image. Contours are represented in OpenCV by sequences in which every entry in the sequence encodes information about the location of the next point on the curve [12] . This project uses the cvFindContours() function to compute contours from binary images and the output contours are in the Freeman chain code. This method retrieves all of the contours and organizes them into a two-level hierarchy. The methods are in compresses horizontal, vertical, and diagonal segments and leave only their end points [13] . The output image is shown in Fig. 5 (b) . 
D. Palm Center Detection
The detection of palm center is a process of finding the center of the circle that best matches the palm. There are two candidates of circle that represent the approximate location of the palm; the minimum circumscribed circle of the hand region and the maximum inscribed circle. The radius of the former greatly affects the length of a finger, while latter always be located within the palm, since the palm region is wider and larger than any fingers. In this work, the minimum circumscribed circle of the hand region is used for approximate location of the palm. Then, the center of the palm is obtained by calculating the center of this inscribed circle. As for discrete implementation for every point within the hand convex hull, find the inner distance of p. Written as Dp and can be calculated by Eq. 2.
Where C represents the contour of the hand, which is a set of points in pixels. Calculate the radius of the maximum inscribed circle R by finding the maximum element in the set of all inner distances by using Eq. 3.
where H is the convex hull of the hand and a set of points that represents the inner pixels. The palm center and the circle will obtain and the point R as is the minimum inner distance [14] . See Fig. 6 for center of palm result with convex hull.
The following pseudo-code in Fig. 7 shows the process of determining the approximate circle of the palm and draw out the circle. IV. EXPERIMENTAL RESULT AND DISCUSSION This method used 3D data which was the depth image from the Kinect sensor and the moving hand was successfully detected. The advantage of using a depth image had been recognized by many researchers previously, which was the depth image itself, contains the distance data. With the distance data, the measurement of the object distance to Kinect sensor can be made and it gave more information about the detected object.
The distance between the sensor and the hand is very important in this project. Therefore, the setup and the experiment were done with the specific distance range. In this work, the distance range between hand and Kinect sensor was around 0.4m to 1.5m. This range was suitable for the application that will be developed in the future, which is a hand rehabilitation system. Normally, for the hand rehabilitation system is required only a short distance.
From the experiment setup, Fig. 8 (a) shows the stream of RGB image of a hand. Depth image from Kinect sensor was converted into a binary image by using background subtraction method as shown in Fig 8 (b) . Before threshold the hand's area, a single point from the world coordinate system was converted to a floating point representation of the depth coordinate system. The coordinates of the output value (depth) were measured in millimeter, where the starting distance point was at the camera lens (0,0). In this method, the range of the threshold was taken from the distance of z-axis (depth) direction and the value that had been set was within -60 mm to +40 mm as shown in Fig. 9 . This range also represented the depth of the detected hand from the origin location, where the total depth was 100 mm. The pixel values that were in the threshold range were converted into white, while other pixels that were not in the range were converted into black. The threshold values (depth) that had been used in this segmentation method were tested several times (by trial and error) in certain locations of indoor area (such as laboratory, lecture room and postgraduate research room). In this experiment, the stream of hand's image was captured at various distances until the hand's region was separated from the background. Fig. 10 (a) shows the hand is located +40mm from the origin of z-axis and Fig. 10 (b) shows the hand is located -60mm from the origin of z-axis. Fig. 10 (c) is a result from the binary conversion of the hand that used the proposed threshold range (-60 mm to +40). From the result, it shows that the hand is well threshold when used the proposed threshold range compare to other threshold values.
The automated ROI that built around the hand's area shows reliable results on hand detection when this ROI could remove the unwanted object, even though the object was located near the hand and it's moved parallel with the hand. It can be seen in Fig. 11 (a) , which is the RGB image that contains a moving hand and other object, and in Fig. 11 (b) shows the detected hand and ROI in the depth image. The ROI was set to track the moving hand and the size of ROI was automatically adjustable. The ROI also automatically eliminated any unwanted object and only a hand appeared in that region. Fig. 12 (a) shows the image detected hand and other object in the ROI was converted into binary and Fig. 12 (b) shows the unwanted object was removed and the hand contour was detected.
The original images in Fig. 13 (a) show the sequence of rotation hand, which was taken in real-time. In this research, the contour of the hand can be tracked in various rotations as shown in Fig. 13 (b) . In these figures, the hand contour and the center of palm also can be detected. The results show the detection can follow the hand movements and rotations in realtime. The location of the center of palm also in the correct position, even though the hand moved to the right and left, and then rotated.
In overall result, the average processing time to capture the image, detect and track the hand and detect the center of palm was 2.34ms. This average time is acceptable for the hand detection system and this proposed method can be used in other application.
V. CONCLUSION
This paper proposed the hand detection and tracking using 3D data from Kinect sensor. The experiment results show that the algorithm of the hand tracking with various rotations is performed very well in tracking user's hand in real-time with the condition of varying motion, such as moving from left to right in fast pace. The threshold range that is used to segment the hand's region also work well. The proposed hand tracking algorithm can be applied in the hand rehabilitation system that will be developed in the future. However, it still needs further improvement and more techniques can be developed to make a complete rehabilitation system. 
