I. INTRODUCTION
M AGNETIC Imaging is ...
The major contributions of this paper include:
• DW-TNNR deploys ***. • DW-TNNR***. • This paper designs *** The remainder of this paper is organized as follows. Section II introduces the related work. Section III exhibits the concrete framework of DW-TNNR, comprising the elaborate optimization procedures. Experimental results offered in Section ?? evaluate the performance of our algorithm. Section IX states the conclusions.
II. RELATED WORK
My previous work of image super-resolution [1] , [2] . 
III. PROBLEM FORMULATION

A. 2D Poisson Mask
B. 1D Mask
IV. METHOD
A. Network Design Fig. 2 illustrates the overall architecture of our network. We use MR image data from k-space as input, where we combine real part and image part as two channels. Note that k-space data have been shifted, so that the LF part is located at the geometrical center of frequency images. PMask2D layer denotes the undersampling operation in k-space, where the mask is the trainable parameters. IFFT2D denotes the inverse 2D fast Fourier transformation. Then, we adopt a commonlyused VDSR to reconstruct MR images. 
B. Probability Mask Layer
We define a specialized probability mask layer, to execute the downsampling operator. We use "fft" to achieve the inverse transform from k-space to tempo-spatial space.
Though numerous studies about image super-resolution have been exploited, we choose only a typical CNN-based method, VDSR in our network. Since this paper focuses on discovering the underlying pattern in undersampling mask of k-space, we do not adopt state-of-the-art methods here.
V. EXPERIMENTS
We publish our source code 1 available online. It is based on Tensorflow [3] with Keras API. Matlab is also used to visualize the images. Our experiments are executed on a Ubuntu Linux Server, equipped with an Intel(R) Xeon(R) Platinum CPU @ 
A. Datasets
We adopt the 3T brain magnetic resonance images throughout our experiments. It contains 10 samples, each of which comprises a group of 192 IMA-format images with size 256×256×1. We split 5% of them for validation, the rest for training. Note that the transform error of 2D FFT relies on the image size, we decide not to crop MR images to small patches. Data argumentation scheme is used to prevent over-fitting and boost the generalization capability of our model. Generally, we focus only on the human tissue regardless the background. First, we shift the content to the geometrical center of an MR image, so as to avoid the border effect by the FFT. Then each image is rotated eight times with random angles, since MR images usually have one fixed direction, which are not abundant for training. Since we take the k-space data as the input, we first transform them to the Fourier domain by the 2D FFT function, then we combine the real and image parts of an image as two channels. Example of an MR image and its Fourier representation are illustrated in Fig. 3 . Because our model performs image reconstruction, MR images themselves are naturally the ground-truth during training.
B. Evaluation Metrics
Peak signal-to-noise ratio (PSNR) has been commonly used to evaluate the quality of reconstructed images in various computer vision tasks. Literally, PSNR is defined as follows:
where P max is the maximum pixel value (normally 1.0) in an image. Additionally, we adopt the structural similarity index 
VIII. ANALYSIS
Note that all probability masks are discrete, but we use continuous functions to analyze them for simplicity. 
A. Curve Fitting
We assume the probability density function is a variant of Gaussian distributions, i.e.,
where r is the undersample rate, µ is the mean value, and σ is the deviation. For simple notations, we set µ = 0 and normalize the positions of mask to [−1, 1]. Following the integral property of the Gaussian function, we obtain
However, in our case, the undersampling interval is limited between [−1, 1]. This leads to the actual undersampling rate smaller than 2r:
To keep the real undersampling rate equal to the pre-set value, we assume that there is a minimum constraint to compensate this loss. Thus, we define
Provided that G(x) and U (x) cross at x = ±t (t < 1), we compute the corrected undersampling rate through the integral area from [−1, 1] as follows:
Since G(x) and U (x) are both even functions, (7) can be simplified as Together with the property U (t) = θ = G(t), we can obtain
which indicates that t is proportional only to σ (not r). In another word, as σ becomes larger, i.e., G(x) becomes wider, t approaches to 1. Taking (9) into (3), we obtain
which means the minimum undersampling rate can be directly determined by the real undersampling rate itself.
B. Mask Design C. Effect of VDSR on generating mask
We conduct some experiments to verify the effectiveness of VDSR on generating the 2D probability mask. With or without CNN after the 2D IFFT layer to further improve the quality of reconstructed images, the patterns generated in the masks are quite different.
As Fig. 5 shows, the probability density functions under various undersampling rate are almost similar to quadratic functions. Thus, we presume
where b = 0 is confirmed in our case. Following the same assumption in Section VIII-A, we introduce a minimum constraint to keep the actual undersampling rate consistent to the expected value. Assume that Q(t) is the minimum value in the probability density function, we have −t −1 Following the same property of (3) and (10), we obtain
According to the results of the curve fitting tool in Matlab (Fig. 6) , we discover that
Together with (14), (15), and (16), we can solve Finally, the probability mask without VDSR reconstruction has a different function:
So far, we have discovered two universal probability density functions for generating probability mask to achieve k-space undersampling. They are quite different from existing mask patterns, e.g., Poisson disc mask.
IX. CONCLUSION
In this paper, we have proposed ...
