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The group classification problem for the class of (1+1)-dimensional linear rth order evolution
equations is solved for arbitrary values of r > 2. It is shown that a related maximally gauged
class of homogeneous linear evolution equations is uniformly semi-normalized with respect to
linear superposition of solutions and hence the complete group classification can be obtained
using the algebraic method. We also compute exact solutions for equations from the class
under consideration using Lie reduction and its specific generalizations for linear equations.
1 Introduction
The investigation of higher-order evolution equations has been the subject of a considerable
body of literature in recent years. Such equations naturally occur in the study of real-world
problems, including water waves and solitary waves [18, 21, 22], thin film models [3, 40], image
processing [46] as well as integrable models [30].
While higher-order evolution equations typically arising in applications are nonlinear, there
is substantial interest in studying higher-order linear evolution equations as well. In particular,
the linearization of nonlinear evolution equations, which plays a key role in perturbation theory
and stability analysis of these equations, leads to linear evolution equations of the same order
with quite general variable coefficients. The study of a class of such linear equations within the
framework of group analysis of differential equations is still a nontrivial problem since, in general,
equation coefficients, which are interpreted as arbitrary elements of the class, are functions of
several variables. Even the main problems of group analysis of differential equations–on Lie
symmetries and on equivalence of equations–have been properly solved for (1+1)-dimensional
evolution equations only in the case of order two [24, 28, 32].
Although symmetry methods play a more important role in the study of nonlinear differential
equations than of linear ones, there are many papers devoted to various aspects of symmetry
analysis of general linear systems of differential equations and their specific classes. This in-
cludes, in particular, general constraints imposed by the linearity of a system of differential
equations on its Lie and point symmetries [5, 16, 17]; structure of algebras of generalized sym-
metries [42]; a specific advanced method for generating new solutions from known ones using
Lie symmetries [8, 11]; the description of conservation laws and potential symmetries of (1+1)-
dimensional second-order linear evolution equations [38] as well as reduction operators and
nonclassical reductions of these equations [12, 35]; structure of Lie invariance algebras of linear
systems of ordinary differential equations, group classification of such systems and admissible
transformations between them [7, 9, 15, 26, 27, 41].
In this paper we solve the group classification problem for the class of (1+1)-dimensional (in
general, inhomogeneous) rth order (r > 2) linear evolution equations of the form
ut = A
k(t, x)uk +B(t, x), A
r 6= 0. (1)
Here and in the following, r is assumed to be an arbitrary but fixed integer greater than 2, and
the summation over the repeated index k from 0 to r is implied. uk = ∂ku = ∂
ku/∂xk, where,
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by definition, u0 = u. The functions A
k = Ak(t, x) and B = B(t, x) are smooth (e.g., analytic)
functions of their arguments. The underlying field is real or complex. The consideration is
within the local framework.
The group classification of equations of the form (1) for low values of r was the subject of
several investigations. The case r = 1 is trivial since then the class (1) is the orbit of the
degenerate equation ut = 0 with respect to the corresponding equivalence group. The case
r = 2 is specific among nontrivial values of r. It was exhaustively studied in the course of group
classification of general second-order linear partial differential equations with two independent
variables [24, 32]. See also the review in [38, Section 2]. As specific and well studied, this
case is excluded from the further consideration. Lie symmetries of third-order linear evolution
equations were classified in [19]. Most recently, fourth-order equations of the form (1) were
considered in [20]. The aim of this paper is to completely study Lie symmetries of linear evolution
equations of arbitrary fixed order r > 2 using more advanced methods of group classification.
This enhances the above results for orders three and four and extends them to an arbitrary
(nontrivial) order.
Moreover, the class (1) is a subclass of the class of general (1+1)-dimensional evolution
equations of order r. In [25], Magadeev studied contact symmetries of such equations with r > 1
up to contact equivalence. It was proved that if an evolution equation is not linearizable by a
contact transformation then its contact symmetry algebra is of dimension not greater than r+5.
Magadeev classified, up to contact equivalence, algebras of vector fields in the space of t, x, u, ux,
which can serve as contact symmetry algebras for some evolution equations. At the same time,
he did not present the form of equations, which admit these algebras. It is obvious that equations
that are linearizable by contact transformations admit infinite-dimensional contact symmetry
algebras. It is known that contact transformations between fixed linear evolution equations are
prolongations of point transformations [45]. This is why the classification of contact symmetries
of such equations up to contact equivalence degenerates to the classification of point symmetries
of such equations up to point equivalence. As a result, the group classification of the class (1)
completes Magadeev’s studies of contact symmetries of evolution equations.
The further consideration is the following. In Section 2 we present a brief review of the
algebraic method of group classification. Special attention is paid to the version of this method
for uniformly semi-normalized classes of differential equations, which is relevant for this paper.
Section 3 is devoted to the computation of the equivalence groupoids and the equivalence groups
of the class (1) and some of its gauged subclasses. We show that the class (1) and two of its
subclasses singled out by gauging subleading coefficients, Ar = 1 and (Ar, Ar−1) = (1, 0), are
normalized but the corresponding three subclasses of homogeneous equations are merely uni-
formly semi-normalized with respect to linear superposition of solutions. The group classification
of the class (1) reduces to that of the subclass associated with the gauge (Ar, Ar−1, B) = (1, 0, 0)
being maximal among general gauges that can be imposed using families of equivalence trans-
formations, and the property of the above specific uniform semi-normalization of this subclass
justifies using the above special version of the algebraic method for the group classification. The
preliminary analysis of Lie symmetries for equations from the class (1) is presented in Section 4.
In the main Section 5 we completely solve the group classification problem for the class (1).
Section 6 is devoted to the computation of a few exact solutions for equations from this class
using Lie reduction and various symmetry-based methods that are specific for linear equations.
In the final Section 7 we give some concluding remarks.
2 Algebraic method of group classification
We briefly review some essential notions and results required for carrying out the group clas-
sification of the class (1) using the algebraic method. This method can be traced back to
Lie’s work on symmetries of ordinary differential equations. Its modern version, which is in
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large parts based on results of [34], was explicitly formulated and applied for several models
in [4, 36, 37]. See also [7, 23] for further developments and applications of the algebraic method.
Different techniques within the framework of the algebraic method of group classification were
used in [2, 13, 14, 19, 20, 25, 27, 47].
We denote by Lθ a system of differential equations of the form L(x, u(r), θ(x, u(r))) = 0 in
the n independent variables x = (x1, . . . , xn) and the m dependent variables u = (u
1, . . . , um),
were L is a tuple of differential functions of u. The short-hand notation u(r) is used for the
tuple of derivatives of u with respect to x up to order r and by convention u’s are included
in u(r) as the zero-order derivatives. The tuple θ = (θ1(x, u(r)), . . . , θk(x, u(r))) of parametric
functions runs through the solution set S of an auxiliary system S(x, u(r), θ(q)(x, u(r))) = 0 of
differential equations in θ, where θ(q) denotes the partial derivatives of the arbitrary elements θ
up to order q with respect to both x and u(r). It is usually also necessary to explicitly include
some inequalities of the form Σ(x, u(r), θ(q)(x, u(r))) 6= 0 ( > 0, < 0, . . . ) in the auxiliary
system. The class of (systems of) differential equations L|S then consists of the parameterized
systems Lθ’s, for which θ runs through the set S.
For the class of differential equations (1), we have n = 2, m = 1 and the specific notation
of independent variables x1 = t and x2 = x. The auxiliary system of equations for the tuple of
arbitrary elements θ = (A0, . . . , Ar, B) consists of the equations
Akuα = 0, Buα = 0, |α| 6 r,
where α = (α1, α2) is a multi-index, α1, α2 ∈ N ∪ {0}, |α| = α1 + α2, and uα = ∂|α|u/∂tα1∂xα2 ,
which means that the arbitrary elements do not depend on derivatives of u. Moreover, the
auxiliary inequality is Ar 6= 0, which guarantees that equations from the class (1) are indeed of
order r.
Of central importance in the group classification of differential equations is the study of
point transformations relating two equations of the class to each other. The triple (θ, θ˜, ϕ),
where θ, θ˜ ∈ S are arbitrary elements such that the associated systems Lθ and Lθ˜ from the
class L|S are similar, and ϕ is a point transformation of (x, u) mapping Lθ to Lθ˜, is called
an admissible transformation. The set of admissible transformations of the class L|S , denoted
by G∼ = G∼(L|S), has a natural groupoid structure and is called the equivalence groupoid of
the class L|S . The computation of the equivalence groupoid and the study of its properties
constitute a key step in the algebraic method of group classification.
Those point transformations in the space of independent and dependent variables and arbi-
trary elements that are projectable to the space of (x, u(r
′)) for each r′ = 0, . . . , r, are compatible
with the contact structure on the space of (x, u(r)) and map every system from the class L|S to
a system from the same class are called (usual) equivalence transformations. The equivalence
transformations of L|S constitute a Lie (pseudo)group, which is called the equivalence group G∼
of the class L|S . Each equivalence transformation T ∈ G∼ generates a family of admissible
transformations of the class L|S , G∼ ∋ T → {(θ,T θ, π∗T ) | θ ∈ S} ⊂ G∼. Here π denotes the
projection of the space of (x, u(r), θ) to the space of equation variables only, π(x, u(r), θ) = (x, u),
and thus the pushforward π∗T of T by π is just the restriction of T to the space of (x, u). In this
way, the equivalence group generates a subgroupoid of the equivalence groupoid.
The infinitesimal generators of one-parameter groups of equivalence transformations consti-
tute the equivalence algebra g∼ of the class L|S . The vector fields from g∼ are defined on the
space of (x, u(r), θ) and are projectable to the spaces of (x, u(r
′)) for each r′ = 0, . . . , r. The
compatibility with the contact structure of the space of (x, u(r)) means that the projection of
any vector field of g∼ to the space of (x, u(r)) coincides with the rth order prolongation of the
corresponding projection to the space of (x, u).
The maximal point symmetry group Gθ of the system Lθ consists of the point transforma-
tions of (x, u) that preserve the solution set of Lθ. Each transformation ϕ from Gθ induces the
admissible transformation (θ, θ, ϕ) in the class L|S . The common part G∩ of all Gθ is called the
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kernel of maximal point symmetry groups of systems from L|S , G∩ :=
⋂
θ∈S Gθ. The infinites-
imal generators of one-parameter subgroups of the maximal point symmetry group Gθ (resp.
the kernel G∩) are vector fields in the space of (x, u), which span the maximal Lie invariance
algebra gθ of Lθ (resp. of the kernel invariance algebra g∩ of the class L|S).
The solution of the group classification problem for the class L|S is to find all G∼-inequivalent
values for θ ∈ S such that the associated systems, Lθ, admit maximal Lie invariance algebras,
gθ, that are wider than the kernel invariance algebra g
∩. Further taking into account additional
point equivalences between obtained cases, provided such additional equivalences exist, solves
the group classification problem up to G∼-equivalence.
It is customary to work with the maximal Lie invariance algebra gθ rather than with the
associated group Gθ, since the former can be readily computed using the Lie infinitesimal
method. In particular, the infinitesimal invariance criterion states that a vector field Q =∑n
i=1 ξ
i(x, u)∂xi +
∑m
a=1 η
a(x, u)∂ua is an element of the maximal Lie invariance algebra gθ if
and only if it is true that Q(r)L(x, u(r), θ(q)(x, u(r))) = 0 on the manifold Lrθ defined by the
system Lθ and its differential consequences in the rth order jet space J (r). The rth order pro-
longation Q(r) of the vector field Q is given by the general prolongation formula, see [31] and
Section 4.
Splitting the equations implied by the infinitesimal invariance criterion with respect to the
parametric derivatives of u leads to the determining equations for the components of Q. For
a class of differential equations L|S , there may be a subsystem of the determining equations
that does not involve the tuple of arbitrary elements θ and hence can be integrated directly.
The remaining part of the determining equations explicitly contains arbitrary elements and is
referred to as the classifying equations. The purpose of group classification is the exhaustive
investigation of the classifying equations. The direct integration (up to the equivalence generated
by the corresponding equivalence group) of this part of the determining equations is usually only
possible for classes of the simplest structure, e.g. classes involving only constants or functions of
a single argument as arbitrary elements, see, e.g., examples in [32]. Since most classes of interest
in applications are of more complicated structure, different methods have to be used, which at
least enhance the direct method [29, 43, 44].
The most advanced classification techniques rest on the study of algebras of vector fields
associated with systems from the class under consideration and constitute, in total, the algebraic
method of group classification. Although very effective in practice, the algebraic method requires
a certain underlying structure of the class, which is conveniently expressed using various notions
of normalization. The class of differential equations L|S is normalized (in the usual sense) if
the subgroupoid induced by the (usual) equivalence group G∼ of L|S coincides with the entire
equivalence groupoid G∼ of L|S . The algebraic method of group classification is usually the
method of choice to solve the complete group classification problem for a normalized class.
If the equivalence groupoid G∼ is generated jointly by the equivalence group G∼ and point
symmetry groups of systems from L|S , i.e., for any (θˆ, θˇ, ϕ) ∈ G∼ there exist ϕˆ ∈ Gθˆ, ϕˇ ∈ Gθˇ
and T ∈ G∼ such that θˇ = T θˆ and ϕ = ϕˇ(π∗T )ϕˆ, then the class L|S is called semi-normalized.
Note that one of the symmetry transformations ϕˆ or ϕˇ can always be assumed to be the identity
transformation.
To establish the normalization properties of the class L|S it is necessary to compute its
equivalence groupoid G∼. This is done using the direct method. Here one fixes two arbitrary
systems from the class, Lθ : L(x, u(r), θ(x, u(r))) = 0 and Lθ˜ : L(x˜, u˜(r), θ˜(x˜, u˜(r))) = 0, and aims
to find the (nondegenerate) point transformations, ϕ: x˜i = X
i(x, u), u˜a = Ua(x, u), i = 1, . . . , n,
a = 1, . . . ,m, connecting them. For this, one changes the variables in the system Lθ˜ by expressing
the derivatives u˜(r) in terms of u(r) and derivatives of the functions Xi and Ua and substituting
Xi and Ua for x˜i and u˜
a, respectively. The requirement that the resulting transformed system
has to be satisfied identically for solutions of Lθ leads to the system of determining equations
for the transformation components of ϕ. Then, e.g., the class L|S is normalized (in the usual
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sense) if the following conditions are satisfied: The transformational part ϕ of each admissible
transformation does in fact not depend on the fixed initial value θ of the arbitrary-element
tuple and is hence appropriate for any initial value of the arbitrary-element tuple. Moreover,
the prolongation of ϕ to the space of (x, u(r)) and the further extension to the arbitrary ele-
ments according to the relation between θ and θ˜ give a point transformation in the joint space
of (x, u(r), θ).
The recently introduced notion of uniformly semi-normalized classes [23] also plays an impor-
tant role for group classification of various classes of differential equations, including the class (1).
Let π∗G
∼ denote the restriction of G∼ to the space of (x, u), π∗G
∼ = {π∗T | T ∈ G∼}.
Definition 1. A class of differential equations L|S with equivalence groupoid G∼ and (usual)
equivalence group G∼ is called uniformly semi-normalized with respect to the symmetry-sub-
group family NS = {Nθ | Nθ ⊆ Gθ, θ ∈ S} if the following properties are satisfied:
1. Each Nθ trivially intersects π∗G
∼ only at the identity transformation.
2. NT θ = (π∗T )Nθ(π∗T )−1 for any θ ∈ S and any T ∈ G∼.
3. For any (θˆ, θˇ, ϕ) ∈ G∼ there exist ϕˆ ∈ Nθˆ, ϕˇ ∈ Nθˇ and T ∈ G∼ such that θˇ = T θˆ and
ϕ = ϕˇ(π∗T )ϕˆ.
The implementation of the algebraic method to carry out group classification of the class L|S
involves the theorem on splitting symmetry groups in uniformly semi-normalized classes [23,
Theorem 2]. It implies that for each θ ∈ S, Nθ is a normal subgroup of Gθ, Gessθ := Gθ∩π∗G∼ is
a subgroup of Gθ, and the group Gθ is a semidirect product of G
ess
θ acting on Nθ, Gθ = G
ess
θ ⋉Nθ.
If the family NS is a priori known, then the study of point symmetries of systems from the
class L|S reduces to classifying the essential parts, Gessθ , of point symmetry groups, Gθ. The
infinitesimal counterparts of these results are true for the corresponding Lie algebras of vector
fields [23].
The special kind of uniform semi-normalization, which is originally discussed in [23] and is
also relevant for this paper, is related to linear superposition of solutions. We specify it for
the case of single equations of a single dependent variable u = u1. The starting point for the
consideration is a normalized class Linh|S inh of linear (in general, inhomogeneous) differential
equations of the form L(x, u(r), θ(q)(x)) = ζ(x), where the arbitrary elements θ = (θ1, . . . , θk)
and ζ depend only on x, and the corresponding auxiliary system for the arbitrary elements does
not constrain ζ. The class has to satisfy the following properties: (i) each system from Linh|S inh
is locally solvable; (ii) the only common solution of homogeneous systems from Linh|S inh is the
zero solution; (iii) restricting the elements of the equivalence group G∼inh = G
∼(Linh|S inh) to
the space of equation variables (x, u) yields fiber-preserving transformations whose components
for u are affine in u, i.e. x˜i = X
i(x), u = M(x)(u + h(x)), where det(Xixi′ ) 6= 0 and M 6= 0.
Here i and i′ take values from 1 to n, and h(x) is an arbitrary smooth function of x.
Each equation from the class Linh|S inh can be mapped to the associated homogeneous equa-
tion using equivalence transformations. Moreover, the equivalence group G∼inh is split as G
∼
inh =
H∼inh ⋉ N
∼
inh, where H
∼
inh is the subgroup constituted by elements of G
∼
inh with h = 0 and N
∼
inh
is the normal subgroup of the transformations with (x, u)-components of the form x˜j = xj
and u˜ = u + h(x). The restriction of H∼inh to the space of (x, u
(r), θ) coincides with the equiv-
alence group G∼hmg of the associated class of homogeneous equations, denoted by Lhmg|Shmg .
Since equations from Linh|S inh are G∼inh-equivalent if and only if their homogeneous counterparts
are G∼hmg-equivalent, the group classification of equations from Linh|S inh can be obtained by
classifying symmetries of equations from Lhmg|Shmg . This is the strategy that is employed in the
present paper for solving the classification problem for the class (1); see also Remark 7 below.
The group classification of the class Lhmg|Shmg is facilitated by taking into account that this
class is uniformly semi-normalized with respect to linear superposition of solutions, which means
the following: For each θ ∈ Shmg, consider the subgroup Glinθ of the point symmetry group Gθ of
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the system Lθ from the class Lhmg|Shmg consisting of the linear superposition transformations,
x˜j = xj and u˜ = u + h(x), where h is a solution of Lθ. The class Lhmg|Shmg is uniformly
semi-normalized with respect to the family of subgroups Nlin = {Glinθ | θ ∈ Shmg}.
In view of the above theorem on splitting symmetry groups in uniformly semi-normalized
classes, for each θ ∈ Shmg the group Gθ is decomposed as Gθ = Gessθ ⋉Glinθ , where Gessθ = Gθ ∩
π∗G
∼
hmg is the essential part of the symmetry group Gθ. The splitting of Gθ induces the splitting
of the corresponding maximal Lie invariance algebra gθ = g
ess
θ ∈ glinθ . Here gessθ is the essential
Lie invariance algebra of Lθ, gessθ = gθ ∩ π∗g∼hmg, and the ideal glinθ consists of the vector fields
that generates one-parameter symmetry groups related to linear superposition of solutions. Such
ideals are a priori known and can be neglected in the course of group classification. Therefore,
the group classification for the class of homogeneous differential equations Lhmg|Shmg can be
carried out by classifying appropriate subalgebras of the equivalence algebra g∼hmg (resp., of
its pushforward π∗g
∼
hmg by the projection π to the space of (x, u)). Here we should adapt the
definition of appropriate subalgebras, which was first introduced in [10], to the case of classes that
are uniformly semi-normalized with respect to linear superposition of solutions. A subalgebra s
of the algebra g∼hmg (resp., of its pushforward π∗g
∼
hmg) is called appropriate if its pushforward
π∗s by π (resp., s itself) coincides with g
ess
θ for some θ ∈ Shmg.
3 Equivalence groupoid
We compute the equivalence groupoids and equivalence groups of the class (1) and its subclasses
using the direct method. The computation technique is similar to that for classes of single rth
order linear ordinary differential equations [7]. Following [45], we first construct a nested chain
of normalized superclasses for the class (1) starting from the widest convenient class of general
(1+1)-dimensional rth order evolution equations,
ut = H(t, x, u0, . . . , ur), Hur 6= 0, (2)
and sequentially narrow this class to the class (1) by setting more constraints for the arbitrary
element H. This leads to the sequential restriction of the equivalence group of the class (2),
which is manifested in setting more constraints for functions parameterizing equivalence trans-
formations. After reaching the class (1) and reparameterizing it using θ = (A0, . . . , Ar, B) as
arbitrary elements instead of H, we continue with gauging of arbitrary elements of the class (1)
by families of equivalence transformations to obtain a class appropriate for the group classifica-
tion by the algebraic method. For each of the above steps, we present both the corresponding
additional constraints for arbitrary elements and the constrained form of transformations.
A contact transformation relates two fixed equations from the class (2) if and only if they
are of the form t˜ = T (t), x˜ = X(t, x, u, ux), u˜ = U(t, x, u, ux), u˜x˜ = V (t, x, u, ux) and
u˜t˜ = (Ut + Uuut − (Xt +Xuut)V )/Tt, where the usual nondegeneracy assumption and contact
condition are satisfied [25]. Subsequently adding the constraint Hurul = 0, where l = 2, . . . , r,
one then obtains that all contact transformations between equations from the corresponding
subclass are induced by point transformations. In other words, the transformational part of
admissible transformations is of the form t˜ = T (t), x˜ = X(t, x, u) and u˜ = U(t, x, u). If, fur-
thermore, Huru1 = 0, then X = X(t, x) only. The next step is to impose Huru0 = 0, which gives
the constraint Uuu = 0 for admissible transformations. The associated class is again normalized
and still contains the class (1) of linear evolution equations. Hence we can start the compu-
tation of the equivalence groupoid of the class (1) with the obtained restricted form of point
transformations
ϕ : t˜ = T (t), x˜ = X(t, x), u˜ = U1(t, x)u + U0(t, x).
The nondegeneracy condition reduces to TtXxU
1 6= 0. The equivalence groupoid is found upon
fixing two arbitrary equations Lθ and Lθ˜ from the class (1) and supposing their connection
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through a nondegenerate point transformation ϕ of the restricted form. In practice, this is done
by re-expressing the jet variables (t˜, x˜, u˜(r)) in terms of (t, x, u(r)), followed by substitution in Lθ˜,
which gives the intermediate equation L˜. Note that for the transformation ϕ, the transformed
derivative operators are
∂t˜ =
1
Tt
(
∂t − Xt
Xx
∂x
)
, ∂x˜ =
1
Xx
∂x.
Since Lθ and Lθ˜ are assumed to be connected by a nondegenerate point transformation, the
intermediate equation L˜ is then required to be identically satisfied by all solutions of Lθ for each
appropriate transformation. Substituting the expression for ut from (1) into L˜ and splitting the
resulting equation with respect to parametric derivative u0, . . . , ur, we derive only formulas
connecting θ and θ˜ with no constraints for T , X, U1 and U0. Using Faa` di Bruno’s formula,
the explicit transformation formulae for the arbitrary elements could be obtained. However,
they are quite cumbersome and are in fact not needed at this stage. On the other hand, the
transformations of Ar and B are readily derived without the need to invoke Faa` di Bruno’s
formula,
A˜r =
(Xx)
r
Tt
Ar, B˜ =
U1
Tt
(
B + (∂t −Ak∂k)U
0
U1
)
,
see also the analogous formulae for the class of (1+1)-dimensional linear second-order evolution
equations presented in [38].
The same transformation ϕ can be applied to any equation Lθ from the class (1) and maps Lθ
to an equation Lθ˜ from the same class. The relation between the arbitrary-element tuples θ
and θ˜, which is derived from the equation L˜, defines, when θ varies, the prolongation of the
transformation ϕ to the arbitrary elements Ak and B. The prolonged transformation is a point
transformation in the joint space of (t, x, u, θ) and thus belongs to the equivalence group G∼(1)
of the class (1).1 Since this exhausts all possible transformations among equations from the
class (1), the equivalence groupoid G∼(1) of this class is induced by its equivalence group G∼(1). In
other words, the class (1) is normalized.
Using equivalence transformations, we can gauge some of the arbitrary elements of the
class (1). For example, it would be possible to apply the gauge B = 0 and thus obtain the
general class of rth order homogeneous linear evolution equations. The problem with this gauge
is that the resulting class is not normalized anymore but only uniformly semi-normalized with
respect to linear superposition of solutions. This is why the gauge B = 0, which is essential
for the efficient solution of the group classification problem, will be applied at the latest pos-
sible stage. Similarly, we could set A0 = 0 or A0 = A1 = 0, cf. [7, 38], but the corresponding
subclasses are of complicated structure with respect to point transformations. It is thus advan-
tageous to apply the gauge Ar = 1, which singles out a normalized subclass of linear evolution
equations. Assuming this gauge, we obtain (Xx)
r = Tt, which implies Xxx = 0 and therefore
X = X1(t)x+X0(t), where (X1)r = Tt. The nondegeneracy condition then reduces to TtU
1 6= 0.
The condition Xxx = 0 essentially simplifies the computation of the transformed derivatives u˜k.
Since Xx does not depend on x, we can now keep off the use of Faa` di Bruno’s formula. Thus,
the transformation of Ar−1 gives, thanks to the general Leibniz rule,
A˜r−1 =
U1
(X1)r−1
Ar−1 + r
U1x
(X1)r
.
1Both the arbitrary elements θ = (A0, . . . , Ar, B) of the class (1) and the corresponding components of equiva-
lence transformations do not depend on derivatives of u. Therefore, the restriction of equivalence transformations
to the space of (t, x, u, θ) is well defined. By definition, the components of equivalence transformations for deriva-
tives of u are expressed via the t-, x- and u-components. This is why it is convenient to assume that the equivalence
group G∼(1) of the class (1) as well as the equivalence groups of its subclasses act in the space of (t, x, u, θ).
7
The subsequent gauge Ar−1 = 0 gives a normalized subclass,
ut = ur +A
l(t, x)ul +B(t, x). (3)
Here and in the following the summation over the repeated index l from 0 to r−2 is implied. Ad-
missible transformations within the class (3) satisfy the additional constraint U1x = 0. This last
simplification makes it possible to obtain the compact transformation formulae for all arbitrary
elements Al and B, which proves the following theorem:
Theorem 2. The class (3) of reduced (1+1)-dimensional linear inhomogeneous evolution equa-
tions of order r is normalized. Its equivalence group consists of the transformations of the form
t˜ = T (t), x˜ = X1(t)x+X0(t), u˜ = U1(t)u+ U0(t, x), (4a)
A˜j =
(X1)j
Tt
Aj , A˜1 =
X1
Tt
A1 − X
1
t x+X
0
t
Tt
, A˜0 =
1
Tt
(
A0 +
U1t
U1
)
, (4b)
B˜ =
U1
Tt
(
B + (∂t − ∂r −Al∂l)U
0
U1
)
, (4c)
where j = 2, . . . , r − 2, T = T (t), X0 = X0(t), U1 = U1(t) and U0 = U0(t, x) are arbitrary
smooth functions of their arguments with TtU
1 6= 0, X1 = r√Tt if r is odd and X1 = ǫ r
√
Tt with
ǫ = ±1 and Tt > 0 if r is even.
Due to U0 being an arbitrary function in (4), we can gauge the inhomogeneity B to zero,
leading to the important subclass of (1+1)-dimensional homogeneous linear rth order evolution
equations of the form
ut = ur +A
l(t, x)ul. (5)
In the following, by A and LA we denote the tuple of arbitrary elements (A0, . . . , Ar−2) and
the corresponding equation from the class (5). In contrast to the associated class (3) of inho-
mogeneous equations, the class (5) loses the normalization property. Therefore, not the entire
equivalence groupoid G∼ of the class (5) is induced by the equivalence group G∼ of this class
and it is necessary to describe both objects.
Corollary 3. The equivalence groupoid G∼ of the class (5) of reduced (1+1)-dimensional linear
homogeneous evolution equations of order r consists of the triplets of the form (A, A˜, ϕ), where
the point transformation ϕ in the space of variables is of the form (4a) with U0/U1 satisfying
the equation LA, and the tuples of arbitrary elements A and A˜ are related by (4b).
Proof. If B = 0 and B˜ = 0, then the equation (4c) implies that the ratio U0/U1 is a solution
of LA.
Corollary 4. The usual equivalence group G∼ of the class (5) of (1+1)-dimensional linear
homogeneous evolution equations of order r consists of transformations of the form (4a) and (4b)
with U0 = 0.
Proof. Since equivalence transformations are point transformations in the space of variables
(t, x, u,A) that can be applied to all equations from the class, only those transformations of the
form (4a) and (4b) for which U0 runs through the set of common solutions of this class satisfy
this requirement. The unique common solution of equations from class (5) is the zero solution
u = 0, which is readily seen, e.g., from subtracting the two equations ut = ur and ut = ur + u.
Hence U0 = 0 for equivalence transformations.
Corollary 5. The class (5) is uniformly semi-normalized with respect to linear superposition of
solutions.
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Proof. The assertion is implied by the following facts: Each equation from the class (5) is locally
solvable. The unique common solution of equations from class (5) is the zero solution u = 0, cf.
the previous proof. For a general admissible transformation in the class (5), its transformational
part is of the form (4a). Hence the transformation component(s) for (t, x) (resp. u) do not
depend on u (resp. is affine in u), the transformation parameters T , X0, X1 and U1 do not
depend on the arbitrary elements Al’s, and the ratio U0/U1 runs through the solution set of the
corresponding initial equation.
Corollary 6. The equivalence algebra of the class (5) of (1+1)-dimensional linear homogeneous
evolution equations of order r is given by
g
∼ = 〈Dˆ(τ), Pˆ (χ), Iˆ(φ)〉, (6)
where τ , χ and φ run through the set of smooth functions of t, with
Dˆ(τ) = τ∂t +
1
r
τtx∂x −
r−2∑
j=2
r − j
r
τtA
j∂Aj −
(
r − 1
r
τt +
1
r
xτtt
)
A1∂A1 − τtA0∂A0 ,
Pˆ (χ) = χ∂x − χt∂A1 , Iˆ(φ) = φu∂u + φt∂A0 .
Proof. The proof follows immediately from the form of transformations constituting the equiv-
alence group G∼ and the fact that the algebra g∼ consists of the infinitesimal generators of
one-parameter subgroups of the equivalence group G∼. We restrict G∼ to the continuous com-
ponent by setting ǫ = 1 or Tt > 0 and then successively assume that one of the parameter
functions T , X0 and U1 depend on a single continuous group parameter ε while the others
take the same values as those for the identity transformation (t, 0, and 1 for T , X0 and U1,
respectively), with the identity transformation corresponding to the parameter value ε = 0. The
components of the infinitesimal generators of the form Qˆ = τ∂t + ξ∂x + η∂u + ψ
l∂Al are then
obtained upon computing
τ =
dt˜
dε
∣∣∣
ε=0
, ξ =
dx˜
dε
∣∣∣
ε=0
, η =
du˜
dε
∣∣∣
ε=0
, ψl =
dA˜l
dε
∣∣∣
ε=0
,
which yields the spanning vector fields Dˆ(τ), Pˆ (χ) and Iˆ(φ) associated to the parameter func-
tions T , X0 and U1, respectively,
Remark 7. The class (5) is a subclass of the class (1). Each equation from the class (1) is G∼(1)-
equivalent to an equation from the class (5), and equations from the class (1) are G∼(1)-equivalent
to each other if and only if their counterparts from the class (5) are G∼-equivalent. This is why
the group classification of the class (1) reduces to that of the class (5). Moreover, in spite of not
being normalized, the class (5) is more convenient for group classification than the class (1). The
class (5) has fewer number of arbitrary elements, and it is the uniform semi-normalization of the
class (5) but not the normalization of the class (1) that allows to accurately neglect symmetry
transformations of linear superposition of solutions in the course of group classification.
4 Determining equations for Lie symmetries
The computation of the maximal Lie invariance group of an equation LA from the class (5) for a
fixed tuple A is readily realized using the Lie infinitesimal method. In particular, the generators
of one-parameter point symmetry groups of LA are of the form Q = τ∂t + ξ∂x + η∂u with the
components τ , ξ and η depending on (t, x, u) and satisfy the infinitesimal invariance criterion,
Q(r)(ut − ur −Alul) = 0 for all solutions of LA.
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Here Q(r) is the rth prolongation of the vector field Q, which reads Q(r) = Q+
∑
0<|α|6r η
α∂uα .
Recall that α = (α1, α2) is a multi-index, |α| = α1 + α2, and uα = ∂|α|u/∂tα1∂xα2 . The
expressions for the components ηα follow from the general prolongation formula [31],
ηα = Dα (η − τut − ξux) + τuα+δ1 + ξuα+δ2 ,
where Dα = Dα1t D
α2
x , Dt = ∂t + uα+δ1∂uα and Dx = ∂x + uα+δ2∂uα are the total derivative
operators with respect to t and x, respectively, and δ1 = (1, 0) and δ2 = (0, 1). The infinitesimal
invariance criterion gives
η(1,0) − η(0,r) −Alη(0,l) − (τAlt + ξAlx)ul = 0 if ut = ur −Alul. (7)
Since we have shown above that the class (5) is uniformly semi-normalized with respect to linear
superposition of solutions, we can use all the restrictions on τ , ξ and η derived in the course of the
computation of the equivalence algebra also for the computation of the determining equations
of Lie symmetries. In particular, we have
τ = τ(t), ξ =
1
r
τt(t)x+ χ(t), η = φ(t)u+ η
0(t, x),
where η0(t, x) is a solution of Eq. (5). With these restrictions on the components of infinitesimal
generators of one-parameter Lie symmetry groups, the infinitesimal invariance condition (7)
simplifies to
φtu+ η
0
t − ξtux − η0r −Alη0l −
(
τAlt + ξA
l
x +
r − l
r
τtA
l
)
ul = 0.
Splitting this equation with respect to the derivatives of u yields
τAjt +
(
1
r
τtx+ χ
)
Ajx +
r − j
r
τtA
j = 0, j = 2, . . . , r − 2, (8a)
τA1t +
(
1
r
τtx+ χ
)
A1x +
r − 1
r
τtA
1 +
1
r
τttx+ χt = 0, (8b)
τA0t +
(
1
r
τtx+ χ
)
A0x + τtA
0 − φt = 0, (8c)
η0t = η
0
r +A
lη0l . (8d)
The first three equations (8a)–(8c) essentially depend on the parameter functions Al ’s and
are the classifying equations for Lie symmetries of equations from the class (5). The last equa-
tion (8d) is just a consequence of the linearity of the equation LA and hence is not a true
classifying equation despite the fact that it depends on the arbitrary elements A. We have thus
proved the following assertion.
Proposition 8. The maximal Lie invariance algebra gA of the equation LA from the class (5)
consists of vector fields of the form Q = D(τ) + P (χ) + I(χ) + Z(η0) with
D(τ) = τ∂t +
1
r
τtx∂x, P (χ) = χ∂x, I(φ) = φu∂u, Z(η
0) = η0∂u,
where the parameter functions τ , χ, φ and η0 satisfy the classifying equations (8a)–(8c) and η0
runs through the solution set of LA.
Proposition 9. The kernel invariance algebra g∩ :=
⋂
A gA of equations from the class (5) is
spanned by I(1), g∩ = 〈I(1)〉.
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Proof. In the derivation of the kernel of maximal Lie invariance algebras, the arbitrary ele-
ments A are assumed to be generic and hence one can split the determining equations (8) with
respect to the arbitrary elements and their derivatives. This implies that τ = ξ = 0, φ = const
and η0 = 0.
Let us now analyze the algebraic structure of the linear span
g〈 〉 := 〈D(τ), P (χ), I(φ), Z(ζ)〉,
where the parameter functions τ , χ and φ run through the set of smooth functions of t, and the
parameter function ζ runs through the set of smooth functions of (t, x). Note that g〈 〉 =
∑
A gA
since any vector field among D(τ), P (χ), P (1) + I(φ) and Z(ζ) belongs to gA for some A.
The nonzero commutation relations between the vector fields spanning g〈 〉 are exhausted by
[D(τ),D(τˇ )] = D(τ τˇt − τˇ τt), [D(τ), P (χ)] = P
(
τχt − 1
r
τtχ
)
, [D(τ), I(φ)] = I(τφt),
[D(τ), Z(ζ)] = Z
(
τζt +
1
r
τtxζx
)
, [P (χ), Z(ζ)] = Z(χζx), [I(φ), Z(ζ)] = −Z(φζ).
These relations show that the span g〈 〉 is a Lie algebra with respect to the Lie bracket of vector
fields. Moreover, it can be represented as a semi-direct sum,
g〈 〉 = g
ess
〈 〉 ∈ glin〈 〉 , where gess〈 〉 = 〈D(τ), P (χ), I(φ)〉 and glin〈 〉 = 〈Z(χ)〉
are a subalgebra and an Abelian ideal of g〈 〉, respectively. The representation for the algebra g〈 〉
naturally translates into an analogous representation for each maximal Lie invariance algebra gA,
gA = g
ess
A ∈ glinA with gessA = gA ∩ gess〈 〉 and glinA = gA ∩ glin〈 〉 = 〈Z(η0), η0 ∈ LA〉,
where, as before, η0 is an arbitrary smooth solution of the equation LA. In this decomposition,
g
ess
A is a finite-dimensional subalgebra of gA (see Lemma 11 below), and the infinite-dimensional
Abelian ideal glinA is spanned by the vector fields associated with linear superposition of solutions.
Since the ideal glinA is a trivial a priori known part of gA, it is sufficient to focus on finding g
ess
A .
This is why gessA is called the essential Lie invariance algebra of the equation LA.
Let π denote the projection of the joint space of equation variables and arbitrary elements
of the class (5) to the space of equation variables only, π(t, x, u,A) = (t, x, u). We clearly
have gess〈 〉 = π∗g
∼, since the vector fields Dˆ(τ), Pˆ (χ) and Iˆ(φ) spanning g∼ are mapped by π∗
to the associated vector fields D(τ), P (χ) and I(φ) spanning gess〈 〉 . This is a manifestation of
uniform semi-normalization with respect to linear superposition of solutions for the class (5).
Furthermore, since the algebra gess〈 〉 coincides with the set π∗g
∼ of the infinitesimal generators
of one-parameter subgroups of the group π∗G
∼, the action of π∗G
∼ on gess〈 〉 is well defined. The
invariance of gess〈 〉 and g
lin
〈 〉 under the action of π∗G
∼ implies that the action of G∼ on equations
from the class (5) also induces a well-defined action of π∗G
∼ on the essential Lie invariance
algebras of these equations, which are subalgebras of gess〈 〉 . The kernel g
∩ is an ideal (more
precisely, the center) of gess〈 〉 and, hence, the ideal of g
ess
A for each tuple of arbitrary elements A.
The subalgebra s of gess〈 〉 is called appropriate if there exists a tuple A such that s = g
ess
A .
This is why we have the following proposition; cf. the end of Section 2.
Proposition 10. The complete group classification of the class (5) of (1+1)-dimensional linear
homogeneous evolution equations of order r is accomplished by classifying all appropriate subal-
gebras of the algebra gess〈 〉 with respect to the equivalence relation generated by the action of π∗G
∼.
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5 Group classification
For the classification of appropriate subalgebras of the algebra gess〈 〉 , it is necessary to know the
adjoint action of the transformations, T , from π∗G∼ on the vector fields, Q, from gess〈 〉 . Since
we already know the finite form of transformations from π∗G
∼, it is convenient to compute the
action of T on Q directly by definition as the pushforward T∗Q of Q by T [4, 10],
T∗Q = Q(T )∂t˜ +Q(X)∂x˜ +Q(U)∂u˜,
where the components of T∗Q are expressed in terms of the transformed variables by substitut-
ing (t, x, u) = T −1(t˜, x˜, u˜) with the inverse transformation T −1 of T . This method is especially
suitable for infinite-dimensional Lie algebras.
Consider the elementary transformations D(T ), P(X0) and I(U1) from π∗G∼, which are
respectively obtained from (4a) with ǫ = 1 and U0 = 0, where all but one of the parameter
functions T , X0 and U1 are set to trivial values, i.e., t for T , zero for X0 and one for U1. If r
is even, the group π∗G
∼ also contains the discrete transformation X alternating the sign of x,
X : (t˜, x˜, u˜) = (t,−x, u). The nontrivial pushforwards of the generating vector fields of gess〈 〉 by
elementary transformations from π∗G
∼ are exhausted by
D∗(T )D(τ) = D˜(Ttτ), D∗(T )P (χ) = P˜ ( r
√
Ttχ), D∗(T )I(φ) = I˜(φ),
P∗(X0)D(τ) = D˜(τ) + P˜
(
τX0t −
1
r
τtX
0
)
, I∗(U1)D(τ) = D˜(τ) + I˜
(
τ
U1t
U1
)
,
r ∈ 2N : X∗P (χ) = P˜ (−χ).
(9)
The tildes over the operators on the right-hand side indicates that these vector fields are ex-
pressed in terms of the transformed variables, and we should substitute for t, t = T−1(t˜), where
T−1 is the inverse function of T .
We now derive the upper bound for the dimension of essential Lie invariance algebras for
equations from the class (5).
Lemma 11. dim gessA 6 4 for any tuple of arbitrary elements A.
Proof. The proof is analogous to the one of Lemma 18 in [23]. Let the equation LA be defined
on the domain Ωt × Ωx, where Ωt ⊆ R and Ωx ⊆ R are open intervals on the t- and x-axes,
respectively. We evaluate the classifying equations (8b) and (8c) at two distinct points x0 and
x1 from Ωx and vary t. This yields
1
r
τttx1 + χt = −R1, 1
r
τttx0 + χt = −R2, φt = R3,
where R1 and R2 are obtained upon substituting x1 and x0 into the part of (8b) involving A
1,
respectively, and R3 is obtained by substituting either x0 or x1 into the part of (8c) involving A
0.
Since the points x0 and x1 are distinct, the above system can be brought into a system of linear
ordinary differential equations in the canonical form,
τtt = . . . , χt = . . . , φt = . . . ,
where the precise form of the respective right hand sides of the resolved system is inessential for
the current investigation. The solution space of this linear system for τ , χ and φ is obviously four-
dimensional. Since more such equations as the above ones may be derived from the classifying
equations, we have dim gessA 6 4.
Having established the maximum dimension of appropriate subalgebras of gess〈 〉 , we now pro-
ceed to restrict their form. This is done in the following series of lemmas, which are the analogous
results to those given in [23] for the class of linear Schro¨dinger equations. It is convenient to
introduce the three integer numbers k0, k1 and k2 below, which characterize the dimensions of
relevant subalgebras of gess〈 〉 .
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Lemma 12. gessA ∩ 〈I(φ)〉 = g∩ and thus k0 := dim gessA ∩ 〈I(φ)〉 = 1 for any tuple of arbitrary
elements A.
Proof. The intersection gessA ∩〈I(φ)〉 is included in g∩ since the classifying equations (8b) and (8c)
for τ = χ = 0 imply φt = 0. On the other hand, the kernel invariance algebra g
∩ is contained
in gessA for any A and thus we have g
∩ ⊂ gessA ∩ 〈I(φ)〉. These two inclusions jointly prove the
lemma.
Lemma 12 implies that gess〈 〉 )
⋃
A g
ess
A . Moreover, g
ess
〈 〉 \
⋃
A g
ess
A = {I(φ) | φ 6= const} since the
classifying equations (8) imply that each vector field from the complement of {I(φ) | φ 6= const}
with respect to gess〈 〉 belongs to
⋃
A g
ess
A .
Lemma 13. k1 := dim g
ess
A ∩ 〈P (χ), I(φ)〉 − 1 ∈ {0, 1} for any tuple of arbitrary elements A.
Proof. Denote aA := g
ess
A ∩〈P (χ), I(φ)〉. Since aA ⊃ g∩, then dim aA > 1. Similar to the proof of
Lemma 11, the classifying equations (8b) and (8c) imply, at least, a system of two linear ordinary
differential equations for the parameter-functions χ and φ depending on t, χt = . . . , φt = . . . ,
whose solution space is two-dimensional. Therefore, dim aA 6 2.
The projection ̟ on the space of t defines the mapping ̟∗ on g
ess
〈 〉 , D(τ) + P (χ) + I(φ) 7→
τ∂t, and thus ̟∗g
ess
〈 〉 = 〈τ∂t〉, where τ runs through the set of smooth functions of t. The
pushforward ̟∗G
∼ of G∼ by the projection ̟ is also well defined.
Lemma 14. The projection ̟∗g
ess
A is a Lie algebra for any tuple of arbitrary elements A and
k2 := dim̟∗g
ess
A 6 2. Moreover, ̟∗g
ess
A ∈ {0, 〈∂t〉, 〈∂t, t∂t〉} mod ̟∗G∼.
Proof. We first show that ̟∗g
ess
A is indeed a Lie algebra. Let there be given τ
i∂t ∈ ̟∗gessA ,
i = 1, 2. There exist Qi ∈ gessA such that ̟∗Qi = τ i∂t. For any constants c1 and c2 it follows
that c1Q1+c2Q2 ∈ gessA . Thus, c1τ1∂t+c2τ2∂t = ̟∗(c1Q1+c2Q2) ∈ ̟∗gessA , proving that ̟∗gessA
is a linear space. Since
[τ1∂t, τ
2∂t] = (τ
1τ2t − τ2τ1t )∂t = ̟∗[Q1, Q2] ∈ ̟∗gessA ,
this space is closed under the Lie bracket of vector fields and thus it is a Lie algebra with
dim̟∗g
ess
A 6 dim g
ess
A − dim g∩ 6 3.
Moreover, the pushforward̟∗G
∼ ofG∼ by the projection̟ coincides with the (pseudo)group
of local diffeomorphisms in the space of t. This is why we can use the Lie theorem stating that
the maximum dimension of finite-dimensional Lie algebras of vector fields on the complex (resp.
real) line is three, and, up to local diffeomorphisms of the line, these algebras are exhausted
by {0}, 〈∂t〉, 〈∂t, t∂t〉 and 〈∂t, t∂t, t2∂t〉.
We prove by contradiction that the last algebra cannot serve as ̟∗g
ess
A for some A. Sup-
pose that this is not the case for a tuple A. Then the algebra gessA coincides with the span
〈Q0, Q1, Q2, Q3〉, where the vector field Q0 = I(1) spans the kernel algebra g∩, and
Qi = D(t
i−1) + P (χi) + I(φi), i = 1, 2, 3,
with smooth functions χi and φi of t. Using the adjoint actions P∗(−
∫
χ1dt) and I∗(e−
∫
φ1dt),
cf. (9), we can set χ1 = φ1 = 0. In what follows a’s, b’s and c’s denote constants. Commuting Q1
and Q2 gives
[Q1, Q2] = D(1) + P (χ
2
t ) + I(φ
2
t ) = a0Q0 + a1Q1 + a2Q2 + a3Q3,
which implies that a1 = 1, a2 = a3 = 0, and hence χ
2
t = 0 and φ
2
t = a0, i.e. φ
2 = a0t+ a4. The
adjoint actions P∗(rχ2) and I∗(e−a0t) and the recombination Q1+a0Q0 → Q1, Q2−a4Q0 → Q2
allow setting χ2 = φ2 = 0 without modifying the form of Q1.
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Next, we analyze the commutation relations of Q1 and Q2 with Q3,
[Q1, Q3] = 2D(t) + P (χ
3
t ) + I(φ
3
t ) = b0Q0 + b1Q1 + b2Q2 + b3Q3,
[Q2, Q3] = D(t
2) + P (tχ3t − 1rχ3) + I(tφ3t ) = c0Q0 + c1Q1 + c2Q2 + c3Q3.
They directly imply that b1 = b3 = 0, b2 = 2, c1 = c2 = 0, c3 = 1 and thus χ
3
t = 0, tχ
3
t =
(1+ 1r )χ
3, i.e., χ3 = 0. Since the classifying equation (8b) is only of second order in τ , the three
vector fields Q1 = D(1), Q2 = D(t) and Q3 = D(t
2) + I(φ3), whose parameters χ’s are zero,
cannot simultaneously satisfy this equation. The derived contradiction completes the proof.
The above lemmas jointly imply that any appropriate subalgebra of gess〈 〉 is spanned by
1. the basis vector field Q0 = I(1) of the kernel g
∩, k0 = 1;
2. k1 6 1 vector fields of the form Qi = P (χ
i) + I(φi), where i = 1, . . . , k1, and χ
1 6= 0
if k1 = 1;
3. k2 6 2 vector fields of the form Qi = D(τ
i) +P (χi) + I(φi), where i = k1 +1, . . . , k1 + k2,
and τk1+1, . . . , τk1+k2 are linearly independent.
Moreover, we have that dim gessA = k0 + k1 + k2 = 1 + k1 + k2 6 4.
Theorem 15. A complete list of G∼-inequivalent (and, therefore, G∼-inequivalent) Lie symme-
try extensions in the class (5) is exhausted by the cases given in Table 1.
Table 1. Complete group classification of the class (5).
no. k1 k2 A
l Basis of gessA
0 0 0 Al = Al(t, x) I(1)
1 0 1 Al = Al(x) I(1),D(1)
2 0 2 Al = clx
l−r I(1),D(1),D(t)
3 1 0 Aj = Aj(t), A1 = 0, A0 = f(t)x I(1), P (1) + I
(∫
f dt
)
4a 1 1 Aj = cj , A
1 = 0, A0 = σx I(1),D(1), P (1) + σI(t)
4b 1 1 Aj = cj , A
1 = −x, A0 = σx I(1),D(1), P (et) + σI(et)
5 1 2 Al = 0 I(1),D(1),D(t), P (1)
Here l runs from 0 to r − 2, j runs from 2 to r − 2, c’s and σ are constants, and all functional parameters are
smooth functions of their arguments. The presented vector fields span gessA if the equation LA is not G
∼-equivalent
to an equation with a wider essential Lie invariance algebra. In particular, at least one of the constant parameters
in A’s should be nonzero in Cases 2, 4a and 4b for this. The parameter functions in Case 3 should be neither
simultaneously constant nor, up to shifts of t, of the form given in Remark 18 below. In Case 1, the tuple A
should be neither of the form (c0(x+ a)
−r + b0, c1(x+ a)
1−r + b2x+ b1, cj(x+ a)
j−r, j = 2, . . . , r − 2) nor of the
form (b0x + c0, b1x + c1, cj , j = 2, . . . , r − 2) for some constants a, b’s and c’s. See also the proof for gauging of
parameters.
Proof. The classification cases follow from studying the different values of k1 and k2, and the
case enumeration in the proof coincides with that in Table 1. Choosing a general representation
for basis vector fields of an appropriate subalgebra s of gess〈 〉 for each possible value of (k1, k2), we
simplify them using the adjoint actions of equivalence transformations given in (9) and linear
recombination of these basis vector fields. For each case, we also include I(1) in the basis
as the basis element of the kernel invariance algebra g∩. In view of Lemma 12, any vector
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field D(τ) + P (χ) + I(φ) from gessA \ g∩ has (τ, χ) 6= (0, 0) and, hence, can be reduced, up to
π∗G
∼-equivalence, to the form D(1) or P (1) + I(φ) if τ 6= 0 or τ = 0 and χ 6= 0, respectively. If
k1+k2 > 1, after a preliminary simplification of basis vector fields we should take into account the
fact that the corresponding span s is closed with respect to the Lie brackets of vector fields. Then
we make further simplifications. Evaluating the classifying equations (8a)–(8c) at the simplified
basis vector fields results in a system of differential equations for the arbitrary elements A.
This system should be integrated up to equivalence transformations whose pushforwards by π
preserve, up to linear recombination, the form of the simplified basis vector fields while possibly
changing parameters that may still remain in these vector fields. For convenience, the group of
such transformations is denoted by G∼
s
.
Again, in what follows a’s, b’s and c’s denote constants, l = 0, . . . , r − 2, m = 1, . . . , r − 2,
j = 2, . . . , r − 2.
0. k1 = k2 = 0. This case corresponds to the general equation from the class (5), for which
there is no extension of the kernel invariance algebra, s = g∩, and G∼s = G
∼.
1. k1 = 0, k2 = 1. Up to π∗G
∼-equivalence, the algebra s is spanned by the vector fields D(1)
and I(1). Then the classifying equations (8a)–(8c) imply that Alt = 0. The constraints singling
out the subgroup G∼s from G
∼ are Ttt = 0, X
0
t = 0 and (U
1
t /U
1)t = 0.
2. k1 = 0, k2 = 2. Similarly to the proof of Lemma 14, we can assume up to π∗G
∼-equivalence
that s = 〈I(1),D(1),D(t)〉. Evaluating the classifying equations (8a)–(8c) at the vector fields
D(1) andD(t) gives the system Alt = 0, xA
l
x+(r−l)Al = 0, whose general solution is Al = clxl−r,
where cl’s are arbitrary constants. The subgroup G
∼
s
is singled out from G∼ by the constraints
Ttt = 0, X
0 = U1 = 0 and thus π∗G
∼
s
coincides with the essential point symmetry group of LA.
This is why no simplification of A is possible here.
3. k1 = 1, k2 = 0. Up to π∗G
∼-equivalence, the extension to the kernel algebra is given by
a single operator of the form P (1) + I(φ) with no restrictions placed on φ. The classifying
equations (8a)–(8c) imply Amx = 0 and A
0
x = φt. The group G
∼
s consists of the equivalence
transformations with Ttt = 0. Hence the general solution of the system for A can be simplified
by setting A1 = 0 and A0 = f(t)x, where f = φt. Equivalence transformations preserving this
form of A1 and A0 are exhausted by the ones with Ttt = 0, X
0
t = 0 and U
1
t /U
1 = fX0/X1.
4. k1 = 1, k2 = 1. Up to π∗G
∼-equivalence, s = 〈Q0, Q1, Q2〉, whereQ0 = I(1), Q1 = P (χ)+I(φ)
with χ 6= 0 and Q2 = D(1). Commuting Q2 and Q1 gives
[Q2, Q1] = P (χt) + I(φt) = a0Q0 + a1Q1 + a2Q2,
which implies that a2 = 0. Then, two subcases are possible depending on the value of a1.
Firstly, a1 = 0 and hence χt = 0 and φt = a0, implying φ = a0t + a3. We can set χ = 1
and a3 = 0 by recombining (1/χ)(Q1 − a3Q0)→ Q1, i.e., we obtain the new Q1 = P (1) + σI(t),
where σ := a0/χ. The system derived by evaluating the classifying equations (8a)–(8c) at Q
1
and Q2 consists of the equations Alt = 0, A
m
x = 0, A
0
x = σ, and its general solution is A
m = cm,
A0 = σx+ c0. The subgroup G
∼
s
is singled out from G∼ by the constraints Ttt = 0, X
0
tt = 0 and
(U1t /U
1)t = σX
0
t . Hence c1 = c0 = 0 mod G
∼. This yields Case 4a. One of the constants cj’s
or σ, if it is nonzero, can always be scaled to ±1, and further gauging to 1 is possible for a cj if
r − j is odd or for σ if r is even.
If a1 6= 0, then we can scale a1 to 1 by scaling of t and set a0 to zero upon linearly combiningQ1
with Q0. Then the above commutation relation implies that χt = χ and φt = φ, yielding, up to
scaling of Q1, the solution χ = e
t and φ = σet, where σ = const, i.e., we get Q1 = P (e
t)+σI(et).
The invariance of LA with respect to Q1 and Q2 requires for A to satisfy the system Alt = 0,
Ajx = 0, A1x = −1, A0x = σ and hence to be of the form Aj = cj , A1 = −x+c1, A0 = σx+c0. The
constraints for equivalence transformations constituting the subgroup G∼
s
are Tt = 1, X
0
tt = X
0
t
and (U1t /U
1)t = σX
0
t . Since c1 = c0 = 0 mod G
∼, we obtain Case 4b. If r is even, then one of
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the constants cj ’s with odd j or σ, if this constant is nonzero, can be assumed positive due to
alternating the sign of x.
5. k1 = 1, k2 = 2. After a preliminary simplification, the vector fields spanning s take the form
Q0 = I(1), Q1 = P (χ
1)+ I(φ1), Q2 = D(1) and Q3 = D(t)+P (χ
3)+ I(φ3), where χ1 6= 0. The
nonzero commutation relations between the basis elements are exhausted by
[Q2, Q1] = P (χ
1
t ) + I(φ
1
t ) = a0Q0 + a1Q1 + a2Q2 + a3Q3,
[Q3, Q1] = P (tχ
1
t − 1rχ1) + I(tφ1t ) = b0Q0 + b1Q1 + b2Q2 + b3Q3,
[Q2, Q3] = D(1) + P (χ
3
t ) + I(φ
3
t ) = c0Q0 + c1Q1 + c2Q2 + c3Q3,
which immediately imply a2 = a3 = 0, b2 = b3 = 0, c2 = 1, c3 = 0, and then give the equations
χ1t = a1χ
1, φ1t = a1φ
1 + a0,
tχ1t − 1rχ1 = b1χ1, tφ1t = b1φ1 + b0,
χ3t = c1χ
1, φ3t = c1φ
1 + c0.
The compatibility of the first four equations with respect to χ1 and φ1 requires a1 = 0, b1 = −1r
and a0 = 0. Hence the parameters χ
1 and φ1 are constants. We can set χ1 = 1 and φ1 = 0 by
recombining (1/χ1)(Q1 − φ1Q0)→ Q1 and get Q1 = P (1).
Due to the previous simplification of Q1, the parameters χ
3 and φ3 satisfy the equations
χ3t = c1 and φ
3
t = c0, which can be integrated to χ
3 = c1t and φ
3 = c0t with the integration
constants set to zero at once after recombining Q3 with Q1 and Q0, respectively. Applying
the adjoint actions P∗(c˜1t) with c˜1 = −rc1/(r − 1) and I∗(e−c0t), we can set c1 = c0 = 0 and
hence obtain Q3 = D(t). The form of Q2 is restored by recombining Q2 with Q1 and Q0. The
evaluation of the classifying equations (8a)–(8c) at Q1, Q2 and Q3 gives the system for A with
the only zero solution, Al = 0.
Corollary 16. A linear rth order evolution equation is reduced to the simplest form ut = ur by
a point transformation if and only if its essential Lie invariance algebra is four-dimensional.
Remark 17. Case 1 (resp. Case 3) of Table 1 contains equations equivalent to each other.
At the same time, the corresponding equivalence transformations cannot properly be used for
gauging of arbitrary elements.
Remark 18. The form of the algebra gessA in Case 4b of Table 1 is not common. The equivalence
transformation (4a)–(4b) with T = −e−rt, X0 = 0 and U1 = 1 reduces Case 4b to the case
4˜b 1 1 Aj = c˜j |t|j/r−1, A1 = 0, A0 = σ˜|t|−1/r−1x I(1),D(t), P (1) − rσ˜ sgn(t)I(|t|−1/r)
where c˜j = r
j/r−1cj , σ˜ = r
−1/r−1σ, and we omit tildes of the variables and the arbitrary
elements. Case 4˜b enhances and extends Case 5 of [19, Table 1] with r = 3 and Cases 5 and 7
of [20, Table 1] with r = 4 to arbitrary r. While Case 4˜b is more consistent with the tree of Lie
symmetry extensions in Table 1 than Case 4b, and the possibility of the further Lie symmetry
extension to Case 5 is more obvious for it, the parameter functions A’s become time-dependent
with fractional negative powers of |t|. This is why the presented form of Case 4b is simpler and
thus seems preferable.
Remark 19. It is worth comparing the entire group classification results given in [19, Table 1]
and [20, Table 1] for the classes of (1+1)-dimensional third- and fourth-order linear evolution
equations with Table 1 for r = 3 and r = 4, respectively. These results should in fact be
identical.
Thus, Cases 1–6 of [19, Table 1] correspond to Cases 1, 3, 2, 4a, 4˜b and 5 of Table 1,
respectively. A minor inconvenience of [19, Table 1] is that the correct condition for f in Case 2
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is f¨(t) 6= 0 but not f˙(t) 6= 0. A more essential inconvenience is that the parameter a in Case 6
of [19, Table 1] can be set to zero by the equivalence transformation with T = t, X0 = at
and U1 = 1, which leads to the simplest equation ut = u3.
In [20], some classification cases were redundantly split into pairs of their subcases. As a
result, Cases 1, 8, (2, 3), (4, 6), (5, 7) and 10 of [20, Table 1] correspond to our Cases 1, 2, 3, 4a,
4˜b and 5, respectively. The major weakness of [20, Table 1] is Case 9, which can be obviously
simplified by P(b/a) to the case with A = C = 0, B = a1x−3 + cx (in the notation of [20]),
where a1 = −cb4a−4, and the essential Lie invariance algebra 〈I(1),D(1),D(e−4ct)〉. Moreover,
the simplified Case 9 is mapped by the equivalence transformation D(e4ct) to a subcase of Case 8
of the same table and, therefore, Case 9 should be excluded from the classification list.
Remark 20. Any (1+1)-dimensional second-order linear evolution equation is similar to an
equation of the same kind whose essential Lie invariance algebra is a subalgebra of the essential
Lie invariance algebra of the simplest equation ut = u2, which is the heat equation. There is
no analogue of this property for (1+1)-dimensional rth order linear evolution equations with
r > 2 although the essential Lie invariance algebra of the simplest equation ut = ur is still of
maximum dimension among such equations.
6 Exact solutions
A standard procedure for finding exact solutions of a given system of partial differential equa-
tions with nonzero maximal Lie invariance algebra a is to carry out Lie reductions. Here one
firstly classifies inequivalent subalgebras, of appropriate dimensions, of the algebra a and then
constructs solution ansatzes using invariants of the listed inequivalent subalgebras. Substituting
these ansatzes into the original system then leads to reduced systems with fewer independent
variables, which are in general easier to solve than the original system. If a solution of a reduced
system is constructed, then substituting it into the associated ansatz gives a particular solution
of the original system. See [31, 32] for more details.
For classes of differential equations, it seems natural to separately carry out the whole Lie
reduction procedure for each inequivalent case of Lie symmetry extension. However, for classes
that are normalized it is in fact sufficient to classify only low-dimensional subalgebras of the
equivalence algebra up to G∼-equivalence and carry out Lie reductions using the invariants of
the projections of the associated basis vector fields to the space of equation variables [33]. For
classes that are not normalized, this strategy does not yield complete reduction results.
In the present case, the class (5) is uniformly semi-normalized with respect to linear superpo-
sition of solutions. This is why all “traditional” Lie reductions for equations from this class are
obtainable upon classifying π∗G
∼-inequivalent subalgebras of gess〈 〉 = π∗g
∼, which is equivalent
to classifying inequivalent subalgebras of g∼. (See also below for involving vector fields from glin〈 〉
in the process of Lie reduction.) Since equations from the class (5) have two independent vari-
ables, reductions of related equations with respect to one-dimensional subalgebras of gess〈 〉 yield
ordinary differential equations.
Proposition 21. An optimal list of one-dimensional subalgebras of the algebra gess〈 〉 is exhausted
by the algebras
〈D(1)〉, 〈P (1) + I(φ)〉, 〈I(φˆ)〉, (10)
where φ = φ(t) is an arbitrary smooth function of t, and φˆ ∈ {1, t}.
Proof. The most general element of the algebra gess〈 〉 is of the form Q = D(τ) + P (χ) + I(φ).
If τ 6= 0 we can use the adjoint actions D∗(T ), P∗(X0) and I∗(U1) given in (9) for suitable
functions T , X0 and U1 to set τ = 1, χ = 0 and φ = 0.
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If τ = 0 but χ 6= 0 we can use the adjoint action D∗(T ) to set χ = 1 and no further
simplifications are possible, leaving φ an arbitrary function of t.
If τ = χ = 0 and φ 6= 0, two possible cases arise. If φ = const then we can set φ = 1 by
scaling Q. If φ 6= const, then using the adjoint action I∗(T ) we can set φ = t.
The algebra 〈I(t)〉 is not a Lie symmetry generator for an equation from the class (5). The
algebra 〈I(1)〉 cannot be used for Lie reductions as it does not allow one to make an ansatz
for u. This is why only the first two algebras given in (10) have to be considered.
Algebra 〈D(1)〉. This reduction is thus relevant for equations equivalent to equations given
by Case 2 in Table 1 or its further Lie symmetry extensions, i.e., Al = Al(x) mod G∼, l =
0, . . . , r − 2. Functionally independent invariants of the infinitesimal generator D(1) are ω = x
and v = u. The ansatz u = v(ω) reduces a relevant equation LA of the form (5) to an (in
general, variable-coefficient) rth order linear ordinary differential equation in the rational form,
LrA : vn +Alvl = 0,
where vk = d
kv/dωk. The essential Lie invariance algebra of LrA consists of the vector fields of
the form Dr(ζ) + cv∂v , where D
r(ζ) = ζ∂ω +
1
2 (r − 1)ζωv∂v, ζ is a smooth function of ω and
c is a constant; see [7] and references therein. Moreover, each vector field of the above form
is a Lie symmetry generator of the equation LrA for certain values of A, and it is induced by
a Lie symmetry of the corresponding initial equation LA if and only if ζxx = 0. Therefore,
any essential Lie symmetry generator of LrA with ζxx 6= 0 can be considered as a so-called
additional [31, Example 3.5] (hidden [1]) symmetry of the equation LA.
Algebra 〈P (1) + I(φ)〉. The corresponding reduction is relevant for values of arbitrary elements
Aj = Aj(t), j = 2, . . . , r− 2, A1 = 0, A0 = f(t)x mod G∼, where f = φt, as given for Case 4 in
Table 1 and further cases of Lie symmetry extensions. Two functionally independent invariants
of the vector field P (1) + I(φ) are ω = t and v = e−φxu. The solution ansatz u = eφxv(ω) then
reduces the equation LA to a first-order linear ordinary differential equation,
LrA : vω = (φr +Ajφj)v,
where the superscripts of φ denote exponents, and the summation over the repeated index j
from 2 to r − 2 is implied. This equation is readily integrated and its general solution is
v = c0 exp
(∫
(φr +Ajφj) dω
)
,
where c0 = const. Since the equation LrA is of order one, its maximal Lie invariance algebra
is infinite-dimensional and consists of vector fields that are, in general, not fiber-preserving.
Therefore, the equation LA admits infinitely many hidden symmetries related to this reduction.
Remark 22. The above two reductions seem quite elementary due to classifying reductions
up to G∼-equivalence. At the same time, reductions of specific equations with respect to their
one-dimensional Lie symmetry algebras are generally more involved.
Each Lie symmetry vector field Q ∈ gA of the equation LA generates a one-parameter point-
symmetry group of this equation. Point symmetry transformations of LA are of the form (4a),
where the function U0 runs through the solution set of LA, and A˜l(t˜, x˜) = Al(t˜, x˜) in (4b). These
transformations can be used for the construction of new solutions from known ones, including
linear superposition of solutions. For LA as linear equation, Lie symmetry vector fields can also
be used directly for the same purpose in the following way [32, Section 7.14]: Given a vector
field Q = τ∂t + ξ∂x + (φu + η
0)∂u ∈ gA and a known solution u = h(t, x) of LA, the function
u = Q[h] := φh + η0 − τht − ξhx is also a solution of LA. Proposition 21 implies that, up to
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G∼-equivalence and for relevant values of A, such nontrivial actions on solutions are exhausted
by u→ −ut and u→ φ(t)u− ux.
A new procedure for generating exact solutions of linear systems using their Lie symmetries
was suggested in [11]. It can be considered as the inversion of the above actions on solutions by
Lie symmetry vector fields. It can also be interpreted as the Lie reduction that involves vector
fields associated with linear superposition of solutions. Later, a particular case of this procedure
was considered in [8]. Given a nonzero vector field Q = τ∂t + ξ∂x + φu∂u ∈ gessA and a known
solution u = h(t, x) of LA (therefore, h∂u ∈ glinA ), consider the vector field Qh = Q+ h∂u ∈ gA.
Looking for Qh-invariant solutions of LA, we first solve the equation φu − τut − ξux = −h to
construct an ansatz for u, reduce the equation LA by this ansatz and then integrate the obtained
reduced equation LrA, which is an inhomogeneous linear ordinary differential equation. In view
of Proposition 21, there are two G∼-inequivalent realizations of this procedure for relevant
equations from the class (5),
Al = Al(x), Ar−1 = 0, Ar = 1; Q = D(1) :
u = v(ω) +
∫ t
t0
h(t′, x) dt′, ω = x, LrA : vn +
r−2∑
l=0
Alvl = h
∣∣
t=t0
;
A0 = φt(t)x, A
1 = 0, Aj = Aj(t), j = 2, . . . , r − 2, Ar−1 = 0, Ar = 1; Q = P (1) + I(φ) :
u = eφ(t)xv(ω) + eφ(t)x
∫ x
x0
e−φ(t)x
′
h(t, x′) dx′, ω = t,
LrA : vω =
(
r∑
k=2
Akφk
)
v + e−φx0
r∑
k=2
Ak
k−1∑
i=0
hi
∣∣
x=x0
φk−1−i,
where the superscripts of φ again denote exponents. Integrating the reduced equation LrA for
the second realization, we derive an explicit nonlocal formula for generating a new solution from
a known one,
u = eφ(t)x
∫ x
x0
e−φ(t)x
′
h(t, x′) dx′
+
(∫ t
t0
r∑
k=2
Ak(t′)
k−1∑
i=0
(
φ(t′)
)k−i−1
hi(t
′, x0)e
−φ(t′)x0−w(t′) dt′ + v0
)
eφ(t)x+w(t),
where w(t) :=
∫ t
t0
r∑
k=2
Ak(t′)
(
φ(t′)
)k
dt′.
The above procedure can be iterated using various Q’s. In particular, starting with h = 0
and using the same Q = D(1) for each iteration, we construct solutions that are polynomials
in t with coefficients depending on x,
u =
N∑
s=0
vs(x)ts, where vsr +
r−2∑
l=0
Alvsl = (s + 1)v
s+1, s = 0, . . . , N, vN+1 := 0. (11)
Another use of Lie symmetries of a linear system of differential equations for finding its
exact solutions is based on generating higher-order (generalized) infinitesimal symmetries of
this system by its Lie symmetries [31, Proposition 5.22]. For any generalized symmetry of a
system L of differential equations, the associated invariant surface condition (i.e., the condition
of vanishing of its characteristic) is a differential constraint formally consistent with the system L.
Given an equation LA from the class (5) with gessA 6= {0}, each nonzero vector fieldQ = τ∂t+ξ∂x+
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φu∂u ∈ gessA corresponds to the recursion operator Q = −τDt− ξDx+φ of the equation LA, i.e.,
the operator Q maps the set of generalized-symmetry characteristics of LA to itself. Subsequently
acting by recursion operators associated with various basis elements of gessA on the characteristic u
of the trivial infinitesimal symmetry I(1) and linearly combining results of such actions, one
obtains the set of characteristics of “linear” generalized symmetries generated by Lie symmetries.
If a generalized symmetry is generated by iterative use of a single Lie symmetry in the above
way, the general solution of the corresponding invariant surface condition, which is in fact
equivalent to a linear ordinary differential equation with constant coefficients, gives an ansatz
with several new unknown functions of a single new independent variable. This ansatz reduces
the initial equation to a linear system of ordinary differential equations for the new unknown
functions. The construction of solutions of the form (11) can be interpreted as example of
such generalized reductions, where Q = D(1), Q = −Dt and the invariant surface condition is
QN+1u = 0. In general, essential (up to G∼-equivalence and linear superposition of solutions)
generalized Lie-symmetry-related reductions of equations from the class (5) are exhausted by the
reductions presented below, which arise from the factorization of general polynomials of Q over
the corresponding underlying field (complex or real). For each case we list the corresponding
Lie symmetry vector field, recursion operator, invariant surface condition and reduced system
of ordinary differential equations. Here N ∈ N0, the index s runs from 0 to N , the index l runs
from 0 to r − 2, and we assume the summation over the repeated indices. The constant λ is
from the underlying field (R or C), µ and ν are real constants, and ν > 0.
Al = Al(x), Ar−1 = 0, Ar = 1:
Q = D(1), Q = −Dt, (Q + λ)N+1u = 0,
u = vs(x)tseλt,
vsr +A
lvsl = (s+ 1)v
s+1 + λvs, vN+1 := 0;
(over R) Q = D(1), Q = −Dt, ((Q + µ)2 + ν2)N+1u = 0,
u =
(
vs(x) cos(νt) + ws(x) sin(νt)
)
tseµt,
vsr +A
lvsl = (s+ 1)v
s+1 + µvs + νws, vN+1 := 0,
wsr +A
lwsl = (s+ 1)w
s+1 − νvs + µws, wN+1 := 0.
A0 = φt(t)x, A
1 = 0, Aj = Aj(t), j = 2, . . . , r − 2, Ar−1 = 0, Ar = 1:
Q = P (1) + I(φ), Q = −Dx + φ, (Q + λ)N+1u = 0,
u = vs(t)xse(φ+λ)x, vst =
r∑
k=2
Ak
min(N,k+s)∑
p=s
(
k
p− s
)
p!
s!
(φ+ λ)k+s−pvp;
(over R) Q = P (1) + I(φ), Q = −Dx + φ, ((Q + µ)2 + ν2)N+1u = 0,
u =
(
vs(t) cos(νx) + ws(t) sin(νx)
)
xse(φ+µ)x,
vst =
r∑
k=2
Ak
min(N,k+s)∑
p=s
(
k
p− s
)
p!
s!
(Φskpvp +Ψskpwp),
wst =
r∑
k=2
Ak
min(N,k+s)∑
p=s
(
k
p− s
)
p!
s!
(−Ψskpvp +Φskpwp),
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where Φskp =
[k+s−p2 ]∑
q=0
(−1)q
(
k + s− p
2q
)
ν2q(φ+ µ)k+s−p−2q,
Ψskp =
[ k+s−p−12 ]∑
q=0
(−1)q
(
k + s− p
2q + 1
)
ν2q+1(φ+ µ)k+s−p−2q−1.
For the above reductions, the parameters λ and (µ, ν) can be set to 0 and (0, 1) by I(e−λt) and
D(νt)I(e−µt) if Q = −Dt or by re-denoting φ+λ→ φ and φ+µ→ φ with sequentially applying
D(νrt) and/or X if Q = −Dx + φ, respectively. At the same time, the parameters become
essential when an arbitrary polynomial P of Q is considered. The reduction with respect to P
gives solutions that are linear superpositions of solutions constructed for the corresponding
maximal powers of irreducible multipliers of P.
All the above methods for finding exact solutions can be combined with each other.
7 Conclusion
In this paper we have exhaustively solved the group classification problem for the class (1) of
(1+1)-dimensional linear evolution equations of arbitrary fixed order r > 2. This classification
completes (and enhances) the previous group classifications of (1+1)-dimensional linear evolu-
tion equations of order three and four that were tackled in [19, 20]. We have computed the
equivalence groupoids and equivalence groups of the class (1), of its nested subclasses defined
by the gauges Ar = 1 and (Ar, Ar−1) = (1, 0) and of the corresponding counterparts consisting
of homogeneous equations. Although the above classes of, in general, inhomogeneous equations
are normalized, the subclass that is the most convenient for group classification and that is
minimal among subclasses whose group classifications are equivalent to the group classification
of the entire class (1) is the subclass of linear homogeneous evolution equations of the reduced
form (5). The associated gauge of arbitrary elements is (Ar, Ar−1, B) = (1, 0, 0). The fact that
the subclass (5) is uniformly semi-normalized with respect to linear superposition of solutions
allows us to use a special version of the algebraic method [23] in order to solve the group clas-
sification problem for the class (1) in the optimal way. Due to the same fact, Lie invariant
solutions of equations from the subclass (5) as well as other solutions that are constructed by
symmetry-based methods specific for linear equations can be classified up to G∼-equivalence,
which is discussed in Section 6.
It is worth mentioning the difference in the above version of the algebraic method to the
classification technique employed in [19, 20], which was proposed in [47] and applied therein to
the group classification of a class of second-order nonlinear evolution equations. This technique
is implicitly based on the normalization property of a class L|S of (systems of) differential
equations to be classified, and its main steps are the following:
1. Compute the equivalence group G∼ of L|S and the span g〈 〉 of Lie symmetry algebras of
equations from the class L|S .
2. Construct an optimal list of certain G∼-equivalent low-dimensional subalgebras of g〈 〉, find
the subclasses of equations that possesses these subalgebras as their Lie symmetry algebras,
and show that up to G∼-equivalence each higher-dimensional extension is contained in a
subclass associated with a listed subalgebra of dimension maximal among considered ones.
3. Solve the particular group classification problem for each of the selected subclasses.
4. Compose a classification list for the class L|S as the union of the lists constructed in the
course of solving the above particular problems.
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Since the number of arguments in arbitrary elements parameterizing a selected subclass is usu-
ally less than that for the class L|S , the group classification problems for subclasses have more
chances to be solved by the direct integration of the corresponding systems of determining
equations for the components of Lie symmetry vector fields. A difficulty in implementing the
described procedure is created by the appearance of G∼-equivalent cases in the course of clas-
sifying different subclasses. Thus, a part of cases that are G∼-equivalent to other listed cases
should be excluded from the final joint list. At the same time, the use of equivalences in the
course of directly solving determining equations is more delicate and complicated than within
the framework of the algebraic method of group classification. The complexity of applying the
technique led to weaknesses of derived classifications such as the weaknesses of [19, 20] discussed
in Remark 19. The first three steps of the classification procedure by [47] are rather simple
for (1+1)-dimensional linear evolution equations but this is not the case for the fourth step.
In particular, merely one-dimensional subalgebras of the span of the essential Lie invariance
algebras of linear homogeneous evolution equations from the reduced subclass (5) were classified
in the second step in [19, 20]. Note that the sufficiency of classifying the essential Lie invariance
algebras for classes of linear homogeneous equations was not justified in [19, 20]; cf. [23].
In turn, in the present paper we first establish the uniform semi-normalization of the sub-
class (5) with respect to linear superposition of solutions, followed by classifying all subalgebras
of the projection π∗g
∼ of the equivalence algebra of the subclass (5) that are appropriate for the
solution of the corresponding group classification problem. The classification of such subalgebras
is possible due to the preceding derivation of constraints for them in the series of Lemmas 11–14,
including the least upper bound for their dimension, which equals four. Among the constraints
for appropriate subalgebras there are also inequalities for the dimensions of several specific sub-
spaces of each appropriate subalgebra. These dimensions are G∼-invariant small nonnegative
integers and are hence convenient for the marking of classification cases. The collection of con-
straints presented in Lemmas 11–14 completely defines the set of appropriate subalgebras since
any subalgebra of π∗g
∼ satisfying these constraints is the maximal Lie invariance algebra for an
equation of the form (5). After constructing an optimal list of appropriate subalgebras of π∗g
∼,
for each subalgebra s from this list we substitute the components of basis elements of s into the
classifying equations (8a)–(8c) and integrate the obtained system on the tuple A. The obtained
general solution should be gauged by elements of the stabilizer subgroup of G∼ with respect
to s. This strategy avoids arising equivalent cases in the course of group classification.
As referenced through the present paper, there are several similarities of this paper with
the recent work [23] on group classification of the class of (1+1)-dimensional linear Schro¨dinger
equations with complex potential. Both the class (5) and the class studied in [23] are uniformly
semi-normalized with respect to linear superposition of solutions. The group classification prob-
lems for both the classes are hence solved by studying certain low-dimensional subalgebras of
the projections of the corresponding equivalence algebras. At the same time, the preceding
description of properties of appropriate subalgebras in [23] is not complete in contrast to the
present paper, and thus in [23] there is an additional selection of appropriate subalgebras in the
course of their classification.
The consideration of second-order evolution equations within the framework of group analysis
of differential equations was recently extended with the study of their reductions operators [35],
local and potential conservation laws and potential symmetries [38]. The same study may be
carried out for an arbitrary order r > 2. Some preliminary results were recently obtained in
this direction. In particular, local conservation laws and simplest potential conservation laws of
equations from the class (1) were described in [39] and in [6], respectively.
Acknowledgments. The authors thank the anonymous reviewer for several helpful remarks.
This research was undertaken, in part, thanks to funding from the Canada Research Chairs
program and the NSERC Discovery Grant program. The research of ROP was supported by
the Austrian Science Fund (FWF), project P25064.
22
References
[1] Abraham-Shrauner B. and Govinder K.S., Master partial differential equations for a type II hidden symmetry,
J. Math. Anal. Appl. 343 (2008), 525–530.
[2] Basarab-Horwath P., Lahno V. and Zhdanov R., The structure of Lie algebras and the classification problem
for partial differential equations, Acta Appl. Math. 69 (2001), 43–94.
[3] Bertozzi A.L. and Shearer M., Existence of undercompressive traveling waves in thin film equations, SIAM
J. Math. Anal. 32 (2000), 194–213.
[4] Bihlo A., Dos Santos Cardoso-Bihlo E.M. and Popovych R.O., Complete group classification of a class of
nonlinear wave equations, J. Math. Phys. 53 (2012), 123515, 32 pp., arXiv:1106.4801.
[5] Bluman G., Simplifying the form of Lie groups admitted by a given differential equation, J. Math. Anal.
Appl. 145 (1990), 52–62.
[6] Boyko V.M. and Popovych R.O., Simplest potential conservation laws of linear evolution equations, in
Proceedings of Fifth Workshop “Group Analysis of Differential Equations and Integrable Systems” (June
6–10, 2010, Protaras, Cyprus), University of Cyprus, Nicosia, 2011, pp. 28–39, arXiv:1008.4851.
[7] Boyko V.M., Popovych R.O. and Shapoval N.M., Equivalence groupoids of classes of linear ordinary differen-
tial equations and their group classification, J. Phys. Conf. Ser. 621 (2015), 012002, 17 pp., arXiv:1403.6062.
[8] Broadbridge P. and Arrigo D.J., All solutions of standard symmetric linear partial differential equations have
classical Lie symmetry, J. Math. Anal. Appl. 234 (1999), 109–122.
[9] Campoamor-Stursberg R., Systems of second-order linear ODE’s with constant coefficients and their sym-
metries, Commun Nonlinear Sci. Numer. Simulat. 16 (2011), 3015–3023.
[10] Dos Santos Cardoso-Bihlo E.M., Bihlo A. and Popovych R.O., Enhanced preliminary group classification of
a class of generalized diffusion equations, Commun. Nonlinear Sci. Numer. Simulat. 16 (2011), 3622–3638,
arXiv:1012.0297.
[11] Fushchych W.I. and Barannyk L.L., Symmetry reduction as a method for generating solutions of systems of
linear differential equations, Dopov. Nats. Akad. Nauk Ukr. (1996), no. 12, 44–49.
[12] Fushchych W.I., Shtelen W.M., Serov M.I. and Popowych R.O., Q-conditional symmetry of the linear heat
equation, Dopov. Nats. Akad. Nauk Ukr. (1992), no. 12, 28–33.
[13] Gagnon L. and Winternitz P., Symmetry classes of variable coefficient nonlinear Schro¨dinger equations,
J. Phys. A 26 (1993), 7061–7076.
[14] Gazeau J.P. and Winternitz P., Symmetries of variable coefficient Korteweg–de Vries equations, J. Math.
Phys. 33 (1992), 4087–4102.
[15] Gonza´lez-Lo´pez A.G., Symmetries of linear systems of second-order ordinary differential equations, J. Math.
Phys. 29 (1988), 1097–1105.
[16] Gray R.J., The Lie point symmetry generators admitted by systems of linear differential equations, Proc. R.
Soc. A 470 (2014), 20130779, 12 pp.
[17] Gray R.J., How to calculate all point symmetries of linear and linearizable differential equations, Proc. R.
Soc. A 471 (2015), 20140685, 17 pp.
[18] Grimshaw R., Pelinovsky E. and Poloukhina O., Higher-order Korteweg–de Vries models for internal solitary
waves in a stratified shear flow with a free surface, Nonlinear Proc. Geoph. 9 (2002), 221–235.
[19] Gu¨ngo¨r F., Lahno V.I. and Zhdanov R.Z., Symmetry classification of KdV-type nonlinear evolution equations,
J. Math. Phys. 45 (2004), 2280–2313, arXiv:nlin/0201063.
[20] Huang Q., Qu C. and Zhdanov R., Group classification of linear fourth-order evolution equations, Rep. Math.
Phys. 70 (2012), 331–343.
[21] Ito M., An extension of nonlinear evolution equations of the K-dV (mK-dV) type to higher orders, J. Phys.
Soc. Japan 49 (1980), 771–778.
[22] Kichenassamy S. and Olver P.J., Existence and nonexistence of solitary wave solutions to higher-order model
evolution equations, SIAM J. Math. Anal. 23 (1992), 1141–1166.
[23] Kurujyibwami C., Basarab-Horwath P. and Popovych R.O., Algebraic method for group classification of
(1+1)-dimensional linear Schro¨dinger equations, 2016, arXiv:1607.04118, 30 pp.
[24] Lie S., U¨ber die Integration durch bestimmte Integrale von einer Klasse linearer partieller Differentialgle-
ichungen, Arch. for Math. 6 (1881), 328–368, (Translation by N.H. Ibragimov: S. Lie, On Integration of a
Class of Linear Partial Differential Equations by Means of Definite Integrals, CRC Handbook of Lie Group
Analysis of Differential Equations, vol. 2, CRC Press, Boca Raton, 1994, pp. 473–508).
[25] Magadeev B.A., Group classification of nonlinear evolution equations, Algebra i Analiz 5 (1993), 141–156,
(in Russian); English translation in St. Petersburg Math. J. 5 (1994), 345–359.
23
[26] Meleshko S.V., Moyo S. and Oguis G.F., On the group classification of systems of two linear second-
order ordinary differential equations with constant coefficients, J. Math. Anal. Appl. 410 (2014), 341–347,
arXiv:1303.6500.
[27] Mkhize T.G., Moyo S. and Meleshko S.V., Complete group classification of systems of two linear second-order
ordinary differential equations: the algebraic approach, Math. Methods Appl. Sci. 38 (2015), 1824–1837.
[28] Morozov O.I., Contact equivalence problem for linear parabolic equations, 2003, arXiv:math-ph/0304045,
19 pp.
[29] Nikitin A.G. and Popovych R.O., Group classification of nonlinear Schro¨dinger equations, Ukrainian Math. J.
53 (2001), 1255–1265, arXiv:math-ph/0301009.
[30] Olver P.J., Evolution equations possessing infinitely many symmetries, J. Math. Phys. 18 (1977), 1212–1215.
[31] Olver P.J., Application of Lie groups to differential equations, Springer, New York, 2000.
[32] Ovsiannikov L.V., Group analysis of differential equations, Acad. Press, New York, 1982.
[33] Pocheketa O.A. and Popovych R.O., Extended symmetry analysis of generalized Burgers equations, 2016,
arXiv:1603.09377, 31 pp.
[34] Popovych R.O., Classification of admissible transformations of differential equations, in Collection of Works
of Institute of Mathematics 3 (2006), no. 2, Institute of Mathematics, Kyiv, pp. 239–254.
[35] Popovych R.O., Reduction operators of linear second-order parabolic equations, J. Phys. A 41 (2008),
185202, 31 pp., arXiv:0712.2764.
[36] Popovych R.O. and Bihlo A., Symmetry preserving parameterization schemes, J. Math. Phys. 53 (2012),
073102, 36 pp., arXiv:1010.3010.
[37] Popovych R.O., Kunzinger M. and Eshraghi H., Admissible transformations and normalized classes of non-
linear Schro¨dinger equations, Acta Appl. Math. 109 (2010), 315–359, arXiv:math-ph/0611061.
[38] Popovych R.O., Kunzinger M. and Ivanova N.M., Conservation laws and potential symmetries of linear
parabolic equations, Acta Appl. Math. 100 (2008), 113–185, arXiv:0706.0443.
[39] Popovych R.O. and Sergyeyev A., Conservation laws and normal forms of evolution equations, Phys. Lett.
A 374 (2010), 2210–2217, arXiv:1003.1648.
[40] Qu C., Symmetries and solutions to the thin film equations, J. Math. Anal. Appl. 317 (2006), 381–397.
[41] Samokhin A.V., Symmetries of linear and linearizable systems of differential equations, Acta Appl. Math. 56
(1999), 253–300.
[42] Shapovalov A.V. and Shirokov I.V., Symmetry algebras of linear differential equations, Theoret. and Math.
Phys. 92 (1992), 697–703.
[43] Vaneeva O.O., Popovych R.O. and Sophocleous C., Enhanced group analysis and exact solutions of vari-
able coefficient semilinear diffusion equations with a power source, Acta Appl. Math. 106 (2009), 1–46,
arXiv:0708.3457.
[44] Vaneeva O.O., Popovych R.O. and Sophocleous C., Extended group analysis of variable coefficient
reaction-diffusion equations with exponential nonlinearities, J. Math. Anal. Appl. 396 (2012), 225–242,
arXiv:1111.5198.
[45] Vaneeva O.O., Popovych R.O. and Sophocleous C., Equivalence transformations in the study of integrability,
Phys. Scr. 89 (2014), 038003, arXiv:1308.5126.
[46] You Y.L. and Kaveh M., Fourth-order partial differential equations for noise removal, IEEE Trans. Image
Process. 9 (2000), 1723–1730.
[47] Zhdanov R.Z. and Lahno V.I., Group classification of heat conductivity equations with a nonlinear source,
J. Phys. A 32 (1999), 7405–7418, arXiv:math-ph/9906003.
24
