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Excitations near the boundary between a metal and a Mott insulator
A. Sherman and N. Voropajeva
Institute of Physics, University of Tartu, Riia 142, 51014 Tartu, Estonia
(Dated: November 9, 2018)
A heterostructure of a semi-infinite metal and a Mott insulator is considered. It is supposed that
both materials have an identical lattice spacing and hopping integrals and differ in the Hubbard
repulsion which is negligible in the metal and exceeds the critical value for the Mott transition in the
insulator. At half-filling and for low temperatures the insulator has the long-range antiferromagnetic
order. Its low-lying elementary excitations are standing spin waves and a spin-wave mode which is
localized near the interface and has a two-dimensional dispersion. This mode ejects bulk modes from
the boundary region. The antiferromagnetic ordering of the insulator induces an antiferromagnetic
order in the metal where the magnetization decays exponentially with distance from the interface.
This decay is characterized by the correlation length equal to 5–6 lattice spacings.
PACS numbers: 73.20.-r, 71.27.+a, 73.40.Ns
I. INTRODUCTION
In the last few years an active interest is taken in het-
erostructures fabricated out of strongly correlated sys-
tems. Looking for new effects and their possible ap-
plications a wide variety of systems has been investi-
gated both experimentally and theoretically. In partic-
ular, it was established that the interface of Mott and
band insulators can demonstrate metallic behavior.1,2,3,4
The similar behavior is expected for the interface of two
Mott insulators.5 With lowering temperature this two-
dimensional (2D) metal becomes superconducting and
the transition has some properties of the Berezinsky-
Kosterlitz-Thouless transition.6,7 The conduction layer
can be manipulated by gate voltages which thereby pro-
vides a way for carrier doping by electric field, in a
disorder-free way, and is promising for new devices.8 No-
tice also experiments with ultracold atoms where the co-
existence of several phases with phase boundaries is often
observed.9,10
In this paper, we study elementary excitations near the
boundary of a metal and a Mott insulator which have
identical simple cubic lattices. The boundary is perpen-
dicular to one of the crystallographic axes. It is supposed
that the two crystals have identical hopping integrals and
differ only in the value of the Hubbard repulsion which
is vanishingly small in the metal and exceeds the critical
value Uc ≈ 2.8B in the Mott insulator. Here B = 6|t| is
the halfwidth of the electron band in the considered case
when only the hopping integral t between nearest neigh-
bor sites is nonzero. At half-filling the critical value Uc
separates the metallic and the insulating phases in the
bulk.11 In these conditions, the penetration of the metal-
lic state into the Mott insulator is negligibly small.12
When the temperature is lower than the Nee´l temper-
ature the semi-infinite insulator has the long-range anti-
ferromagnetic order. We investigate its spin excitations
which are the only low-lying excitations in the consid-
ered case. The small ratio |t|/U allows us to simplify the
initial problem, reducing it to the interface between a
metal and a Heisenberg antiferromagnet. The spectrum
of the antiferromagnet consists of standing spin waves
with the dispersion of the bulk three-dimensional (3D)
spin waves and a mode of surface spin waves which is lo-
calized within a few layers near the surface and has a 2D
dispersion. The bandwidth of the surface mode is larger
than that in the pure 2D case with the same exchange
constant, though it is smaller than the bandwidth in the
3D case. The mathematical description of the surface
mode has much in common with the description of point
defect states and, as in this latter problem, the localized
states (the surface mode) eject the bulk states (stand-
ing waves) from the region near the surface. Then we
consider the influence of the antiferromagnetic ordering
of the Mott insulator on the magnetic state of the metal.
We found that the region of the metal near the boundary
is also antiferromagnetically ordered. The magnetization
in the metal decays exponentially with distance from the
boundary. The correlation length is equal to 5–6 lattice
spacings and is nearly independent of the ratio |t|/U .
The description of the considered model and the
derivation of the effective Hamiltonian are given in
Sec. II. In Sec. III, the eigenvalues and eigenvectors of
Hamiltonians of the semi-infinite metal and Heisenberg
antiferromagnet, which are two parts of the effective
Hamiltonian, are considered. In Sec. IV, the magnetic
ordering in the metal, which is caused by the antiferro-
magnetic ordering of the insulator, is studied. Conclud-
ing remarks are presented in Sec. V.
II. MODEL
The axes are chosen in such a way that the metal is lo-
cated in the half-space lx ≤ −1, while the Mott insulator
is in the half-space lx ≥ 0. Here lx, ly and lz label sites
of a 3D cubic lattice and the lattice spacing is set as the
unit of length. For the half-filled case the Hamiltonian
of the system reads
H = t
∑
<LL′>
∑
σ
a†LσaL′σ
2+ U
∑
l,lx≥0
(
nL↑ − 1
2
)(
nL↓ − 1
2
)
, (1)
where L = (lx, ly, lz), l = (ly, lz), the notation < LL
′ >
in the first sum indicates the summation over all pairs of
nearest neighbor sites, a†Lσ is the electron creation oper-
ator with the spin projection σ =↑ or ↓, nLσ = a†LσaLσ,
and U is the Hubbard repulsion which, as mentioned
above, is supposed to be larger than Uc and much larger
than |t|.
In these conditions the Mott region of the system is an
insulator with the spin excitations being the only low-
lying excitations. This fact allows us to simplify essen-
tially the further consideration by using a unitary trans-
formation which eliminates terms of the first order in t
that change the occupation of the Hubbard subbands in
the Mott region. This unitary transformation is simi-
lar to that used for the derivation of the t-J Hamilto-
nian from the Hubbard Hamiltonian.13 For this purpose
it is convenient to switch to the Hubbard operators14,15
X ijL = |Li〉〈Lj| in the Mott region. Here |Li〉 denotes
four possible site states – the unoccupied state (i = 0),
the two singly occupied states (i = σ), and the dou-
bly occupied state (i = 2). The electron creation and
annihilation operators are connected with the Hubbard
operators by the relations
aLσ = X
0σ
L + σX
−σ,2
L , a
†
Lσ = X
σ0
L + σX
2,−σ
L . (2)
Here we use an alternative definition of σ: σ = ±1. In
these notations Hamiltonian (1) reads
H = H0 +H1 +H2, H0 =
U
2
∑
l,lx≥0
(
X00L +X
22
L
)
,
H1 = t
∑
laσ
∑
lx≤−1
a†l+a,lxσallxσ
+ t
∑
lσ
∑
lx≤−1
(
a†l,lx−1,σallxσ + a
†
l,lxσ
al,lx−1,σ
)
+ t
∑
laσ
∑
lx≥0
(
Xσ0l+a,lxX
0σ
llx
+X2,−σl+a,lxX
−σ,2
llx
)
+ t
∑
lσ
∑
lx≥−1
(
Xσ0l,lx+1X
0σ
llx
+X2,−σl,lx+1X
−σ,2
llx
(3)
+ Xσ0llxX
0σ
l,lx+1 +X
2,−σ
llx
X−σ,2l,lx+1
)
,
H2 = t
∑
laσ
∑
lx≥0
σ
(
Xσ0l+a,lxX
−σ,2
llx
+X2,−σl+a,lxX
0σ
llx
)
+ t
∑
lσ
∑
lx≥−1
σ
(
Xσ0l,lx+1X
−σ,2
llx
+X2,−σl,lx+1X
0σ
llx
+ Xσ0llxX
−σ,2
l,lx+1
+X2,−σllx X
0σ
l,lx+1
)
,
where a = (±1, 0), (0,±1) are four unitary vectors con-
necting nearest neighbor sites in the YZ plane.
The unitary transformation we are looking for has to
remove terms of the first order in t which change the
occupation of the Hubbard subbands in the Mott region
from the transformed Hamiltonian. Terms of this type
are collected in the part H2 in Eq. (3). Up to the terms
of the second order in t the transformed Hamiltonian can
be written as
H˜ = eSHe−S
≈ H0 +H1 +H2 + [S,H0] + [S,H1] + [S,H2]
+
1
2
[S, [S,H0]]. (4)
The operator S is looked for in the form
S = ξ
∑
laσ
∑
lx≥0
σ
(
Xσ0l+a,lxX
−σ,2
llx
−X2,−σl+a,lxX0σllx
)
+ ξ
∑
lσ
∑
lx≥0
σ
(
Xσ0l,lx+1X
−σ,2
llx
−X2,−σl,lx+1X0σllx
+ Xσ0llxX
−σ,2
l,lx+1
−X2,−σllx X0σl,lx+1
)
+ ξ′
∑
lσ
σ
(
Xσ0l0 X
−σ,2
l,−1 −X2,−σl0 X0σl,−1
+ Xσ0l,−1X
−σ,2
l0 −X2,−σl,−1 X0σl0
)
, (5)
and the parameters ξ and ξ′ are determined from the
condition
H2 + [S,H0] = 0, (6)
which eliminates the mentioned terms from the trans-
formed Hamiltonian (4). Using Eqs. (3), (5), and (6) we
find
ξ = − t
U
, ξ′ = −2t
U
. (7)
Finally the transformed Hamiltonian reads
H˜ = t
∑
laσ
∑
lx≤−1
a†l+a,lxσallxσ
+ t
∑
lσ
∑
lx≤−1
(
a†l,lx−1,σallxσ + a
†
l,lxσ
al,lx−1,σ
)
+
J
2
∑
la
∑
lx≥0
Sl+a,lxSllx + J
∑
l,lx≥0
Sl,lx+1Sllx
+ 2J
∑
l
(
Sl0Sl,−1 − 1
4
∑
σ
Xσσl,−1
)
, (8)
where J = 4t2/U , the components of the spin- 12 vector
SL are S
σ
L = X
σ,−σ
L and S
z
L =
1
2 (X
↑↑
L −X↓↓L ). In Hamilto-
nian (8), we have neglected terms of the second order in t,
which change the occupation of the Hubbard subbands in
the Mott region or give a correction to the kinetic energy
in the boundary layer lx = −1. We neglected also terms
which describe the intrasubband transport in the Mott
region. At half-filling such processes are suppressed.
Notice that the spin bond between the boundary layers
lx = −1 and lx = 0 is twice as much the bond in the Mott
region [in the third term of Hamiltonian (8) each bond
appears twice in the sum].
3III. SEMI-INFINITE METAL AND
ANTIFERROMAGNET
Let us first consider eigenstates of a semi-infinite metal
and a Heisenberg antiferromagnet which Hamiltonians
are contained in Eq. (8). The Hamiltonian of the metal
reads
Hm = t
∑
kσ
∑
lx≤−1
(
4γ
(2)
k a
†
klxσ
aklxσ
+a†k,lx−1,σaklxσ + a
†
klxσ
ak,lx−1,σ
)
, (9)
where the translational invariance of the system in the
YZ plane was taken into account,
aklxσ =
1√
N
∑
l
e−ilkallxσ,
N is the number of sites in the periodic YZ region, k is
the 2D wave vector, and γ
(2)
k
= 14
∑
a e
ika. Hamiltonian
(9) is diagonalized by the unitary transformation
aklxσ =
∑
kx
αlxkxakkxσ, (10)
where αlxkx satisfies the conditions∑
kx
αlxkxα
∗
l′
x
kx
= δlxl′x ,
∑
lx
αlxkxα
∗
lxk′x
= δkxk′x . (11)
Substituting Eq. (10) into Hamiltonian (9) and using con-
ditions (11) we find the following relation for αlxkx :
αlx+1,kx + αlx−1,kx =
(
t−1εkkx − 4γ(2)k
)
αlxkx (12)
with the boundary condition
αlx=0,kx = 0. (13)
Here εkkx is the eigenvalue of Hamiltonian (9). We seek
the solution of Eq. (12) in the form αlxkx ∼ eκ(kx)lx where
κ has to be real or purely imaginary for the eigenvalue
of Eq. (12), 2 cosh[κ(kx)], be real. Solutions with real
κ-s do not satisfy condition (13) and cannot be mixed
with solutions with imaginary κ-s, since they correspond
to different energies. Only a linear combination of two
solutions corresponding to the same eigenenergy (for a
fixed k) form a new solution. The linear combination of
two solutions with imaginary and opposite in sign κ-s,
the standing wave, satisfies condition (13),
αlxkx =
√
2
pi
sin(kxlx),
(14)
εkkx = 2[cos(kx) + cos(ky) + cos(kz)],
where kx varies continuously in the range (0, pi). Thus,
in Eqs. (10) and (11) sums over kx have to be substituted
with integrals and the Kronecker symbol with the Dirac
delta function.
Now let us consider the semi-infinite Heisenberg anti-
ferromagnet described by the Hamiltonian
Ha =
J
2
∑
la
∑
lx≥0
Sl+a,lxSllx + J
∑
l,lx≥0
Sl,lx+1Sllx . (15)
For low temperatures this system is characterized by the
long-range antiferromagnetic ordering. Therefore to de-
scribe its low-lying elementary excitations we use the spin
wave approximation:
SzL = e
iΠL
(
1
2
− b†LbL
)
,
(16)
S+L = P
+
L bL + P
−
L b
†
L, S
−
L = P
−
L bL + P
+
L b
†
L,
where the spin-wave operators bL and b
†
L satisfy the Bo-
son commutation relations and
Π = (pi, pi, pi), P±L =
1
2
(
1± eiΠL) .
Substituting Eq. (16) into Eq. (15) and using the trans-
lation invariance of the Hamiltonian in the YZ plane we
find
Ha = J
∑
k,lx≥0
[
3
(
1− 1
6
δlx0
)
b†klxbklx
+ γ
(2)
k
(
bklxb−k,lx + b
†
klx
b†−k,lx
)
+
1
2
(
bklxb−k,lx+1 + b
†
klx
b†−k,lx+1
)]
, (17)
where
bklx =
1√
N
∑
l
e−iklbllx .
The usual approach to the diagonalization of bi-
quadratic forms of the type of Eq. (17) is the use of
the Bogoliubov-Tyablikov transformation16 which in the
present case reads
bklx =
∑
kx
(
uklxkxβkkx + vklxkxβ
†
−k,kx
)
, (18)
where the operators β†kkx and βkkx also satisfy the Bo-
son commutation relations and therefore the coefficients
uklxkx and vklxkx satisfy the following conditions:∑
kx
(
uklxkxu
∗
kl′
x
kx
− vklxkxv∗kl′
x
kx
)
= δlxl′x ,
∑
kx
(
uklxkxv−k,l′xkx − vklxkxu−k,l′xkx
)
= 0,
(19)∑
lx≥0
(
uklxkxu
∗
klxk′x
− v−k,lxk′xv∗−k,lxkx
)
= δkxk′x ,
∑
lx≥0
(
u∗−k,lxkxv−k,lxk′x − vklxkxu∗klxk′x
)
= 0.
4The transformation which is opposite to Eq. (18) reads
βkkx =
∑
lx≥0
(
u∗klxkxbklx − v−k,lxkxb†−k,lx
)
. (20)
In the new representation Hamiltonian (17) is diago-
nal,
Ha =
∑
kkx
Ekkxβ
†
kkx
βkkx + const.
If we use Eqs. (17)-(20) in the relation
[βkkx , Ha] = Ekkxβkkx ,
we find equations for the determination of the coefficients
uklxkx , vklxkx and the energy Ekkx ,
Ekkxu
∗
klxkx
= J
[
3
(
1− 1
6
δlx0
)
u∗klxkx
+2γ
(2)
k v−k,lxkx +
1
2
(v−k,lx+1,kx + v−k,lx−1,kx)
]
,
(21)
−Ekkxv−k,lxkx = J
[
3
(
1− 1
6
δlx0
)
v−k,lxkx
+2γ
(2)
k u
∗
klxkx
+
1
2
(
u∗k,lx+1,kx + u
∗
k,lx−1,kx
)]
,
with the boundary conditions
u∗k,lx=−1,kx = 0, v−k,lx=−1,kx = 0. (22)
If, for the time being, we neglect terms proportional to
δlx0 in Eq. (21), solutions for this set of equations can be
found in the form
u∗klxkx ∼ eκ(kx)lx , v−k,lxkx ∼ eκ(kx)lx ,
where κ has to be either real or purely imaginary for the
energy Ekkx be real. Again we find that solutions with
real κ-s do not satisfy boundary conditions (22) and can-
not be admixed to solutions with imaginary κ-s, since
these two groups of solutions corresponds to different
ranges of energy for a fixed pair (k,−k). Thus, the solu-
tions of this simplified problem which satisfy boundary
conditions (22) are standing waves
u∗klxkx = Akkx sin[kx(lx + 1)],
v−k,lxkx = Bkkx sin[kx(lx + 1)],
Akkx =
√
2
pi
3J + Ekkx√
(3J + Ekkx)
2 −
(
3Jγ
(3)
kkx
)2 , (23)
Bkkx = −
√
2
pi
3Jγ
(3)
kkx√
(3J + Ekkx)
2 −
(
3Jγ
(3)
kkx
)2 ,
Ekkx = 3J
√
1−
(
γ
(3)
kkx
)2
,
where γ
(3)
kkx
= 13 [cos(kx)+cos(ky)+cos(kz)] and kx varies
continuously in the range (0, pi). Thus, in the above for-
mulas, summations over kx have to be understood as inte-
grations in the indicated limits and the Kronecker sym-
bols of kx have to be substituted with the Dirac delta
functions.
The simple exponential solutions are inapplicable, if we
take into account the previously dropped terms which
are proportional to δlx0. To obtain solutions for this
more complicated problem we use a modification of the
method applied by I. M. Lifshits for the problem of a local
defect.17 Let us introduce the two-component operator
Bˆklx =
(
bklx
b†−k,lx
)
and determine the matrix retarded Green’s function
Dˆ(ktlxl
′
x) = −iθ(t)
〈[
Bˆklx(t), Bˆ
†
kl′
x
]〉
, (24)
where Bˆklx(t) = e
iHatBˆklxe
−iHat with the Ha deter-
mined by Eq. (17). Green’s function (24) satisfies the
equation
i
d
dt
Dˆ(ktlxl
′
x) = δ(t)δlxl′x τˆ3 + J
[
3
(
1− 1
6
δlx0
)
τˆ3
+ 2γ
(2)
k τˆ1
]
Dˆ(ktlxl
′
x) +
J
2
τˆ1
×
[
Dˆ(kt, lx − 1, l′x) + Dˆ(kt, lx + 1, l′x)
]
,
(25)
where the matrices τˆ1 and τˆ3 are given by
τˆ1 =
(
0 1
−1 0
)
, τˆ3 =
(
1 0
0 −1
)
.
If we define Dˆ(0)(ktlxl
′
x) as Green’s function which sat-
isfies Eq. (25) without the term proportional to δlx0, the
solution of Eq. (25) can be written as
Dˆ(ktlxl
′
x) = Dˆ
(0)(ktlxl
′
x)
−J
2
∫ ∞
−∞
dt′Dˆ(0)(k, t′ − t, lx0)Dˆ(kt′0l′x). (26)
After the Fourier transformation,
Dˆ(kωlxl
′
x) =
∫ ∞
−∞
dteiωtDˆ(ktlxl
′
x),
we find finally
Dˆ(kωlxl
′
x) = Dˆ
(0)(kωlxl
′
x)−
J
2
Dˆ(0)(kωlx0)
×
[
τˆ0 +
J
2
Dˆ(0)(kω00)
]−1
Dˆ(0)(kω0l′x), (27)
where τˆ0 is the 2×2 unit matrix.
5Green’s function Dˆ(0)(kωlxl
′
x) corresponds to the Ha-
miltonian which eigenvalues and eigenstates are given by
Eq. (23). This Green’s function can be easily calculated,
Dˆ(0)(kωlxl
′
x) =
∫ pi
0
dkx sin[kx(lx + 1)] sin[kx(l
′
x + 1)]
×
(
1
ω − Ekkx + iη
Pˆkkx −
1
ω + Ekkx + iη
Qˆkkx
)
,
Pˆkkx =
(
A2kkx AkkxBkkx
AkkxBkkx B
2
kkx
)
, (28)
Qˆkkx =
(
B2kkx AkkxBkkx
AkkxBkkx A
2
kkx
)
,
where η = +0.
As follows from Eqs. (27) and (28), along with the
standing waves (23) Green’s function Dˆ(kωlxl
′
x) may
have poles corresponding to the surface spin waves.
These poles are connected with the second term in the
right-hand side of Eq. (27) and they are perceptible in
the spectral function only near the surface of the an-
tiferromagnet, since Green’s functions Dˆ(0)(kωlx0) and
Dˆ(0)(kω0l′x) in this term decrease rapidly with increas-
ing the distance lx, l
′
x from the surface. In Fig. 1, the
spectral function of spin excitations ImD11(kωlxlx) is
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FIG. 1: The imaginary parts of Green’s functionsD11(kωlxlx)
(the solid lines) and D
(0)
11 (kωlxlx) (the dashed lines) for lx = 0
(a) and lx = 5 (b). k = (0, 0.6pi). In part (a), the dash-
dotted line demonstrates the real part of the denominator in
the second term in the right-hand side of Eq. (27).
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FIG. 2: The dispersion of the surface spin-wave mode along
the symmetry lines of the Brillouin zone (the solid line).
The dashed line demonstrates the dispersion of the two-
dimensional spin waves, Eq. (29).
shown in comparison with the spectral function of the
standing waves ImD
(0)
11 (kωlxlx) for different distances
from the surface. Directly on the surface a pronounced
peak at ω0 ≈ 2.3J and an analogous but less inten-
sive (for the given k) peak at −ω0 are observed in the
spectrum. From Fig. 1(a) it is seen that the peaks are
manifestations of the poles of the second term in the
right-hand side of Eq. (27) and therefore correspond to
the surface mode. Already for lx = 5 the peaks be-
come indistinguishable in the spectrum and the spectra
ImD11(kωlxlx) and ImD
(0)
11 (kωlxlx) become practically
identical [see Fig. 1(b)].
The similarity in the description of impurity states
and the surface mode leads to some similarity in their
properties. As seen from Fig. 1(a), nearly all quasipar-
ticle weight of the spectrum is concentrated in the peak
of the surface mode, while bulk modes manifest them-
selves as a weak shoulder to its right – as in the impurity
problem,17 localized states (the surface mode) eject bulk
states (standing waves) from the region near the surface.
Figure 2 demonstrates the dispersion of the sur-
face spin waves derived from the spectral function
ImD11(kωlxlx) for lx = 0. The dispersion (the solid line)
is shown along the symmetry lines of the Brillouin zone.
The shape of the curve resembles the dispersion of the
2D spin waves,14
ωk = 2J
√
1−
(
γ
(2)
k
)2
, (29)
shown with the dashed line in the figure. However,
the frequencies of the surface excitations are somewhat
higher, though their bandwidth is smaller than the band-
width 3J of the 3D spin waves [see Eq. (23)].
In the zeroth order values of the spin operators Sl,−1
on the metal side of the considered heterostructure van-
ish. Therefore in this approximation we can neglect the
influence of the last term in the Hamiltonian (8) on the
6spin-waves of the antiferromagnet and consider the ob-
tained solutions as excitations of the antiferromagnetic
part of the heterostructure.
IV. MAGNETIC ORDERING IN THE METAL
Now let us consider the influence of the antiferromag-
netic ordering of the Mott insulator on the magnetic state
of the metal. In accord with the idea of the spin-wave
approximation, which considers the spin-wave operators
bL and b
†
L as describing small deviations from an equilib-
rium orientation, we can keep the largest terms contained
in the longitudinal part of the interaction,
Hli = 2J
∑
l
Szl0S
z
l,−1 (30)
in the last row of Eq. (8). This sum contains the zero-
order terms of the spin-wave approximation Szl0 =
1
2e
iQl
where Q = (pi, pi) [see Eq. (16)]. Thus, we shall consider
the Hamiltonian
Hma = t
∑
laσ
∑
lx≤−1
a†l+a,lxσallxσ
+ t
∑
lσ
∑
lx≤−1
(
a†l,lx−1,σallxσ + a
†
llxσ
al,lx−1,σ
)
+
J
2
∑
lσ
eiQlσa†l,−1,σal,−1,σ, (31)
where the relation Szl,−1 =
1
2
∑
σ σa
†
l,−1,σal,−1,σ was used.
The parameter we wish to consider is the magnetiza-
tion in the metal region,
ML = nL↑ − nL↓. (32)
It is convenient to divide the YZ plane into two sublat-
tices which contain sites with odd and even sums ly + lz
of the lattice coordinates. The Fourier transformation of
the electron annihilation operators over the sites of one
of these sublattices reads
aqmlxσ =
√
2
N
∑
l(m)
e−iql(m)al(m)lxσ, m = 1, 2,
where l(1) and l(2) label sites of the two sublattices, and
the wave vector q belongs to the first magnetic Bril-
louin zone which is half as much as the usual 2D Bril-
louin zone. These annihilation operators are connected
with the Fourier-transformed annihilation operators used
above by the relations
aqlxσ =
1√
2
(aq2lxσ + aq1lxσ) ,
(33)
aq′lxσ =
1√
2
(aq2lxσ − aq1lxσ) ,
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FIG. 3: The imaginary parts of Green’s functions G
(0)
11 (qlxlx)
(the solid lines) and G11(qlxlxσ) with σ =↑ (the dashed lines)
and σ =↓ (the dash-dotted lines) for q = (0, pi), J = 0.23|t|,
the temperature T = 0, lx = −1 (a), and lx = −10 (b). The
inset in part (b) demonstrates the same curves on an enlarged
scale.
where q′ is a wave vector in the second magnetic Brillouin
zone which is connected with the q by the relation q′ =
q+ (±pi,±pi).
Let us determine the matrix retarded Green’s functions
Gmm′(qtlxl
′
xσ) = −iθ(t)
〈{
aqmlxσ(t), a
†
qm′l′
x
σ
}〉
(34)
with the operator time dependence determined by Hamil-
tonian (31). The magnetization (32) is connected with
the Fourier transform of this Green’s function by the re-
lation
Ml(m)lx =
2
N
∑
q
∫ ∞
−∞
dω
pi
Im [Gmm(qωlxlx↓)−Gmm(qtlxlx↑)]
eβω + 1
,
(35)
where β is the inverse temperature and the summation
over q is over the first magnetic Brillouin zone.
The equation for Green’s function (34) reads
i
d
dt
Gˆ(qtlxl
′
xσ) = δ(t)δlxl′x τˆ0
+
[
4tγ(2)q τˆ2 −
J
2
σδlx,−1τˆ3
]
Gˆ(qtlxl
′
xσ)
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FIG. 4: (a) The magnetization M in the metal as a function
of the distance from the surface lx for J = 0.23|t| and T = 0.
(b) The absolute value of M in a semi-logarithmic scale for
T = 0, J = 0.23|t| (filled circles) and J = 0.1|t| (open circles).
+ t
[
Gˆ(qt, lx − 1, l′xσ)
+Gˆ(qt, lx + 1, l
′
xσ)
]
, (36)
where
τˆ2 =
(
0 1
1 0
)
.
Equation (36) can be rewritten as
Gˆ(qtlxl
′
xσ) = Gˆ
(0)(qtlxl
′
x)
−J
2
σ
∫ ∞
−∞
dt′Gˆ(0)(q, t− t′, lx,−1)τˆ3
×Gˆ(qt′,−1, l′xσ), (37)
and finally for the Fourier transform of Green’s function
we find
Gˆ(qωlxl
′
xσ) = Gˆ
(0)(qωlxl
′
x)−
J
2
σGˆ(0)(qωlx,−1)
×τˆ3
[
τˆ0 +
J
2
σGˆ(0)(qω,−1,−1)τˆ3
]−1
×Gˆ(0)(qω,−1, l′x). (38)
In Eqs. (37) and (38), Gˆ(0)(qωlxl
′
x) is the Green’s func-
tion (34) in which the operator time dependence and the
averaging are determined by Hamiltonian (9). It is iden-
tical to Hamiltonian (31) without the last term in the
right-hand side. Using Eqs. (14) and (33) we find
G
(0)
mm′(qlxl
′
x) =
∫ pi
0
dkx
pi
sin(kxlx) sin(kxl
′
x)
×
(
1
ω − εqkx + iη
+
(−1)m+m′
ω − εq′kx + iη
)
, (39)
where q′, as before, is the wave vector in the second
magnetic Brillouin zone, connected with the q by the
relation q′ = q+ (±pi,±pi).
Equation (38) looks similar to Eq. (27). However, if in
the latter equation the multiplier J in the second term of
the denominator is of the same order of magnitude as the
energy parameter in Green’s function Dˆ(0)(kω00), in the
former equation this multiplier is much smaller than the
energy parameter of Gˆ(0)(qω,−1,−1), the electron band
halfwidth B, due to the supposition U ≫ |t|. There-
fore surface electronic states do not arise. Nevertheless
the influence of the second term in the right-hand side
of Eq. (38) is perceptible, especially near the surface, as
seen in Fig. 3. It is this term which yields the depen-
dence of Green’s function Gˆ(qlxl
′
xσ) on the spin projec-
tion σ and leads to a nonzero magnetization (35). As
seen from Fig. 3(b), for wave vectors near the boundary
of the magnetic Brillouin zone this dependence is percep-
tible even at large distances from the surface which leads
to a slow decay of the magnetization with this distance.
From Eqs. (35) and (38) it follows that for a given lx the
magnetization has opposite signs on the two sublattices
of the YZ plane.
The dependence of the magnetization on the distance
from the surface is shown in Fig. 4. We find that the
magnetization changes its sign not only on moving from
one 2D sublattice to the other but also with transfer per-
pendicular to the surface – the magnetization has antifer-
romagnetic character. As seen from Fig. 4, this ordering
penetrates into the metal for distance of tens lattice spac-
ings. After the initial rapid decrease the magnetization
decays exponentially with lx with the correlation length
ξ = 5 − 6 lattice spacings [see Fig. 4(b)]. The value of ξ
depends only weakly on the ratio J/|t|.
Let us check the influence of different corrections to
these results. At first let us consider the contribution of
the term b†l0bl0 in the spin component S
z
l0 in the interac-
tion (30) [see Eq. (16)]. The value of this contribution
can be estimated using the relation
〈b†llxbllx〉 =
1
N
∑
k
∫ ∞
−∞
dω
pi
ImD11(kωlxlx)
1− eωβ . (40)
Calculations with Green’s function obtained in the previ-
ous section give for zero temperature: 〈b†l0bl0〉 = 0.0931.
Thus, the influence of this term reduces to an effective
decrease of the exchange constant approximately by 20
percent. Notice that the value of 〈b†l0bl0〉 is considerably
grater than the bulk value 〈b†llxbllx〉 = 0.0730.
8Now let us consider the influence of spin fluctuations in
the transversal part of the interaction in Hamiltonian (8),
Hti = J
∑
l
(
S−l0S
+
l,−1 + S
+
l0S
−
l,−1
)
, (41)
where
S+l,−1 = a
†
l,−1,↑al,−1,↓, S
−
l,−1 = a
†
l,−1,↓al,−1,↑.
Using the perturbation theory we find
Gˆ′(qnlxl
′
xσ) = Gˆ(qnlxl
′
xσ)− Gˆ(qnlx,−1, σ)
×Σˆ(qnσ)Gˆ′(qn,−1, l′xσ), (42)
where Gˆ′(qnlxl
′
xσ) is the Fourier transform of the Mat-
subara Green’s function with the components
G′mm′(qτlxl
′
xσ) = −〈T aqmlxσ(τ)a†qm′l′
x
σ〉. (43)
Here T is the chronological operator and the averaging
and the dependence on the imaginary time τ are deter-
mined with the total Hamiltonian (8). In Eq. (42), the
integer n stands for the fermion Matsubara frequency
iωn = (2n + 1)piT and Gˆ(qnlxl
′
xσ) is the Green’s func-
tion (34) at this frequency. In the Born approximation
the self-energy in Eq. (42) reads
Σmm1(qnσ) = J
2 T
N
∑
q1ν
[
Dm¯m¯1(q1ν00)
+ (−1)m+m1Dm¯m¯1(q′1ν00)
]
× Gmm1(q− q1, n− ν,−1,−1,−σ),(44)
where Dˆ(qνlxl
′
x) is the spin-wave Green’s function (24)
at the boson Matsubara frequency iων = 2νpiT and m¯ =
mσ + 32 (1− σ).
Notice that Eq. (42) has the same structure as Eq. (37).
To estimate the value of the self-energy (44) we can use
Eq. (39) for the electron Green’s function and the approx-
imation for the Green’s function Dˆ(qν00) which takes
into account only the pole of the surface spin wave. Due
to its dispersion and the integration over kx in Eq. (39)
the Kondo-like divergencies are integrated out. As a re-
sult it can be seen that the self-energy (44) is of the
order of J2/B and is much smaller than the respective
multiplier J in Eq. (37). Thus, the contribution of the
interaction (41) can be neglected.
V. CONCLUSION
In this paper, we have considered elementary excita-
tions of the heterostructure of the semi-infinite metal
and the Mott insulator in the case when the crystals dif-
fer only in the value of the Hubbard repulsion – it is
zero in the metal, and it exceeds the critical value for
the Mott transition in the insulator. At half-filling and
low temperatures the insulator has the long-range anti-
ferromagnetic order and its low-lying excitations are spin
waves. We used the unitary transformation to reduce the
initial Hamiltonian to a simpler one which describes the
heterostructure of the metal and the Heisenberg antifer-
romagnet. At the interface of this heterostructure spins
of the antiferromagnet interact with spins of electrons in
the metal. We found that elementary excitations of the
antiferromagnet are standing spin waves with the disper-
sion similar to that in the infinite case and the magnon
mode localized near the surface of the antiferromagnet.
This mode has the dispersion of the two-dimensional
spin waves with somewhat increased for a given superex-
change constant frequency. The description of this mode
has much in common with the description of localized
states near a point defect. Analogously to these states
the mode ejects bulk modes – the standing waves – from
the region near the surface. The antiferromagnetic order
of the insulator induces the antiferromagnetic ordering in
the metal. The magnetization in the metal decreases ex-
ponentially with distance from the interface. The corre-
lation length is equal to 5–6 lattice spacings and depends
only weakly on the parameters of the problem.
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