Abstract. In the paper, we construct a new quadratic spline-wavelet basis on the interval and a unit square satisfying homogeneous Dirichlet boundary conditions of the first order. Wavelets have one vanishing moment and the shortest support among known quadratic spline wavelets adapted to the same type of boundary conditions. Stiffness matrices arising from a discretization of the second-order elliptic problems using the constructed wavelet basis have uniformly bounded condition numbers and the condition numbers are small. We present quantitative properties of the constructed basis. We provide numerical examples to show that the Galerkin method and the adaptive wavelet method using our wavelet basis requires smaller number of iterations than these methods with other quadratic spline wavelet bases. Moreover, due to the short support of the wavelets one iteration requires smaller number of floating point operations.
1. Introduction. Wavelets are a powerful tool in signal analysis, image processing, and engineering applications. They are also used for numerical solution of various types of equations. Wavelet methods are used especially for preconditioning of systems of linear algebraic equations arising from the discretization of elliptic problems, adaptive solving of operator equations, solving of certain type of partial differential equations with a dimension independent convergence rate, and a sparse representation of operators.
The quantitative properties of any wavelet method strongly depend on the used wavelet basis, namely on its condition number, the length of the support of wavelets, the number of vanishing wavelet moments and a smoothness of basis functions. Therefore, a construction of appropriate wavelet basis is an important issue.
In this paper, we construct a quadratic spline wavelet basis on the interval and on the unit square that is well-conditioned and adapted to homogeneous Dirichlet boundary conditions of the first order. The wavelets have one vanishing moment and the shortest possible support. Furthermore, up to our knowledge the support is the shortest among all known quadratic spline wavelets. The condition numbers of the stiffness matrices arising from the discretization of elliptic problems using the constructed basis are uniformly bounded and small. Let -Closed form. The primal scaling functions and wavelets have an explicit expression.
-Homogeneous Dirichlet boundary conditions. The wavelet basis satisfies homogeneous Dirichlet boundary conditions of the first order. -Well-conditioned bases. The wavelet basis is well-conditioned with respect to the H 1 (Ω d )-seminorm. In [14, 16] , a construction of a spline-wavelet biorthogonal wavelet basis on the interval was proposed. Both the primal and dual wavelets are local. A disadvantage of these bases was their relatively large condition number.
Therefore many modifications of this construction were proposed [1, 2, 3, 23] . The construction in [22] outperforms the previous constructions for the linear and quadratic splinewavelet bases with respect to conditioning of the wavelet bases. In [4, 5, 17] the construction was significantly improved also for cubic spline wavelet basis.
Spline wavelet bases with nonlocal duals were also constructed and adapted to various types of boundary conditions [7, 8, 9, 10, 19, 20, 21, 18] . The main advantage of these types of bases in comparison to bases with local duals are usually the shorter support of wavelets, the lower condition number of the basis and the corresponding stiffness matrices and the simplicity of the construction.
Wavelet bases of the same type as the basis in this paper are bases from [4, 17, 22] . The constructions from [4] and [22] lead to the same basis in the case of quadratic spline wavelet bases adapted to homogeneous Dirichlet boundary conditions of the first order. Therefore in Section 5 we compare our basis with bases from [17, 22] .
2. Wavelet basis on the interval. First, we briefly review a definition of a wavelet basis, for more details about wavelet bases see [24] . Let H be a Hilbert space with the inner product ·, · H and the norm · H . Let ·, · and · denote the L 2 -inner product and the L 2 -norm, respectively. Let J be some index set and let each index λ ∈ J take the form λ = (j, k), where |λ| := j ∈ Z is a scale. We define
Our aim is to construct a wavelet basis of H in the sense of the following definition. DEFINITION 2.1. A family Ψ := {ψ λ , λ ∈ J } is called a wavelet basis of H, if i) Ψ is a Riesz basis for H, i.e. the closure of the span of Ψ is H and there exist constants c, C ∈ (0, ∞) such that
ii) The functions are local in the sense that diam supp ψ λ ≤ C2 −|λ| for all λ ∈ J , and at a given level j the supports of only finitely many wavelets overlap at any point x. For the two countable sets of functions Γ, Θ ⊂ H , the symbol Γ, Θ H denotes the matrix 
where λ min ( Ψ, Ψ H ) and λ max ( Ψ, Ψ H ) are the smallest and the largest eigenvalues of the matrix Ψ, Ψ H , respectively.
We define a scaling basis as a basis of quadratic B-splines in the same way as in Ref. [4, 10, 22] . Let φ be a quadratic B-spline defined on knots [0, 1, 2, 3]. It can be written explicitly as:
otherwise.
The function φ satisfies a scaling equation [10] φ
Let φ b be a quadratic B-spline defined on knots [0, 0, 1, 2], then
The function φ b satisfies a scaling equation [10] 
3)
The graphs of the functions φ b and φ are displayed in Figure we set
We define a wavelet ψ and a boundary wavelet ψ b as 
We denote the index sets by
We define
In Section 5 we prove that Ψ, when normalized with respect to the H 1 -seminorm, forms a wavelet basis of the Sobolev space H 1 0 (0, 1). 3. Refinement matrices. By (2.2), (2.3), (2.4), (2.5) and (2.6) , there exist refinement matrices M j,0 and M j,1 such that
In these formulas we view the sets Φ j and Ψ j as column vectors with entries φ j,k and ψ j,k , k ∈ I j , respectively. Due to (2.2) and (2.3), the refinement matrix M j,0 has the following structure:
where M I j,0 is a 2 j+1 × 2 j matrix given by
is a vector of coefficients from the scaling equation (2.2). The matrix M L is given by
is a vector of coefficients from the scaling equation (2.3). The matrix M R is obtained from a matrix M L by reversing the ordering of rows. It follows from (2.5) that the matrix M j,1 is of the size 2 j+1 × 2 j and has the structure
The following lemmas are crucial for the proof of a Riesz basis property. LEMMA 1. Let j ≥ 2 and the entriesM
, and for k = 2, . . . , n − 1 and l ∈ I j let
where
where I j denotes the identity matrix and 0 j denotes the zero matrix of the appropriate size.
Proof. By similar approach as in [7, 8] we derive the explicit form of the entriesM
We substitute (3.8) into (3.7) and we obtain a new system A j B j = I j , where
0 . . . . . . 0 . . . 0 . . . 
and B j is the 2 j × 2 j matrix with entries
2k,l , k, l ∈ I j . We factorize the matrix A j as A j = H j C j D j , where . . . 
More precisely, the entries D j k,l of the matrix D j are given by:
It is easy to verify thatC j = C 
Since the matrices C j , D j and H j are invertible, we can define
Substituting (3.9) into (3.8) the lemma is proved. LEMMA 2. There exist unique matricesM j,1 , j ≥ 2, such that
Proof. For l ∈ I j+1 and k ∈ I j the entriesM
2k,l . Using these relations we obtain a system of equations with the matrix A j defined in the proof of Lemma 4. Since the matrix A j is invertible, the matrixM j,1 exists and is unique. LEMMA 3. We have
Proof. Due to (3.1) we have
Multiplying this equation by the matrix M j,0 ,M j,1 from the left-hand side and using (3.7) and (3.10) the lemma is proved. For any matrix M of the size m × n we set
It is well-known that
LEMMA 4. The matricesM j,0 , j ≥ 2, have uniformly bounded norms, i.e. there exists C ∈ R independent of j such that M j,0
Proof. Let B j , C j , D j and H j are the same as in the proof of Lemma 4. From (3.3) and (3.5) we haveM j,0 = G j B j , where G j is of the size 2 j+1 × 2 j with entries
are given by simple explicit formulas, the formula for the sum of a geometric series and (3.11) yield
and thus M j,0 2 ≤ 2.8 for all j ≥ 2.
Then there exists a constant C independet of j such that S j
Proof. Let K j be a 2 j × 2 j+1 matrix with entries 12) and let L j =M T j,0 − K j . We know the explicit expression of the matrix L j , because the explicit expressions of bothM j,0 and K j are known. We have
Let us denote
j . Due to the structure of the vector u k we can write
To compute an upper bound for the norm of the matrixS j , we compute bounds for the sums of absolute values of entries in rows and columns for matricesÑ j ,Õ j ,P j , andQ j . Since the values in columns of the matrixÑ j are exponentially decreasing, we can compute several largest values in each column and estimate the sum of absolute values of the remaining entries. We denotē
and we set
For l such that l mod 8 ∈ {0, 1, 6, 7} and l ∈Ǐ j+2 we obtain
≤ 0.018 + 0.727 + 0.239 + 0.007 + 0.001 ≤ 1.
For l such that l mod 8 ∈ {2, 3, 4, 5} and l ∈Ǐ j+2 we obtain
≤ 0.101 + 0.566 + 0.037 + 0.002 + 0.004 ≤ 1.
For l ∈Ī j+2 we have
We use the similar approach for computing the sums of absolute values of the entries in rows. We obtain
6.80, otherwise.
Similarly, we obtain
0.02, otherwise,
0.01, otherwise.
Therefore using (3.11) we have
LEMMA 6. Let m, n ≥ 2, m < n, then there exists a constant C < 2 such that
Proof. For m and n fixed such that m, n ≥ 2, m < n, we use notation:
Due to the structure of the matricesM j,0 given in Lemma 4 we have
Therefore, we can write RS =RS, where the matrixR is 2 m × 2 n−1 matrix containing even columns of the matrix R, i.e.R k,l = R k,2l , and the matrixS is given bỹ
We have
Letx be a vector of the length q = 2 n such thatx 2j−1 =x 2j = x j and let
Then x = √ 2 x and we have
Using Lemma 5 we obtain
There exist constants C ∈ R and p < 0.5 such that for all m, n ≥ 2, m < n, we have
Proof. The assertion of the lemma is a direct consequence of Lemma 4 and Lemma 6.
Multivariate bases.
A basis on Ω d = (0, 1) d is built from the univariate wavelet basis by a tensor product [24] .
We define the multivariate scaling functions by
and for any e = (e 1 , . . . ,
The basis on the unit cube Ω d is then given by
By this approach, the regularity and polynomial exactness is preserved.
Riesz basis on Sobolev space. In this section, we prove that Ψ is a Riesz basis of H
The proof is based on the lemmas from Section 3 and theory developed in [21] that is summarized in the following theorem. THEOREM 8. Let H be a Hilbert space and let
be a linear subspace of H that is itself a normed linear space and assume that there exist positive constants
Furthermore, suppose that P j is a linear projection from V j+1 onto V j , W j is the kernel space of P j , Φ j = {φ j,k , k ∈ I j } are Riesz bases of V j with respect to the L 2 -norm with uniformly bounded condition numbers and Ψ j = {ψ j,k , k ∈ I j } are Riesz bases of W j with uniformly bounded condition numbers. If there exist constants C and p such that 0 < p < q and
is a Riesz basis of H q . Now we define suitable projections P j from V j+1 onto V j and show that these projections satisfies (5.3). Then we show that Ψ which differs from (5.4) only by scaling is also a Riesz basis of H 1 0 (0, 1). For j ≥ 2 we define
Let a setΓ
be given byΓ
Since obviously
functions fromΓ j are duals to functions from Γ j in the space V j+1 . Since F −1 j is not a sparse matrix, these duals are not local. We define a projection P j from V j+1 onto V j by
LEMMA 9. There exist p < 0.5 such that a projection P j satisfies
for all 2 ≤ m < n and a constant C independent on m and n.
, j ≥ 2, and S j : a j+1 → a j .
Then
then we can write a j = S j a j+1 and due to Lemma 3 we have
Now, let us consider f n ∈ V n and f m = P m P m+1 . . . P n−1 f n . Then f j can be represented by f j = k∈Ij a j k φ j for j = m, n and we set a j = a j k k∈Ij
. Since Φ j is a Riesz basis of V j , see [4] , there exist constants C 1 and C 2 independent of j such that
Due to Lemma 7 we have
Thus (5.7) is proved. THEOREM 10. The sets Ψ j are Riesz bases of the spaces W j = span Ψ j , j ≥ 2, with the condition numbers bounded independetly on j.
Proof. The matrix U j = Ψ j , Ψ j is tridiagonal with entries
Thus, U j is strictly diagonally dominant and the assertion of the Theorem follows from Remark 2.2 and Gershgorin circle theorem. THEOREM 11. The set
is a Riesz basis of H 1 0 (0, 1). Proof. Using the same argument as in [21] we conclude that (5.1) and (5.2) follows from the polynomial exactness of the scaling basis and the smoothness of basis functions and are satisfied for H = L 2 (0, 1) and H q = H q 0 (0, 1), 0 < q < 1.5. Due to Lemma 9 the condition (5.3) is fulfilled. Therefore by Theorem 8 the assertion of Theorem 11 is proved.
THEOREM 12. The set
We follow the proof of Lemma 2 in [8] . From (2.6) there exist constants C 1 and C 2 such that
and
Theorem 11 implies that there exist constants C 3 and C 4 such that
, and (5.10) we obtain
. THEOREM 13. The set Ψ 2D normalized with respect to the H 1 -seminorm is a Riesz
Proof. Recall thatφ j,k are defined by (5.5) and (5.6). For k = (k 1 , k 2 ) let us definê φ 2 j,k =φ j,k1 ⊗φ j,k2 . Then for k = (k 1 , k 2 ) and l = (l 1 , l 2 ) we have
and P 2D j defined by
It is well-known that for any matrix B we have B ⊗ B 2 = B 2 2 . Using this relation and the same arguments as in the proof of Lemma 9 we obtain for f n ∈ V 
with 2p < 1. Hence by Theorem 8 the assertion of the theorem is proved.
6. Quantitative properties of constructed bases. In this section, we present the condition numbers of the stiffness matrices for the Helmholtz equation
where ∆ is the Laplace operator, ǫ and a are positive constants. The variational formulation is
An advantage of discretization of elliptic equation (6.1) using a wavelet basis is that the system (6.2) can be simply preconditioned by a diagonal preconditioner [15] . Let D be a matrix of diagonal elements of the matrix A, i.e. D λ,µ = A λ,µ δ λ,µ , where δ λ,µ denotes Kronecker delta. Setting
we obtain the preconditioned systemÃũ =f . It is known [15] that there exist a constant C such that condÃ ≤ C < ∞. Let Ψ s be defined by (2.7) for d = 1 and similarly for d > 1. We define
Let D s be a matrix of diagonal elements of the matrix
and we obtain preconditioned finite-dimensional system
SinceÃ s is a part of the matrixÃ that is symmetric and positive definite, we have also
The condition numbers of the stiffness matrices A s for d = 1 and d = 2 are shown in Table 6 .1. Although it was not proved in this paper that using appropriate tensorising of 1D wavelet basis we obtain wavelet basis in 3D, we listed the condition numbers of the stiffness matrices A s for 3D case in Table 6 .2. The condition numbers for several constructions of quadratic spline wavelet bases and various values of parameters ǫ and a are compared in Table 6 .3. CF 2 denotes the construction from this paper with the coarsest level 2, CF 3 denotes the construction from this paper with the coarsest level 3. CF ort 2
and CF ort 3 are bases from this paper with the orthogonalization of the scaling functions on the coarsest level. P 2 and P 3 refers to quadratic spline wavelet bases adapted to homogeneous Dirichlet boundary condition from [22] and D 2 and D 3 refers to bases from [17] .
7. Numerical example. The constructed wavelet basis can be used for solving various types of problems. Let us mention for example solving partial differential and integral equations by adaptive wavelet method [11, 12] . In this section we use constructed wavelet basis in the wavelet-Galerkin method and an adaptive wavelet method. 7.1. Multilevel Galerkin method. We consider the problem (6.1) with Ω 2 , ǫ = 1 and a = 0. The right-hand side f is such that the solution u is given by:
We discretize the equation using the Galerkin method with wavelet basis constructed in this paper and we obtain discrete problemÃ sũs =f s . We solve it by conjugate gradient method using a simple multilevel approach similarly as in [9, 2. For j = 0, . . . , s find the solutionũ j of the systemÃ jũj =f j by conjugate gradient method with initial vector v j defined for j ≥ 1 by
Let u be the exact solution of (6.1) and
whereũ * s is the exact solution of the discrete problem (6.3). It is known [24] that
Let u s be an approximate solution obtained by multilevel Galerkin method with s levels of wavelets. It was shown in [?, ?] that if we use the criterion for terminating iterations r s 2 ≤ C2 −2s , where r s :=Ã sũs −f s , then we achieve for u s the same convergence rate as for u * s . In our example, for the given number of levels s we use the criterion r j 2 ≤ 10 −4 2 −2s , j = 0, . . . , s, for terminating iterations in each level.
We denote the number of iterations on the level j as M j . It is known [24] that employing the discrete wavelet transform one CG iteration can be performed with complexity of the order O (N ), where N × N is the size of the matrix. Therefore the number of operations needed to compute one CG iteration on the level j requires about one quarter of operations needed to compute one CG iteration on the level j + 1, we compute the total number of equivalent iterations by
The results are listed in Table 7 .1. It can be seen that the number of conjugate gradient iterations is quite small and that
i.e. that the order of convergence is 3. It corresponds to (7.2). In Table 7 .1 CF denotes the construction in this paper, D, P denote constructions from [17, 22] . The constructions from [17] and [22] differ only in the definition of boundary wavelets and the results were the same. 
Adaptive wavelet method.
We compare the quantitative behavior of the adaptive wavelet method with our bases and bases from [17, 22] . We consider the equation (6.1) with ǫ = 1 and a = 0 for Ω 2 with the solution u given by (7.1). Then the solution exhibits a sharp gradient near the point [1, 1] . We solve the problem by the adaptive wavelet method proposed in [11, 12] with the matrix-vector multiplication from [6] . The coarsest level of the wavelet basis is j 0 = 2 and we use wavelets up to the scale |λ| ≤ 10. The convergence history is shown in Figure 7 .1. It can be seen that the convergence rate is similar for all bases. However, the number of iterations needed to resolve the problem with desired accuracy is significantly smaller for the new wavelet basis. Moreover, due to the shorter support of the wavelets, the stiffness matrix is sparser and thus one iteration requires smaller number of operations. The number of iterations is much larger in comparison with the results obtained by the multilevel Galerkin method in Table 7 .1, but the number of basis functions is significantly smaller.
