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Abstract
We consider various homotopy algebras related to Yang-Mills theory
and two-dimensional conformal field theory (CFT). Our main objects of
study are Yang-Mills L∞ and C∞ algebras and their relation to the certain
algebraic structures of Lian-Zuckerman type in CFT. We also consider
several examples of algebras related to gauge theory, involving first order
formulations and gauge theories with matter fields.
1 Introduction
The homotopy algebras (A∞, C∞, L∞, etc) drew a lot of attention in many
areas of String Theory and Field Theory. In Field Theory, they are known to
appear, e.g. when one considers Batalin-Vilkovisky (BV) quantization [1]-[5] of
the theory. Similar constructions appear in case of String Field Theory (see e.g.
[6], [7]) and in Topological String Theory (see e.g. [8]) as a necessary ingredient.
The main goal of the paper is to find interrelations between a natural homotopy
algebraic structure of conformal field theory, constructed by B. Lian and G.
Zuckerman, and certain algebraic structures in gauge theory.
In [12] it was shown that the chiral BRST complex possesses a bilinear oper-
ation which leads to the homotopy commutative associative algebra. Moreover,
it appears that using this operation one can build an odd (w.r.t. the ghost num-
ber) bilinear operation which satisfies the relations of a homotopy Gerstenhaber
algebra (G∞). In this paper, we consider the CFT of open string on a half-plane
and show that adapting the Lian-Zuckerman construction to this case, one can
reproduce the C∞ algebra of Yang-Mills (YM) theory, which we also present
in this paper. We also make a conjecture about the possible underlying G∞
algebra structure in YM theory.
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In [14], [15] we showed that Yang-Mills equations considered on a flat space,
coincide on the formal level with the generalized Maurer-Cartan (GMC) equa-
tion for a certain L∞ algebra, such that the corresponding (formal) gauge sym-
metries coincide with natural symmetries of the GMC equation. In section 2 of
this paper, we generalize these constructions to the case of general Riemannian
manifold. We demonstrate that one can interpret YM connections, i.e. connec-
tions satisfying YM equation, as the solution of the Maurer-Cartan equation
for a sheaf of L∞ algebras. We show the relation of this algebraic structures
to the detour complex [10] and define certain graded antisymmetric multilin-
ear products, which lead to the BV Yang-Mills action written in a homotopy
Chern-Simons form.
Section 3 is devoted to the main topic of the paper. In subsection 3.1., we
describe the C∞ algebra which is underlying for the L∞ algebra of YM theory.
We also show, how one can embed the complex on which the YM C∞ algebra
is based, into the BRST complex of the open string theory. Then, via point-
splitting regularization, the Lian-Zuckerman bilinear operation is generalized in
order to be applied to open string states. However, the generalization should be
modified further if one wants to get a homotopy algebra on all the BRST com-
plex, since in these considerations logarithms in operator product expansions,
which correspond to higher order α′ corrections, are not taken into account
(since we are interested in the lowest ones). At the same time, rewriting via
point-splitting the usual ”chiral” Lian-Zuckerman product one can get an inter-
esting generalization of this bilinear operation which is defined in subsection 3.4
and will be studied further in [17]. We also claim that the algebraic structures we
introduced should produce the underlying symmetry of the perturbation series
(see also [16]) corresponding to the open string sigma models, renormalized ap-
propriately (via carefully defined point-splitting regularization). In this article
we study only the lowest order α′-corrections to the Lian-Zuckerman products.
The resulting algebra on a certain subcomplex of the BRST complex is shown
to be quasiisomorphic to the algebra which contains the YM C∞algebra as a
subalgebra. It is worth noting here, that in [21] the BRST complex and the
Lian-Zuckerman construction were used to reproduce another noncommutative
algebraic structure, namely, the Quantum Group SLq(2).
The last part of this section is two-folded. Firstly, we give the ”cohomolog-
ical” version of gauge fixing in YM (subsection 3.6), which extends the amount
of examples of theories which allow such type of gauge fixing (and allows to
apply the formalism of [18] to the ordinary YM theory, avoiding first order for-
mulations). Secondly, the operator used in gauge fixing is induced from the
one, which creates a (coboundary) homotopy Gerstenhaber algebra in Lian-
Zuckerman constructions. Therefore we make a conjecture (see subsection 3.7),
that this operator generates a homotopy Gerstenhaber algebra associated with
YM theory.
Section 4 is devoted to various examples of algebras related to YM theory.
The first example comes from the first order formulation of YM: its underlying
algebraic structure is not homotopic, but just graded Abelian associative algebra
with a differential. Next, we switch to dimension 4 and consider the Abelian
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algebra related to another first order formulation (it was also studied in [18]).
We find that there exists another algebra containing both this Abelian algebra
and the YM C∞ algebra as subalgebras. This extended algebra appears to be
related to Topological YM theory [20]. In subsection 4.3, we show how to add
matter fields to the theory and interpret Higgs mechanism as a deformation of
a differential in the given L∞ algebra. Further directions of study are briefly
sketched in Final Remarks.
2 Yang-Mills L∞ algebra
2.0. Notation and conventions. Throughout the paper,M denotes a smooth
Riemannian manifold and D denotes its dimension.
Let A be a connection 1-form for some principal bundle over a Riemannian
manifold M. Then the Yang-Mills action functional is:
SYM =
1
2
Tr
∫
M
(F ∧ ∗F), F = dA+A ∧A, (1)
by Tr we denote the canonical invariant form for the Lie algebra, where A takes
values in.
The YM equations of motion are:
δSYM
δA
= dA ∗ F = 0, (2)
where dA is an exterior covariant derivative associated with the connection A.
The equations (2) possess a local infinitesimal symmetry
A→ A+ ǫ(du+ [A, u]), (3)
where u is a function with values in a Lie algebra and ǫ is an infinitesimal
parameter.
Consider the smooth Riemannian manifold M and the following chain com-
plex:
0 −→ Ω0(M)
d
−→ Ω1(M)
d∗d
−−→ ΩD−1(M)
d
−→ ΩD(M)→ 0, (4)
where Ωk(M) denotes the space of k-forms on the manifold M . In this paper,
we will call (4) the Maxwell complex and denote as (F ·,Q):
0→ F0
Q
−→ F1
Q
−→ F2
Q
−→ F3 → 0. (5)
Here the differential is denoted by Q, and F i stands for the appropriate space
of differential forms according to grading. In the following, we will refer to
the grading in this complex by means of letter n, namely, for element f ∈ Fk,
nf ≡ k. For our purposes it will be useful to tensor it with some reductive Lie
3
algebra g. We will denote the resulting complex (F ·g,Q). One can also make an
extension of the complex above by means of the contractible complex
0→ G1
Q
−→ G2 → 0 (6)
such that G1 = Ω0(M), G2 = ΩD(M) and Q acts as the Hodge star. Namely,
we consider
F0ext = F
0, F1ext = F
1 ⊕G1, F2ext = F
2 ⊕G2, F3ext = F
3. (7)
Throughout the paper we will refer to the resulting complex (F ·ext,Q) as the
extended Maxwell complex.
2.1. YM L∞ algebra. We define bilinear and trilinear operations
[·, ·]h : F
i
g ⊗F
j
g → F
i+j
g , (8)
[·, ·, ·]h : F
i
g ⊗F
j
g ⊗F
k
g → F
i+j+k−1
g , (9)
which are respectively graded antisymmetric bilinear and 3-linear operations
(here obviously, F ig = 0 for i < 0 and i > 3). The values of the bilinear opera-
tion [f1, f2]h for f1,2 ∈ F
·
g are defined by means of the following table:
[f1, f2]h=
❍
❍
❍
❍
❍
f2
f1 v A V a
w [v, w] [A, w] [V, w] [a, w]
B [v,B] {A,B} −[B,V] 0
W [v,W] [A,W] 0 0
b [v, b] 0 0 0
Here f1 takes values in the set {v,A,V, a} from the first row, f2 takes values
in the set {w,B,W, b}. Other elements in the table represent the value of
bilinear operation [f1, f2]h for appropriately chosen f1 and f2. In the table
above v, w ∈ F0g ; A,B ∈ F
1
g ; V,W ∈ F
2
g ; a, b ∈ F
3
g . The bilinear operation
{A,B} is defined as follows:
{A,B} = [B, ∗dA] + [A, ∗dB] + d ∗ [A,B]. (10)
The operation (9) is defined to be nonzero only when all the arguments belong
to F1. For A, B, C∈ F1 we have:
[A,B,C]h = [A, ∗[B,C]] + [C, ∗[A,B]] + [B, ∗[C,A]]. (11)
We claim that the graded antisymmetric multilinear operations, defined
above, satisfy the relations of a homotopic Lie algebra. Namely, the follow-
ing proposition holds.
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Proposition 2.1. Let a1, a2, a3, b, c ∈ F . Then the following relations hold:
Q[a1, a2]h = [Qa1, a2]h + (−1)
na1 [a1,Qa2]h,
Q[a1, a2, a3]h + [Qa1, a2, a3]h + (−1)
na1 [a1,Qa2, a3]h +
(−1)na1+na2 [a1, a2,Qa3]h + [a1, [a2, a3]h]h − [[a1, a2]h, a3]h −
(−1)na1na2 [a2, [a1, a3]h]h = 0,
[b, [a1, a2, a3]h]h − (−1)
nb(na1+na2+na3)[a1, [a2, a3, b]h]h +
(−1)na2(nb+na1 )[a2, [b, a1, a3]h]h −
(−1)na3(na1+na2+nb)[a3, [b, a1, a2]h]h
= [[b, a1]h, a2, a3]h + (−1)
na1nb [a1, [b, a2]h, a3]h +
(−1)(na1+na2 )nb [a1, a2, [b, a3]h]h,
[[a1, a2, a3]h, b, c]h = 0. (12)
The proof can be found in [14].
2.2. Yang-Mills equations via generalized Maurer-Cartan equation.
It is easy to see that the generalized Maurer-Cartan (GMC) equation for the
YM L∞ algebra gives us the Yang-Mills equations. The GMC equation is:
QA+
1
2!
[A,A]h +
1
3!
[A,A,A]h = 0, (13)
where A ∈ F1g . Then
QA = d ∗ dA, [A,A]h = 2(d ∗ (A ∧A) + [A ∧ ∗dA]),
[A,A,A]h = [A ∧ ∗(A ∧A)]. (14)
Therefore, (13) is equivalent to the YM equations:
d ∗ F+ [A, ∗F] = 0, F = dA+A ∧A. (15)
Moreover, the infinitesimal symmetries of the GMC equation
A→ A+ ǫ(Qu+ [A, u]h), (16)
where u ∈ F0g and ǫ is infinitesimal parameter, coincide with the infinitesimal
gauge symmetries of the YM equations
A→ A+ ǫ(du+ [A, u]). (17)
However, the elements of the complex F ·g are global forms on a manifold M,
while A from the YM equations is a connection 1-form. This means that for
a given open cover U{α} of the manifold M , A transforms by means of the
exponentiated version of (17) from one open neighborhood Uα to another one
Uβ (which have nonempty intersection):
Aβ = sβαAα(sβα)
−1 + sβαd(sβα)
−1, (18)
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where Aα stands for the restriction of A to Uα and {sβα} is a set of G-valued
functions (G is a Lie group associated with g) on M , such that sαα = Id. These
group-valued functions should obey the following cocycle property, if there is a
nonempty intersection of three open sets:
sαβsβγ = sαγ . (19)
So, these are complete data that determine a connection 1-form: the set A{α}
and a set of gluing functions sαβ. We will call the connection 1-forms satisfying
YM equations as the YM connections .
In order to modify the ”formal” correspondence between the YM and GMC
equations, in such a way that it becomes equivalence, one should consider a
sheaf of YM L∞ algebras.
Namely, one has to consider the sheaf of sections of the bundles of 0- and
1-forms. Then, on each open subset U we will have the complex F ·g,U , the
elements of which are the sections of the sheaf of Lie algebra-valued functions
and 1-forms on U . Hence, reproducing a YM L∞ algebra on each F
·
g,U , we can
construct a sheaf of YM L∞ algebras.
For each open cover U{α} one has a possibility to construct a global Maurer-
Cartan equation associated with the sheaf of L∞ algebras (see e.g. [9] for
more precise treatment). However, the way, how Maurer-Cartan element should
transform from its restriction to Uα to its restriction to Uβ, is infinitesimally de-
termined by means of the transformation (16) in order to make Maurer-Cartan
equation hold on the intersection. In general, the cocycle property (19) for the
gluing functions of the Maurer-Cartan element is modified (infinitesimally) by
means of Q-exact terms, but since in F ·g we have no elements of negative grading,
(19) holds without any modification. Therefore we have the following statement.
Proposition 2.2. There is one-to-one correspondence between the solutions
of the GMC equation associated with the sheaf of YM L∞ algebras on a given
Riemannian manifold and the YM connections.
Remark. In principle, one could extend the complex F ·g by means of F
−1
g = z,
which is the center of the reductive Lie algebra g. In this case, we get precisely
”symmetry of symmetries” and the cocycle condition (19) will be modified as
follows: sαβsβγ = sαγtαβγ , where tαβγ is a constant element corresponding to
the center z, giving a twisted bundle.
2.3. Detour Complex. In previous subsection, we considered forms with
values in a trivial vector bundle corresponding to adjoint representation, that
is why we needed to consider a sheaf of L∞-algebras in order to reproduce the
Maurer-Cartan element associated to the YM connections. However, for a given
YM connection A0 one can construct a ”global” L∞ algebra on the complex
(F ·g,Q), where the forms take their values in the adjoint vector bundle with
transition functions sαβ . However, the differential in the complex should be
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deformed, i.e. it has the following form:
0 −→ Ω0(M,Ead)
dA0−−→ Ω1(M,Ead)
mA0−−−→
ΩD−1(M,Ead)
dA0−−→ ΩD(M,Ead)→ 0, (20)
where Ωk(M,Ead) stands for k-forms with values in the adjoint bundle, and the
operator mA0 is defined as follows:
mA0A = dA0 ∗ dA0A+ [A, ∗F0], (21)
where F0 = dA0 + A0 ∧ A0 and A ∈ Ω
1(M,Ead). One can easily get this
complex locally deforming the Q-operator of the original complex (F ·g,Q) in
the following way:
QA0 · = Q ·+[A0, ·]h +
1
2
[A0,A0, ·]h. (22)
This is a consequence of the general statement about L∞-algebras: in physics
literature it was considered by Zwiebach [6], when he studied background inde-
pendence. Namely, for a given solution of a Maurer-Cartan equation, one can
deform the differential and all the n-linear operation by means of it in such a
way that they will again satisfy the L∞ algebra. The deformation of the bilinear
operation (the trilinear is left unchanged) in our case is given by
[A,B]A0 = [A,B]h + [A0,A,B]h. (23)
This shift just corresponds to the substitution of the exterior derivatives by the
exterior covariant ones in the definition of the bilinear operation. The complex
(20) is known as ”Detour Complex” and it drew the attention in both mathe-
matics and physics [10].
2.4. Multilinear forms and YM action. Here we proceed through the
same steps as we did in [15] in order to express the Yang-Mills action on a
Riemannian manifold as a Homotopy Chern-Simons (HCS) action. Throughout
this subsection we assume the manifold M to be compact in order to be able to
integrate safely over M .
First of all, we introduce a pairing on a complex F ·g. Namely, for any given
elements f1, f2 ∈ F
·
g the inner product is defined by the following formula:
〈f1, f2〉 =
∫
M
Tr(f1 ∧ f2). (24)
This inner product appears to be invariant under the action of the differentialQ.
Proposition 2.3. Let f1, f2 ∈ Fg. Then, the following relation holds:
〈Qf1, f2〉+ (−1)
nf1nf2 〈Qf2, f1〉 = 0, (25)
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where numbers nf1 , nf2 represent the grading of appropriate elements.
The proof can be obtained by straightforward calculation.
Now, we will define the following multilinear forms on the complex Fg, which
appear to be very useful for the construction of the Yang-Mills action.
For any f1, f2, f3, f4 ∈ Fg, one can define n-linear forms (n=2,3,4)
{·, ..., ·}h : Fg ⊗ ...⊗Fg → C (26)
in the following way:
{f1, f2}h = 〈Qf1, f2〉, {f1, f2, f3}h = 〈[f1, f2]h, f3〉,
{f1, f2, f3, f4}h = 〈[f1, f2, f3]h, f4〉. (27)
One can show that these multilinear forms enjoy the following important prop-
erty.
Proposition 2.4.The multilinear products, introduced in the definition above,
are graded antisymmetric, i.e.
{f1, ..., fi, fi+1, ..., fn}h = −(−1)
nfinfi+1 {f1, ..., fi+1, fi, ..., fn}h. (28)
The proof can be obtained by the direct calculation, using the Jacobi identity
for g and the properties of the Hodge star.
Now we are ready to formulate the next Proposition.
Proposition 2.5. The Yang-Mills action
SYM =
1
2
Tr
∫
M
(F ∧ ∗F), F = dA+A ∧A (29)
can be expressed as follows:
SYM = −
1
2
〈QφA, φA〉 −
1
6
{φA, φA, φA}h −
1
24
{φA, φA, φA, φA}h, (30)
where φA stands for the Maurer-Cartan element in a sheaf of L∞ algebras, as-
sociated with a connection 1-form A.
The L∞ algebra we have considered in this section is the underlying algebraic
structure for the BV Yang-Mills action. In order to obtain it, one has to con-
sider a Grassmann algebra with integer grading, then to tensor it with complex
(F ·,Q). Then the Maurer-Cartan element (the element of overall grading 1)
can be written as follows: Φ = ω + A + A∗ + ω∗, where ω,A,A∗, ω∗ have
grading 1, 0,−1,−2 w.r.t. the grading in the Grassmann algebra, and they are
0−, 1−, (D − 1)−, D− forms correspondingly. Inserting Φ into the homotopy
Chern-Simons action (30), one obtains the BV YM theory:
SBV YM = SYM +
∫
M
(A∗ ∧ dAω + [ω, ω]ω
∗). (31)
The pairing 〈·, ·〉 gives the usual BV symplectic form: ΩBV =
∫
(δA ∧ δA∗ +
δω ∧ δω∗).
8
3 Yang-Mills C∞ algebra and CFT
3.1. C∞ and A∞ algebra in gauge theory. The L∞ algebra, which we
have considered in previous section possesses the underlying structure, which
appears to be more fundamental.
Again, we consider the Maxwell complex (4) of differential forms. We claim
that this complex has the structure of homotopy commutative associative alge-
bra on it. Let’s introduce the corresponding multilinear operations:
(·, ·)h : F
i ⊗F j → F i+j ,
(·, ·, ·)h : F
i ⊗F j ⊗Fk → F i+j+k−1. (32)
The bilinear operation is defined by means of the following table:
(f1, f2)h=
❍
❍
❍
❍
❍
f2
f1 v A V a
w vw Aw Vw aw
B vB (A,B) B ∧V 0
W vW A ∧W 0 0
b vb 0 0 0
where f1 takes values in the set {v,A,V, a} from the first row, f2 takes values
in the set {w,B,W, b}. Other elements in the table represent the value of
bilinear operation (f1, f2)h for appropriately chosen f1 and f2. In the table
above v, w ∈ F0; A,B ∈ F1; V,W ∈ F2; a, b ∈ F3. The bilinear operation
(A,B) is defined as follows:
(A,B) = (A ∧ ∗dB)− (B ∧ ∗dA) + d ∗ (A ∧B). (33)
The operation ( ·, ·, ·)h is defined to be nonzero only when all the arguments
belong to F1. For A, B, C∈ F1 we have:
(A,B,C)h = A ∧ ∗(B ∧C)−C ∧ ∗(A ∧B). (34)
By direct calculations given in Appendix A, one can show that these operations
satisfy the following relations, which provide the structure of C∞ algebra.
Proposition 3.1. Let a1, a2, a3, a4, b, c ∈ Fg. Then the following relations hold:
Q(a1, a2)h = (Qa1, a2)h + (−1)
na1 (a1,Qa2)h,
(a1, a2)h = (−1)
na1na2 (a2, a1)h,
Q(a1, a2, a3)h + (Qa1, a2, a3)h + (−1)
na1 (a1,Qa2, a3)h +
(−1)na1+na2 (a1, a2,Qa3)h = ((a1, a2)h, a3)h − (a1, (a2, a3)h)h,
(−1)na1 (a1, (a2, a3, a4)h)h + ((a1, a2, a3)h, a4)h =
((a1, a2)h, a3, a4)h − (a1, (a2, a3)h, a4)h +
(a1, a2, (a3, a4)h)h,
((a1, a2, a3)h, b, c)h = 0. (35)
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If we tensor complex (F ·,Q) with a universal enveloping algebra for a Lie algebra
g, one obtains that inherited operations ( ·, ·)h and ( ·, ·, ·)h satisfy the relations
of A∞ algebra. Then, considering appropriate antisymmetrization like in [11],
one obtains a YM homotopy Lie algebra, e.g. it is easy to see that
[a, b]h = (a, b)h − (−1)
nanb(b, a)h. (36)
One can write down the Maurer-Cartan equation and its symmetries also in the
case of A∞ algebra:
QA+ (A,A)h + (A,A,A)h = 0
A→ A+ ǫ(Qu+ (u,A)h − (A, u)h), (37)
which also locally gives a Yang-Mills equation. One can also define the sheaf of
A∞ algebras as we did in the previous section for the L∞ case and make iden-
tification between solutions of the GMC equation for YM A∞ algebra defined
above and YM connections.
3.2. Open string CFT and Maxwell complex. We consider the open
String Theory in D-dimensional space on the upper half-plane, and we fix the
operator products between the coordinate fields as follows (see e.g. [19]):
Xµ(z1)X
ν(z2) ∼ −α
′ηµν log |z1 − z2|
2 − α′ηµν log |z1 − z¯2|
2, (38)
where ηµν is the constant metric in the flat D-dimensional space of either Eu-
clidean or Minkowski signature. The associated BRST operator has the follow-
ing form, see e.g. [19]:
Q =
∮
dz(cT + bc∂c+
3
2
∂2c), T = −(2α′)−1∂Xµ∂¯Xµ, (39)
where normal ordering is implicit, b and c are the usual ghost fields of conformal
weights 2 and −1 correspondingly with the operator product
c(z)b(w) ∼
1
z − w
. (40)
We define the ghost number operator Ng by
Ng = 3/2 + 1/2(c0b0 − b0c0) +
∞∑
n=1
(c−nbn − b−ncn). (41)
The constant shift (+3/2) is included to make the ghost number of the SL(2,C)-
invariant vacuum state |0〉 be equal to 0. We denote the ghost number of a state
V as |V |.
Firstly, we will consider the states corresponding to the operators
ρu = u(X), φA = cAµ(X)∂X
µ − α′∂c∂µA
µ(X),
ψW = α
′c∂cWµ(X)∂X
µ, χa = α
′2c∂c∂2ca(X), (42)
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associated with functions u(x), a(x) and 1-forms A = Aµ(x)dx
µ, W =
Wµ(x)dx
µ. The resulting space F˜ , spanned by the states like those associ-
ated with (42), is invariant under the action of the BRST operator. Moreover,
we see that if we denote by F˜ i the subspace spanned by the states of ghost
number i, one obtains the flat space version of the complex (4). Really, the
action of Q operator is given by:
Qρu = 2φdu, QφA = 2ψmA, QψW = −χdivW, Qχa = 0, (43)
where mA = (∂µ∂
µAν − ∂ν∂µA
µ)dxν and divW = ∂µW
µ. Then, identifying
the space of 1-forms (of ghost number 2) with (D − 1)-forms and 0-forms (of
ghost number 3) with D-forms by means of the Hodge star, we get the com-
plex (F ·, Q); moreover, the ghost number is identified with the grading in the
Maxwell complex. One can see that it is natural to extend the Maxwell complex
by means of the contractible complex, given by the states associated with the
following operators, corresponding to 0-forms:
ϕa = α
′∂ca(X), ξb = Qϕb = α
′c∂2cb(X) + α′2c∂c∂µb(X)∂X
µ. (44)
One can easily find out that the resulting extended BRST subcomplex coincides
with the extended Maxwell complex.
3.3. Reminder of Lian-Zuckerman construction. In this subsection, we
give only the necessary facts about Lian-Zuckerman operations. For more in-
formation one should consult [12].
Let us consider some chiral algebra. Let T (z) denote the appropriate Vi-
rasoro element (i.e. energy momentum tensor) and let Q be an associated
semi-infinite cohomology operator (i.e. BRST operator):
Q =
∮
dz(cT + bc∂c+
3
2
∂2c). (45)
Then, one can define the following bilinear operation on the corresponding space
of states:
µ(a1, a2) = Resz
a1(z)a2
z
, (46)
where a(z) is the vertex operator associated with the state a. Lian and Zuk-
erman have showed that this bilinear operation is homotopy commutative and
associative w.r.t. the operator Q, namely the following Proposition hold.
Proposition 3.2. [12] The bilinear operation µ satisfies the following relations:
Qµ(a1, a2) = µ(Qa1, a2) + (−1)
|a1|µ(a1,Qa2),
µ(a1, a2)− (−1)
|a1||a2|µ(a2, a1) =
Qm(a1, a2) +m(Qa1, a2) + (−1)
|a1|m(a1, Qa2),
µ(µ(a1, a2), a3)− µ(a1, µ(a2, a3)) =
Qn(a1, a2, a3) + n(Qa1, a2, a3) + (−1)
|a1|n(a1, Qa2, a3) +
(−1)|a1|+|a2|n(a1, a2, Qa3), (47)
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where
m(a1, a2) =
∑
i≥0
(−1)i
i+ 1
ReswResz−w(z − w)
iw−i−1b−1
(a1(z − w)a2)(w)1,
n(a1, a2, a3) =
∑
i≥0
1
i+ 1
ReszResww
iz−i−1(b−1a1)(z)a2(w)a3 +
(−1)|a1||a2|
∑
i≥0
1
i+ 1
ReswReszz
iw−i−1(b−1a2)(w)a1(z)a3. (48)
Thus, on the level of cohomology w.r.t. the operator Q, this algebra turns
out to be commutative and associative. This fact was very useful for the study
of the algebra of states in string backgrounds [12].
3.4. Open string CFT and Lian-Zuckerman products via point-split-
ting. The homotopy commutative associative algebra which we considered in
subsection 3.3, is related to chiral algebra. However, in the case of open string
CFT, the operator products involve logarithms, and in such a way the Lian-
Zuckerman operation should be modified appropriately. At the same time, since
we want to study only the lowest order α′-corrections, we can throw away the
logarithms which are always accompanied with α′. So, let us be more concrete.
In this section, all operators are assumed to have position on the real line. If
we take two operators V (t1) and V (t2), where t1, t2 ∈ R, their operator product
has the following form:
V (t1)W (t2) =
∑
k,l
(t1 − t2)
−l(V,W )
(k)
l (t2)(α
′ log |(t1 − t2)/µ|
2)k. (49)
The logarithms in OPE create higher α′ corrections, so we will omit them in
our considerations since we will be interested in the lowest orders in α′; instead
of the full OPE (49) we consider the reduced OPE
(V (t1)W (t2))R =
∑
l
(t1 − t2)
−l(V,W )
(0)
l (t2). (50)
To simplify the notation, we will omit the letter R and superscript (0) in the
following. Now we will reformulate the Lian-Zuckerman operations from the
subsection 3.3. via point-splitting regularization.
For open string states V and W , we define a bilinear operation µ˜(V,W ) such
that the operator associated with the state is given by
µ˜(V,W )(t) = P0V (t+ ǫ)W (t), (51)
where ǫ is a real parameter and P0 is a projection on the ǫ-independent term.
It is clear from this definition, that the BRST operator acts as a derivation
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for µ, and for the chiral algebra it coincides with the Lian-Zuckerman bilinear
operation, considered in subsection 3.3..
Our next aim is to define the analogue of the operations n,m from the
previous subsection via point-splitting language. Before that, we need to give
some prerequisite notation. Let V (t) andW (t) be the operators associated with
the state V and W correspondingly. We define a ”naively integrated” operator
L−1−1V (t) in the following way:
L−1−1V (t1)W (t2) ≡∑
l 6=1
1
1− l
(t1 − t2)
−l+1(V,W )
(0)
l (t2) + (V,W )
(0)
1 (t2) log(t1 − t2), (52)
which, in the case of chiral algebra, corresponds to the indefinite integration
of the OPE. We need to note that this is just a notation, since the operator
L−1−1V (t1) in most of cases does not correspond to any state. Moreover, in the
definition above we neglected the integration of logarithms which are unneces-
sary in the following since (as it was already noted) they produce higher order
α′-corrections. Let us make one more notation:
(V,W )ǫ,s(t) ≡
∞∑
l=1
ǫ−l(V,W )
(0)
l (t), (53)
i.e. (V,W )ǫ,s(t) is the singular part of the operator product V (t+ ǫ)W (t). Now
we are ready to give the expression for the operation m in ǫ-language. For open
string states V and W we define m˜(V,W ) in such a way, that the operator
corresponding to the state m˜(V,W ) is given by
m˜(V,W )(t) = −P0L
−1
−1b−1(V,W )
ǫ,s(t− ǫ). (54)
One can show that in the case of vertex algebra, m˜ ≡ m. If V,W are the states
in the chiral algebra, then
L−1m(V,W )(t) =
n∑
i≥0
(−1)i
(i+ 1)!
b−1∂
i+1(V,W )0i+1(t). (55)
At the same time,
(V,W )ǫ,s(t− ǫ) =
n∑
i≥0
ǫ−i−1(V,W )0i (t− ǫ). (56)
Therefore,m(V,W ) = m˜(V,W ), when V,W belong to some vertex algebra. The
expression for a trilinear operation in ǫ-language is given as follows. For open
string states U ,V ,W , a trilinear operation n˜(U, V,W ) is defined in such a way,
that the operator corresponding to the state n˜(U, V,W ) is given by
n˜(U, V,W )(t) = P0(L
−1
−1b−1U)(t+ ǫ)(V,W )
ǫ,s(t) +
(−1)|U||V |P0(L
−1
−1b−1V (t+ ǫ))(U,W )
ǫ,s(t). (57)
13
We show below, that in the case of vertex algebra it coincides with the operation
n. Let U , V , W be the states in some chiral algebra. Then
n(U, V,W ) =
∑
i≥0
1
i+ 1
(b−1U, (V,W )i+1)−i +
(−1)|U||V |
1
i+ 1
(b−1U, (V,W )i+1)−i, (58)
on the other hand,
n˜(U, V,W ) = P0
∑
k≥0
1
k + 1
ǫk+1(U, (V,W )ǫ,s)−k(t) +
(−1)|U||V |P0
∑
k≥0
1
k + 1
ǫk+1(V, (U,W )ǫ,s)−k(t). (59)
Comparing the powers of ǫ, we find out that m(U, V,W ) = m˜(U, V,W ). In the
following, we therefore omit tildes for operations µ˜, m˜, n˜.
We believe that m,n are first two operations in the conjectured homotopy
algebra of the perturbation theory for the open string sigma models regularized
via point-splitting [16]. In the next subsection, we will see evidence of this
statement, when we obtain the the YM C∞ algebra from the Lian-Zuckerman
operations.
One has to mention that the definitions we gave should be changed, when
the contribution of the logarithms are taken into account, since the operations
we introduced, most likely will not satisfy the relations (47) if the α′-corrections
of higher degree are included. We postpone the study of this question for sub-
sequent publications.
We note that in [14]-[16] we considered the bilinear operation of another
type:
R(U, V )(t) = P0[U(t+ ǫ), V (t)]− (−1)
|U||V |P0[V (t+ ǫ), U(t)] (60)
on the tensor product of the space of operators of the open string and some
Lie algebra g. This operation (when reduced to the operators of the Maxwell
complex) led to the L∞ algebra in YM theory.
Before we proceed to the explicit calculations, let’s stop for a moment to
give a pure algebraic sense to the introduction of the ǫ-parameter. Since all
the operations have the projection operator P0 in their definition, it would be
natural to throw it away and to see what happens in this case. Let us consider
the following operation:
µ(i)(V,W ) ≡ Reszz
−i−1V (z)W (61)
for any i ∈ Z≥0, such that µ ≡ µ
(0). Let’s denote the regular part of the OPE
as follows:
µǫ(V,W )(t) ≡ V (t+ ǫ)W (t)− (V,W )ǫ,s =
∑
k≥0
ǫkµ(k)(V,W )(t). (62)
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One can check that if U , V , W are states in some chiral algebra, then
µ(l)(µ(k)(U, V )W )− µ(k)(U(µ(l)(V,W )) =
Qn(k,l)(U, V,W ) + n(k,l)(QU, V,W ) + (−1)|V |n(k,l)(U,QV,W ) +
(−1)|U|+|V |n(k,l)(U, V,QW ) (63)
for some operation n(k,l). Therefore,
µǫ(µǫ(U, V )W )− µǫ(U(µǫ(V,W )) =
Qnǫ(U, V,W ) + nǫ(QU, V,W ) + (−1)|U|nǫ(U,QV,W ) +
(−1)|U|+|V |nǫ(U, V,QW ), (64)
where nǫ(U, V,W ) =
∑
k,l≥0 ǫ
−k−ln(k,l)(U, V,W ). Therefore, we have an exten-
sion of the Lian-Zuckerman homotopy algebra. We will return to this and other
related questions in [17].
3.5. From CFT of open string to C∞ algebra of YM theory. In this
subsection, we will finally find out how Lian-Zuckerman products are related
to YM C∞ algebra. Let’s consider the embedding of the (extended) Maxwell
complex in the BRST complex of open string from subsection 3.3. Calculating
the OPE carefully, one can get the lowest order α′ corrections to the µ-operation
on the extended Yang-Mills complex. In such a way one gets an operation which
we will denote by the same letter µ acting in the following way:
µ(·, ·) : F iext ⊗F
j
ext → F
i+j
ext . (65)
The explicit values of it are given in the following table (see Appendix B):
µ(f1, f2)=
❍
❍
❍
❍
❍
f2
f1 v u A a V a
w vw uw Aw− wa− Vw aw
∗(dw ∧ ∗A) ∗(dw ∧ ∗a)
v vv 0 ∗Av av 0 0
B vB+ − ∗Bu (A,B)+ −d ∗ (B ∧ ∗a) B ∧V 0
∗(dv ∧ ∗B) (A ∧ ∗B)
b vb− ub −d ∗ (A ∧ ∗b) 0 0 0
∗(dv ∧ ∗b)
W vW 0 A ∧W 0 0 0
b vb 0 0 0 0 0
Here f1, f2 take values in the sets {v, u,A, a,V, a} and {v, v,B, b,W, b} corre-
spondingly. Other elements in the table correspond to the appropriate values
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of µ(f1, f2). In the table above v, w ∈ F
0; u, v ∈ G1; A,B ∈ F1; a, b ∈ G2;
W,V ∈ F2; a, b ∈ F3.
Next, we consider the lowest order α′-corrections to the operation m. The
resulting operation which we will denote the same letter m, acts as follows on
the extended Maxwell complex:
m(·, ·) : F iext ⊗F
j
ext → F
i+j−1
ext . (66)
Explicit calculation (see Appendix B) shows that the value of m is nonzero only
if both arguments belong to F1:
m(A,B) = 2 ∗ (A ∧ ∗B) (67)
for A,B ∈ F1. As for the operation n, its lowest α′ corrections produce the
following operation on the (F ·ext,Q):
n(·, ·, ·) : F iext ⊗F
j
ext ⊗F
k
ext → F
i+j+k−1
ext , (68)
such that it is nonzero only if all the three arguments belong to F1 or if one of
the first two arguments belong to G2, namely (see Appendix B):
n(A,B,C) = ∗A ∧ ∗(B ∧ ∗C)− ∗C ∧ ∗(A ∧ ∗B) +
A ∧ ∗(B ∧C)−C ∧ ∗(A ∧B),
n(a,A,B) = n(A, a,B) = −2 ∗ (A ∧ ∗B) ∧ a, (69)
where A,B,C ∈ F1 and a ∈ G2. As one could suspect, it appears that the
induced operations µ,m, n on the complex (F ·,Q) satisfy, precisely, the same
relations as original ones on the chiral algebra.
Proposition 3.3. The operations µ, n,m satisfy the following relations:
Qµ(a1, a2) = µ(Qa1, a2) + (−1)
na1µ(a1,Qa2),
µ(a1, a2)− (−1)
na1na2µ(a2, a1) =
Qm(a1, a2) +m(Qa1, a2) + (−1)
na1m(a1,Qa2),
µ(µ(a1, a2), a3)− µ(a1, µ(a2, a3)) =
Qn(a1, a2, a3) + n(Qa1, a2, a3) + (−1)
na1n(a1,Qa2, a3) +
(−1)na1na2n(a1, a2,Qa3), (70)
where ai ∈ F
·
ext.
The proof of this statement is given in Appendix A.
Now, from the explicit form of the operations µ, n,m one can restore the
YM C∞ algebra. Namely, we have the following Proposition.
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Proposition 3.4. The operations
µ′(a1, a2) = µ(a1, a2)−
1
2
(
Qm(a1, a2) +m(Qa1, a2)
+(−1)na1m(a1,Qa2)
)
,
n′(a1, a2, a3) = n(a1, a2, a3) +
1
2
(
µ
(
m(a1, a2), a3
)
−(−1)na1µ
(
a1,m(a2, a3)
)
+m(µ(a1, a2), a3)−m(a1, µ(a2, a3))
)
(71)
act invariantly on Maxwell complex and coincide with the operations (·, ·)h and
(·, ·, ·)h.
In other words, the homotopy Abelian associative algebra of µ, n,m is quasi-
isomorphic to some other homotopy abelian associative algebra on (F ·ext,Q),
which, being reduced to the complex (F ·,Q), coincides with C∞ algebra of
YM.
Let’s return to the algebraic structure generated on F ·ext by the operations
µ, n,m. As in the case of YM C∞ algebra, one can tensor F
·
ext with some
Lie algebra g and obtain the A∞ algebra. Let’s write down the corresponding
Maurer-Cartan equation with symmetries for the corresponding A∞ algebra:
QΦ+ µ(Φ,Φ) + n(Φ,Φ,Φ) = 0,
Φ→ Qu+ µ(Φ, u)− µ(u,Φ). (72)
Here the Maurer-Cartan element is represented (since we are considering the
extended complex) by means of the sum Φ = A+u, where A ∈ F1 and u ∈ G1,
while the symmetries are generated by λ = u ∈ F0. It is easy to check that the
Maurer-Cartan equations are equivalent to Yang-Mills equations for A and the
additional equation for u:
dA ∗ F(A) = 0, F(A) = dA+A ∧A, (73)
u = − ∗ (A ∧ ∗A). (74)
The symmetries coincide with usual gauge symmetries. The equation (74) has
the interesting meaning, since the appearance of such term of the type AµA
µ is
provided by the presence of an additional bivertex operator in the point-splitting
regularization of the open string sigma model. The presence of such bivertex
operator was already noticed in the case of closed string sigma model (see [16]).
3.6. Gauge fixing procedure. In subsection 3.5 we considered the nontrivial
extension of the YM C∞ algebra on the extended Maxwell complex, given by
Lian-Zuckerman products. In this subsection, we concentrate on the trivial
extension, namely we will study the complex (F ·ext,Q) with operations (·, ·)h and
(·, ·, ·)h such that these operations are equal to zero when one of the arguments
belongs to contractible complex Gi.
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From subsection 3.2. we know that there exists an embedding of the ex-
tended Maxwell complex on flat space in the BRST complex of open string.
However, one can partly hold this embedding in the case of the manifold with
nontrivial metric, namely one can embed the extended Maxwell complex in the
following superspace:
S =
(
Ω0(M)⊕ Ω1(M)
)
[c0, c1, c−1], (75)
where c0, c1, c−1 are anticommuting variables (corresponding to the modes of
c-ghost). The Q operator is given by
Q = c1d + c−1 ∗ d ∗+c0(d ∗ d ∗+ ∗ d ∗ d)− c−1c1
∂
∂c0
. (76)
The grading operator is given by N =
∑
ci
∂
∂ci
. The embedding of subspaces
F i is given by the following formulae:
F0 ∋ u→ u, F1 ∋ A→ c1A+ c0 ∗ d ∗A,
F2 ∋W→ c0c1 ∗W, F
3 ∋ a→ c−1c0c1 ∗ a,
G1 ∋ u→ −c0u, G
2 ∋ a→ c−1c1 ∗ a+ c0c1 ∗ d ∗ a. (77)
The invariant pairing on the extended Maxwell complex is given by the formula:
〈Φ,Ψ〉 =
∫
M
∫
dc−1dc0dc1(Φ ∧ ∗Ψ). (78)
One can see that the embedded complex (F ·ext,Q) is invariant under the action
of the operator b = ∂
∂c0
(it corresponds to b0 mode of b-ghost). This operator
acts explicitly on (F ·ext,Q) in following way:
Ω0 Ω1
∗d∗oo ΩD−1
∗oo
||zz
zz
zz
zz
zz
zz
zz
zz
zz
z
ΩD
∗d∗oo
−Id
~~}}
}}
}}
}}
}}
}}
}}
}}
}}
(−1)D−1d∗
⊕ ⊕
d∗
Ω0
Id(−1)D
aaCCCCCCCCCCCCCCCCCCC
∗d∗d∗ // ΩD
bbDDDDDDDDDDDDDDDDDDD
One can easily obtain that the b operator is self-adjoint w.r.t. the pairing
(78). Moreover, it has trivial cohomology, and commutation relations between
Q and b operators are given by the simple formula:
[Q,b] = ∆, (79)
where ∆ = ∗d ∗ d + d ∗ d∗ is the Laplacian. We have the following Proposition.
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Proposition 3.5. The space F = ⊕3i=0F
i
ext allows the Hodge-type decomposi-
tion:
F = ker∆⊕ Imb⊕ ImQ. (80)
It is clear that the subspace Imb is the Lagrangian submanifold in Fext w.r.t.
the symplectic pairing given by (78). It is not hard to see that on the BV lan-
guage the Lagrangian submanifold Imb corresponds to the choice of a Lorenz
gauge in YM theory. Here, we wrote it down in the cohomological way (see
(79),(80)). In [18], it was noted that the amount of BV theories which allow
such type of gauge fixing is very limited. It was also said that it was not known
whether gauge fixing of this type could be performed for usual YM theory (how-
ever, the author finds that this can be done for the first order formulation of
YM theory, to which we will return in section 4). Here we fill this gap.
3.7. G∞ algebra in YM theory? The origin of the operator b, which, as
we have already seen, gives the gauge fixing condition, lies in the conformal
field theory. As we have already noted, when one embeds the extended Maxwell
complex in BRST complex, this operator corresponds to the b0 mode of the
b-ghost. It is known [12], that the operation {·, ·}h given by the formula
{U, V } = Resz(b−1U)(z)V = b0µ(U, V )− µ(b0U, V )− (−1)
|U|µ(U, b0V ), (81)
where U, V are the states in some chiral algebra, generates a homotopy Ger-
stenhaber algebra on the space of states of chiral algebra. One can expect that
the induced operation
{·, ·} : F iext ⊗F
j
ext → F
i+j−1
ext (82)
given explicitly by the expression
{a1, a2} = bµ(a1, a2)− µ(ba1, a2)− (−1)
na1µ(a1,ba2), (83)
where a1, a2 ∈ F
·
ext, also generates a homotopy Gerstenhaber algebra. We leave
the question of the existence of such algebra on the complex (F ·ext,Q) open,
since it is rather hard to check all the relations directly. The main obstacle
for its existence is hidden, of course, in the logarithmic part of the operator
products which we threw away, when defined the operation µ via the OPE. We
postpone the detailed study of this question to the subsequent publications. If
such structure exists, it is interesting to see how it shows up in the perturbation
theory of YM, e.g. in the formalism of [18].
4 Playing with gauge theory: other complexes
and algebras.
In the sections 2 and 3 we studied the homotopy algebras related to the canon-
ical formulations of YM theory. Here we give some algebraic structures related
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to different formulations of YM theory with and without matter fields.
4.1. First order formulation. The Maxwell complex, which was the starting
point for all the structures in this paper, contains different kinds of operators,
i.e. the first and second order ones. If one tries to break in pieces the second
order operator d ∗ d, one obtains the following system of maps:
0 −→ Ω0(M)
d
−→ Ω1(M)
∗d
−→ ΩD−2(M)
−∗
−−→
ΩD−2(M)
−d∗
−−−→ ΩD−1(M)
d
−→ ΩD(M)→ 0. (84)
However, this is not a complex. But there is a way to turn it into a complex.
We give to both Ω1(M), Ω2(M) and ΩD−2(M), ΩD−1(M) the same grading
and reverse the middle map, which is just the Hodge star. In such a way we
obtain the complex
0 −→ K0
Q˜
−→ K1
Q˜
−→ K2
Q˜
−→ K3 −→ 0 (85)
such that K0 = Ω0(M), K1 = Ω1(M) ⊕ Ω2(M), K2 = ΩD−1(M) ⊕ ΩD−2(M),
K3 = ΩD(M) and the differential Q˜ acts as follows:
0 // Ω0(M)
d // Ω1(M)
  A
AA
AA
AA
AA
AA
AA
AA
ΩD−1(M)
d // ΩD(M) // 0
−d∗⊕ ⊕
∗d
Ω2(M)
−∗
//
>>}}}}}}}}}}}}}}}
ΩD−2(M)
This complex possess an Abelian associative graded algebra structure, such that
the multiplication is defined by means of the following table:
µK(f
′, f ′′)=
f ′′/f ′ v′ (A′,F′) (W′,G′) a′
v′′ v′v′′ (v′′A′, v′′F′) (v′′W′, v′′G′) v′′a′
(A′′,F′′) (v′A′′, v′F′′) (A′′ ∧ ∗F′− −A′′ ∧W′− 0
A′ ∧ ∗F′′, ∗(A′ ∧A′′) F′′ ∧G′
(W′′,G′′) v′W′′ −A′ ∧W′′− 0 0
F′ ∧G′′
a′′ v′a′′ 0 0 0
Here f ′, f ′′ take values in sets of variables with prime and double prime corre-
spondingly. Other elements in the table correspond to the appropriate values of
µ(f1, f2). In the table above v
′, v′′ ∈ K0; (A′′,F′′), (A′′,F′′) ∈ K1 = Ω1(M) ⊕
Ω2(M); (W′,G′), (W′′,G′′) ∈ K2 = ΩD−1(M) ⊕ ΩD−2(M); a′, a′′ ∈ K3. We
leave to check all the relations to the reader. As before, one can tensor the result-
ing algebra with some Lie algebra g and obtain the graded associative algebra
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with a differential Q˜. The associated Maurer-Cartan equation and symmetries
are:
Q˜Φ+ µK(Φ,Φ) = 0, Φ→ Φ + ǫ(du+ µK(u,Φ)− µK(Φ, u)), (86)
where Φ = (A,F) ∈ K1 and u ∈ K0. One obtains that the resulting equations
are again Yang-Mills equations with symmetries:
dA ∗ F = 0, F = dA+A ∧A,
A→ A+ ǫ(du+ [u,A]), F→ F+ ǫ[u,F]. (87)
It is not hard to define an invariant inner product on such an algebra, namely,
it has the same form as in the usual YM theory:
〈a1, a2〉 =
∫
M
a1 ∧ a2. (88)
Then, the Chern-Simons action
SCS =
1
2
〈Q˜Φ,Φ〉+
1
3!
〈µK(Φ,Φ),Φ〉 (89)
is just the first order form of YM action:
Sfo =
1
2
Tr
∫
M
(
F ∧ ∗F+ ∗F ∧ (dA+A ∧A)
)
. (90)
In subsection 4.2, we consider the algebraic structures related to a different first
order formulation which exists only in four dimensions. I need to mention that
so far I have not seen how this formulation can arise from CFT (see also Final
remarks section for suggestions in this respect).
4.2. 4D: from the first order formulation to topological YM theory.
In this subsection, the manifold M will be 4-dimensional. In four dimensions it
is possible to reduce the complex of the first order theory to the following one:
0 // Ω0(M)
d // Ω1(M)
?
??
??
??
??
??
??
??
Ω3(M)
d // Ω4(M) // 0
−d⊕ ⊕
d+
Ω2+(M) −Id
//
??
Ω2+(M)
where d+ = d + ∗d and Ω
2
+(M) is the space of self-dual 2-forms on the mani-
fold M . One can define a bilinear operation on the resulting complex, slightly
changing the one from the previous subsection:
µsd(f
′, f ′′)=
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f ′′/f ′ v′ (A′,F′+) (W
′,G′+) a
′
v′′ v′v′′ (v′′A′, v′′F′+) (v
′′W′, v′′G′+) v
′′a′
(A′′,F′′+) (v
′A′′, v′F′′+) (A
′′ ∧F′+− −A
′′ ∧W′− 0
A′ ∧ F′′+, P+(A
′ ∧A′′) F′′+ ∧G
′
+
(W′′,G′′+) v
′W′′ −A′ ∧W′′− 0 0
F′+ ∧G
′′
+
a′′ v′a′′ 0 0 0
Here, P+ = 1+∗ is the projection operator on Ω
2(M). It is not hard to see that
this operation gives to the complex above the structure of Abelian associative
algebra. If we tensor it with some Lie algebra g, following the steps of section
3, we obtain that it is related to the action
S = Tr
∫
M
(
F+ ∧F+ + F+ ∧ (dA+A ∧A)
)
, (91)
where F ∈ Ω+(M), which is equivalent to the YM theory at least on the classical
level. This algebra was also considered in [18].
However, using the complex above, one can obtain another very important
and famous model, namely, topological Yang-Mills theory by ”gluing” it with
the Maxwell complex and the algebraic structure on it. One can consider the
complex:
0 // Ω0(M)
d // Ω1(M)
?
??
??
??
??
??
??
??
d∗d // Ω3(M)
d // Ω4(M) // 0
−d⊕ ⊕
d+
Ω2+(M) −Id
//
??
Ω2+(M)
such that the middle square is a commutative diagram, if we reverse the Id
map. One can see that now it has both the Maxwell complex and the complex
of first order theory as subcomplexes. Now one can consider the algebra which
contains both the Abelian algebra of the first order theory and the C∞ algebra
of YM theory as subalgebras. One can see that it is not hard to write down
the explicit formulae, since operations µsd and (·, ·)h overlap consistently. If
we tensor it with some Lie algebra, the resulting Maurer-Cartan equation for
the associated A∞ algebra will be just F = P+(dA + A ∧ A). However, this
is not the end of the construction. The complex above can be extended in the
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following way:
Ω0
d // Ω1
6
66
66
66
66
66
66
d∗d // Ω3
Id
6
66
66
66
66
66
66
6
d // Ω4
−Id
5
55
55
55
55
55
55
5
−d⊕ ⊕ ⊕ ⊕
d+
0 // Ω0
d
//
−Id
DD														
Ω1
Id
DD
d+
// Ω2+ −Id
//
CC
Ω2+ −d
// Ω3
d
// Ω4 // 0
This extension obviously corresponds to the extra symmetries (including sym-
metries of symmetries) of the theory. One can show that it is possible to continue
the C∞ algebra nontrivially on the whole complex by means of continuation of
the bilinear operation via the wedge product. Now, tensoring the resulting C∞
algebra with some Lie algebra and antisymmetrizing, one gets an L∞ algebra,
as usual. This algebra can be used to construct the BV action (as we did for
YM theory in section 2), corresponding to the BV quantization of the theory
with an action
Stop = Tr
∫
(G− F+(A))
2, F+(A) = P+(dA+A ∧A), (92)
where G ∈ Ω2+, which corresponds to topological YM theory (see e.g. [20]).
4.3. Matter fields and Higgs mechanism. In principle, matter fields can be
added into the picture. Usually, this means that we need to extend the Maxwell
complex by means of some contractible complex. For example, let’s take the
simplest nontrivial case: an Abelian gauge theory coupled to the complex scalar
field. This means that the contractible complex should be of the form:
0→ R1
Q
−→ R2 → 0, (93)
whereR1, R2 are the spaces of 0- and D-forms with values in C correspondingly,
and the operator Q acts as ∆ +m2, where ∆ is a Laplace operator. It is not
hard to write down the relations which lead to the L∞ algebra. The bilinear
relation is given by:
[f ′, f ′′]h=
f ′′/f ′ v′ φ′ A′ ψ′ V′ a′
v′′ 0 −φ′v′′ 0 −ψ′v′′ 0 0
φ′′ v′φ′′ {φ′, φ′′} {A′, φ′′} φ′′ψ′∗ − φ′′∗ψ′ 0 0
A′′ 0 {A′′, φ′} 0 0 0 0
ψ′′ v′ψ′′ φ′∗ψ′′ − ψ′′∗φ′ 0 0 0 0
V′′ 0 0 0 0 0 0
a′ 0 0 0 0 0 0
23
Here v′, v′′ ∈ F0; A′,A′′ ∈ F1; V′V′′ ∈ F2; a′, a′′ ∈ F0; φ′, φ′′ ∈ R1; ψ′, ψ′′ ∈
R2. The bilinear forms {·, ·} are defined as follows:
{A, φ} = d(∗Aφ) +A ∧ ∗dφ,
{φ′, φ′′} = φ ∗ dφ′∗ − φ∗ ∗ dφ′ + φ′ ∗ dφ∗ − φ′∗dφ. (94)
The trilinear relation is given by:
[A,B, φ]h = 2A ∧ ∗Bφ,
[A, φ′, φ′′]h = −2(φ
′φ′′∗ + φ′∗φ′′) ∗A,
[φ′, φ′′, φ′′′]h = −λ(φ
′φ′′φ′′′∗ + φ′φ′′∗φ′′′ + φ′∗φ′′φ′′′). (95)
Then one can check that this L∞ algebra is related to the action
S =
∫
M
(
dAφ ∧ ∗(dAφ)
∗ +m2φφ∗ −
λ
2
(φφ∗)2 +
1
2
F ∧ ∗F
)
. (96)
The Higgs mode for this Lagrangian can be written as a deformation of the
differential Q and the operation [·, ·]h given by the simplest solution φ0, such
that |φ0|
2 = m
2
λ
to the Maurer-Cartan equation
QΦ +
1
2
[Φ,Φ]h +
1
3!
[Φ,Φ,Φ]h = 0, (97)
where Φ = A+ φ. Namely, the deformation is given by
Q0· = Q ·+[φ0, ·]h +
1
2
[φ0, φ0, ·]h,
[φ′, φ′′]0,h = [φ
′, φ′′]h + [φ0, φ
′, φ′′]h, (98)
which is analogous to the detour complex which we considered in section 2. One
can see that the mass generation mechanism is given by the deformation of the
operator Q.
In such a way, we see that this homotopic formalism we studied in this paper
is quite useful and in some sense universal for the description of the various
aspects of field theory.
5 Final Remarks
In this paper, we studied the relations between the homotopy algebraic struc-
tures in gauge theory and in CFT. One should ask a question, whether there
is such a relation in closed string case, i.e.between the homotopy structures in
Gravity and possible extension of Lian-Zuckerman constructions. In [16], [23]
we studied the bilinear operations, acting on the tensor product of the chiral
and antichiral sectors. The operation of main interest for us is:
{U (0), V (0)}ǫ(z, z¯) = P+
∫
Cǫ,z
U (1)V (0)(z, z¯), (99)
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where U (0), V (0) are some operators on the tensor product of chiral and antichi-
ral sectors, U (1) = dw[b−1, U
(0)(w, w¯)]+dw¯[b˜−1, U
(0)(w, w¯)] is a 1-form, and Cǫ,z
is a circle contour of radius ǫ, and P+ is the projection on nonnegative powers
of ǫ. After careful analysis of this operation, one can show that it generates a
Gerstenhaber algebra on the BRST cohomology, such that in the limit ǫ → 0
(or, replacing P+ by P0) this algebra reduces to the one of Lian-Zuckerman
type extended on the product of holomorphic and antiholomorphic sectors. As
we have shown in [16], [25], the formal Maurer-Cartan equation associated with
ǫ→ 0 limit of (99), reproduces (in quasiclassical limit) the conformal invariance
conditions for the sigma model, i.e. Einstein equations, and also symmetries of
these equations. We also notice that these algebraic constructions are deeply
related to the very nature of the perturbation series of sigma model, regularized
via (carefully defined) point-splitting. We will discuss in detail the operation
(99) and related structures in [17].
These CFT structures (in both open and closed string cases), which give
the possibility to reproduce the classical equations of motion, should be closely
related to the SFT structures, i.e. Witten’s star product [13] and the Zwiebach
2-product [6]. However, in the open string case the algebraic structure is very
complicated, since as it was shown in [26]-[28], the Yang-Mills theory appears
after integration out massive modes, which gauge field is coupled to. Another
problem in open string theory is on CFT side: as we have already mentioned
in section 2, the Lian-Zuckerman operations should be extended (in order to
satisfy the homotopy algebra relations on the full BRST complex) by means of
the contributions coming from the logarithms of the OPEs. There is a way how
to avoid logarithms: one can reformulate open CFT by means of some other
CFT, which does not contain this complication. It can be achieved by means
of consideration of the first order action, like we did for closed string case in
[22],[23]. The first step in this direction is povided by paper [29], where the Yang-
Mills equations were obtained from studying the Lian-Zuckerman operations in
the first-order (beta-gamma) open string CFT.
Since the Lian-Zuckerman construction appears to be very close to SFT
structure, one can raise a question, whether it is possible to reproduce ”stringy”
α′-corrections directly from these algebraic structures. The first order version
shows that it should be closely related to the study of the quantization of the
Courant algebroid.
In [30] M. Movshev and A. Schwarz study possible α′-corrections to 10-
dimensional SUSY Yang-Mills theory using the vast underlying supersymmetry
structure, which they incorporate into homotopy algebra language. Their ap-
proach is pure algebraic (they are relying on the pure spinor formulation) and
does not involve any relation with string theory. A very natural construction
would be to consider the Lian-Zuckerman structures in the context of Berkovits’
formulation of superstring theory. In such a way one can compare the α′-
corrections coming directly from CFT and those, constructed algebraically.
One more question is related to the structure of noncommutative (NC) the-
ories. Namely, using the introduced constructions, the A∞ algebra of NC Yang-
Mills theory can be defined (at least in the case of flat space). But the intriguing
25
question is as follows: what does Seiberg-Witten map [24] mean in these terms?
The reasonable answer could be that it is some A∞-morphism, since symmetries
and Maurer-Cartan equations are related in the appropriate way. One can also
seek the relation of our constructions with the unfolded dynamics formalism
(see e.g. [31], [32]). We will return to these and other related questions in the
future.
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A. Proof of the homotopy algebra relations
Proposition 3.1. Let a1, a2, a3, a4, b, c ∈ Fg. Then the following relations hold:
Q(a1, a2)h = (Qa1, a2)h + (−1)
na1 (a1,Qa2)h,
(a1, a2)h = (−1)
na1na2 (a2, a1)h,
Q(a1, a2, a3)h + (Qa1, a2, a3)h + (−1)
na1 (a1,Qa2, a3)h +
(−1)na1+na2 (a1, a2,Qa3)h = ((a1, a2)h, a3)h − (a1, (a2, a3)h)h,
(a1, (a2, a3, a4)h)h + (−1)
na1 ((a1, a2, a3)h, a4)h =
((a1, a2)h, a3, a4)h + (−1)
na1 (a1, (a2, a3)h)h +
(−1)na1+na2 (a1, a2, (a3, a4)h)h,
((a1, a2, a3)h, b, c)h = 0. (100)
Proof. Let’s start from the first relation of Proposition 2.1.:
Q(a1, a2)h = (Qa1, a2)h + (−1)
na1 (a1,Qa2)h. (101)
We begin from the case a1 = u ∈ F
0. Then, for a2 = v ∈ F
0 we have:
Q(ρu, ρv)h = d(u, v) = (u, dv)h + (du, v)h = (Qu, v)h + (u,Qv)h. (102)
Let a2 = A ∈ F
1. Then
Q(u,A)h = d ∗ d(u,A). (103)
We know that
d ∗ d(u,A) = d ∗ (du ∧A) + du ∧ ∗dA+ ud ∗ dA. (104)
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At the same time
(Qu,A)h = du ∧ ∗dA+ d ∗ (du ∧A) (105)
and
(u,QA)h = ud ∗ dA. (106)
Taking the sum of (105) and (106), we get (103) and, therefore, the relation
(101) also holds in this case. The last nontrivial case with a1 = u is that when
a2 =W ∈ F
2. We see that
Q(u,W)h = d(uW) = du ∧W + udW =
(Qu,W)h + (u,QW)h. (107)
Let’s put a1 = A ∈ F
1. Then for a2 = B ∈ F
1, we get
Q(A,B)h = d(A,B). (108)
We find that
d(A,B) = (dA ∧ ∗dB)− (A ∧ d ∗ dB) +
(B ∧ d ∗ dA)− (∗dA ∧ dB) = (d ∗ dA,B)h − (A, d ∗ dB)h. (109)
This leads to the relation:
Q(A,B) = (QA,B)h − (A,QB)h, (110)
where {A,B} ∈ F1. Therefore, (101) holds in this case.
It is easy to see that this relation for the other values of a1 and a2 reduces
to trivial one. Thus, we proved (101), i.e. the first relation from Proposition
2.1. The graded commutativity condition (a1, a2)h = (−1)
na1na2 (a2, a1)h fol-
lows directly from the definition. The next relation to prove is the deformed
associativity condition
Q(a1, a2, a3)h + (Qa1, a2, a3)h + (−1)
na1 (a1,Qa2, a3)h +
(−1)na1+na2 (a1, a2,Qa3)h = ((a1, a2)h, a3)h − (a1, (a2, a3)h)h. (111)
It is easy to see that due to the graded commutativity property of the bilinear
operation it is enough to prove it in two cases: i)a1 ∈ F
0, a2, a3 ∈ F
1 and ii)
a1, a2, a3 ∈ F
1. Let’s show i) at first.
(
u, (A,B)h
)
h
= uA ∧ ∗dB− uB ∧ ∗dA+ ud ∗ (A ∧B),(
(u,A)h,B
)
h
= uA ∧ ∗dB− uB ∧ ∗d(uA) + ud ∗ (uA ∧B). (112)
Therefore
(
(u,A)h,B
)
h
−
(
u, (A,B)h
)
h
=
du ∧ ∗(A ∧B)−B ∧ ∗(du ∧A) = (du,A,B)h. (113)
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Thus i) is proven. Now we prove ii).
(
(A,B)h,C
)
h
= C ∧A ∧ ∗dB−C ∧B ∧ ∗dA+C ∧ d ∗ (A ∧B)
= C ∧A ∧ ∗dB− dA ∧ ∗(C ∧B) +C ∧ d ∗ (A ∧B),(
A, (B,C)h
)
h
= A ∧B ∧ ∗dC−A ∧C ∧ ∗dB+A ∧ d ∗ (B ∧C)
= dC ∧ ∗(A ∧B)−A ∧C ∧ ∗dB+A ∧ d ∗ (B ∧C). (114)
Hence,
(
(A,B
)
h
,C)h −
(
A, (B,C)h
)
h
= d(A,B,C)h. (115)
Thus (111) is proven. The next relation to prove is the generalized associativity
condition
(
a1, (a2, a3, a4)h
)
h
+ (−1)na1
(
(a1, a2, a3)h, a4
)
h
=(
(a1, a2)h, a3, a4
)
h
+ (−1)na1
(
a1, (a2, a3)h
)
h
+
(−1)na1+na2
(
a1, a2, (a3, a4)h
)
h
. (116)
Easy to see that it is enough to examine two cases: i) all ai ∈ F
1, ii) one of ai
belongs to F0, all other belong to F1. i) follows from the relation
(
(D,A,B)h,C
)
h
−
(
D, (A,B,C)h
)
h
= 0, (117)
and ii) follows from
(
(u,A)h,B,C
)
h
=
(
u, (A,B,C)h
)
h
. (118)
The last relation we need to prove is for trilinear operation only:
(
(a1, a2, a3)h, b, c
)
h
= 0. (119)
It is trivial to check due to the fact that the trilinear operation is nonzero only
if all arguments belong to F1. Thus Proposition 3.1. is proven. 
Proposition 3.3. The operations µ, n,m satisfy the following relations:
Qµ(a1, a2) = µ(Qa1, a2) + (−1)
na1µ(a1,Qa2),
µ(a1, a2)− (−1)
na1na2µ(a2, a1) =
Qm(a1, a2) +m(Qa1, a2) + (−1)
na1m(a1,Qa2)
µ
(
µ(a1, a2), a3
)
− µ
(
a1, µ(a2, a3)
)
=
Qn(a1, a2, a3) + n(Qa1, a2, a3) + (−1)
na1n(a1,Qa2, a3) +
(−1)na1na2n(a1, a2,Qa3), (120)
where ai ∈ F
·
ext.
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Proof. Let’s prove the first relation, i.e. we prove that Q is a derivation for
µ. We check the relations which do not trivially follow from the relations of
Proposition 3.1:
µ(Qu, v) + µ(u,Qv) = ∗duv+ u ∗ v− ∗(duv) = ∗uv = Qµ(u, v),
µ(QA, v) − µ(A,Qv) = d ∗ (Av) = Qµ(A, v),
µ(Qu, a) + µ(u,Qa) = −d ∗ (A ∧ ∗a) = Qµ(u, a). (121)
In the formulae above u ∈ F0, A ∈ F1, v ∈ G1, a ∈ G2. The second relation
(the commutativity of µ up to homotopy) follows directly from the explicit form
of µ and n. The last relation we need to prove is:
µ
(
µ(a1, a2), a3
)
− µ
(
a1, µ(a2, a3)
)
=
Qn(a1, a2, a3) + n(Qa1, a2, a3) + (−1)
na1n(a1,Qa2, a3) +
(−1)na1na2n(a1, a2,Qa3). (122)
Again, we check only the nontrivial relations. First, we prove (122) when all
arguments belong to F1:
µ(µ(A,B),C)− µ(A, µ(B,C)) =
((A,B)h,C)h − (A, (B,C)h)h + µ(A ∧ ∗B,C)− µ(A,B ∧ ∗C) =
−d ∗ (C ∧ ∗(A ∧ ∗B)) + d ∗ (A ∧ ∗(B ∧ ∗C)) +Q(A,B,C)h =
d(∗A ∧ ∗(B ∧C)− ∗C ∧ ∗(A ∧ ∗B) +
A ∧ ∗(B ∧C)−C ∧ ∗(A ∧B)) = Qn(A,B,C). (123)
Another nontrivial case is when one of the arguments belongs to G1:
µ(µ(A,B), v) − µ(A, µ(B, v)) = µ(A ∧ ∗B, v)− µ(A, ∗Bv) = 0,
µ(µ(A, v),B) − µ(A, µ(v,B)) = µ(∗Av,B) + µ(A, ∗Bv) =
2 ∗ (A ∧ ∗Bv) = −m(A,Qv,B), (124)
µ(µ(v,A),B) − µ(v, µ(A,B)) = −2 ∗ (A ∧ ∗B)v = m(Qv,A,B).
And the last nontrivial situation is when one of the arguments belongs to F0,
29
another to G2 and the last one to F1:
µ(µ(u, a),A)− µ(u, µ(a,A)) = µ(au− ∗(du ∧ ∗a),A) +
µ(u, d ∗ (A ∧ ∗a)) = −d ∗ (A ∧ ∗(au))−A ∧ ∗(du ∧ ∗a) +
ud ∗ (A ∧ ∗a) = −2A ∧ ∗(du ∧ ∗a) = (Qu, a,A),
µ(µ(a, u),A)− µ(a, µ(u,A)) = −d ∗ (A ∧ ∗(au))−A ∧ ∗(du ∧ ∗a) +
d ∗ (A ∧ ∗ua)− a ∧ ∗(du ∧ ∗A) = −2A ∧ ∗(du ∧ ∗a) = (a,Qu,A),
µ(µ(A, a), u)− µ(A, µ(a, u)) = −ud ∗ (A ∧ ∗a) + d ∗ (A ∧ ∗ua) +
A ∧ ∗(du ∧ ∗a) = −m(A, a, du),
µ(µ(u, a),A)− µ(u, µ(a,A)) = µ(ua− ∗(du ∧ ∗a),A) +
ud ∗ (A ∧ ∗a) = −2A ∧ ∗(du ∧ ∗a) = (Qu, a,A),
µ(µ(u,A), a)− µ(u, µ(A, a)) = µ(uA+ ∗(du ∧ ∗A), a) +
ud ∗ (A ∧ ∗a) = 0,
µ(µ(A, u), a)− µ(A, µ(u, a)) = µ(Au − ∗(du ∧ ∗A), a)−
µ(A, ua− ∗(du ∧ ∗a)) = −d ∗ (A ∧ ua)− ∗(du ∧ ∗A)a+
d ∗ (A ∧ ua) +A ∧ ∗(du ∧ ∗a) = 0. (125)
This finishes the Proof. 
B. Lian-Zuckerman operations: explicit compu-
tations
In this Appendix, we will calculate explicitly the leading α′-corrections to the
operations µ, n, m in the open string case. We we will show how these OPE
formulas lead to the table from subsection 3.5.
We remind that in subsection 3.2. we associated u ∈ F0 with ρu = u(X),
u ∈ G1 with φu = 2α
′∂c, A ∈ F1 with 2φA = 2cAµ(X)∂X
µ − 2α′∂c∂µA
µ,
a ∈ G2 with 2ψa = 2α
′c∂2ca(X) + 4α′c∂c∂µa(X)∂X
µ, W ∈ F2 with 4ψW =
4α′c∂cWµ∂X
µ, a ∈ F3 with −4χa = −4α
′2c∂c∂2c.
Now, we will show how the leading α′ orders for the operation µ(·, ·) on
vertex operators induce bilinear operation on fields. Let’s start with the first
nontrivial case, when the arguments are ρu and φA:
µ(ρu, φA) = cuAµ∂X
µ − α′∂cu∂µA
µ =
φuA + α
′∂c∂µA
µ = φuA + φ∗(du∧∗A),
µ(φA, ρu) = cAµu∂X
µ − α′∂c∂µA
µu− 2α′∂cAµ∂
µu =
φuA − φ∗(du∧∗A). (126)
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Another nontrivial example occurs in the case when both arguments are 1-forms:
µ(φA, φB) = α
′(−
1
2
∂2ccAµBµ − 2∂ccAµ∂
µBν∂X
ν +
2∂cc∂ρAµBρ∂X
µ − 2∂cc∂ρAµB
µ∂Xρ − ∂cc∂µA
µBρ∂X
ρ −
c∂c∂µB
µAρ∂X
ρ) = ψ(A,B) +
1
2
ψA∧∗B, (127)
and (D − 1)-, D-forms:
µ(ρu, ψa) = α
′c∂2cua+ α′c∂cu∂µa∂X
µ = ψua − 2ψ∗(du∧∗a)
µ(φA, ψW) = −
1
2
α′2c∂c∂2cAµW
µ = −
1
2
χA∧∗W,
µ(ψW, φA) = −α
′2(
1
2
∂2c∂ccWµA
µ + ∂c∂2ccWµA
µ) =
−
1
2
χA∧∗W. (128)
In such a way one can fill all the table of section 3.5. We leave all other cases as
an exercise. Similarly, one can show that operation m gives nonzero value only
when its arguments correspond to 1-forms. And in this situation we have
m(φA, φB) = −b−1α
′∂ccAµB
µ = α′∂cAµB
µ = φ∗(A∧∗B), (129)
which is in agreement with (67). Finally, for the trilinear operation n(·, ·, ·) we
get:
n(φA, φB, φC) = c∂c(AνBµC
µ −BνAµC
µ)∂Xν =
1
2
ψ∗A∧∗(B∧∗C)−∗C∧∗(A∧∗B)+A∧∗(B∧C)−C∧∗(A∧B)
n(ψa, φA, φB) = −∂
2c∂ccAµB
µ = 2χa∧∗(A∧∗B), (130)
and it vanishes in the cases when arguments are outside F1,G2. This is in
agreement with (69).
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