Abstract. Let K be a perfect field and let E be a homotopy commutative ring spectrum in the MorelVoevodsky stable motivic homotopy category SH(K). In this work we investigate the relation between the E-homology localization and E-nilpotent completion of a spectrum X. Under reasonable assumptions on E and X we show that these two operations coincide and can be expressed in terms of formal completions or localizations in the usual sense of commutative algebra. We deduce convergence criteria for the E-based motivic Adams-Novikov spectral sequence.
Introduction
Motivation. One of the most long-standing open problems in algebraic topology is that of describing the stable homotopy groups of the sphere spectrum π k (S) = lim − →n π k+n S n . For small values of k it is possible to run ad-hoc geometric arguments, but for higher values of k the difficulties increase very quickly. Adams observed that one could try to attack the problem by studying the p-primary torsion one prime at the time, by using the mod p Adams spectral sequence: Ext * , * A * (Z/p, Z/p) ⇒ π * (S) ⊗ Z p . The spectral sequence converges completely to the p-adic completion of π * (S), and takes as an input the singular homology of the one point space with its natural structure of co-algebra over the dual Steenrod algebra A * . It is worth mentioning that thanks to the work of Milnor and many others we possess a very explicit presentation of A * and of the E 2 term of the above spectral sequence.
Soon after it became clear that this was only an example of a much wider set of tools. Indeed, for any spectrum X and a well behaved generalized ring homology theory E one could produce a similar spectral sequence Ext * , * π * (E∧E) (π * (E), π * (E ∧ X)) ⇒ π * (X ∧ E ), called the E-based Adams-Novikov spectral sequence. Even when X = S is fixed, different choices of E give very different spectral sequences. One of the reasons for considering these spectral sequences is that, at the cost of having a less explicit description of the E 2 term and of the target, one would obtain better structural properties of the pages. For instance, when E = KU is non-connective complex topological K-theory and X = S the spectral sequence collapses at page E 3 as suggested by Adams in [Ada74a] .
For a general E it is hard to say what X ∧ E is. This spectrum is called the E-nilpotent completion of X, and by design the spectral sequence converges conditionally to its homotopy groups, but we lack of a concrete description of this gadget. However, thanks to the seminal work of Adams [Ada74b] and Bousfield [Bou79a, Bou79b] , we know that in many good cases there is an equivalence between the target X ∧ E of the spectral sequence and the E-homology localization of X. We wish to briefly explain this point. Given a spectrum E, we can formally invert all the maps in the stable homotopy category SH that induce isomorphisms in E-homology. We thus have a calculus of fractions and a localization functor SH −→ SH[{E − homology isomorphisms} −1 ]. The localized category can then be embedded fully-faithfully into SH with essential image being the subcategory of E-local objects. The localization functor and the embedding of the localized category form an adjoint pair of functors and the unit of the adjunction X −→ X E is called the E-localization of X. In the work cited above the authors argue that, under some even more restrictive assumptions on E and X, one can actually make X E really explicit: it takes the form either of a formal completion or of a localization in the standard commutative algebra meaning of these terms. The fact that the mod p Adams spectral sequence converges to the p-adic completion of π * (S) is an example of such results.
Let us now turn to the realm of algebraic geometry and fix a perfect field K. In their seminal work [MV99, Mor06, Mor, Mor04a], Morel and Voevodsky construct analogues of the unstable category H and of the stable category SH for smooth algebraic K-varieties. We denote these categories by H(K) and SH(K) respectively. One of the main novelties of these constructions is that they allow one to manipulate algebraic varieties and their cohomology theories in a way which is unarguably much closer to algebraic topology than any other previous approach. For instance there is a sphere spectrum over K, which we simply denote by S K . It is defined as the infinite suspension of the space S 0 , which is obtained by adding a disjoint base point to the base scheme Spec K. The stable homotopy groups of S K are now bi-graded and, for keeping the best topological intuition, we can organize them into a family of graded groups π k (S K ) * := n∈Z π k (S K ) n (see 2.1 for a precise definition). It is thus natural to ask about some structural properties of the homotopy group of the motivic sphere spectrum.
In his pioneering work [Mor05] Morel proved that π k (S K ) * = 0 if k < 0. In [Mor04a] he gave a wonderful explicit presentation of π 0 (S K ) * in terms of the Milnor-Witt K-theory K MW * (K): this is a graded ring, close to Milnor's K-theory, and whose weight zero part is canonically isomorphic to the Grothendieck-Witt ring of quadratic spaces over K. Moreover in [Mor99] Morel set up the basics for a motivic version of the mod 2 Adams spectral sequence, where the homotopy groups π k (S K ) * are approximated by Voevodsky's motivic cohomology with mod 2 coefficients. As an application he showed that, by only looking at the contributions to π 0 (S K ) 0 , Voevodsky's computation of the motivic Steenrod algebra implies the Milnor's conjecture on the structure of quadratic forms over K. More recently several people have used this spectral sequence. Much work has been carried out by Dugger and Isaksen who have pioneered computations of π * (S K ) * in a certain range over the fields K = C, R, see for instance [DI10] , [DI17b] and [DI17a] . Analogous computations have been carried out for S K [1/η] in the work of Guillou-Isaksen [GI15] [GI16] and of . In a different but related direction, Ormsby and Østvaer [Orm11, OOsr13] use the motivic Adams spectral sequence for determining the homotopy groups of the truncations of the algebraic Brown-Peterson spectra BP K over the field K = Q and its archimedean and non-archimedean completions.
Main Content. Given a homotopy commutative ring spectrum E in SH(K), we investigate the relation between E-localizations and E-nilpotent completions of motivic spectra. The notion of E-localization of a motivic spectrum is a close generalization of its topological counterpart and satisfies a similar formalism. E-localizations have been considered already a number of times in motivic homotopy theory. The existence of a E-local category was addressed in the appendix of [ROsr08b] and this has been used explicitly in [Hor06] and in [Joa15] in a chromatic perspective. Furthermore the notion is more or less explicitly used in many other works that need the formalism of ℓ-adic completion of motivic spectra (see Section 3 and in particular Proposition 3.1.6). In algebraic topology, when E is connective, a Theorem of Bousfield (see Theorem 3.1 in [Bou79b] ) explicitly describes the E-localization map λ E (X) : X −→ X E of a connective spectrum X. Our first result is a motivic analogue of such a theorem, albeit under some very strong assumptions on E. Roughly speaking we ask that the 0-th homotopy module of our cohomology theory E is of the form π 0 E = π 0 (S K )/(f 1 , . . . , f r ) (see 2.2 for a precise definition of homotopy modules), where (f 1 , . . . , f r ) is the unramified ideal generated by elements f i ∈ K MW qi (K).
Theorem 1.0.1 (4.3.5 and 3.1.7). Let E be a homotopy commutative ring spectrum in SH(K). Assume that E satisfies assumption 4.2 in the special case of J = ∅. Then for every connective spectrum X in SH(K) there is a canonical isomorphism X E ≃ X ∧ f1 · · · ∧ fr under which the localization map λ E (X) : X −→ X E and the completion map χ f (X) :
The proof of such result is subdivided in two main parts. In the first part we find a spectrum Sπ 0 E such that (−) Sπ 0 E ≃ (−) ∧ f1 · · · ∧ fr . The spectrum Sπ 0 E is called, by analogy with Topology, a Moore spectrum associated to π 0 E. In fact, such spectrum is not well defined, as it depends on choices that have to be done for performing its construction. However the dependence on these choices disappears when we consider the localization functor (−) Sπ 0 E defined by Sπ 0 E. In Proposition 3.1.7 we give the expected explicit form for the natural transformation X −→ X Sπ 0 E in terms of an adic completion. The second part of the proof of 1.0.1 is more involved and is morally subdivided in two steps. The first step consists in proving that we have a chain of inequalities of Bousfield classes
The notation and formalism of Bousfield classes is introduced in 2.4. For the time being, the above chain of inequalities can be understood as a chain of deeper and deeper Bousfield localizations where Sπ 0 E is the one with fewer local equivalences. Proving the existence of such a chain turns out to be not hard. The second step consists in showing that for a connective spectrum X, the Sπ 0 E-localization X Sπ 0 E is already Hπ 0 S ∧ Sπ 0 E-local. We find this part to be the most involved.
We now state an application of 1.0.1. Recall that we have functors Z tr (−) (resp.Z tr (−)) associating with every smooth algebraic variety V over K, the presheaf with transfers (resp. with generalized transfers) represented by X. This functors lift to derived functors
M : SH(K) −→ DM(K)

M : SH(K) −→ DM(K).
In 5.4 and 5.5 we deduce from 1.0.1 the following results. Corollary 1.0.2. Let K be a field of characteristic 0, and let X be a connective spectrum.
(1) Assume that −1 is a sum of squares in K. If M (X) = 0 then X[1/2] = 0.
(2) IfM (X) = 0 then X = 0.
Similar results have been obtained by Bachmann in [Bac18] ; we discuss the relation with his work in 5.4.3.
The second main statement of this paper is about the comparison between the E-localization of a conTheorem 1.0.3 (7.3.4). Let E be an homotopy commutative ring spectrum in SH(K) and assume that E satisfies assumption 4.2 in the special case of J = ∅. Then for every connective spectrum X in SH(K) the map β E (X) :
. Though the present literature about E-based Motivic Adams-Novikov spectral sequences is quite vast, at the moment the main reference about the convergence of such spectral sequences is [HKO11a] . It was the reading of this specific work that stimulated our interest in the topic. Our results partially overlap with those of [HKO11a] since the motivic ring spectrum E = HZ/p, representing motivic cohomology with mod p coefficients, satisfies our assumptions. Even in this very specific example, our results actually generalize those of [HKO11a] : the only requirement we ask on the spectrum X, in order to describe X ∧ HZ/p , is the connectivity. In other words, we have no assumptions on the existence of a cell presentation of X of any specific form. Our approach to the problem is in fact very different in spirit from that of [HKO11a] and we refer the reader to 7.3.5 for a detailed comparison of our work with [HKO11a] .
Organization of the paper. Section 2 recalls some well known properties we need about SH(K) that can be found in the current literature, some basics about Bousfield's homology localizations and the formalism of Bousfield classes. In section 3 we introduce a motivic analogue of Moore spectra and study the localizations they define. In section 4 we prove Theorem 1.0.1 which, for some very special spectra E, allows to reduce the study of E-localizations to the study of localizations at the Moore spectrum associated to π 0 (E). Section 5 is dedicated to some examples and to some immediate corolloraries of Theorem 1.0.1. At this point we turn to the E-based Adams-Novikov spectral sequence. The construction is outlined in section 6, where we also revise the possible convergence properties of the spectral sequence. In section 7 we address E-nilpotent resolutions and completions, which allow more flexible constructions of the E-based motivic Adams-Novikov spectral sequence. These tools provide enough technology to prove Theorem 1.0.3 up to some facts on pro-spectra, to whom we dedicate the Appendix A.
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A reminder on motivic categories
In this section we review some well-known facts about the motivic stable homotopy category SH(S) of a base scheme S, and we take the occasion to introduce the notation that we will need later on. In 2.1 we recall some basic structural properties of the category SH(S) and briefly review its construction. In 2.2 we review Morel's homotopy t-structure, which is by far the most important tool we need. After this we introduce homology localizations, which are the main subject of study in this work. Given a spectrum E ∈ SH(S), we introduce E-homology localizations and co-localizations, we briefly address the existence of such constructions (both in the triangulated and in the model category setting), and finally deduce some formal properties of these constructions. This will take place in 2.3. We conclude with a review of the formalism of Bousfield classes in 2.4. Bousfield classes are an abstract tool which is very useful to keep track of the mutual relations between the localization functors (−) E , defined for the various E ∈ SH(S). Our choice of symbols and nomenclature follows closely that of [Bou79a] and [Bou79b] .
2.1. Motivic Stable Homotopy Cateogory. A base scheme is a Noetherian scheme of finite Krull dimension. Given a a base scheme S, we denote by SH(S) the Morel-Voevodsky stable homotopy category. For the uses of the present paper we will be mostly interested in the case where S = Spec K is the spectrum of a perfect field K. In this case the category was constructed in [Mor, Mor04a] . More generally, over any base scheme S, the category SH(S) was constructed by Jardine in [Jar00] . Namely SH(S) is the homotopy category associated with the the stable motivic model structure (see [Jar00, Section 4.2]) on the category Spt Σ T (S) of symmetric T -spectra over S; here T is the Thom space associated to the trivial bundle of rank one over S. The stable motivic model structure is simplicial, stable, proper, cofibrantly generated and combinatorial, as proved in [Jar00, Theorem 4.15]. Furthermore the stable motivic model structure on Spt Σ T (S) is compatible with the smash product of symmetric spectra (see [Jar00, Proposition 4.19]) and makes Spt Σ T (S) into a closed symmetric monoidal model category. As a result the homotopy category SH(S) is a closed symmetric-monoidal triangulated category. We denote by [X, Y ] the abelian group of maps between X and Y in SH(S). The triangulated category SH(S) is actually compactly generated by the set
where Σ p+qα is defined as Σ p S 1 Σ q Gm . 2.2. Homotopy t-structure. Let S be a base scheme. To every motivic spectrum X we associate homotopy sheaves π p (X) q which are defined as the Nisnevich sheafification of the presheaves
defined on the category Sm S of smooth S-schemes, and with values in abelian groups. We will denote by π p (X) := q∈Z π p (X) q and regard them as homotopy modules in the sense of Morel [Mor04a, Deinition
Under a different point of view, we can define SH(S) ≥n as the localizing subcategory of SH(S) generated by the set
The general formalism of accessible localizations, which in fact works for every base scheme S, implies that the inclusion i n : SH(S) ≥n ⊆ SH(S) has a right adjoint τ ≥n : SH(S) −→ SH(S) ≥n . We denote the composition i n • τ ≥n by the symbol P n . Similarly we denote by SH(S) ≤(n−1) the right orthogonal of SH(S) n ; i.e. SH(S) ≤n−1 is the full subcategory of those objects X ∈ SH(S) with the property that, for every A ∈ SH(S) ≥n , [A, X] = 0. In particular the pair of subcategories SH(S) ≥0 , SH(S) ≤−1 define an accessible t-structure on SH(S). We thus get a cofibre sequence
which is functorial in X ∈ SH(S), where δ n is the co-unit of the adjunction (i n , τ ≥n ).
If S = Spec K and K is a (perfect) field, then a spectrum X is n-connective if and only if X lies in the subcategory SH(S) ≥n : this is proven for instance in Theorem 2.3 of [Hoy15] and is a consequence of Morel's stable A 1 -connectivity Theorem (see [Mor05] ). In such situation, the map δ n (resp. π n ) induces an isomoprhism on the homotopy sheaves π k for every k ≥ n (resp. on π k for k ≤ n − 1). In addition P n (X) is (n − 1)-connective, while the homotopy sheaves π k (P n−1 (X)) are trivial for k ≥ n. In this case the t-structure defined above is called homotopy t-structure.
Morel identified the heart of the homotopy t-structure with the category of homotopy modules. A homotopy module F is a collection {F n , σ F n } n∈Z , where F n is a strictly A 1 -invariant Nisnevich sheaf on Sm K , and σ n : F n ≃ −→ (F n+1 ) −1 is an isomorphism of F n with Voevodsky's contraction of F n+1 . A morphism of homotopy modules φ : F −→ G is a collection of maps of abelian sheaves φ n : F n −→ G n that is compatible with the bonding maps σ F n , σ G n . We adopt Morel's notation and denote the category of homotopy modules over the field K by Π * (K). For every spectrum X ∈ SH(K) and every integer p, the collection {π p (X) q } q∈Z has a natural structure of homotopy module and the restriction of the functor π 0 to the heart
is an equivalence [Mor04a, Theorem 5.2.6]. We denote by H a quasi-inverse, in analogy with the EilenbergMacLane functor in Algebraic Topology. It should not be confused with Voevodsky's Eilenberg-MacLane functor, associating with a simplicial abelian group A the motivic cohomology spectrum with coefficients in A.
The category SH(K) ♥ , and thus Π * (K), is a symmetric monoidal category with respect to the functor
The Postnikov tower P n (−) satisfies the axiomatic framework of [GRSOsr12, Section 2], and thus from [GRSOsr12, Theorem 5.1] we deduce that Hπ 0 S is a E ∞ -ring spectrum. The functor H is fully faithful, exact, and identifies the heart of the homotopy t-structure with the category of discrete Hπ 0 S-modules, i.e. those Hπ 0 S-modules in SH(K) for which π 0 is the only possibly non-trivial homotopy module.
Recall that when K is a perfect field of characteristic not 2 we can construct a map (see [Mor04b, Section 6 More generally let E be a (−1)-connective E ∞ -ring spectrum. Then the definitions of connectivity above induce on Ho (Mod E ) a t-structure whose heart is equivalent to the category of π 0 (E)-modules in Π * (K). Similarly the heart of such a t-structure is equivalent to the category of discrete Hπ 0 E-modules.
Homology Localizations.
Definition 2.3.1. Let E a spectrum in SH(S). We say that a map in SH(S) of motivic spectra f : X −→ Y is an E-homology equivalence (or, shortly, an E-equivalence) if the induced map f ∧ id :
Finally we say that a spectrum X ∈ SH(S) is E-local if for every E-acyclic spectrum C, we have that
Remark 2.3.2. One sees immediately that the class Ac(E) of E-acyclic objects is closed under arbitrary (small) homotopy colimits and retracts, and that E-acyclic objects have the 2-out-of-3 property in fibre sequences. We abuse the notation and write Ac(E) for the full triangulated subcategory of SH(S) whose objects are the E-acyclic spectra. Then Ac(E) is a thick localizing triangulated subcategory of SH(S) and the inclusion Ac(E) ⊆ SH(S) respects homotopy colimits. Note that Ac(E) is also closed under smashing with an arbitrary spectrum, i.e. it is a thick ideal.
Remark 2.3.3. Similarly it is immediate to see that the class Loc(E) of E-local objects is closed under arbitrary (small) homotopy limits and retracts, and that E-local objects have the 2-out-of-3 property in fibre sequences. Again we abuse the notation and write Loc(E) for the full triangulated subcategory of SH(S) whose objects are the E-local spectra. Then Loc(E) is a thick triangulated subcategory of SH(S) and the inclusion Loc(E) ⊆ SH(S) respects homotopy limits. An object X is E-local if and only if for every
Remark 2.3.4. Note that we could define an, a priori, more general notion of equivalence: we call a map A −→ B an E-local equivalence if, for every E-local object X the natural map [B, X] −→ [A, X] is an isomorphism. Clearly all E-equivalences are E-local equivalences. The reverse holds if and only if the class Ac(E) of E-acyclic objects coincides with its double orthogonal
In view of the general theory of Bousfield localizations of triangulated categories (see for instance Chapter 9 of [Nee01] or Sections 4 and 5 of [Kra10] ) the equality of full subcategories ⊥ (Ac(E) ⊥ ) = Ac(E) is implied by the existence of a Bousfield localization functor (−) E : SH(S) −→ SH(S) having Ac(E) as kernel.
Definition 2.3.5. Given a triangulated category T a Bousfield localization functor is an exact functor L : T −→ T together with a natural transformation λ : id −→ L such that the natural transformations
2 (−) coincide and are isomorphisms. Given an exact functor F : T −→ T of triangulated categories, we call Kernel of F the full subcategory ker F of T spanned by the objects X ∈ T such that F (X) ≃ 0. Proposition 2.3.6 (see 4.9.1 of [Kra10] ). Let S be a base scheme, E be a spectrum and A := Ac(E) be the full subcategory of SH(S) spanned by E-acyclic objects. The the following are equivalent:
L.1 there exists a localization functor (−) E : SH(S) −→ SH(S) having A as kernel; L.2 the inclusion functor A ⊂ SH(S) has a right adjoint; L.3 the quotient functor SH(S) −→ SH(S)/A has a right adjoint; L.4 the inclusion Loc(E) ⊂ SH(S) has a left adjoint and A = ⊥ (A ⊥ ); L.5 for every spectrum X ∈ SH(S) there is an exact triangle E X −→ X −→ X E with E X ∈ A and X E in Loc(E).
Definition 2.3.7. Assume that any of the equivalent conditions of 2.3.6 is satisfied. Then the functor (−) E of L.1 is called E-localization functor, while the fucntor E (−) in L.5 is called E-acyclicization functor. We denote by λ E the natural transformation X → (λ E (X) : X −→ X E ) of L.5, and we call it the E-localization map. Similarly the natural transformation ν E :
2.3.8. The existence of a E-localization functor is not a completely formal statement. It would follow from the adjoint functor theorem if we knew in advance that the subcategory of E-acyclic objects is the localizing subcategory generated by a small set of E-acyclic objects. This point, however, is the central difficulty that one encounters in the construction of the E-local stable motivic model structure Spt Σ T (S) E on motivic spectra; see [ROsr08b, Appendix] for the definition. The fibrant replacement in Spt Σ T (S) E is indeed designed to produce, functorially in X, an E-equivalence X −→ L E (X) with an E-local target L E (X). Thus, if we assume the existence of Spt
Lid : SH(S) ⇄ SH(S) E : Rid, and the unit natural transformation id −→ Rid • Lid satisfies the condition (L.1) of 2.3.6. In particular, thanks to Theorem 2.3.9, we gain the full formalism described in 2.3.6. Theorem 2.3.9 (See Appendix of [ROsr08b] ). Let E be a motivic symmetric T -spectrum over a base scheme S. Then the category Spt Σ T (S) of motivic symmetric T -spectra over S together with the classes of stable cofibrations, E-equivalences, and E-local fibrations satisfies the axioms of a left proper, combinatorial simplicial monoidal model category 2.4. Bousfield classes.
2.4.1. We introduce an equivalence relation on the class of isomorphism classes of spectra: we set that E ∼ B F if, for every motivic spectrum X, we have that E ∧ X = 0 if and only if F ∧ X = 0. By theorem 2.3.9 localization functors at E and F exist and they are (canonically) isomorphic exactly when E ∼ B F . We denote by A(S) the class of Bousfield classes in SH(S) and by E the element in A(S) represented by a spectrum E. On A(S) we introduce a partial ordering by setting E ≤ F if every F -acyclic spectrum is E-acyclic.
2.4.2. Given a possibly infinite collection of Bousfield classes E i i∈I we have a join operation which is defined as ∨ i∈I E i := ∨ i∈I E i . We note that the join is always the minimal upper bound of its summands.
Similarly, given a finite collection of Bousfield classes E i i∈I we have a meet operation which is defined as ∧ i∈I E i := ∧ i∈I E i . We note that the meet operation is a lower bound for its factors, but in general doesn't need to be the maximal lower bound.
2.4.3. The operations of join and meet are both commutative and associative. For every pair of spectra E, F ∈ SH(S) the first absorption law
is always verified. On the other hand we believe that the second absorption law
In algebraic topology given an abelian group A one can construct a Moore spectrum SA associated to A. More precisely SA is a (−1)-connective spectrum with the property that all but its 0-th singular homology groups vanish and whose 0-th homotopy group is isomorphic to A. These three properties characterize SA up to non-canonical isomorphism. Furthermore one can consider the Bousfield class SA and it turns out that SA depends quite loosely on A.
More precisely we say that two abelian groups A and B have the same acyclicity type if they satisfy the following requirements:
(1) A and B are either both torsion groups or both non-torsion groups; (2) for every prime number l, A is uniquely l-divisible exactly when B is uniquely l-divisible. In Proposition 2.3 of [Bou79b] Bousfield shows that SA = SB ∈ A if and only if A has the same acyclicity class of B.
Let us turn to algebraic geometry and fix a perfect field K. In this section we introduce a weak algebraic version of Moore spectra and we give an explicit form to the localization functor they define. Our construction goes as follows. Starting with a homotopy module R * ∈ Π * (K) of a very special form, we construct a (−1)-connective spectrum SR * with the correct homotopy (and homology) in non-positive degrees: we call it Moore spectrum associated to R * . Unfortunately SR * strongly depends on choices that have to be made to perform its construction, and different choices might result in non-isomorphic Moore spectra, so that SR * is not well defined as a symbol. However, once we pass to the associated Bousfield class SR * , the dependence on the choices disappears, so that SR * really only depends on R * .
3.1. Coning off homotopy elements.
We define the mod f Moore spectrum as C(f ) := hocofib(x : Σ p+qα S −→ S). Sometimes we use the alternative notation M (f ) := C(f ). Let r > 1 be an integer and for i = 1, . . . , r assume that
We call mod f Moore spectrum the spectrum C(f 1 ) ∧ · · · ∧ C(f r ) and sometimes we will use the alternative notation M (f ).
Remark 3.1.2. Observe that f : Σ p+qα S −→ S acts on every spectrum X ∈ SH(K) by setting f · as the
Moreover the derived smash product commutes with homotopy colimits so that hocofib(x· :
. . , r. Then multiplying by f i gives an exact sequence of homotopy modules
and it is tempting to call M (f ) the Moore spectrum associated to the homotopy module
However another choice of generators g 1 , . . . , g s for the ideal (f 1 , . . . , f r ) ⊆ K MW * (K) gives another Moore spectrum M (g) which in general will not be equivalent to M (f ). Indeed consider the spectrum HK MW * ∈ SH(K): by design its only non trivial homotopy module is π 0 (HK
. Let f be an element of π 0 (S) q (K) and consider the Moore spectra M (f ) and M (f, f ). From the cofiber sequences
and HK
has at most two non-trivial homotopy modules, namely
On the other hand for M (f, f ) we have that
and a short exact sequence
In particular, as soon as f is not invertible M (f ) ≃ M (f, f ), hence with our definition we can not really talk about the Moore spectrum associated to K MW * /(f 1 , . . . , f r ), but only of the Moore spectrum associated to a family of generators f 1 , . . . , f r of (f 1 , . . . , f r ). For the applications we are interested in, HK MW * = Hπ 0 (S) plays the role of HZ ∈ SH in algebraic topology. It follows that, according to our definition, M (f ) might have non-trivial homology in degrees greater that 0 which depends on the choice of the f i 's. Nevertheless the two remaining properties of topological Moore spectra still hold in our setting.
Proof. The proof can be made by induction along the lines of 3.1.3.
Construction 3.1.5. Let r be a non-negative integer, and for i ∈ {1, . . . , r} let f i : Σ pi+qiα S −→ S be maps of symmetric spectra lifting elements f i ∈ π pi (S) −qi (K). We wish to recall the construction of the adic completion of a spectrum at the elements f 1 , . . . , f r . We start by assuming r = 1 and choosing maps f n : Σ n(p+qα) S −→ S representing the powers f n ∈ π np (S) −nq (K). For every integer n ≥ 1 we consider the fibre sequence
and chose maps p n : C(f n ) −→ C(f n−1 ) making the diagram of fibre sequences
to commute in SH(K). Note that we can choose equivalences
and once we make this choice we obtain a fibre sequence
The f -adic completion X ∧ f of a spectrum X is thus defined as the homotopy inverse limit
Since the operations of taking homotopy inverse limits and of smashing with a fixed X commute with finite homotopy limits, the tower of fibre sequences introduced in (9) yelds the fibre sequence
The map on the right hand side of 13 is denoted χ f (X) and is referred to as the f -adic completion map. A spectrum X is called f -complete if χ f (X) is an isomorphism in SH(K). We observe that when X is a connective spectrum and p > 0 then X is f -complete.
If r ≥ 1 then for every spectrum X we call f -adic completion of X the spectrum
The f -adic completion map χ f (X) is defined as the composition of the natural maps
. We observe that since homotopy inverse limits commute with finite limits we have a chain of equivalences
and by a co-finality argument we conclude that
Proposition 3.1.6. Let f : Σ p+qα S −→ S be a map of symmetric spectra representing an element f ∈ π p (S) −q (K). Then for every spectrum X the natural map χ f (X) :
Proof. Let φ : A −→ B be a map in SH(K). For every spectrum F we get an induced map
and since C(f ) has a Spanier-Whitehead dual D(C(f )), we get a natural map
functorially in F ∈ SH(K). φ is a C(f )-equivalence if and only if the map (16) is an isomorphism for every F . In particular, for every F the spectrum
Since local objects are stable under suspensions and de-suspensions, we conclude that for every spectrum F the spectrum
Now we are ready to show that X ∧ f is C(f )-local. As recalled above X ∧ f is defined as an homotopy inverse limit of the tower (12) and since C(f )-local objects are stable under homotopy inverse limits we only need to know that each of the spectra X ∧ C(f n ) is C(f )-local. This easily follows by induction: the base case being that X ∧ C(f ) is C(f )-local, which was observed above. Assume we know that
deduced from (11) and the 2-out-of-3 property of C(f )-local objects in fibre sequences we conclude. In order to show that the canonical map
However the multiplication by f on F is induced by the multiplication by f on each component of the tower (18). Since the homotopy limit of a tower only depends on the pro-isomorphism class of the tower defining it (see Appendix A), and since the multiplication by f is clearly an isomorphism of towers, we conclude that the multiplication by f on F is actually an isomorphism in SH(S) and so its homotopy cofibre is zero.
Proposition 3.1.7. Let r be a non-negative integer and for every i = 1, . . . , r let f i : Σ pi+qiα S −→ S be maps of symmetric spectra representing elements f i ∈ π pi (S) −qi (K). Then for every spectrum X the natural map χ f (X) :
Proof. Let us first set the notation M (f ) = C(f 1 )∧· · ·∧C(f r ). The spectrum M (f ) has a Spanier-Whitehead dual which is explicitly given by
where P = p 1 + · · · + p r + r and Q = q 1 + · · · + q r . Hence by running the same argument as in the proof of 3.1.6 we deduce that the spectrum
, we only need to prove that each of the spectra X ∧ C(f
This can be done by induction using iteratively the fibre sequence (17) with f = f 1 , f 2 , . . . , f r and the fact that M (f )-local objects satisfy the 2-out-of-3 property in fibre sequences.
The natural map
. . , r by 3.1.6.
be an ideal and assume that it admits two finite sets of generators {f 1 , . . . , f r } ⊆ I and {g 1 , . . .
Proof. Note that by symmetry we only need to show that M (f ) = M (f ) ∧ M (g) and by induction we reduce to the case s = 1. For this consider the cofibre sequence
It is clear that
To show the converse, take a spectrum X such that M (f )∧M (g)∧ X = 0. On one hand this condition implies that g acts as an isomorphism on all the homotopy modules of M (f ) ∧ X. On the other hand we have that each of the f i acts nilpotently on all such homotopy modules and since g is a linear combination of such f i 's we deduce that g acts nilpotently too. As a consequence all the homotopy modules of M (f ) ∧ X must be zero and hence the spectrum has to be zero.
Remark 3.1.9. Let R * be a commutative monoid in homotopy modules of the form K MW * /I where I is the unramified ideal generated by a finite set of global sections {f 1 , . . . , f r } ⊆ I(Spec K) ⊆ K MW * . Lemma 3.1.8 implies that, although our definition of Moore spectrum M (f ) depends on the choice of generators f i , the Bousfield class M (f ) actually does not. So it makes sense to define SR * as M (f ) for some choice {f 1 , . . . , f r } of a finite set of generators of I(Spec K).
3.2.
A remark on η-completions. Let η ∈ π 0 (S) −1 (Spec K) be the algebraic Hopf map introduced in 2.2. We have proven above in 3.1.6 that for every spectrum X the η-completion map χ η (X) : X −→ X ∧ η is the M (η)-localization map in SH(K). We want to bring the discussion on η-completions a bit further.
Lemma 3.2.1. Assume that the base field K is not formally real. Then for every spectrum X ∈ SH(K) the spectrum X[1/2] is η-complete.
Proof. It follows from [Sch85, Ch. 2, Theorem 7.9] that there exists an integer n such that 2 n acts as 0 on the Witt ring of K. In particular we deduce that in GW (K) the relation 2 n = hω holds, where h is the rank 2 hyperbolic space and ω is some element of GW (K). It follows that 2 n η = hωη = 0 in K MW * (K). It follows that on X[1/2] the multiplication by η is the zero map, which in view of 3.1.5 is enough to conclude.
Lemma 3.2.2. Assume that the base field has finite 2-cohomological dimension. Then every dualizable object of SH(K) is η-complete.
Proof. If C be a dualizable object of SH(K), the operation of smashing with C commutes to homotopy inverse limits. In particular C Definition 3.3.1. Let x : Σ p+qα S −→ S be a map of symmetric spectra representing an element π q (S) −q (K). The x-inverted Moore spectrum, which we denote by S[x −1 ] is the spectrum
We denote the canonical map S −→ S[x −1 ] by ι x (S).
Remark 3.3.2. Let X be a spectrum. Recall that x acts on X, as we observed in Remark 3.1.2. Let us define the spectrum
Since the derived smash product commutes with homotopy colimits we have a canonical identification
commutes.
Remark 3.3.3. Assume that R is an associative (resp. commutative) monoid in Spt
. We believe that it should be possible to construct R[x −1 ] as an associative (resp. commutative) monoid in Spt Σ T (K) too. Similarly it should be possible to produce the map ι x (R) :
However this is probably technical and in any case not needed for our purposes. Construction 3.3.4. Let n be a natural number and let us assume that we are given, for every j = 0, . . . , n, an element s j ∈ Hom Spt Σ T (S) (Σ pj +qj α S, S), where p j and q j are suitable integers. We denote by S the ordered set of the s j 's for j = 0, . . . , n with the order induced by the standard ordering {0 ≤ 1 ≤ · · · ≤ n}. We thus define for any given spectrum X the spectrum
Note that an inductive application of remark 3.3.2 shows that we have a canonical equivalence
Note that a priori the spectrum S[S −1 ] might depend on the order chosen on S. Suppose now we are given a countable collection S of elements x i ∈ Hom Spt Σ T (S) (Σ pi+qiα S, S) for i ∈ N. We chose a total ordering on S so that x n ≤ x n+1 for every natural number n. The sets S i = {x 0 , . . . , x i } ⊆ S have thus an induced total order. The above construction associates to every natural number j a spectrum
Moreover for every such j we have a canonical map
We define the spectrum X[S −1 ] as the homotopy colimit of the diagram we have just described:
Once again the construction apparently depends on the choice of an ordering on the set S.
Proposition 3.3.5. Let J be a countable set and assume we are given, for every j ∈ J, an element s j ∈ Hom Spt Σ T (S) (Σ pj +qj α S, S), where p j and q j are suitable integers. Let X be any spectrum and ι S (X) : X −→ X[S −1 ] be the map defined in 3.3.1. Then:
] has a natural structure of homotopy commutative ring spectrum with unit e S[
]-local if and only if each element of S acts invertibly on all its homotopy modules π p (X) * . If the elements of S act by zero on the homotopy modules of a spectrum
Proof. (M.1) follows by noting that taking homotopy groups and sheafifying commute with filtered homotopy colimits. For (M.2) note that, since the derived smash product commutes with homotopy colimits, we have a natural isomorphism in SH(K)
Moreover by the above point the natural map
induces an isomorphism on homotopy sheaves and so it is an isomorphism. So we have a multiplication map in SH(K) (K) be a multiplicative system and assume that S 1 , S 2 ⊆ J are two possibly infinite sets of generator of J. Then there is a natural isomorphism of homotopy ring spectra (1) I is the unramified ideal generated by a finite set of its global sections {f 1 , . . . , f r } ⊆ I(Spec K); (2) J is the unramified multiplicative system generated by a possibly infinite set of its global sections
We define the Bousfield class
3.4. In definition 3.3.7, the Bousfield class SR * might depend on the choice of a generating set for I and J , at least if J = 1 (see 3.1.9). Since for our main results J will always be empty, this will cause no problem to us.
Corollary 3.4.1. Let {f i } i∈I be a finite set of elements of K MW * (Spec K) and let S := {g j } j∈J be a possibly infinite set of elements in
Proof. We first prove that given an element f ∈ K
On the other hand if we have a spectrum X such that X ∧ C(f ) = 0 we conclude that f acts invertibly on X so that by 3.3.5M.4
. We are thus reduced to prove that
On one hand S[S −1 ] ∧ ∨ j C(g j ) = 0 by Proposition 3.3.5M.1. On the other hand if a spectrum X is ∨ j C(g j ) -acyclic then each of the g j acts invertibly on X, so that X is S[S −1 ]-local by Proposition 3.3.5M.4. Thus, if we also assume that X is S[S −1 ]-acylic we conclude that X = 0. This implies that In other words MBA is in bijection with the set of subsets of Spec(Z). We believe one might try to prove a similar statement using as an input Thornton's computation of the homogeneous spectrum of K MW * (K) [Tho16] . We do not pursue this problem here.
Localization at some ring homology theories
In this section we prove our main results about homology localizations. We dedicate 4.1 to some technical results and 4.2 to the statement of our main assumption. These are later used along 4.3 and in the proof of Theorem 4.3.5, which is the main result of this section. Throughout this section we work over a perfect base field K.
Fracture squares.
Proposition 4.1.1. Let E be a spectrum. Let f be an element of π p (S) q (Spec K) and denote E ∧ C(f ) =: E/f . Then for every spectrum X ∈ SH(K) we have a canonical homotopy pull-back square
Here λ E E/f is the canonical map through which λ E (X) :
Proof. The proof is completely analogous to the topological case. We start by denoting by P (X) the homotopy pull-back of the diagram
The first step consists in showing that P (X) is E-local. In order to achieve this, note that E/f = E ∧ C(f ) and
] so that all the objects appearing in the diagram (23) are actually E-local. Since E-local objects are closed under homotopy inverse limits, we conclude that P (X) is itself E-local.
As a second step we consider the natural map u : X −→ P (X) in SH(K) which is induced by the localization maps λ E/f (X) :
. We aim to prove that u is an E-equivalence, and thanks to 3.4.1 it suffices to show that u is both an E/f -equivalence and a E[f −1 ]-equivalence. In particular, by the 2-out-of-3 property of local equivalences, we reduce to show that
• the natural map P (X)
We proceed in order and start with α. Since smashing with E[f −1 ] preserves homotopy (co)fibre sequences and direct sums, it preserves homotopy pull-back squares. We can thus apply it to 23 and we need to check that hofib(P (X)
But this is actually the case since
and i is an isomorphism in E[f −1 ]-homology by definition. For β we proceed similarly so we just need to show that c is an E/f -equivalence, i.e. that c ∧ E/f is an equivalence. On one hand, if we look at the source of c ∧ E/f , we see that
On the other hand
]-local, which by 3.3.5M.4 is equivalent to the fact that f acts invertibly on its homotopy modules, and this implies that X E[f −1 ] ∧ M (f ) ≃ 0 forcing the source of c ∧ E/f to be zero. The same argument can be made for the target of c ∧ E/f , so that this map is actually an isomorphism.
Corollary 4.1.2. Let E and X be spectra in SH(K).
Proof. We start by considering the following commutative diagram in SH(K):
where λ 1 = λ C(f ) (X E ), λ 3 = λ E E/f is the map introduced above, λ 4 = λ C(f ) (λ 3 ), and finally λ 2 = λ C(f ) (X E/f ).
Since E/f ≤ C(f ) , λ 2 is actually an isomorphism in SH(K) and we are left to prove that λ 4 is too. For this we apply the C(f )-localization functor to the square (22) and we use 4.1.1 to reduce the proof to checking that
is a C(f )-equivalence. Now both the source and target of c are S[f −1 ]-local, being in fact E[f −1 ]-local. Thus, after C(f )-localization both source and target of c become zero.
Corollary 4.1.3. Let r be a positive integer and for every i = 1, . . . , r let f i ∈ π pi (S) qi (Spec K). Let M := C(f 1 ) ∧ · · · ∧ C(f r ) be the Moore spectrum associated to the global sections {f 1 , . . . , f r }. Then for every pair of spectra E and X (26)
Proof. Apply inductively Corollary 4.1.2.
4.2.
Assumption. E is an object of SH(K) satisfying the following properties:
(1) E is a homotopy commutative ring spectrum, i.e. a commutative monoid in SH(K); (2) E is (−1)-connective for Morel's homotopy t-structure; (3) there is a finite set
, and an isomorphism of homotopy modules
where I is the unramified sheaf of ideals generated by {f i } i∈I and J is the unramified sheaf of multiplicative systems genrated by {g j } j∈J . (4) The square
is commutative. Here the upper horizontal map is that induced on π 0 by the unit e E : S −→ E, the lower horizontal map is the canonical map, and σ is Morel's isomorphism introduced in 2.2.
4.3.
Comparison of E-and π 0 E-localization.
Proposition 4.3.1. Let E be a spectrum satisfying Assumption 4.2 and let Hπ 0 E be the Eilenberg-Maclane spectrum associated to the 0-th homotopy module of E. Then:
Proof. Since E is a (−1)-connected spectrum by Assumption 4.2, the projection to the Postnikov truncation induces a map p : E −→ Hπ 0 E. Using the fibre sequence (1), the multiplication map µ E of E is easily seen to descend to a multiplication map µ Hπ 0 E . Such a multiplication is homotopy associative and commutative since µ E is. The map µ Hπ 0 E , together with the composition p • e E =: e Hπ 0 E of the projection p and the unit e E : S −→ E, makes Hπ 0 E into a homotopy commutative ring spectrum. With these definitions p is automatically a ring map. Using the commutative diagram
it is immediately clear that if X is E-acyclic then X is Hπ 0 E-acyclic too. It remains to show that E = E ∧ Sπ 0 E , which directly implies our claim that E ≤ Sπ 0 E . For this, recall that
From proposition 3.4.1, the Bousfield class Sπ 0 E has a complement Sπ 0 E c = M , where
In particular
Since by Assumption 4.2 E is a ring spectrum, the homotopy modules π k E are a modules over π 0 E. Thus for every i, f i acts by zero π 0 E. It follows that for every i = 1, . . . , r and every k ∈ Z, f i acts by zero on π k E. This implies that
Similarly, for every j ∈ J the element g j acts invertibly on π 0 E and hence on each of the homotopy modules
and this concludes the proof.
Lemma 4.3.2. Let X be any connective spectrum. Then X is HK MW * -local.
Proof. The statement follows directly by looking at the Postnikov tower, using that HK MW * -local objects form a subcategory of SH(K) which is closed under homotopy inverse limits of towers, extensions, and containing HK MW * -modules. We are also using here that the layers of the Postnikov tower are HK MW * -modules.
Lemma 4.3.3. Let R be an commutative monoid in homotopy modules and let f ∈ R q (K) be a global section. Consider in addition the following two spectra:
Proof. From the exact sequence of homotopy modules
we deduce that the cofibre C HR * (f ) of the multiplication by f on HR * has the following homotopy modules:
else.
In particular it follows that we have a fibre sequence
relating C HR * (f ) with its 0-connected cover and its ≤ 0 truncation. Observe that Σ 1 Hπ 1 (C HR * (f )) is a module over Hπ 0 C HR * (f ) = H(R/(f ) * ). More generally for every spectrum X, the spectrum Σ 1 Hπ 1 (C HR * (f ))∧ X is as well. In particular one has a commutative diagram in SH(K) of the form
from which we immediately conclude.
Corollary 4.3.4. Assume that E is a homotopy commutative ring spectrum satisfying assumption 4.2. Then HK
Proof. Assume for the moment that J = ∅. If I = {f 1 } is a singleton the statement is just 4.3.3 in the case
Since by construction Sπ 0 E * = C(f 1 )∧· · · ∧C(f r ) we can proceed by smashing with one C(f i ) at the time. Indeed
and finally, using 4.3.3 with R * = K MW * /(f 1 ) and f = f 2 , we get that
so we conclude that HK
In a finite number of iterations we conclude that HK
Finally we observe that
Theorem 4.3.5. Let E be a connective homotopy commutative ring spectrum satisfying assumption 4.2 in the special case that J = ∅. Then for every connective spectrum X we have that
Remark 4.3.6. For this statement we could hope to have that
i.e. that the connectivity of X is not needed for the above theorem to hold. But already in algebraic topology there are counterexamples to such a statement.
Proof. Thanks to proposition 4.3.1 we know that any connective spectrum X the localization map X −→ X Sπ 0 E is an E-equivalence so we only have to check that X Sπ 0 E is E-local. Now consider that
is an equivalence by proposition 4.3.2 so that
is an equivalence too. In particular, by combining this with the result of corollary 4.1.2 we deduce that
Finally we apply Proposition 4.3.1 and 4.3.3 to deduce that X HK M W ∧Sπ 0 E is E-local and this concludes.
Remark 4.3.7. We believe that the results of this section, together with those of section 3, can be generalized to the derived category of modules over a connective E ∞ -ring spectrum A. One would start by defining Moore spectra as cofibres of self-maps of A, and by comparing the homology localization they define in D(Mod A ) with the derived formal completion over A. Using the same procedure we used above, it should be possible to prove the following. For a connective A-module X and for a (−1)-connective homotopy commutative A-algebra E, the Bousfield localization of X at E in D(Mod A ) is identified canonically with the derived formal completion of X at the Moore spectrum associated to π 0 (E).
Examples and applications
In thi section we include some easy corollaries and applications of the results in section 3 and 4. is an isomorphism on π k for every k ≤ 0. In particular M GL satisfies assumption 4.2. We conclude that for every connective spectrum X, the M GL-localization map is canonically identified with the η-completion map χ η (X) :
5.2. Motivic Cohomology. Let HZ be the spectrum representing Voevodsky's Motivic cohomology with integral coefficients. Recall that we have a category of motives DM(K, Z) which is related to SH(K) by an adjuction
The functor LZ tr (−) is induced on spectra by the functor that associates with every smooth K-variety V its presheaf with transfers Z tr (V ) 
Furthermore, if we denote by e the unit of the ring spectrum HZ, we can form the following diagram
and a direct check on the generators of K MW *
shows that the square commutes. Thanks to Theorem 4.3.5, we deduce that the HZ-localization of a connective spectrum X is identified with the η-completion map X −→ X ∧ η . In a similar fashion let E = HZ/ℓ be the spectrum representing motivic cohomology with modulo ℓ coefficients. The same considerations allow us to conclude that the HZ/ℓ-localization map λ HZ/ℓ (X) : X −→ X HZ/ℓ of a connective spectrum X is identified with the formal completion map χ ℓ,η (X) : X −→ X ∧ ℓ,η . 5.3. Slice completion. We recall that, for a spectrum X, a cell presentation of X is a tower of maps
satisfying the following properties:
(1) there is a weak equivalence hocolim n X n −→ X; (2) for every n there exists a set of indices I n , and for each i ∈ I n a map f i : S pi+qiα −→ X n such that the map X n ⊆ X n+1 fits in a homotopy push-out square
In this situation, the map S pi+qiα −→ * is called a cell of dimension p i + 1 and weight q i ; the map f i : S pi+qiα −→ X n is called the attaching map of the cell. A cell presentation is called of finite type if there exists an integer k such that none of the cells has dimension smaller than k and, in any case, for every integer p there is only a finite set of cells whose dimension is equal to p. Observe that this definition works not only for spectra, but in the category of modules over any A ∞ ring spectrum E, by substituting, in the above definition, the sphere spectrum S with E. We recall that for every spectrum X ∈ SH(K), Voevodsky defined the so called slice tower
whose homotopy inverse limit is called slice completion X sc of X. We refer to [RnSOsr16, Section 3] for a more detailed description of the tower. For convenience of the reader we state Theorem 3.5 of [RnSOsr16] .
Theorem 5.3.1. Let K be a field of characteristic 0. Suppose that X is a spectrum having a cell presentation of finite type. Then in the commutative square
the maps χ η (X sc ) and σ(X) ∧ η are isomorphisms in SH(K). In particular there is a natural isomorphism X sc ≃ X ∧ η in SH(K, Λ) under which the slice completion map σ(X) and the η-completion map χ η (X) are identified.
By combining 5.2 with the previous result, we deduce that for a cell spectrum X of finite type, HZ∧X = 0 if and only if X sc = 0; more generally the slice completion of a cell spectrum of finite type X only depends on the HZ-localization X HZ .
5.4.
Motives of spectra. Let K be a field which is not formally real and X be a connective spectrum. Set Let us now assume that K has finite 2-cohomological dimension. By running the same argument and using 3.2.2 instead of 3.2.1 we deduce that, if X is a dualizable object with HZ ∧ X = 0, then X = 0 in SH(K).
Recall that the adjunction (34) factors as
where LZ tr (−) ≃ Φ(HZ ∧ −) and Ru tr ≃ Ru(Ψ(−)). If K has characteristic 0, then [ROsr08a, Theorem 1] implies that (Φ, Ψ) is a pair of adjoint equivalences. The previous observations prove the following statement.
Corollary 5.4.1. Let K be a field of characteristic 0 which is not formally real. Then the functor LZ tr is conservative on connective S[1/2]-local spectra. If in addition cd 2 (K) < ∞ then LZ tr is conservative on dualizable objects.
Remark 5.4.2. Our method can be actually pushed to show that, when K is a field of characteristic p > 0, the functor LZ tr is conservative on connective objects, up to power-of-2-torsion. Indeed one could endow D(Mod HZ ) with the homotopy t-structure and try to modify Corollary 4.1.5 in [D13] to prove that Ψ induces an equivalence between the hearts of the t-structures. Hence Corollary 4 of [Bac18] would imply that Φ is conservative on connective objects. It would be then immediate to deduce the conservativity of LZ tr from the conservativity of HZ ∧ −, at least up to possible 2-torsion. Luckily all these conservativity statements have already been proven integrally by Bachmann in [Bac18] . Furthermore, with Z[1/2]-coefficients, such statements follow pretty trivially from [D13] , as we now explain.
Remark 5.4.3. In [Bac18, Theorem 1] Bachmann proves that over a perfect field K of exponential characteristic p = 2 and with cd 2 (K) < ∞, the functor LZ tr is conservative on effective and connective spectra where p acts invertibly. Let us concentrate on the case of a base field of characteristic 0. Even though our assumptions are strictly weaker than those of [Bac18, Theorem 1], if we content ourselves with a S[1/2]-local conservativity statement, Bachmann's strategy only needs our assumptions in order to work. We will briefly sketch his strategy. The first ingredient Bachmann needs is that the Witt ring W (K) is of exponent 2: it follows from [Sch85, Ch. 2, Theorem 7.1] that this is verified if and only if −1 is a sum of squares in K. This gives the relation 2 n η = 0 ∈ K MW * (K) which we used above. The second fact he needs is that DM(K, Z) is endowed with an analogue of the homotopy t-structure. He further needs that, with respect to the homotopy t-structure on SH(K) and DM(K, Z), the functors LZ tr , Ru tr are respectively right-exact and exact and that the right adjoint Ru tr induces as equivalence between DM(K, Z)
♥ and the category of K M * -modules in Π * (K). In particular if K is not formally real, the forgetful functor Mod K M * −→Π * (K) induces an equivalence after inverting 2 in the coefficients. Most of these facts follow in fact from [D13] . The final ingredient needed is that LZ tr (−) is conservative on connective objects which is proven in [Bac18, Corollorary 4] . From this discussion it follows that our conservativity statement does not add any interesting case to those already covered in [Bac18] .
5.5. Milnor-Witt Motivic Cohomology. Let now K be an infinite perfect field of exponential characteristic p = 2. In this situation, the formalism we recalled in 5.2 has a quadratic analogue. We have a category of Chow-Witt motives DM(K, Z) with a pair of adjoint functors (LZ tr ,ũ tr ) which are the stabilizations of the functors which respectively add and forget generalized transfers. The adjunction factors as
Rũ f f ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲Φ
and when K is of characteristic 0 [BF17], or after inverting p in the coefficients, the functors (Φ,Ψ) are inverse equivalences of categories. Arguments analogous to those in 5.2 allow to conclude thatHZ is (−1)-connective. However, this time, the unit map S −→HZ induces the identity on π 0 . It follows by Theorem 4.3.5 that for every connective spectrum X, theHZ-localization is the identity. Hence the functor
associating with X its freeHZ-moduleHZ ∧ X is conservative. Thus if the base field is of characteristic zero, the functor LZ tr is conservative on connective spectra. Similarly we can use Theorem 4.3.5 to deduce that theHZ/ℓ-localization of connective spectra is identified with the ℓ-adic completion.
Remark 5.5.1. Also in the case of Chow-Witt motives, it should be possible to deduce the conservativity in another way along the lines of 5.4.2. We can indeed endow the category of Chow-Witt motives DM(K) with an analogue of the homotopy t-structure (see [AN18] ). Next we believe that one could mimic [D13] to show that Rũ tr induces an equivalence between the hearts of the homotopy t-structure on DM(K) and on SH(K). In particular this would imply that LZ tr is conservative on connective spectra even in positive characteristic p = 2. In the ℓ-local situation we can construct a tower of homotopy commutative ring spectra
where, by definition,
In the ℓ-complete situation we just localize the whole tower at the Moore spectrum M (ℓ). The spectrum BP n is called the ℓ-local (resp. ℓ-complete) n-truncated Johnson-Wilson spectrum. Since HZ/ℓ ∧ BP < n > splits as a wedge of shifts of HZ/ℓ, we deduce that HZ/ℓ ∧ BP < n > = HZ/ℓ .
Combining with 5.2 we deduce that the HZ/ℓ ∧ BP < n >-localization of a connective spectrum X is X ∧ η,ℓ .
The E-based motivic Adams-Novikov spectral sequence
In this section we briefly recall the construction of the motivic Adams-Novikov spectral sequence based on a generalized homology theory represented by a ring spectrum E. The actual construction takes place in 6.1 by means of the standard Adams tower. In 6.2 we review various kinds of convergence that one can expect from the spectral sequence.
6.1. Construction of the spectral sequence. Let E be a homotopy commutative ring spectrum in SH(K). We start by considering fibre sequence
where E := hofib(e : S −→ E). We set the notation E 1 = E and E 0 = S. By induction, assuming we have already defined E n , we obtain a new fibre sequence by applying − ∧ E n to the fibre sequence (38): we get the fibre sequence
We set E n+1 := E ∧ E n and as well W n := E ∧ E n . Furthermore we name the mapsē n :=ē ∧ id E n and e n := e ∧ id E n . In this way we have produced a tower {E n } n∈N over S fitting in the following diagram
where each dashed arrow is pictured to remind that the triangle it bounds is a fibre sequence. Given any spectrum X we can smash every part of the previous construction with X and get a tower {X ∧ E n } n∈N over X and actually a whole digram similar to (40).
Definition 6.1.1. Let X and Y be spectra in SH(K). We call E-based motivic Adams-Novikov spectral sequence the spectral sequence associated to the exact couple
is the natural map induced by e q and has bi-degree (0, −1);
is the natural map induced by e q and has bi-degree (0, 0). Finally the map
is the map induced by the dashed map in (40) and has bi-degree (−1, 1).
Remark 6.1.2. If on one hand this is perfectly fine as a construction of the spectral sequence, on the other hand we prefer to have a construction where the source of the exact couple is a tower under X rather than a tower over X. Our motivation is twofold: on one side we will need some notation later on which is implicitly related to the alternative construction that we are about to give; on the other side what follows will give a more precise insight on what the target of the spectral sequence should be. In particular the following alternative construction fits perfectly in the formalism of conditional convergence developed by Boardman in [Boa99] and which is implicitly present in the early works of Bousfield and Adams that inspired this work.
With this aim in mind we proceed with the construction. We start by introducing, for every integer n ≥ 0, the cofibre sequence
where the map on the left is the compositionē 1 • · · · •ē n . In particular we get that E −1 = 0 and that E 0 = E. Moreover we can choose maps f n : E n −→ E n−1 making the following diagram commutative
In particular we can chose an identification of W n = hocofib(ē n+1 ) ≃ hofib(f n ) in SH(S) and thus we can choose a map l n : W n −→ E n that makes the following diagram into a fibre sequence
We thus get a new diagram
where each (small) solid triangle is a fibre sequence and the maps f n form a tower under S. As we did above, given any spectrum X we can build similar diagrams by applying X ∧ − to (45): we obtain
and the solid triangles bounded by the triple of maps (l n , f n , ∂ n ) form fibre sequences.
Definition 6.1.3. The tower under X
is called the Standard E-Adams tower. The E-nilpotent completion of X, which we denote by X ∧ E is thus defined as X ∧ E := holim n X ∧ E n . The natural map α E (X) : X −→ X ∧ E is called the E-nilpotent completion map of X. For every spectrum Y we can apply the functor [Y, −] to (46) and get an exact couple
Here the map
is the natural map induced by f n and has bi-degree (0, −1); the map
is the natural map induced by the dashed arrow ∂ n+1 and has bi-degree (−1, 1). Finally the map
is the map induced by l n and has bi-degree (0, 0). The spectral sequence obtained form the exact couple (48) is the E-based motivic Adams-Novikov spectral sequence. Note that this is an example of the general procedure described in IX.4 of [BK72b] for associating the so called Homotopy Spectral Sequence to a tower of fibrations over a given space. In our specific example the tower we used is {X ∧ E n , f n }. Following the indexing scheme suggested by Bousfield-Kan, the spectral sequence is the family where, s ∈ N, t ∈ Z and r ≥ 1. For r = 1 we have
. Similarly, for s ∈ N and t ∈ Z, we set
defined by the composition
6.2. Some general remark on convergence. Here we recall some further notation regarding the spectral sequence in order to deal with some convergence issue.
6.3. Since we will be considering only the tower constructed in (46) we will simplify the notation and replace X ∧ E s by X s and holim s X s by X ∞ . Moreover since no role, at least for the moment, is going to be played by the weight u or the spectrum Y , we hide them from the notation and leave them implicit. As a result we will write, for instance,
For the same reasons we rename F n := X ∧ W n . 6.4. First of all note that we have an analogue of Milnor's sequence:
for every integers k ∈ Z. Now, both the groups on the centre and on the right hand side of (54) inherit a canonical filtration
The filtration on lim ← −s π k (X s ) is by design complete and separated; moreover by construction of the Adams tower X −1 = 0 and so the filtration is exhaustive as well. We wish to have an analogous understanding of the filtration on π k X ∞ : at the moment we only know that it is exhaustive for the same reason as above.
6.5. On one hand we can start by setting
we then gain exact sequences for every k and s as follows
moreover the composition with f s : X s −→ X s−1 gives, by restriction, well defined maps
so that, in view of the Milnor sequence (54) we must have
In particular we conclude that the filtration on π k X ∞ is complete and exhaustive, while the separatedness is obstructed by the left term in the Milnor sequence (54).
6.6. On the other hand we can take the sequences (57) and by the five-lemma get short exact sequences
for varying k ∈ Z and s ∈ N. The same argument with lim ← −s π k X s gives an identification of the graded pieces
in IX, 5.3 of [BK72b] and is called the small E-infinity term. It will turn out in the following paragraph that we actually have e s,s+k ∞ ⊆ E s,s+k ∞ . 6.7. In order to better understand e ∞ terms we compare them and the Q s 's with something slightly bigger. Let us thus define π k X (r) s := Im(π k (X s+r ) −→ π k (X s )) (this is indeed part of the r-th derived exact couple deduced in (52)) and observe that the inclusion of
In particular after taking inverse limits with respect to s we get that
Furthermore, as happened above, the tower maps f s induce, by restriction, surjective maps f s : 6.11. Similarly we can apply the terminology above to address convergence to π k X ∞ . As we have seen, the filtration on this group is always exhaustive, and in (58) we have observed that it is complete but might fail to be separated. The failure of separatedness is measured by lim ← − 1 s π k+1 X s .
Definition 6.11.1. The E-based motivic Adams-Novikov spectral sequence is said to converge completely in degree k if the following conditions are satisfied:
(1) for every s ∈ N we have that e
Definition 6.11.2. The E-based motivic Adams-Novikov spectral sequence is said to be Mittag-Leffler in degree k if for every s ∈ N we have that the tower {E s,s+k r≥s } r is Mittag-Leffler, i.e. if for every s ∈ N there is an integer r(s) such that s ≤ r(s) < ∞ and E s,s+k r(s) = E s,s+k ∞ . We say that the spectral sequence is strongly Mittag-Leffler in degree k if it is Mittag-Leffler in degree k and, in addition, there exists an s 0 such that for every s ≥ s 0 the term E s,s+k ∞ vanishes.
Remark 6.11.3. The condition of being Mittag-Leffler in degree k is actually equivalent to the requirement that the tower {π k (X s )} s is Mittag-Leffler: this follows directly by diagram (61) and the fact that X −1 = 0. Being Mittag-Leffler in degree k is also equivalent to the fact that, for every s ∈ N, each term E s,s+k r has only a finite number of non-zero differentials leaving it.
Nilpotent Resolutions
In this section we introduce E-nilpotent and π 0 E-nilpotent resolutions of a spectrum X: this takes place in 7.1 and 7.2 respectively. We use these constructions to produce in a more efficient way the E-nilpotnent completion X ∧ E . As an application we obtain a convergence statement (see Theorem 7.3.4) for the E-based motivic Adams-Novikov spectral sequence.
7.1. E-Nilpotent resolutions.
Definition 7.1.1. Let E be a homotopy commutative ring spectrum in SH(K). We define the subcategory of E-nilpotent spectra as the smallest full subcategory Nilp(E) ⊆ SH(K) satisfying the following properties:
(1) E ∈ Nilp(E); (2) Nilp(E) is an ideal, i.e. given any X ∈ SH(K) and any F ∈ Nilp(E) then X ∧ F ∈ Nilp(E); (3) Nilp(E) has the 2-out-of-3 property on fibre sequences, i.e. given a fibre sequence
where any two of the three objects X, Y, Z are in Nilp(E), then the third is in Nilp(E) as well; (4) Nilp(E) is closed under retracts; Remark 7.1.2. If R is a homotopy associative ring spectrum and M is an R-module then the action map R ∧ M −→ M in split by the unit. So if R is in Nilp(E) then R ∧ M is also E-nilpotent and hence M is E-nilpotent too.
Lemma 7.1.3. If E is a homotopy commutative ring spectrum and X is any E-nilpotent spectrum, then X is E-local Proof. The proof goes exactly as in [Bou79b, Lemma 3.8]. We filter Nilp(E) by inductively constructed subcategories C i . C 0 is defined as the full subcategory of SH(K) whose objects are the spectra isomorphic to E ∧ X for some X ∈ SH(K). If i ≥ 1 we set C i to be the full subcategory of SH(K) of those spectra that are isomorphic to a retract of an object in C i−1 or an extension of objects in C i−1 . It is formal to check that the union of the C i 's coincides with Nilp(E). Indeed, thanks to 7.1.2 we have that C 0 ⊂ Nilp(E), and since E-nilpotent objects are closed under retractions and extensions, we get by induction that each of the C n is contained in Nilp(E). Now the C n 's form an increasing sequence of subcategories of Nilp(E) and we need to check that their union, which we denote by C, is the whole Nilp(E). However this is clear: by construction C satisfies all the four axioms of 7.1.1 so we must have C ⊇ Nilp(E), and so Nilp(E) = C. For proving the E-locality: E-modules are E-local, so C 0 ⊆ Loc(E); since E-local objects are closed under extensions and retractions C i ⊆ Loc(E), and hence Nilp(E) = ∪ i C i ⊆ Loc(E).
Remark 7.1.4. Let us fix a homotopy commutative ring spectrum E. It follows from the previous discussion that Nilp(E) ⊆ Loc(E) but the converse inclusion does not in general hold, even in the classical setting of the topological stable category SH. There are however cases in which Loc(E) = Nilp(E).
Definition 7.1.5. Let E be a homotopy associative ring spectrum. A spectrum X is called E-pre-nilpotent if X E is E-nilpotent.
Proposition 7.1.6. Let E be a commutative ring spectrum. Then the following are equivalent P.1 S is E-pre-nilpotent, i.e. S E is E-nilpotent; P.2 For every spectrum X, S E ∧ X is E-nilpotent; P.3 Every spectrum X is E-pre-nilpotent, i.e. X E is E-nilpotent for every X; P.4 Nilp(E) = Loc(E). Moreover the following are equivalent: S.1 For every spectrum X, the map λ E (S) ∧ id X : X −→ S E ∧ X is the E-localization of X; S.2 The multiplication map of the E-local sphere S E ∧ S E −→ S E is an isomorphism and the natural inequality E ≤ S E is an equality. In addition the statement P.2 implies S.1. Furthermore if E has a multiplication map E ∧ E −→ E which is an isomorphism, then the unit e : S −→ E coincides with the localization map λ E (S) and condition P.1 holds.
Proof. We start by observing that the localization map λ E (X) factors as
Since all the maps in the diagram are E-equivalences,λ is an isomorphism if and only if S E ∧ X is E-local. E-nilpotent objects are closed under smashing with arbitrary spectra, so that S E is E-nilpotent if and only if for every spectrum X, S E ∧ X is E-nilpotent too (P.1⇔P.2). In view of (64), if S E ∧ X is E-nilpotent then it is E-local and henceλ is an isomorphism (P.2⇒P.3). Clearly P.3 ⇒ P.1 and P.3 ⇔ P.4.
Using (64) we immediately deduce that P.2⇒S.1. By applying S.1 to X = S E , in view of (64), we deduce that the multiplication mapλ(S E ) of S E is an isomorphism. On the other hand, by smashing the fundamental fibre sequence E S −→ S −→ S E with a spectrum X, we deduce that if X is S E -acyclic, then it is also E-acyclic. This means that E ≤ S E . The reverse equality is immediate from S.1, so S.1 implies S.2. Assume now S.2. Since the multiplication of S E is an isomorphism, for every spectrum X the map λ E (S) ∧ id X : X −→ S E ∧ X is the S E -localization of X; however S E = E so that S.2 implies S.1.
If E is a ring spectrum with the property that the multiplication E ∧ E −→ E is an isomorphism, then the unit e : S −→ E is an E-equivalence; since E is E-nilpotent, and thus E-local, we conclude.
Definition 7.1.7. We say that a spectrum E induces a smashing localization if the mapλ E (X) : S E ∧X −→ X E of 64 is an isomorphism in SH(K). Let E = HQ be the spectrum representing Voevodsky's motivic cohomology with rational coefficients. Combining Proposition 14.1.6 with Corollary 16.1.7 of [CD] , we deduce that the multiplication map of HQ is an isomorphism. In particular the localization at HQ is smashing.
7.1.9. We wish to point out how Definition 6.1.3 and Lemma 7.1.3 imply that, for every spectrum X, the
and each of the maps in the tower sits in the fibre sequence
that we have deduced from (44). As a consequence, by induction, each of the terms in the tower is Enilpotent, hence E-local, and thus X ∧ E is E-local too. In particular the natural map α E (X) :
It follows that α E (X) is an E-equivalence if and only if the induced map β E (X) is an equivalence.
7.1.10. We wish to point out another fact. On one hand, if X −→ Y is an E-equivalence, then it induces an isomorphism of the Standard E-Adams Towers (6.1.3) associated to X and Y , so that the natural map induced on homotopy inverse limits X
We deduce that we only need to show that lim − →n [E n ∧ X, Y ] = 0 for every E-nilpotent spectrum Y . We will proceed by induction on the family of subcategories C i that we used in the proof of 7.1.3. Assume thus that Y ∈ C 0 , i.e. that Y ≃ E ∧ Z for some spectrum Z: we will show that the transition maps in the colimit vanish, hence the colimit vanishes too. For this we look at the fibre sequence (39): it gives a long exact sequence
where the map (e ∧ id X ) * is surjective since E ∧ Z is an E-module. The transition map in the direct limit is thus 0. Now observe that the property that lim 
Since W k is E-nilpotent and {X • } is an E-nilpotent resolution of X, we have
and we chose λ to be the map of pro-objects corresponding to the compatible system {q ∞ k } of the projections. More explicitly, we can chose a re-indexing function k → n k and maps λ n k :
(1) for every k ∈ N, λ n k is a lifting to X n k of the projection q
commutes. Note that, by construction, λ n k is the unique map having as source some level of the tower {X • } and satisfying (1), up to increasing the level n k . Hence {λ n• } = λ as maps of pro-objects. Reversing the role of {X • } and {W • }, for every k ∈ N, one constructs maps µ m k :
and such maps are unique up to increasing the level m k . As a consequence both the maps
But then, up to raising m k , they must coincide, since W k is E-nilpotent resolution of X. By running the same argument, with the roles of {X • } and {W • } interchanged, one concludes. Point (3) follows by combining (1) and (2) with the observation that, thanks to the Milnor sequence, the homotopy inverse limit of a tower of spectra only depends on the pro-isomorphism class of the tower.
R-nilpotent resolutions.
Definition 7.2.1. A Milnor-Witt algebra is a commutative monoid in the symmetric monoidal category Π * (K) of homotopy modules over the field K. If R is a Milnor-Witt algebra, we define the core of R to be
We call R solid if cR = R.
Lemma 7.2.2. Let R be a Milnor-Witt algebras with the property that the multiplication map of µ R : R ⊗ R −→ R of R is an isomorphism. Then:
(1) R is solid.
(2) For every R-module M in homotopy modules, the action map R ⊗ M −→ M is an isomorphism.
In particular a homotopy module M has at most one R-module structure. (3) Every map of homotopy modules φ : M −→ N where M and N are R-modules is R-linear. In particular the category of R-modules is a full subcategory of Π * (K).
Proof.
(1) is clear. For (2) observe that, given a R-module M in homotopy modules, we have a coequalizer diagram defining the monoidal product on the category of R-modules
Moreover the action map a :
is an inverse of both µ R and a, so that a = µ R and q is as isomorphism. In particular every R-module M is isomorphic to the free R-module on the homotopy module M. Point (3) follows by combining the free-forget adjunction and point (2).
Remark 7.2.3. It seems reasonable to expect that, as it happens in Algebraic Topology, R is solid if and only if the multiplication R ⊗ R −→ R is an isomorphism. Similarly we expect cR to be solid, and hence that cR is maximal solid sub-algebra of R. Ideally one could hope to prove an analogue of [BK72a, Proposition 3.5], giving thus a classification of solid K MW -algebras. We believe that a useful tool for this task would be the classification of homogeneous prime ideals of K MW which is carried out in [Tho16] .
Remark 7.2.4. Assume E is a ring spectrum satisfying the assumption 4.2. Then the multiplication map of R = π 0 (E) is an isomorphism. In particular by 7.2.2 π 0 E is a solid Milnor-Witt algebra. For showing this, consider first the special case that J = ∅ so that
Denote by I the unramified ideal generated by the f i 's. Then we have an exact sequence
and since (K MW /I) is a K MW -module and the tensor product of homotopy modules is right exact, the commutative diagram
allows to conclude. Now if J = ∅, we can deduce the statement from (71) since filtered direct limits are exact.
Definition 7.2.5. Let R be a solid Milnor-Witt algebra. We say that a homotopy module M is R-nilpotent if it has a finite filtration
has an R-module structure for every i. A spectrum X is called R-nilpotent if for each k ∈ Z the homotopy module π k (X) is R-nilpotent and for all but a finite set of k ∈ Z, π k X = 0. We denote the full subcategory of R-nilpotent spectra by Nilp(R).
Definition 7.2.6. Let X be an object in SH(K) and R be a solid Milnor-Witt algebra. An R-nilpotent resolution of X is a tower of spectra under X X −→ · · · −→ X n −→ X n−1 −→ · · · −→ X 0 satisfying the following two properties:
(1) X n ∈ Nilp(R) for every n ∈ N; (2) for every
We would like to prove an analogue of Proposition 7.1.12 for R * -nilpotent resolutions where R * = cπ 0 (E) * and E is a (−1)-connected homotopy commutative ring spectrum. We are not able to accomplish this, so we immediately assume, in addition, that the multiplication map π 0 E ⊗ π 0 E −→ π 0 E is an isomorphism. In particular R = cπ 0 E = π 0 E. In any case, this will be slightly more involved than 7.1.12, and will require some general preliminary lemmas.
Lemma 7.2.7. Let R be a Milnor-Witt algebra whose multiplication µ R is an isomorphism. If
is an exact sequence of homotopy modules where A, B, D, E are R-nilpotent, then C is as well.
Proof. By breaking up the exact sequence in shorter pieces, the statement follows by combining 7.2.8 and 7.2.9. Proof. Up to increasing the length of the filtrations C 0 i and C 1 i we can assume that φ respects the filtrations. As a consequence (C • , φ) is a filtered complex of homotopy modules. In particular, φ induces a map on graded objects
. For every i, since both source and target of φ i/i+1 are R-modules by assumption, φ i/i+1 is R-linear by 7.2.2. As a consequence H p (φ i/i+1 ) is an R-module for every i and p. Furthermore there is a finite filtration F
In this setting, the spectral sequence associated to a filtered complex of homotopy modules
converges to the filtration
As observed above, every term in E 1 is a R-module and so the differentials are R-linear by 7.2.2. It follows that E p,q ∞ is an R-module and thus the filtration
Lemma 7.2.10. Let R be a Milnor-Witt algebra whose multiplication map µ R is an isomorphism and let f ∈ K MW * (K). Denote by S := R/(f ). Then the multiplication map µ S of S is an isomorphism. Furthermore for every R-nilpotent homotopy module M both ker(f · :
Proof. First of all we note that the multiplication µ R : R ⊗ R −→ R induces a map on quotients
Such a map factors as
where µ S is the multiplication map of S and p is induced by the projection R −→ R/f . Now p is an isomorphism because the tensor product of homotopy modules is right-exact and because f acts by zero on R/f . Finally, since µ R is an isomorphism, µ S is an isomorphism as well. Let 0 = M n ⊆ M n−1 ⊆ · · · ⊆ is an isomorphism. For this we first observe that we have a commutative diagram
where the diagonal map φ is induced by the projection maps onto the Postnikov truncations. The fact that Y is E-nilpotent by 7.2.12, and that the standard Adams tower {E n ∧ X} is a E-nilpotent resolution by 7.1.12, implies that the map colim n [E n ∧ X, Y ] −→ [X, Y ] is an isomorphism. We are left to show that φ in an isomorphism too. Since there exists an integer k for which Y ≃ P k (Y ), every map f : E n ∧ X −→ Y factors uniquely throughf : P n (E n ∧ X) −→ Y at least when n ≥ k. Passing to direct limits we deduce that φ is an isomorphism. Proposition 7.3.2. For every connective spectrum X ∈ SH(K) the following holds:
(1) The Postnikov truncation of the standard Adams tower {P n (E n ∧ X)} n is an R-nilpotent resolution of X; (2) There exists a unique R-nilpotent resolution of X up to unique isomorphism in the category of pro-towers under X; (3) Given any R-nilpotent resolution {X n } n of X we have that holim n X n ≃ X ∧ E Proof. Point (1) is 7.3.1. The proof of point (2) is the same as that given for the second point of 7.1.12. For point (3): we just need to combine (1), (2), the observation that, thanks to the Milnor sequence, the homotopy inverse limit of a tower of spectra only depends on the pro-weak homotopy type (see B.1.3 for the definition) of the tower, and finally the fact the projection to the Postnikov tower {E n ∧X} −→ {P n (E n ∧X)} is a pro-weak-equivalence (see B.2).
Lemma 7.3.3. Let E be a homotopy commutative ring spectrum satisfying Assumption 4.2 in the special case that J = ∅. Then for every connective spectrum X the tower P n (C(f
Proof. We need to check that for every pair of integers k, n the homotopy module π k (C(f n 1 )∧· · ·∧C(f n r )∧X) is π 0 E-nilpotent. We accomplish this by induction on n, the base case being that of n = 1. Assume thus that n = 1: we proceed by induction on r. If r = 0 the homotopy modules π k (X) are π 0 (E) = K MWmodules and in particular they are K MW -nilpotent. If I = {f 1 , . . . , f a+1 } we can apply Lemma 7.2.10 to the homotopy modules
. . , f a )-nilpotent by the inductive assumption. It follows that the external homotopy modules of the exact sequence
. . , f a+1 )-nilpotent and by Lemma 7.2.8 we conclude that the central homotopy module is S-nilpotent too. Given now any r-tuple of positive integers (n 1 , . . . , n r ) we can show that
. . , r and Lemma 7.2.7 iteratively to reduce to the above base case. Let us assume now that Y is a π 0 (E)-nilpotent spectrum: we need to check that the natural map It remains to show that ψ is injective. Assume r = 1. Letf ∈ [P n (C n ∧X), Y ] be a map with the property that f :=f |X = 0. We actually need to show the following: the composition off with a finite number of the tower maps p k :
, which are induced on Postnikov towers by the p k 's of (9), is the zero map. By the co-connectivity of Y we reduce to prove the analogous statement without Postnikov towers, so we can actually assume thatf ∈ [C n ∧ X, Y ]. We have a diagram of cofibre sequences deduced from (9) (77) Σ N p1+N q1α X too by B.3.2. Finally the left vertical map of (85) is a pro-weak equivalence as well, as we now explain. We have a tower of fibre sequences
which we obtain, for varying n, from diagram (43) upon smashing with X. The left vertical map in the square (84) is the map of pro-objects induced by the right hand side maps of (86). We claim that, after smashing (86) with E, the tower {E n ∧ X} n on the left hand side of (86) becomes pro-weakly equivalent to zero. Indeed by the very inductive definition of E n we have fibre sequences deduced from (39)
Here, the map on the right hand side is e E ∧ id where e E : S −→ E is the unit of the ring spectrum E; the map on the left hand side isē ∧ id (see (39)) and appears as the transition map in the tower {E ∧ E n ∧ X} n .
After smashing with E we have an induced long exact sequences of homotopy modules
is split by the multiplication of E. It follows that the previous map, which is the same as the transition map in the tower {E ∧ E n ∧ X} n is zero on every homotopy module and hence such a tower is pro-weakly equivalent to the zero tower. Using corollary B.3.1, we deduce that the upper horizontal map of (85) is a pro-weak-equivalence. Both source and target of this map are constant towers so the map is actually an isomorphism of spectra and this concludes the proof.
Remark 7.3.5. Let p be the exponential characteristic of the base field K. The spectral sequence we construct in Section 6, in the special case when E = HZ/ℓ and ℓ is a prime, is known as the (homological) motivic Adams Spectral sequence. The convergence of such a spectral sequence was analysed in the work of Hu-KrizOrmsby [HKO11a, HKO11b] . One of the main results of [HKO11a] is that for a connective spectrum X which has a cell presentation of finite type, in case p = 1, the HZ/ℓ-nilpotent completion map is naturally identified with the adic completion map χ η,ℓ (X) : X −→ X ∧ η,ℓ . We have not checked up to what extent one can weaken the assumption on the characteristic of the base field. By combining Theorem 4.3.5, Theorem 7.3.4 and Example 5.2 we deduce a stronger version of such a convergence statement. Namely that the HZ/ℓ-nilpotent completion map is naturally identified with the adic completion map χ η,ℓ (X) : X −→ X ∧ η,ℓ for every connective spectrum X, independently on the characteristic of the base field.
We wish to make a couple of observations. In first place we have no restriction on the characteristic of the base field: our approach works equally fine even when ℓ = char(K) = p > 1. Unfortunately an explicit description of the dual motivic Steenrod algebra π * , * (HZ/ℓ ∧ HZ/ℓ) is still not available when p = ℓ. It is worth mentioning that some progress in this direction has however been obtained in [FS17] . Once this ingredient will be available, our convergence result will allow to start the computation of π * , * (S ∧ η,ℓ ) even when ℓ = p.
Another fact we would like to underline is that our result does not need that X be cell of finite type. Many spectra do not satisfy this assumption: for instance a finite separable extension L/K is not expected to give a cell object of SH(K).
Lemma 7.3.6. Let E be a homotopy commutative ring spectrum satisfying Assumption 4.2 in the special case that I = ∅. Then for every connective spectrum X the tower {P n (S[I −1 ] ∧ X)} n is a π 0 E-nilpotent resolution of X.
Proof. Since the unit S −→ E induces an isomorphism π 0 S[I −1 ] ≃ −→ π 0 E we immediately conclude that the homotopy modules π k (X ∧ S[I −1 ]) are all π 0 E-modules and hence they are π 0 E-nilpotent. The mapping property of π 0 E-nilpotent resolutions is an immediate consequence of the universal property of the Postnikov truncations.
Theorem 7.3.7. Let E be an homotopy commutative ring spectrum satisfying assumption 4.2 in the special case that I = ∅. Then for every connective spectrum X the natural map λ E (X) : X −→ X ∧ E is a Eequivalence. In particular the map β E (X) : X E −→ X ∧ E of (65) is an isomorphism in SH(K).
Proof. The proof proceeds along the same lines as the proof of 7.3.4. More precisely we start by observing that both the towers {P n (E n ∧X)} n and {P n (X ∧S[S −1 ])} n are π 0 E-nilpotent resolutions of X by 7.3.1 and 7.3.6 respectively. We deduce, as in the proof of 7.3.4, that there is an isomorphism ψ : X ∧ E −→ X ∧ S[S −1 ] making the following square of pro-spectra
commutative. After smashing (87) with E the previous diagram, the lower horizontal map remains a proisomorphism. The vertical map on the right hand side of (87) is a pro-weak-equivalence by B.2, and stays a pro-weak-equivalence after smashing with E by B.3.2. These two observations show that, after smashing with E, also the left vertical map of (87) is a pro-weak-equivalence. The remaining part of the proof follows step by step the proof of Theorem 7.3.4.
Appendix A. Pro-spectra
We recall in this section some facts on pro-spectra that we have used during the text. For our purposes we only need to deal with pro-objects in SH(K) which are indexed on the natural numbers; we do not need the full formalism of a model structure on pro-objects in Spt Σ T (K). This section is independent of the rest of the paper and does not use any of the results proven in the previous part.
Definition B.0.1. The category of motivic pro-spectra, which we denote by Pro(SH(K)), is the category of pro-object in SH(K). More precisely, an objects of Pro(SH(K)) is a diagram of spectra X • in SH(K) indexed on a co-filtered category I. Given two motivic pro-spectra X • and Y • which are indexed on I and J respectively, we set
The composition law is defined in the obvious way. In order to avoid confusion we will distinguish between a diagram X • and the pro-object defined by X • , which we denote by {X • }. A map of diagrams X • −→ Y • is called pro-isomorphism if it induces an isomorphism of the associated pro-objects {X • } −→ {Y • }.
We are interested in the subcategory of pro-towers. For the rest of this section we denote by N the category with objects {0, 1, 2, . . . } and where Hom(n, m) = * if n ≥ m and Hom(n, m) = ∅ if n < m. In a picture, N = {· · · −→ n −→ · · · −→ 2 −→ 1 −→ 0}.
Definition B.0.2. A pro-tower in SH(K) is a motivic pro-spectrum which is indexed on the category N. The category of pro-towers in SH(K), denoted by Tow(SH(K)), is the full subcategory of Pro(SH(K)) whose objects are pro-towers.
B.1. The category of pro-towers has a fairly explicit description as a suitable localization of the category of diagrams Fun(N, SH(K)). We recall such a description. A re-indexing function is a function n • : N −→ N such that, ∀k ∈ N, n k ≥ max{n k−1 , k}. The set of re-indexing functions is denoted by N . Every re-indexing function n • defines a re-indexing functor ρ n• : Fun(N, SH(K)) −→ Fun(N, SH(K)).
On objects, ρ n• associates with every diagram X • the diagram X n• where, for every k, the tower map X n k −→ X n k−1 is the composition of the tower maps X n k −→ X n k −1 −→ · · · −→ X n k−1 . In [Bla96] X n• is called n • -spaced tower. On morphisms ρ n• is defined in the obvious way.
Given two re-indexing functions n • , m • one can define a composition n • m := k → n m k . This operation is associative and unital, where the unit is the identity function i of N. The set N of re-indexing functions, with the operation •, is thus an associative monoid with unit given by the identity function. We can also endow N with a partial order by setting n upgrades to a functor when we see N as the category associated to the partially ordered set (N , ≥).
The category of pro-towers in SH(K) is thus equivalent to the localization of the functor category Fun(N, SH(K)) at the basic self-tower maps. In particular given any re-indexing function n • and any tower X • , the natural map X n• −→ X • represents the identity of the pro-tower {X • }. From these observations we deduce the following criterion.
Corollary B.1.1. A map of pro-towers f : {X • } −→ {Y • } is an isomorphism in Tow(SH(K)) if and only if the following condition is satisfied: up to re-indexing X • , so that f can be represented by a natural transformation k → f k : X k −→ Y k , for every k ∈ N there is an integer n k >> k and a map Y n k −→ X k making both the triangles
to commute. In particular a tower {Z • } is pro-isomorphic to 0 if and only if for every k ∈ N there exists an integer n k >> k such that the tower map X n k −→ X k is zero.
Corollary B.1.2. Let E be a motivic spectrum. Then the functor E ∧ − preserves pro-isomorphisms of towers.
Definition B.1.3. A map of pro-towers f : {X • } −→ {Y • } is a pro-weak-equivalence if, for every integer p, the induced map {π p (X • )} −→ {π p (Y • )} is a pro-isomorphism of homotopy modules. A pro-tower {X • } is pro-contractible if, for every integer p, the pro-homotopy module {π p (X • )} is pro-isomorphic to 0.
B.2. Of course every pro-isomorphism is a pro-weak-equivalence. Moreover, given any tower X • in SH(K), the projection to the Postnikov tower
induces a pro-weak-equivalence of towers {X • } π k −→ {P • (X • )}. Note that in general the projection map {π • } does not need to be a pro-isomorphism. B.3. Since Π * (K) is an abelian category, then Pro(Π * (K)) is an abelian category by Proposition 4.5 of [AM69, Appendix] . Moreover the full subcategory of pro-towers Tow(Π * (K)) is closed under finite limits and colimits: this can be proved following the lines of the proof of Proposition 2.7 in [Bla96] . In particular Tow(Π * (K)) is an abelian category. It follows that a map of pro-towers {f • } : {M • } −→ {N • } is an isomorphism if and only if both ker({f • }) and coker ({f • }) are pro-isomorphic to 0. In particular we conclude the following. Lemma B.3.2. Assume {X • } is a pro-tower of motivic spectra. Then for every connective spectrum E, the projection to the Postnikov tower induces a pro-weak-equivalence {E ∧ X n } n∈N −→ {E ∧ P n (X n )} n∈N .
Proof. Consider the fundamental fibre sequence
If E is c-connective then E ∧ P n k +1 (X n k ) is (c + n k + 1)-connective. So once we have fixed an integer p ∈ Z, for every k ∈ N we can chose an integer n k such that c + n k + 1 > p and so the projection to the Postnikov tower induces an isomorphism of homotopy modules π p (E ∧ X n k ) −→ π p (E ∧ P n k (X n k )).
By applying B.1.1 we conclude.
