Abstract-Time-averaged video observations of the nearshore zone show the process of wave breaking as one or more white alongshore bands of high intensity, corresponding to the preferential location of breaking-wave dissipation on one or more sandbars. Across a known depth profile, similar bands of dissipation can be predicted with existing wave transformation models based on the wave energy balance. This opens up possibilities for estimating bathymetry from video observations by processing observed intensities into a model-predicted proxy of wave dissipation and the inverse modeling of this dissipation proxy into depth. The objectives of this paper are: 1) to present a technique for processing time-averaged cross-shore image intensity profiles into profiles that solely contain the contribution due to wave breaking and 2) to empirically determine which modeled wave dissipation proxy relates best to the cross-shore shape of the obtained breaking-induced intensity. The processing technique involves the removal of background illumination and noise, and, most importantly, a correction for white foam that after being generated in the breaking process remains floating at the water surface. This foam thus contributes to high image intensities but is not predicted by wave transformation models. Based on video and bathymetric data collected at the double-barred beach at Egmond aan Zee, The Netherlands and a standard wave transformation model containing the wave and roller energy balances, we find that the modeled cross-shore distribution of the dissipation of the energy of the surface roller (the white aerated mass of water at the breaking-wave front) matches the observed cross-shore shape of breaking-induced intensity well. Other hypothesized dissipation proxies result in a larger ( 10 m) seaward bias in the locations of maximum breaking-induced intensity and model-predicted dissipation or do not predict the cross-shore change in the area below the breaking-induced intensity bands correctly.
Video Observations and Model Predictions of
Depth-Induced Wave Dissipation swell, causing considerable erosion of the beach and adjacent loss of dunes and property, alternate with prolonged periods of low-energy conditions, during which the beach accretes. Nearshore depth information is indispensable for a careful policy to manage the coastal zone. Also, knowledge of nearshore bathymetry is an important naval objective, related to navigation and to amphibious operations near beaches. Scientifically, spatial and temporal depth variability is the end product that many nearshore models, aiming to help in understanding nearshore behavior and forecasting its future, will predict. Conventional in situ measurement techniques for surveying nearshore bathymetry, such as shipborne sonar-based or amphibious soundings, are expensive and limited to quiescent conditions, not resulting in long-term (years) high-resolution (daily-weekly) time series of nearshore bathymetry required for many societal and scientific purposes. Various remote sensing methods have been explored for surveying nearshore depth. One group of methods, an overview of which can be found in [1] , is based on light penetration in the water column and the subsequent reflection off the sea bed. Multispectral [2] , [3] and hyperspectral [4] technology, light detection and ranging (LIDAR) technology [5] , or combinations of these technologies [6] belong to this group. All these technologies are often troubled by spatial variations in bottom type, which cause different substrate reflectance, and rely on optically clear water, which implies that they are essentially limited to tropical areas. In a second group of methods, characteristics of the sea surface are used to estimate depth. An often applied method within this group is based on the analysis of a sequence of (instantaneous) images or cross-shore pixel arrays acquired with, for instance, shore-based [7] or airborne [8] , [9] optical systems, or X-band [10] or S-band [11] radar. Gradients in the phase difference between (processed) intensities at two closely spaced pixels provide an estimate of the local wavenumber, which then is inverted to depth using linear wave theory's dispersion relationship. Whereas depth estimates seaward of the breaker zone are accurate (Stockdon and Holman [7] report typical errors of 5% of the observed water depth), wave nonlinearities and the difference in optical signatures of breaking and nonbreaking waves cause depth estimates further onshore to be highly inaccurate. For instance, Stockdon and Holman [7] and Holland [12] show differences between estimated and observed depths of more than 1 m in depths 3-4 m. This is unfortunate, as it is within the breaker zone where spatial and temporal depth variations are largest, and accurate estimates are most urgently required.
Our work on estimating depth from remote sensing data belongs to the second group of methods as well. Our proxy signal for depth is related to the depth-induced breaking (dissipation) of the incident waves. The white aerated mass of water, which is formed on the shoreward facing side of a breaking wave and is known as the surface roller, results in a high-intensity signal [13] , [14] , as can be seen in the snapshot image ("photo") in Fig. 1(a) . It is obvious from the example snapshot image that, in the cross-shore direction (roughly from left to right in the image), zones with intense wave breaking alternate with zones without wave breaking. Because nearshore wave breaking is largely depth-induced, the breaker zones are located above shallow parts of the nearshore, known as sandbars, whereas in the deeper parts between the sandbars (sandbar troughs) wave breaking is virtually absent; see also Fig. 2 . Even though it is obvious from a snapshot image where waves are predominantly breaking (and, thus, where the sandbars are located), the breaker zones are revealed more clearly by taking the mathematical average of a series of regularly sampled snapshots taken over a 10-min period [ Fig. 1(b) ]. The averaging removes the statistical nature of the incident wave height, resulting in relatively smooth intensity bands that can be followed in the alongshore direction.
Considerable effort has been devoted to linking cross-shore time-averaged intensity profiles , which can be obtained from images like Fig. 1(b) , to cross-shore wave dissipation profiles that can be predicted readily from existing, widely accepted time-averaged wave-transformation models (e.g., [15] and [16] ), e.g., see [13] , [17] , and [18] . The primary purpose of this effort was to establish whether temporal variations in the location of peaks in collected from a succession of time-averaged images reflected changes in the location in the underlying sandbars or variations in the location of wave breaking over a temporally unchanging depth profile. For this purpose, a simple comparison of the location of the observed intensity and modeled dissipation peaks sufficed. However, when attempting to retrieve depth profiles, the cross-shore shape of is relevant as well. Aarninkhof et al. [19] scaled observed into profiles of the modeled dissipation proxy , where is the energy of the surface roller and is phase speed of the waves, which through the inverse modeling of the roller energy balance (e.g., [20] ) can be converted into an estimate of a cross-shore depth profile. Whereas results for the single-barred beach at Duck, NC were quite promising (deviations of 10-20 cm near the bar crest and 30-40 cm in the bar trough), results for the double barred beach at Noordwijk, The Netherlands were far less successful. Here, the relative magnitude of the intensity maxima over the two bars was found to be opposite to the maxima of , inducing unrealistic cross-shore bar shapes and depth errors of up to 2 m in the inner bar trough [21] . Also, later work on the transformation of image intensity into an optical dissipation proxy [22] showed [19] 's approach to be rather crude. Most notoriously [13] , [22] , part of the foam that is generated during wave breaking remains floating at the sea surface. Clearly, this foam contributes to but it is unrelated to any modeled wave dissipation proxy. The aim of this paper is to present a technique for processing time-averaged cross-shore image intensity profiles into profiles that solely contain the contribution due to wave breaking and to empirically determine which modeled wave dissipation proxy relates best to the cross-shore shape of the obtained breaking-induced intensity. Results from the depth inversion using this dissipation proxy will be presented in a future contribution. The structure of this paper is as follows. In Section II, we briefly describe the applied Argus [23] video system. Section III shows how the wave-breaking-induced part can be isolated from and Section IV details the applied wave-transformation model. In Section V, we determine which modeled dissipation proxy relates best to the obtained breaking-induced intensity, using data collected hourly for six weeks in 1998 at the double barred beach of Egmond aan Zee, The Netherlands. The paper is finalized with various concluding remarks.
II. SHORE-BASED VIDEO REMOTE SENSING
An Argus system typically comprises four or five video cameras that span a 180 view and allow full coverage of an about 3-6 km (in the alongshore) stretch of coast. The cameras are [7] .
mounted on top of a high viewpoint (usually a high building, cliff, or purpose-built tower) and are connected to a computer that controls the hourly image collection and communicates daily to the outside world by phone line. Each standard hourly collection consists of three types of oblique images ( Fig. 1) , collected for each of the station's cameras. A snapshot image [ Fig. 1(a) ] serves as simple documentation of conditions but offers little quantitative information. Ten-minute time exposures of the nearshore wave field [ Fig. 1(b) ] average out natural modulations in wave breaking to reveal a smooth band of white which has been shown to be an excellent proxy for the subtidal sandbar morphology [13] , [17] . Variance images [ Fig. 1(c) ] help identify regions whose intensities change during data collection (e.g., the sea surface) from those whose intensities are time-independent (e.g., the dry beach). In addition to these routinely collected images, dedicated sampling schemes can be designed to collect instantaneous 2-Hz intensity time series at pixels along a cross-shore or an alongshore array. This yields a timestack image, an example of which is shown in Fig. 3 . The work presented in this paper is based on time exposure, variance, and timestack images.
Quantification of image features requires accurate georeferencing of oblique video data and a good understanding of the cross-camera variation of pixel resolutions. Image coordinates are transformed into real-world location using the colinearity equations [24] . In the present work, the camera orientation angles (the tilt , azimuth , and roll ) and the effective focal length , which directly relates to the camera horizontal field of view [13] , were calculated by using a number of ground control points to optimize the colinearity equations. In this optimization the camera position was constrained to surveyed values [24] and the measured offshore water level was used as the rectification level. Prior to the transformation the images were corrected for radial distortions in the lens and pixel nonsquareness resulting from small differences in sampling frequency between the camera and the image acquisition hardware [24] .
The theoretical accuracy of video cameras is given by the footprint dimensions of individual pixels. The pixel footprint has a nearly rectangular shape with a larger boresight length than cross-bore width , given by (1) and (2) in which is the distance between the camera and the location of interest and is the number of horizontal pixels composing the image. Generally, the pixel footprint is oriented obliquely to the shoreline. Thus, and deviate from the crossshore and alongshore resolution, which are usually of interest in nearshore applications. Using the angle between the azimuth and the shoreline, and are transformed to cross-shore and alongshore dimensions.
An analysis of the errors involved with the procedures for georeferencing and image rectification is provided by [25] . Using the 95% confidence intervals around the angles , ,
, and as a measure of the error in the individual angles, [25] found that errors are typically less than 0.2 for and and less than 1 for and , indicating that the methodology for georeferencing generally yields consistent results. Even though the absolute value of the error in may be relatively small, the accuracy of the rectification procedure is dominated by errors in this angle, yielding positional errors of about five times the dimensions of a pixel footprint for a stand-alone offset of 0.2 [25] . However, the procedure for georeferencing is self-correcting, in the sense that errors in a single angle are compensated by an offset of the other angles, yielding a total positional error of about the pixel accuracy [25] . As projection errors associated with an inaccurate estimate of the rectification level (typically the measured tidal level) are an order of magnitude smaller than the dimensions of a pixel footprint (at least for the stations considered here), Van Enckevort [25] concluded that image errors are of pixel magnitude.
The comparison between video-based breaking-induced intensities and modeled dissipation proxies is based on data collected at the double-barred at Egmond aan Zee, The Netherlands. We specifically chose a double-barred site, as [19] 's results show that intensity profiles from a single-barred beach are not sufficiently discriminating to determine which modeled dissipation proxy has the same cross-shore structure as breakinginduced intensity. As detailed below, the development of the foam removal technique required an analysis of timestack images. Such images are not routinely collected at Egmond, and we therefore resort to timestack images collected at Duck, NC, a single-barred site facing the Atlantic Ocean. The Egmond and Duck cameras are mounted on top of an 48.5-and 44-m high tower, respectively. Fig. 4 shows a typical cross-shore time-averaged (i.e., taken from a time-exposure image) intensity profile at Egmond aan Zee (or, for that matter, any barred beach). It comprises a relatively large background level , a mildly sloping linear trend (where is the constant of proportionality), and a number of Gaussian type, somewhat noisy bumps associated with wave breaking on each bar and at the shoreline. Thus, can be approximated as [26] (3) in which is the approximation of , is the number of Gaussian-type peaks, and is given by (4) where , , and represent a measure for the height, mean location, and width of a dissipation peak, respectively. The number of Gaussian shapes to be fitted matches the number of regions of distinct wave breaking over sandbars or at the shoreline, determined from a threshold procedure stating that a wave breaking induced intensity peak should involve an intensity increase of at least 35% of the difference between the maximum and minimum value of . Values of , , and of , , and for each peak were computed using nonlinear least-squares data fitting by the Gauss-Newton method. As can be seen in Fig. 4 , approximates smoothly, effectively removing noise from the raw intensities. Also, does not contain the small intensity reductions immediately seaward of the regions of wave breaking present in . These dips, caused by the dark front face of shoaling waves at the onset of breaking [7] ( Fig. 3) , do not relate to any physical process incorporated in wave transformation models. The background illumination level is assumed to equal and is subtracted from . The wave breaking related component of is thus given by (5)
III. IMAGE PROCESSING

A. Removal of Background Illumination and Noise
B. Removal of Persistent Foam
Two sources of white foam contribute to . The first is the foam associated with the aerated roller at the face of a breaking wave, the second is the foam that escapes from the water column after being trapped in the column during the breaking process and that subsequently remains floating on the sea surface for up to several wave periods. In Fig. 3 , both sources are clearly visible: the sudden increase in intensity is related to the roller, the more patchy high intensities ("horizontal stripes") following the passing of the roller reflect persistent foam. To relate pixel intensities to a model-predicted proxy of wave dissipation, the roller induced contribution to needs to be isolated by removing the intensity contribution of persistent foam. This can be achieved through application of a scaling factor to , which reflects the relative importance of roller induced pixel intensities as a fraction of the combined intensity impact of the wave roller plus persistent foam, as a function of the cross-shore location (6) To find a suitable parameterization, instantaneous 2-Hz time series sampled in individual pixels (Fig. 5 ) collected at Duck were investigated in detail. Such a time series is obtained by taking a slice from a timestack image (Fig. 3) at some crossshore location. Generally, pixel time series show a roughly constant intensity level at deep water where wave breaking is absent. In the region of initial wave breaking, individual breaking events initiate a sudden increase in the intensity level [ Fig. 5(a) and (c)]. Occasionally, this rise is preceded by an intensity dip related to the dark face of a wave near the onset of breaking [7] . As air bubbles, trapped in the water column during wave breaking, escape they may cause persistent wave foam which causes the water surface to be white after the passage of the turbulent roller. The latter processes govern the time scale of the intensity drop after the passage of a breaking wave (i.e., the length of the "tail" of a breaking wave as observed from the intensity time series). Fig. 5(a) and (c) shows typical examples of a slow and rapid intensity drop, respectively.
Further onshore, wave breaking intensifies with decreasing water depth. Consequently, the time window between wave breaking events ("intensity bursts") narrows and the fraction of breaking waves increases. If the decay time scale is relatively large with respect to the wave period , breaking waves catch up with the persistent foam of the preceding breaking wave, yielding a relatively constant high-intensity signal when all waves are breaking (saturated breaking, ); see Fig. 5(b) . If the decay time scale is relatively small with respect to the wave period , pixel intensities drop before the arrival of the next breaking wave, yielding a strongly peaked intensity signal [ Fig. 5(d)] .
A 10-min time-averaged video observation of nearshore wave breaking is based on many snap shot observations of breaking and nonbreaking waves. To quantify and hence , we need to model the intensity signal of an individual breaking wave, assess which part of the signal is roller related and average the roller induced contribution over time while accounting for the crossshore varying fraction of breaking waves. Based on Fig. 5 , the instantaneous intensity signal of an individual breaking wave above the background level can be described by (Fig. 6 ) (7) where is the initial intensity increase at the time of the arrival of the roller, is time ( corresponds to the arrival of the surface roller), and is a nondimensional decay factor accounting for the time scale of the intensity decay after passage of the roller relative to the wave period . The roller induced contribution to is separated from the persistent foam induced part by assuming that is roller related for , and induced by persistent foam for . In Fig. 6 , the integrated roller induced contribution to is shaded for the four typical video conditions discussed here, that is long/short tail breaking (small and large , respectively) in combination with initial/saturated breaking (small and large , respectively; see Fig. 5 ). Admittedly, it appears odd that we scale the intensity decay of an individual breaking wave with a period that is based on a series of waves. A physically more correct scaling period would have a time scale that represents the time window between the entrapment of bubbles in the water column and its subsequent release to the water surface. This is, as discussed at length in [27] , a poorly understood topic, and, therefore, we have taken the pragmatic assumption of implementing in (7). Now suppose that of a single breaking wave at location has fallen back to the background level at or, which is possible as well, is cut off at owing to the arrival of the next breaking wave. Based on the assumption that is roller induced for , the integrated roller related contribution to the increase of reads (8) The integrated combined contribution of both the roller and persistent foam to the increase in reads (9) An expression for can be found from the constraint that the combined intensity impact of the roller plus the persistent foam should yield a time-averaged intensity increase for any along the cross-shore array, where is the minimum intensity along . Adopting a wave-averaged approach where is constant in time throughout the 10 min of time exposure for the collection of , this constraint can be formulated as (10) Thus (11) which yields an implicit expression for as a function of , which is unknown yet. The value of can be quantified by assuming that all waves are breaking (i.e., saturated wave breaking conditions) at the location of maximum . At this location, a new breaking wave thus arrives every seconds; time averaging of the instantaneous intensity signal over the wave period should, therefore, yield the maximum intensity increase (12) and thus (13) Substitution of (13) into (11) allows to iteratively solve for and , which then enables the quantification of and from (8) and (9) .
Finally, the scaling factor (6) is determined as the ratio of to (14) This definition implies a reduction of to account for roller-induced pixel intensities only. Reduction behavior is illustrated in Fig. 7 for different . With a decrease in , is increasingly obscured by persistent foam, which consequently yields a stronger reduction. Where mean intensities are low, the scaling factor is approximately constant. With increasing mean intensities, individual breaking waves start overlapping, which can be considered as a inherent correction mechanism of foam related intensities. Consequently, the scaling factor increases to a maximum at , where wave breaking is saturated and reduction is least required.
C. Parameterization
The methodology to remove persistent foam developed in the previous subsection can only be applied when timestack images are available to estimate . As mentioned in Section II, such images are not collected routinely. For practical applications of (14) , therefore, , which governs the time scale of the intensity decay after passage of a breaking wave, needs to be parameterized in terms of information contained in routinely collected images.
The analysis of the timestack images collected at Duck [ Fig. 5(b) and (d) ] has shown that an increase in is associated with an increase in the peakedness of the time-varying intensity signal at saturated breaking, during the 10 min of time exposure for image collection. Standardly collected variance images [ Fig. 1(c) ] provide a measure for the variability of the intensity signal during the collection of a time exposure image, hence the peakedness of the intensity signal. Therefore, is related to the standard deviation of the intensity signal at saturated breaking , normalized with the time-averaged pixel intensity at that location. It is hard to estimate directly from the type of intensity time series shown in Fig. 5 . Therefore, an indirect approach was adopted by estimating the ratio in the region of initial wave breaking, based on which can be quantified. In the region of initial wave breaking, is equal to the period between the passage of roller and the (virtually) complete return of the intensity signal to the background level. Individual wave breaking events in the region of initial wave breaking thus allow for the estimation of from a 2-Hz time series of pixel intensities. In total, 18 time series were processed. For each series, individual estimates of were averaged to yield a single for the investigated time series. The 18 resulting estimates varied between about 0.5 and 7.5 (Fig. 8) , hence covering a representative range of wave breaking conditions. collected during the 1997 SandyDuck experiment [7] . The shape of the best fit curve ( (18), solid line) was, as explained in the text, chosen such that the ratio t =T approaches 1 (0) for small (large) =I .
The ratio thus estimated is associated with an integrated intensity contribution that nearly matches its theoretical maximum contribution , which equals (15) Assuming that results in (16) which can be rewritten into (17) Parameterization of as a function of video-observed variables thus enables the quantification of . On the basis of the considerations given above, the ratio is parameterized as a function of at saturated breaking by means of an empirical expression of the form (18) where and are calibration parameters. Small values of (i.e., long tails) cause to become very large, whereas it approaches zero if becomes infinite. Both observations are in accordance with the physics of the process of consideration. The 18 timestacks collected at Duck suggest and (Fig. 8) . Substitution of (18) into (17) finally yields the parameterized expression for (19) with and . Note that the arbitrarily chosen does not affect as a different choice would be compensated by a different .
In summary,persistentfoam is removed from usinga spatially-varying reduction function (6) , which yields the crossshore distribution of roller related image intensities . The latter will beused as a starting point for the comparisonof video-derived and model-predicted proxies of wave dissipation. The sensitivity of this comparison to is investigated in Section V.
IV. WAVE TRANSFORMATION MODEL
The wave model consists of three coupled differential equations which describe the time-averaged (over many wave periods) cross-shore evolution of organized wave energy , roller energy and wave setup . With the assumption that the wave field is narrowbanded in frequency and direction, the wave energy balance is (20) where denotes a coordinate system pointing onshore (this equation is solved in the direction of wave propagation), is water density, is gravitational acceleration, is the rootmean-square wave height, is the group velocity, is the mean wave angle, and and are breaking-wave dissipation and bottom friction, respectively. The formulation is given by [28] (21) in which is the peak frequency and is given by [15] ( 22) where is the wavenumber evaluated with linear theory at the peak frequency and is the local water depth. The dissipation parameter and the wave height to depth ratio were set to default values ( and [29] , where is the offshore wave steepness). Bottom friction is not important in the surfzone, where wave breaking dominates the dissipation. Linear wave theory is used to calculate , and Snell's law is used to determine from offshore measurements. The balance equation for roller energy is [20] , [30] 
where is the phase speed, and the roller-energy dissipation is (24) The default value of the wave front slope is 0.1 [20] , [30] . Finally, the wave setup is determined from the depth-integrated and time-averaged cross-shore momentum balance equation (25) where , with , is the cross-shore component of the radiation stress tensor [31] .
The wave model is solved with a standard forward stepping scheme using the observed bathymetry, and offshore values of , , , and water level . One of the major assumptions in the model is the applicability of linear wave theory, even under breaking-wave conditions. Although nonlinear wave transformation is known to be important in surfzone conditions, in particular when considering long-period swell [12] , model application against a spatially extensive (in the cross-shore) 500-h dataset collected at Egmond aan Zee [32] has shown that the model with its default settings can predict the cross-shore distribution of the observed well during a wide range of conditions (offshore ranged between 0.2-3.9 m, between 3.9 and 10.8 s, and between ). Model skill exceeded 0.89 at all sensors and the root-mean-square error for individual sensors varied between 0.10-0.16 m, with an average of 0.13 m for all sensors. Also, the cross-shore structure of the time-averaged alongshore current, which is strongly dependent on the cross-shore structure of the roller dissipation, was predicted accurately during the same 500-h period [32] . This lends support to the use of the present wave model to predict the cross-shore structure of various hypothesized dissipation proxies.
The dissipation-related wave characteristics that, based on earlier research, are potentially good proxies of the cross-shore shape of include [13] , [17] , [18] , [19] , and [21] . In addition, is included in the analysis, assuming that the generation of bubbles and foam is proportional to the transformation of kinetic energy to turbulence. An example of typical model output for these five parameters is provided in Fig. 9 . As can be seen, the cross-shore distribution of the parameters differs in the precise location of the peaks, the width of the peaks, and the cross-shore change in the amplitude of the peaks. For example, for the condition shown in Fig. 9 the amplitude of each peak reduces in the onshore direction for , , and , but increases for and . Earlier research has shown that generally peaks too far seaward relative to the peak location of the observed intensity bands (e.g., [17] ) and that may not result in the correct cross-shore evolution in the height of the observed peaks [21] .
V. COMPARISON
A. Data
The data used to investigate which modeled dissipation proxy matches the cross-shore structure of best were collected during a six-week period in October-November 1998 as part of the Coast3D field experiment at the double barred-beach at Egmond aan Zee (e.g., Figs. 1 and 4) , The Netherlands [17] , [32] , [33] . During the experiment, nearshore bathymetry was measured along 11 cross-shore profiles with 50-m spacing alongshore, using a 15-m high amphibious vehicle [33] . In total, 21 surveys were performed, of which 11 cover the inner subtidal bar only (because of harsh wave conditions, surveying of the outer bar was not always possible). The measured depth is estimated to have an error of less than 15 cm, not accounting for unresolved bed forms having lengths less than m and amplitudes less than cm . The survey data were interpolated to a rectangular grid with a cross-shore and alongshore spacing of 2 and 25 m, respectively. Offshore hydrodynamic data required as input into the wave model were measured hourly with a directional wave buoy in 15-m water depth.
The time exposure and variance images used here were recorded hourly by the Egmond video station, which is located 1500 m south of the mid of the Coast3D field site. Only images collected with camera 1 are considered here because on these images both the breaker zones associated with the inner and outer subtidal bar and the shorebreak are visible (e.g., Figs. 1  and 4 ). This camera is equipped with a 9-mm lens, which yields a spatial resolution along the central cross-shore array of the Coast3D site of 2-20 m in the cross-shore and about 50 m in the alongshore direction.
Here, we focus on sampled over four different days along four cross-shore arrays with a 150-m alongshore spacing. Each was taken as the alongshore average over a distance of twice the local alongshore pixel resolution centered around the coordinate of the array of interest. Because time-exposure images were collected hourly irrespective of the atmospheric and hydrodynamic conditions, not all contain sufficient information for further processing. To avoid spurious results, were culled from further analysis when one or more of the following criteria were met.
• was lower than 120, indicating poor lighting conditions or nighttime images.
• Deviation exceeded 15 (at any ), indicating a poor fit of to .
• of the highest peak did not exceed 20, indicating poorly pronounced dissipation peaks.
• of the widest Gaussian peak exceeded 100, indicating unrealistically wide dissipation peaks.
• Standard deviation of was less than 5, again indicating poorly pronounced dissipation peaks. ] and converted into using . These 103 profiles contained 239 dissipation peaks (48 at the outer subtidal bar, 100 at the inner subtidal, and 91 at the intertidal bar).
To enable a quantitative comparison of the cross-shore structure of and the modeled proxies of wave dissipation, the variables involved were normalized as
where is the normalized , is any of the five modeled proxies of wave dissipation identified above, and is the normalized equivalent of .
B. Results
The comparison between and involved a comparison of the corresponding peak locations and peak areas below and . The location equals ; is the location of the corresponding local maximum of . Values of and were determined as the area below and within a distance at both sides of and , respectively. Results for the five wave characteristics investigated are shown in Table I using the mean of the horizontal deviations and the mean of the dimensionless area offset . Negative (positive) corresponds to a shoreward (seaward) offset of as compared to the associated , while negative (positive) reflect that underestimates (overestimates) the associated at a sandbar. Table I shows that normalized (henceforth, a hat is used to indicate a normalized dissipation proxy) matches best, because it combines moderate values of at each sandbar with relatively small . The latter indicates a balanced distribution of the wave dissipation over the three sandbars. The other dissipation characteristics are rejected for various reasons. Although yields similar deviations in terms of as , the average seaward offset of for is approximately twice as large as the offset for (Table I) , consistent with [17] . Different performance of and is best observed from at each sandbar. Because in very shallow water, and yield that considerably underestimate at the outer subtidal bar, which is compensated by an overestimation of at the intertidal bar (Table I) , consistent with [19] .
shows opposite behavior, with relatively large positive (negative) at the outer (intertidal) bar relative to based on (Table I) . Scatterplots of -based and versus and , respectively, are provided in Fig. 10 .
C. Sensitivity Tests
The results in Table I . To investigate this effect further, all three parameters were varied individually (that is, keeping the other two parameters at their default and hence a decrease in . The parameter settings also affect the distribution of the wave dissipation over the three sandbars. For , amounts to 0.254, 0.157, and 0.242 at the outer, inner, and intertidal bar, respectively, indicating that overestimates at the outer bar and underestimates at the inner and intertidal bar. With an increase in , decreases at the outer bar but increases further shoreward. For , however, amounted to 0.254, 0.059, and 0.411 at the outer, inner, and intertidal bar, respectively, indicating that now underestimates at the outer bar, but overestimates it at the intertidal bar. None of the constant settings outperforms the results of the default setting according to [29] .
The values of and are not very sensitive to variations in the range 0.075-0.125. With a decrease in , the dissipation of roller energy is delayed spatially, inducing a shoreward shift of . Because was predicted to be, on average, seaward of using , lower values cause a reduction to about 2 m for . A decrease in is, however, also associated with a flattening and widening of the peaks, inducing an underestimation of for low (Table II) . Best results in terms of both and are found for -0.125. Variation of the foam removal parameter does not affect and, accordingly, is independent of (Table II) . With a decrease in , is increasingly corrected for persistent foam, inducing a narrowing of the peaks and increasing relative difference in the amplitudes of the peaks. For , this causes to increase (Table II) . For -10, is insensitive to , indicating that the foam correction of is small for these .
VI. CONCLUDING REMARK
In this paper, we have presented a method to (automatically) process cross-shore profiles of time-averaged image intensity obtained in a nearshore setting. Key elements in the method are: 1) the description of breaking-induced peaks as a cross-shore series of Gaussian shapes and 2) the removal of the intensity contribution of foam that after being generated in the breaking process remains floating at the water surface. The latter element is, after an investigation of instantaneous 2-Hz intensity time series, parameterized using the ratio of the standard deviation to the mean intensity at saturated breaking. With a decrease in the time-averaged breaking-induced intensity is polluted increasingly by persistent foam, which consequently yields a stronger reduction of the Gaussian shapes. Based on video and bathymetric data collected at the double barred beach at Egmond aan Zee, The Netherlands and a standard wave transformation model containing the wave and roller energy balances, we conclude that the modeled cross-shore distribution of the dissipation of the roller energy matches the observed cross-shore shape of breaking-induced intensity well. Other hypothesized dissipation proxies result in a larger ( 10 m) seaward bias in the locations of maximum breaking-induced intensity and model-predicted dissipation or do not predict the cross-shore change in the area below the breaking-induced intensity bands correctly. Initial results from the depth inversion using , reported in [34] , show remarkably improved results compared to those of Aarninkhof et al. [19] ; also, the -based depth estimates are more accurate than estimates obtained from phase speed of surface gravity waves [7] , at least near the sandbar crests. These results will be presented in more detail elsewhere.
