This paper investigates the application of non-orthogonal multiple access (NOMA) and device-to-device (D2D) into the scenario of massive Machine Type Communications (mMTC). Specifically, we first propose a new NOMA-and-D2D integrated network, where NOMA is utilized to deal with the cross-tier and co-tier interference at the base station side. To fully exploit the advantages of the network, we formulate a joint channel allocation and power control problem with the objective to maximize the performance of the D2D communications under the constraints of the rate requirements of the cellular users. For solving the formulated problem efficiently, we first adopt the sequential convex approximation method to solve the channel allocation subproblem, and then transform the power control subproblem into a convex optimization problem. To further reduce the computational complexity, we employ the convolutional neural network (CNN) to devise a resource management framework, where the relation between the system states and the control policies is established by multiple neurons. Finally, simulation results indicate that the convex approximation based algorithm outperforms the other algorithms in terms of utility, sum-rate, and user satisfaction, and the CNN based algorithm achieves orders of magnitude speedup in computational time with only slight loss of performance.
I. INTRODUCTION
Massive Machine Type Communications (mMTC) is one of the three major application scenarios of the fifthgeneration (5G) mobile communication system [1] . Different from the other two scenarios, i.e., enhanced Mobile Broadband (eMBB) and Ultra Reliable Low Latency Communications (URLLC), mMTC mainly targets the large-scale
The associate editor coordinating the review of this manuscript and approving it for publication was Cunhua Pan . Internet of Things (IoT) applications, such as the Internet of Vehicles, smart home, remote monitoring, and so on. Massive connectivity is the primary requirement of the large-scale IoT and also the main characteristic of the mMTC. As indicated in the white paper on 5G vision and requirements [2] , the number of global IoT connections will reach 100 billion by 2030, and the connection density will reach one million connections per km 2 . To satisfy the massive connectivity requirement of the mMTC, advanced enabling network architecture and wireless technologies are needed. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Device-to-device (D2D) is a spectrum-and-energy efficiency technology, which has the advantages of proximity gain, reusing gain, and hop gain [3] , [4] . Owing to these advantages, D2D has been recommended as a key technology of the 5G wireless networks [5] . In the D2D communications, two adjacent devices can transmit data directly without the aid of any access points. Since the D2D transmitter is usually close to the D2D receiver, multiple communication links can be activated simultaneously on the same spectrum via spatial multiplexing, such that the connection density can be improved. In [6] , a D2D communication enabled uplink LTE network in unlicensed (or WIFI) spectrum was proposed to further upgrade the network capacity. On the other hand, the D2D users (DUEs) can also share the licensed (or cellular) spectrum if the quality-of-service (QoS) of the cellular users (CUEs) is preserved. In recent years, a new network architecture, namely D2D underlaying cellular network, has received much attention in both industry and academia [7] - [10] . Compared with the traditional cellular network, the D2D underlaying cellular network is capable of accommodating more connections with limited bandwidth. Therefore, the D2D underlaying cellular network is a promising network architecture, which caters for the massive connectivity requirement of the mMTC.
Non-orthogonal multiple access (NOMA) is another promising technology, which is also a potential candidate of the air interface techniques of 5G [5] . In the downlink NOMA transmission, the base station (BS) can transmit data to several devices on the same spectrum through superposition coding [11] , while in the uplink NOMA transmission, multiple devices can transmit data to the BS on the same spectrum with different power levels [12] . At the receiver side, the BS or the devices can employ the multiuser detection algorithms (e.g., message passing algorithm (MPA) or successive interference cancellation (SIC) algorithm) to detect the multiplexing signals [13] . By fully exploiting the user diversities in the power domain, NOMA can significantly improve the spectrum efficiency (SE) and the user connectivity. Both theory [13] and experiment [14] have verified that NOMA is superior to the orthogonal multiple access (OMA) technologies in terms of SE and connectivity. Considering the advantages of NOMA, there have been some researches studying on how to apply this technology into the IoT in order to deal with the massive connectivity challenge [15] . Thus, NOMA is also a promising technology for the mMTC.
Since both D2D and NOMA have great potentials in improving user connectivity, it is meaningful to investigate how to incorporate these two technologies into the same network. However, these two technologies make the interference more complicated, where D2D causes the cross-tier interference, and NOMA leads to the co-tier interference. Resource management is an efficient method to coordinate the co-tier and cross-tier interference. There have been some works investigating the resource management algorithms in Heterogeneous Networks (HetNet) to coordinate multitier interference. In [16] , the authors investigated the joint subcarrier assignment, user equipment (UE) association, and power allocation algorithms for the carrier aggregation-based HetNets. With the same control schemes, [17] studied the max-min UE availability problem in the coordinated multipoint (CoMP) and CA-enabled HetNets. Besides, the authors in [18] used the massive antenna arrays to harvest energy from the interference signals in HetNets and analyzed the intrinsic relationship between the energy-harvesting performance in the downlink and the information transmission performance in the uplink.
As such, how to design efficient resource management algorithms is the focus of the research in the D2D-and-NOMA integrated networks [19] - [32] . The existing works in the D2D underlaying cellular networks with NOMA fall into two main categories, i.e., NOMA for cellular networks [19] - [21] and NOMA for D2D communications [22] - [24] . For the first category, NOMA is only utilized for the uplink or downlink transmission in the cellular networks, while D2D is underlaid in the cellular networks. Based on the Nash bargaining game, the authors in [19] investigated the power allocation and user clustering algorithms for uplink multi-carrier NOMA in the D2D underlaid cellular networks. Different from [19] - [21] focused on the joint channel-andpower allocation in the downlink NOMA networks. Both [20] and [21] aimed to maximize the performance of the D2D communications under the constraints of the minimum rate requirement of the CUEs. The difference is that [20] focused on the centralized algorithm, while [21] aimed at the distributed algorithm. For the other category, NOMA is only utilized for the D2D communications, and OMA is utilized for the cellular networks. In [22] , an energy aware resource allocation scheme based on improved differential evolution algorithm was developed to maximize the system total energy efficiency. By adopting the similar control policies (i.e., channel allocation and power control), the authors in [23] studied the system sum rate maximization problem. The total power minimization problem was investigated in [24] , wherein a joint subchannel assignment, user pairing, and power control algorithm was devised. Besides, NOMA and D2D are also utilized in other communication systems, e.g., energy harvesting networks [25] , [26] , mobile edge computing networks [27] , UAV-assisted networks [28] , industrial IoT environments [29] , and vehicular networks [30] .
As a common feature of the works in [19] - [24] , NOMA is only used to handle the co-tier interference among CUEs or DUEs. As such, the advantages of NOMA in handling the cross-tier interference are not fully exploited. Some recent works have studied the joint optimization of NOMA for DUEs and CUEs [31] , [32] . However, they neglect the energy and computation limitation of the D2D devices, especially for the IoT devices. Furthermore, the algorithms proposed in [19] - [32] are based on the traditional optimization methods, the computational complexity of which is very high for the mMTC with massive connections. In recent years, deep neural network (DNN), one of the popular machine learning techniques, has been applied in wireless networks to design ultra-low complexity algorithms [33] - [36] . In [33] , the DNN was used to treat a given signal processing algorithm as a black box and learn its input/output relation. It was shown that only a small network is sufficient to obtain high approximation accuracy, and DNNs can achieve orders of magnitude speedup in computational time compared to the state-of-the-art interference management algorithms. In [34] , it was shown that combining DNN with ensemble learning results of a high-performance and low-complexity power control method outperforms the state-of-the-art methods in a variety of system configurations. The authors in [35] used the concept of universal function approximation of DNNs and the theory of Lagrangian duality to show that, despite the nonconvex nature of these problems, they can be formulated as a finite-dimensional unconstrained optimization problem in the dual domain. For arbitrarily large DNNs, it can obtain the precise optimality with respect to the original problem. In [36] , the authors adopted two kinds of DNNs, feed-forward neural network (FNN) and convolutional neural network (CNN), to deal with the subchannel assignment problems in the interference-free networks. Simulations indicated that DNNs can effectively solve the the linear sum assignment problems with great time efficiency and only slight loss of accuracy. Although there have been some works studying the DNN based resource allocation algorithms, the performance of DNN for solving the joint channel-and-power allocation problem in the interference-limited wireless networks is still unknown.
Motivated by the above, this paper focuses on the mMTC with massive connections. Specifically, we incorporate NOMA into the D2D underlaying cellular networks and design efficient resource management algorithms. We propose a performance-priority algorithm and a complexitypriority algorithm by jointly considering channel allocation and power control. The main contributions of this paper are summarized in the following.
• We propose a new NOMA-and-D2D integrated network.
Different from the existing networks, NOMA is used to handle the co-tier interference among CUEs and the cross-tier interference between CUEs and DUEs at the BS side. Considering the practical factors, the D2D receiver adopts the direct decoding method to detect its desired signal. Besides, to fully exploit the advantages of this network, we formulate a joint channel allocation and power control problem with user fairness taken into account. The formulated problem aims to maximize the sum-log-rate of the DUEs under the rate requirement constraints of the CUEs.
• We propose a convex approximation (CA) based algorithm. The joint optimization problem is mix-integer and non-convex, thus it is very hard to get the optimal solution. In order to get efficient suboptimal solutions, we divide the joint problem into the channel allocation subproblem (CAP) and the power control subproblem (PCP). For the CAP, we adopt the sequential convex approximation method to design a cost-efficient channel allocation algorithm. According to the channel allocation policy, we transform the PCP as a convex optimization problem by variable substitution and approximation and then solve it efficiently.
• We propose a convolutional neural network (CNN) based algorithm. To further reduce the computational complexity, we construct a CNN based resource management framework, where the inputs are the channel conditions of users and the outputs are the channel allocation and power control policies. The relation between the inputs and the outputs is established by a hidden layer, which consists of a convolutional layer, a pooling layer, and a fully connected layer. The CNN is trained by the data obtained by the CA based algorithm. After training, the CNN can quickly output the control policy by simple mathematical operations.
• We conduct extensive simulations to evaluate the performance of our proposed algorithms. Firstly, the simulation results show that the CA based algorithm outperforms the other algorithms in terms of utility, sumrate, and user satisfaction. Furthermore, it indicates that the CNN based algorithm achieves the similar performance with the CA based algorithm, while the computing time is reduced significantly. The simulation results demonstrate that the CA based algorithm is suitable for the network with strict QoS requirement, while the CNN based algorithm is suitable for the network with high demand of real time.
The rest of the paper is organized as follows. Section II introduces the network model and the problem formulation. In Section III and Section IV, we present the convex approximation based algorithm and the convolutional neural network based algorithm, respectively. Simulation results and analysis are given in Section V. Finally, we conclude our paper in Section VI.
II. NETWORK MODEL AND PROBLEM FORMULATION
In this section, we first introduce the network architecture and working principle of the NOMA enhanced D2D underlaying cellular network. Then, the joint channel allocation and power control problem is formulated.
A. NETWORK MODEL
As shown in Fig. 1 , we consider a D2D underlaying uplink cellular network, which consists of a BS, M CUEs, and N DUEs. Each DUE consists of a transmitter and a receiver. We use C = {c 1 , c 2 , · · · , c M }, D t = d t 1 , d t 2 , · · · , d t N , and D r = d r 1 , d r 2 , · · · , d r N to denote the M CUEs, N D2D transmitters, and N D2D receivers, respectively. All of the CUEs and the DUEs share K channels, which are denoted by K = {1, 2, · · · , K }. In our considered network model, M + N is much larger than K , which represents the mMTC application scenario. Besides, we define h k a,b as the channel gain from transmitter a to receiver b on channel k, where a ∈ C ∪ D t , b ∈ D r or the BS, and k ∈ K. For notational simplicity, the channel gain from transmitter a to the BS is denoted by h k a . In this paper, we jointly optimize the channel allocation and power control to upgrade the network performance. The channel allocation policy of the CUEs and the DUEs is defined
The power control policy of the CUEs and the DUEs is defined as P = (P C , P D ), where P C = p c m |c m ∈ C and P D = p d t n |d n ∈ D . In P C and P D , p c m and p d t n represent the transmission power of CUE c m and D2D transmitter d t n , respectively.
In this network, the CUEs and the DUEs can access to the BS by using the NOMA communication protocol. With NOMA, multiple users can transmit data on a common channel. As such, the signal received by the BS on channel k can be expressed as
where x c m and x d t n are the signals transmitted by CUE c m and D2D transmitter d t n , and z k B denotes the additive white gaussian noise (AWGN) with zero mean and variance σ 2 .
The BS can employ the SIC technique to detect the multiplexed signal y k B . As indicated in [13] , [37] , the optimal decoding order to achieve the maximum spectrum efficiency in the uplink NOMA transmission is the descending order in the channel gain. In consideration of this reason, we adopt the same decoding order in our considered network. At the BS side (i.e., the receiver of all CUEs' signals), the signal-tointerference-plus-noise ratio (SINR) of CUE c m on channel k can be written as
For D2D receiver d r n , its received signal on channel k is given by
The D2D devices in our model are power and computation limited IoT devices, such as some sensor nodes or wearable devices. However, execution of the SIC technique consumes a certain amount of power and needs relatively higher computation capacity. Furthermore, to implement the SCI technique, the DUEs need to get the the information of the channel gains among the users, which is a hard work and consumes abundant control overhead. Moreover, the communication distance of a D2D link is usually very short, such that the desired signal strength is generally larger than the interference. Due to these reasons, the NOMA protocol is not suitable for the D2D communications in our model. As such, the SINR of D2D receiver d r n on channel k can be written as
To well illustrate the working principle of the network, Fig. 1 gives an example for the decoding process of the CUEs and the DUEs. As shown in the figure, the channel gains between the users and the BS satisfy h c 1 > h d t 1 > h c 2 , then the BS will decode the signals x c 1 ,
, and x c 2 sequentially by using the SIC technique. On the contrary, since the signal strength of x d t 1 at the D2D receiver d r 1 is the strongest, the D2D receiver will directly decode its desired signal. Our model aims at the mMTC application scenario. To the best of our knowledge, the operation method of NOMA in our considered D2D underlaying cellular networks is different from those in the existing works [19] - [32] .
According to the Shannon Theory, the maximum achievable data rate of CUE c m and D2D receiver d r n can be respectively calculated by
where B 0 is the channel bandwidth.
B. PROBLEM FORMULATION
As shown in (5) and (6), the data rates of the CUEs and the DUEs are relevant to the channel allocation and power control policies (S, P). In order to take full advantages of the NOMA-and-D2D integrated framework, the channel allocation and power control policies should be carefully designed according to the specific system parameters. In this paper, we aim to optimize the performance of the D2D communications under the constraints of the QoS requirements of the CUEs. The joint channel allocation and power control problem is mathematically formulated as
The objective function of (7) is to maximize the sum-lograte of all the DUEs with the proportional fairness taken into account. Constraint C1 shows the minimum rate of each CUE. Constraints C2 and C3 limit the value range of the power control variables p c m and p d t n , where p max c m and p max d t n denote the power budget of CUE c m and D2D receiver d t n , respectively. Constraints C4 and C5 specify that each user (CUE or DUE) can only be allocated with one channel. Constraint C6 limits the maximum number of users that occupy the same channel (L is often referred to as the maximum reusing degree of a channel), which is imposed to control the co-channel interference and makes the decoding complexity of the SIC within a tolerable level. Constraint C7 indicates that s d t n ,k and s c m ,k are binary variables.
Remark 1: The problem in (7) is a mixed-integer and non-convex programming problem, which is proved to be NP-hard. Besides, the power control variables P and the channel allocation variables S are jointly coupled, which makes the problem intractable. Thus, the computational complexity of finding the optimal solution of (7) is very high. Due to these reasons, we in this paper focus on designing low-complexity suboptimal algorithms. Specifically, we first employ the convex approximation based methods to devise a two-stage resource management algorithm. On the basis of the results obtained by the convex approximation based algorithm, we then propose a deep neural network framework to optimize the channel allocation and power control policies with a ultra-low computational complexity.
III. CONVEX APPROXIMATION BASED ALGORITHM
In this section, we divide the primal problem into two sequential subproblems, i.e., the channel allocation subproblem (CAP) and the power control subproblem (PCP). Then, we design a two-stage convex approximation (CA) based algorithm to solve the CAP and the PCP, respectively.
A. CHANNEL ALLOCATION ALGORITHM
In the first stage (i.e., channel allocation), we assume that the transmission power of all users is fixed as their maximum value. Since the the rate requirements of the CUEs are hard to be satisfied only with the channel allocation, we donot take the constraint C1 in (7) into account in the channel allocation stage. Then, the channel allocation subproblem can be formulated as
The problem in (8) is an integer non-linear programming problem. The optimal solution of (8) can be obtained by the branch-and-bound (BaB) method [4] . However, the computational complexity of the BaB is very high, which is almost impossible for the mMTC application scenario. To solve (8) efficiently, we transform it into a convex problem. Specifically, we first relax the binary variables
As such, the feasible region of (8) becomes a convex set. Then, we rewrite the objective function of (8) as
Define h (S) and g (S) as
Now, f (S) = h (S)−g (S) becomes the difference between two concave functions. In what follows, we use the firstorder Taylor expansion formula to approximate g (S) so as to transform f (S) into a concave function. For a given S 0 , the first-order Taylor expansion formula of g (S) is
where
Next, we propose a sequential convex approximation (SCA) based iterative algorithm to solve the problem in (8) , which is summarized in Algorithm 1. In each iteration, we solve the approximated problem in (16) , which is a concave problem (see Lemma 1) and can be tackled by some mature softwares (e.g., CVX). The optimal solutionŜ of (16) is utilized as the initial point of the next iteration. Through several iterations, we can obtain a relaxed solution of (8) .
In order to get a feasible solution of (8), we round the final solution S l into the binary values according to the step.7 to the step.15 in Algorithm 1. Specifically, we define a new parameter F k to record the reusing time of channel k. If F k < L, channel k can be allocated to users, otherwise the remainder users cannot reuse this channel. By this way, the constraint C3 in (8) can be satisfied. Besides, the operations in step.7 to step.15 ensure the satisfaction of the constraints C1, C2, and C4 in (8) . As such, Algorithm 1 can output a suboptimal solution of (8) .
Lemma 1: The problem in (16) is a concave optimization problem.
Proof: All of the constraints C1-C5 in (16) are linear, thus the feasible region of (16) is a convex set. Then, to prove the concavity of the problem, we only need to prove that the objective function in (16) is concave.
As shown in (10) , h (S) is the sum of K concave functions, and hence it is also concave. Since a concave function minus a linear function is still concave, h (S) − ∇g T S l S − S l − g S l is concave. Besides, ln (x) is concave and non-decreasing in x. According to the composition principle [38] , ln h (S) − ∇g T S l S − S l − g S l is a concave function. Therefore, the objective function in (16) is concave.
As shown in (10) , h (S) is the sum of K concave functions, and hence it is also concave. Since a concave function minus a linear function is still concave, h (S) − ∇g T S l S − S l − g S l is concave. Besides, ln (x) is concave and nondecreasing in x. According to the composition principle [38] , ln h (S) − ∇g T S l S − S l − g S l is a concave function. Therefore, the objective function in (16) is concave.
To this end, we have proved Lemma 1.
Algorithm 1 SCA Based Iterative Algorithm 1: Initialization:
• Set l = 0 and the maximum tolerance δ. • Set the reusing time of channel k as F k = 0, ∀k. 2: repeat 3: Solve the problem in (16) to obtain the solutionŜ.
4:
Set l = l + 1 and S l =Ŝ.
5:
Get k * = arg max k∈K s l a,k and set s l a,k * = 0.
10:
if F k * < L then 11: Get the binary solutions S * according to
12:
Set F k * = F k * + 1 and break. 13: end if 14: end while 15: end for
B. POWER CONTROL ALGORITHM
In the second stage (power control), the channel assignment scheme has been given. Specifically, the whole power control problem can be divided into K independent subproblems, each of which corresponds to a channel. For channel k, the power control subproblem is given by
where the sets C k , D t k , and D r k are defined as C k = c m |c m ∈ C, s c m ,k = 1 , D t k = d t n |d t n ∈ D t , s d t n ,k = 1 , and D r k = d r n |d r n ∈ D r , s d t n ,k = 1 . The problem in (18) is a non-convex problem, which is hard to tackle. The similar objective function was considered in [39] . However, due to the constraint C1 in (18) , the exp transformation used in [39] cannot make (18) be a convex problem. To solve (18), we approximate γ k d r n and γ k c m in their high SINR regime, i.e., γ k d r n 1 and γ k c m 1. It is noted that this approximation is reasonable. For the DUEs, the communication distance is usually very short and hence, the desired signal is much larger than the interference, i.e., γ k d r n 1. For the CUEs, due to the minimum rate constraint R req c m , γ k c m is much larger than 1. By this approximation, log 2 (2) . Besides, we define q c m = ln p c m and q d t n = ln p d t n (i.e., p c m = e q cm and p d t n = e q d t n ) and denote Q = (Q C , Q D ), where Q C = q c m |c m ∈ C and Q D = q d t n |d t n ∈ D t . By variable substitution and rearranging the formulas, the problem in (18) is transformed into
where I d r n and I c m represent the interference of D2D receiver d r n and CUE c m . The expressions of I d r n and I c m are given by
Besides, V c m in C1 of (19) is a constant, which is defined as
Lemma 2: The problem in (19) is a concave optimization problem. Proof : According to the convex optimization [38] , the log-sum-exp function is convex. As such, ln I d r n + σ 2 is a convex function, and q d t n − ln I d r n + σ 2 + 2ln |h k d t n ,d r n | is a concave function. Similar with the proof in Lemma 1, we can prove that the objective function in (19) is concave.
Besides, C1 in (19) is a convex function smaller than a constant. Both C2 and C3 in (19) are linear constraints. Thus, the feasible region of (19) is a convex set.
Therefore, the problem in (19) is a concave optimization problem.
By the CVX, we can solve the problem in (19) optimally and thereby obtain a suboptimal power control solution. It is noted that we don't design an iterative algorithm due to two reasons. On one hand, the computational complexity of the iterative algorithm is very high especially for the mMTC application scenario. On the other hand, the performance gain of the iterative operations is not obvious for our designed channel allocation algorithm and power control algorithm.
IV. CONVOLUTIONAL NEURAL NETWORK BASED ALGORITHM
In the CA based algorithm, several convex optimization problems need to be solved, which consumes a lot of computing time. To overcome this drawback, we construct a convolutional neural network (CNN) to approximate the CA based algorithm. Based on the CNN, we can obtain the channel allocation and power control policies with a ultra-low computing complexity.
A. INTRODUCTION FOR THE CNN
CNN is a feed-forward neural network with convolutional computation and deep structure. Specifically, the convolution kernel parameter sharing and sparseness of the interlayer connections in the hidden layers enable CNN to learn lattice features, such as pixels and audio. Owning to this characteristic, CNN has been widely utilized in the area of voice and image recognition. Besides, CNN also has a lot of advantages. For instance, it only consumes a small amount of computation to capture the features of the original data and performs a stable effect. Furthermore, there is no additional feature engineering s for the data.
Motivated by the above, we try to use the CNN to approximate the CA based algorithm. It is noted that the performance of the CNN in solving the resource management problems in an interference-limited network is still unknown. In particular, we set the dynamic parameters of the wireless network (e.g., channel gains) as the the inputs of the CNN and the control policies (i.e., channel allocation and power control schemes) as the outputs. The CNN is trained by supervised learning, where the training samples are generated by the CA based algorithm. After getting the trained CNN, we use it to approximate the CA based algorithm and test its performance. In the following subsection, we give a detailed illustration for the structure of the CNN.
B. STRUCTURE OF THE CNN
As show in Fig. 2 , the architecture of a CNN mainly includes an input layer, a hidden layer, and an output layer. The hidden layer consists of a convolutional layer, a pooling layer, and a fully connected layer. In common CNN structures, the convolutional layer and the pooling layer are unique, which are different from the DNN structures. The convolution kernel in the convolutional layer contains the weight coefficients, while the pooling layer does not contain the weight coefficients, so the pooling layer is not an independent layer. In what follows, we will specify each component of the CNN architecture.
1) INPUT LAYER
In the wireless network, the channel gains (i.e, h k a,b ) are dynamic parameters, which are related to the positions of users and their surroundings. Besides, the the channel gains reflect the interference relationship among users and the preference of users on channels. Therefore, the channel gains can well depict the network status and are the main factors that determine the optimal control policies. In consideration of these, we set the channel gains as the inputs of the CNN. To satisfy the structural of the CNN, the channel gains among all users and on all channels are arranged as a one-dimensional vector. Since there are M CUEs, N DUEs, and K channels in our considered network, the total number of the channel gains is K MN + N 2 + N + M . Accordingly, the number of neurons in the input layer of the CNN is thus K MN + N 2 + N + M as well. The input data performs the convolution operation with the corresponding one-dimensional filter to extract the features of the channel gains, which are further utilized to generate the final control policies.
2) CONVOLUTION LAYER
The function of the convolutional layer is to extract the features from the input data. The convolutional layer can contain multiple convolution kernels. Each element of the convolution kernel corresponds to a weight coefficient, which is similar to the feedforward neural network neurons. Each neuron in the convolutional layer is connected to multiple neurons in the previous layer, and the positions of the multiple neurons in the region are adjacent. The size of the region depends on the size of the convolution kernel. During convolution kernel operation, it will regularly sweep through the input features, that is, multiply the matrix elements by the input features and then sum the products. The convolutional layer parameters include convolution kernel size, step size, and padding, which are called as the the hyperparameters of the CNN. They jointly determine the size of the convolutional layer output feature map. The convolution kernel size can be set as any value smaller than the input data size. The larger the convolution kernel, the more complex the extractable input features. The convolution step size indicates the distance between two adjacent regions swept by the convolution kernel. The size of the convolution kernel in our model is set as 3. In addition, the number of the convolution kernels is set as 20, and there is no padding. Similar to other deep learning algorithms, the convolutional layer contains an activation function to express complex features. In this paper, we use a Rectified Linear Unit (ReLU) (i.e., max (0, x)) as the activation function, which operates after convolution, pooling, and fully connecting.
3) POOLING LAYER
After feature extraction in the convolutional layer, the output features are passed into the pooling layer for feature selection and information filtering. The pooling layer is mainly to replace the result of a single point in the feature map with its neighboring area statistical information. The pooling layer selects the pooling area in the same way as the convolution kernel scanning feature map, and is controlled by the pooling size, step size, and padding. There are two types of the most common pooling methods: mean pooling and maximum pooling. In the mean pooling, the average value is taken in the pooled area. In the maximum pooling, the maximum value is taken in the pooled area. Both of them preserve the feature information of the input data and shrink the map size. In particular, this paper adopts mean pooling, no padding, and sets the pooling size as 2 and step size as 1.
4) FULLY CONNECTED LAYER
The fully connected layer in a convolutional neural network is equivalent to the hidden layer in a traditional feedforward neural network. The fully connected layer is the last part of the hidden layer of a CNN, which only passes signals to other fully connected layers. Passing through the activation function to the next layer, the feature map loses its three-dimensional structure in the fully connected layer and is expanded into a vector. This fully connected layer refers to the 20 sets of the feature vectors that are obtained by the convolutional layer fully connected with the neurons of the next layer. In order to obtain good experimental results, we use two fully connected layers, each of which contains 50 neurons.
5) OUTPUT LAYER
The upper layer of the output layer in the CNN is fully connected, such that its structure and working principle are the same as the output layer of the traditional feedforward neural network. In our proposed CNN, the output neuron functions are used to generate the channel allocation and power control policies. For the channel allocation convolutional network, the output function is min (max (0, s) , 1), and the number of output neurons is K (M + N ). Through the CNN, the output values of the channel allocation variables are between zero and one. To obtain binary values, the rounding operation in (17) is implemented for all of the output channel allocation variables. For the power control convolutional network, we set the output function as min (max (0, p) , p max ) to satisfy the power budget constraints C2 and C3 in (7) . The number of output neurons in the power control convolutional network is M + N .
C. TRAINING OF THE CNN
We use the CA based algorithm to generate the training samples, i.e., the channel gains and the corresponding control policies, where the channel gains are used as the input training data, and the control policies are used as the output training data. The CNN is trained globally through minimizing a loss function. In the CNN, there are many forms of loss functions (or cost functions), where the squared error function and the cross entropy are mostly utilized. In this paper, we use the squared error function as the cost function. The specific formula is given as
The above formula describes the training error of the samples in the t−th iteration, where J is the number of the output layer nodes, x t j is the output result of the training samples, and y t j is the output result of the training network. Besides, we use the stochastic gradient descent (SGD) method to find the optimal weight coefficients so as to minimize the loss function. In the simulations, the the learning rate of the SGD is set as 0.01. In order to obtain the training data, we first generate 10,000 random channel realizations according to the parameter settings in Table 1 , and then call the CA based algorithm to obtain the corresponding control policies (i.e., the channel allocation policies and the power control policies). The channel gains and the corresponding control policies constitute the training data. It is worth pointing out that the optimal control policies (i.e., the optimal solution of the problem in (7)) are the best training data, however it is hard to obtain them as the considered problem is NP-hard. Besides, we generate 3,000 random channel realizations to test the performance of the CNN based algorithm.
V. SIMULATION RESULTS
In this section, we evaluate the performance of our proposed algorithms through simulations, which are conducted on the computer with the processor of AMD Ryzen 3 3200U with Radeon vega Mobile Gfx 2.6 GHz and 8 GB RAM. The detailed simulation parameters are listed in Table 1 . In order to speed up the simulations, the users and the channels are first equally divided into 10 groups. For notational simplicity, the CA based algorithm proposed in Section III is denoted as the Ccvx-Pcvx, and the CNN based algorithm proposed in Section IV is denoted as the Ccnn-Pcnn. Furthermore, we compare the Ccvx-Pcvx and the Ccnn-Pcnn with the other three benchmark algorithms, namely the Ccvx-Pmax, the Crand-Pcvx, and the Crand-Pmax, the explanation of which is given as follows.
• Ccvx-Pmax: In this algorithm, the channel allocation policy is obtained by the the SCA based iterative algorithm, that is, the channel allocation algorithm of the Ccvx-Pmax is the same with that of the Ccvx-Pcvx. However, the transmission power of the users in the Ccvx-Pmax is not optimized and set as their maximum value. By comparing with the Ccvx-Pmax, we aim to show the performance gain of our proposed power allocation algorithm.
• Crand-Pcvx: In this algorithm, the channels are randomly allocated among the users. After getting the channel allocation policy, the transmission power of users are optimized by the convex approximation based algorithm, that is, the power control algorithm of the Crand-Pcvx is the same with that of the Ccvx-Pcvx. The Crand-Pcvx is utilized to show the performance gain of our proposed channel allocation algorithm.
• Crand-Pmax: In this algorithm, the channels are randomly allocated among the users with their maximum transmission power. The Crand-Pmax is used as a benchmark to show the significance of optimizing the channel allocation and power control policies and evaluate the performance of our proposed algorithms. A. PERFORMANCE VERSUS THE CELL RADIUS Fig. 3 shows the utility of the DUEs versus the cell radius. From this figure, we can find that the Ccvx-Pcvx outperforms the other algorithms, which verifies the efficiency of our designed channel allocation and power control algorithms. Furthermore, it can be observed that the Ccvx-Pmax and the Crand-Pcvx have great performance gain in comparison with the Crand-Pmax. This result indicates that both the channel allocation and the power control play a great role in improving the network performance. Moreover, it shows that the performance of the Ccnn-Pcnn is better than that of the Ccvx-Pmax and the Crand-Pcvx. The Ccnn-Pcnn can achieve about 90% performance of the Ccvx-Pcvx in terms of the utility. However, as shown in Table 2 , the computing time of the Ccnn-Pcnn is very low in comparison with the Ccvx-Pcvx, which is in the same order of magnitude with the random scheme (i.e., Crand-Pmax). These results illustrate that the CNN can well approximate the convex approximation based channel allocation and power control algorithms and significantly reduce the computational complexity. Thus, the Ccnn-Pcnn is very suitable for the network requiring realtime control. Fig. 4 depicts the effect of the the cell radius on the total data rate of the DUEs. First, this figure shows that the total data rate of all algorithms increases with the cell radius. This is because when the area becomes large, the interference among users becomes weak. As a consequence, the average data rate of each DUE will increase, which results in the increment of the total data rate. Besides, we can find that the Ccnn-Pcnn can achieve the similar performance with the Ccvx-Pcvx in terms of the total data rate. Comparing with the results shown in Fig. 3 and Fig. 4 , we can find that the Ccvx-Pmax outperforms the Crand-Pcvx in terms of the utility, while the Crand-Pcvx outperforms the Ccvx-Pmax in terms of the total data rate. This result indicates that the channel allocation is in favor of improving utility, while the power control is more in favor of improving data rate. Furthermore, Fig. 4 shows that our designed algorithms still outperform the the other algorithms on the total data rate. Fig. 5 presents the QoS satisfaction of the CUEs versus the cell radius, where the QoS satisfaction is defined as the mean of the ratios of the achievable data rate of each CUE to its rate . As shown in the figure, the QoS satisfaction of the Ccvx-Pcvx and the Crand-Pcvx is one, which means that the rate requirements of all CUEs are satisfied. The reason is that the rate constraints are taken into account when designing the power control policy in the Ccvx-Pcvx and the Crand-Pcvx, just as shown in the problem in (18) . On the contrary, since the rate constraints are neglected in the Ccvx-Pmax, the Crand-Pmax, and the Ccnn-Pcnn, their QoS satisfaction is smaller than one. It is noted that the complex constraints (e.g., the rate constraints in (7)) cannot be embedded in a CNN structure. To satisfy the complex constraints as much as possible, we use the data generated by the convex based algorithms to train the the CNN. As shown in Fig. 5 , the QoS satisfaction of the Ccnn-Pcnn is higher than the Ccvx-Pmax and the Crand-Pmax and is usually larger than 80%. With the increment of the cell radius, the QoS satisfaction of the Ccnn-Pcnn becomes higher. Fig. 6 shows the utility versus the rate requirements of the CUEs. We can observe from this figure that the utility of the Ccvx-Pcvx, the Crand-Pcvx, and the Ccnn-Pcnn decreases with the rate requirements of the CUEs. The reason is that the Ccvx-Pcvx and the Crand-Pcvx consider the rate requirement constraints when solving the power control problem. To satisfy the improved rate requirements of the CUEs, the transmission power of the DUEs must be decreased. As such, the data rate of the DUEs will decrease, and thereby the utility will decrease as well. In the Ccnn-Pcnn, the parameters of the CNN is trained by the data produced by the Ccvx-Pcvx, thus its trend is the same with the Ccvx-Pcvx. The utility of the Crand-Pmax and the Ccvx-Pmax still keep the same value under any rate requirement, as they donot take these constraints into account. Additionally, we can find from Table 3 that the computing time of the Ccnn-Pcnn under these simulation parameters is still very low in comparison with the convex based algorithms (i.e., Ccvx-Pcvx, the Ccvx-Pmax, and the Crand-Pcvx). These results demonstrate that the CNN can be utilized to design efficient low-complexity algorithms. Fig. 7 plots the total data rate of the DUEs versus the rate requirements of the CUEs. Similar with Fig. 6 , the total data rate of the Ccvx-Pcvx, the Crand-Pcvx, and the Ccnn-Pcnn decreases with the rate requirements, while the total data rate of the Crand-Pmax and the Ccvx-Pmax keeps almost unchanged. Furthermore, Fig. 6 and Fig. 7 show that our proposed algorithms can achieve higher utility and data rate with respect to the other schemes under any rate requirements, which demonstrates that our algorithms have good performance in user fairness and data rate. Compared with the Ccvx-Pmax, the Crand-Pcvx can achieve higher data rate at the cost of user fairness. Besides, Table 3 indicates that the computational complexity of the Crand-Pcvx is lower than that of the Ccvx-Pmax, as the Ccvx-Pmax needs to solve more convex optimization problems. Fig. 8 illustrates the effect of the rate requirements of the CUEs on the QoS satisfaction. It can be observed from this figure that only the QoS satisfaction of the Ccnn-Pcnn decreases with the rate requirements. The reason is that with the increment of the rate requirements, the QoS of the CUEs becomes harder to be satisfied. Since the rate requirement constraints are not considered in the Ccnn-Pcnn, its QoS satisfaction must decrease. Different from the Ccnn-Pcnn, the Ccvx-Pcvx and the Crand-Pcvx can bring down the transmission power of the DUEs to satisfy the QoS requirements of the DUEs. Even so, we can find that the Ccnn-Pcnn can achieve about 90% QoS satisfaction, which is much higher than the Crand-Pmax and the Ccvx-Pmax. To summarize, we can conclude that the Ccvx-Pcvx has the best performance in user fairness and data rate, and the Ccnn-Pcnn has the similar performance with the Ccvx-Pcvx and can significantly reduce the computing time. Therefore, the Ccvx-Pcvx is suitable for the network with strict QoS requirement, while the Ccnn-Pcnn is more suitable for the network with high demand of real time.
B. PERFORMANCE VERSUS THE RATE REQUIREMENTS OF THE CUES

VI. CONCLUSION
In this paper, we have applied NOMA into the D2D underlaying cellular networks to handle the cross-tier and co-tier interference, so as to upgrade the network performance. In particular, a joint channel allocation and power control problem has been formulated with the objective to maximize the sum-log-rate of the D2D communications. To effectively solve the formulated problem, we have first proposed a convex approximation (CA) based algorithm, which sequentially solves the channel allocation subproblem and the power control subproblem. According the results obtained by the CA based algorithm, we have further devised a convolutional neural network (CNN) based algorithm in order to reduce the computational complexity. Finally, the simulation results have verified the efficiency of our algorithms and demonstrated that the CA based algorithm is suitable for the network with strict QoS requirement, and the CNN based algorithm is suitable for the network with high demand of real time. 
