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Abstract
The concept of a periodicity vector is introduced in the context of labelled trees, and some
new periodicity theorems are obtained. These results constitute generalizations of the classical
periodicity theorem of Fine and Wilf for words. The concept of a tree congruence is also
generalized and the isomorphism between the lattice of tree congruences and the lattice of
unlabelled trees (pre0x codes) is established.
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1. Introduction
Periodicity is a recurrent topic in combinatorics on words and has acquired great
relevance on both theoretical and applied computer science. One of the classical results
is, of course, the periodicity theorem of Fine and Wilf [3,7, Chapter 9], stating that
any word w having periods p and q has period gcd(p; q) if |w|¿p+ q− gcd(p; q).
This result has been generalized in many ways, and Giammarresi et al. obtained in
[4] such a result in the context of labelled trees. In [5], Giancarlo and Mignosi took
periodicity to the wide context of Cayley graphs of groups and produced generalizations
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that involve the concept of a periodicity vector. In the present paper we introduce
an adequate de0nition of periodicity vector for labelled trees and obtain results that
constitute further generalizations of the original Fine and Wilf’s theorem.
Section 2 is devoted to preliminary de0nitions and results. It is well known that
(unlabelled) trees are deeply related to pre0x codes. Generalizing the concept and
the correspondence introduced in [4] for the particular case of 0nite trees, we de-
0ne in Section 3 the notion of a tree congruence in its full generality and estab-
lish the isomorphism between the lattices of tree congruences and (unlabelled) trees
(pre0x codes). These results, which have their own theoretical interest, will be sub-
sequently applied in Section 4, devoted to basic and technical results on periodicity
vectors. Finally, Section 5 includes our main periodicity theorem and other related
results.
2. Preliminaries
We shall use, in general, the notation and terminology of [1], and we assume the
reader to have some familiarity with the theory of codes.
The alphabet considered for each notion will be written as a pre0x. For example,
a language L ⊆ ∗ will be called a -language. A -automaton will be written as a
quadruple (V; I; T; E), where V (respectively, I; T; E) stands for vertices (respectively,
initial vertices, terminal vertices, edges). Given a -language L, we denote its minimal
automaton by min(L). When dealing with singleton sets, we shall often omit brackets.
Let  denote an alphabet. A prex -code is a subset P ⊆ + where no word is a
proper pre0x of another. If the nature of  can be derived from the context, we omit
the explicit reference. A submonoid M of a monoid N is called right unitary if
∀u∈M ∀v∈N (uv∈M ⇒ v∈M):
An intimate connection between these two concepts is expressed in the following
proposition.
Proposition 1 (Berstel and Perrin [1, Propositions 1.2.1 and 1.2.5]). (i) If P is a pre-
x -code; then P∗ is a right unitary submonoid of ∗;
(ii) If M is a right unitary submonoid of ∗, then M = P∗ for the unique prex
-code P = (M − 1)− (M − 1)2.
Let PC() denote the set of all pre0x -codes. We de0ne a binary relation 6 on
PC() by
P6Q ⇔ P∗ ⊆ Q∗:
Note that P∗ ⊆ Q∗ is equivalent to P ⊆ Q∗. This relation is obviously reKexive and
transitive, and it follows from Proposition 1(ii) that it is a partial order on PC().
Given a partially ordered set X and a nonempty subset Y ⊆ X , we denote by ∧Y
(respectively, ∨Y ) the largest lower bound (respectively, smallest upper bound) of Y
in X , if such an element exists.
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It follows from the de0nitions that the intersection of a family of right unitary
submonoids of ∗ is itself right unitary. Moreover, this intersection is the largest
right unitary submonoid contained in each member of the family. This implies that
(PC();6) is a complete ∧-semilattice: ∧Y is de0ned for every nonempty Y ⊆
PC(). On the other hand, if Y ⊆ PC() is nonempty, we have P6 for every
P ∈Y and so the family
F= {Q∈PC(): P6Q for every P ∈Y}
is nonempty. It follows that ∧F = ∨Y and so (PC();6) is indeed a complete
lattice. Since ∅6P6 for every P ∈PC(), we have, in fact, a full complete
lattice.
A -tree is a nonempty pre0x-closed subset of ∗. We denote by T() the set of
all -trees. Given P ∈PC(), we de0ne the tree of P to be
T (P) = ∗ − P∗:
Given t ∈T(), we de0ne the border of t to be
B(t) = t− t:
Given t ∈T() and ∈T(B(t)), we denote by t the product of  and t viewed as
subsets of ∗. Note that B(t) is viewed both as a subset of ∗ and as an alphabet
on its own right. It is easy to see that t ∈T() [8, Lemma 3.2]. Given t; t′ ∈T(),
Lemma 3.3 in [8] shows that the following conditions are equivalent:
(i) t′ = t for some ∈T(B(t));
(ii) t′ is the disjoint union of the sets {xt; x∈ } for some  ⊆ t′.
Moreover, if the conditions are satis0ed, then  and  are unique and coincide.
Given t; t′ ∈T(), we say that t divides t′ and write t|t′ if the above conditions are
satis0ed.
Proposition 2 (Eilenberg [1, Theorem 2.1.4], Restivo and Silva [8, Corollary 3.5]).The
maps
T :PC()→T(); B :T()→ PC()
are mutually inverse lattice isomorphisms.
We refer to the join in T() as greatest common divisor (gcd).
3. Right congruences
An equivalence relation  on a monoid M is said to be a right congruence if
uv⇒ (uw)(vw)
holds for all u; v; w∈M . Given a relation R ⊆ M ×M , we denote by Rr the right con-
gruence on M generated by R, that is, the smallest right congruence on M containing
R. A constructive description of Rr is given in the next lemma.
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We recall that the equivalence relation Re generated by a relation R is the reKexive
and transitive closure of the relation R ∪ {(b; a); (a; b)∈R}, that is, (u; v)∈Re if and
only if, for some n¿ 0, there exist w0; : : : ; wn ∈M such that




The proof of the following lemma is a straightforward adaptation of the congruence
case [6, Proposition 5.9] and will therefore be omitted.
Lemma 3. Let M be a monoid and let R ⊆ M ×M . Then
Rr = {(ac; bc); (a; b)∈R; c∈M}e:
The next result illustrates how right congruences are naturally related to right unitary
submonoids.
Lemma 4. Let M be a monoid and let  be a right congruence on M. Then 1 is a
right unitary submonoid of M.
Proof. Trivially; 1∈ 1. If u; v∈ 1; then
uv  1v= v  1;
hence uv∈ 1 and 1 is a submonoid of M . If u; uv∈ 1; then
v= 1v  uv  1;
thus v∈ 1 and 1 is right unitary.
Given P ∈PC(), we de0ne a map  P : ∗ → T (P) as follows. For every u∈∗,
 P(u) is the unique word v∈T (P) such that u∈P∗v. The existence and uniqueness of
v are proved in the following result:
Lemma 5. Let P ∈PC(). For every u∈∗; there exists a unique v∈T (P) such that
u∈P∗v.
Proof. Let x denote the longest pre0x of u belonging to P∗; and write u = xv. Since
v∈P∗ would contradict the maximality of x; we have v∈∗−P∗=T (P). Suppose
that u=x′v′ for x′ ∈P∗ and v′ ∈T (P). By maximality of x; we have x=x′y and v′=yv
for some y∈∗. Since x; x′ ∈P∗ and P∗ is right unitary by Proposition 1; we obtain
y∈P∗. Since yv=v′ ∈ P∗; it follows that y=1 and so v′=v; proving the uniqueness
of v.
We de0ne now the relation
C(P) = Ker( P);
that is, C(P) is the equivalence relation on ∗ induced by  P .
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Lemma 6. Let P ∈PC(). Then
(i) for all u; v∈∗; we have (u; v)∈C(P) if and only if u; v∈P∗z for some z ∈∗;
(ii) the C(P)-class of 1 is P∗;
(iii) C(P) is a right congruence on ∗.
Proof. (i) If (u; v)∈C(P); then  P(u) =  P(v) and so u; v∈P∗ P(u). Conversely; if
u; v∈P∗z for some z ∈∗; then u; v∈P∗z ⊆ P∗ P(z) and so  P(u) =  P(z) =  P(v);
yielding (u; v)∈C(P).
(ii) By part (i), we have (u; 1)∈C(P) if and only if u; 1∈P∗z for some z ∈∗.
Since 1∈P∗z if and only if z=1, we conclude that (u; 1)∈C(P) if and only if u∈P∗.
(iii) By de0nition, C(P) is an equivalence relation on ∗. Let (u; v)∈C(P) and
w∈∗. Writing z=  P(u)=  P(v), we have uw; vw∈P∗zw and so (uw; vw)∈C(P) by
part (i). Thus C(P) is a right congruence on ∗.
Proposition 7. Let  be a right congruence on ∗. The following conditions are equiv-
alent:
(i) = C(P) for some P ∈PC();
(ii) = (A× 1)r for some A ⊆ ∗.
Proof. (i) ⇒ (ii): Assume that  = C(P) for some P ∈PC(). Since (u; 1)∈C(P)
for every u∈P; we have P × 1 ⊆ C(P). Since C(P) is a right congruence; we obtain
(P × 1)r ⊆ C(P). On the other hand; it is immediate that
P∗ × P∗ ⊆ (P × 1)r
and so (P∗w) × (P∗w) ⊆ (P × 1)r for every w∈∗. Since (u; v)∈C(P) implies
u; v∈P∗w for some w∈∗; we conclude that C(P) ⊆ (P × 1)r and so  = C(P) =
(P × 1)r. Thus (ii) holds.
(ii) ⇒ (i): Assume that =(A×1)r for some A ⊆ ∗. By Lemma 4 and Proposition
1(ii), there exists P ∈PC() such that 1= P∗.
Let x∈A. Then (x; 1)∈A× 1 ⊆  and so x∈ 1= P∗. It follows that A× 1 ⊆ C(P)
and so = (A× 1)r ⊆ C(P) since C(P) is a right congruence.
Conversely, let (u; v)∈C(P). Then we may write u = xw and v = yw for some
x; y∈P∗ and w∈∗. It follows that
u= xw  1w yw = v
and so C(P) ⊆ . Thus = C(P) and (i) holds.
Generalizing the terminology introduced in [4], we say that a right congruence on
∗ satisfying the conditions of Proposition 7 is a tree congruence. Note that in a tree
congruence C(P) the tree T (P) constitutes a cross section. We denote the set of all
tree congruences on ∗ by TC().
We consider inclusion as a partial order in TC(). Next we show that TC() is
indeed a lattice.
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Lemma 8. TC() is a lattice under inclusion where meet and join are given; respec-
tively; by
 ∧ ′ = ((1 ∩ 1′)× 1)r
and
 ∨ ′ = ((1 ∪ 1′)× 1)r = ( ∪ ′)r = ( ∪ ′)e:
Proof. Let ; ′ ∈TC(). We may write  = (A × 1)r and ′ = (A′ × 1)r for some
A; A′ ⊆ ∗.
Let X = 1 ∩ 1′. Clearly, X × 1 ⊆ . Since  is a right congruence, we obtain
(X ×1)r ⊆ . Similarly, (X ×1)r ⊆ ′. Now suppose that ′′ ∈TC() satis0es ′′ ⊆ 
and ′′ ⊆ ′. Since ′′ is a tree congruence, we have ′′=(A′′×1)r for some A′′ ⊆ ∗.
Let u∈A′′. Since (u; 1)∈ ′′ ⊆  ∩ ′, we obtain u∈X and so A′′ ⊆ X . Thus
′′ = (A′′ × 1)r ⊆ (X × 1)r
and so (X × 1)r =  ∧ ′.
Let Y=1∪1′. Since A ⊆ 1, we have A×1 ⊆ Y×1 and so =(A×1)r ⊆ (Y×1)r :
Similarly, we obtain ′ ⊆ (Y × 1)r : Now suppose that ′′ ∈TC() satis0es  ⊆ ′′
and ′ ⊆ ′′. Let y∈Y . Then we have (y; 1)∈  ∪ ′ ⊆ ′′ and so Y × 1 ⊆ ′′. Since
′′ is a right congruence, we obtain (Y × 1)r ⊆ ′′. Thus (Y × 1)r =  ∨ ′.
Since Y × 1 ⊆  ∪ ′, we have (Y × 1)r ⊆ ( ∪ ′)r. On the other hand,  ∪ ′ ⊆
(Y × 1)r yields ( ∪ ′)r ⊆ (Y × 1)r. Thus (Y × 1)r = ( ∪ ′)r. Finally, the equality
( ∪ ′)r = ( ∪ ′)e follows easily from Lemma 3.
We note that the join of two tree congruences in TC() agrees with their join as
right congruences, but the analogous statement for meet does not hold, as we show in
the next example. The meet of two tree congruences as right congruences is of course
their intersection.
Example 9. Let  = {a; b};  = C(a ∪ ba) and ′ = C(ab). Then the meet  ∧ ′ in
TC() is not  ∩ ′.
Proof. We have a1; hence
aba  ba  1 a:
Moreover; ab ′ 1; hence aba ′ a and so (aba; a)∈  ∩ ′. Let X = (1) ∩ (1′). By
Lemma 6(ii); we have 1=(a∪ ba)∗ and 1′=(ab)∗; hence X =(a∪ ba)∗ ∩ (ab)∗=1
and so
(aba; a) ∈ (X × 1)r =  ∧ ′
by Lemma 8. Thus  ∧ ′ =  ∩ ′.
Given ∈TC(), and in view of Lemma 4, we denote by D() the (unique) pre0x
code P satisfying P∗ = 1.
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Proposition 10. The maps
C :PC()→TC(); D :TC()→ PC()
are mutually inverse lattice homomorphisms.
Proof. Let P ∈PC() and write =C(P). We have 1= P∗ by Lemma 6(ii); hence
DC(P) = D() = P.
Next let ∈TC() and write P =D(). Since ∈TC(), we have =C(Q) for
some Q∈PC(). Thus P∗ = 1= Q∗ by Lemma 6(ii) and so P = Q by Proposition
1(ii). Therefore, CD() = C(P) = C(Q) =  and so C and D are mutually inverse
bijections.
By Rutherford [9, p. 26], if C and D preserve order then they are lattice isomor-
phisms. In fact, let P;Q∈PC() be such that P6Q, that is, P∗ ⊆ Q∗. Assume that
(u; v)∈C(P). Then we have u; v∈P∗w for some w∈∗. It follows that u; v∈Q∗w,
hence (u; v)∈C(Q) and C(P) ⊆ C(Q).
On the other hand, for all ; ′ ∈TC(), we have
 ⊆ ′ ⇒ 1 ⊆ 1′ ⇒ D()∗ ⊆ D(′)∗ ⇒ D()6D(′)
and the proposition follows.
Corollary 11. The lattices TC() and T() are isomorphic.
Proof. Immediate from Propositions 2 and 10.
4. Periodicity vectors
The concept of a periodicity vector introduced here is an adaptation to the context of
trees of a concept formulated with great generality in [5] for Cayley graphs of arbitrary
groups.
Let ; & denote 0nite alphabets. A &-labelled -tree is a partial map ’ :∗ → &
such that dom(’) is a tree. We denote the set of all &-labelled -trees by LT(; &).
Given ’∈LT(; &) and p∈∗, we say that p is a periodicity vector for ’ if
u; pnu∈ dom(’)⇒ ’(u) = ’(pnu)
holds for all u∈∗ and n¿ 1.
Example 12. Let  = {a; b}; & = {1; 2; 3} and let ’∈LT(; &) be described by
Fig. 1.
Then the set of periodicity vectors for ’ is
∗ − ( ∪ a2 ∪ b2 ∪ ab ∪ b3 ∪ (ab)2):
Note that a necessary condition for z ∈∗ not being a periodicity vector for ’∈
LT(; &) is to have z ∈ dom(’), since pnu∈ dom(’) implies p∈ dom(’) for all
u∈∗ and n¿ 1.










Lemma 13. Let ’∈LT(; &) and let p∈∗. Then p is a periodicity vector for ’
if and only if
C(p)|dom(’) ⊆ Ker(’): (1)
Proof. Assume 0rst that p is a periodicity vector for ’. Let u; v∈ dom(’) be such that
(u; v)∈C(p) =Ker( p). Then there exist w∈∗ and m; n¿ 0 such that u=pmw and
v=pnw. Without loss of generality; we may assume that m¿n. Thus u=pm−nv. Since
u; v∈ dom(’) and p is a periodicity vector for ’; we obtain ’(u) = ’(v). Therefore
(1) holds.
Conversely, assume that (1) holds. Let u∈∗ and n¿ 1 be such that u; pnu∈ dom(’).
Clearly, u; pnu∈p∗u and so
(u; pnu)∈C(p)|dom(’) ⊆ Ker(’):
Thus ’(u) = ’(pnu) and so p is a periodicity vector for ’.
Next we introduce the concept of a period. Let TF() denote the set of all 0nite
-trees. Suppose that ’∈LT(; &) with dom(’) = t ∈TF(). Since t = TB(t) by
Proposition 2, we may de0ne M’∈LT(; &) by
M’= ’ B(t):








Given ’∈LT(; &) and t0 ∈TF(), we say that ’ has period t0 if there exists
’0 ∈LT(; &) such that
dom(’0) = t0; ’= ’0|dom(’):
Intuitively, the second condition expresses the fact that ’ embeds in the full labelled
tree obtained by concatenating ’0 with itself in all possible ways.
Example 14. Consider the labelled tree ’ of Example 12 and let
t0 = {1; a; a2; b; b2; b3}:
The labelled tree ’0 described in Fig. 2 satis0es dom(’0) = t0 and ’=’0|dom(’), thus
t0 is a period for ’.
Lemma 15. Let ’∈LT(; &) and let t0 ∈TF() be a period of ’. Then every
p∈B(t0) is a periodicity vector for ’.
Proof. Let t = dom(’) and let ’0 ∈LT(; &) satisfy
dom(’0) = t0; ’= ’0|t :
Let p∈B(t0) and suppose that u; pnu∈ t for some u∈∗ and n¿1. Clearly;  B(t0)(u) =
 B(t0)(p
nu) and so
’(pnu) = ’0(pnu) = ’0 B(t0)(p
nu) = ’0 B(t0)(u) = ’0(u) = ’(u):
Thus p is a periodicity vector for ’.
The next example shows that the converse of the preceding lemma does not hold.








Example 16. Let  = {a; b}; & = {1; 2; 3} and let ’∈LT(; &) be described by
Fig. 3.
Then t0 = 1 ∪ a ∪ b is not a period of ’ although all elements of B(t0) = 2 are
periodicity vectors.
Next, we consider rational labelled trees. We say that ’∈LT(; &) is rational if
x’−1 ∈Rat for every x∈&. Since dom(’)=⋃x∈& x’−1 and & is 0nite, this implies,
in particular, that dom(’)∈Rat. We denote the set of all rational &-labelled -trees
by LTR(; &). We shall need the following lemma:
Lemma 17. Let L∈Rat and dene
r(L) = {u∈∗: un ∈L for some n¿ 1}:
Then r(L) is an e=ectively constructible rational language.
Proof. Let A = (V; I; T; E) be a (0nite) -automaton recognizing L and let m = |V |.
We denote by S the set of all sequences (q0; : : : ; qk) in V such that
• k¿ 1;
• all vertices q0; : : : ; qk−1 are distinct;
• q0 ∈ I ;
• qk ∈T .
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L(V; qj−1; qj; E): (2)
Let (q0; : : : ; qk)∈ S and u∈
⋂k
j=1 L(V; qj−1; qj; E). We conclude that u
k ∈L(V; q0; qk ; E)
⊆ L; hence u∈ r(L) and the right-hand side of (2) is contained in r(L).
Conversely, let u∈ r(L). Let n¿ 1 be the smallest positive integer such that un ∈L.
Let
→ q0 u→q1 u→· · · u→qn ∈T
be the successful path in min(L) labelled by un. By minimality of n, all vertices
q0; : : : ; qn−1 are distinct, hence (q0; : : : ; qn)∈ S and u∈
⋂k
j=1 L(V; qj−1; qj; E). Therefore,
(2) holds and r(L) is an eNectively constructible rational language.
Theorem 18. If ’∈LTR(; &); then its set of periodicity vectors is an e=ectively
constructible rational language.
Proof. Let ’∈LTR(; &) and let P denote its set of periodicity vectors. For every
x∈&; let Lx = x’−1 ∈Rat. We de0ne
L=
⋃
{LxL−1y ; x; y∈&; x =y}:
Since Rat is closed for right and left quotients [2; Proposition 3.3.1]; L is an eNec-
tively constructible rational language; and so is r(L) by Lemma 17. We show that
P = ∗ − r(L):
Let p∈P and suppose that p∈ r(L). Then pn ∈L for some n¿ 1. Let x; y∈&; with
x =y; be such that pn ∈LxL−1y . Then there exists u∈Ly such that pnu∈Lx. Thus
u; pnu∈ dom(’) and ’(pnu) = x =y = ’(u); contradicting p∈P. We conclude that
P ⊆ ∗ − r(L).
Assume now that z ∈∗−P. Then there exist u∈∗ and n¿ 1 such that u; znu∈ dom
(’) and ’(u) =’(znu). Let x = ’(znu) and y = ’(u). Since znu∈Lx and u∈Ly, we
have zn ∈LxL−1y ⊆ L. Hence z ∈ r(L) and so ∗ − P ⊆ r(L), that is, P ⊇ ∗ − r(L).
Therefore, P = ∗ − r(L) is an eNectively constructible rational language.
Corollary 19. Given ’∈LTR(; &) and u∈∗; it is decidable whether or not u is
a periodicity vector for ’.
The next result is an analogue of Lemma 13.
Lemma 20. Let ’∈LT(; &) and let t0 ∈TF(). Then ’ has period t0 if and only
if
CB(t0)|dom(’) ⊆ Ker(’): (3)
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Proof. Let t=dom(’). Assume 0rst that ’ has period t0. Then there exists ’0 ∈LT
(; &) satisfying dom(’0) = t0 and ’ = ’0|t . Let (u; v)∈CB(t0)|t . Then  B(t0)(u) =
 B(t0)(v) and so
’(u) = ’0(u) = ’0 B(t0)(u) = ’0 B(t0)(v) = ’0(v) = ’(v):
Thus (u; v)∈Ker(’) and so (3) holds.
Conversely, assume that (3) holds. We de0ne ’0 ∈LT(; &) by dom(’0)= t0 and
’0(w) =
{
’(u) if there exists some u∈ t ∩ (B(t0)∗w);
arbitrary otherwise:
First of all, we must observe that ’0 is well de0ned. Suppose that u; u′ ∈ t∩ (B(t0)∗w).
Then
(u; u′)∈CB(t0)|t ⊆ Ker(’)
and so ’(u) = ’(u′). Thus ’0 is well de0ned.
It remains to show that ’= ’0|t . Let u∈ t. Since u∈ t ∩ (B(t0)∗ B(t0)(u)), we have
’0(u) = ’0 B(t0)(u) = ’(u)
and so ’= ’0|t . Thus t0 is a period of ’ as required.
Theorem 21. Given ’∈LTR(; &) and t0 ∈TF(); it is decidable whether or not t0
is a period of ’.
Proof. Write Lx = x’−1 for every x∈&; t = dom(’) and M = B(t0)∗. We show that
t0 is a period of ’ if and only if
(M−1Lx) ∩ (M−1Ly) = ∅ ⇒ x = y (4)
holds for all x; y∈&. Since each (M−1Lx) ∩ (M−1Ly) is an eNectively constructible
rational language; the decidability of (4) follows and the theorem will be proved.
Assume that t0 is a period of ’ and let u∈ (M−1Lx)∩ (M−1Ly), with x; y∈&. Then
there exist w; z ∈M such that wu∈Lx and zu∈Ly. Since
(wu; zu)∈CB(t0)|t ⊆ Ker(’)
by Lemma 20, we conclude that x = ’(wu) = ’(zu) = y and so (4) holds.
Conversely, assume that (4) holds. By Lemma 20, we need to show that CB(t0)|t ⊆
Ker(’). Let (u; v)∈CB(t0)|t . Since (u; v)∈CB(t0), we have u; v∈Mw for some w∈∗.
Let x= ’(u) and y= ’(v). Then w∈ (M−1Lx) ∩ (M−1Ly) and so x= y by (4). Thus
’(u) = ’(v) and CB(t0)|t ⊆ Ker(’) as required.
5. A periodicity theorem
In [5], in the general context of Cayley graphs of groups, the problem of obtaining
0ner periods from coarser ones, with the help of periodicity vectors, is addressed. This
section is devoted to the discussion of this problem, thus generalizing the scope of
Fine and Wilf’s periodicity theorem.
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We would like to obtain conditions under which ’∈LT(; &), having a period
t0 ∈TF() and a periodicity vector p∈+, has period gcd(t0; T (p)). Due to the asym-
metry in the structure of trees, it seems wiser to consider the problem in a slightly
diNerent perspective: how big does dom(’) have to be to ensure this result for given
t0 and p? Furthermore, on discussing size here we should assume some regularity,
otherwise things simply do not work.
We introduce some de0nitions. We 0x the alphabet . Given t0 ∈TF() and p∈+,
let !(t0; p) denote the set of all k¿ 0 such that, for all & and ’∈LT(; &), the
three conditions
• ’ has period t0;
• p is a periodicity vector for ’;
• k ⊆ dom(’),
together imply that ’ has period gcd(t0; T (p)). If !(t0; p) = ∅, then
!(t0; p) = {m;m+ 1; m+ 2; : : :}
for some m¿ 0: indeed, k+1 ⊆ dom(’) implies k ⊆ dom(’) since dom(’) is pre0x
closed.
The depth of t0 is de0ned as the greatest length of a word in t0, and is denoted
by d(t0). To make sure that t0 is fully contained in dom(’), we de0ne, whenever
!(t0; p) = ∅,
3(t0; p) = min{k ∈!(t0; p): k¿d(t0)}:
Next we prove a useful technical lemma.
Lemma 22. Let t0 ∈TF(); p∈+ and k¿d(t0). For every t ∈T(); let 4(t) denote
the equivalence relation on t generated by CB(t0)|t ∪C(p)|t . Then k ∈!(t0; p) if and
only if
( B(t0)(u);  B(t0)(pu))∈ 4(t) (5)
holds for all u∈∗ and t ∈T() such that k ⊆ t.
Proof. Assume 0rst that k ∈!(t0; p). Let t ∈T() and u∈∗ be such that k ⊆ t.
Let & denote the set of all 4(t)-classes of t. Since CB(t0) is itself a right congruence
of 0nite index (t0 is a cross section); & is a 0nite alphabet. Let ’∈LT(; &) have
domain t and assign to every u∈ t the respective 4(t)-class. Since
CB(t0)|t ⊆ 4(t) = Ker(’);
it follows from Lemma 20 that ’ has period t0. Similarly; since
C(p)|t ⊆ 4(t) = Ker(’):
Lemma 13 yields that p is a periodicity vector for ’. Since k ⊆ t and k ∈!(t0; p);
we conclude that ’ has period gcd(t0; T (p)). By Propositions 2 and 10; we have
CB(t0) ∨ C(p) = C(B(t0) ∨ p) = C(B(t0) ∨ BT (p)) = CB(gcd(t0; T (p)));
hence
(CB(t0) ∨ C(p))|t = CB(gcd(t0; T (p)))|t : (6)
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Since ’ has period gcd(t0; T (P)); Lemma 20 implies that
(CB(t0) ∨ C(p))|t ⊆ Ker(’) = 4(t):
On the other hand;
 B(t0)(u)CB(t0) uC(p)puCB(t0) B(t0)(pu):
Since k¿d(t0) and k ⊆ t together imply that t0 ⊆ t; we conclude that
( B(t0)(u);  B(t0)(pu))∈ (CB(t0) ∨ C(p))|t ⊆ 4(t)
and (5) holds.
Conversely, assume that (5) holds for all u∈∗ and t ∈T() such that k ⊆ t. Let
’∈LT(; &) with dom(’)= t be such that ’ has period t0, p is a periodicity vector
for ’ and k ⊆ t. By Lemmas 20 and 13, we have
CB(t0)|t ∪ C(p)|t ⊆ Ker(’)
and so 4(t) ⊆ Ker(’). By Lemma 20, we want to show that
CB(gcd(t0; T (p)))|t ⊆ Ker(’):
By (6), this is equivalent to
(CB(t0) ∨ C(p))|t ⊆ Ker(’):
Since 4(t) ⊆ Ker(’), it is enough to show that
(CB(t0) ∨ C(p))|t ⊆ 4(t): (7)
Let (u; v)∈ (CB(t0) ∨ C(p))|t . By the equality  ∨ ′ = ( ∪ ′)e in Lemma 8, there
exist w0; : : : ; wn ∈∗ such that





If (wj−1; wj)∈CB(t0), then  B(t0)(wj−1) =  B(t0)(wj). Together with (5), this yields
 B(t0)(u) =  B(t0)(w0)4(t) B(t0)(wn) =  B(t0)(v):
Since
(u;  B(t0)(u)); (v;  B(t0)(v))∈CB(t0)|t ;
we obtain
u 4(t) B(t0)(u) 4(t) B(t0)(v) 4(t) v
and (7) holds as required.
Finally, we consider weighted graphs. A (0nite) weighted graph will be a (0nite)
nondirected graph 5 = (V; E) with a map 6 from the edge set E into N. The image
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of an edge under this map is called the weight of the edge. A nontrivial path is as
usual a 0nite nonempty sequence of consecutive edges. A trivial path is de0ned to be
a vertex. The weight of a nontrivial (respectively, trivial) path is the maximum of the
weights of its edges (respectively, −∞). We de0ne a map 6ˆ :V ×V → N∪ {−∞} as
follows. Given u; v∈V , 6ˆ(u; v) is the smallest possible weight for a path connecting u
to v if u and v lie in the same connected component of 5; otherwise 6ˆ(u; v) = −∞.
We refer to
sup{6ˆ(u; v): u; v∈V}
as the w-diameter of 5.
Given t0 ∈TF() and p∈+, we de0ne a weighted graph W (t0; p) as follows. The
vertex set is t0. Write M = B(t0)∗. Given u; v∈ t0, let
X (u; v) = (Mu ∩ p∗Mv) ∪ (p∗Mu ∩Mv);
we have an edge u–v in W (t0; p) if X (u; v) = ∅; if so, its weight is the length of the
shortest word in X (u; v). Given t0 and p, we denote by 8(t0; p) the w-diameter of
W (t0; p).
Theorem 23. Let t0 ∈TF() and p∈+. Then !(t0; p) = ∅ and
3(t0; p) = max{d(t0); 8(t0; p)}:
Proof. Let k = 8(t0; p) and let m=max{d(t0); k}. We start showing that
m∈!(t0; p): (8)
Let t ∈T() be such that m ⊆ t and let u∈∗. By Lemma 22; it is enough to show
that (5) holds. Writing M = B(t0)∗ and  =  B(t0); we have
pu∈ (p∗M (u)) ∩ (M (pu)) ⊆ X ( (u);  (pu))
and so there is an edge  (u)– (pu) in W (t0; p). Note that m¿d(t0) together with
m ⊆ t yield t0 ⊆ t. It follows that  (u) =  (pu) implies ( (u);  (pu))∈ 4(t) imme-
diately. Thus we may assume that  (u) =  (pu). Since  (u) and  (pu) are connected
in W (t0; p); we have a path in W (t0; p) of the form
 (u) = w0–w1– · · · –wm =  (pu) (9)
with weight 6 k. We show that
∀j∈{1; : : : m}; (wj−1; wj)∈ 4(t): (10)
Let j∈{1; : : : m}. Since (9) has weight 6 k; there exists some z ∈X (wj−1; wj) with
|z|6 k. Without loss of generality; we may assume that z ∈Mwj−1 ∩ p∗Mwj. Since
z ∈Mwj−1; we have (z; wj−1)∈CB(t0). Since |z|6 k6m and m ⊆ t; we conclude that
z ∈ t. Since t0 ⊆ t; it follows that (z; wj−1)∈ 4(t). On the other hand; we have z=plz′
for some l¿ 0 and z′ ∈Mwj; and |z′|6 |z|6m yields z′ ∈ t. Thus (z′; wj)∈ 4(t). Since
(z′; z)∈C(p)|t ⊆ 4(t);
we conclude that (wj−1; wj)∈ 4(t) and (10) holds.
256 A. Restivo, P.V. Silva /Discrete Applied Mathematics 126 (2003) 241–260
Thus ( (u);  (pu))= (w0; wm)∈ 4(t) and (5) holds. This completes the proof of (8).
Next we show that
k ¿d(t0)⇒ k − 1 ∈ !(t0; p): (11)
Suppose that k ¿d(t0) and let t = {u∈∗: |u|¡k}. By Lemma 22, it is enough to
show that (5) does not hold for some u∈∗. Suppose it does hold for every choice of u.
We show that 8(t0; p)6 k−1, contradicting the de0nition of k. To prove this, it suRces
to show that any two adjacent vertices may be joined by a path of weight 6 k − 1.
Let u–v be an edge of W (t0; p). Then X (u; v) = ∅. Without loss of generality, we
may assume that there exists some w∈Mu∩p∗Mv. Let w′ ∈Mv be such that w∈p∗w′.
We have
uCB(t0)wC(p)w′ CB(t0) v:
Since (z;  (z))∈CB(t0) for every z ∈∗, it follows from iterated application of (5)
that
u=  (u)CB(t0) (w) 4(t) (w′)CB(t0) (v) = v:
Since CB(t0)|t0 is the identity relation, we conclude that (u; v)∈ 4(t). It follows that
there exist w0; : : : ; w2n+1 ∈ t such that
w0 = u,
w2n+1 = v,
∀i∈{0; : : : ; n}, (w2i ; w2i+1)∈CB(t0),
∀i∈{1; : : : ; n}, (w2i−1; w2i)∈C(p).
We show that
 (w0)– (w2)– · · · – (w2n) (12)
is a path in W (t0; p) of weight 6 k − 1.
Let i∈{1; : : : ; n}. Since (w2i−1; w2i)∈C(p), we have w2i−1; w2i ∈p∗z for some z ∈∗
and so
w2i = psw2i−1 or w2i−1 = psw2i
for some s¿ 0. The other case being similar, we assume that w2i = psw2i−1. Since
(w2i−2; w2i−1)∈CB(t0), we have  (w2i−2) =  (w2i−1). Hence
w2i ∈ (M (w2i)) ∩ (psM (w2i−2)) ⊆ X ( (w2i−2);  (w2i)):
Since w2i ∈ t implies |w2i|6 k − 1, we have an edge  (w2i−2)— (w2i) in W (t0; p)
with weight 6 |w2i|6 k − 1. Thus (12) is a path in W (t0; p) of weight 6 k − 1. Now
 (w0) =  (u) = u and  (w2n) =  (w2n+1) =  (v) = v, hence u and v are connected by
a path in W (t0; p) of weight 6 k − 1. As we remarked before, this contradicts the
de0nition of k, hence (5) does not hold and (11) follows.
By (8), we have m¿ 3(t0; p). Since 3(t0; p)¿d(t0), we have that m¿3(t0; p)
implies m− 1 = k − 1 ∈ !(t0; p) by (11) and so m6 3(t0; p), a contradiction.
Therefore m= 3(t0; p) and the theorem is proved.
Even though Theorem 23 provides an exact bound for our generalization of Fine and
Wilf’s theorem to hold, this bound is not (practically) computable, in general, because
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the question of determining w-diameters is related to the Travelling Salesman Problem
and has very high complexity.
We present next a more easily computable bound, even though much coarser.
We 0x t0 ∈TF() and p∈+. LetA(t0)=min(B(t0)∗). Since B(t0)∗ is right unitary,
Proposition 2.2.2 in [1] allows us to write
A(t0) = (V (t0); 1; 1; E(t0)):
We shall also consider the direct product of A(t0) by itself, denoted by A(t0)2. Write
also
<(t0) = |V (t0)|:
Finally, we de0ne a map = :V (t0)2×V (t0)2 → N∪{−∞} as follows. Given u; v∈V (t0)2,
=(u; v) is the length of the shortest path connecting u to v if u and v lie in the same
connected component of A(t0)2; otherwise =(u; v) =−∞.
Lemma 24. Let r; s∈V (t0) with s =1. Then
=((1; r); (1; s))6 (d(t0) + 1)(<(t0)− 2):
Proof. Clearly; we may assume that =((1; r); (1; s)) =−∞. Let (1; r) u→(1; s) be a path
of shortest length connecting (1; r) and (1; s) in A(t0)2. In particular; we have a path
1 u→1 in A(t0); hence u∈L(A(t0)) = B(t0)∗ and so we may write u = b1; : : : ; bn for
some b1; : : : ; bn ∈B(t0). Thus we may factor our path by
(1; r) = (1; h0)
b1→(1; h1) b2→· · · bn→(1; hn) = (1; s):
By minimality of |u|; the vertices h0; : : : ; hn are all distinct. Since s =1; we also have
that 1 ∈ {h0; : : : ; hn}. It follows that n + 16 <(t0) − 1. Since B(t0) ⊆ t; we have
|bj|6d(t0) + 1 for every j∈{0; : : : ; n}; hence
=((1; r); (1; s)) = |u|6 (d(t0) + 1)n6 (d(t0) + 1)(<(t0)− 2):
Lemma 25. Let r ∈V (t0). Then
=((1; r); (1; 1))6 (d(t0) + 1)(<(t0)− 1):
Proof. Since =((1; 1); (1; 1))=0; we may assume that r =1. The argument used in the
preceding proof yields the bound (d(t0) + 1)(<(t0)− 1).
Lemma 26. Let r; s∈V (t0) with s =1. Then
=((1; r); (s; 1))6 (d(t0) + 1)(<(t0)− 2) + d(t0):






with h =1 and no vertex of the form (1; x) lying between (1; h) and (s; 1). Since
1u
′′
→s =1 is a path in A(t0) where 1 is not an intermediate vertex; we must have
u′′ ∈∗ − B(t0)∗ = TB(t0) = t0
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and so |u′′|6d(t0). The bound for |u′| follows from Lemma 24.
Let A′(t0) = (t0; 1; 1; E′(t0)) denote the -automaton de0ned by
E′(t0) = {(u; a; v)∈ t0 × × t0: v= ua} ∪ {(u; a; 1)∈ t0 × × t0: ua∈B(t0)}:
It is not diRcult to check that:
Lemma 27. The -automaton A′(t0) is trim; deterministic and complete.
Moreover, L(A′(t0)) = B(t0)∗.
Proof. Since t0 ∩ B(t0) = ∅; it follows from the de0nition that A′(t0) is deterministic.
Since t0 ⊆ t0 ∪ B(t0); we get completeness.
Given u∈ t0 =V (A′(t0)), we have a path 1 u→u in A′(t0). Since t0 is 0nite, we can
pick a word v of maximal length among those words in t0 having u as a pre0x. Write
v= uw. For any a∈, we have a path
u w→v a→1;
hence u lies in a successful path of A′(t0) and A′(t0) is trim.
It should be clear that u∈∗ labels a nontrivial path 1 u→1 in A′(t0) where 1 does
not occur as an intermediate vertex if and only if u∈B(t0). Thus L(A′(t0)) = B(t0)∗
as claimed.
It follows from [2, Theorem 3.5.2] that the minimal automaton A(t0) can be obtained
as the quotient of A′(t0) by the equivalence relation ∼ de0ned on t0 by
u ∼ v ⇔ L(t0; u; 1; E′(t0)) = L(t0; v; 1; E′(t0)):
We denote the equivalence class of u by Mu, and we denote by =′ the function de0ned
for A′(t0)2 similarly to =.
Lemma 28. Let r; s1; s2 ∈ t0. Then
=′((1; r); (s1; s2))¡ (d(t0) + 1)<(t0):
Proof. We start by observing that it follows from the de0nition of quotient that the
existence of a path
(q1; q2)
u→(q′1; q′2)
in A′(t0)2 entails the existence of a path
(q1; q2)
u→(q′1; q′2)
in A(t0)2. The largest of the bounds in Lemmas 24–26 is (d(t0)+1)(<(t0)−1); hence
we have
=(( M1; Mr); (q1; q2))6 (d(t0) + 1)(<(t0)− 1) (13)
whenever q1 = 1 or q2 = 1.
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Without loss of generality, we may assume that
=′((1; r); (s1; s2))¿d(t0): (14)
Let
(1; r) u→(s1; s2) (15)
be a path in A′(t0)2 of minimal length. If this path has no intermediate vertex of the
form (g; 1), this implies that ru= s2 ∈ t0 and so
=′((1; r); (s1; s2)) = |u|6d(t0);
contradicting (14). Thus we may factor (15) by
(1; r)→ (h1; 1) u1→(s1; s2)
with |u1| minimal. Furthermore, we may also factor (15) by
(1; r)→ (1; h2) u2→(s1; s2)
with |u2| minimal. By minimality of |u1| (respectively, |u2|), we have s2 = u1 (re-
spectively, s1 = u2). Hence |u1|; |u2|6d(t0). Now we split our argument in two cases:
|u1|¿ |u2| and |u1|¡ |u2|.





→(1; h2) u2→(s1; s2) (16)
with u′′u2 = u1. As we observed in the beginning of the proof, =′((1; r); (h1; 1)) =−∞
yields =(( M1; Mr); (h1; M1)) =−∞. By (13), we must have a path
( M1; Mr) v→(h1; M1)
in A(t0)2 with |v|6 (d(t0) + 1)(<(t0)− 1). Since A′(t0) is complete, there is a path
(1; r) v→(g1; g2)u
′′
→(g′1; g′2) u2→(g′′1 ; g′′2 )
in A′(t0)2. Thus
( M1; Mr) v→(g1; g2)u
′′
→(g′1; g′2) u2→(g′′1 ; g′′2 )
is a path inA(t0)2 andA(t0) being deterministic yields g2= M1. Since 1∈L(t0; w; 1; E′(t0))
if and only if w = 1, we have M1 = {1}. Thus g2 = 1 and so
(1; r) v→(g1; 1)u
′′
→(g′1; g′2) u2→(g′′1 ; g′′2 ) (17)
is a path in A′(t0)2. Comparing (16) with (17), and since A′(t0) is deterministic, we
conclude successively that g′2 = h2 and g
′′
2 = s2. Since
M1 v→h1 u
′′
→ M1; M1 v→g1 u
′′
→g′1
are both paths in A(t0), we conclude that g′1 = M1 and so g
′
1 = 1. Thus g
′′
1 = s1 and so
(1; r) v→(g1; 1) u1→(s1; s2)
is a path in A′(t0)2 with
|vu1|6 (d(t0) + 1)(<(t0)− 1) + d(t0)¡ (d(t0) + 1)<(t0):
The case |u1|¡ |u2| is similar and is therefore omitted.
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Theorem 29. Let t0 ∈TF() and p∈+. Then
|p|+ (d(t0) + 1)<(t0)− 1∈!(t0; p):
Proof. Let k= |p|+(d(t0)+1)<(t0)−1; let t ∈T() satisfy k ⊆ t; and let 4(t) denote
the equivalence relation on t generated by CB(t0)|t ∪ C(p)|t . Write  =  B(t0). Since
k¿d(t0); it follows from Lemma 22 that it is enough to show that ( (u);  (pu))∈ 4(t)
for every u∈∗.
Let u∈∗. We have in A′(t0) paths of the form
1 u→s1; 1 p→r u→s2;
hence =′((1; r); (s1; s2)) =−∞. By Lemma 28, there exists some v∈∗ such that
(1; r) v→(s1; s2)
is a path in A′(t0)2 and |v|6 (d(t0) + 1)<(t0)− 1. Since |v|; |pv|6 k and k ⊆ t, we
have v; pv∈ t. Thus (v; pv)∈C(p)|t ⊆ 4(t): Since
(v;  (v)); (pv;  (pv))∈CB(t0)|t ⊆ 4(t);
we obtain ( (v);  (pv))∈ 4(t). Since v and u (respectively, pv and pu) label both
paths of the form 1 → s1 (respectively, 1 → s2) in A′(t0), we have  (v) =  (u) and
 (pv) =  (pu). Therefore, ( (u);  (pu))∈ 4(t) as required.
As a 0nal remark, we note that in view of Lemma 15, Theorems 23 and 29 may
be used to produce bounds for getting period gcd(t0; t′0) from periods t0 and t
′
0. This
would constitute a closer (even though more restricted) generalization of Fine and
Wilf’s periodicity theorem.
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