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dedicated to Pavel Exner
Abstract. We study the time-evolution of a quantum particle subjected to time-
dependent zero-range forces in two dimensions. After establishing a conceivable ansatz
for the solution to the Schro¨dinger equation, we prove that the wave packet time-evolution
is completely specified by the solutions of a system of Volterra-type equations – the charge
equations – involving the coefficients of the singular part of the wave function, thus ex-
tending to the two-dimensional case known results in one and three dimensions.
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1. Introduction and Main Results
Point interactions have been an important theoretical tool to investigate non-trivial
qualitative features of the evolution of quantum systems. Since the early days of quantum
mechanics they have been extensively used to provide solvable models in various fields
of applied quantum physics such as solid state physics of perfect and disordered crystals,
spectral nuclear structure, low energy neutron-nuclei scattering and many others. In the
last edition of the reference book in the field [AGH-KH], one can find a detailed and
updated reading list on the subject.
The main feature of point interaction hamiltonians is that they are characterized by a
minimal set of physical parameters. All the information about the spatial geometry of the
interaction potential acting on the quantum particle is included in the set of positions of
the scattering centers, whereas the dynamical parameters consist in a set of real numbers
characterizing boundary conditions that any function in the hamiltonian domain has to
satisfy at the scattering centers. Moreover, in one and three dimensions, it was shown
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that the behavior at the scattering centers at each time is sufficient to determine uniquely
the solution of the Schro¨dinger equation at any time and at any point in space.
Later, it was recognized that a function of time (referred to as charge in the following)
contains all the information about the behavior of the state function around one interac-
tion point and that the charges are solutions of a system of Volterra integral equations.
This extreme simplification of the Cauchy problem was used to generalize the theory to
time-dependent and nonlinear point interactions. Such models were employed to inves-
tigate ionization issues and problems of quantum evolution in presence of concentrated
nonlinearities in one and three dimensions [AT, ADFT, CCLR, CD, CDFM, CLR, CFNT1,
CFNT2, DFT2].
The two dimensional problem turned out to be decisively thornier. As an aside, let us
mention that in dimension two the laplacian and the formal delta potential scale in the
same way under spacial dilation
−∆ax + λδ (ax) = 1
a2
[−∆x + λδ (x)].
A relevant consequence of such a scale invariance is that, if E is an eigenvalue of the
formal hamiltonian, the same must be true for aE, for all a > 0, making the hamiltonian
either trivial or non-self-adjoint. In fact, one of the possible way to define a zero-range
potential in dimension two is by “dimensional regularization”, a modern quantum field
renormalization scheme, which turned out to be very fruitful as a renormalization tool in
Yang-Mills theory (see, e.g., [F] for further details). The extension of the model to real
(or complex) dimensions 2 −  supplies a non-scale invariant theory and a dimensional
coupling constant. A (coupling constant dependent) limit → 0+ then provides the same
family of hamiltonians obtained using one of the procedures now available to characterize
all the self-adjoint extensions of the laplacian restricted to functions supported outside the
set of positions of the interaction centers [AGH-KH].
From the technical point of view the presence of a logarithmic singularity in the fun-
damental solution of the Laplace equation −∆K + λK = δ makes the charge equations
in dimension two more difficult to deal with. In particular the techniques of fractional
integration and differentiation used in dimension three to regularize the equations are no
longer available. This is the main reason why the two-dimensional problem was still open,
in spite of the progress in the one- and three-dimensional cases.
In the following we investigate the evolution problem generated by a time dependent
point interaction hamiltonian in dimension two. We first review notation, definitions and
we state our main results. The last section is devoted to the proofs.
1.1. The model. In this paper we want to focus on the study of the time-evolution gen-
erated by a time-dependent Schro¨dinger operator with two-dimensional point interactions.
More precisely the formal expression we start with is the following
H˜ = −∆ +
N∑
j=1
µj(t)δ(x− yj), (1.1)
where x,yj ∈ R2, δ(x − yj) is the Dirac delta distribution supported at point yj and
µj(t) ∈ R is its strength. The expression above is just formal because in two or more
dimensions one can not give a rigorous meaning to the Dirac delta potential, not even in
the sense of quadratic forms: the difficulty comes from the fact that H1(R2), the form
domain of −∆, contains functions whose value at a given point yj might not be defined. To
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circumvent this problem one can follow different procedures, e.g., introduce a symmetric
operator [AGH-KH] which coincides with (1.1) on a suitable subset of H2(R2) and study
its self-adjoint extensions. Alternatively but equivalently it is possible to introduce (see
below) a quadratic form associated with (1.1) and study its closedness, i.e., for any
αj(t) ∈ C1(R) (1.2)
with α(t) = (α1(t), . . . , αN (t)),
Fα(t)[ψ] =
∫
R2
dr
{
|∇φλ|2 + λ |φλ|2 − λ|ψ|2
}
+
N∑
j=1
(
αj(t) +
1
2pi log
√
λ
2 − γ2pi
)
|qj |2
+
1
2pi
∑
j 6=k
q∗j qkK0(
√
λ |yj − yk|). (1.3)
defined on the domain (notice that the domain D [F ] is actually time-independent)
D [F ] =
{
ψ ∈ L2(R2)
∣∣∣ ψ = φλ + 1
2pi
N∑
j=1
qjK0(
√
λ|x− yj |), φλ ∈ H1(R2), qj ∈ C
}
. (1.4)
Here K0(
√
λ|x|) denote the anti-Fourier transform of (|k|2 + λ)−1 for any λ > 0. K0(x) is
the modified Bessel function of second kind of order 0 (also known as Macdonald function,
see [AS, Sec. 9.6]). It belongs to L2(R2), it is exponentially decreasing for large |x| and
its asymptotic behavior for small |x| reads [AS, Eq. 9.6.13]
K0(
√
λ|x|) =
|x|→0
− log
√
λ|x|
2
− γ + o(1), (1.5)
with γ the Euler’s number. Functions in the domain of Fα(t) are thus composed by a regular
part φ and a singular part containing a local singularity proportional to− log |x−yj |, whose
coefficient qj is the so-called charge already mentioned above.
It is easily checked that D [F ] is independent of λ: a simple way to make this apparent
is to observe that for any λ1, λ2 > 0, K0(
√
λ1|x|) − K0(
√
λ2|x|) ∈ H1(R2), as one can
easily verify by considering the Fourier transforms. Moreover the quadratic form (1.3)
defined on (1.4) is closed and bounded from below as a consequence of the completeness
of H1(R2) and CN . In a much more general setting the proof can be found in [DFT1].
Therefore it defines for any t ∈ R a unique self-adjoint operator Hα(t), whose domain is
D(Hα(t)) =
{
ψ ∈ L2(R2)
∣∣∣ ψ = φλ + 1
2pi
N∑
j=1
qj(t)K0(
√
λ|x− yj |), φλ ∈ H2(R2),
lim
x→yj
φλ(x) = (Γλq)j (t)
}
, (1.6)
with
(Γλ)jk =
{
αj(t) +
1
2pi log
√
λ
2 +
γ
2pi , if j = k,
− 12piK0(
√
λ|yj − yk|), if j 6= k.
(1.7)
In the simplest case of a single point interaction at the origin the boundary condition thus
reads
lim
x→0
φλ(x) =
(
α(t) + 12pi log
√
λ
2 +
γ
2pi
)
q(t).
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The action of Hα(t) on functions of D(Hα(t)) characterized in the form (1.6) is(
Hα(t) + λ
)
ψ = (−∆ + λ)φλ (1.8)
and all the information on the interaction is encoded in the boundary conditions. Unlike
the case of the quadratic form, the operator domain does depend on time: a generic
ψ ∈ D(Hα(t)) depends on t ∈ R through the regular part φ and the charge q(t). The
closedness of the form clearly implies the self-adjointness of Hα(t), provided Hα(t) is indeed
the operator associated with Fα(t), as we are going to show next. A very crucial property
of functions in D(Hα(t)) is that in a neighborhood of any point yj the following asymptotic
behavior holds true
ψ(|x|) =
|x−yj |→0
1
2pi qj log
1
|x−yj | + αj(t)qj + o(1), (1.9)
which is indeed the typical way point interactions are defined in the physics literature (see,
e.g., [CFT] and references therein).
Notice that, unlike the three-dimensional case, the expression of the form or operator
domain for λ = 0 can in principle be obtained by taking the limit λ→ 0 of (1.4) or (1.6),
but, due to the singular large-|x| behavior of the Green function at λ = 0, i.e., log |x|,
such a procedure does not define a well-posed domain decomposition.
For convenience of the reader we recall here how one can heuristically derive the expres-
sion of the quadratic form Fα(t) from the formal expression (1.1) via a sort of renormal-
ization: pick any function ψ satisfying the required singular behavior (1.9) at any point
yj , then it can be decomposed as ψ = φj +
1
2pi qj log
1
|x−yi| , where φj remains bounded as
x→ yj and
φλ(x) =|x−yj |→0
φj(yj) +
1
2pi log
√
λ
2 +
1
2piγ −
1
2pi
∑
k 6=j
qkK0(
√
λ|yj − yk|) + o(1), (1.10)
φj(yj) = αj(t)qj . (1.11)
Now introducing an ultraviolet cut-off ε and observing that
(−∆ + λ)ψ = (−∆ + λ)φλ,
if |x− yj | > ε for any j = 1, . . . , N , one has
Fα(t)[ψ] + λ ‖ψ‖22 = limε→0
∫
∪k{|x−yk|>ε}
dx ψ∗(x)
[(
H˜ + λ
)
ψ
]
(x)
= lim
ε→0
∫
∪k{|x−yk|>ε}
dx
[
φ∗λ(x) +
1
2pi
N∑
j=1
q∗jK0(
√
λ|x− yj |)
]
[(−∆ + λ)φλ] (x)
= ‖∇φλ‖22 + λ ‖φλ‖22 +
1
2pi
lim
ε→0
N∑
j=1
q∗j
∫
∪k{|x−yk|>ε}
drK0(
√
λ|x− yj |) [(−∆ + λ)φλ] (x).
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The last term can be integrated by parts twice as
1
2pi
∫
∪k{|x−yk|>ε}
drK0(
√
λ|x− yj |) [(−∆ + λ)φλ] (x)
= − 1
2pi
N∑
k=1
∫
∂Bε(yk)
dσ φλ(x) n · ∇K0(
√
λ|x− yj |)
= − 1
2pi
∫
∂Bε(yj)
dσ φλ(x) n · ∇K0(
√
λ|x− yj |) + o(1)
= αj(t)qj +
1
2pi log
√
λ
2 +
1
2piγ −
1
2pi
∑
k 6=j
qkK0(
√
λ|yj − yk|) + o(1),
since the asymptotics (1.5) implies∫
∂Bε(yj)
dσ n · ∇K0(
√
λ|x− yj |) = −
∫
∂Bε(0)
dσ
1
ε
= −2pi,
and the expression of the quadratic form is recovered.
It is worth mentioning that in the two-dimensional case point interactions are always
attractive, meaning that there always exists at least one bound state. For a single point
interaction at x = 0 with strength α, its wave function is proportional to K0(
√
λα|x|) and
its energy Eα is
Eα = −λα := −4e2γ−4piα.
1.2. Time-evolution. Our goal is to examine the properties of the time-dependent hamil-
tonians we have just defined and check under which conditions they generate a non au-
tonomous quantum dynamics, meaning that there exists a two parameter group of unitary
operators U(t, s) satisfying, in a sense which has to be specified, the Schro¨dinger equation
i∂tU(t, s) = Hα(t)U(t, s), (1.12)
in such a way that the function
ψt(x) = U(t, s)ψs(x). (1.13)
solves the Cauchy problem: for any ψ ∈ D(Hα(s)),{
i∂tψt = Hα(t)ψt,
ψs = ψ.
(1.14)
In this paper the focus of our attention will be on the solution of the time-evolution
problem described above. It is worth mentioning that an explicit expression of the integral
kernel of the propagator e−iHαt, when α does not depend on time, is already known [ABD],
but its extension to the time-dependent case is not straightforward.
Our approach is based on a result, earlier proved and exploited in dimension three,
stating that the solution of the Schro¨dinger equation is completely specified by the values
of the charges qj(t), j = 1, . . . , N , characterizing the behavior of the wave packet around
the scattering centers at each time t. The time dependent complex charges are solutions of
a system of N coupled Volterra integral equations – the charge equations – thus reducing
the complexity of the problem from the analysis of a non autonomous flow in an infinite-
dimensional Hilbert space to the search of solutions to a system of Volterra-type equation
for N complex valued functions of time (see (1.18) below). For computational purposes
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as well as for possible extensions to nonlinear models such a complexity reduction is of
course crucial. The procedure outlined above has been exploited in [SY], for the three-
dimensional analogue of the problem we are facing here, in [CCLR, CLR, CD, CDFM] to
investigate model-atoms ionization triggered by time dependent forces in dimension one
and three and in [DFT2] for the derivation of the time-dependent propagator in the case of
three-dimensional moving point interactions. For a detailed introduction to the problem
considered in this paper as well as many preliminary results we also refer to [A].
Before stating our main result we need to introduce first some notation: U0(t) will
denote the free propagator, i.e.,
U0(t) := e
i∆t, (1.15)
with integral kernel for t ∈ R and x ∈ R2
U0(t; |x|) = e
− |x|2
4it
2it
. (1.16)
The Volterra function of order −1 [E1] is defined as
I(t) :=
∫ ∞
0
dτ
tτ−1
Γ(τ)
, (1.17)
where Γ denotes the Gamma function. Some of the crucial properties of I(t) are listed in
Section 2.1. Here we just point out that I is an analytic function of t with branch points
at 0 and ∞.
Before stating our main result we introduce the charge equation associated to the time-
evolution of the hamiltonian Hα(t): given any initial datum ψs ∈ D(Hα(s)),
q(t) +
∫ t
s
dτ K(t, τ) q(τ) = f(t), (1.18)
where
Kjk(t, τ) :=
4piI(t− τ)
(
αj(τ)− 12pi log 2 + γ2pi
)
if j = k,
−2iI(t− τ)
∫ τ
s
dσ U0(τ − σ; |yj − yk|) if j 6= k. (1.19)
and
fj(t) := 4pi
∫ t
s
dτ I(t− τ) (U0(τ)ψs) (yj). (1.20)
Theorem 1.1 (Time-evolution).
Let U(t, s) : L2(R2)→ L2(R2) be the map
(U(t, s)ψs) (x) = (U0(t− s)ψs) (x) + i
2pi
N∑
j=1
∫ t
s
dτ U0 (t− τ ; |x− yj |) qj(τ), (1.21)
where q(t) is a solution of the Volterra-type integral equation (1.18). Then
(a) U(t, s) is a two-parameter unitary group: for any v, t, s ∈ R, U(t, s) is unitary,
U(t, t) = 1 and U(t, s)U(s, v) = U(t, v);
(b) for any t, s ∈ R, U(t, s) solves the time-dependent Schro¨dinger equation (1.12), i.e.,
for any ψs ∈ D(Hα(s)), ψt := U(t, s)ψs ∈ D(Hα(t)) and
i∂tψt = Hα(t)ψt. (1.22)
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Remark 1 (Uniqueness of q(t)).
Although we did not state it explicitly the well-posedness of the time-evolution identified
by U(t, s) requires that the solution to (1.18) is unique. This is indeed the case as it is
proven in Proposition 2.1.
Remark 2 (Ansatz (1.21)).
The statement of the Theorem 1.1 says that the ansatz (1.21) provide the time-evolution of
ψs whenever q(t) solves the charge equation (1.18). Such a statement however can be also
read in the opposite direction: given ψt any solution to the time-dependent Schro¨dinger
equation (1.22), then it can be rewritten in the form (1.21), with q(t) solving the charge
equation (1.18).
2. Proofs
This Section contains the proofs of the results stated in Theorem 1.1, which are divided
in several steps:
(1) first we examine the integral operator defined by the Volterra kernel I and prove
some of its relevant properties;
(2) then we focus on the charge equation and prove that there exists a unique solution
in the space of continuous functions;
(3) such information becomes then a crucial ingredient to prove that the form domain
D [F ] is invariant under the map U(t, s);
(4) next we show that given ψs ∈ D(Hα(s)) then U(t, s)φs ∈ D(Hα(t)) and on a dense
subset of the Hilbert space U(t, s) defines an isometry, which coincides with the
time-evolution generated by Hα(t);
(5) finally we show that U extends to a two-parameter unitary group by density.
2.1. Properties of the Volterra kernel I. We start the discussion by recalling some
useful properties of the function I[t] defined in (1.17). We refer to [E1, Sec. 18.3] (where
I(t) is denoted as ν(t,−1)) for further details. One striking relation involving I(t) is the
inversion formula of the Laplace transform [E2],[SKM]: denoting by
(Lf)(p) =
∫ ∞
0
dt e−ptf(t),
the usual action of the Laplace transform, then
L−1
(
p
log(p)
)
(t) = ν (t,−1) = I(t). (2.1)
Since they will play some role in the following we also provide the asymptotic expansions
of I(t) as t→ 0 or t→∞ (see again [E1]):
I(t) =
t→0
1
t log2
(
1
t
) [1 +O(|log t|−1)] ,
I(t) =
t→∞ e
t +O(t−1).
Hence, given the previous expansions, I(t) ∈ L1loc(R).
Next we study the integral operator
(If) (t) :=
∫ t
0
dτ I(t− τ)f(τ). (2.2)
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We also denote by J the integral operator with kernel
(Jf) (t) :=
∫ t
0
dτ J (t− τ)f(τ), J (t− τ) = −γ − log(t− τ). (2.3)
In [CF] the operator I is investigated in details and several useful properties, such as its
smoothing action, are established. Here we only need a notable identity, which is stated
in next Lemma 2.2 and a simple estimate of the Sobolev norm of If (we refer to [CF] for
the proof):
Lemma 2.1.
If f ∈ Hν(0, T ) with 0 < ν 6 1, then If ∈ Hν(0, T ), i.e., ∃Ct < +∞ such that
‖If‖Hν(0,T ) 6 CT ‖f‖Hν(0,T ) . (2.4)
Moreover CT → 0 as T → 0.
Lemma 2.2.
For any t ∈ R+ and f ∈ L1(0, t),
(IJf) (t) =
∫ t
0
dτ f(τ). (2.5)
Proof. We first observe that one has the identity∫ t
0
dτ I(t− τ)(−γ − log τ) = 1. (2.6)
In [SKM, Lemma 32.1] it is indeed proven that (in the formula proved in the cited Lemma
one should take α = 1, h = 0)∫ t
0
dτ (log τ − ψ(1)) ∂tν(t− τ) = −1, (2.7)
but, using [E1, Eq. (12), Sect. 18.3], one can recognize that ∂tν(t) = I(t).
Next we note that in the expression
(IJf) (t) =
∫ t
0
dτ
∫ t−τ
0
dσ I(τ)J (t− τ − σ)f(σ),
one can exchange the order of the integration, since∫ t
0
dτ
∫ t−τ
0
dσ I(τ)J (t− σ − τ)f(σ) +
∫ t
0
dσ
∫ t−σ
0
dτ I(τ)J (t− σ − τ)f(σ)
=
∫ t
0
dσ
∫ t
0
dτ I(τ)J (|t− σ − τ |)f(σ) = 2
∫ t
0
dτ
∫ t−τ
0
dσ I(τ)J (|t− σ − τ |)f(σ),
Using (2.6) we conclude that
(IJf) (t) =
∫ t
0
dσ
∫ t−σ
0
dτ I(τ)J (t− σ − τ)f(σ) =
∫ t
0
dσ f(σ).

TWO-DIMENSIONAL TIME-DEPENDENT POINT INTERACTIONS 9
2.2. Derivation of the charge equation. Before starting to discuss the charge equation,
we present a heuristic computation which motivates the ansatz (1.21). First of all we set
s = 0 and assume that qj(0) = 0. Neglecting any regularity issue, we can compute the
time derivative of (1.21) and obtain
i∂t (U(t, 0)ψ0) (x) = (−∆U0(t)ψ0) (x)
− 1
2pi
N∑
j=1
qj(t) +
1
2pi
N∑
j=1
∫ t
0
dτ ∂τU0 (t− τ ; |x− yj |) qj(τ) =
(−∆U0(t)ψ0) (x)− 1
2pi
N∑
j=1
∫ t
0
dτ U0 (t− τ ; |x− yj |) q˙j(τ),
so that if we take the Fourier transform defined for a function f ∈ L2(R2) as
fˆ(p) :=
1
2pi
∫
R2
dx e−ip·xf(x), (2.8)
the above expression becomes (we set k = |p|)
i∂t
(
̂U(t, 0)ψ0
)
(p) = p2e−ip
2tψ̂0(p)− 1
2pi
N∑
j=1
∫ t
0
dτ e−ip·yje−ip
2(t−τ) q˙j(τ). (2.9)
Similarly, recalling that (see, e.g., [GR, Eq. 6.532.4])
1
2pi
∫
R2
dp
eip·x
p2 + λ
=
∫ ∞
0
dp
pJ0(p|x|)
p2 + λ
= K0(
√
λ|x|), (2.10)
(
̂Hα(t)U(t, 0)ψ0
)
(p) = p2
 ̂U(t, 0)ψ0(p)− 1
2pi
N∑
j=1
qje
−ip·yj
p2 + λ
− λ
2pi
N∑
j=1
qje
−ip·yj
p2 + λ
= p2e−ip
2tψ̂0(p) +
1
2pi
N∑
j=1
∫ t
0
dτ e−ip·yj∂τ
(
e−ip
2(t−τ)
)
qj(τ)− 1
2pi
N∑
j=1
qje
−ip·yj
= p2e−ip
2tψ̂0(p)− 1
2pi
N∑
j=1
∫ t
0
dτ e−ip·yje−ip
2(t−τ) q˙j(τ), (2.11)
which equals (2.9). Therefore, for any q(t) and ψ0 for which the right hand side of (2.11) is
defined, the assumed solution does solve the time-dependent Schro¨dinger equation, at least
in a weak sense. To be solution of the charge equation is the condition that guarantees
that for any t ∈ R, ψt ∈ D(Hα(t)). Indeed, if we impose the boundary condition as in
(1.6), we get
1
2pi
∫
R2
dp eip·yj φ̂λ(p) = (Γλq)j (t), (2.12)
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and therefore
1
2pi
∫
R2
dp eip·yj
{
e−ip
2tψ̂0(p) +
i
2pi
N∑
k=1
∫ t
0
dτ e−ip·yke−ip
2(t−τ) qk(τ)
− 1
2pi
N∑
k=1
qk(t)e
−ip·yk
p2 + λ
}
=
(
αj(t) +
1
2pi log
√
λ
2 − γ2pi
)
qj(t)− 1
2pi
∑
k 6=j
qk(t)K0(
√
λ|yj−yk|).
The last off-diagonal term cancels exactly and thus the identity becomes
1
2pi
∫
R2
dp eip·yj
{
e−ip
2tψ̂0(p) +
i
2pi
N∑
k=1
∫ t
0
dτ e−ip·yke−ip
2(t−τ) qk(τ)
− 1
2pi
qj(t)e
−ip·yj
p2 + λ
}
=
(
αj(t) +
1
2pi log
√
λ
2 +
γ
2pi
)
qj(t).
Combining the last diverging term on the l.h.s. with the second one, via an integration
by parts (here we implicitly assume that the charge belongs to a suitable Sobolev space),
we get
1
2pi
∫
R2
dp
{
eip·yje−ip
2tψ̂0(p)− 1
2pi(p2 + λ)
∫ t
0
dτ e−ip
2(t−τ) [q˙j(τ)− iλqj(τ)]
+
i
2pi
∑
k 6=j
∫ t
0
dτ eip·(yj−yk)e−ip
2(t−τ) qk(τ)
 = (αj(t) + 12pi log √λ2 + γ2pi) qj(t),
The p integral of the second term on the l.h.s. contains an infrared singularity for t = τ
which goes as log(t− τ): since [GR, Eqs. 3.722.1 & 3.722.3]∫
R2
dp
e−ip2(t−τ)
p2 + λ
= −pieiλ(t−τ) [Ci(λ(t− τ))− iSi(λ(t− τ))]
= −pi (γ + log λ+ log(t− τ)) +Q(λ; t− τ)eiλ(t−τ), (2.13)
where Si( · ) and Ci( · ) stand for the sine and cosine integral functions [AS, Eqs. 5.2.1 &
5.2.2] and (see, e.g., [AS, Eq. 5.2.16])
Q(λ; t− τ) := −pi
(
1− eiλt
)
(γ + log λ+ log(t− τ))
− pieiλ(t−τ)
( ∞∑
n=1
(−(t− τ)2λ2)n
2n(2n)!
− iSi((t− τ)λ)
)
. (2.14)
Note that Q(0; t− τ) = 0. Hence the charge equation can be rewritten
(U0(t)ψ0) (yj) +
i
2pi
∑
k 6=j
∫ t
0
dτ U0(t− τ ; |yj −yk|) qk(τ)−
(
αj(t) +
1
2pi log
√
λ
2 +
γ
2pi
)
qj(t)
= − 1
4pi
∫ t
0
dτ
(
γ + log(t− τ) + log λ− 1piQ(λ; t− τ)
)
∂τ
(
eiλ(t−τ)qj(τ)
)
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and taking the limit λ→ 0 (notice the exact cancellation of the diverging log λ terms)
(U0(t)ψ0) (yj) +
i
2pi
∑
k 6=j
∫ t
0
dτ U0(t− τ ; |yj − yk|) qk(τ)−
(
αj(t)− 12pi log 2 + γ2pi
)
qj(t)
= − 1
4pi
∫ t
0
dτ (γ + log(t− τ)) q˙j(τ). (2.15)
If we now apply to both sides the integral operator I defined in (2.2) and exploit the
property proven in Lemma 2.2, we finally recover the charge equation (1.18).
2.3. Charge equation. We now consider the charge equation and its solution.
Proposition 2.1 (Existence and uniqueness of solutions to (1.18)).
Given ψs ∈ D(Hα(s)), the solution q(t) of the charge equation (1.18) exists and is unique
in C(0, T ) for any T <∞. Moreover q(t) ∈ Hν(0, T ) for any ν < 3/4.
Proof. According to the general theory of Volterra integral equations [M], specialized to
the linear case there exists at least one continuous solution to (1.18) and it is unique if
the following conditions are satisfied:
(a) f(t) is continuous on t ∈ R+;
(b) K(t, τ) is measurable and K(t, ·) ∈ L1(0, t) for any finite t;
Let us check that the integral kernel Kjk(t, τ) ∈ L1(0, t) In particular to see that Kjk(t, τ)
is integrable, it suffices to notice that the diagonal term is L1 because I(t − τ) is, while
for j 6= k
|Kjk(t, τ)| 6 2 |I(t− σ)|
∣∣∣∣∫ τ
s
dσ U0(τ − σ; |yj − yk|)
∣∣∣∣ 6 Ct |I(t− σ)| ,
for some Ct <∞, if t <∞. Indeed the integral∫ τ
s
dσ U0(τ − σ; |yj − yk|)
is explicitly computable and it is finite for any τ > 0, if |yj − yk| > 0.
Therefore to complete the proof we need to show that f(t) is a continuous function of t in
any compact subset of R+. By hypothesis ψs ∈ D(Hα(s)) and thus it can be decomposed
as in (1.6), i.e.,
fj(t) = 4pi
∫ t
s
dτ I(t− τ)
{
(U0(τ)φλ,s) (yj) + 2qj(s)
∫
R2
dx′ U0(τ ; |yj − x′|)K0(x′ − yj)
+ 2
∑
k 6=j
qk(s)
∫
R2
dx′ U0(τ ; |yj − x′|)K0(x′ − yk)
}
(2.16)
with φλ,s ∈ H2(R2).
We first consider the term involving φλ,s: applying the Fourier transform, we have
4pi (U0(τ)φλ,s) (yj) = 2
∫
R2
dp eip·yje−ip
2τ φ̂λ,s(p) = 2
∫
R2
dp e−ip
2τ ̂(T−1yj φλ,s)(p)
= 2pi
∫ ∞
0
d% e−i%τ
〈
̂(T−1yj φλ,s)〉 (√%) = (2pi)3/2 (FG(%)) (t)
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where
G1(%) := 1[0,+∞)(%)
〈
̂(T−1yj φλ,s)〉 (√%),
F stands for the Fourier transform in L2(R) and we have denoted by 〈f〉 the angular
average of a function on R2, i.e.,
〈f〉 (p) = 1
2pi
∫ 2pi
0
dϑ f(p, ϑ). (2.17)
In order to bound the norm of (U0(τ)φλ,s) (yj) in H
ν(R), we estimate
4pi
∫
R
d% |%|2ν |(F (U0( · )φλ,s) (yj)) (%)|2
= 32pi4
∫
R
d% |%|2ν ∣∣(F−1(FG1)) (−%)∣∣2
= 64pi4
∫ ∞
0
dp p4ν+1
∣∣∣∣〈 ̂(T−1yj φλ,s)〉 (p)∣∣∣∣2 6 C ∫
R2
dp p4ν
∣∣∣∣ ̂(T−1yj φλ,s)(p)∣∣∣∣2 . (2.18)
Since φλ,s ∈ H2, the last integral is bounded for any 0 6 ν 6 1 and therefore
(U0( · )φλ,s) (yj) ∈ H1(0, T ). Thanks to Lemma 2.1 the Sobolev degree is conserved by
the action of I and therefore the first term in (2.16) is in H1(0, T ), which implies, via
Sobolev inequality, that it is a continuous function of t ∈ R+.
Let us consider now the sum in the last term in (2.16): we first rewrite(
U0(τ)TykK0(
√
λ · )
)
(yj) =
∫
R2
dx′ U0(τ ; |yj − x′|)K0(x′ − yk)
=
1
2pi
∫
R2
dp
eip·(yj−yk)e−ip2τ
p2 + λ
=
1
2pi
∫ ∞
0
dp p
∫ 2pi
0
dϑ
eip|yj−yk| cosϑe−ip2τ
p2 + λ
=
∫ ∞
0
dp p
e−ip2τJ0(p|yj − yk|)
p2 + λ
= pi (FG2) (τ), (2.19)
with
G2(%) = 1[0,+∞)(%)
J0(
√
%|yj − yk|)
%+ λ
.
As before in order to bound the Hν-norm of (U0(τ)TykK0(
√
λ · ))(yj) we estimate, using
the asymptotics of Bessel functions for large argument (see [AS, Eq. 9.2.1])∫
R
d% |%|2ν
∣∣∣(F (U0(τ)TykK0(√λ · )) (yj)) (%)∣∣∣2 = pi2 ∫
R
d% |%|2ν ∣∣(F−1FG2) (−%)∣∣2
= pi2
∫ ∞
0
dp p4ν+1
J20 (p|yj − yk|)
(p2 + λ)2
6 C
∫ ∞
0
dp p4ν+1
1
(p+ 1) (p2 + λ)2
, (2.20)
which is finite for any ν < 3/4. This implies that (U0(τ)TykK0(
√
λ · ))(yj) belongs to
Hν(0, T ), for any ν < 3/4. The action of I does not change the Sobolev degree and
therefore the last term in (2.16) is continuous in t, thanks again to Sobolev inequality.
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The last term to consider is the second one in (2.16): as before we have(
U0(τ)TyjK0(
√
λ · )
)
(yj) =
∫
R2
dx′ U0(τ ; |yj − x′|)K0(x′ − yj) = 1
2
∫ ∞
0
d%
e−i%τ
%+ λ
= 12e
iλτ (iSi(λτ)− Ci(λτ)) = −12 (γ + log λ+ log τ) + 12piQ(λ; τ)eiλτ , (2.21)
Hence
I
[(
U0(τ)TyjK0(
√
λ · )
)
(yj)
]
= 1 +
∫ t
s
dτ I(t− τ) [−12 log λ+ 12piQ(λ; τ)] (2.22)
but since Q(λ, τ) is a smooth function on any compact set, the same applies to the second
term in (2.16), which is continuous as well.
In order to prove the last statement it suffices to apply a bootstrap like argument:
for sufficiently small times the charge equation can be solved since the operator 1 + K is
invertible in Hν(0, T ), ν < 3/4. This is a consequence of (2.4) and differentiability of α(t).
Hence q ∈ Hν(0, T ), ν < 3/4, for small enough T , but then one can repeat the argument
with initial condition q(T ) so proving the statement. 
2.4. Time-evolution in the form and operator domains. In this Section we show
that the form domain is invariant under U(t, s).
Proposition 2.2 (Invariance of D [F ] for initial data in D(Hα(s))).
Let q(t) be the unique solution to (1.18) with initial condition q(t)|t=s = q(s) and ψs ∈
D(Hα(s)), then U(t, s)ψs ∈ D [F ] for any t ∈ R.
Proof. In order to prove the statement we need to show that
(U(t, s)ψs) (x)− 1
2pi
N∑
j=1
qj(t)K0(
√
λ|x− yj |) ∈ H1(R2),
whenever ψs ∈ D [F ]. Setting for simplicity s = 0 and passing to the Fourier representa-
tion, this is equivalent to require that the following function of p
e−ip
2tψ̂0(p) +
i
2pi
N∑
j=1
∫ t
0
dτ eip·yje−ip
2(t−τ)qj(τ)− 1
2pi
N∑
j=1
qj(t)e
ip·yj
p2 + λ
(2.23)
belongs to L2(R2, (p2 +1)dp). After an integration by parts the above expression becomes
(here q˙j stands for the weak derivative of qj , which belongs at least to H
ν(0, T ), ν < −1/4,
since qj(t) ∈ Hν , ν < 3/4 by Proposition 2.1)
e−ip
2tψ̂0(p)− 1
2pi
N∑
j=1
qj(0)e
ip·yje−ip2t
p2 + λ
+
1
2pi(p2 + λ)
N∑
j=1
∫ t
0
dτ eip·yje−i(p
2+λ)(t−τ)∂τ
(
eiλτqj(τ)
)
. (2.24)
Now the first two terms represent the free evolution of the regular part φλ,0 of the initial
state ψ0. Since by hypothesis ψ0 ∈ D [F ], then φλ,0 ∈ H1(R2) and therefore the sum of
those two terms (or rather their Fourier anti-transform) belongs to H1(R2) as well.
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It remains then to prove that the last term in (2.24) is in L2(R2, (p2 + 1)dp): setting
z(t) = ∂t(e
iλ(t−τ)qj(t)) and calling each term of the sum gj(p) for short, we have∫
R2
dp (p2 + 1) |gj(p)|2 = 1
8
∫ ∞
0
d%
%+ 1
(%+ λ)2
|(Fz0,t) (%)|2
where we have denote for any function f : [0, T ]→ C and 0 6 a < b 6 T ,
fa,b(t) := f(t)1[a,b](t). (2.25)
Now the r.h.s. is obviously bounded by
C ‖z0,t‖2H−1/2(R) 6 Ct
(∥∥∥(qj)0,t∥∥∥2H−1/2(R) + ∥∥∥(q˙j)0,t∥∥∥2H−1/2(R)
)
,
for some Ct < ∞ for finite t. In [CFNT2, Lemma 2.1] it is proven that if f ∈ Hν(0, T )
for 0 < ν < 3/2 but ν 6= 1/2 (see also [AT, Lemma 5]), then f0,t ∈ Hν(R). Therefore the
first term on the r.h.s. of the above expression is always bounded, since by Proposition
2.1, qj ∈ Hν(0, T ) for any 1/2 < ν < 3/4. For the second term one can not apply directly
[CFNT2, Lemma 2.1] because the Sobolev degree of q˙j is negative, but one can circumvent
such a problem by modifying the extension of q˙j [ADFT, Proof of Theorem 4]: let Qj(τ),
τ ∈ R, be the following function which extends qj(τ)
Qj(τ) =

qj(0) for τ < 0,
qj(t) for τ > t,
qj(τ) for 0 6 τ 6 t.
Then one has that Q˙j = (q˙j)0,t but Qj ∈ Hνloc(R) for any 1/2 < ν < 3/4, which implies
that Q˙j ∈ Hν−1(R), since it is compactly supported. In conclusion (q˙j)0,t ∈ Hν(R) for
any −1/2 < ν < −1/4 and the second term is bounded as well. 
The above result in combination with the heuristic computation made at the beginning of
Section 2.2 yields the following very important.
Corollary 2.1.
Let ψs ∈ D [F ], then U(t, s)ψs solves the time-dependent Schro¨dinger equation (1.12) in
the quadratic form sense, i.e., for any φ ∈ D [F ],
i∂t 〈φ|U(t, s)ψs〉 = Fα(t)[φ,U(t, s)ψs], (2.26)
for any t ∈ R and with Fα(t)[ · , · ] standing for the sesquilinear form associated to the
quadratic form Fα(t)[ · ].
Proof. It suffices to note that the identities proven at the beginning of Section 2.2, up to
(2.11), are in fact rigorous once projected onto a state φ ∈ D [F ]. The result of Proposition
2.2 completes the argument. 
2.5. Completion of the proof. In order to complete the proof of Theorem 1.1, we have
to show that U(t, s) : D(Hα(s))→ D(Hα(t)) and it is an isometry in that subspace.
Lemma 2.3.
Let ψs ∈ D(Hα(s)), then for any t ∈ R, U(t, s)ψs ∈ D(Hα(t)).
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Proof. Thanks to Proposition 2.2 at least U(t, s)ψs ∈ D [F ] so that it can be decomposed
in a regular part in H1(R2) plus the singular terms given in (1.4). However this is the only
information needed to make rigorous the heuristic derivation presented from eqs. (2.12)
to (2.15). The property stated in Lemma 2.2 and the fact that q(t) solves the charge
equation implies then the result. 
Lemma 2.4.
Let ψs ∈ D(Hα(s)), then
‖U(t, s)ψs‖2 = ‖ψs‖2 . (2.27)
Proof. We simply compute the time-derivative of the L2 norm of the ansatz (1.21):
∂t ‖U(t, s)ψs‖22 = 2< 〈U(t, s)ψs|∂tU(t, s)ψs〉 = −2<
(
iFα(t)[U(t, s)ψs, U(t, s)ψs]
)
= 0,
(2.28)
thanks to Lemma (2.3), Corollary 2.1 and the trivial observation that if ψt ∈ D(Hα(t))
then ψt ∈ D [F ]. 
Proof of Theorem 1.1. Lemma 2.3 in combination with Corollary 2.1 implies that given
any ψs ∈ D(Hα(s)), U(t, s)ψs solves the time-dependent Schro¨dinger equation.
Moreover U(t, t) = 1 and, for any ψ0 ∈ D(Hα(0)),
(U(t, s)U(s, 0)ψ0) (x) = (U0(t)ψ0) (x) +
i
2pi
U0(t− s)
N∑
j=1
∫ s
0
dτ U0 (s− τ ; |x− yj |) qj(τ)
+
i
2pi
N∑
j=1
∫ t
s
dτ U0 (t− τ ; |x− yj |) qj(τ)
= (U0(t)ψ0) (x) +
i
2pi
N∑
j=1
∫ t
0
dτ U0 (t− τ ; |x− yj |) qj(τ) = (U(t, 0)ψ0) (x), (2.29)
i.e., the map U(t, s) satisfies the group composition rules. Since D(Hα(t)) is densely
defined, one can extend the map U(t, s) to the whole Hilbert space by density and, due
to the properties above, such an extension is automatically unitary. 
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