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TWO DIMENSIONAL NEIGHBORHOODS OF ELLIPTIC CURVES:
ANALYTIC CLASSIFICATION.
FRANK LORAY, FRÉDÉRIC TOUZET, AND SERGEI M. VORONIN
ABSTRACT. We investigate the analytic classification of two dimensional neighborhoods
of an elliptic curve C with torsion normal bundle. We provide the complete analytic clas-
sification for those neighborhoods in the simplest formal class.
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1. INTRODUCTION AND RESULTS
Let C be a smooth elliptic curve: C = C/Γτ , where Γτ = Z + τZ, with =(τ) > 0.
Given an embedding ι : C ↪→ U of C into a smooth complex surface U , we would like to
understand the germ (U, ι(C)) of neighborhood of ι(C) in U . Precisely, we will say that
two embeddings ι, ι′ : C ↪→ U,U ′ are (formally/analytically) equivalent if there is a (for-
mal/analytic) isomorphism Ψ : (U, ι(C))→ (U ′, ι′(C)) between germs of neighborhoods
making commutative the following diagram
(1.1) C ι //
id

U
Ψ

C
ι′ // U ′
By abuse of notation, we will still denote by C the image ι(C) of its embedding in U , and
we will simply denote by (U,C) the germ of neighborhood.
The two first authors are supported by grant ANR-16-CE40-0008 “Foliage”. The third author is supported by
grant RFBR-17-01-00739-a. We thank T. Ohsawa to let us know the reference [5].
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1.1. Some historical background. The problem of analytic classification of neighbor-
hoods of compact complex curves in complex surfaces goes back at least to the celebrated
work of Grauert [6]. There, he considered the normal bundle NC of the curve in U . The
neighborhood of the zero section in the total space of NC , that we denote (NC , 0), can
be viewed1 as the linear part of (U,C). A coarse invariant is given by the degree degNC
which is also the self-intersection of the curve C ·C. In this paper, Grauert proved that the
germ of neighborhood is “linearizable”, i.e. analytically equivalent to the germ of neigh-
borhood (NC , 0), provided that deg(NC) is negative enough, namely deg(NC) < 4− 4g
for a curve of genus g > 0, and deg(NC) < 0 for a rational curve g = 0. It was also
clear from his work that even the formal classification was much more complicated when
deg(NC) > 0. At the same period, Kodaira investigated the deformation of compact sub-
manifolds of complex manifolds in [10]. His result, in the particular case of curves in
surfaces, says that the curve can be deformed provided that deg(NC) is positive enough,
namely deg(NC) > 2g − 2 for a curve of genus g > 0, and deg(NC) ≥ 0 for a rational
curve g = 0. Using these deformations, it is possible to provide a complete set of invariants
for analytic classification for g = 0: (U,C) is linearizable when deg(NC) ≤ 0 (Grauert
for < 0 and Savelev [21] for = 0), and there is a functional moduli2 when deg(NC) > 0
following Mishustin [15] (see also [4]). Also, when g > 0 and deg(NC) > 2g − 2,
the analytic classification has been carried out by Ilyashenko [9] and Mishustin [16]. In
all these results, it is important to notice that formally equivalent neighborhoods are also
analytically equivalent: the two classifications coincide for such neighborhoods.
The case of an elliptic3 curve g = 1 with deg(NC) = 0, which is still open today,
has been investigated by Arnold [1] in another celebrated work. In this case, the normal
bundleNC belongs to the Jacobian curve Jac(C) ' C = C/Γτ and can be torsion4 or not.
Torsion points correspond to the image of Q+ τQ ⊂ C in the curve. Arnold investigated
the non torsion case and proved in that case
• if NC is non torsion, then (U,C) is formally linearizable;
• if NC is generic5 enough in Jac(C), then (U,C) is analytically linearizable;
• for non generic (and still non torsion) NC , there is a huge6 moduli space for the
analytic classification.
However, we are still far, nowadays, to expect a complete description of the analytic clas-
sification in that non torsion case. It is the first case where the divergence of formal and
analytic classification occur. Also, it is interesting to note that the study of neighborhoods
of elliptic curves in the case deg(NC) = 0 has strong reminiscence with the classifica-
tion of germs of diffeomorphisms up to conjugacy. It will be more explicit later when
describing the torsion case.
The goal of this paper is to investigate the analytic classification when the normal bundle
is torsion, and show that we can expect to provide a complete description of the moduli
space in that case. More precisely, the formal classification of such neighborhoods has
1Strictly speaking, the linear part is more complicated in general, as it needs not fiber over the curve, as it is
the case for a conic in P2.
2The moduli space is comparable with the ring of convergent power series C{X,Y }.
3Elliptic means g = 1 and that we have moreover fixed a (zero) point on the curve, to avoid considering
automorphisms of the curve in our study.
4Torsion means that some iterate for the group law ⊗ is the trivial bundleOC .
5i.e. belongs to some subset of total Lebesgue measure defined by a certain diophantine condition
6Thanks to the works of Yoccoz [32] and Perez-Marco [20], we can embed at least C{X} in the moduli space
with a huge degree of freedom.
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been achieved in [11]; we provide the analytic classification inside the simplest formal
class, and we explain how we think it generalizes for all other formal classes.
1.2. Formal classification. An important formal invariant has been introduced by Ueda
[27] in the case deg(NC) = 0 and g > 0. There, among other results, he investigates
the obstruction for the curve to be the fiber of a fibration (as it would be in the linear case
(NC , 0) when NC is torsion). The Ueda type κ ∈ Z>0 is the largest integer for which the
aforementioned fibration7 of NC can be extended to the κth infinitesimal neighborhood of
C (see [3, section 2] for a short exposition). When κ =∞, then we have a formal fibration,
that can be proved to be analytic; the classification in that case goes back to the works of
Kodaira, in particular in the elliptic case g = 1.
Inspired by Ueda’s approach, it has been proved by Claudon, Pereira and the two first
authors of this paper (see [3]) that a formal neighborhoods (U,C) with deg(NC) = 0 carry
many regular (formal) foliations such that C is a compact leaf. This construction has been
improved in [11, 25] showing that one can choose two of these foliations in a canonical
way and use them to produce a complete set of formal invariants. In the elliptic case g = 1,
there are κν + 1 independant formal invariants for fixed Ueda type κ where ν is the torsion
order N⊗νC = OC (see [11]); for g > 1 and NC = OC (the trivial bundle), Thom founds
infinitely many independant formal invariants in [25].
In this paper, we only consider the case g = 1 where NC = OC is the trivial bundle,
to which we can reduce by covering whenever NC was torsion. Let us recall the formal
classification in that case. For each Ueda type κ ∈ Z>0, let P ∈ C[X] be any polynomial
of degree < κ and ν ∈ C a scalar. To these data, we associate a germ of neighborhood
(Uκ,ν,P , C) as follows. Writing C as a quotient of C∗ by a contraction:
C = C∗z/ < z 7→ qz > with z = e2ipix and q = e2ipiτ , (|q| < 1)
we similarly define (Uκ,ν,P , C) as the quotient of the germ of neighborhood
(C∗z × Cy, {y = 0})
by the germ of diffeomorphism
Fκ,ν,P = exp(v0 + v∞), where
{
v0 =
yκ+1
1+νyκ ∂y + 2ipiτ
yP (y)
1+νyκ z∂z
v∞ = 2ipiτz∂z
The two vector fields v0 and v∞ span a commutative Lie algebra, and therefore an infin-
itesimal C2-action on the quotient neighborhood. By duality, we have a 2-dimensional
vector space of closed meromorphic 1-forms spanned by
ω0 =
dy
yκ+1
+ ν
dy
y
and ω∞ =
1
2ipiτ
dz
z
− P (y)
yκ
dy.
In particular, we get a pencil of foliations Ft, t ∈ P1, by considering8 ωt = 0 where
ωt = ω0 − tω∞.
When P = 0, F∞ defines a fibration transversal to the curve C and the neighborhood is
the suspension9 of a representation % : pi1(C) → Diff(C, 0) taking values into the one-
parameter group generated by v0 = y
κ+1
1+νyκ ∂y . For t ∈ C finite, Ft is always (smooth)
7More generally, in the non torsion case, we may try to extend the foliation defined by the unitary connection
on NC .
8or equivalently the phase portrait of the vector fields vt = tv0 + v∞
9in the sense of foliations
4 F. LORAY, F. TOUZET, AND S. M. VORONIN
tangent to C, i.e. C is a compact leaf; when P 6= 0, the same holds for F∞. For m+ τn ∈
Γ in the lattice, F τn
m+τn
is the unique foliation of the pencil whose holonomy along the
corresponding loop m + τn in pi1(C) ∼ Γ is trivial. As proved in [11, Theorem 1.3], the
neighborhoods (Uκ,ν,P , C) span all formal classes of neighborhoods with trivial normal
bundle NC = OC and finite Ueda type κ; moreover, any two such neighborhoods are
formally equivalent (Uκ,ν,P , C) ∼for (Uκ′,ν′,P ′ , C) if, and only if there is a κth-root of
unity ζ such that:
κ = κ′, ν = ν′ and P ′(y) = ζP (ζy), ζκ = 1.
As explained in [11, Theorem 1.5], the moduli space of those neighborhoods with two
convergent foliations in a given formal class up to analytic conjugacy is infinite dimen-
sional10, comparable with C{X}. A contrario, if a third foliation is convergent, then the
neighborhood is analytically equivalent to its formal model (Uκ,ν,P , C). However, an ex-
ample of a neighborhood without convergent foliation is given by Mishustin in [17], and it
is expected to be a generic property. In this paper, we describe the analytic classification of
neighborhoods with Ueda type κ = 1; we expect that a similar result holds more generally
for torsion normal bundle N⊗mC = OC , and finite Ueda type κ <∞. As we shall see, the
moduli space is comparable with C{X,Y }.
1.3. The fundamental isomorphism. In order to explain our classification result, it is
convenient to recall the following classical construction. For the simplest formal type
(κ, ν, P ) = (1, 0, 0), the neighborhood (U1,0,0, C) actually embeds into a ruled surface
S0 → C, namely one of the two indecomposable ruled surfaces over C after Atiyah [2].
Indeed, setting y = −1/ξ, the ruled surface is defined as the quotient
S0 = U˜0/ < F0 > where U˜0 = C∗z × Cξ and F0(z, ξ) = (qz, ξ + 1)
and the infinity section ξ = ∞ defines the embedding of the curve C ⊂ S0. The com-
plement of the curve S0 \ C is known to be isomorphic to the moduli space of flat line
bundles11 over the elliptic curve, and has the structure of an affine bundle. The Riemann-
Hilbert correspondance provides an analytic isomorphism with the space of characters
Hom(pi1(C),GL1(C)), which is isomorphic to C∗ × C∗. Explicitely, the isomorphism
is induced on the quotient S0 by the following map
Π : S0 \ C ∼−→ C∗X × C∗Y ; (z, ξ) 7→ (e2ipiξ, z−1e2ipiτξ).
In this sense, we can view S0 and P1X×P1Y ⊂ C∗X×C∗Y as two non algebraically equivalent
compactifications of the same analytic variety. In fact, the algebraic structures of the two
open sets are different as C∗X × C∗Y is affine, while S0 \ C is not: there is no non constant
regular function on it. This construction, due to Serre, provides an example of a Stein
quasiprojective variety which is not affine (see [7, page 232]). Denote by D ⊂ P1X × P1Y
the compactifying divisor, union of four projective lines:
D = L1 ∪ L2 ∪ L3 ∪ L4 with
L1 : {Y = 0}, L2 : {X =∞}, L3 : {Y =∞} and L4 : {X = 0}
Logarithmic one-forms with poles supported on D correspond to the space of closed one-
forms considered above via the isomorphism:{
ω0 = dξ
ω∞ = 12ipiτ
dz
z
and
{
1
2ipi
dX
X = ω0
1
2ipi
dY
Y = τ(ω0 − ω∞)
10isomorphic to Écalle-Voronin moduli spaces
11i.e. lines bundles together with a holomorphic connection
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Therefore, at the level of foliations, we have the following correspondance
(1.2) Ft : {ω0 − tω∞ = 0} ←→ (1− t)τ dX
X
+ t
dY
Y
= 0.
In particular, for m + τn ∈ Γ ∼ pi1(C) in the lattice, the unique foliation with trivial
holonomy along m+ τn corresponds to the one with rational first integral XmY n:
F τn
m+τn
←→ mdX
X
+ n
dY
Y
= 0
and the ruling corresponds to a foliation with transcendental leaves:
F∞ ←→ τ dX
X
− dY
Y
= 0.
Let us now study the isomorphism Π : S0 \ C → P1 × P1 \ D near the compactifying
divisors. Denote by Vi a tubular neighborhood of Li in P1X × P1Y , of the form Li × disc
say, V = V1 ∪ V2 ∪ V3 ∪ V4 the corresponding neighborhood of D. Denote by V ∗i =
Vi \ (Vi ∩D) the complement of the divisor and by Ui = Π−1(V ∗i ) the preimage: we have
a decomposition neighborhood U \C = U1 ∪ U2 ∪ U3 ∪ U4. One can show that U ′is look
like sectorial domains of opening pi in the variable y saturated by variable z (see section
3.1). Our main result is that this sectorial decomposition together with isomorphisms Πi :
Ui → V ∗i persists for general neighborhoods (U,C) in the formal class (U1,0,0, C); we
conjecture a similar result holds true for all formal types, whenever NC is torsion.
1.4. Analytic classification: main result. A general neighborhood (U,C) formally con-
jugated to (U1,0,0, C) can be described as quotient (see Proposition 2.3)
U = U˜/ < F > where U˜ ⊂ C∗z × Cy
is a neighborhood of the zero section C˜ = {y = 0}, and
F (z, y) = (qz +O(y2), y + y2 + y3 +O(y4)).
There is a formal isomorphism
Ψˆ =
z + ∑
m≥2
am(z)y
m, y +
∑
n≥4
bn(z)y
n

such that Ψˆ ◦ F = F1,0,0 ◦ Ψˆ; we have am, bn ∈ O(C∗z) and no convergence assumption
in y-variable. We can also consider Ψˆ as a formal diffeomorphism (U,C) → (U1,0,0, C).
The main ingredient of our classification result, proved in section 9, is the
Lemma A. Sectorial normalization. Denote $ = arg τ . For each interval
(1.3) I1 =]$,$ + pi[, I2 =]− pi, 0[, I3 = I1 + pi, I4 = I2 + pi
there is a transversely sectorial domain12 Ui ⊂ U of opening Ii and a diffeomorphism
Ψi : Ui → U1,0,0
12Given an interval I = [θ1, θ2] ⊂ R, an open subset U0 ⊂ U is said transversely sectorial of opening I if
the lift U˜0 ⊂ U˜ ⊂ C∗z × Cy contains, for arbitrary large open set C b C∗ and arbitrary small  > 0, a sector
C × S(Iε, r) where
S(Iε, r) = {y ∈ C ; arg(y) ⊂ Iε, 0 < |y| < r}, Iε =]θ1 + ε, θ2 − ε[
for some r > 0.
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(onto its image) having Ψˆ as asymptotic expansion13 along C, satisfying
Ψi ◦ F = F1,0,0 ◦Ψi.
After composition with the fundamental isomorphism Π : U1,0,0 → C∗X × C∗Y , we get
Corollary B. The composition Πi = Π ◦Ψi provides an isomorphism germ
Πi : (Ui, C)→ (V ∗i , Li) such that Πi = ϕi,i+1 ◦Πi+1 on Ui ∩ Ui+1
for some diffeomorphism germs ϕi,i+1 ∈ Diff(V ∗i,i+1, pi,i+1).
After patching copies of germs (Vi, Li) ' (P1X × P1Y , Li) by the ϕi,i+1 :
(Vi+1, pi,i+1) → (Vi, pi,i+1), we get a new neighborhood germ (Vϕ, D) of the divisor
D, where ϕ = (ϕi,i+1)i∈Z4 , together with a diffeomorphism germ
Π : (U \ C,C) ∼−→ (Vϕ \D,D)
which does not depend on the choice of sectorial normalisations Ψi.
More generally, consider a neighborhood (V,D) in which each component Li ⊂ D
has zero self-intersection. Then after [21], the neighborhood (V,Li) is trivial (a product
Li × disc). After identification with our model ψi : (V,Li) ∼→ (P1X × P1Y , Li), we get
that V takes the form Vϕ for a convenient 4-uple of diffeomorphisms ϕ. The gluing data
ϕ is not unique as we can compose each embedding ψi by an automorphism germ ϕi ∈
Diff(V ∗i , Li). Therefore, it is natural to introduce the following equivalence relation
ϕ ∼ ϕ′ ⇔ ∃ (ϕi ∈ Diff(V ∗i , Li))i∈Z4 such that ϕi ◦ ϕ′i,i+1 = ϕi,i+1 ◦ ϕi+1.
Clearly, the moduli space V of neighborhoods (V,D) up to analytic equivalence identifies
with the set of equivalence classes for ∼. Notice that each equivalence classe contains a
representative ϕ such that ϕ1,2, ϕ2,3, ϕ3,4 are tangent to the identity, and the linear part
ϕ4,1(X,Y ) = (aX + · · · , bY + · · · )
does not depend on the choice of such representative ϕ. Therefore, a, b ∈ C∗ are invariants
for the equivalence relation, and we denote by Va,b the moduli space of those triples. With
this in hand, we are able to prove:
Theorem C. We have a one-to-one correspondance between
U1,0,0 ↔ V1,1
• the moduli space U1,0,0 of neighborhoods (U,C) formally equivalent to
(U1,0,0, C) up to analytic equivalence14
• the moduli space V1,1 of neighborhoods (Vϕ, D) with all ϕi,i+1 tangent to the
identity.
Remark 1.1. The correspondance is analytic in the sense that analytic families of neigh-
borhoods t 7→ (Ut, C) correspond to analytic families of cocycles t 7→ ϕt. As the freedom
lie in the choice of one-dimensional diffeomorphisms ϕi, it is quite clear that the moduli
space is essentially parametrized by two-dimensional diffeomorphisms, and therefore quite
huge.
13The diffeomorphism Ψi : Ui → U1,0,0 admits Ψˆi as an asymptotic expansion along C if the entries of its
lift Ψ˜i : U˜i → C∗z × Cy admit the entries of Ψˆ as asymptotic expansion on each open subset C × S(Iε, r) (see
section 3.1).
14More precisely, we allow for this statement analytic isomorphisms inducing translations on C; see, Propo-
sition 4.3 for a more precise statement.
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In a similar way, we expect that U1,µ,ν ' Va,b with a = e2ipiν and b = e2ipiτ(ν−µ). We
explain in section 10 how to construct an embedding Va,b ↪→ U1,µ,ν , but the surjectivity
needs to adapt our Sectorial Normalization Lemma which seems rather technical. For
larger Ueda type κ > 1, we expect to have κ more sectors with opening piκ and the moduli
space would be then equivalent to the moduli of neighborhoods of 4κ-cycles of rational
curves (the model would be a degree κ cyclic cover of (V,D)).
1.5. Foliations. A neighborhood (U,C) formally conjugated to (U1,0,0, C) admits a pen-
cil of formal foliations Fˆt (corresponding to Ft in (1.2) via the formal normalization Ψˆ).
Theorem D. The foliation Fˆt is convergent if, and only if, there exists a representative ϕ
in the corresponding equivalence class such that each ϕi,i+1 preserves the foliation
(1− t)τ dX
X
+ t
dY
Y
= 0.
In that case, these two foliations are conjugated via the isomorphism U \ C → V \D.
When Ft is not of rational type, i.e. τ(1 − 1t ) 6∈ Q ∪ {∞}, then Ft is defined by a
closed meromorphic 1-form and the logarithmic 1-form of the statement is also preserved
by all ϕi,i+1 and defines a global logarithmic 1-form on (V,D). On the other hand, in
the rational case, Ecalle-Voronin moduli of the holonomy provide obstruction to define the
foliation by a closed meromorphic 1-form. For instance, when F0 is convergent, Martinet-
Ramis cocycle are given by the X-coordinate of ϕ1,2 ◦ ϕ2,3 and ϕ3,4 ◦ ϕ4,1 (see section
7.9 for details).
In [11], the two first authors with O. Thom provided the analytic classification of neigh-
borhoods with 2 foliations. In section 7, we provide examples of neighborhoods with only
one foliation, and also without foliation15 which is the generic case.
In section 8, we investigate the automorphism group of neighborhood germs. We prove
in Theorem 8.1 that it can be of three types: finite (the generic case), one dimensional
and we get an holomorphic vector field (and in particular a convergent foliation), or two
dimensional only in the Serre example.
1.6. SL2(Z) action. The analytic classification of resonant diffeomorphism germs of one
variable is reminiscent in our classification result. However, there are differences like
the fact that the sectorial trivialization is not unique in our case. Indeed, our sectorial
decomposition U \C = U1 ∪U2 ∪U3 ∪U4 has been imposed by our choice of a basis for
the lattice Γ = Z+ τZ. It comes from the sectorial decomposition of the holonomy maps
of the two foliations F0 and F1 having cyclic holonomy, trivial along 1 and τ respectively.
If we change for another basis (m+ τn,m′ + τn′), with(
m m′
n n′
)
∈ SL2(Z)
then the change of coordinates
x′ =
x
m+ τn
, ξ′ = (m+ τn)ξ − nx  z′ = e2ipix′ = z 1m+τn
gives (S0, C) as the quotient of C∗z′ × Cξ′ by the transformation
(z′, ξ′) 7→ (q′z′, ξ′ + 1), q′ = e2ipiτ ′ , τ ′ = m
′ + τn′
m+ τn
.
15An example without foliations has been given by Mishustin in [17].
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The new isomorphism is related to the previous one by a monomial transformation
(X ′, Y ′) = (e2ipiξ
′
, z′−1e2ipiτ
′ξ′) = (XmY n, Xm
′
Y n
′
).
Using sectorial normalization for a general neighborhood (U,C) with this new basis gives
a new compactifiction (V ′, D) which is bimeromorphically equivalent to (V,D).
2. PRELIMINARY REMARK
Recall that C = C∗/ < q >, and we denote by C˜ ' C∗ → C the corresponding cyclic
cover. Denote U˜ = C∗z × Cy and C˜ = {y = 0} ⊂ U˜ . The following is already mentioned
by Arnol’d [1].
Lemma 2.1. Any germ of neighborhood (U,C) with C2 = 0 is biholomorphic to a germ
of the form (U˜ , C˜)/ < F > where
(2.1) F (z, y) = (qz + yf(z, y), λ(z)y + y2g(z, y))
with f, g holomorphic on a neighborhood of {y = 0}, where q = e2ipiτ and λ ∈ O∗(C∗z).
Proof. Because the self-intersection C2 determines topologically the neighborhood (more
exactly a suitable arbitrary small representative), U is homeomorphic to a product D× C.
So, one can consider the cyclic covering U˜ → U extending the cyclic cover C˜ → C.
This gives rise to a neighborhood U˜ of C˜ ' C∗. Following Siu [24], the germ of this
neighborhhood along C˜ is isomorphic to the germ of a neighborhood of the zero section
{y = 0} in the normal bundle NC˜ ' C∗z × Cy . The deck transformation of the (germ of)
covering takes the form F of the statement. 
Definition 2.2. Any two quotients (U˜ , C˜)/ < F > and (U˜ , C˜)/ < F ′ > are analytically
(resp. formally) equivalent, and we note
(U,C)
an∼ (U ′, C) (resp. (U,C) for∼ (U ′, C)),
if there is a germ of analytic (resp. formal) diffeomorphism
(2.2) Ψ(z, y) =
(
z +
∞∑
n=1
an(x)y
n,
∞∑
n=1
bn(x)y
n
)
such that Ψ ◦ F = F ′ ◦Ψ.
Although the formal classification is already in [11], we need the following formulation
and give some basic step.
Proposition 2.3. A germ of neighborhood (U,C) is formally equivalent to
(U0, C) = (U˜ , C˜)/ < F0 >, F0(z, y) = (qz,
y
1− y ) = (qz, y + y
2 + y3 + · · · )
if, and only if, it is biholomorphic to a germ of the form (U˜ , C˜)/ < F > where
(2.3) F (z, y) = (qz + y2f(z, y), y + y2 + y3 + y4g(z, y)).
Precisely, there exists a formal diffeomorphism (tangent to the identity on C)
(2.4) Ψˆ(z, y) =
(
z +
∑
n>0
an(z)y
n, y +
∑
n>1
bn(z)y
n
)
with an, bn ∈ O(C∗z) (and no convergence condition on y), such that
(2.5) Ψˆ ◦ F = F0 ◦ Ψˆ.
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Moreover, any other formal diffeomorphism Ψˆ′ of the form (2.4) satisfying (2.5) writes
(2.6) Ψˆ′ = Φ ◦ Ψˆ where Φ(z, y) = (z, y
1− ty ) = (z, y + ty
2 + · · · ), t ∈ C.
Proof. Let g =
∑
n∈Z gnz
n be holomorphic on C∗z . The functional equation
(2.7) φ(qz)− φ(z) = g(z)
admits a solution φ holomorphic on C∗z if, and only if, g0 = 0; then φ is unique up to
the choice of φ(0). Indeed, if we write φ(z) =
∑
n∈Z φnz
n, then equation (2.8) writes
φn(q
n − 1) = gn for all n.
Let f be a holomorphic non vanishing function on C∗z . The functional equation
(2.8) ϕ(qz)/ϕ(z) = f(z)
admits a solution ϕ holomorphic and non vanishing on C∗z if, and only if,
• f : C∗ → C∗ has topological index 0 so that g = log(f) is well-defined,
• the coefficient g0 of g =
∑
n∈Z gnz
n vanishes.
Indeed, topological index is multiplicative and those of ϕ(qz) and ϕ(z) are equal and
cancel each other. Then we can solve the corresponding equation (2.8) for g and set ϕ =
exp(φ), which is unique up to a multiplicative constant. Note that, if g0 6= 0, then we can
solve
(2.9) ϕ(qz)/ϕ(z) =
f(z)
a
for a = exp(g0).
Let us start with F like in (2.1). The change of coordinate Ψ1(z, y) = (z, f(z)y) yields
Ψ−11 ◦ F ◦Ψ1(z, y) = (qz +O(y),
ϕ(z)
ϕ(qz)
f(z)y +O(y2)).
We can easily check that the coefficient f in F defines the normal bundle NC in the quo-
tient, and its topological index coincides with deg(NC) with is zero in our case. Then we
can find ϕ ∈ O∗(C∗z) satisfying (2.9) and get
F1(z, y) = Ψ
−1
1 ◦ F ◦Ψ1(z, y) = (qz +O(y), ay +O(y2)).
Moreover, ϕ is unique up to a multiplicative constant. The coefficient a can be interpreted
as a flat connection on NC with trivial monodromy along the loop 1 ∈ Γ and monodromy
a along the loop τ ∈ Γ. In our case, NC = OC and a = 1 and we can write
F1(z, y) = (qz +O(y), y + g(z)y
2 +O(y3)).
Now the change of coordinate Ψ2(z, y) = (z, y + φ(z)y2) gives
Ψ−12 ◦ F1 ◦Ψ2(z, y) = (qz +O(y), y + [g(z) + φ(z)− φ(qz)]y2 +O(y3)).
Solving equation (2.8), we get
F2(z, y) = Ψ
−1
2 ◦ F1 ◦Ψ2(z, y) = (qz +O(y), y + by2 +O(y3)).
In our case, b 6= 0 (i.e. Ueda type κ = 1). By using a change (z, λy) (freedom in the
choice of ϕ above) we can set b = 1 and write
F2(z, y) = (qz + zf(z)y +O(y
2), y + y2 + g(z)y3 +O(y4)).
The change of coordinate Ψ3(z, y) = (z + ϕ(z)y, y + φ(z)y3) gives
F3(z, y) = Ψ
−1
3 ◦ F2 ◦Ψ3(z, y) =
(qz + z[f(z) + ϕ(z)− ϕ(z)]y +O(y2), y + y2 + [g(z) + φ(z)− φ(qz)]y3 +O(y4)).
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Solving twice equation (2.8), we get
F3(z, y) = (qz + αzy +O(y
2), y + y2 + βy3 +O(y4)).
Here, we have no freedom and α, β are formal invariants corresponding to µ, ν in the end
of section 1.4: in the formal class U1,0,0 we get b = 0 and c = 1. Then, we can kill-out all
higher order terms in F by a formal change of coordinate, or better normalize it to F1,0,0.
Indeed, at the N step, we get
FN (z, y) = (qz + zf(z)y
N−1 +O(yN ), y + y2 + y3 + · · ·+ g(z)yN+1 +O(yN+2));
the coordinate change ΨN+1(z, y) = (z + azyN−2 + ϕ(z)yN−1, y + byN + φ(z)yN+1)
gives
FN+1(z, y) = Ψ
−1
N+1 ◦ FN ◦ΨN+1(z, y) =
(qz + z[f(z) + ϕ(z)− ϕ(qz)− (N − 2)aq]yN−1 +O(yN ),
y + y2 + y3 + · · ·+ [g(z) + φ(z)− φ(qz)− (N − 4)b]yN+1 +O(yN+2)).
We can clearly normalize the two coefficients into brackets by a constant, and can even
choose the constant by means of a, b.
The composition of all changes of coordinates Ψˆ−1 := Ψ1 ◦ Ψ2 ◦ Ψ3 ◦ · · · converges
in the formal topology as a formal diffeomorphism satisfying (2.5). For any other formal
diffeomorphism Ψˆ′ of the form (2.4) satisfying (2.5), we have that Φˆ := Ψˆ′ ◦ Ψˆ−1 is an
automorphism of (U0, C) inducing the identity on C. As we shall see in Lemma 3.9, Φˆ is
necessarily convergent and of the form (2.6). 
3. SECTORIAL DECOMPOSITION AND SECTORIAL SYMMETRIES
In this section, we introduce the sectorial decomposition of U by transversely sectorial
domains Ui = Π−1(V ∗i ) and compare spaces of functions on both sides. From now on,
we work in the variable ξ = −1/y, at the neighborhood of ξ = ∞; this is much more
convenient for computations. Notations are as in section 1.3.
3.1. Some sheaves of functions on the circle of directions. Let S1 := R/2piZ and I be
an open interval of R (regarded as the universal covering of S1).
Definition 3.1. For c,R > 0 denote
S(I,R; c) = {(z, ξ) ∈ C∗z × Cξ ; arg(ξ) ⊂ I, R < |ξ|, e−c < |z| < ec}.
A sector of aperture I is an open subset ΣI ⊂ S(I, 0;∞) such that for all c >> 0, there
is a Rc > 0 such that
S(I,Rc; c) ⊂ ΣI .
Let ΣI be an open sector as above. Then, O(ΣI) contains the subalgebra A(ΣI) of
holomorphic functions admitting an asymptotic expansion along C∗z:
Definition 3.2. A function f ∈ O(ΣI) belongs to A(ΣI) if there exists a formal power
series fˆ =
∑
k≥0 akξ
−k ∈ O(C∗z)[[ξ]] such that ∀ c >> 0, and ∀n, ∃Cc,n, Rc,n > 0 such
that ∀(z, ξ) ∈ S(I,Rc,n; c) ⊂ ΣI , we have
(3.1)
∣∣∣∣∣f(z, ξ)−
n∑
k=0
ak(z)ξ
−k
∣∣∣∣∣ ≤ Cc,n|ξn+1| .
The asymptotic expansion is unique, and we have a well-defined morphism of C-algebra
A(ΣI)→ O(C∗z)[[ξ]] ; f 7→ fˆ ,
whose kernel, denoted A∞(ΣI), consists of flat functions.
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When fixing only I and taking inductive limits associated to restriction maps, the col-
lection of algebras of the form O(ΣI) define an algebra of germs OI . The presheaf on S1
defined by I → OI naturally gives rise to a sheaf on S1 which we will denote by O. One
can define on the same way the sheaves A, A∞ associated to I → AI , I → A∞I and they
are sheaves of differential algebra with respect to ∂z and ∂ξ. The stability by derivation is
indeed a straighforward consequence of Cauchy’s formula. As the asymptotic expansion
is independant of the representative, we have a morphism of sheaves
A → O(C∗z)[[ξ]] ; f 7→ fˆ
whose kernel is A∞I (here O(C∗z)[[ξ]] is viewed as a constant sheaf over S1).
Remark 3.3. Mind that the inclusion OI → O(I) (resp. AI → A(I)) is strict. For
instance, one must think that a section f ∈ A(I) can be represented for every interval
J b I by a function belonging to A(ΣJ) for suitable sectors of aperture J but does not
necessarily admit a representative on a sector of the form ΣI . In other words, the domain
of definition of f is a transversely sectorial open set in the following sense.
Definition 3.4. Given an interval I = [θ1, θ2] ⊂ R, an open subset Σ ⊂ C∗z × Cy is said
transversely sectorial of opening I if, for arbitrary large c >> 0 and small  > 0, there is
a Rc, such that
S(I, Rc,; c) ⊂ Σ, where I =]θ1 + , θ2 − [.
Remark 3.5. The sheaves O, A and A∞ are invariant under the action of a diffeomor-
phism F of the form (2.3). Moreover, this action is stalk-preserving due to the fact that
F is tangent to the identity along C˜ on the transversal direction y. In particular, they de-
fine similar sheaves of sectorial functions on the quotient (U,C) = (U˜ , C˜)/ < F > by
considering those sections invariant under F . We will denote by O[F ], A[F ] and A∞[F ]
these latter sheaves. In the next section, we characterize sections ofA∞[F0](I) for special
intervals I .
3.2. Sectorial decomposition. Denote $ = arg(τ) ∈]0, pi[ and let us define16
I1 =]−$,pi −$[, I2 =]− pi, 0[, I3 = I1 + pi and I4 = I2 + pi.
Denote by Vi a (small enough) neighborhood of Li ⊂ P1X × P1Y where
L1 : {Y = 0}, L2 : {X =∞}, L3 : {Y =∞} and L4 : {X = 0}.
Denote D = L1 ∪ L2 ∪ L3 ∪ L4, and V ∗i = Vi \ (Vi ∩ D). Let Vi,i+1 = Vi ∩ Vi+1 for
i ∈ Z4 and V ∗i,i+1 = Vi,i+1 \ (Vi,i+1 ∩D). Recall that
Π : S0 \ C ∼−→ C∗X × C∗Y ; (z, ξ) 7→ (e2ipiξ, z−1e2ipiτξ).
Then we have:
Proposition 3.6. The preimage Ui = Π−1(V ∗i ) lifts on U˜ = C∗z × Cξ as a transversely
sectorial open set of aperture Ii (in the sense of Definition 3.4). Moreover, the lift of
Π−1(V ∗i,i+1) = Ui ∩ Ui+1 is transversely sectorial of aperture Ii ∩ Ii+1.
Proof. For instance, for a, b, c > 0, we easily check that
U4,1 = {(X,Y ) ∈ C∗ × C∗ ; |X| < exp(−a), |Y | < exp(−b)}
16Mind that these intervals for arg(ξ) correspond to those defined in Lemma A for arg(y) = pi − arg(ξ).
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contains the sectorial open set{
(z, ξ) ∈ C∗ × C ; e−c < |z| < ec, Im(ξ) > a
2pi
, Im(τξ) >
b+ c
2pi
}
.
The remaining cases are similar and straightforward. 
Denote pi,i+1 = Li ∩ Li+1. Denote by O0(Vi, Li) (resp. O0(Vi,i+1, pi,i+1)) the set
of germs of holomorphic functions on (Vi, Li) (resp. (Vi,i+1, pi,i+1)) vanishing along Li
(resp. at pi,i+1). Denote byA∞[F0] the subsheaf ofA∞ whose sections f are invariant by
F0(z, ξ) = (qz, ξ + 1).
Proposition 3.7. A section f ∈ O(Ii) (resp. O(Ii,i+1)) belongs to A∞[F0](Ii) (resp.
A∞[F0](Ii,i+1) if, and only if, f = g ◦Π with g ∈ O0(Vi, Li) (resp. O0(Vi,i+1, pi,i+1)).
Proof. As before, we only give the proof for I4,1, the other cases are similar. If f = g ◦Π
with g ∈ O0(Vi, pi,i+1), then g(X,Y ) = Xg1(X,Y ) + Y g2(X,Y ) with gk holomorphic
at pi,i+1 (and therefore bounded), so that f(z, ξ) = e2ipiξf1(z, ξ) + e2ipiτξf2(z, ξ) with fk
bounded: clearly, f is exponentially flat at ξ = 0 in restriction to any sector S(J,R; c) ⊂
U4,1, J b I4,1.
Conversely, let f ∈ A∞[F0](I4,1), defined on a sectorial open set U4,1 of aperture I4,1.
Let U4,1 be the domain of definition of f , a transversely sectorial open set of aperture I4,1
(see definition 3.4). One can find another one U ′4,1 ⊂ U4,1 such that
∀(z0, ξ0) ∈ U ′4,1, ∀(s, t) ∈ [0, 1]× [0, 1], ⇒ (z, ξ) = (ξ0 + s, e2ipi(τs−t)z0) ∈ U4,1.
If we denote (X0, Y0) = Π(z0, ξ0), then the image of (z, ξ) while (s, t) run over the square
is
(X,Y ) = Π(ξ, ξ) = (e2ipisX0, e
2ipitY0)
a product of two loops. Therefore, the image Π(U4,1) contains an open set W ′ which is
saturated by the toric action of S1 × S1 on C∗X × C∗Y , i.e. a Reinhardt domain (see [22,
Chap.1,sec.2]), and which contains U ′4,1 (just take W
′ to be the image of all those (z, ξ)
like above when (z0, ξ0) runs over U ′4,1). Since f is invariant under F0, f ◦F0 = f , then it
factors through Π and, maybe passing to another representative, we have f = g ◦Π where
g ∈ O(W ′). Mind that W ′ (as well as Π(U4,1)) might not be of the form W \ (W ∩D)
for a neighborhood W of p4,1, but we will prove that the holomorphic hull of g is such a
neighborhood.
As W ′ is a Reinhardt domain, let us consider the (convergent) Laurent series of g:
g(X,Y ) =
∑
m,n∈Z
am,nX
mY n.
The coefficients are given by the integral
an,m =
1
2ipi
∫
βξ0
(
1
2ipi
∫
αξ0
g(X,Y )X−n−1Y −m−1dX)dY
where αξ0(s) = (e
2ipisX0, Y0) and βξ0(t) = (X0, e
2ipitY0). This can be rewritten as
an,m =
∫ 1
t=0
(
∫ 1
s=0
g(X,Y )X−m0 Y
−n
0 e
−2ipi(ms+nt)dt)ds
from which we deduce the estimate
|an,m| ≤
∫ 1
t=0
(
∫ 1
s=0
|g(X,Y )X−m0 Y −n0 |dt)ds
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|an,m| ≤ ‖g(X,Y )‖W ′ |z0|n|e−2ipi(m+τn)ξ0 |
|an,m| ≤ ‖f‖U4,1 |z0|ne2pi={(m+τn)ξ0}.
Now, given m,n ∈ Z, assume that there exists θ ∈ I4,1 such that =(eiθ(m+ τn)) > 0.
The above inequality promptly implies that an,m = 0 by fixing z0 and making ξ0 → ∞
in the direction θ (which is possible in U ′4,1 as its aperture is I4,1). This is possible if, and
only if
arg(m+ τn) + I4,1 intersects ]− pi, 0[ mod 2pi
which, since I4,1 = [0, pi −$], means that
arg(m+ τn) ∈ ]− pi, 0[ − ]0, pi −$[ = ]− pi, 0[ + ]$ − pi, 0[ = ]$ − 2pi, 0[.
It promptly follows that the only non zero coefficients am,n occur where
arg(m+ τn) ∈ [0, $]
which means that m,n ≥ 0, and g extends holomorphically at p4,1 : X = Y = 0. Finally,
as f → 0 as ξ →∞, we get that a0,0 = 0 and g(0, 0) = 0. 
Remark 3.8. The second part of the proof does not use the fact that f is flat (i.e. admits
asymptotic expansion zero) alongC, but only the fact that it is bounded. As a consequence,
any bounded holomorphic function on a transversely sectorial open set Ui or Ui,i+1 as
above automatically admits a constant as asymptotic expansion along C. We note that
bounded functions on U1, U3 (resp. U2, U4) therefore correspond to first integrals of the
foliation F0 (resp. F1).
3.3. Sheaves of sectorial automorphisms. Denote by Aut(S0) the automorphism group
of the ruled surface S0. It preserves the ruling as well as the section C ⊂ S0, inducing
an action on the neighborhood of C. The subgroup Aut0(S0, C) of elements fixing C
point-wise is the one-parameter group generated by the flow of the vector field17
∂ξ = 2ipi(X∂X + τY ∂Y ).
We have an exact sequence
(3.2) 1 −→ Aut0(S0, C) −→ Aut(S0) −→ Aut(C) −→ 1.
The full group Aut(S0) is generated by the flows of
(3.3) ∂ξ + 2ipiτz∂z = 2ipiX∂X and − 2ipiz∂z = 2ipiY ∂Y
and a finite order map which, for a general curveC, is just an involution that can be choosen
taking the form (z, ξ)→ ( 1z ,−ξ). In fact, specializing Aut(S0) to the neighborhood of the
curve, we get all analytic, and even formal automorphisms of the neighborhood (S0, C):
Lemma 3.9. Any formal automorphism Φˆ : y (S0, C) fixing C point-wise is actually
convergent and belongs to Aut0(S0, C).
Proof. Recall [11] that the only formal regular foliations on (S0, C) are those defined by
ω = 0 where ω belongs to the vector space of closed 1-forms E = Cdzz +Cdξ. Moreover,
for ω ∈ E \ Cdzz , Fω does not admit non constant formal meromorphic first integral, and
17See notations of section 1.3.
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the only formal closed meromorphic 1-forms defining Fω must be a constant multiple of
ω, thus belonging to E. If
Φˆ(z, ξ) =
z +∑
n>0
an(z)
ξn
,
∑
n≥0
bn(z)
ξn

is a formal automorphism of (S0, C) fixing C point-wise, then it must preserves the vector
space E. In particular, it must preserves Cdzz (and z actually as it fixes C point-wise) and
send dξ to some other element αdzz + βdξ. A straightforward computation shows that Φˆ
writes
Φˆ(x, ξ) = (z, α log(z) + βξ + γ) , γ ∈ C,
and we have α = 0. Finally, as Φˆ must commute with F0(z, ξ) = (qz, ξ + 1) and we get
β = 1. 
Corollary 3.10. Any formal automorphism Φˆ : y (S0, C) is actually convergent and be-
longs to Aut(S0).
Proof. The formal diffeomorphism Φˆ induces an automorphism of C. Using exact se-
quence (3.2), after composing Φˆ by a convenient element of Aut(S0), we can assume that
it fixes C point-wise, and then apply Lemma 3.9. 
Let us consider the germs of sectorial biholomorphisms in the direction arg(ξ) = θ of
(U˜ , C˜) that are tangent to the identity:
Φ(z, ξ) = (z + ξ2f1(z, ξ), ξ + ξ
2f2(z, ξ)), f1, f2 ∈ Aθ.
The collection of these germs when varying θ naturally gives rise to a sheaf of groups (with
respect to the composition law) on S1 that will be denoted by G 1. We will consider for
further use the subsheaf G∞ of G 1 of germs of sectorial biholomorphisms flat to identity,
i.e. when f1, f2 ∈ A∞θ . Denote by G 1[F0] (resp. G∞[F0]) the subsheaf of G 1 (resp. G∞)
defined by germs of transformations Φ commuting with F0: Φ ◦ F0 = F0 ◦ Φ.
Remark 3.11. Note that Φ ∈ G 1[F0] implies that its asymptotic expansion Φˆ also com-
mutes with F0, i.e. Φˆ ◦F0 = F0 ◦ Φˆ. According to the description of the formal centralizer
of F0 in Lemma 3.9, it turns out that G 1[F0] = G∞[F0]oAut0(S0, C) where Aut0(S0, C)
is regarded as a constant sheaf on S1.
We would like to apply characterization of A∞[F0](I) obtained in the previous sec-
tion for our special sectors Ii and Ii,i+1 to obtain a similar characterization of sections
of G∞[F0]. For this, denote by Diff(V ∗i , Li) the group of germs of diffeomorphisms of
(Vi, Li) which preserves the germ of divisor (D ∩ Vi, Li), for instance:
Diff(V ∗1 , L1) = {ϕ(X,Y ) = (Xa(Y ), Y b(Y )) ; a, b ∈ C{Y }, a(0), b(0) 6= 0},
and by Diff1(V ∗i , Li) the subgroup of germs tangent to the identity along Vi, i.e. a(0) =
b(0) = 1 in the example. In a similar way, denote by Diff(V ∗i,i+1, pi,i+1) the group of
germs of diffeomorphisms of (Vi,i+1, pi,i+1) which preserves the germ of divisor (D ∩
Vi,i+1, pi,i+1) and by Diff1(V ∗i,i+1, pi,i+1) the subgroup of germs tangent to the identity at
pi,i+1. For instance:
Diff(V ∗4,1, p4,1) = {ϕ(X,Y ) = (Xa(X,Y ), Y b(X,Y )) ; a, b ∈ C{X,Y }, a(0), b(0) 6= 0},
and Diff1(V ∗4,1, p4,1) is characterized by a(0) = b(0) = 1.
Proposition 3.12. We have the following characterizations:
NEIGHBORHOODS OF ELLIPTIC CURVES 15
• Φ ∈ G∞[F0](Ii) if and only if Π ◦ Φ = ϕ ◦Π where ϕ ∈ Diff1(V ∗i , Li);
• Φ ∈ G∞[F0](Ii,i+1) if and only if Π◦Φ = ϕ◦Π where ϕ ∈ Diff1(V ∗i,i+1, pi,i+1).
Proof. For any interval I , a section Φ of G∞(I) can be written Φ(z, ξ) = (z(1+f1), ξ+f2)
with f1, f2 ∈ A∞(I). Then Φ belongs to G∞[F0](I) if, and only if, f1, f2 are invariant
by F0, i.e. f1, f2 ∈ A∞[F0](I). Assume now I = I4,1, say. Then, by Proposition 3.7, one
can write fk = gk ◦Π, i.e. fk(z, ξ) = gk(X,Y ), with gk ∈ O0(V4,1, p4,1). Therefore, one
can write
Π ◦ Φ = (Xa(X,Y ), Y b(X,Y )) with
{
a = e2ipig2(X,Y ),
b = e2ipiτg2(X,Y )(1 + g1(X,Y ))
−1.
Clearly, a, b are holomorphic at (X,Y ) = (0, 0) and a(0, 0) = b(0, 0) = 1. Conversely,
given ϕ ∈ Diff1(V ∗4,1, p4,1), thus of the form ϕ(X,Y ) = (Xa(X,Y ), Y b(X,Y )), we
recover f1, f2 ∈ A∞[F0](I4,1), and Φ(z, ξ) = (z(1 + f1), ξ + f2), by setting
f1 =
(
aτ
b
− 1
)
◦Π and f2 = log(a)
2ipi
◦Π.
The description of elements of G∞[F0](Ii), G∞[F0](Ii,i+1) can be carried out exactly
along the same line. 
4. ANALYTIC CLASSIFICATION: AN OVERVIEW
Here, we would like to detail our main result, namely the analytic classification of all
neighborhoods that are formally equivalent to (U1,0,0, C). The most technical ingredient
is the sectorial normalization (Lemma A in the introduction) which now reads as follows.
Let F be a biholomorphism like in Proposition 2.3
F (z, ξ) =
qz +∑
n≥2
αn(z)
ξn
, ξ + 1 +
∑
n≥2
βn(z)
ξn
 .
In particular, there is a formal diffeomorphism Φˆ conjugating F to F0(z, ξ) = (qz, ξ + 1),
i.e. F ◦ Ψˆ = Ψˆ ◦ F0.
Lemma 4.1. Denote $ = arg τ . For each interval
(4.1) I1 =]−$,pi −$[, I2 =]− pi, 0[, I3 = I1 + pi and I4 = I2 + pi,
there is a section Ψi of G 1(Ii) (see section 3.3) such that
Ψi ◦ F = F0 ◦Ψi.
Section 9 is devoted to the proof of this lemma. Let us see how to use it in order to
provide a complete set of invariants for the neighborhood (U,C) = (U˜ , C˜)/ < F >.
First of all, we note that Ψi is unique up to left-composition by a section of G 1[F0](Ii),
i.e. the composition of an element of the one-parameter group Aut0(S0, C) with a section
of G∞[F0](Ii) (see Remark 3.11). Using this freedom, we may assume that asymptotic
expansions coincide:
Ψˆi = Ψˆj .
It follows that, on intersections Ii,i+1 = Ii ∩ Ii=1, we get sections
Φi,i+1 := Ψi ◦Ψ−1i+1 ∈ G∞[F0](Ii,i+1).
Using Proposition 3.12, we have
Π ◦ Φi,i+1 = ϕi,i+1 ◦Π for some ϕi,i+1 ∈ Diff1(V ∗i,i+1, pi,i+1).
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In other words, setting Πi := Π ◦Ψi, we get
(4.2) Πi = Π ◦Ψi = Π ◦ Φi,i+1 ◦Ψi+1 = ϕi,i+1 ◦Π ◦Ψi+1 = ϕi,i+1 ◦Πi+1
which proves Corollary B. We have therefore associated to each neighborhood (U,C) for-
mally equivalent to (U1,0,0, C) a cocycle ϕ = (ϕi,i+1)i∈Z4 which is unique up to the
freedom for the choice of Ψi’s.
Definition 4.2. We say that two cocycles ϕ and ϕ′ are equivalent if
ϕ ≈ ϕ′ ⇔ ∃t ∈ C, ∃ϕi ∈ Diff1(V ∗i , Li)
(4.3) such that ϕ′i,i+1 = φ
t ◦ ϕi ◦ ϕi,i+1 ◦ ϕ−1i+1 ◦ φ−t
where φt = (e2ipitX, e2ipiτtY ) is the one-parameter group of the vector field vτ =
2ipi(X∂X + τY ∂Y ).
Proposition 4.3. Two neighborhood (U,C) and (U ′, C) formally equivalent to (U1,0,0, C)
are analytically equivalent if, and only if, the corresponding cocycles are equivalent
(U,C)
an∼ (U ′, C) ⇔ ϕ ≈ ϕ′.
Proof. Any biholomorphism germ (U,C) → (U ′, C) lifts-up to a global section Ψ ∈
G 1(S1) satisfying Ψ ◦F = F ′ ◦Ψ. Let (Ψi) and (Ψ′i) be the sectorial normalizations used
to compute the invariants ϕ and ϕ′. Clearly, Ψ′i ◦Ψ provides a new collection of sectorial
trivializations for (U,C). We can write (using Remark 3.11)
Ψ′i ◦Ψ = exp(ti∂ξ) ◦ Φi ◦Ψi with Φi ∈ G∞[F0](Ii).
However, as Ψˆi = Ψˆj and Ψˆ′i = Ψˆ
′
j , we have ti = tj =: t for all i, j. Therefore, we have
Φ′i,i+1 = (Ψ
′
i ◦Ψ) ◦ (Ψ′i+1 ◦Ψ)−1
= (exp(t∂ξ) ◦ Φi ◦Ψi) ◦ (exp(t∂ξ) ◦ Φi+1 ◦Ψi+1)−1
= exp(t∂ξ) ◦ Φi ◦ Φi,i+1 ◦ Φ−1i+1 ◦ exp(−t∂ξ).
After factorization through Π, using (3.3) and Proposition 3.12, we get the expected equiv-
alence relation (4.3) for ϕ and ϕ′. Conversely, if ϕ an∼ ϕ′, then we can trace back the
existence of an analytic conjugacy Φ : (U,C) → (U ′, C) by reversing the above implica-
tions. 
Remark 4.4. We can weaken the notion of analytic equivalence between neighborhoods
by considering biholomorphism germs Φ : (U,C)→ (U ′, C) inducing translations on C.
This means that, in Definition 2.2, we now allow conjugacies Φ(z, y) = (cz+O(y), O(y))
with c ∈ C∗ in formula (2.2), i.e. translations on the elliptic curve. In that case, the
corresponding cocycles are related by
ϕ′i,i+1 = φ ◦ ϕi ◦ ϕi,i+1 ◦ ϕ−1i+1 ◦ φ−1
where φ(X,Y ) = (aX, bY ) for arbitrary a, b ∈ C∗.
To resume, we have just associated to each (U,C) for∼ (U1,0,0, C) a cocycle
(4.4) ϕ = (ϕi,i+1)i∈Z4 , ϕi,i+1 ∈ Diff1(V ∗i,i+1, pi,i+1)
and constructed a map from the moduli space U1,0,0 of such neighborhood up to analytic
equivalence to the moduli space C of cocycles ϕ like (4.4) up to equivalence (4.3):
(4.5) µ : U1,0,0 = {(U,C) for∼ (U1,0,0, C)}/ an∼ −→ C = {ϕ}/≈
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which is proved to be injective in Proposition 4.3. In section 5, we prove the surjectivity
by constructing an inverse map ϕ 7→ Uϕ. Before that, we want to reinterpret the cocycle ϕ
as transition maps of an atlas for a neighborhood (Vϕ, D).
5. CONSTRUCTION OF Uϕ.
In this section, we construct a large class of non analytically equivalent neighborhoods,
all of them formally equivalent to (U1,0,0, C). This is done by sectorial surgery, extending
the complex structure along C by means of Newlander-Nirenberg Theorem. In order to do
this, we have to work with smooth functions (i.e. of class C∞).
Definition 5.1. For any open sector ΣI , we denote by E∞(ΣI) the C-algebra of those
complex smooth functions f : ΣI → C satisfying the following estimates
∀α = (α1, α2, α3, α4) ∈ N4, ∀n ∈ N, ∀K ⊂ C∗ compact, ∃C > 0 such that:
∀(ξ, z) ∈ ΣI , z ∈ K, we have |∂
α1+α2+α3+α4f(z, ξ)
∂zα1∂ξα2∂z¯α3∂ξ¯α2
| ≤ C|ξn+1| .
Passing to inductive limits and sheafification as in section 3.1, we get a sheaf E∞ of dif-
ferential algebra on the circle S1. Like in section 3.3, we can also define the sheaf of groups
D∞ on the circle, whose sections Ψ ∈ D∞(I) are smooth sectorial diffeomorphisms as-
ymptotic to the identity, i.e. of the form Ψ(z, ξ) = (z + h1, ξ + h2) with h1, h2 ∈ E∞(I).
The following property somehow expresses that a cocycle defined by a collection of secto-
rial biholomorphisms is a coboundary in the C∞ category.
Lemma 5.2. Let (Ji)i∈I be a covering of S1 by open intervals threewise disjoints. Assume
also that there exists on non empty intersections Jij := Ji ∩ Jj a family of sectorial
biholomorphisms Φij ∈ G∞(Jij) with Φji = Φij−1 (in particular Φii = id). Then,
there exist smooth sectorial diffeomorphisms flat to identy ψi ∈ D∞(Ji) such that Φij =
ψi ◦ ψj−1.
Proof. One can extract from this covering a finite covering (Jk), k ∈ Zn such that only
consecutive sectors Jk and Jk+1 intersect. It clearly suffices to prove the Lemma for this
particular subcovering. Let (θk) a partition of the unity subordinate to this covering. Write
Φk,k+1(z, ξ) = (z + h
1
k,k+1, ξ + h
2
k,k+1) with h
1
k,k+1, h
2
k,k+1 ∈ A∞(Jk,k+1).
First define ψ˜k ∈ D∞(Jk) for k ∈ Zn by
ψ˜k =
{
Id when arg(ξ) ∈ Jk \ Jk,k+1,
Id + θk+1(arg ξ)(h1k,k+1, h
2
k,k+1) when arg(ξ) ∈ Jk,k+1
Next, define ψk ∈ D∞(Jk) by
ψk =
{
Φk,k−1 ◦ ψ˜k−1 when arg(ξ) ∈ Jk−1,k
ψ˜k when arg(ξ) ∈ Jk \ Jk−1,k
One easily check that ψk are smooth, equal to the identity outside intersections, and satisfy
ψk = Φk,k−1 ◦ψk−1 on intersections as expected. One easily check that ψ˜k and ψk define
diffeomorphisms provided ξ is large enough; certainly this will impose to shrink a little
bit the domain of definition of Φk,k+1, but it will still be transversely sectorial of same
aperture. 
Corollary 5.3. Notations and assumptions like in Lemma 5.2. Then, there exist secto-
rial biholomorphisms tangent to identity Ψi ∈ G 1(Ji) such that Φij = Ψi ◦ Ψj−1. In
particular, asymptotic expansions coincide Ψˆi = Ψˆj .
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Proof. Let U˜i be the sectorial domain of definition of ψi and U˜ be their union together
with the section C˜ defined by ξ = ∞. Lemma 5.2 allows to write Φij = ψi ◦ ψj−1
where ψi ∈ D∞(Ii). In particular, denoting by I the standart complex structure on C2,
J := ψi
∗I = ψj∗I is a new complex structure on U˜ \ C˜ which extends to U˜ as a complex
structure by Newlander-Nirenberg’s Theorem. In fact, because of flatness of ψi to the
identity, the almost complex structure J extends at 0 as a C∞ almost complex structure
on U˜ ; by construction, it is integrable on U˜i’s and therefore Nijenhuis tensor vanishes
identically on U˜ \ C˜, and by continuity on U˜ . Then, Newlander-Nirenberg’s Theorem tells
us that J is integrable. Note that I = J in restriction to C˜ which is then conformally
equivalent to C∗ for both structures. Now, we use the fact that two-dimensional germs
of neighborhood of C∗ are analytically equivalent as recalled in Section 2. This can be
translated into the existence of a smooth diffeomorphism ψ of (U˜ , C˜) such that ψ∗I = J .
Up to making a right compositon by a biholomorphism of (U˜ , C˜) with respect to I , one
can suppose (exploiting that I = J on T U˜|C˜) that ψ is tangent to the identity along C˜. This
implies that for every i, Ψi := ψi ◦ ψ ∈ G 1(Ui) and, because the Φij’s are flat to identity,
admit an asymptotic expansion Ψˆi along C˜ = C∗ independant of i. By construction, we
have Φij = Ψi ◦Ψj−1 as desired. Obviously, all along this proof, we might have shrinked
the domain U˜ of definition without mentionning it. 
Remark 5.4. The use of the Newlander-Nirenberg in this context is not new and can be
traced back to Malgrange [12] and Martinet-Ramis [13].
We now specialize to our covering of S1 determined by the intervals Ii defined by (4.1)
in Lemma 4.1. Let us show how to construct a neighborhood realizing a given cocycle
ϕ = (ϕi,i+1) as in (4.4). We first define Φi,i+1 ∈ G∞[F0](Ii,i+1) satisfying Π ◦Φi,i+1 =
ϕi,i+1 ◦ Π. Then use Corollary 5.3 to obtain Ψi ∈ G 1(Ii) such that Φi,i+1 = Ψi ◦ Ψ−1i+1.
As Φi,i+1 commute to F0, we have on intersections:
(Ψi ◦Ψ−1i+1) ◦ F0 = F0 ◦ (Ψi ◦Ψ−1i+1)
which rewrites
Ψ−1i+1 ◦ F0 ◦Ψi+1 = Ψ−1i ◦ F0 ◦Ψi.
Therefore, we can define a global diffeomorphism of (U˜ , C˜) by setting
Fϕ := Ψ
−1
i ◦ F0 ◦Ψi
on Ui’s and extending by continuity as the identity mapping on C˜. By construction, the
quotient
(Uϕ, C) := (U˜ , C˜)/ < Fϕ >
has cocycle ϕ and is formally equivalent to U1,0,0. This proves the surjectivity of the
map (4.5) whose injectivity has been proved in Proposition 4.3. It remains to prove the
Sectorial Normalization Lemma 4.1 (i.e. Lemma A in the introduction), which will be
done in section 9. Modulo this technical Lemma, we have achieved the proof of Theorem
C.
6. CONSTRUCTION OF Vϕ .
In this section, we generalize Serre isomorphism Π : U1,0,0 \ C → C∗X × C∗Y to the
case of a general neighborhood (U,C) for∼ (U1,0,0, C).
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Theorem 6.1. Given a neighborhood (Uϕ, C)
for∼ (U1,0,0, C), there exists a neighborhood
germ (Vϕ, C) of D where each Li have trivial normal bundle, and an isomorphism germ
(6.1) Πϕ : (Uϕ \ C,C) ∼−→ (Vϕ \D,D)
canonically attached to the analytic class of (Uϕ, C) in the following sense: if (Uϕ′ , C) is
another neighborhood germ, then
(6.2) (Uϕ, C)
an∼ (Uϕ′ , C) ⇔ (Vϕ, D) an∼ (Vϕ′ , D)
where the analytic equivalence allows translations18 on C for the left-hand-side, and pre-
serves the numbering of lines Li on the right-hand-side.
Proof. Given a cocycle not necessarily tangent to the identity
ϕ = (ϕi,i+1)i∈Z4 , ϕi,i+1 ∈ Diff(V ∗i,i+1, pi,i+1),
we define a new germ of analytic neighborhood of D as follows. We consider the disjoint
union of neighborhood germs (Vi, Li), and patch them together through the transition maps
ϕi,i+1 : (Vi+1, pi,i+1)
∼−→ (Vi, pi,i+1).
The resulting analytic manifold Vϕ contains a copy of D, namely the union of lines Li
identified at points pi,i+1, and only the germ of neighborhood Vϕ makes sense
(Vϕ, D) := unionsqi(Vi, Li)/(ϕi,i+1).
This germ of neighborhood comes with embeddings
ψi : (Vi, Li) ↪→ (Vϕ, D).
Conversely, if (V,D) is a germ of neighborhood of D where all lines Li have zero self-
intersection, then there exist trivialization maps
ψi : (V
∗
i , Li)
∼−→ (V ∗, Li)
(where ∗ means that ψi preserves the divisor D) in such a way that, near pi,i+1 we have
ψi = ϕi,i+1 ◦ ψj for some ϕi,i+1 ∈ Diff(V ∗i,i+1, pi,i+1).
It is clear from above arguments that, for another cocycle ϕ′, we have
(Vϕ, D)
an∼ (Vϕ′ , D) ⇔ ϕ ∼ ϕ′
where
ϕ ∼ ϕ′ def⇔ ∃ϕi ∈ Diff(V ∗i , Li), ϕi ◦ ϕ′i,i+1 = ϕi,i+1 ◦ ϕi+1,
and in that case, the isomorphism Vϕ
∼−→ Vϕ′ is given by patching
(Vϕ, D)
ψi←− (Vi, Li) ϕi−→ (Vi, Li) ψ
′
i−→ (Vϕ′ , D).
From the linear part of equivalence relation ϕ ∼ ϕ′, we see that any cocycle ϕ is equivalent
to a cocycle such that
• ϕ1,2, ϕ2,3, ϕ3,4 ∈ Diff1(V ∗i,i+1, pi,i+1) (tangent to the identity),
• ϕ4,1(X,Y ) = (aX + · · · , bY + · · · ) for a, b ∈ C∗ independant of the choice.
18We emphasize that this is not exactly the equivalence relation defined in Definition 2.2.
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The pair (a, b) is an invariant of the neighborhood Vϕ. Cocycles arising from (U,C)
for∼
(U1,0,0, C) have invariants a = b = 1. In order to prove the equivalence (6.2), we just have
to note that, for equivalent cocycles ϕ ∼ ϕ′ normalized as above (in particular when all
ϕi,i+1, ϕ
′
i,i+1 are tangent to the identity) then all four conjugating maps ϕi have the same
linear part. Then apply Remark 4.4 to show that it corresponds to analytic equivalence of
(Uϕ, C) and (Uϕ′ , C) up to a translation of the curve.
Finally, we construct the isomorphism (6.1) by patching together the sectorial ones
Ui
Πi−→ V ∗i
ψi
↪→ Vϕ \D
using the identity (4.2) Πi = ϕi,i+1 ◦Πi+1. 
7. FOLIATIONS
Recall that our model (U1,0,0, C) carries a pencil of foliations
Ft : {ω0 − tω∞ = 0}, where ω0 = dξ and ω∞ = 1
2ipiτ
dz
z
;
moreover, there is no other formal foliation on (U1,0,0, C) either tangent, or transversal
to C (see [11, section 2.3]). Via the isomorphism Π : U1,0,0 \ C → V0 \ D, we get the
corresponding pencil
Π∗Ft : (1− t)τ dX
X
+ t
dY
Y
.
The monodromy (or holonomy) of Ft is given by
pi1(C)→ Aut(C) ;
{
1 7→ [ξ 7→ ξ + tτ ]
τ 7→ [ξ 7→ ξ + t− 1]
In particular, for mn ∈ Q, are equivalent
• Ft has trivial monodromy along m+ τn ∈ Γ, viewed as a loop of pi1(C) ' Γ;
• t = τnm+τn , or equivalently
(
1
t − 1
)
τ = mn ;• Π∗Ft admits the rational first integral XmY n.
We will say that Ft is of rational type if there is mn ∈ Q ∪ {∞} with these properties, and
of irrational type if not. We note that rational type foliations are characterized by the fact
that their holonomy group is cyclic (one generator), and also that the space of leaves (after
deleting C) is rational, and not elliptic.
If (U,C) is any analytic neighborhood with a formal conjugacy
Ψˆ : (U,C)
∼−→ (U1,0,0, C),
then it also carries the pencil of formal foliations Fˆt := Ψˆ∗Ft. As we shall prove, these
foliations are divergent in general. In fact, recall (see [11, Theorem 4])
Theorem 7.1. Let (U,C) be an analytic neighborhood formally equivalent to (U1,0,0, C).
Assume
• three elements Fˆt1 , Fˆt2 , Fˆt3 of the pencil are convergent,
• or two elements Fˆt1 , Fˆt2 of the pencil are convergent, both of irrational type:(
1
ti
− 1
)
τ 6∈ Q for i = 1, 2.
Then the full pencil Fˆt is convergent, and (U,C) is analytically equivalent to (U1,0,0, C)
(in fact Ψˆ is convergent).
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In [11, Theorem 5], the two first authors and O. Thom construct infinite dimensional
deformations of neighborhoods with two convergent foliations Fˆt1 and Fˆt2 , provided that
one or two of them is of rational type. In fact, Écalle-Voronin moduli spaces are shown
to embed in moduli spaces of neighborhoods through these bifoliated constructions. Now,
we known from our main result Theorem C, that the moduli space of neighborhood is
larger, comparable with C{X,Y }, in contrast with Écalle-Voronin moduli space which is
comparable with C{X}. The fact is that we missed all neighborhoods with only one, or
with no convergent foliation.
7.1. Existence of foliations. We now start examinating under which condition on the
glueing cocycle ϕ = (ϕi,i+1) the neighborhood (Uϕ, C) admits a convergent foliation.
Here, we follow notations Ψi, Πi, Φi, ... of section 4.
Lemma 7.2. Let t ∈ P1 \ {0, 1}. If the formal foliation Fˆt of (U,C) is convergent, then
the induced foliation Πi∗Fˆt on V ∗i extends as a singular foliation on Vi and is defined by
a closed logarithmic 1-form
(7.1) θi = (1− t)τ dX
X
+ t
dY
Y
+ ηi
with ηi closed holomorphic on Vi.
Remark 7.3. On Vi with i = 1, 3 (resp. i = 2, 4), the closed holomorphic 1-form writes
ηi = df with f ∈ C{X} (resp. f ∈ C{Y }).
We note that are equivalent:
• θ is a closed logarithmic 1-form on Vi with poles supported by D,
• θ = αdXX + β dYY + η with η holomorphic and closed on Vi,
• θ = ϕi∗
{
αdXX + β
dY
Y
}
where ϕi ∈ Diff1(V ∗i , Li).
For instance, on V1, if η1 = df with f ∈ C{X}, then ϕi = (Xef(X), Y ).
Proof. Let us start with the tangent case t 6= ∞. Then, by transversality of F0 and F∞,
and the fact that the ωt’s are F0-invariant, one deduces that Fˆt is defined by a unique 1-
form of the shape ω = ω0 − u · ω∞ for a function u ∈ A[F0](Ii), obviously satisfying
uˆ = t. If i = 1, 3, then u = t + f(X) with f ∈ C{X}, f(0) = 0 (see Proposition 3.7).
Then,
t
u
ω = t
1− u
u
τ
dX
X
+ t
dY
Y
= (1− t)τ dX
X
+ t
dY
Y
− f
t+ f
τ
dX
X
.
If i = 2, 4, then u = t + f(Y ) with f ∈ C{Y }, f(0) = 0, and we arrive at a similar
situation
1− t
1− uω = (1− t)τ
dX
X
+ t
dY
Y
+
f
1− t− f τ
dX
X
.
Of course, we have used t 6= 0, 1 in order to divide.
Let us end with the case Fˆ∞. The foliation, in that case, can be defined by a closed
holomorphic 1-form ω extending the holomorphic 1-form on C. Now, up to a multiplica-
tive constant, we can write ω = ωt + η for a closed holomorphic 1-form η. We end the
proof as above. 
Lemma 7.4. If the formal foliation Fˆ0 (resp. Fˆ1) of (U,C) is convergent, then the induced
foliation Πi∗Fˆt on V ∗i extends as a singular foliation on Vi and is defined by a 1-form
θi =
{
dX
X + fi(X)
dY
Y if i = 1, 3
dX
X + ηi if i = 2, 4
(
resp. θi =
{
dY
Y + ηi if i = 1, 3
dY
Y + fi(Y )
dX
X if i = 2, 4
)
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with fi ∈ C{X} (resp. C{Y }), fi(0) = 0, and ηi closed holomorphic 1-form on Vi.
Proof. It is similar to the proof of Lemma 7.2. For the case t = 0, once we have defined
Fˆt by ω = ω0 − u · ω∞ for a function u ∈ A∞[F0](Ii), then
1
1− uω = τ
dX
X
+
u
1− u
dY
Y
.
Again, by Proposition 3.7, we see that if i = 2, 4, then u = f(Y ) with f ∈ C{Y },
f(0) = 0, and we are done. However, when i = 1, 3, then u = f(X), but we cannot
divide by f1−f to get a closed logarithmic 1-form as before: as f(0) = 0, the polar locus
will increase (see remark 7.5). 
Remark 7.5. In Lemma 7.4, we can always define the foliation Πi∗Fˆt by a closed mero-
morphic 1-form on Vi provided that we allow non logarithmic poles. For instance, in the
case t = 0 and i = 1, 3, if f ≡ 0 (is identically vanishing), there is nothing to do, it is the
logarithmic case; if f 6≡ 0, then after division, we get
1
f
ω = τ
1− f
f
dX
X
+
dY
Y
= f˜(X)
dX
Xk+1
+
dY
Y
with f˜ ∈ C{X}, f˜(0) 6= 0, and k ∈ Z>0. As it is well-known (see [11, section 2.2]), we
can write
ϕi
∗ω
f
=
dX
Xk+1
+ α
dX
X
+
dY
Y
for some α ∈ C (the residue of f˜(X) dX
Xk+1
) and ϕi ∈ Diff1(V ∗i , Li).
We can now prove Theorem D.
Corollary 7.6. The formal foliation Fˆt of (Uϕ, C) is convergent if, and only if, there exist
ηi closed holomorphic 1-forms on (Vi, Li) such that
(ϕi,i+1
∗θi) ∧ θi+1 = 0 where θi = (1− t)τ dX
X
+ t
dY
Y
+ ηi.
Equivalently, there exists an equivalent cocycle ϕ′ ∼ ϕ such that
(ϕ′i,i+1
∗
θ0) ∧ θ0 = 0 where θ0 = (1− t)τ dX
X
+ t
dY
Y
.
Proof. When t 6= 0, 1, the proof easily follows from Lemma 7.2. Indeed, all Πi∗Fˆt are
defined by θi = 0 and have to patch via the glueing maps ϕi,i+1. Conversely, if θi = 0
patch via the glueing maps ϕi,i+1, then this means that we get a foliation F on Uϕ \ C
which is flat to Fˆt along C, and therefore extends by Riemann. Using Remark 7.3 and
Definition 4.2, one easily derive the second (equivalent) assertion. Finally, in the case
t = 0 for instance, after applying Lemma 7.4 in a very similar way, we note that θi defines
a regular foliation on Vi for i = 2, 4 (as ηi = df , f ∈ C{X}). On the other hand, on Vi for
i = 1, 3, θi defines a singular foliation as soon as fi 6≡ 0 (non identically vanishing), i.e.
with a saddle-node singular points at the two points pi,i+1 and pi−1,i; therefore, fi ≡ 0
in the case we have a global foliation and we are back to the logarithmic case. The proof
ends-up like before. 
Remark 7.7. The statement of Corollary 7.6 can be reformulated as follows. The formal
foliation Fˆt of (Uϕ, C) is convergent if, and only if, there exists a foliation Gt on (Vϕ, D)
which is locally defined by a closed logarithmic 1-form with poles supported by D and
having residues t on L1 and (1 − t)τ on L4 (we have automatically opposite residues on
opposite sides of D). Indeed, the local foliations θi = 0 patch together.
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We can precise Corollary 7.6 for generic t as follows.
Proposition 7.8. If Fˆt is not of rational type, i.e.
(
1
t − 1
)
τ 6∈ Q, then are equivalent
(1) Fˆt is convergent,
(2) Fˆt is defined by a closed (convergent) meromorphic 1-form ω,
(3) (ϕi,i+1)∗θi = θi+1 with θi like in Corollary 7.6,
(4) there is a closed logarithmic 1-form θ on (Vϕ, D) with poles supported by D and
having residues t on L1 and (1− t)τ on L4.
Obviously, ω = Π∗ϕω up to a constant.
Proof. When Fˆt is not of rational type, then we have
(ϕi,i+1
∗θi) ∧ θi+1 = 0 ⇔ (ϕi,i+1∗θi) = θi+1.
Indeed, if ϕi,i+1∗θi is colinear to θi+1, then it is proportional to θi+1, i.e. it writes fi · θi
with fi meromorphic on Vi (deRham-Saito Lemma). But since it is also closed, we have
0 = d(fi · θi) = dfi ∧ θi + fi ∧ dθi︸︷︷︸
=0
and fi is a meromorphic first integral for θi = 0, which must be constant in the irrational
type. This constant must be = 1 as the residues are preserved. As a consequence, all
θi patch together on Vϕ. Finally, note that if Fˆt is convergent, then its holonomy is not
cyclic (because not of rational type) and therefore preserves a meromorphic 1-form on the
transversal that we can extend as a closed meromorphic 1-form ω defining the foliation.

Let us now illustrate how different is the situation for foliations of rational type by
revisiting the classification [11, Theorem 5] of neighborhoods with 2 convergent foliations,
in the particular case of Fˆ0 and Fˆ1, corresponding respectively to vertical and horizontal
foliations on Vϕ. The proof is a straightforward application of the above criteria.
Proposition 7.9. The formal foliations Fˆ0 and Fˆ1 on (U,C) are convergent if, and only
if, (U,C) can be defined by a cocycle of the form{
ϕi,i+1(X,Y ) = (αi(X), Y ) for i = 1, 3
ϕi,i+1(X,Y ) = (X,αi(Y )) for i = 2, 4
for 1-variable diffeomorphisms αi tangent to the identity, and the corresponding foliations
on Vϕ are respectively defined in charts Vi by dX = 0 and dY = 0. Moreover, this
normalization is unique up to conjugacy by φ(X,Y ) = (etX, eτtY ).
The space of leaves of Fˆ0 on U \C corresponds to the space of orbits for its holonomy
map, and therefore to Martinet-Ramis’ “Chapelet de sphères” (see [14, page 591]). It is
given by two copies of C∗X patched together by means of diffeomorphism germs α1(X) at
X = ∞ and α3(X) at X = 0. A similar description holds for Fˆ0 with Martinet-Ramis’
cocycle α2 and α4. The invariants found by the third author in [30] are related with the
corresponding periodic transformations in variable ξ.
Remark 7.10. It follows from [11], or from the unicity of the formal pencil Fˆt, that for
given t ∈ P1, one cannot find two different collections (θi)i and (θ′i)i defining two global
logarithmic foliations Gt and G′t on V , like in Corollary 7.6. One way to see this directly
from the point of view of this section is as follows. In the irrational case
(
1
t − 1
)
τ 6∈
Q, we see from Proposition 7.8 that θi’s patch as a global closed logarithmic 1-form.
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FIGURE 1. Martinet-Ramis moduli
But the difference between two closed logarithmic 1-forms with the same residues is a
closed holomorphic 1-form η on (V,C). Now, η must be zero, even if we restrict on two
consecutive line neighborhoods (Vi, Li) ∪ϕi,i+1 (Vi+1, Li+1), as it only depends on X or
on Y depending on the sector. In the rational case,
(
1
t − 1
)
τ 6∈ Q, there is also unicity
of θi’s on two consecutive line neighborhoods whose residues have quotient > 0; indeed,
after blowing-up, we get a rational fibration which must be unique by Blanchard Lemma.
7.2. Non existence of foliations. For a generic neighborhood (Uϕ, C), there is no con-
vergent foliation. In order to prove this, it is enough to provide a single example without
foliation. Such an example has been given quite recently by Mishustin in [17]. With our
Corollary 7.6, it is not too difficult to provide an example without foliations.
Theorem 7.11. Let (Uϕ, C) be a neighborhood such that
ϕ1,4(X,Y ) = (X(1 +XY ), Y (1 +X
2Y )).
Then all foliations Fˆt belonging to the formal pencil (Fˆt)t∈P1 are divergent.
Even the transversal fibration Fˆ∞ is divergent in that case.
Proof. Suppose by contradiction that there exists at least one convergent foliation in the
pencil. Then, by Corollary 7.6, there exists on each Vi a non trivial logarithmic 1-form
θi = α
dX
X
+ β
dY
Y
+
{
fi(X)dX if i even
fi(Y )dY if i odd
with fi : (C, 0)→ C holomorphic, such that θi+1 ∧ (ϕi,i+1)∗θi = 0. One has
(ϕ1,4)
∗θ1 = α
dX
X
+ α
d(XY )
1 +XY
+ β
dY
Y
+ β
d(X2Y )
1 +X2Y
+f1(Y (1 +X
2Y )) · ((1 + 2X2Y )dY + 2XY 2dX).
The residual parts of the 2-form θ4 ∧ (ϕ1,4)∗θ1 at X = 0 and Y = 0 respectively write
(7.2) αf1(Y )
dX
X
∧ dY and βf4(X)dX ∧ dY
Y
.
Both two expressions must be vanishing identically. If β = 0, then α 6= 0 and we deduce
from (7.2) that f1 ≡ 0. This imply that (ϕ1,4)∗θ1 only depends on X(1 +XY ), while θ4
only depends on X , contradiction. Assume now α = 0 (and β 6= 0); then, by (7.2), we
have f4 ≡ 0. Again, we conclude that (ϕ1,4)∗θ1 only depends on X(1 +X2Y ), while θ4
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only depends on Y , contradiction. Finally, assume that α 6= 0 and β 6= 0; then, by (7.2),
we have f1, f2 ≡ 0 and we obtain
θ4 ∧ (ϕ1,4)∗θ1 = α(α− β) + β(α− 2β)X + (α
2 − 2β2)X2Y
(1 +XY )(1 +X2Y )
dX ∧ dY.
Clearly, this expression cannot be zero if α and β are both non zero. 
7.3. Only one convergent foliation. To complete the picture, it is interesting to provide
an example of a foliation having only one convergent foliation in the pencil.
Theorem 7.12. Let t0 = [u0 : v0] ∈ P1, and let (Uϕ, C) be the neighborhood such that{
ϕ1,4 = (X(1 +XY e
Y )
−β0 , Y (1 +XY eY )α0)
where α0 = τ(v0 − u0) and β0 = u0 and
{
ϕi,i+1 = Id
for i = 1, 2, 3.
Then Fˆt0 is the unique convergent foliation in the formal pencil (Fˆt)t∈P1 .
Proof. Note that ϕ preserves the foliation defined the logarithmic form α0 dXX + β0
dY
Y
which then descends on Vϕ, i.e. the formal foliation Fˆt0 is indeed convergent on Uϕ.
Assuming by contradiction that there is another convergent foliation Fˆt with t 6= t0, let θi
be the associated logarithmic 1-form on Vi. As in the proof of Theorem 7.11, we get
θ1 = α
dX
X
+ β
dY
Y
+ f1(Y )dY and θ4 = α
dX
X
+ β
dY
Y
+ f4(X)dX
with fi : (C, 0)→ C holomorphic, and [α : β] 6= [α0 : β0]. We derive
(ϕ1,4)
∗θ1 = α
dX
X
+ β
dY
Y
+ (α0β − αβ0) d(XY e
Y )
1 +XY eY
+f1(Y (1 +XY e
Y )
α0
) · d(Y (1 +XY eY )).
The residual parts of the 2-form θ4 ∧ (ϕ1,4)∗θ1 at X = 0 and Y = 0 respectively write
(7.3) αf1(Y )
dX
X
∧ dY and βf4(X)dX ∧ dY
Y
.
We are led to a similar discussion as in the proof of Theorem 7.11. When β = 0, then
f1 ≡ 0 and (ϕ1,4)∗θ1 only depends on X(1 +XY )−β0 , while θ4 only depends on X; we
get a contradiction since β0 6= 0 in this case. When α = 0, then f4 ≡ 0 and (ϕ1,4)∗θ1 only
depends on Y (1 +XY )α0 , while θ4 only depends on Y ; contradiction. Finally, when both
α 6= 0 and β 6= 0, then
θ4 ∧ (ϕ1,4)∗θ1 = (α0β − αβ0)︸ ︷︷ ︸
6=0
d(XY eY )
1 +XY eY
∧
(
α
dX
X
+ β
dY
Y
)
which cannot be zero, again a contradiction. 
Remark 7.13. Given f ∈ C{X,Y } vanishing along X = 0 and Y = 0, the same proof
shows that the cocycle defined by ϕ1,4 = (Xe−β0f , Y eα0f ) and ϕi,i+1 = Id otherwise
also provide a neighborhood (Uϕ, C) with only one convergent foliation, namely Fˆt0 , pro-
vided that df ∧ d(XpY q) 6≡ 0 for all p, q ∈ Z>0. Moreover, one easily check that two
different such f , say f and f ′, define non equivalent neighborhoods provided that their
difference do not take the form f ′ − f 6= g(X) + h(Y ).
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8. SYMMETRIES
Let (Uϕ, C) be a neighborhood formally equivalent to (U1,0,0, C). Formal symmetries
(or automorphisms) of (Uϕ, C) are those of (U1,0,0, C), i.e. of the form (see Corollary
3.10): {
(z, ξ) 7→ (cz, ξ + t)
c ∈ C∗, t ∈ C ↔ (X,Y ) 7→ (e
2ipit︸︷︷︸
a
X, c−1e2ipiτt︸ ︷︷ ︸
b
Y )
The subgroup Aut(Uϕ, C) of convergent automorphisms identifies with a subgroup
G ⊂ Aut(V 0, D) ' C∗a × C∗b .
Theorem 8.1. Let (Uϕ, C) and G be as above. Then the subgroup G ⊂ C∗a × C∗b is
algebraic. In particular, we are in one of the following cases:
• G is finite and G = {(a, b) ; apbq = ap′bq′ = 1} for some non proportional
(p, q), (p′, q′) ∈ Z2 \ (0, 0);
• G = {(a, b) ; apbq = 1} for some (p, q) ∈ Z2 \ (0, 0); in particular, a finite index
subgroup ofG is generated by the flow of the rational vector field pX∂X +qY ∂Y ;
• G = C∗a × C∗b and (Uϕ, C) an∼ (U1,0,0, C).
Moreover, in the first two cases, up to equivalence ≈, the cocycle takes the form
ϕi,i+1(X,Y ) = (X · ui,i+1, Y · vi,i+1)
where ui,i+1, vi,i+1 are Laurent series in XpY q and Xp
′
Y q
′
(resp. in XpY q) and the
action of G is linear in each chart (Vi, Li).
Proof. By similar arguments as in the proof of Lemma 7.2, we see that each automorphism
of (Uϕ, C) corresponds to a collection of automorphisms of gi ∈ Diff(Vi, Li) satisfying
gi ◦ ϕi,i+1 = ϕi,i+1 ◦ gi+1.
We first prove that gi can be linearized in each chart. Indeed, for instance on (V4, L4), g4
acts by transformations of the form
(X,Y ) 7→ (aX · u(X), bY · v(X)), u(0) = v(0) = 1.
The gluing condition for ϕ4,1 shows that the restriction ϕ4|L1 : X 7→ aX · u(X) becomes
linear in the chart (V1, L1). Therefore, after changing X coordinates on (V4, L4), we can
assume
g4(X,Y ) = (aX, bY · v(X)), v(0) = 1.
But g4 must also preserve the fibration dY1 = 0 of (V1, L1) which is preserved by g1;
that can be normalized to dY4 = 0 in the chart (V4, L4) and this implies that v(X) ≡ 1
also. We therefore conclude that for each automorphism in Aut(Uϕ, C), the corresponding
transformation in (Vϕ, D) can be linearized in all charts (Vi, Li).
A first consequence is that g is the identity whenever a = b = 1, proving that the
morphism
Aut(Uϕ, C)→ C∗a × C∗b
is injective.
A second consequence is that G contains the Zariski closure of < (a, b) >⊂ C∗a × C∗b .
Indeed, all ϕi,i+1 have to commute with g(X,Y ) = (aX, bY ). Writing ϕi,i+1(X,Y ) =
(X · u(X,Y ), Y · v(X,Y )), we see that u, v have to be invariant by g, i.e. u ◦ g = u for
instance; equivalently, all non zero monomials of u and v are g-invariant. These monomials
define an algebraic subgroup H ⊂ C∗a × C∗b which is the group of linear transformations
commuting with ϕi,i+1. We conclude that (a, b) ∈ H ⊂ G.
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If g was Zariski dense inC∗a×C∗b , we are done: the commutation ofϕi,i+1 with all linear
transformations shows that ϕi,i+1 is linear and (Uϕ, C)
an∼ (U1,0,0, C). Now, assuming that
G is a strict subgroup of C∗a × C∗b , we want to prove that it can be linearized globally.
Assume first that G is finite. Then it can be linearized on each line neighborhood
(Vi, Li). Indeed, for instance on (V4, L4), G acts by transformations of the form
g(X,Y ) = (aX · u(X), bY · v(X)), u(0) = v(0) = 1.
and we denote by lin(g) its linear part (aX, bY ). Then the transformation
ϕ4 :=
1
#G
∑
g∈G
lin(g)−1 ◦ g
is of the form ϕ4(X,Y ) = (X · u(X), Y · v(X)), u(0) = v(0) = 1 and linearizing the
group:
ϕ4 ◦ g = lin(g) ◦ ϕ4, ∀g ∈ G.
We can therefore assume that G acts linearly in each chart (Vi, Li) and the cocycle ϕ
has to commute with all elements. It is well known that the group G is generated by
two elements (a1, b1) and (a2, b2) of finite order; moreover, by duality, G is defined by 2
independant monomial equations apbq = ap
′
bq
′
= 1. Gluing conditions with ϕi,i+1 show
that ui,i+1, vi,i+1 must beG-right-invariant and therefore factor through the two monomial
equations.
On the other hand, ifG contains an element g of infinite order, then we can first linearize
this element. The Zariski closure H of its iterates < g > in C∗a×C∗b is one dimensional, if
strictly smaller than C∗a×C∗b , and defined by a monomial equation apbq = 0. IfG is larger
than H , then it is generated by an element of finite order g′ and we can linearize the finite
group < g′ > like above; since g′ and its linear part both commute with H , the linearizing
transformations also commute withH andG is linearized. It is therefore algebraic, defined
by monomial equations of ϕi,i+1, and they all factor into a single monomial. 
Remark 8.2. We note that the convergence of a non trivial automorphism of (Uϕ, C)
inducing the identity on C implies that (Uϕ, C)
an∼ (U1,0,0, C), since the corresponding
element g ∈ C∗a × C∗b must be Zariski dense.
Remark 8.3. In Proposition 7.9, the foliation Fˆ0 is defined by a holomorphic vector field
if, and only if, α2(Y ) = α4(Y ) = Y . Equivalently, the Martinet-Ramis invariant of Fˆ1
are trivial, i.e. Fˆ1 can be defined by a closed 1-form.
9. SECTORIAL NORMALIZATION
We keep notations as before and set λ = 2ipiτ to simplify formulae, so that q = eλ. Let
(U,C) be formally equivalent to (U0, C). We want to show that (U,C) has the form Uϕ.
9.1. Overview of the proofs. One can suppose that (U,C) = (U˜ , C˜)/F where
F (z, ξ) = F0(z, ξ)︸ ︷︷ ︸
(qz,ξ−1)
+(∆1,∆2) with ∆i = O(ξ−N )
where N >> 0 is an arbitrarily large integer, so that there exists a formal diffeomorphism
Hˆ(z, ξ) = (z + gˆ, ξ + hˆ), hˆ =
∑
n≥1
anξ
−n, gˆ =
∑
n≥1
bnξ
−n
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where an, bn are entire functions on C˜ = C∗ such that
F ◦ Hˆ = Hˆ ◦ F0.
This can be reformulated as
(9.1) hˆ ◦ F0 − hˆ = ∆2 ◦ Hˆ
(9.2) gˆ ◦ F0 − qgˆ = ∆1 ◦ Hˆ
Basically, we will show that there exist holomorphic solutions h, g of the previous fonc-
tional equation defined on "suitable sectorial domains", namely
⋃
i Π
−1(Vi−Li), i = 1, 3,
and admitting asymptotic expansion along C˜ compatible with the formal conjugacy map.
More precisely h, g ∈ A(I1 ∪ I3) with the notations of 3.1 with respective asymptotic ex-
pansions hˆ and gˆ. To this effect, we will first exhibit solutions of the linearized equations
satisfying some suitable growth behaviour
(9.3) h ◦ F0 − h = ∆2
(9.4) g ◦ F0 − qg = ∆1
on O(I1 ∪ I3).
Remark 9.1. The equation (9.4) can be reduced to equation (9.3); indeed, after setting
g(z, ξ) = zg˜(z, ξ) and ∆1(z, ξ) = qz∆˜1(z, ξ),
we get
g˜ ◦ F0 − g˜ = ∆˜1.
This will enable us to solve by a fairly standard fixed point method the initial functional
equations h ◦ F0 − h = ∆2 ◦H and g ◦ F0 − qg = ∆1 ◦H where H = Id + (h, g). In
order to get rid of the coefficient q on the left hand side, note that both equations can be
reformulated as:
(9.5) h(qz, ξ − 1)− h(z, ξ) = ∆2(z(1 + g˜(z, ξ)), ξ + h(z, ξ))
(9.6) g˜(qz, ξ − 1)− g˜(z, ξ) = (1 + g˜(z, ξ))∆˜1(z(1 + g˜(z, ξ)), ξ + h(z, ξ))
where the symbol ˜ stands for the same modification than the one defined in the linear
case.
To conclude, it suffices to solve the same homological equations on the union of sectors
I2 ∪ I4. This can be done by changing accordingly the presentation of (U,C), by consid-
ering the cyclic covering determined by M =
(
0 1
1 0
)
(see Section 1.6). This consists in
writing (U0, C) as the quotient (C∗z′×Cξ′ , ξ′ =∞) by the semi-hyperbolic transformation
F ′0(z
′, ξ′) = (q′z′, ξ′ + 1τ ) where q
′ = exp
2ipi
τ
, z′ = exp 2ipiτ x, ξ
′ = ξ + xτ . In these
coordinates (U,C) is isomorphic to a quotient of the form (C∗z′ × Cξ′ {ξ′ =∞}) by a bi-
holomorphism F ′ such that F ′(z′,∞) = (z′,∞) and we can repeat the process described
above and obtain the sought analytic sectorial conjugation on I2 ∪ I4 when coming back
to the (z, ξ) coordinates.
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9.2. The linearized/homological equation. Our purpose here is to construct some secto-
rial solution of the linearized functional equations 9.3 and 9.4 belonging toO(Ii), i = 1, 3.
We will only detail this construction for i = 1 and the first equation, the remaining cases
being completely similar (see Remark 9.1).
We are thus going to work in the domain S of the following shape. Consider the annulus
Ca,b = {a ≤ |z−1| ≤ b}, a, b > 0, b > |q|−1a. Consider the foliation defined by the level
sets {J = c} of J = z−1e−λξ (recall that it corresponds to the fibration dY = 0 on a
neighborhood of L1 or L3 depending on whether c is "small" or "big"). Fix R >> 0 and
let δ0 > 0 such that log 1δ − log a = R. For every 0 < δ ≤ δ0. Denote
Sa,b,δ = {(z, ξ) ∈ C2| |J(z, ξ)| < δ and z ∈ Ca,b}.
Alternatively, this set can be described by the equation <(λξ) > |z−1|δ , z ∈ Ca,b so that in
particular arg ξ ∈ I1. For every complex number c, 0 < |c| < δ, consider
Sc,a,b,δ = {J = c} ∩ Sa,b,δ = {(z, ξ) = (c−1e−λξ, ξ) ; ξ ∈ Dc,a,b}
where
Dc,a,b = {ξ ∈ C : (log 1|c| + log a) ≤ <(λξ) ≤ (log
1
|c| + log b)}.
Note that
⋃
0<|c|<δ Sc,a,b,δ = Sa,b,δ and that F0(Sa,b,δ) = S|q|−1a,|q|−1b,δ . It is thus
coherent to investigate the existence of a solution h of 9.3 on the domain Sa,|q|−1b,δ =
Sa,b,δ ∪ F0(Sa,b,δ) (recall that |q−1| = e−<λ > 1).
In what follows, we will indeed provide a solution of 9.3 with "good estimates" on
a domain of the form Sa,|q|−1b,δ using a "leafwise" resolution with respect to the folia-
tion defined by the levels of J . For the sake of notational simplicity we will omit for
a while the subscript a, b by setting Sδ := Sa,b,δ and S′δ := Sa,|q|−1b,δ . If δ1 ≤ δ2,
remark that Sδ1 and S
′
δ1
are respectively subdomains of Sδ2 and S
′
δ2
To state precisely
our result, let us fix some additional notations and definitions. Let m ≥ 3 a positive
integer and consider the subspace Hmδ of H(Sδ) defined by the functions ∆ such that
‖∆‖m := sup(z,ξ)∈Sδ |∆(z, ξ)||ξ|
m
< ∞. We will also introduce the space H∞δ ′ of holo-
morphic functions h on S′δ equipped with the natural norm
‖h‖∞ := sup(z,ξ)∈S′δ |h(z, ξ)| <∞.
Theorem 9.2. Fix a, b, δ0 as above with δ0 small enough. Then there exists a positive
constant C enjoying the following properties:
For every δ ≤ δ0 and every function ∆δ in Hmδ , there exists a unique function hδ ∈
H∞δ
′ such that
(1) hδ ◦ F0 − h = ∆δ
(2) ‖h‖∞ ≤ C‖∆δ‖m
(3) For every (z, ξ) ∈ Sδ ∩ {=ξ ≥ 1}, |hδ(z, ξ)| ≤ C‖∆δ‖m√|=(ξ)|
(4) There exists a positive number D depending only on θ ∈ [0, pi2 ) such that for every
δ ≤ δ0 and (z, ξ) ∈ S′δ ∩ | arg ξ + arg q| ≤ θ, we have
|hδ(z, ξ)| ≤ D‖∆δ‖m|ζ|m−2 .
In order to prove this result, remark firstly that the equation
h ◦ F0 − h = ∆2
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can be then rewritten as
(9.7) ϕc(ζ − λ)− ϕc(ζ) = ∆c(ζ)
where ζ = λξ, ϕc(ζ) = h(c−1e−ζ , ζλ ), and ∆c(ζ) = ∆2(c
−1e−ζ , ζλ ).We are then reduced
to solve a family difference equations (the so-called homological equations) in the vertical
strip Stc,a,b = {ζ ∈ C : log 1|c| + log a ≤ <(ζ) ≤ log 1|c| + log b} where we impose ϕc
to be holomorphic, defined on the larger strip Stc,a,|q−1|b = {ζ ∈ C : log 1|c| + log a ≤
<(ζ) ≤ log 1|c| + log b−<λ} and to depend analytically on the parameter c.
9.3. Resolution of a difference equation. We know proceed to the contruction of ϕc. It
is essentially a consequence of the following general result
Theorem 9.3. Let A,B ∈ (1,+∞), B > A − <λ, (B − <λ)/A ≤ 2. Let ∆ be
holomorphic on the strip SA,B = A ≤ Re ζ ≤ B. Suppose moreover that ‖∆‖m :=
supζ∈SA,B |∆(ζ)||ζ|m < ∞ for some m ≥ 3; then there exists a bounded holomorphic
function ϕ on SA,B−<λ which solves
(9.8) ϕ(ζ − λ)− ϕ(ζ) = ∆(ζ).
Moreover ϕ is unique modulo an additive constant and one can choose ϕ such that there
exists C = C(B −A) > 0 19 such that the following estimate holds
(9.9) supζ∈SA,B−<λ |ϕ(ζ)| ≤ C‖∆‖m.
Proof. First notice, that if ϕ1, ϕ2 are two bounded holomorphic functions solving 9.8 to-
gether with the fact that <λ 6= 0, the difference ϕ1 − ϕ2 extends as a bounded λ-periodic
entire function, hence constant. For ζ ∈ SA,B−<λ, let us define ϕ by the formula
ϕ(ζ) =
∞∑
n=0
Fn(ζ)
where
Fn(ζ) =
1
2ipi
(
∫
L+
∆(t)
t− ζ − (n+ 1)λdt+
∫
L−
∆(t)
t− ζ + nλdt)
where L− = {<t = A} and L+ = {<t = B} both oriented from bottom to top.
Here, in accordance with Cauchy’s formula one sets 12ipi
∫
L−
∆(t)
t−u dt :=
1
2ipi
∫
L+
∆(t)
t−u dt−∆(u) whenever u ∈ L− and 12ipi
∫
L+
∆(t)
t−u dt :=
1
2ipi
∫
L−
∆(t)
t−u dt+ ∆(u)
if u ∈ L+. With this convention, and thanks to the fact that m ≥ 2, Fn is well defined and
holomorphic on the strip SA,B−<λ.
Moreover, if <u ≥ A − <λ2 , one has | 12ipi
∫
L−
∆(t)
t−u dt| ≤
‖∆‖m
|<λ|pi
∫
<t=1
|dt|
|t|2 . If A ≤
<u ≤ A− <λ2 , Cauchy’s formula yields the inequality
| 1
2ipi
∫
L−
∆(t)
t− udt| ≤ (1 +
1
|<λ|pi
∫
<t=1
|dt|
|t|2 )‖∆‖m.
Following the same principle, we get the inequality
| 1
2ipi
∫
L+
∆(t)
t− udt| ≤ C1‖∆‖m
19In order to give an unambiguous statement, m,λ are fixed but A,B,∆ are allowed to vary
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where C1 = (1 + 1|<λ|pi
∫
<t=1
|dt|
|t|2 ) and <u ≤ B. This eventually leads to the majoration
|Fn(ζ)| ≤ 2C1‖∆‖m ∀n ≥ 0, ∀ζ ∈ SA,B−<λ.
Moreover, when n > A−B<λ , Cauchy’s formula allows to write
∫
L+
∆(t)
t−ζ−nλdt =∫
L−
∆(t)
t−ζ−nλdt. Consequently,
Fn(ζ) =
1
2ipi
∫
L−
∆(t)(2(t− ζ)− λ)
(t− ζ + nλ)(t− ζ − (n+ 1)λ)dt
Set v = I(t − ζ). The key point will be to find a suitable upper bound for A(t, ζ) =∑
n≥n0 | 1(t−ζ+nλ)(t−ζ−(n+1)λ) | where n0 > 2(A−B<λ + 1).
Set v = I(t− ζ). For n ≥ n0, Cauchy-Schwartz inequality gives
(9.10)
A(t, ζ) ≤ ( ∑
n≥n0
1
(v + n=λ)2 + (n<λ)2
) 12 ( ∑
n≥n0
1
(v − (n+ 1)=λ)2 + ((n2<λ)2
) 12
This, together with the fact that ‖∆‖m <∞, for somem ≥ 3, proves immediately that the
serie
∑
Fn converges uniformly on every compact of SA,B−<λ. The function ϕ is then
well defined and holomorphic on SA,B−<λ and in addition verifies the difference equation
9.8 as a simple application of Cauchy’s Formula.
Moreover, by a simple integral comparison, one then obtains from 9.10 that
(9.11) A(t, ζ) ≤ C2|v|
where C2 is a positive number depending only on λ. For n ≥ n0, consider the decomposi-
tion Fn = Gn +Hn where
Gn(ζ) =
1
2ipi
∫
{t∈L−,|v|≤1}
∆(t)(2(t− ζ)− λ)
(t− ζ + nλ)(t− ζ − (n+ 1)λdt
and
Hn(ζ) =
1
2ipi
∫
{t∈L−,|v|>1}
∆(t)(2(t− ζ)− λ)
(t− ζ + nλ)(t− ζ − (n+ 1)λdt.
A simple glance at the inequality 9.10 shows that |Gn(ζ)| ≤ C3‖∆‖m where C3 > 0
depends only on B −A. The upper bound given in 9.11 allows to assert that∑
n≥n0
|Hn(ζ)| ≤ C2 1
2pi
∫
{t∈L−,|v|>1}
|∆(t)(2(t− ζ)− λ)|
|v| |dt|.
In particular, there exists a positive number C4 depending only on B −A such that∑
n≥n0
|Hn(ζ)| ≤ C4‖∆‖m.
By putting together the inequalities above involving C1, ..., C4 one obtains that ϕ satisfies
the estimate 9.9 of the Theorem. 
Remark 9.4. If one takes a thorough look to the proof, one can observe that the solution
contructed above satisfies the little bit more precise estimate:
(9.12) supζ∈SA,B−<λ |ϕ(ζ)| ≤ C‖∆‖m
∫
L−
|dt|
|t|m
where C only depends on B −A.
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9.4. Additional properties of ϕ.
Lemma 9.5. Let ϕ as in the proof of Theorem 9.3. and set m0 = 12λ
∫
L−
∆(t)dt. Then,
there exists a constant F = F (B−A) such that for every ζ ∈ SA,B−<λ such that =( ζλ ) ≥
1, one has
(9.13) |ϕ(ζ)−m0| ≤ F‖∆‖m√
|=( ζλ )|
.
Moreover, for every θ ∈ [0, pi2 ), there exists a constant D = D(θ,B − A) > 0 such that
for ζ ∈ Kθ := SA,B−<λ ∩ {|Arg(ζ)| ≤ θ}
(9.14) |ϕ(ζ)−m0| ≤ D‖∆‖m|ζ|m−2
Proof. Let ζ ∈ SA,B−<λ, ζ /∈ Zλ. Equivalently =( ζλ ) 6= 0. Write
Fn(ζ) =
1
2ipi
(
∫
L+
∆(t)
t− ζ − (n+ 1)λdt+
∫
L+
∆(t)
ζ + (n+ 1)λ
dt−
∫
L+
∆(t)
ζ + (n+ 1)λ
dt
+
∫
L−
∆(t)
ζ − nλdt−
∫
L−
∆(t)
ζ − nλdt+
∫
L−
∆(t)
t− ζ + nλdt)
Now using that
n=+∞∑
n=−∞
1
ζ + nλ
=
pi
λ
cot (pi
ξ
λ
)
and summing-up the previous equality, one obtains
ϕ(ζ) =
1
2ipi
∑
n≥0
∫
L+
t∆(t)
(ζ + (n+ 1)λ)(t− ζ − (n+ 1)λ)dt
+
1
2ipi
∑
n≥0
∫
L−
t∆(t)
(ζ − nλ)(t− ζ + nλ)dt−
i
2λ
cot (pi
ζ
λ
)
∫
L−
∆(t)dt
which makes sense for=( ζλ ) 6= 0. As before, consider a positive integer n0 ≥ 2(A−B<λ +1),
set v = =(t− ξ) and define B(t, ζ) = ∑n≥n0 | 1(ζ−nλ)(t−ζ+n)λ | for (t, ζ) ∈ L− ×
SA,B−<λ . Here again, by the successive uses of Cauchy-Schwartz and integral com-
parison we obtain
B(t, ζ) ≤ F1√
|=( ζλ )v|
where F1 is some positive constant. As before, if one considers separately the case |v| ≤ 1
and |v| > 1 and also n ≤ n0, we can easily establish for every ζ ∈ SA,B−<λ, =( ζλ ) ≥ 1
the inequality:
| 1
2ipi
∑
n≥0
∫
L−
t∆(t)
(ζ − nλ)(t− ζ + nλ)dt| ≤
F2‖∆‖m√
|=( ζλ )|
where F2 > 0 only depends on B −A. Similarly, one gets
| 1
2ipi
∑
n≥0
∫
L+
t∆(t)
(ζ + (n+ 1)λ)(t− ζ − (n+ 1)λ)dt| ≤
F3‖∆‖m√
|=( ζλ )|
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where F3 > 0 only depends on B − A. Moreover, for ζ lying in the same domain, it is
clear that there exists a constant F4 > 0 such that
| i
2λ
cot (pi
ζ
λ
)− 1
2λ
| ≤ F4√
|=( ζλ )|
These different estimates prove 9.13.
Remark 9.6. Note that |=( ζλ )| can be arbitrary big on the domain SA+<λ,B . In particular
ϕ(ζ) :=
∑
n≥0 Fn(ζ)−m0 is the unique solution of the difference equation 9.8 for which
there exists a positive number F (depending a posteriori only on B − A) such that for
every ζ with =( ζλ ) ≥ 1, one has
|ϕ(ζ)| ≤ F‖∆‖m√
|=( ζλ )|
Now, let us establishes the majoration 9.14. We use the same notations as in the proof
of Theorem 9.3 by considering the solution ϕ =
∑
n≥0 Fn. Now just observe, that on Kθ,
A ≤ |ζ| ≤ B−<λcos θ . In particular, one has | tζ | ≥ cos θ2 for every t ∈ L−. From Remark 9.4,
one deduces that supζ∈Kθ |ϕ(ζ)| ≤ C‖∆‖m|ζ|m−2 ( 2cos θ )
m−2 ∫
L−
|dt|
|t|2 where C = C(B − A). A
similar and straighforward majoration of m0 gives the sought upper bound 9.14. 
9.5. Version with parameters and proof of Theorem 9.2. Let δ0 > 0 and 0 < a < b
such that log b > log a−<λ where λ ∈ C has been fixed with <λ < 0. In accordance with
the notations introduced in 9.2, for every positive number δ ≤ δ0 and complex number c
such that 0 < |c| < δ0, consider the strips in the complex line defined by
Stc = {ζ ∈ C : (log 1|c| + log a) ≤ <(ζ) ≤ (log
1
|c| + log b)}
S˜tc = Stc ∪ (Stc −<λ)
and consider also the domain of C2 (with boundary),Sδ,log a,log b =
⋃
c<δ{c} × Stc
SetAc = log 1|c|+log a andBc = log
1
|c|+log b. It is worth mentioning thatBc−Ac =
log b − log a does not depend on c. By a suitable choice of δ0, one can moreover assume
that and that Ac ≥ 1 and Bc−<λAc ≤ 2. Let ∆δ be a holomorphic function defined on
Sδ,log a,log b and assume in addition that
‖∆_δ‖m := sup(c,ζ)∈Sδ,log a,log b |∆δ(c, ζ)||ζ|
m
<∞
for some m ≥ 3. From the results collected in Section 9.3, 9.4, one promptly obtains the
following statement:
Proposition 9.7. Let ∆δ as above, then there exists a unique function ϕδ ∈
H(Sδ,log a−<λ,log b) with the following properties
(1) For every 0 < c < δ, for every ζ ∈ S˜tc, one has ϕδ(c, ζ−λ)−ϕδ(c, ζ) = ∆δ(c, ζ)
(2) There exists a positive number C = C(δ0, a, b) such that
sup(c,ζ)∈Sδ,log a,log b−<λ |ϕδ(c, ζ)| ≤ C‖∆δ‖m
sup(c,ζ)∈Sδ,log a,log b−<λ∩=( ζλ )≥1|ϕδ(c, ζ)| ≤
C‖∆δ‖m√
|=( ζλ )|
.
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Proof. Define ϕδ by the formula ϕδ(c, ζ) =
∑∞
n=0 Fn(c, ζ)−m0(c) where
Fn(c, ζ) =
1
2ipi
(
∫
Lc+
∆δ(c, t)
t− ζ − (n+ 1)λdt+
∫
Lc−
∆δ(c, t)
t− ζ + nλdt)
setting Lc− = {<t = Ac}, Lc+ = {<t = Bc} and m0(c) = 12λ
∫
Lc−
∆δ(c, t)dt. From this
integral formula, it is clear that for every n, Fn is well defined as a holomorphic function on
Sδ,log a,log b−<λ and that m0 depends analytically on c. Moreover, one can easily verifies
(as in Section 9.3) that the serie
∑
Fn converges uniformly on every compact subset of
Sδ,log a,log b−<λ. Thus ϕ ∈ H(Sδ,log a,log b−<λ) and fullfills the properties stated in the
Proposition as a direct application of the construction performed in Section 9.3. 
Then, the proof of Theorem 9.2 immediately follows when translating this existence
and uniqueness result into the original variable (z, ξ) (see Section 9.2) together with the
upper bound 9.14 of Lemma 9.5. 
Once we have solutions to the linearized equation as achieved above, we are in position
to obtain a solution to the general functional equations 9.5 and 9.6 by a standard fixed point
Theorem. This is detailed in the following section.
9.6. Solving the functional equation. Notations as in 9.2. In particular, we will omit for
a while the subscript a, b. As before, δ0 > 0 has been chosen small enough and δ is any
positive number such that 0 < δ ≤ δ0.
Let m ≥ 3 and Hm,mδ be the subspace of H(Sδ)×H(Sδ) defined by Nm(∆,Θ) <∞
where
Nm(∆,Θ) = sup(z,ξ)∈§δ |∆(z, ξ)||ξ|
m
+ sup(z,ξ)∈Sδ |Θ(z, ξ)||ξ|
m
and let H∞,∞δ
′ be the subspace ofH(S′δ)×H(S′δ) defined by N ′∞(h, g˜) <∞ where
N ′∞(h, g˜) = sup(z,ξ)∈S′δ |h(z, ξ)|+ sup(z,ξ)∈S′δ∩I(ξ)≥1|h(z, ξ)|
√
|I(ξ)|.
+sup(z,ξ)∈S′δ |g˜(z, ξ)|+ sup(z,ξ)∈S′δ∩I(ξ)≥1|g˜(z, ξ)|
√
|I(ξ)|.
Note that both normed spaces are Banach spaces. For every M > 0, set
Hm,mδ (M) = {(∆,Θ) ∈ Hm,mδ |Nm(∆,Θ) ≤M}
and
H∞,∞δ
′
(M) = {(h, g˜) ∈ H∞,∞δ ′|N ′∞(h, g˜) ≤M}.
By Theorem 9.2, one inherits from a continuous linear map L between the normed spaces
(Hm,mδ , Nm) and (H
∞,∞
δ
′
, N ′∞) defined by
L : (∆,Θ)→ (h, g˜) where (h ◦ F0 − h = ∆ , g˜ ◦ F0 − g˜ = Θ).
To be more precise, there exists a positive constant C such that for every δ and every
(∆,Θ) ∈ Ha,δ , one has
N ′∞(L(∆,Θ)) ≤ CNm(∆,Θ)
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9.7. Substitution map. Let us come back to the expression to the of the transformation F
defining the formally equivalent neighborhood (U,C) as in 9.1. One will fix and arbitrary
integer N > m such that ∆i(z, ξ) = O(ξ−N ). Then up to adjust δ0, one can assume that
we a have a map well defined for every 0 < δ ≤ δ0 by
R : H∞,∞δ
′
(1)→ Hm,mδ−→
h = (h1, h2)→ −→δ = (δ1, δ2)
where
δ1(z, ξ) = ∆2(z(1 + h2(z, ξ)), ξ + h1(z, ξ)))
δ2(z, ξ) = (1 + h2)∆˜1(z(1 + h2(z, ξ)), ξ + h1(z, ξ)))
Because ∆i = O(ξ−N ), note also that the image of H
∞,∞
δ
′
(1) by R lies in Hm,mδ (Rδ)
where lim
δ→0
Rδ = 0.
Lemma 9.8. Let ε > 0 such that εC < 1. Then, up to shrink δ0, for every δ ≤ δ0 one has,
∀−→h ,−→g ∈ H∞,∞δ ′(1) Nm(R(
−→
h )−R(−→g )) ≤ εN ′∞(
−→
h −−→g )
Proof. Exercise. 
The map L ◦ R then induces a (non linear) contracting operator of the complete metric
space H∞,∞δ
′
(1). The unique fixed point is a solution to the functional equations 9.5,
9.6. This provides a solution of the original functional equations 9.3 and 9.4, taking into
account the renormalization indicated in Remark 9.1. By uniqueness, the solution (hδ, g˜δ)
attached to δ induces by restriction the solution attached to δ′ for δ′ ≤ δ.
One can complete this picture by additional properties borrowed from Lemma 9.5. This
leads to the following statement where we reintroduce the susbcript a, b (with obvious
notations) in order to recall that the choice of δ depends of a fixed arbitrary annulus in the
z variable.
Proposition 9.9. Notations as above. Let ∆2, ∆˜1 = O(ξ−N ) two germs of holomorphic
functions in the neighborhood of C˜ ⊂ C2 with N ≥ 4 (as defined from the conjugation
equation introduced in 9.1). Let m < N . Let 0 < a < b < +∞ such that b > |q|−1a.
Then there exists δ(a, b) > 0 such that for every 0 < δ ≤ δ(a, b),the system of equations
9.5, 9.6 admit a unique solution (hδ,a,b, g˜δ,a,b) ∈ H∞,∞δ,a,b
′
(1)×H∞,∞δ,a,b
′
(1). Moreover,
• (hδ′,a,b, g˜δ′,a,b) is the restriction of (hδ,a,b, g˜δ,a,b) if 0 < δ′ ≤ δ ≤ δ(a, b).
• lim
δ→0
N ′∞((hδ,a,b, g˜δ,a,b)) = 0.
• there exists a positive number D(θ) depending only θ ∈ [0, pi2 ) such that for every
δ ≤ δ(a, b) and (z, ξ) ∈ S′δ,a,b ∩ | arg ξ + arg λ| ≤ θ, we have
|hδ,a,b(z, ξ)|and |g˜δ,a,b(z, ξ)| ≤ D|ξ|m−2
9.8. Asymptotic expansion. We start by fixing N ≥ 4 and a, b as before. Let a′, b′ be
positive real numbers such that a′ ≤ a < b ≤ b′. By Proposition 9.9, note that the unique
solution of 9.5, 9.6 lying in H∞,∞δ,a′,b′
′
(1) × H∞,∞δ,a′,b′
′
(1), δ > 0 small enough, induces by
restriction the unique solution of the same functional equation in H∞,∞δ,a,b
′
(1)×H∞,∞δ,a,b
′
(1).
In particular, when taking the projective limit with respect to (a, b), (a, b)→ (0,+∞) and
exploiting the last asymptotic estimate in the proposition above, one get a solution (h, g˜)
well defined as a flat element of Am−3(I1)×Am−3(I1).
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Now,consider an integer p >> N arbitrarly large. Let α a positive integer and consider
the truncation Trα(Hˆ) of Hˆ at order α: Trα(Hˆ)(z, ξ) = (z +
∑
1≤n≤α bnξ
−n, ξ +∑
0≤n≤α anξ
−n). If α is large enought, one has
(TrαHˆ)
−1 ◦ F ◦ TrαHˆ(ξ, z) = (qz + ∆α1 (z, ξ), ξ − 1 + ∆α2 (z, ξ)
where ∆αi (z, ξ) = O(
1
ξp ). One can apply Proposition 9.9 to get existence and uniqueness
of hαδ , g˜
α
δ ∈ H∞,∞δ,a,b
′
(1) (δ small enough)
F ◦ TrαHˆ ◦Hα = TrαHˆ ◦Hα ◦ F0
with Hα = Id + (gαδ , h
α
δ ), gα(z, ξ) = zg˜α(z, ). As before, these solutions are in fact
induced by a flat element of Ap−4(I1)×Ap−4(I1) Set H = Id + (g, h) with g = zg˜ and
recall that F ◦H = H ◦F0. Invoking again uniqueness and by simple restrictions consider-
ations, one obtains that H = TrαHˆ ◦Hα. Thus, H = (z+
∑
1≤n≤Inf(α,p−4) anξ
−n, ξ+∑
1≤n≤Inf(α,p−4) bnξ
−n) + Rα where Rα ∈ Ap−4(I1) is flat. As α (hence p) can be
chosen arbitarily large, we eventually get that H ∈ G1(I1) and admits Hˆ as asymptotic
expansion. We have thus obtain the sough normalization on the sector I1.
9.9. Construction of other sectorial normalizations.
9.9.1. On I3. It is just a slight modification of the previous construction for I1. The start-
ing domain consists again in the resolution of the linearized equation 9.3 on the corre-
sponding domain. In this situation, it is relevant to deal with the levels J = c of the first
integral J = z−1e−λξ for |c| >> 0. One adapts the notation of Section 9.2 by defining
Sa,b,δ = {(z, ξ) ∈ C2| |J(z, ξ)| > δ and z ∈ Ca,b} (δ >> 0). Here again, this amounts to
solve an analytic family of difference equations where the solutions satisfy some estimates
wich eventually leads by the same fixed point consideration to a normalizing conjugation
map. This can be carried out following verbatim the same method.
9.9.2. On I2 and I4. As indicated before, one can mimick the construction of normalising
sectorial map by changing accordingly the presentation of the neighborhoods. This is
roughly explained at the end of Section 9.1. To do this in more details, first remark that
(U0, C) and (U,C) can be presented as the quotients by pair of commuting transformations
(Cx ×Cξ, {ξ =∞})/(t, f0) and (Cx ×Cξ, {ξ =∞})/(t, f) where t(x, ξ) = (x+ 1, ξ),
f0(x, ξ) = (x + τ, ξ − 1) and f(x, ξ) = (x + τ, ξ − 1) + O(ξ−N ) is the expression of
F in the uniformizing coordinates (x, ξ).In those coordinates the formal conjugacy map
Ĥ reads as uˆ(x, ξ) = (x, ξ) + O(ξ−1) (wich then commutes with t and satisfies uˆ−1 ◦
f ◦ uˆ = f0). The cyclic covering space of both neighborhoods associated to the matrix
M =
(
0 1
1 0
)
is then described by the respective quotients (Cx × Cξ, {ξ = ∞})/(f0)
and (Cx × Cξ, {ξ = ∞})/(f). these quotients are both germs of analytic neighborhoods
of C∗, hence are isomorphic. More precisely there exists a germ of biholomorphism Ψ of
(Cx × Cξ, {ξ = ∞}) tangent to identity along {ξ = ∞} such that f0 = Ψ ◦ f ◦ Ψ−1.In
particular f ′ = Ψ◦t◦Ψ−1 commutes with f0 and then induced a transformation (z′, ξ′)→
F ′(z′, ξ′) = F0′(z′, ξ′) + O(ξ′
−N
) where F0′(z′, ξ′) = ((q′z′, ξ′ + 1τ ), q
′ = exp 2ipiτ , on
the germ of neighborhood (C∗z′ × Cξ′ , {ξ′ = ∞}) equipped with the coordinates z′ =
exp 2ipiτ x, ξ
′ = ξ + xτ . For the sake of clarity, recall that F
′
0 is the transformation induced
by t in the (z′, ξ′) coordinate.
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By construction, vˆ−1 ◦ f ′ ◦ vˆ = t where vˆ is the formal transformation Ψ ◦ uˆ. Moreover
vˆ commutes with f0, hence descends to (C∗z′ ×Cξ′ , {ξ′ =∞}) to a formal conjugacy map
of the form Ĥ ′(z′, ξ′) between F ′ and F ′0. Now, the fundamental biholomorphism
Π(z, ξ) = (e2ipiξ, z−1e−λξ)
between the deleted neighborhood U0 − C and V −
⋃
i∈Z4 Li reads in the (z
′, ξ′) coordi-
nates as Π′(z′, ξ′) = ((z′)−1e2ipiξ
′
, e−λξ
′
). This allows to play the same game than before.
Indeed, the substitute for the previous first integral J is J ′(z′, ξ′) = (z′)−1e2ipiξ
′
(a first
integral for the foliation defined by dξ = 0). Small and big values of J ′ correspond re-
spectively, via the fundamental isomorphism, to the fibers of the vertical fibration dX = 0
on the neighborhood of L4 and L2. One can thus produce, exactly by the same process,
a normalizing sectorial conjugation map H ′ ∈ G1(I2 ∪ I4) (with respect to the (z′, ξ′)
coordinate having the same asymptotic expansion than Ĥ ′. By the process wich allows to
pass from the (z, ξ) to the (z′, ξ′) coordinate described above, this sectorial transformation
map, lift to sectorial transformation mapH ∈ G1(I2∪I4) (relatively to (z, ξ)) conjugating
F to F0 and having Ĥ as asymptotic expansion.
This eventually finishes the proof of Lemma A (and more precisely Lemma 4.1).
10. GENERALIZATION
10.1. General formal classification: recollections. We first recall (under a slightly more
synthesized form) the results obtained in [11] concerning the formal classification of zero
type neighborhood of elliptic curves with torsion normal bundle and finite ueda type. We
do not adress the case where C fits into a formal fibration (corresponding to infinite Ueda
type). According to a result due to Ueda, this fibration is indeed analytic and we fall into
the case which satisfies the formal principal: there is no differences between analytic and
formal classification and this latter is very easy to describe, see for instance [11]Section
5.1.
Let m be the torsion order of the normal bundle NC and let k > 0 be the Ueda type.
Recall that this latter is necessary a multiple of m. The linear monodromy of the corre-
sponding unitary connection along the loops 1 and τ is respectively determined by two
roots of unity a1, aτ of respective orders m1 and mτ such that lcm(m1,mτ ) = m. The
triple (a1, aτ , k) is obviously a formal invariant of the neighborhood. A complete set of
invariant is indeed provided in [11, Section 5.2], from which we borrow and adapt the
notation.
Set ϕk,ν = exp ( y
k+1
1+νyk
∂
∂y ). Let −m ≤ p < k with p ∈ mZ. Set k = mk′ and p =
mp′. Given P (z) =
∑p′
i=0 λiz
i a polynomial of degree p′ precisely (with the convention
that P vanishes identically if p′ = −1), define
(10.1) ωP := P (
1
ym
)
dy
y
, and gk,ν,P (y) :=
∫ y
0
[(aτϕk,ν)
∗
ωP − ωP ].
The group Zk′ of k′th roots of unity acts on the set of polynomials P as follows:
(10.2) (µ, P (z)) 7→ P (µ−1z)
Theorem 10.1. [11] Notations as above. There exist ν ∈ C and P ∈ C[z] of degree p′
exactly unique up to the Zk′ -action (10.2) such that (U,C) is formally equivalent to the
quotient of (U˜ , C˜) := (Cx × Cy, {y = 0}) by the group generated by
(10.3)
{
φ1(x, y) = (x+ 1 , a1y)
φτ (x, y) = (x+ τ + gk,ν,P (y) , aτϕk,ν(y))
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The pencil ωt = ω0 + tω∞ of closed 1-forms is generated by
(10.4) ω0 =
dy
yk+1
+ ν
dy
y
and ω∞ = dx− ωP .
Actually (see [11]), the case p′ = −1 (i.e ωP = 0) corresponds exactly to the existence
of a transverse fibration, given at the level of the formal normal forms described above
by ω∞ = dx. If in addition, k = ν = 0 (and necessarily m = 1) one recovers Serre’s
example. The case p′ = 0, i.e P = 1c , c ∈ C∗ is the constant polynomial, is covered by
Theorem 5.3 in loc.cit whereas p′ > 0 is covered by Theorem 5.4.
When m = 1, that is NC analytically trivial, one observes that φτ is the flow at time 1
of the holomorphic vector field
Xk,ν,P = X0 + τX∞
where
X0 =
yk+1
1 + νyk
∂
∂y
+ P (
1
y
)
yk
1 + νyk
∂
∂x
.
and
X∞ =
∂
∂x
are the dual vector fields of the pair (ω0, ω∞). we will denote by (Uk,ν,P , C) the corre-
sponding neighborhood. In the specific situation where k = 1, and then P = µ is constant,
we will use the notation (Uν,µ, C) and Xν,µ := X1,ν,P .
In the coordinates z = e2ipix and ξ = 1/y, the corresponding presentations are
(Uk,ν,P , C) := (C∗z × Cξ, {ξ =∞})/〈Fk,ν,P 〉
where Fk,ν,P = expXk,ν,P and Xk,ν,P = X0 + τX∞ with X0 = 1ξk+ν (−ξ ∂∂ξ +
2ipizP (ξ) ∂∂z ), X∞ = 2ipiz
∂
∂z . This can be directly borrowed from the presenta-
tion given in the (x, y) variable. For notational coherence and simplicity, we will set
Fν,µ = expXν,µ. Serre’s example is obtained by taking F0 := F0,0. We are now ready to
undertake the analytic classification.
10.2. Trivial normal bundle, Uedatype 1. Consider formal models (Uν,µ, C)
parametrized by (ν, µ) ∈ C2: (Uν,µ, C) = (C∗z × Cξ, ξ =∞)/〈Fν,µ(ξ, z)〉 where
Fν,µ = expXν,µ and Xν,µ = 1ξ+ν (−ξ ∂∂ξ + 2ipiµz ∂∂z ) + λz ∂∂z . From this description,
one easily gets that Fν,µ = Φν,µ−1 ◦ F0 ◦ Φν,µ where Φν,µ(z, ξ) = (zξ2ipiµ, ξ + ν log ξ).
Note that ϕ(ξ) = ξ + ν log ξ makes sense as a transformation of a germ of sector of the
form |ξ| >> 0 and arg ξ ∈]θ1, θ2[, θ2 − θ1 < 2pi and that ϕ−1(ξ) = ξ(1 + o(1)). Then
Φ−1ν,µ(z, ξ) = (z(ϕ
−1(ξ))−2ipiµ, ϕ−1(ξ)). Exactly as before, one can express the germ of
deleted neighborhoodUν−C as the deleted neighborhood of four lines via the multivaluate
function Πν,µ(z, ξ) = Π ◦ Φν,µ(z, ξ) = (ξ2ipiνe2ipiξ, z−1ξ−2ipi(µ+τν)e−λξ).
The multivalution of Πν,µ impose that U1 and U4 glue together by the linear cocy-
cle (X,Y ) → (e−4pi2νX, e4pi2(τν+µ)Y ). One can adapt without additional difficulty
the method detailed in Section 1.3 in the case ν = µ = 0 to produce infinitely many
analytic class constituted (up to equivalence) of elements of the form (Vϕ, C) where
ϕ = (ϕi,i+1, i ∈ Z4) ∼ ψ = (ψi,i+1, i ∈ Z4) is defined as before except that ϕ4,1 as
linear part (e−4pi
2ν , e4pi
2(τν+µ)). Note that we can realize arbitrary linear part of ϕ1,4 and
consequently all complex structures on neihborhood of 4-cycle of rational curves (demand-
ing that each rational curve is embedded with vanishing self-intersection).
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The construction of normalizing sectorial transformations maps is based the same idea:
resolution of an analytic families of difference equations followed by a standard fixed point
method which can be carried out using the analytic conjugation induced by Φν,µ over each
relevant sector Ii, i = 1, ..., 4 between F0,0 and Fν,µ. In particular, the collection of Vϕ
provides complete set of analytic moduli. This allows as before to describe the full analytic
moduli space. Concerning the construction of normalizing maps, we have to take here
into account the "wild" behaviour of Φν,µ along C represented by the term zξ2ipiµ. For
notational simplicity, we will set Φ := Φν,µ in the sequel. Let us explicit the modifications
needed: let (U,C) be formally equivalent to (Uν,µ, C). We want to show that (U,C) has
the form Uϕ.
One can suppose that (U,C) = (U˜ , C˜)/F where F (z, ξ) = Fν,µ(z, ξ)+(∆1,∆2) with
∆i = O(ξ
−N ) where N >> 0 is a positive integer sufficiently large and that there exists
a formal diffeomorphism of (U˜ , C˜), Hˆ(z, ξ) = (z + gˆ, ξ + hˆ), hˆ =
∑
n≥1 anξ
−n, gˆ =∑
n≥1 bnξ
−n where an, bn are entire functions on C˜ = C∗ such that
F ◦ Hˆ = Hˆ ◦ Fµ,ν .
One wants as before to replace Hˆ by an analytic function H , that is
(10.5) F ◦H = H ◦ Fµ,ν
defined on a suitable domain (analogous to that of Section 9.1) that we proceed to describe
now. One adopts the notation of loc.cit.
Consider the annulus Ca,b = {a ≤ |z−1| ≤ b}, a, b > 0, b > |q|−1a. Consider the
foliation defined by the level sets {Jν,µ = c} of Jν,µ = J ◦ Φν,µ = z−1ξ−2ipi(µ+τν)e−λξ
(recall that it corresponds to the fibration dY = 0 on a neighborhood ofL1 orL3 depending
on whether c is "small" or "big"). Let δ0 > 0 sufficiently small. For every 0 < δ ≤ δ0.
Note Sa,b,δ = {(z, ξ) ∈ C2| |Jν,µ(z, ξ)| < δ and z ∈ Ca,b}. For every complex number c,
0 < |c| < δ, consider Sc,a,b,δ = {Jν,µ = c} ∩ Sa,b,δ .
Note that
⋃
0<|c|<δ Sc,a,b,δ = Sa,b,δ and that Fν,µ(Sa,b,δ) ' S|q−1|a,|q−1|b,δ .
It is thus coherent to investigate the existence of a solution H of 10.5 on the domain
S′a,b,δ := Sa,b,δ ∪ Fν,µ(Sa,b,δ). Remark now that the conjugacy equation 10.5 can be
equivalently rewritten
FΦ ◦HΦ = HΦ ◦ F0
where FΦ = Φ◦F ◦Φ−1,HΦ = Φ◦H ◦Φ−1 ( the parameters (ν, µ) have been deliberately
omitted for the sake of clarity) . This amounts to determine HΦ on the domain Φ(S′a,b,δ).
To do this, note that in view of asymptotic behavior of ϕ and ϕ−1 described below, one
has FΦ = F0 + (∆1,Φ,∆2,Φ) where one can verifies that (∆˜1,Φ,∆2,Φ) = O( 1ξN ) where
λz∆˜1,Φ = ∆1,Φ.
We are looking for solution of the form HΦ = Id + (hΦ, gΦ). Here again, this can be
reformulated as
(10.6) hΦ ◦ F0 − hΦ = ∆2,Φ ◦HΦ
(10.7) gΦ ◦ F0 − qgΦ = ∆1,Φ ◦HΦ
First, we will still deal with the linearized equations. This can be reformulated as
(10.8) h ◦ F0 − h = ∆2
(10.9) g ◦ F0 − qg = ∆1
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where we have omit the subscript Φ for notational convenience.
In what follows, we will indeed provide a solution of 10.8 (hence also for 10.9 by the
usual transform involving ∆˜1) with "good estimates" on a domain of the form Φ(S′a,b,δ)
using a "leafwise" resolution with respect to the foliation defined by the levels of J . This
consists as before in solving a family of difference equations parametrized by the leaves
space in the variable ξ where the domains are slightly modified as explained now. For
every complex number c, 0 < |c| < δ, consider Sc,a,b,δ = {Jν,µ = c} ∩ Sa,b,δ and
Φ(Sc,a,b,δ) = {(z, ξ) = (c−1e−λξ, ξ)} where
ξ ∈ Dc,a,b = {ξ ∈ C : (log 1|c|+log a) ≤ <(λξ + 2ipiµ log (ϕ
−1(ξ))) ≤ (log 1|c|+log b)}
where a determination of the logarithm has been chosen in the sector in which we are
working, namely arg ξ ∈ I1.
The remaining part of the proof then follows mutatis mutandis the same line than before
by noticing that the equation
h ◦ F0 − h = ∆2
can be then rewritten as
(10.10) ϕc(ζ − λ)− ϕc(ζ) = ∆c(ζ)
where ζ = λξ, ϕc(ζ) = h(c−1e−ζ , ζλ ), ∆c(ζ) = ∆2(c
−1e−ζ , ζλ ).
We are then reduced to solve a family difference equations (the so-called homological
equations) in the "quasi" vertical strip
Stc = {ζ ∈ C : (log 1|c| + log a) ≤ <(ζ + 2ipiµ log (ϕ
−1(
ζ
λ
))) ≤ (log 1|c| + log b)}
depending analytically on the parameter c and we investigate the existence of a solution ϕc
on the domain Stc ∪ Stc − λ. This can be carried out by resolving equation 9.8 using the
same method (that is, essentially Cauchy formula) replacing accordingly the integration
along the vertical lines L−, L+ by l(ζ) = A,B where l(ζ) = <(ζ + 2ipiµ log (ϕ−1( ζλ ))).
One also obtain in a similar way the same kind of estimates imposing the uniqueness of
the solution. This allows by the fixed point method detailed in the previous section to
solve the conjugation equation under the forms 10.6 and 10.7 on the relevant domains and
finally exhibit a conjugacy sectorial transformation solution of 10.5 H = Φ−1 ◦HΦ ◦ Φ,
well defined as a section of G1 over I1 and having Hˆ as asymptotic expansion. One can
analogously construct conjugacy maps on the other sectors.
10.3. Trivial normal bundle, finite Ueda type. Still using the formal classification of
[11] as recalled in 10.1, one can investigate, without any further fundamental change, the
analytic classification of neighborhood of elliptic curves with arbitrary finite Ueda’s type.
For the sake of simplicity, we will first focus on the case where the normal bundleNC of C
is analytically trivial. The formal normal forms (Uk,ν,P , C) are parametrized by the triple
(ν, k, P ) where ν is a complex number, k ∈ N>0 is the Ueda type P is a polynomial map
of one indeterminate of degree < k uniquely defined modulo a certain action of the kth
roots of unity on the coefficients of P as described in 10.1.
Following 10.1, one has Fk,ν,P = Φ−1 ◦ F0 ◦ Φ where Φ(z, ξ) = (ze
∫ 2ipiP (ξ)dξ
ξ , ξ
k
k +
ν log ξ) and consequently Φ−1(z, ξ) = (ze−Q(ϕ
−1(ξ)), ϕ−1(ξ)), where ϕ(ξ) = ξ
k
k +
ν log ξ and Q(ξ) =
∫ 2ipiP (ξ)dξ
ξ . Note that Φ and Φ
−1 make sense as univalued func-
tions on sectors (with respect to the ξ variable) of opening < 2pi and that their expressions
depend on the choice of the determination of log ξ. Moreover ϕ−1(ξ) = k
1
k ξ
1
k + o(|ξ| 1k ).
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Let us choose 4 intervals I0i , i = 1, ..., 4 such that kI
0
i = Ii with non empty over-
laps I0i ∩ I0i+1, i = 1, 2, 3. Set I li = I0i + 2lpik , l = 0, ..., 3. The application
Πk,ν,P (z, ξ) := Π ◦ Φ(z, ξ) = (e 2ipiξ
k
k ξ2ipiν , z−1eP1(ξ)ξ−λν−2ipia0), where a0 is the con-
stant term of P and P1 is the degree k polynomial
∫ −2ipi(P (ξ)−a0)dξ
ξ −λ ξ
k
k , maps the germ
of transversely sectorial domain of opening I li (which is Fk,ν,P invariant) onto the germ
of deleted neighborhood of Li. The full picture is thus obtained by taking the successive
family of sectors with consecutive overlaps (I01 , ..., I
0
4 , I
1
1 , ..........., I
k−1
1 , ...., I
k−1
4 ) and
their corresponding system of transversal sectorial neighborhoods. This defines a cover of
the deleted neighborhhood Uk,ν,P − C equipped with a system of semi-local charts de-
fined by Πk,ν,P . If one follows the cyclic order defined by the succession of overlapping
sectors, one conclude that this deleted neigborhood can be represented the deleted neigh-
borhood of a cycle (Lli) of 4k rational curves of zero type, namely the image under Πk,ν,P
of these sectors . The neighborhood of Lli is equipped with the standard coordinate system
of Vi (neighborhood of Li in P1 × P1 and the complex structure of the total neighborhood
is determined by trivial glueings along the axis except for the germ of axis determined
by (L01 ∩ Lk−14 , L01, Lk−14 ) where identification is made by the monodromy L of Πk,ν,P
which is given by the linear diagonal map (X,Y )→ (e−4pi2νX, e4pi2(τν+a0)Y ).
Concerning the construction of normalizing maps, let us explicit as before the modi-
fications needed: let (U,C) be formally equivalent to (Uν,µ, C). We want to show that
(U,C) has the form Uϕ where ϕ consists in a collection ϕli,i+1 of 4k germs of glueing
biholomorphisms ϕli,i+1 localized at the axis (L
l
i ∩ Ll+ε(i)i+1 , Lli, Ll+ε(i)i+1 ), ε(i) = δi4, all
tangent to identity except the last one ϕk−14,1 havingL as linear part.
One can suppose that (U,C) = (U˜ , C˜)/F where F (z, ξ) = Fk,ν,P (z, ξ) + (∆1,∆2)
with ∆i = O(ξ−N ) where N >> 0 is a positive integer arbitrarily large and that there ex-
ists a formal diffeomorphism of (U˜ , C˜), Hˆ(z, ξ) = (z+ gˆ, ξ+ hˆ), hˆ =
∑
n≥1 anξ
−n, gˆ =∑
n≥1 bnξ
−n where an, bn are entire functions on C˜ = C∗ such that
F ◦ Hˆ = Hˆ ◦ Fk,ν,P .
One wants as before to replace Hˆ by an analytic function H , that is
(10.11) F ◦H = H ◦ Fk,ν,P
defined on a suitable domain (analogous to that of Section 9.1) that we proceed to describe
now. One adopts the notation of loc.cit without systematically mentioning the parameters
(k, ν, P ).
As before, we will just detail the construction of a normalizing conjugation map on the
germ of transversal sectorial domain determined by I l1 where l ∈ [[0, k−1]] has been fixed.
Consider the annulus Ca,b = {a ≤ |z−1| ≤ b}, a, b > 0, b > |q|−1a. Consider the foliation
defined by the level sets {Jk,ν,P = c} ∩ {arg ξ ∈ I l1} , c "small" of Jk,ν,P = J ◦ Φ =
z−1eP1(ξ)ξ−λν−2ipia0) = z−1e−λ(
ξk
k +R(ξ)) where R(ξ) = 2ipiλ (
∫ P (ξ)dξ
ξ +
λν
2ipi log ξ) =
o(ξk) is somehow negligible with respect to ξk. It corresponds to the fibration dY = 0
on a neighborhood of Ll1. Let δ0 > 0 sufficiently small For every 0 < δ ≤ δ0. Note
Sa,b,δ = {(z, ξ) ∈ C2| |Jk,ν,P (z, ξ)| < δ, z ∈ Ca,b, arg ξ ∈ I l1}. For every complex
number c, 0 < |c| < δ, consider Sc,a,b,δ = {Jk,ν,P = c} ∩ Sa,b,δ
Note that
⋃
0<|c|<δ Sc,a,b,δ = Sa,b,δ and that Fk,ν,P (Sa,b,δ) ' S|q−1|a,|q−1|b,δ .
It is thus coherent to investigate the existence of a solution H of 9.3 on the domain
S′a,b,δ = Sa,b,δ ∪ Fν,µ(Sa,b,δ). Remark now that the conjugacy equation 10.11 can be
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equivalently rewritten
FΦ ◦HΦ = HΦ ◦ F0
where FΦ = Φ ◦ F ◦ Φ−1, HΦ = Φ ◦ H ◦ Φ−1. This amounts to determine HΦ on the
domain Φ(S′a,b,δ).
To do this, note that in view of asymptotic behavior of ϕ and ϕ−1 described below, one
has FΦ = F0 + (∆1,Φ,∆2,Φ) where one can verifies that (∆˜1,Φ,∆2,Φ) = O( 1ξN ) setting
z∆˜1,Φ = ∆1,Φ.
We are looking for solution of the form HΦ = Id + (hΦ, gΦ). Here again, this can be
reformulated as
(10.12) hΦ ◦ F0 − hΦ = ∆2,Φ ◦HΦ
(10.13) gˆΦ ◦ F0 − qgΦ = ∆1,Φ ◦HΦ
First, we will still deal with the linearized equations This can be reformulated as
(10.14) h ◦ F0 − h = ∆2
(10.15) g ◦ F0 − qg = ∆1
where we have omit the subscript Φ for notational convenience.
In what follows, we will indeed provide a solution of 10.14 (hence also for 10.15 by
the usual transform) with "good estimates" on a domain of the form Φ(S′a,b,δ) using a
"leafwise" resolution with respect to the foliation defined by the levels of J . This consists
as before in solving a family of difference equations parametrized by the leaves space in the
variable ξ where the domains are slightly modified as explained now. For every complex
number c, 0 < |c| < δ, consider Sc,a,b,δ = {Jk,ν,P = c} ∩ Sa,b,δ and Φ(Sc,a,b,δ) =
{(z, ξ) = (c−1e−λξ, ξ)} where
ξ ∈ Dc,a,b = {ξ ∈ C : (log 1|c| + log a) ≤ <(λξ +Q(ϕ
−1(ξ)) ≤ (log 1|c| + log b)}
where a determination of the logarithm has been chosen in the sector in which we are
working, namely arg ξ ∈ I1. Note also that Q(ϕ−1(ξ)) = o(ξ) and consequently the
middle term in the above inequation "behaves" like <(λξ). The remaining part of the proof
then follows mutatis mutandis the same line than before by noticing that the equation
h ◦ F0 − h = ∆2
can be then rewritten as
(10.16) ϕc(ζ − λ)− ϕc(ζ) = ∆c(ζ)
where ζ = λξ, ϕc(ζ) = h(c−1e−ζ , ζλ ), ∆c(ζ) = ∆2(c
−1e−ζ , ζλ ).
We are then reduced to solve a family difference equations (the so-called homological
equations) in the "quasi" vertical strip
Stc = {ζ ∈ C : (log 1|c| + log a) ≤ <(ζ −R(ϕ
−1(
ζ
λ
))) ≤ (log 1|c| + log b)}
depending analytically on the parameter c and we investigate the existence of an solution
ϕc on the domain Stc ∪ Stc + λ. This can be carried out by resolving equation 9.8 using
the same method (that is, essentially Cauchy formula) replacing accordingly the integra-
tion along the vertical lines L−, L+ by l(ζ) = A,B where l(ζ) = <(ζ −R(ϕ−1( ζλ ))).
One also obtain in a similar way the same kind of estimates imposing the uniqueness of
the solution. This allows by the fixed point method detailed in the previous section to
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solve the conjugation equation under the forms 10.6 and 10.7 on the relevant domains and
finally exhibit a conjugacy sectorial transformation solution of 10.5 H = Φ−1 ◦HΦ ◦ Φ,
well defined as a section of G1 over I1 and having Hˆ as asymptotic expansion. One can
analogously construct conjugacy maps on the others sectors.
10.4. Torsion normal bundle, finite Ueda type. Recall that the elliptic curve is regarded
as the quotient C = C/Z ⊕ τZ. With the notations of 10.1, let (Um1,mτ , Cm1,mτ ) be the
minimal covering trivializing the normal bundle. That is
(Um1,mτ , Cm1,mτ ) = (Cx × Cy, {y = 0})/〈φm11 , φmττ 〉.
Note that, as an effect of this Z/m1 × Z/mτ cover, the modulus of the elliptic curve
changes and more precisely Cm1,mτ is determined by the lattice 〈m1,mττ〉.
An easy calculus yields
(10.17)
{
φm11 (x, y) = (x+m1 , y)
φmττ (x, y) = (x+mττ +
∫ y
0
[(ϕk,ν
◦mτ )∗ωP − ωP ] , ϕk,ν◦mτ (y))
And conjugating by the transformation α : (x, y) → ( xm1 , ay), where a = mτ
1
k , one
can reduce to the simplest and usual normal formal form
(Um1,mτ , Cm1,mτ ) ' (Cx × Cy, {y = 0})/(F1, Fτ )
where F1(x, y) = (x + 1, y), Fτ (x, y) = (x + mτm1 τ + hk,ν′,P ′(y), ϕk,ν′(y)), ν
′ = νmτ ,
P ′(z) = P (z
m)
m1
hk,ν′,P ′(y) =
∫ y
0
[ϕ∗k,ν′ωP ′ − ωP ′ ]. Note that P ′ is uniquely defined up to
the action decribed in 10.2, depending of the choice of a.
If one adopts the presentation in the variable (z, ξ) this corresponds to the neighbor-
hood labeled identically in the previous paragraph (except that C is replaced by its cover)
which contains the foliation defined by the levels of Jk,ν′,P ′ = ze−λ
′( ξ
k
k +R(ξ)) where
R(ξ) = 2ipiλ′
∫ P ′(ξ)dξ
ξ +
λ′ν′
2ipi log ξ and λ
′ = 2ipimτm1 τ and whose presentation as a quo-
tient is given by (C∗z × Cξ, {ξ = ∞})/〈Fk,ν′,P ′〉 where Fk,ν′,P ′ = expXk,ν′,P ′ and
Xk,ν′,P ′ =
1
ξk+ν′ (−ξ ∂∂ξ+2ipizP ′(ξ) ∂∂z )+λ′z ∂∂z . This gives a description of the (deleted)
neighborhood of the elliptic curve and the (deleted) neighborhood of 4k rational curves of
zero type. In order to recover the structure of the original neighborhood (U,C), we have
to determine the identifications induced by the deck transformation group of order m of
the finite cover generated by φ1 and φτ in the (x, y) coordinates, which acts by "sectorial
permutation". There are explicitely given in the (z, ξ) coordinates by the group generated
by (z, ξ) → (e−2ipim1 z, a1ξ) and (z, ξ) → exp Xk,ν′,P ′mτ . At the level of the neighborhood
of rational curves, these symmetries act on the collection of 4k single neighborhood by
permutations and we eventually end up with a neighborhood of 4k′ rational curves of zero
type.
11. SL2(Z) ACTION
One could retrieve an analogue description of the analytic moduli space starting from
another symplectic parametrisation, changing accordingly the sectorial domain. As it is not
fundamental for our purpose, we just indicate heuristically and without entering into more
details the effects of this transformation in terms of neighborhood of four lines on some
examples. The most simple one is associated to the matrix M1 =
(
0 1
1 0
)
asssociated to
the biholomorphism ϕM1(X,Y ) = (Y,X). In this case, if one starts from a configuration
Vϕ, the corresponding picture for the reparametrization ϕM1 ◦ Π (given in Section ??
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consists in permuting the glueing cocycle by ϕM1 . Indeed, as one can easily check, the
original cocycle (ϕi,i+1) ∈ U˜4 is transformed into (ψi,i+1), where ψ4,1 = ϕM1 ◦ ϕ1,4 ◦
ϕM1
−1, The reparametrization associated to the matrix M ′ =
(
1 1
0 1
)
is more intricate,
due to the birational nature of ϕM ′ . The neighborhood Vϕ is modified to give rise to a
new neighborhoodW of four lines of zero self-intersection E1, L2, E2, L4 by blowing-up-
contraction according to the process described in Fig. 2. Those neighborhood are hence
bimeromorphically equivalent but not analytically in general. Following Savelev [21], the
neighborhood of each individual line L is a product L× (C, 0). Consequently, the analytic
structure ofW is encoded in glueing cocycles ϕ′i,i+1 defined by germs of biholomorphisms
at pi,i+1.In fact, there is no obvious way to express all these cocycles (corresponding to
the M ′ parametrization) in terms of ϕi,i+1. This explain below where we detail more
thoroughly this construction.
The corresponding reparametrization is defined by ϕM ′(X,Y ) = (XY, Y ) =
(ze−λ
′ξ, ze−λξ) where λ′ = 2ipi(τ − 1). In particular,pi2 < arg λ < arg λ′ < 3pi2 . So, the
role which was played by the intervals Iij , Ii in 3.2 is played here by I ′ij , I
′
i whith corre-
sponding labels. More explicitely, I ′i = Ii for i = 1, 3, I2
′ =]pi2 − arg(λ′), 3pi2 − arg λ′[,
I ′4 =]
3pi
2 −arg(λ′), 5pi2 −arg λ′[ and I ′ij = Ii′∩I ′j . By assumption, there exists F a biholo-
morphism of ((˜U, C˜) and hi ∈ G1(Ii), h′i ∈ G1(I ′i) with hˆi = ĥ′i independant of i such
that F = hi ◦F0 ◦hi−1 = h′i ◦F0 ◦h′i−1. This implies that in restriction to Ji := Ii∪I ′i+1,
one can write h′i = hi ◦ gi where gi ∈ G∞[F0](Ji). Note that for i = 1, 3, one can choose
gi = Id. Set hi,i+1 = hi ◦ hi+1−1, h′i,i+1 = h′i ◦ h′i+1−1. Those are cocycles associated
repectively to the "trivial" parametrization ϕId and to ϕM ′ . They are both related through
the equality
h′i,i+1 = gi
−1 ◦ hi,i+1 ◦ gi+1
which holds on the intersections Ii,i+1 ∩ I ′i,i+1. Let Vϕ, Vϕ′ the respective neighboroods
of the cycle of four line associated to these parametrizations. According to Fig.??, one
pass to Vϕ to V ′ϕ by first blowing-up p1,2 and then contracting L1 and L3. Consider the
corresponding cocycles, also denoted by ϕ, ϕ′ at the level of the blow-up manifold and let
Gi the local transformation induced by gi. We have represented their domain of definition
on the picture below (Fig.2).
We may have in mind that each transformation preserves normal crossing whenever
defined and are tangent to identity at the intersection points. Conversely, these picture can
be helpful to recover the cocycle ϕ′ from ϕ. Indeed, the neighborhood of L1 ∪ L2 (these
curves being considered as −1 rational curves) is analytically rigid. This is for instance
due to the fact that the contraction of L1 gives rise to a 0-type neighborhood of L4 which is
isomorphic to P1 × (C, 0). This rigidity allows to claim the existence of ϕ′1,4 and G4 such
that ϕ′4,1 = G4
−1 ◦ϕ4,1 (adjusting if necessary by the automorphism group of P1× (C, 0)
to impose the prescribed behavior at normal crossings). One can exhibit similarly ϕ′2,3 and
G2 such that ϕ′2,3 = G2
−1 ◦ ϕ2,3. Hence ϕ′1,2 = ϕ1,2 ◦ G2 and ϕ′3,4 = ϕ3,4 ◦ G4 are
automatically defined on the right domains.
Note that by combining these "elementary" operations associated to M1 and M ′, one
can recover geometrically the corresponding analytic class (in terms of neighborhood of
four lines) for any symplectic parametrization.
We thus inherit in this way from an action of GL(2,Z) on U˜4. For this action, Ev-
ery g belonging to the stabilizer of Vϕ gives rise to a bimeromorphic transformation ρ(g)
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FIGURE 2. Base change M ′
of Vϕ uniquely defined modulo the group Z(ϕ). We will denote by Bir(Vϕ) the group
generated by the ρ(g)’s g ∈ Stab(Vϕ) and Z(ϕ). It is isomorphic to a subgroup of
Bir(Vid) = ˜Iso0(V ) o GL(2,Z) (where Id is the trivial cocycle). Moreover Z(ϕ) is a
normal subgroup in it and the quotient Bir(Vϕ)/Z(ϕ) is isomorphic to Stab(Vϕ). It seems
difficult to describe the possible values of Bir(Vϕ). It is very likely that this group is trivial
in general.
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