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Abstract—The spectral signatures of the materials contained in
hyperspectral images (HI), also called endmembers (EM), can be
significantly affected by variations in atmospheric, illumination
or environmental conditions typically occurring within an HI.
Traditional spectral unmixing (SU) algorithms neglect the spec-
tral variability of the endmembers, what propagates significant
mismodeling errors throughout the whole unmixing process and
compromises the quality of its results. Therefore, large efforts
have been recently dedicated to mitigate the effects of spectral
variability in SU. This resulted in the development of algorithms
that incorporate different strategies to allow the EMs to vary
within an HI, using, for instance, sets of spectral signatures
known a priori, Bayesian, parametric, or local EM models. Each
of these approaches has different characteristics and underlying
motivations. This paper presents a comprehensive literature
review contextualizing both classic and recent approaches to solve
this problem. We give a detailed evaluation of the sources of spec-
tral variability and their effect in HI spectra. Furthermore, we
propose a new taxonomy that organizes existing work according
to a practitioner’s point of view, based on the necessary amount
of supervision and on the computational cost they require. We
also review methods used to construct spectral libraries (which
are required by many SU techniques) based on the observed HI,
as well as algorithms for library augmentation and reduction.
Finally, we conclude the paper with some discussions and an
outline of possible future directions for the field.
I. INTRODUCTION
Hyperspectral (HS) cameras are able to sample electromag-
netic spectra at hundreds of contiguous wavelength intervals.
The high spectral resolution of hyperspectral images (HI)
makes them an important tool for the precise identification
and discrimination of different materials in a scene. HIs
contribute significantly to different fields and are now at the
core of a vast number of applications such as space explo-
ration [1], land-use analysis, mineral detection, environment
monitoring, field surveillance [2], [3], disease diagnosis and
image-guided surgery [4].
Notwithstanding the advantages brought forth by their high
spectral resolution, hyperspectral cameras operate on a delicate
trade-off between spatial resolution and signal-to-noise ratio
(SNR). This happens since the light observed at the sensor
is decomposed into several spectral bands, which in turn
demands the pixel size to be large enough to attain an
acceptable SNR. When combined with a large target-to-sensor
distance, which is common in many applications, this leads
to images with low spatial resolution [5]. The limited spatial
resolution of HIs means that each image pixel is actually
a mixture of P different pure materials, whose spectra are
termed endmembers (EM), present in the scene [6]. This
mixing process conceals important information about the pure
materials and their distribution in an HI. Spectral unmixing
(SU) aims to solve this problem by decomposing an HI into
the spectral signatures of the endmembers and their fractional
abundance proportions for each pixel [7].
The simplest and most widely used model to represent the
interaction between light and the EMs in the scene is the
Linear Mixing Model (LMM) [6], which represents a given
nth pixel yn with L spectral bands as:
yn =M0 an + en, subject to 1
>an = 1 and an ≥ 0 (1)
where M0 = [m0,1, . . . , m0,P ] is an L × P matrix whose
columns are the P endmembers, an is a vector containing
the abundances of every endmember in the pixel n and en is
an additive noise vector. Traditionally, the LMM assumes that
the signatures M0 of the pure materials are the same for all
pixels yn, n = 1, . . . , N in the HI. Although this assumption
leads to a well-posed and computationally simpler framework,
it limits the applicability of the LMM since it can jeopardize
the accuracy of estimated abundances in many circumstances
due to the spectral variability of the endmembers.
A. Spectral variability in SU
Spectral variability is an effect commonly observed in many
scenes in which the spectral signatures of the pure, constituent
materials vary across the observed HI. It can be caused, for
instance, by variable illumination and atmospheric conditions.
Variability can also be intrinsic to the very definition of
a pure material, such as signatures of a single vegetation
species varying significantly due to different growing and
environmental conditions [8], [9].
In this context, the use of a single matrix M0 for all pixels
in the LMM (1) leads to problems such as proportion inde-
terminacy, where errors in the estimation of the endmember
spectra at each pixel propagate to the estimated abundances.
This results in erroneous abundance estimation and in the
selection of too many endmembers to represent the spectrum
of each pixel yn [8]–[10]. Due to the significant impact of
endmember variability on abundance estimation quality, a lot
of effort has recently been dedicated to develop algorithms that
are able to obtain better abundance estimates in this scenario.
The most general form of the LMM considering spectral
variability generalizes (1) to allow for a different endmember
matrix for each pixel, resulting in:
yn =Mn an + en, subject to 1
>an = 1 and an ≥ 0 (2)
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2for n = 1, . . . , N , where Mn ∈ RL×P is the n-th pixel
endmember matrix.
In its most general form, the SU problem considering
spectral variability aims to recover both the abundances and
the variable endmember signatures of each HI pixel. A more
restrained approach adopted by some methods is to just miti-
gate the adverse effects of spectral variability in the abundance
estimation. A lot of interest has been recently devoted to
this problem, giving rise to several algorithms with different
underlying motivations and characteristics.
Existing SU solutions are based on different approaches to
model Mn in (2) to account for endmember spectral variabil-
ity while keeping the resulting SU problem tractable. These
include Bayesian, parametric, or spatially localized models,
as well as the use of libraries containing different instances of
material spectra known a priori. This multiplicity of models
gives rise to solutions presenting different advantages and
disadvantages in terms of computational complexity, accuracy
and amount of user supervision.
B. Contribution, taxonomy and organization
Three review papers have already been published on end-
member variability in spectral mixture analysis [8], [9], [11].
Paper [9] presented an overview of the problem and a de-
scription of the earliest approaches to solve it from a more
experimental perspective, consisting of the early library-based
algorithms and spectral transformation techniques. A second
review [8] proposed to divide the methods according to two
main strategies adopted to represent the endmembers, namely,
as sets of spectral signatures or as statistical distributions.
More recent works in the same vein [11], [12] have also men-
tioned deterministic parametric representations for the end-
members, which gained popularity in the past few years. These
papers, however, do not provide a comprehensive overview
of existing methods to solve this problem. Moreover, a large
number of solutions have been recently developed to address
this problem which were not discussed or contextualized in
these reviews.
The contributions of this paper are the following. First, we
make an up-to-date and comprehensive review of the methods
developed to solve the SU problem with EM variability. We
encompass and contextualize both the classic strategies that
have been reviewed before as well as recent developments
in the field. Second and most importantly, we propose a
different taxonomy to organize the existing techniques accord-
ing to a practitioner’s point of view, based on the amount
of supervision and the computational complexity required to
solve the SU problem. We summarize this idea in the form
of a decision tree, shown in Fig. 1, which also dictates the
organization of the rest of the paper. We start from whether
a spectral library is known a priori or not, and proceed to
different families of methods based on the trade-offs they offer
regarding quality, supervision and computational cost. Third,
we describe existing approaches to both construct, augment
and reduce the size of libraries of spectral signatures, which
are required by many SU methods.
The paper is organized as follows. In Section II we present a
detailed overview of the physical effects that originate spectral
variability and their effects on the HI. In Section III, we
review the SU methods accounting for spectral variability that
use spectral libraries. In Section IV, we describe the "blind"
methods that do not require EM signatures to be known a
priori. We then discuss the construction and pruning of spectral
libraries in Section V. Finally, we conclude the paper in
Section VI with some discussion and conclusions about the
existing methods and future research directions.
II. ORIGINS OF SPECTRAL VARIABILITY
The variability in the spectral signatures occurs mainly due
to (a) atmospheric effects, (b) illumination and topographic
changes, and (c) intrinsic variation of the spectral signatures
of the materials (i.e., due to physico-chemical variations). In
the following, we review each of these effects and comment
on their influence on the endmembers in the mixing model.
A. Atmospheric effects
One of the main sources of spectral variability is the
interference by the atmosphere when measuring ground re-
flectance. Atmospheric gases (such as O3, O2, CH4, CO2,
etc.), aerosols and, most prominently water vapor, absorb
significant amounts of radiation, while other molecules and
aerosols scatter incoming light [13]. These effects have an
impact on the radiance measured at the sensor, which can
become significantly different than that corresponding to the
desired ground reflectance. Atmospheric absorption from gases
is also heavily wavelength dependent, whereas aerosol ab-
sorption varies smoothly in spectra. These effects must be
compensated to achieve an accurate characterization of surface
reflectance.
Atmospheric compensation models can be roughly divided
into statistical (empirical) and physics-based models [13]. Sta-
tistical models are based on additional information about the
atmospheric influence, usually obtained by means of reference
objects or calibration panels in the scene. This information is
used to find a relationship (e.g., linear) between the radiances
observed at the sensor and at the surface of the scene [13].
This results in a gain and an offset factor for each spectral
band, which are then uniformly applied to every image pixel
to compensate for the atmospheric effects [13]. Sometimes,
when a reference object is not present in the scene, naturally
occurring objects can be employed as reference spectra, most
commonly consisting of smooth bodies of water, which exhibit
low reflectance and can be considered as dark objects [5]. The
downsides of this approach are that the true reflectance of a
reference object must be accurately known, and that it does not
account for the spatial variability of the distribution of gases
and aerosols. This variability can be very significant, and thus
can introduce spatially-dependent residual atmospheric effects.
A classical example of statistical methods is the empirical line
method (ELM) [5].
Physics-based models, on the other hand, are robust alter-
natives to empirical methods which do not assume additional
information about the scene to be known. These methods are
currently mature and widely used, addressing the limitations
of empirical methods by employing a rigorous model that
3Figure 1. Decision tree for hyperspectral unmixing considering spectral variability.
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Figure 2. Illustration of the effects of the atmosphere on the acquired HI.
The sources of radiation are represented by (a) light directly reflected by the
atmosphere to the sensor, (b) light scattered by the atmosphere and reflected
by the ground, (c) light directly reflected by the ground and (d) light reflected
by surrounding regions on the ground and then scattered to the sensor.
explicitly describes the absorption and scattering effects due
to atmospheric gases and aerosols [14]. Popular examples
include the Atmospheric Removal (ATREM) and the Fast
Line-of-Sight Atmospheric Analysis of Spectral Hypercubes
(FLAASH) algorithms [13].
Assuming a ground terrain illuminated by the sun, the light
incident on a pixel in the sensor can be roughly characterized
by four sources: solar radiation directly reflected off the
ground, light directly reflected off the atmosphere into the
sensor, light scattered by the atmosphere and reflected off
the ground, and light that is reflected off surrounding regions
on the ground and then scattered before reaching the sensor
(constituting the adjacency effect) [15], [16]. These effects are
illustrated in Fig. 2. A model for the reflectance at the sensor
ysensor is given by [13]:
ysensor = yatmTg +
ysTgT↓T↑ + (yavg − ys)TgT↓T↑r
1− yavgs (3)
where ys is the surface reflectance, Tg is the gaseous trans-
mittance, yatm the reflectance of the atmosphere, T↓ and
T↑ are the upward and downward scattering transmittances,
r is the ratio between diffuse and total transmittance for
the ground-to-sensor path, s is the spherical albedo of the
atmosphere, and yavg is the average surface reflectance in a
region around a pixel, which is used to account for scattering
(adjacency) effects [13].
Physics-based atmospheric correction algorithms then try to
obtain the ground reflectance ys from the at-sensor reflectance
ysensor by solving (3). In the overall working of these algo-
rithms the first step for atmospheric compensation consists in
retrieving the atmospheric parameters necessary to represent
the quantities in (3), mainly consisting of aerosol description
(visibility and type of aerosol) and amount of water vapor
for each pixel [17]. They are typically based on variations
of the so-called three-band ratio technique, which is an im-
portant step used to quantify the amount of water vapor for
each pixel. The three-band ratio technique basically compares
ratios of radiances measured near the edges of a number
of spectral wavelengths which are known to present heavy
water-vapor absorption (e.g., at around 0.91 µm, 0.94 µm
and 1.14 µm), using this information to derive the column
water vapor information for each pixel [5], [18]. After the
4necessary parameters have been estimated, (3) can be solved
for the ground reflectance and an optional post-processing step
can be employed (called spectral polishing) to remove artifacts
from the correction process [17].
Physics-based models can represent and account for the
interaction between solar radiation and the atmosphere very
accurately. However, for this accuracy to translate into mean-
ingful surface reflectance estimates, these models require
precise information about atmospheric properties, which are
very difficult to obtain in practice. This is specially true
for scattering and absorption by aerosols, which are hard
to characterize accurately due to their spatial and temporal
variability [19]. Inaccuracies in the estimation of these pa-
rameters (which include the atmospheric visibility, aerosol
model type and an atmospheric model) introduce errors in
the retrieved surface reflectance spectra that can be significant
and spectrally non-uniform [20].
Furthermore, unlike water vapor compensation, which is
performed on a pixel-by-pixel basis, most methods assume
that individual aerosol and gas concentrations are uniform
across the scene (resulting in a single transmittance spectrum
being computed for each gas) [17], [20]. While this is true
for some gases (such as NH4, O2, CH4, CO2, etc.) that
are fairly constant in the atmosphere [18], it is far from
true for aerosols, which may show significant variation in
space [21], [22]. Aerosol concentration can vary depending on
the environment (e.g., in large cities and rural areas), and thus
must be informed by the user to the existing algorithms [18].
Moreover, standard aerosol types often do not adequately
represent the scene being processed, leading to inaccuracies in
the retrieved spectra [23]. Furthermore, experimental studies
have found that aerosol optical thickness has a significant
spatial variability within a single scene [21], [24] and is often
correlated with cloud concentrations [24].
Some work attempted to estimate aerosol optical thickness
for smaller patches of the image individually using shadow
detection results [25], which depends on the presence of a
large number of shadowed pixels. However, acquiring precise
data for an accurate and possibly spatially variable atmospheric
correction is generally difficult, which means that the results
of common atmospheric compensation methods can be subject
to significant errors [21]. For instance, a number of studies
have investigated the residual errors in surface reflectance data
after the application of atmospheric compensation methods
by comparing the processed results with in situ data or
using simulations. These studies found that generally there
is still an appreciable error in the retrieved reflectances. As
an example, errors in the retrieved reflectance by atmospheric
corrections due to the spatial variability of aerosol optical
thickness over southern England were found to be of up to
1.7%, with 5% errors in the normalized difference vegetation
index (NDVI) [21]. This can be significant for practical
applications, as it corresponds to errors of up to 30% in
biomass production estimates [21], [26]. Furthermore, standard
methods for column water vapor retrieval loose accuracy when
the aerosol optical thickness is high, leading to errors of up
to 10% if aerosol effects are not properly compensated [27].
Note that experimental measurements in a water quality man-
agement application found significant differences between the
true and retrieved spectral responses. Errors of up to 15%
in reflectance spectra were found, more prominently concen-
trated in short (<450 nm) and long (>750 nm) wavelength
intervals [28]. Another study evaluated a number of physics-
based atmospheric correction methods in an experiment for a
playa and canola target and found that although the average
relative differences were moderate, ranging between 0.023
and 0.042, larger deviations of up to 0.12 occurred in the near-
infrared region [29]. A study with simulated data found that
incorrectly supplying input parameters to the model used in
the FLAASH algorithm can lead to considerable errors in the
retrieved reflectance, with an absolute difference of up to 0.11,
and a strong sensitivity to moisture/optical depth (visibility)
errors [20]. Also, very large errors can be introduced by
a bad specification of the aerosol model type, with higher
errors generally present in short wavelengths where scattering
processes are most significant [20].
The influence of uncertainties in column water vapor and
aerosol optical depth specification on SU was investigated
in [22] (given their influence in the retrieved reflectances).
The performance degradation was found to be more severe in
abundance than in reflectance estimation, with degradation of
up to 30% in high scattering conditions. The results were more
severely affected due to uncertainties in water vapor amount
than in aerosol optical thickness, although the latter showed a
strong influence on the quality of the reconstructed abundance
maps when the endmembers were spectrally similar.
Finally, it is interesting to highlight that two characteristics
were noticed from these studies. First, the errors in the
retrieved reflectances are fairly non-uniform in spectral bands,
with large spikes often concentrated near bands where there is
significant gas/water absorption [20], [22]. Second, errors due
to bad aerosol specification are quite significant in short wave-
lengths (450nm-750nm), where they are concentrated [20],
[28]. All these effects are illustrated in Fig. 3.
Figure 3. Illustration of variability caused by atmospheric effects.
B. Illumination and topographic effects
Varying illumination conditions are one of the main sources
of spectral variability in spectral mixture analysis [30]. Illumi-
nation changes are mainly due to two effects: varying terrain
topography, which affects the angles of the incident radiation,
and occlusion of the light source by other objects (leading to
shaded areas).
A number of work handled the presence of heavily shaded
areas by considering the presence of an additional endmember
5representing shadow [31]–[37]. Although this approach is very
simple, its effectiveness is certainly limited since a single
spectral signature can be insufficient to adequately represent
all pixels affected by shadow [38]. For instance, there might by
many shadow endmembers since shadows in different regions
of the image are influenced by both the material that is being
shaded and by the absorption properties of the material that is
blocking the light, what might lead to significantly different
spectral signatures [39]. Furthermore, besides presenting a
lower reflectance amplitude, the shadow EM is also usually
significantly affected by nonlinear atmospheric scattering and
multipath effects, since these areas are illuminated by a large
proportion of diffuse irradiance scattered by the atmosphere
(i.e., skylight) and by other nearby objects. This implies
that the shadow endmember is sensitive to the state of the
atmosphere and can vary significantly in space depending on
the amount of scattered light being reflected from the sky at
each position [40], [41].
When illumination predominantly comes from scattered
radiation, the spectrum not only presents a lower amplitude
but is also skewed to short (e.g., blue) wavelengths [42],
[43]. This means that the signal amplitudes in the shorter
(blue) wavelengths are considerably larger than in the rest of
the spectra [43].
Furthermore, since the shadow spectral signature is a func-
tion of diffuse illumination, it depends on the neighboring
image area (where the skylight is scattered) [43] and on the
cloud cover. Moreover, variations of ground reflectance may
not be easily discernible from atmospheric effects since both
effects are observed jointly and are not easily separable [43].
These facts introduce a strong dependence of the shadow
signature to the spatial position, and go against the common
notion that shadow endmembers can be adequately represented
by scaled versions of true endmembers [5] (that is only true
for small illumination variations).
This makes the detection, correction or quantification of
shadow a challenging task, since physical-based inversion of
these atmospheric effects turns out to be a hard problem. How-
ever, this task is still necessary since linear SU with a single
dark endmember usually does not successfully quantifies the
presence of shadow in the scene [43].
Although the presence of shadows is common in HIs, a more
prominent source of variability comes from the varying to-
pography of the scene, which introduces complex fluctuations
of the relative angles between the incoming light source and
the sensor for each pixel of the scene. Topographic variations
have been shown to significantly affect spectral reflectance
values of soil and green vegetation [44] as well as rocks in
lithologic mapping [45], expanding endmember clusters and
causing overlap between classes, hindering the endmember
identification and unmixing processes.
Considering that only the amplitude of the incident radi-
ation changes along the scene, the reflectance spectra of the
observed pixels in the LMM becomes scaled by a constant pos-
itive factor. This model agrees with the observation that most
of the variability in an HI can be represented by a constant
scaling of reference endmembers [5]. As a simple empirical
verification, we plot a random subset of 30 pixels of red roofs
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Figure 4. Examples of 30 pixel instances classified as red roof in the
Pavia image (in gray), which are primarily affected by illumination, and their
spectral average (in red). The average Pearson correlation coefficient between
each signature and the scaled version of the mean spectra that is closest to
it is about 0.993, indicating a good agreement between illumination-based
spectral variability and the constant scaling model.
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Figure 5. Hapke’s model relates the reflectance to the incidence angles of
the light source and observer/viewer shown in this figure, given the material’s
single scattering albedo and photometric parameters [48].
from the Pavia HI, which are pure pixels mostly affected by
illumination effects. The results, which are depicted in Fig. 4,
indicate that these pixels differ mostly by a scaling factor.
Although a constant scaling model is intuitive and simple,
a more rigorous conclusion can be achieved by analyzing the
dependence of radiative transfer models with the topography
of the scene. To this end, one could resort to the model devel-
oped by Hapke [46], [47], which describes the bidirectional
reflectance (i.e., the reflectance as a function of the incidence
angles of the light source and observer/viewer depicted in
Fig. 5) as a function of the single scattering albedo and of
photometric parameters of the material [48].
Hapke’s model suggests a more complex relationship be-
tween the endmember signatures and the topography. In this
context, the mixture of materials is assumed to happen at
the macroscopic level, allowing for the consideration of the
LMM in the albedo domain, where Hapke’s model acts
separately on each endmember. Besides the dependency on
the spectral signature with photometric parameters, which
shall be discussed in the next section, the dependence on the
single scattering albedo1 indicates that changes in incident
angles can affect each material in a pixel differently from
the others, since the behavior of the reflectance as a function
of the angle is different for each material. This indicates
that each endmember/material in a pixel can be differently
1i.e. the ratio between reflected and received radiation, as a function of the
viewing angle.
6affected by topographic effects. Furthermore, the nontrivial
relationship between geometry and the spectral signatures
leads to a more complex variation than single scaling for each
endmember for high albedo materials [49], [50]. Besides, even
small topographic variations can significantly affect the ground
reflectance. For instance, in [51] experimental studies found
that even small slopes (of less than 10 degrees) originating
from irregularities in tree canopy can lead to appreciable
(enough to influence the results of subsequent tasks) changes
in the measured reflectance of vegetation spectra.
C. Intrinsic spectral variability
Another important source of spectral variability is the in-
trinsic variation pertaining the definition of a material, which
is also called intrinsic variability. The characterization of this
type of variability has been prominently studied in the area
of vegetation monitoring, where it poses a huge challenge
to the ability to identify tree species from spectral measure-
ments [52], [53], and also to the characterization of soil and
mineral spectra. Vegetation spectral signature can change due
to many factors, including micro-climates, soil characteristics,
precipitation, presence of heavy metals and drought, foliage
age and colonization by leaf pathogens [52]. The spectral
signature of soil is also heavily affected by variations in its
composition and moisture content [54]. Furthermore, intrinsic
spectral variability is also common in mineral spectra due to
variations in the grain size distribution and the presence of
variable amounts of impurities [55], [56]. Moreover, it also
depends on what level of detail is adopted to represent a given
material (e.g., a tree endmember may possibly be split into
trunk and leaf endmembers), which is generally application
dependent [57]. Although imposing a large impact on the
endmember spectral signatures, the dependence of intrinsic
spectral variability on physico-chemical parameters, which are
usually unknown, makes it very hard to tackle.
One characteristic consistently observed in experimental
studies is the smoothness of the observed spectra (i.e., the
reflectance varies slowly between spectral bands). This behav-
ior can be taken into account when designing SU algorithms.
Moreover, unlike spectral changes caused by illumination
and topography effects, intrinsic spectral variability frequently
presents a considerable dependence of the variability ampli-
tude with the spectral wavelength. For instance, the signatures
of different instances of minerals in the USGS library depicted
in Fig. 6 show complex dependence between the reflectance
variation and wavelength. The samples from alunite and mus-
covite show a variability that is far from uniform across the
spectrum. Moreover, different instances from pyrite display
complex variation, which is not consistent across all samples,
occurring independently in different regions of the spectra.
This behavior has been verified in similar experimental studies
in other works, and poses a significant challenge for differen-
tiating mineral classes based on their spectral signatures [58].
These characteristics are even more prominent and well
known in the spectral variation of vegetation reflectance,
which shows significant dependency on the wavelength and
behaves very differently in visible, near-IR, and short-wave-
IR ranges [59]. This means that a simple scaling of a reference
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Figure 6. Samples of variation of spectra from the USGS library. (a) Alunite.
(b) Muscovite. (c) Pyrite.
spectral signature is usually not sufficient to account for
variations within tree species [52]. Extensive experimental
studies support this claim. In [52] the author found that the
variation of spectral reflectance in the visible and near-infrared
regions can occur independently when measuring tropical
forest canopy in Brazil. Similar inhomogeneity in spectral
variation was also observed in other studies with tropical
tree species [60] and also in many distinctive environments,
including conifer [61] and boreal tree species [62]. Similar
non-uniform variation trends are also consistently observed in
seasonal changes as indicated by many experiments, including
in salt marshes [63], semi-arid environments [64] and boreal
tree species [65]. Furthermore, nonuniform spectral variations
have also been observed in samples from mineral, soil and
rock spectra [58].
Numerous works model the spectral signature of materials
as a function of photometric or chemical properties of the
medium, being based on either radiative transfer modelling or
in empirical approaches. A well known example is Hapke’s
model, which describes the spectra of a surface composed of
particles as a function of parameters such as surface roughness
and density and size of the particles [46], [47].
Another prominent line of work models the spectral char-
acteristics of vegetation and soil samples as a function of
biophysical parameters [66]. Models of this kind have been
applied for the estimation of leaf biochemistry from the
observed spectra. An important example consists of the char-
acterization of leaf reflectance spectra as a function of leaf
biophysical parameters [66], for which a wide variety of
models have been used, ranging from a simple description of
leaf scattering and absorption properties to complex models
which perform a detailed description of the plant cells’ shape,
size, position, and biochemical content [66]. Some instances
of those models include the characterization of the spectra of
broadleaf vegetation as a function of leaf mesophyll structure,
pigment and water concentration [67] or as a function of leaf
angular profiles [68], and of pine needles as a function of cel-
lulose, lignin and water content [69]. Other works model soil
reflectance spectra as functions of moisture conditions [70]–
[72], and snow albedo as a function of snow grain sizes and
liquid equivalent depth [73].
As an illustrative example, we generated spectral signatures
of vegetation spectra using the PROSPECT-D model [74] as a
function of varying degrees of chlorophyll content, equivalent
water thickness and dry matter content. The resulting signa-
tures, depicted in Fig. 7, show that intrinsic spectral variability
can present complex patterns and non-uniformity, as it is often
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Figure 7. Reflectance spectra for vegetation generated with the PROSTECT-D
model [74] for varying degrees of (a) chlorophyll content, (b) equivalent water
thickness, and (c) dry matter content.
concentrated in specific regions of the spectrum.
Through their analytical characterization of EM spectra,
these kinds of models confine spectral variability to lie on
a low-dimensional manifold. This constitutes important infor-
mation that can be leveraged to alleviate/reduce the severe
ill-posedness of unsupervised SU problems accounting for
spectral variability.
Another important characteristic is that endmembers af-
fected by intrinsic spectral variability usually display signifi-
cant spatial correlation [75]. For instance, many experimental
geostatistical works evaluating the spatial distribution and vari-
ability of the physico-chemical properties of the soil (e.g., sand
and clay concentration, electrical conductivity, pH, compaction
and available elements such as nitrogen, phosphorus and potas-
sium) have reported significant spatial correlation/smoothness
in these properties. Reports include measurements performed
in Rhodes grass crop terrain [76], calcareous soils [77], rice
fields [78] and tobacco plantations [79]. Besides directly
impacting the spectral signature of the soil, these character-
istics have been widely acknowledged to directly influence
vegetation growth (e.g., they show strong correlation with crop
productivity [76]), and hence their spectral signature [59], [76].
Therefore, spatial correlation in the variability is expected both
in soil/terrain and in vegetation signatures. A similar behavior
will also be observed in mineral spectra in the presence
of spatially correlated grain size distributions and impurity
concentrations [55], [56]. This implies that the variability tends
to be small in small spatial neighborhoods, even though it may
be large across a large scene. This fact can be leveraged to
design SU algorithms since it supplies information that can be
used to reduce the severe ill-posedness of the problem.
To illustrate this effect, we performed an experiment by
measuring the spectral variability in a homogeneous region
(composed by mostly pure pixels) of soil in the Samson
HI, depicted in Fig. 8-(a). We then computed the Euclidean2
distance and the spectral angle between each soil pixel and
the average spectra of all pixels in the subregion, which
was used as a reference material signature. The results are
depicted in Figs. 8-(b) and 8-(c), where it can be seen that the
variability shows strong spatial correlation, as observed both
in the Euclidean distance and spectral angle.
2The Euclidean distance between x and y is computed as√
1
N
∑N
i=1(xi − yi)2.
(a) (b) (c)
Figure 8. Spatial behavior of endmember variability. (a) Soil subregion of
the Samson HI (highlighted by a red square). (b) Euclidean distance and (c)
spectral angle between each pixel and the average spectra of the region.
III. UNMIXING METHODS THAT USE SPECTRAL
LIBRARIES
Methods that use Spectral Libraries:
+ The methods are usually conceptually simple and
easy to interpret
− The quality of the SU results depends strongly on
the spectral library
One of the main approaches to address spectral variability
in SU is to consider large libraries of spectra acquired a priori.
These libraries contain different instances of each material
in a scene, and the unmixing problem becomes generally
equivalent to finding which of these signatures can best
represent each pixel in the scene. Different algorithms have
been proposed for this task, which we review in the sequel.
The spectral libraries used by these methods are sometimes
called bundles, and should in principle account for all possible
variations of each material. Mathematically, they are repre-
sented as
Mp =
{
m˜p,1, . . . , m˜p,Mp
}
, p = 1, . . . , P (4)
whereMp is a library/bundle containing Mp reference spectral
signatures m˜p,i ∈ RL of the p-th material, and P is the
number of materials in the scene. The spectral signature of
each material in the n-th pixel yn of an HI is then represented
as an unknown element mn,p ∈Mp belonging to this bundle.
Those sets can be readily used to constrain the endmember
matrices of the LMM for the N pixels to belong to a new set
Mn ∈M, with n = 1, . . . , N , where
M =
{
[m1, . . . ,mP ],mp ∈Mp, p = 1, . . . , P
}
, (5)
is the set of all possible endmember matrices, with
∏P
p=1Mp
elements. This definition assumes that only one signature
from each library Mp, p = 1, . . . , P is present in each
pixel. However, other representations of the EM signatures
as, e.g., sparse or convex combinations of the elements in
Mp can also be considered in order to obtain more flexibility
(see, e.g., [80]–[82]). Such strategies will be discussed in
Sections III-A and III-B.
Different methods have been proposed to solve the SU
problem using spectral libraries. These can be roughly di-
vided into four groups of formulations: MESMA, Sparse SU,
machine learning, and spectral transformations. The MESMA
algorithm and its variants formulate SU as a computationally
8demanding optimization problem, and achieve good quality.
Sparse SU formulations use mathematical relaxations to the
MESMA problem that are computationally easier to solve.
Machine learning algorithms provide more flexible ways to
do SU but also at a large computational complexity. Spectral
transformations are empirically-oriented techniques that can
be used to improve methods from the first three categories.
We review each of these approaches in the following.
A. MESMA and variants for small spectral libraries
MESMA and Variants:
+ Generally provide good SU results
+ Are easy to setup (few or no parameters)
− Have a very high computational complexity
− The results depend strongly on the quality of the
spectral library available
The Multiple Endmember Spectral Mixture Analysis
(MESMA) algorithm [35] and its variants (sometimes also
referred to as iterative mixture analysis cycles) are among
the most widely used algorithms for this task. These methods
allow the endmember signatures to vary on a per-pixel basis
while following the model in (4). The unmixing problem
is solved by searching for the endmember and abundance
combinations that result in the smallest reconstruction error
(RE) for each observed pixel, i.e.,
argmin
an,Mn
‖yn −Mnan‖2
subject to Mn ∈M, an ≥ 0, 1>an = 1.
(6)
The endmember matrices Mn constructed by taking spectra
from the bundles are sometimes called endmember models.
The MESMA algorithm has been employed in a wide
variety of situations, including natural, urban and extra-
terrestrial environments [9, p.1607], and in single and multi-
date scenarios [83]. However, even though MESMA is very
amenable to parallelization [84], it consists of a combinatorial
optimization problem whose associated computational cost can
become very high. More specifically, its computational cost
scales as the product of the sizes of the individual libraries, as
it consists of solving an FCLS problem
∏P
p=1Mp times [85].
This can make the complexity of unmixing unrealistic for
large library sizes. Furthermore, the problem (6) can become
ill-posed when there are many endmembers in the bundles,
since different material combinations can lead to very similar
reconstruction errors. In order to circumvent these limitations,
several modifications to the original MESMA algorithm have
been proposed.
Many variants of MESMA aim to provide computationally
efficient approximate solutions to (6). Early simplifications
consist of an early stop of the exhaustive search optimization
procedure (6) by selecting the first EM model that presents a
reconstruction error that is both below a threshold and well dis-
tributed across spectral bands [35]. Another approach proposed
is to solve (6) approximately by performing unconstrained
least squares with every possible endmember model, and then
select the solution that yields positive abundances and the
smallest reconstruction error [86].
Although these simple modifications successfully reduce
the computational complexity of MESMA, the approximations
involved can also negatively impact the abundance reconstruc-
tion results [87], what imposes practical limitations on the
selection of the thresholds and tolerances. This motivated the
consideration of more elaborated strategies to provide more
significant reductions of its complexity without impacting the
unmixing performance.
An alternative approach to MESMA attempted to lessen the
computational complexity by solving an angle minimization
problem with respect to each library separately [85], [88].
Although not guaranteed to converge to the optimal solution
of (6), this strategy performed similarly to MESMA on prac-
tical experiments, and scales linearly with the library sizes,
leading to computational improvements for large numbers of
signatures Mp, p = 1, . . . , P , in the EM bundles. Another
work considered a mixed integer linear program (MILP)
reformulation of the MESMA problem. This approach allows
for a more efficient computation of an exact solution to (6)
for small to medium scale problems [89].
A simple approach which is largely employed to reduce
the computational complexity of MESMA is to perform a
careful pruning of the spectral libraries Mp, p = 1, . . . , P .
This process attempts to remove redundant or irrelevant spectra
from the libraries before unmixing. These approaches will be
described in detail in Section V-B1.
Besides reducing its complexity, other approaches modify
MESMA with the purpose of improving its accuracy. For in-
stance, an early practice attempts to alleviate the ill-posedness
of MESMA by prioritizing models with a smaller number
of endmembers, for otherwise comparable reconstruction er-
rors [90], [91]. This avoids increasing the complexity of the
model for marginal gains. When consideration of material
nuances is important, it may be important to allow multiple
signatures of the same broader endmember class in the model.
This was the case in [92], where effects such as different
vegetation species in a single pixel were of interest. Spatial
information has also been considered with MESMA by using
segmentation algorithms to divide the HI into different homo-
geneous objects, which are then unmixed individually using a
library also constructed from object-based spectra [93], [94].
A different formulation attempted to increase the flexibility
of MESMA by allowing the endmembers of each pixel to
be represented as a sparse, non-negative combination of the
signatures contained in the library for their respective material
class [80], [81]. Under this model, SU was then formulated
as a non-convex optimization problem with different sparsity
constraints, including both L1/2 [80] and L0-norm-based
penalties [81]. This problem was solved using a multiplica-
tive update rule in [80], and using the proximal alternating
linearized minimization (PALM) method in [81].
Another set of approaches related to MESMA are referred
to as fuzzy unmixing. These methods consider a measure of
uncertainty or indeterminacy in the estimated abundances by
computing quantities such as average, maximum and minimum
cover fractions. One of the first approaches of this kind
9used linear programming methods to determine maximum
and minimum fractional abundances for each material using
spectral libraries extracted from the observed HI [95]. Another
approach attempted to determine the abundance indetermi-
nacy (i.e., its fuzzy membership amount for each value of
abundance fractions) by evaluating how close synthetically
mixed spectra with all possible endmember combinations
were to the observed pixel spectra yn [96]. This procedure,
however, required the discretization of the abundance values
and its computational complexity does not scale well with the
number P of endmembers classes.
Other approaches performed linear SU with a large number
of endmember models selected at random from the library.
Afterwards, measures of uncertainty in the estimated fractional
abundances such as maximum, minimum and average cover
fractions were computed from these results, providing a more
detailed characterization of the abundances [97]–[99]. A sim-
ilar work proposed to compute the final abundance fractions
as a weighted sum of the abundances obtained from SU with
each possible combination of signatures drawn from the library
M [90]. The weights corresponded to the probability of each
EM model being actually present in the scene, which was
supposed to be known a priori.
B. Sparse unmixing
Sparse Unmixing:
+ Generally is very computationally efficient (espe-
cially compared to MESMA)
− SU results might not be as accurate as MESMA
− Can be harder to interpret (e.g., it might select
multiple signatures of the same material to repre-
sent a given pixel)
An alternative approach to perform spectral unmixing with
spectral libraries is to formulate the SU as a sparse regression
problem, where we want to select a small number of spectral
signatures from the library which can best represent each
observed pixel according to the LMM.
Most sparse unmixing methods are based on an unstructured
library, which can be derived from (4) by concatenating all the
signatures in a single matrix MLib, defined as:
MLib =
[
m˜1,1, . . . , m˜p,k, m˜p,k+1, . . . , m˜P,MP
]
. (7)
Using the library defined in (7), the sparse unmixing
problem can be formulated as the following optimization
problem [100], [101]:
argmin
an≥0
‖yn −MLib an‖2
subject to ‖an‖0 ≤ P, 1>an = 1 ,
(8)
where ‖ · ‖0 is the L0 pseudo-norm, which counts the number
of non-zero elements in a vector. Note that (8) would be
equivalent to MESMA if we just added an additional linear
structuring constraint to enforce the occurrence of only a single
nonzero abundance per material class [89].
Optimization problem (8) is, however, non-convex and
generally NP-hard to solve. It is therefore common to relax the
L0 pseudo-norm constraint into its convex surrogate, leading
to the following optimization problem [100]:
argmin
an≥0
‖yn −MLib an‖2 + λ‖an‖1 (9)
where ‖ · ‖1 is the L1 norm and the parameter λ controls the
level of sparsity of the estimated abundances. The sum-to-one
constraint is not used in (9) due to its incompatibility with
the L1 norm [100]. Although problem (9) is non-smooth, it is
convex and can be solved very efficiently. Besides, it produced
good experimental performance. This motivated a great deal
of interest in sparse unmixing methods, resulting in a number
of works proposing improvements such as the use of alter-
native sparsity promoting penalties [102], [103] or different
means of spatial regularization [104], [105]. Sparse unmixing
methods would merit a more comprehensive review, which
is beyond the scope of this paper. Thus, in the following we
restrict ourselves to modifications of the sparse SU framework
specifically aimed at dealing with spectral variability or with
structured libraries.
In [106], L2,1-norm based group sparsity constraints have
been used to favor the selection of abundance vectors con-
taining many entire material classes with zero proportions.
A later formulation considered a fractional group (p, q)-norm
sparsity constraint as a generalization of the approaches based
on the L2,1-norm [82]. The (p, q)-norm penalty permits a
better control of the sparsity within each group of variables,
as well as the addition of the sum-to-one constraint. However,
this comes at the expense of making the optimization problem
non-convex.
Another sparse SU formulation [107] proposed to explicitly
represent mismatches between the library spectra and the HI
caused by different acquisition conditions. In this case, the
spectral signatures of the library are also estimated in the
SU process. However, they are constrained to be within a
given Euclidean distance of a corresponding element of the
library known a priori. This allows the estimated signatures
to vary arbitrarily within Euclidean balls centered at the library
elements to compensate for spectral mismatches.
A different approach [108] proposed to modify the LMM
for unmixing mineral spectra in mining applications by in-
cluding an additional term representing the mixture of the
"background" spectrum of the endmembers. This background
spectrum was defined as the low-frequency part of the spectral
signatures, and was estimated a priori from the library as a
parametric function of smooth splines. The performance of an
L1-norm based sparse SU framework under this model was
reported to be similar to MESMA, albeit at a much smaller
computational cost.
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C. Machine Learning Algorithms
Machine Learning Algorithms:
+ Very flexible approaches, in principle can deal
with any effect that is represented in the training
data
− Most methods either have a large computational
complexity or do not have a clear physical moti-
vation
− The SU quality depends on the representativenes
of the training data (which is usually generated
using a spectral library)
− Generally do not return an EM spectra for each
pixel
Some works propose to address spectral variability using
machine learning methods by formulating SU as a supervised
regression problem. The objective is to learn transforma-
tions mapping the observed (mixed) pixel to the abundance
fractions [109]–[112] using a supervised training procedure.
Mixed pixels with known proportions are employed as training
data for algorithms such as neural networks, random forests
or Support Vector Machines (SVMs). These techniques can
be straightforwardly adapted to address spectral variability by
considering multiple spectral signatures for each endmember
when generating the synthetic training dataset. This has been
done either by directly applying regression methods [113] or
by converting SU into a classification problem by quantizing
the solution space of abundance values and using a one-
against-all strategy [114]. Another work modified the SVM
cost function to directly minimize the unmixing reconstruction
error during the training process [115].
Usually, these approaches result in extremely large training
sets for large spectral libraries. Thus, even though some
strategies such as bootstrap aggregation have been employed to
speed-up the training process [116], [117], the computational
cost is still very high. Although methodologies to discard
irrelevant (regarding the impact on performance) subsets of
the training data [118], [119] could in principle be applied
to accelerate training, recent works have instead focused on
modifying the algorithms to reduce their complexity.
One of the main reasons for this large complexity is that
the training data must jointly describe spectral variations due
to changes in both the abundances and in the endmembers.
Recent works have tried to address this issue by using only
pure pixels from a spectral library as training data. One such
approach, which received considerable attention, consists of
extended SVMs. Extended SVMs employ hybrid soft-hard
classification or regression to address spectral variability. It
is assumed that the spectral space is separable by hyperplanes
delimiting two complementary regions containing only pure
and only mixed pixels, respectively [120]. The extended SVM
is then trained to find a soft-hard classifier containing both
1) a hard classification rule consisting of the hyperplanes
delimiting the regions in which the pixels are considered
pure, and 2) a soft classification rule which determines the
abundances of the pixels considered to be mixed.
Different forms of the extended SVM have been considered,
using either a single [120] or multiple kernels [121], consider-
ing the abundance indeterminacy by computing the maximum
and minimum proportion values similarly to the fuzzy SU
procedures [122], or using Fisher discriminant analysis to
reduce the within-class spectral signature variability in the
spectral library before training [123]. Although hybrid soft-
hard classification methods can be fast to train, they lack a
clear physical interpretation of the results since they have no
direct relation to the physical mixing model. Moreover, the
influence of spectral variability on the regions of the spectral
space containing mixed pixels is limited since it only comes
from the marginal hyperplanes that separate the pure from the
mixed pixels regions [120].
A related strategy that also uses only pure pixels in the
training process consists of modeling the latent function from
the mixed pixel spectra to the abundance maps in a proba-
bilistic framework as a multi-task Gaussian Process [124]. In
this case, the abundance means and covariance matrices are
obtained through the posterior distribution of the abundances
conditioned on the training set (i.e., the spectral library) and on
the mixed pixels. This strategy was also extended to consider
spatial correlation in a two step process by using the Gaussian
Process results from [124] as input to the abundances prior
information in a MAP estimation problem [125]. Although
this strategy has a strong statistical motivation, the introduc-
tion of additional constraints (e.g., abundance non-negativity
and sum-to-unity) is not straightforward and results in high
computational complexity.
D. Spectral transformations
Spectral Transformations:
+ Can be seen as a "pre-processing" strategy that
can be used jointly with other library-based SU
methods
+ Are conceptually simple and of low-complexity
− Many of the methods are empirical and require a
significant degree of expert knowledge about the
underlying application
− The performance of the less-supervised methods
depends strongly on the representativeness/quality
of the library
An approach frequently used to mitigate the effect of
spectral variability in library-based SU consists of selecting
a subspace of the spectral space that is minimally influenced
by the variability of the endmembers to be prioritized in the
unmixing process. This idea was first introduced to improve
the classification of materials under varying atmospheric illu-
mination conditions [15], [18].
The majority of these methods are based on affine transfor-
mations of the observed pixels defined as
Wλyn + bn =WλMnan +Wλen + bn (10)
where the matrix Wλ and the affine term bn are deter-
mined to minimize the effects of endmember variability in
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the subsequent SU process. Besides modifying the observed
pixel spectrum yn, this transformation is also applied to the
elements of the spectral library, yielding:
WλMp + bn ,
{
Wλm+ bn :m ∈Mp
}
, (11)
for p = 1, . . . , P . Different particular cases of this model
have been considered in the literature, most notably with Wλ
being a diagonal matrix with positive real (band weighting)
or binary (band selection) elements. Note that although tradi-
tional dimensionality reduction (e.g., PCA) or band selection
methods used to compress the HI could be implemented
using this transformation with bn = 0, the direct application
of compression techniques does not necessarily improve the
robustness to spectral variability [126].
Spectral transformation approaches can be generally divided
into two major groups: those defined a priori based on expert
knowledge by the user, and those constructed automatically
using information in a spectral library. We will review each
case in the following.
1) User-defined spectral transformations: The first user-
defined spectral transformations were proposed to normalize
the effects of illumination and brightness variations, or to
emphasize useful spectral features. These approaches include
subtracting the reflectance value of a selected (specific) spec-
tral band from all remaining bands [97], subtracting from
each endmember its mean value in the spectral dimension to
reduce the variability due to differences in brightness [127], or
normalizing/dividing the reflectance value at each wavelength
by the corresponding value of the convex hull of the spectral
signatures [128]. Other examples also include using the first
or second derivatives [129], [130], or the wavelet transform of
the spectral signatures [126] for SU.
A later spectrum-based approach that has become very pop-
ular for solving this problem consists of using band selection
methods. These methods basically work by performing SU
using only selected wavelength intervals in which there is little
spectral variability between different spectral signatures of the
same material [9], [97]. Although many of these approaches
rely on expert knowledge about the specific underlying ap-
plication, they are simple and easily interpretable and also
help in reducing the computational cost of the SU problem.
Examples of band selection methods defined a priori by the
user include the selection of the the SWIR2 spectral region
(2100–2400 nm) for unmixing of soil and vegetation in arid
and semi-arid environments [97], and the combination of
various spectral regions such as visible, NIR and SWIR for
other applications [98].
2) Library-based spectral transformations: Spectral trans-
formations proposed more recently leverage information con-
tained in the spectral library to compute the terms Wλ and bn
of the affine transformation. This circumvents one of the main
downsides of the previous approaches by making the process
automated instead of delegating the choice to the user. These
techniques can be further divided in three groups, namely
band selection, band weighting, and more general spectral
transformations.
a) Band selection: Band selection methods proposed
more recently seek to identify the robust spectral regions based
on the samples in the spectral library. Different strategies have
been proposed.
One of the first approaches is based on the analysis of
the spectral residuals obtained by performing a preliminary
unmixing of the HI using the LMM with an average EM
matrix [131]. Only the spectral bands with minimal residual
variance are then used for SU, based on the empirical obser-
vation that they correspond to more robust spectral zones.
Another method, called stable zone unmixing, proposes to
select spectral bands that are robust to spectral variability by
minimizing an instability index defined as the ratio between
the intra-class and the inter-class endmember variances (com-
puted based on a spectral library) [132]. This method was
later extended in order to minimize both the instability index
and the correlation between signatures of different endmember
classes at the same time, aiming to improve the numerical
conditioning of the SU problem [133]–[135].
The work [136] proposed to improve the separability be-
tween classes by employing the stable zone unmixing frame-
work to select an individual set of spectral bands for each
possible subset of endmember/material classes that could be
tested with MESMA when considering endmember models
with fewer then P signatures in the SU process.
b) Band weighting: Band weighting methods are more
flexible techniques which allow one to prioritize the spectral
bands in the unmixing process according to their reliability or
significance using a continuous weight term. This is usually
done by weighting the reconstruction error of each band in the
SU cost function. Different approaches have been proposed to
compute the weight to be applied to each band. For instance, a
weighting strategy based on two terms was proposed in [137].
One term normalizes the energy of the reflectance spectra
to equalize the contributions to low- and high-reflectance
bands, and another term accounts for the robustness of each
band to spectral variability using its instability index (i.e.,
ratio between intra-class and inter-class endmember variance).
This approach was later applied to monitor both the level of
defoliation in Eucalyptus plantations [138] and invasive plant
species using multi-temporal data [139]. It was also later ex-
tended in [140] to consider SU integrating both reflectance and
derivative spectra. Band weights based on the instability index
were also used to prioritize the more stable spectral bands
when designing spectral filters robust to spectral variability,
which are low-complexity alternatives that approximate the
solution of the SU problem as a direct application of a single
linear transformation [141].
c) General spectral transformations: Another group of
approaches proposed to use more flexible linear transforma-
tions to better mitigate the effect of spectral variability. These
techniques consist of variations of the Fisher Discriminant
Analysis (FDA), which is widely used for pattern classifi-
cation. FDA aims to find a transformation of the data to
obtain a feature space with the best separability between
different classes [142]. In the context of SU, this amounts
to minimizing the variance of the signatures of each material
while also maximizing the distance between the mean values
of the different endmember classes [143]. Mathematically, this
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is formulated as
Wλ = argmin
W
W>SwithinW
W>SbetweenW
(12)
where Swithin is the weighted sum of the within-class covari-
ance matrices, and Sbetween is the covariance matrix of the
mean endmember spectra.
The first approaches applied FDA to SU directly by either
using spectral libraries known a priori [143] or constructed us-
ing pure pixels extracted from the observed HI [144]. Another
work also considered the augmentation of the spectral library
with pure pixels extracted from the image to improve the dis-
crimination among spectrally similar vegetation species [145].
Later approaches considered other variations, such as the
iterative addition of more column vectors to Wλ using a
Gram–Schmidt orthonormalization procedure to increase the
dimensionality of its output space for multispectral images
with a small number of bands [146]. Another work proposed
to make the spectral signatures of different endmembers or-
thogonal to each other, and the spectral signatures of the same
endmember all unitary and collinear to improve the numerical
conditioning of the SU problem [147].
In contrast with its improved flexibility, the FDA has as
a downside its dependence on a good estimation of the
covariance matrices to be used in (12). Thus, the FDA may
not perform well if the amount of samples in the libraries is
not statistically representative [148].
IV. UNMIXING METHODS THAT ESTIMATE THE
ENDMEMBERS FROM THE IMAGE
In more recent years, a large number of works proposed
to address spectral variability in SU without relying on prior
knowledge about spectral libraries. Different strategies have
been proposed to this end, which we divide into four groups.
Local unmixing methods are both computationally and con-
ceptually simple but require significant user supervision. Para-
metric endmember models provide more flexibility to represent
EM spectral variability but make the SU problem harder to
solve. EM-model-free methods address spectral variability by
using different modifications to the SU cost function. Bayesian
methods use statistical representations for the endmembers,
which leads to a smaller amount of user supervision at the
price of a high computational complexity. We will review each
of these approaches in the following.
A. Local unmixing methods
Local Unmixing:
+ Conceptually simple and physically motivated
+ Computationally efficient
− Usually requires a significant amount of user
supervision
− The selection of the local image regions has a
significant impact on the results
− Local EM extraction can be difficult
− Grouping the local estimates into global results is
also challenging
A conceptually simple and efficient method to deal with
spectral variability is to perform both endmember extraction
and spectral unmixing locally for small, non-overlapping re-
gions of the HI. This approach, called local unmixing, assumes
the endmember signatures to be constant in each region of the
image, benefiting from the knowledge that spectral variability
is often negligible in small regions. The basic framework of
local unmixing can be summarized into the following steps:
1) Divide the observed HI into a set of regions;
2) Estimate the number of spectral signatures and extract
the endmembers in each region;
3) Perform SU with the local endmember signatures;
4) Combine all the local SU results into global sets of end-
member signatures and global abundance maps using,
e.g., clustering procedures.
Although local unmixing methods proposed up to date share
similar overall methodologies, there are important differences
in the way the HI is partitioned (e.g., using simple square
tiles or more advanced image segmentation) and how the
endmembers are extracted from each region. This can have
a significant impact on the results.
The first approaches for local unmixing required com-
plete user supervision. For instance, the variable MESMA
(VMESMA) algorithm proposed in [10] used manual image
segmentation to divide the image into local regions. SU was
then performed iteratively, updating the segmentation maps
and manually including additional endmembers in the process
until a satisfying result was obtained. Later approaches at-
tempted to reduce the need for user supervision in the process.
For instance, endmember extraction and SU were performed
individually in local (square) image tiles in [149], [150].
Afterwards, the locally extracted endmembers and abundance
maps were then merged into the global endmember sets and
abundance maps using clustering algorithms.
Image segmentation methods were later used to provide
more flexibility when dividing the HI into local regions.
For instance, in [151] manual endmember extraction and
spectral unmixing (using the FCLS algorithm) were performed
individually in each image region defined by a segmentation
algorithm. Another work considered a superpixel decompo-
sition of the HI aided by external map metadata in order
to compute a more accurate segmentation [152]. A more
sophisticated method was proposed in [153], [154] by using a
binary partition tree to divide the image into different regions
from a coarse to a fine spatial scale. Local unmixing was then
performed at the scale of the partition tree yielding the smallest
reconstruction errors.
Besides the choice of the segmentation procedure, endmem-
ber extraction is also a challenging part of local unmixing
and has a great impact on the performance of these algo-
rithms. A spatially adaptive unmixing method was proposed
in [155] to estimate the distribution of different surfaces in
urban environments. Endmember spectra for each pixel were
synthesized as a weighted average of pure pixels extracted in a
spatial neighborhood specified by the user, with weights given
as a function of their distance to each mixed pixel at hand.
A similar approach used as endmembers the mean values of
pure pixels extracted within each (square) image region, which
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were identified using a classification strategy [156]. These
approaches can positively weight pure pixels that are spatially
close to each pixel being unmixed. This idea was also explored
in other works such as in [157], which performed SU using a
variant of the MESMA algorithm, or in [158], which used only
the spatially closest pure pixels to process each mixed pixel.
Other local unmixing approaches considered hierarchical
segmentation approaches in which the HI was divided into two
spatial scales, a coarse one where unmixing was performed
with MESMA, and a fine spatial scale in which the spectral
libraries were extracted using either the spectral signatures of
small and homogeneous objects [159] or a priori knowledge
about the abundances obtained from external high resolution
classification maps [160].
An important issue of local unmixing algorithms is the
determination of the number of endmembers contained in each
local image region. While in most experimental works this
was performed empirically or even manually, it is desirable
to have automated methodologies to estimate the number of
local endmembers and their spectral signatures. This usually
involves the estimation of the intrinsic dimensionality (ID) of
the local subset of the HI [161]. However, the performance of
ID estimators is often negatively impacted when the size of the
data set is small [162]. This strongly limits the characteristics
(i.e., size) of the subsets or segmentation procedures that are
selected for unsupervised local unmixing. Collaborative sparse
regression approaches [102] were proposed to deal with the
shortcomings of ID estimation by avoiding the selection of
repeated or mixed signatures during unmixing [163]. The spar-
sity level was selected using a Bayesian information criterion
in order to obtain a good compromise between small recon-
struction errors and a small number of selected signatures.
A different line of work attempted to relax the assumption
of connectedness of the local spatial regions, performing
SU in different subsets of the HI which are not necessarily
spatially adjacent. For instance, the piecewise convex model
proposed in [164] considered a set of different endmember
matrices, all estimated from the entire HI. Each pixel was
then assigned to one of these EM matrices using a (fuzzy)
membership function, which was estimated along with the
other variables in a non-convex matrix factorization problem.
Other works extended this approach by considering cluster
validity indices [165] or sparsity promoting priors [166] to
estimate parameters such as the number of EM matrices and
the number of material classes in each segment, or using
spatial constraints to encourage neighboring pixels to have
similar membership values [167].
A similar work considered the estimation of multiple EM
matrices in an NMF framework by using abundance sparsity
constraints instead of employing (fuzzy) membership func-
tions, while also penalizing the mutual coherence between
the signatures of different material classes to improve inter
class separability [168]. A related strategy considered a self-
dictionary model where the multiple EM signatures are se-
lected directly as the HI pixels that can best reconstruct most
of the remaining pixels in the scene as a sparse linear com-
bination [169]. Another approach with even more flexibility
considered an individual EM matrix for each image pixel in
an NMF framework [170]. A regularization term penalizing
the trace of the covariance matrix of the estimated spectral
signatures for each class was also considered to reduce the
ill-posedness of the estimation problem.
B. Parametric models
Parametric Endmember Models:
+ The SU algorithms are computationally efficient
+ Very flexible and physically motivated models to
represent any kind of variability
+ Easy to incorporate prior information
− Determining a good EM model might require
some degree of expert knowledge
− Require significant user supervision for tuning
free model parameters
− Estimating the parameters of the EM models
(along with the abundances) can be challenging
due to the presence of non-convex optimization
problems and sensitivity to parameter choice or
initialization
A flexible and physically reasonable way to address spectral
variability consists of employing parametric models to repre-
sent the endmember spectra. These strategies allow for great
freedom to incorporate constraints and information from the
underlying application. They are generally based on represent-
ing the EM spectra as
Mn = f(M0,θn) , (13)
where f(·) is a function of an average or reference EM
matrix M0 and of a vector of parameters θn. The number
of parameters in θn is usually small, which allows one to
confine the endmember spectra to a low-dimensional manifold.
The SU problem is then formulated as the recovery of the
abundances and of the parameters θn for all pixels of the HI.
The model in (13) can be defined either based on the
underlying physics describing material spectra as a function
of numerous geometric and photometric parameters, such as
Hapke’s [46], [47] or Shkuratov’s [171] for packed particles
and the PROSTECT or PROSAIL models for vegetation [66],
[67]. However, the model (13) can also be inspired by
physics but chosen in order to allow for more flexibility and
mathematical tractability. We will review these approaches
in the following.
1) Physics-based methods: The first SU approaches using
parametric models aimed to obtain fractional abundances from
intimate mineral mixtures by inverting the Hapke model [172].
With perfect knowledge about the viewing geometry, the
scattering properties of the different materials and the single
scattering albedo of the EMs, the SU problem using Hapke’s
model becomes linear in the albedo domain [173]. However,
since these variables are hardly available in practice, many
works attempted to invert Hapke and related models blindly.
This inversion is mathematically and computationally very dif-
ficult in general and requires HIs acquired at multiple viewing
geometries [172]. Thus, subsequent works proposed simpli-
fications of the scattering characteristics of the materials in
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the model (13) to improve its mathematical tractability [174].
These methods have been successfully applied to estimate
abundance maps at different scenes, including the Cuprite
mining district at Nevada [175] and the Moon [176], [177].
This approach has also been applied to SU of vegetation
mixtures based on the inversion of radiative transfer models.
The first works simplified the problem by assuming external
knowledge of biophysical parameters. For instance, a model
for mixtures of vegetation, shadowed and illuminated soil was
proposed for SU by approximating plant geometry with spa-
tially distributed cylinders containing layers of leaves [178].
Although spectral variability was allowed by means of changes
in biophysical parameters, these were assumed to be known a
priori to solve the SU problem. Another approach considered
SU of soil and vegetation using a simplified mixing model
as a function of NDVI values instead of the full spectral
signatures [179]. In this case, a physical model was used to
represent the variability of the NDVI values as a function
of parameters such as the viewing geometry, leaf density
and clumping effect. However, the NDVI "endmembers" for
each pixel had to be estimated before SU by using multi-
angled observations and assuming prior knowledge of the
leaf biophysical parameters. A later approach for SU of soil
and vegetation mixtures proposed to estimate the biophysical
parameters blindly from the HI using the PROSAIL model for
vegetation spectra [180]. The SU problem was formulated as
the recovery of both the abundances and the two parameters
of the PROSAIL model, and solved using an alternating
optimization procedure. Note that the other parameters of the
PROSAIL model had to be fixed a priori.
Although these models carry a strong physical motiva-
tion, their use in SU leads to computationally intensive and
mathematically challenging (i.e., non-convex, significantly ill-
posed [181]) problems. This occurs because physics models
were originally devised as forward models that accurately
describe the reflectance spectra based on a set of parameters,
and were not originally designed to be inverted, which limits
their use for SU in practical problems [182].
2) Physically motivated and non-physics-based methods:
The low mathematical tractability of physics-based models
has motivated recent studies leading to more flexible or
parsimonious models that are only inspired by the underlying
physics. Although these models are not as precise as those
presented in Section IV-B1 when representing physical phe-
nomena underlying spectral variability, they allow for more
efficient SU algorithms estimating the involved parameters θn
from the observed HI. Moreover, although models inspired by
physics can be ill-posed, the EM spectra are often confined
to a low-dimensional manifold since they only depend on a
small number of physico-chemical variables. This property
can be exploited to design parsimonious models with possible
constraints and reduce the ill-posedness of the SU problem.
Several parametric models have been recently proposed with
these objectives. One of the resulting SU algorithms is the
scaled constrained least squares (SCLS) method [16], which
attempts to represent uniform illumination variations in each
pixel by introducing an additional scaling factor ψn ∈ R+ in
the EM matrices as
Mn = ψnM0. (14)
SU can be performed using model (14) by solving a sim-
ple nonnegative least squares problem, which is convex and
computationally efficient. However, the SCLS method lacks
capability to represent more complex spectral variability that
have been observed in practical scenes, motivating the search
for more flexible models.
An extended version of the LMM (ELMM) was later
proposed in [49], [183] by allowing each endmember in a
pixel to be individually scaled by a constant factor, resulting
in the following representation for the EM matrices:
Mn =M0 diag(ψn) , (15)
where vector ψn ∈ RP+ contains the scaling factors for each
of the P materials. The ELMM can represent more complex
variability originated from variations in both illumination
and topography, which can affect each material in the HI
differently. Furthermore, the ELMM can be obtained from
successive physical approximations of the Hapke model for
small-albedo materials [50]. Based on an estimate of M0
obtained from the HI, SU under the ELMM was formulated
as a non-convex matrix factorization problem in which the
model (15) was enforced by means of an additive penalty
in the cost function [49]. A regularization promoting spatial
homogeneity of the scaling factors ψn was also considered to
reduce the ill-posedness of the SU problem [49]. The ELMM
has also shown good performance for multitemporal data [184]
and has been used to facilitate the interpretation of local
unmixing results [185]. Moreover, the ELMM can be derived
from a Taylor series expansion of a general nonlinear mixture
model [186], what introduces SU with spectral variability
(viewed as a locally linear SU problem) as a direct way to
address the general nonlinear SU problem. This shows that
some mixture models originally devised to represent spectral
variability (such as the ELMM) can achieve good performance
in nonlinear SU.
Despite its physical motivation, the ELMM model lacks
flexibility to represent more complex spectral variability, e.g.,
affecting the spectra non-uniformly. To address this limitation,
the generalized LMM (GLMM) was later proposed in [187] by
introducing an individual scaling factor for each band, leading
to the following EM model
Mn = Ψn ◦M0 (16)
where the matrix Ψn ∈ RL×P contains the scaling factors
for each element of M0 and ◦ denotes the Hadamard (ele-
mentwise) matrix product. Note that the amount of spectral
variability brought by the GLMM is proportional to the
amplitude of the reference spectra M0 in each band. However,
the larger number of parameters makes the SU problem
resulting from (16) more ill-posed with challenging estimation
problems. This motivated the development of a tensor inter-
polation framework to estimate the matrices Ψn from training
hyperspectral data obtained based on prior knowledge about
the positions of pure pixels in the HI [188]. However, the
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performance of the method proposed in [188] depends strongly
on the amount of pure pixels available in the HI. The GLMM
has also been successfully used in multitemporal SU [189]
and to represent spectral variability when fusing HI with
multispectral images acquired at different time instants [190].
Note that the performance of unmixing methods based on
the ELMM and GLMM depends strongly on the quality of the
reference EM matrix M0, which must be estimated from the
HI. In order to reduce the dependence of the ELMM on M0,
the authors of [191] proposed to estimate M0 jointly with
the remaining variables during SU. Each column of M0 was
also constrained to have a unit norm in order to obtain EMs
as directional data in the spectral space. Moreover, M0 was
initialized using a simple cosine-based K-means clustering of
the observed data-cube, which improved the robustness of the
method to the presence of shadowed pixels.
A different EM model was proposed in [192] by considering
an additive term to the mean EM matrix, resulting in the
following EM representation
Mn =M0 + dMn , (17)
where the matrix dMn ∈ RL×P is an additive perturbation
representing spectral variability. In this case, both the reference
EM matrix M0 and the pixel-dependent additive perturbation
terms dMn were estimated blindly from the HI. However, this
model has a large number of parameters. Thus, to mitigate
the ill-posedness of the SU problem, a regularization term
consisting of the Frobenius norm of dMn, n = 1, . . . , N
was included in the unmixing cost function. Besides the
simplicity and mathematical tractability, the use of an additive
perturbation in (17) also makes the problem amenable to an
interesting interpretation when only a single additive pertur-
bation matrix is considered for all image pixels. In this case,
the SU problem becomes equivalent to a total least squares
problem with constraints [193]. Furthermore, the Perturbed
Linear Mixing Model (PLMM) has also been considered for
robust SU using an outlier-insensitive reconstruction error
metric with an Lp-quasi norm [194] and for multitemporal
and distributed SU [195], [196].
One difficulty of parametric EM models is to construct
functions f(·) that are parsimonious but still flexible enough
to represent complex spectral variations. To circumvent this
issue, a deep generative EM model was proposed in [197]
based on the hypothesis that the EMs lie on low-dimensional
manifolds. Instead of fixing the EM model a priori, variational
autoencoders with neural networks were used to learn the
parametric function f(·) in (13) using pure pixels extracted
from the observed HI. SU was then formulated as the recovery
of the abundances and of the representations of the EMs in the
learned manifold, which can be of very small dimension. De-
spite making SU more well-posed, the resulting cost functions
are non-convex and can be difficult to optimize.
A different work proposed to exploit the spatial correlation
of the endmembers and abundance maps by proposing a gen-
eral multiscale mixing model addressing EM variability [198].
The SU problem was solved using a multiscale representation
of the mixing model, which allowed for the use of any
parametric EM models as in (13). This resulted in improved
results when compared to standard spatial regularization strate-
gies. Although the formulation was algebraically involved,
an approximate algorithm with small complexity was derived
under some simplifying assumptions.
C. EM-model-free methods
EM-model-free unmixing:
+ Algorithms are usually computationally efficient
+ Involves different strategies with a wide range of
model complexity or user supervision
+ Methods usually make few or restrained as-
sumptions about the endmember models (unlike
Bayesian or parametric models)
− Some approaches have a more limited modeling
capability
Some methods have proposed to mitigate the effects of spec-
tral variability blindly without assuming any specific model
to represent the endmember signatures. One simple approach
consists of using a metric depending on the reconstruction
error in the SU cost function in order to improve the robustness
of SU to endmember variability. It can be motivated by the fact
that the commonly used Euclidean distance is very sensitive
to variations in the amplitude of the pixel spectra, being thus
significantly influenced by illumination variations [199]. This
motivated the consideration of the spectral angle mapper, spec-
tral correlation and spectral information divergence metrics
due to their insensitiveness to scaling variations [199], [200].
The downside of this approach lies in the nonlinear and
possibly non-convex nature of the resulting SU optimization
problem, which becomes harder to solve. An efficient strategy
based on the projected gradient descent algorithm was pro-
posed to optimize the SU cost function when using the spectral
angle mapper metric [201]. Although conceptually simple,
these approaches focus on specific effects such as brightness
variations and it is not clear how they can be generalized to
address more complex spectral variability.
More recent SU methods consider more general models
in order to deal with complex intrinsic variability effects.
For instance, an additive residual term in the LMM (1) was
considered in [202] in order to account for spectral variability
and other unmodelled effects. This term was represented as
the product of two matrices. The first matrix corresponded
to the first columns of the discrete cosine transform, forcing
the additive terms to be spectrally smooth. The second matrix
was defined for the pixel-dependent coefficients, which were
forced to be spatially sparse and were estimated by solving a
convex optimization problem.
A similar approach included ideas from physically moti-
vated parametric models by considering the LMM with a
constant scaling factor for each pixel to account for rough
illumination variations and an additional non-parametric ad-
ditive term to account for other types of spectral variabil-
ity [203]. This additive term was defined as the product be-
tween an approximately orthonormal basis matrix having low
coherence with the endmember signatures, and a coefficient
matrix representing the variability contribution to each pixel.
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However, these constraints make the resulting optimization
problem non-convex.
A different idea was to estimate a subspace projection of the
observed HI that minimizes the effect of spectral variability in
SU [204]. This strategy allows SU to be performed by min-
imizing the reconstruction error in the projected space. This
subspace is forced to be of low-dimension by penalizing the
nuclear norm of the projection operator in the cost function,
which is estimated jointly with the abundances during SU.
A more recent method considered the multidimensional
representation of the pixel-dependent EM matrices and abun-
dance vectors by employing mathematical tools from tensor
decomposition [205]. By assuming that the endmembers and
abundance tensors are approximately low-rank, the SU prob-
lem was formulated as a non-convex nonnegative tensor factor-
ization problem. This led to a parsimonious model without the
need for explicit parametric representations of the endmembers
that are tied to specific applications.
D. Bayesian Methods
Bayesian Methods:
+ Benefit from well-developed statistical estimation
tools to derive the SU methods
+ Can have a very low degree of user supervision
once the statistical distributions are selected
− Can use unrealistic distributions (e.g., isotropic
Gaussians) to represent the EMs for mathematical
tractability
− Generally do not return the specific spectral sig-
natures at each image pixel
− Suffer from a very high computational cost
− Hyperparameters may need to be set by the user,
and specifying hyperprior distributions for hierar-
chical Bayesian models may not be trivial
Another set of methods considers endmembers to be random
vectors, following multivariate statistical distributions, i.e.,
mn,p ∼ D(θn,p) , (18)
where θn,p encodes parameters of a distribution D. The spec-
tral signatures actually present in each pixel are realizations of
this random vector, and SU is then formulated as the problem
of finding a statistical estimator for the abundances and for
the endmembers.
These approaches depend on the statistical distribution D
employed to represent EM spectra, on the amount of user
supervision that is required and on the computational al-
gorithm used to solve the problem. Some methods require
the parameters of the distribution θn,p to be set a priori,
which might be difficult in the absence of a large spectral
library. Other works reduce user supervision by employing
hierarchical Bayesian methods to estimate θn,p jointly with
the remaining parameters at the cost of a higher computational
cost [206], [207]. The different Bayesian methods addressing
spectral variability can be classified according to the statistical
distribution used to represent the EMs: a Gaussian distribution,
which provides mathematical tractability or more complex
distributions providing a more physically reasonable represen-
tation. We will discuss both cases in the following.
1) The Normal Compositional Model: The first statistical
model that has been considered to represent endmember spec-
tra was a multivariate Gaussian distribution, in the so-called
Normal Compositional Model (NCM), given by
mp,n ∼ N (θn,p) , (19)
where D ≡ N and θn,p = {mean, covariance} contains the
mean vector and covariance matrix for the p-th endmember of
the n-th pixel. The NCM has been widely used due to its math-
ematical tractability [208], [209]. The first works employing
the NCM for SU considered expectation-maximization strate-
gies in which the abundances, the mean endmember values
and their covariance matrices were estimated iteratively [208].
However, due to the non-convexity of the estimation problem,
the direct application of expectation maximization approaches
is unable to decide whether variations observed in the mixed
pixel spectra yn are due to different abundances or to the
endmember variability. This might result in the endmembers
absorbing all variation in the observed scene with nearly con-
stant abundances [209]. Some approaches proposed to address
this problem by considering the use of diagonal covariance
matrices and empirical strategies to estimate the endmember
data more easily from the observed mixed pixels. For instance,
endmember means and covariances were estimated both a
priori using pure pixels selected from the HI [210], and
iteratively based on large regions of observed pixels with
homogeneous abundances (obtained from the segmentation of
estimates of the abundances available a priori) [211].
Other works attempted to improve different aspects of this
method, by using a particle swarm optimization algorithm
to solve the (usually intractable) integrals involved in the
estimation of the abundances in the "expectation" step of the
algorithm [212], or by incorporating a priori information in
the form of additional constraints penalizing the nuclear norm
of the abundances in groups of pixels determined through
image segmentation methods (in order to promote spatial
homogeneity) [213].
Despite these advances, the susceptibility of EM-based
methods to converge to poor local minima of the non-convex
cost function prevented their large-scale applicability for this
problem. Instead, most recent approaches rely on more robust
(although costly) techniques based on Markov Chain Monte
Carlo (MCMC) methods to sample the posterior distribution.
Although the works that adopt this approach share the same
underlying idea, they differ significantly in the way in which
the endmembers and abundances are represented and in the
amount of user supervision that is required. For instance,
different strategies have been proposed to represent the mean
and covariance matrices of the endmembers in the NCM. One
of the first approaches considered the endmember mean values
to be known a priori and their covariance matrices to be mul-
tiples of the identity matrix [214], while employing conjugate
distributions to make the estimation of the parameters easier.
Later works attempted to add more flexibility by considering,
for instance, a single full covariance matrix shared by all
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endmembers [215] or a positive definite matrix defined a priori
and multiplied by EM-dependent scaling parameters [216].
Diagonal covariance matrices were employed in [217], which
also considered the estimation of the EM mean values in a
hierarchical Bayesian framework, using hyperpriors to esti-
mate the distribution parameters directly from the observed
HI. The Bayesian framework has also been used in [218]
to estimate the number of EMs in the scene blindly using
a uniform discrete prior.
Other works attempted to address physically motivated
particular cases of the general NCM. This includes the con-
sideration of statistical dependence between different EMs
to represent spectral variability that may affect all materials
in the scene equally (e.g., atmospheric effects) [219], and
the explicit representation of the higher correlation between
adjacent spectral bands to introduce spectral smoothness to
the signatures, leading to a well-posed model that is also fast
to compute [220].
An alternative approach which has been used to simplify
the unmixing process associated with the NCM is to estimate
the endmember means and covariance matrices a priori based
on spectral libraries extracted from the observed HI. This has
been performed considering libraries obtained both using pure
pixel-based endmember bundle extraction methods [221] and
on multiple endmember matrices estimated by a piecewise
convex blind SU algorithm [166]. However, these methods suf-
fer from the limitations of image-based EM bundle extraction
techniques, which will be discussed in detail in Section V-A.
Other works also considered a piecewise convex model
which uses a set of different Gaussian distributions to model
the endmembers. Afterwards, during SU each image pixel is
assigned to one of these distributions using a membership
function represented by a Dirichlet random variable. The
unmixing problem under this model was solved by consid-
ering both an alternating optimization method in a maxi-
mum a posteriori (MAP) framework [222] and an MCMC
sampling approach providing an estimate of the posterior
distribution of interest [223].
Although the Dirichlet prior distribution is frequently used
to represent the abundances, many works have considered
variations which incorporate useful information from the un-
derlying practical problem. Examples include the enforcement
of abundance sparsity using a sparse Dirichlet prior [224],
or the encouragement of spatial homogeneity by dividing the
abundance maps into a finite number of classes sharing the
same Dirichlet distribution parameters. This division has been
performed either blindly by means of a classification prior us-
ing the Potts model [217] or through an a priori segmentation
of the HI in a latent Dirichlet allocation framework [225].
More recently, the NCM has also been applied to problems
other than that of linear unmixing or spectral variability.
For instance, the NCM has been considered to represent the
uncertainties in EM estimation instead of the intrinsic vari-
ability of the material classes, which changes the problem by
introducing statistical dependence between the different image
pixels [226]. Other works also applied the NCM to problems
such as nonlinear SU with a bilinear mixing model [227], for
the linear unmixing of sediment grain size distribution (where
the EMs represent the grain sizes of constituent materials)
to study transport and deposition of sediments [228], or to
represent the variability of the endmembers across multiple
images in multitemporal SU, using additional spatially sparse
terms accounting for potential abrupt spectral changes between
the different images [229].
2) Other Endmember Distributions: Despite its popularity,
the NCM does not have a strong physical motivation, which
led to the consideration of more accurate distributions to repre-
sent the EMs. For instance, a Beta distribution was considered
in [230] in order to constrain reflectance values to physically
meaningful ranges and to allow for possible skewness in the
distribution. Unfortunately, a direct solution to the SU problem
cannot be obtained. Thus, a piecewise constant model was
assumed for the abundances, which allowed the parameters
of the distribution to be estimated using a combination of a
clustering algorithm and a variant of the method of moments.
A Gaussian mixture model has also been considered in [231]
in order to allow for possibly multi-modal EM distributions.
The SU problem was solved as a MAP estimation problem
using a generalized expectation-maximization approach. How-
ever, since learning the parameters of Gaussian mixture models
can be difficult, they were estimated before performing SU
based on spectral libraries assumed to be known a priori.
Another approach proposed to represent EM spectra as a
sum of an average spectral signature known a priori and
a spatially and spectrally smooth function representing EM
variability to provide a model that is physically more reason-
able [232]. Bilinear mixing models were also considered along
with an additive residual term to account for mismodeling
effects or outliers.
A different approach has been proposed which does not
make an explicit assumption about the distribution of EM
spectra and instead only relies on some of their statistics.
This is the case of [233], which formulates the SU problem
similarly to the method of moments by trying to find the abun-
dance values which match the mean and covariances obtained
through the LMM to those of the observed mixed pixels. A
similar work applied the same idea using transformed statistics
constructed from the ratio between the means and covariances
of the pixels and endmembers in different spectral bands [234].
This strategy increases the robustness of the method since
band ratios are invariant to illumination variations. However,
similarly to [230], a piecewise constant abundance model is
used to estimate the covariance matrix of the observed pixels.
Moreover, the covariance matrices of the EMs are assumed to
be known a priori.
V. SPECTRAL LIBRARIES
A large number of SU techniques discussed in Section III
address spectral variability by using spectral libraries or bun-
dles known a priori. The performance of these methods is
often heavily impacted by how well the libraries can represent
the endmembers actually present in the scene. Moreover, in
many practical situations it is either very costly or even
impossible to obtain laboratory or in situ measurements of
endmember spectra. Another problem with many methods pre-
sented in Section III (like MESMA) is that their computational
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complexity increases very quickly with the library size, which
can make the problem intractable for large libraries. Fortu-
nately, several techniques have been proposed to address these
problems, including the extraction of spectral libraries from
the observed HIs and the removal of redundant or irrelevant
spectra before SU. We shall discuss these in the following.
A. How to construct spectral libraries?
Many library-based SU works assume that spectral libraries
are manually obtained from in situ or through controlled
laboratory measurements [35], [235], which may be compli-
cated in practical applications. Moreover, existing libraries
may have been acquired at conditions which do not reflect
those actually observed in the scene, which introduces errors
in the SU process [35], [101], [236]. Traditional endmember
extraction algorithms (EEAs), on the other hand, typically
consider only a single spectral signature per material and are
thus unable to appropriately address spectral variability [31],
[237]. These shortcomings make the construction of spectral
libraries one of the main challenges of library-based SU
methods [235], which motivated the development of methods
to extract libraries directly from the observed HI. Other works
also proposed to generate libraries using radiative transfer
models or interpolation techniques. We review each case in
the following.
1) Image based library construction:
Image-based Library Extraction:
+ Allows spectral libraries to be extracted with
signatures that are at the same conditions of the
image pixels
+ Can benefit from expert knowledge to reliably
identify pure pixels in the image
− Depends strongly on the presence of pure pixels
− The observed image should not be too small
− Mixed pixels may be included in the library by
mistake
− Clustering the extracted signatures into their cor-
rect material classes is challenging
The simplest approaches for the construction of image-
based spectral libraries are completely supervised. Image pix-
els are included in the library either based on their correlation
to some initial endmembers manually selected as the extreme
points of the PCA of the HI [95], [238], or simply by manually
screening a large number of pure pixels extracted from the
HI using expert knowledge about the spectral characteristic
of the materials in the scene [239]. Other work used only
partially labeled data in order to reduce the amount of domain
knowledge that is required [240]. Recent strategies attempted
to automate this process by extending EEAs for the extraction
of multiple signatures of each material in the observed HI. The
first work in this direction proposed to apply traditional EEAs
to random subsets of pixels that are sampled from the HI (with
or without replacement) [241]. Different sets of EM signatures
are generated using this method. All the extracted signatures
are then grouped into different sets corresponding to the ma-
terial classes by using a clustering algorithm (e.g., k-means).
The size of the image subsets, however, must be selected with
great care in order for EEAs to work satisfactorily [162], and
the clustering step can be challenging.
Later works proposed different strategies for the extraction
or selection of multiple pure pixels or endmember candidates
from the observed image. One simple iterative strategy consists
of including in the library all pixels that are within a given
spectral distance of some reference EMs [242]. This process is
performed iteratively, with the reference EMs initialized using
a standard EEA and then updated as the mean values of the
library signatures at the previous iteration. Besides being very
simple, this procedure does not require the library signatures
to be clustered afterwards. A related strategy worked in a
reverse way, by iteratively removing pure pixels from a large
initial set of candidate signatures in order to obtain the final
spectral library [243]. A pixel candidate is removed if it can
be represented with small error as a convex combination of the
remaining signatures in the library. A clustering procedure is
then performed to group the selected spectra into EM classes.
Recent works have proposed more involved empirical ap-
proaches to differentiate between spectrally similar materials
when extracting or clustering the EM signatures, or to re-
move mixed pixels from the constructed library. For instance,
in [244] EM extraction was performed multiple times for
different subsets of the spectral bands constructed at multiple
spectral scales and intervals. These signatures were afterwards
clustered into EM classes based on a metric constructed from
features derived from applying clustering algorithms individ-
ually to the spectral scales and intervals used previously.
A related strategy considered both the extraction and clus-
tering of the library signatures based on subsets of the wavelet
transform coefficients of the reflectance spectra that are robust
to spectral variability [245]. These subsets were selected based
on how much their empirical statistical distribution deviates
from an uncorrelated Gaussian distribution. The HI was also
partitioned into spatial segments using a hierarchical clustering
algorithm, and only one signature for each spatial segment was
considered to be included in the library.
Another strategy proposed to extract spectral signatures
as image pixels which can best represent all other pixels
in the HI as a sparse linear combination [246]. Afterwards,
these signatures were grouped into material classes using
spectral features derived from the slopes of a piecewise linear
approximation of each signature.
Another group of approaches makes use of the empirical
observation that pure pixels are more likely to be contained
in spatially homogeneous regions. Spectral libraries can be
constructed either by restricting EM candidates to be contained
in sufficiently homogeneous regions [247], by applying an
image over-segmentation strategy before pure pixel extrac-
tion [248], or by considering EM candidates as the average
of homogeneous regions obtained from a coarse spatial scale
selected from a multiscale image decomposition [249]. These
strategies should be applied with care to avoid the inclusion
of pixels extracted from mixed, homogeneous regions into
the library.
Some alternatives tried to build spectral libraries by using
different forms of matrix factorization of the HI. For in-
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stance, spectral libraries for each material class are constructed
in [168] by learning sparse representations of sets of pure
pixels of each material, which are extracted from the observed
HI. More precisely, dictionary learning is applied to the pure
pixels of each material, from which the resulting basis matrices
are used to construct the spectral library. Another approach
proposed to extract the spectral library using the results of
an SU procedure using a matrix factorization approach which
does not accounts for spectral variability [250]. However,
besides depending on the results of another SU algorithm,
there is no guarantee that the selected signatures are pure
pixels.
2) Generating spectral libraries from physics models:
Physics-based Library Synthesis:
+ Can generate libraries independently of the ob-
served HI
+ Can represent a wide range of spectral variability
if more complex models are employed
− Depends on the availability of an accurate phys-
ical model for the spectra of the EMs
An alternative approach to generate spectral libraries which
does not depend on the observed HI is to employ a physics-
based (i.e., radiative transfer) model describing the reflectance
of the EMs as a function of physico-chemical parameters.
This allows us to generate different instances of the material
spectra to constitute a synthetic library by sampling the free
parameters of the model. Examples of such models include
the PROSPECT model [67] for vegetation or Hapke’s [46]
and Shkuratov‘s models [251] for packed particle spectra.
Different models inspired by physics have been employed to
generate or augment spectral spectral libraries for SU in many
applications. These applications include models for canopy
as a function of its height and canopy radius [252], fire
temperature radiance as a function of view and solar geometry
and atmospheric conditions [253] and soil reflectance as a
function of moisture content [71]. This strategy has also been
applied to generate training data for SU of binary mixtures of
vegetation and impervious materials using machine learning
algorithms [254]–[257]. Note, however, that directly sampling
all parameters of complex models such as PROSPECT might
lead to a very large number of signatures. This has motivated
strategies to sample the parametric models more efficiently or
to remove redundant spectra from the generated library [258].
In spite of their advantages, a significant drawback of these
methods is the requirement of accurate knowledge of the
physical process governing the observation of the reflectance
of the materials by the sensor. A different approach attempted
to circumvent this issue by proposing a data augmentation
strategy, where one wishes to synthesize additional signatures
to be included in small, pre-existing libraries [259]. The
spectral signatures in the library are used as training data in
order to learn the statistical distribution of the EMs using deep
generative models such as variational autoencoders and deep
neural networks. This allows one to sample new signatures
from the learned distributions to augment the existing library.
3) Spatial interpolation of endmember signatures:
Spatial Endmember Interpolation:
+ Uses the hypothesis of spatially correlated EM
signatures
− Needs knowledge of the spatial position of pure
pixels in the scene
− The amount of pure pixels available can strongly
affect the performance of the methods
A number of approaches based on the assumption that
EMs are spatially correlated proposed to synthesize pixel-
dependent EM signatures based on a set of pure pixels at
known spatial locations using interpolation techniques. Many
of these works aim to perform SU of vegetation and soil
mixtures by using vegetation indices (i.e., spectral features
given by ratios of band differences, such as the NDVI) in lieu
of traditional endmembers.
For instance, the spatial interpolation of vegetation and soil
NDVIs based on linear regression has been considered for
SU of coarse resolution images, where the training samples
for the EMs were obtained using using classification maps
from complementary, high resolution images available a pri-
ori [260]. A similar strategy considered the use of spatially
weighted kriging employing as training samples pure pixels
which were either manually extracted from the scene [261]
or obtained by randomly sampling the vertices of the simplex
obtained by a low-dimensional projection of the HI [262]. This
strategy allowed one to weight the contribution of the training
samples according to their spatial distance to each interpolated
signature.
Other works also considered the spatial interpolation of
actual spectral signatures instead of just vegetation and soil
indices using spatially weighted linear regression or krig-
ing. This has been performed considering training data ob-
tained both from complementary high resolution classification
maps [263], or from pure pixels extracted from the HI inside
sub-regions appropriately selected with the aid of a classifica-
tion algorithm [264].
B. Library pruning techniques
One significant problem with many SU methods based on
spectral libraries such as MESMA is that their computational
complexity increases quickly with the size of the spectral
library. Furthermore, databases containing laboratory acquired
spectra often contains hundreds of different materials. Using
a library of this size can actually decrease the performance of
SU since the problem becomes more and more ill-posed.
One solution to this problem consists of removing redundant
or irrelevant signatures from large spectral libraries before the
SU process. These approaches, also called library pruning,
have been largely applied in order to reduce the complexity
and improve the accuracy of both MESMA [36] and sparse
unmixing algorithms [265]. There are three main groups of
library pruning techniques. Library reduction techniques just
remove redundant signatures to improve the computation time.
Endmember selection techniques identify which materials are
present in each HI pixel to remove absent EM classes from
the library before SU. Single class library pruning attempt to
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identify and remove signatures which are acquired at different
conditions from those of the HI. These approaches will be
reviewed in detail in the following.
1) Library reduction techniques:
Spectral Library Reduction:
+ Very simple strategies that do not depend on the
observed HI
− Only reduces computational complexity, but does
not improve the quality of the SU results
Library reduction techniques attempt to remove redundant
spectral signatures from the library regardless of the observed
HI, which tends to improve the computational complexity of
SU but not necessarily its quality. A common idea is to find a
small set of signatures which can best represent the remaining
spectra of the same EM class in some sense [266] such as
the squared error [36], the average spectral angle [87] or
the count-based EM selection metric, where one counts the
number of signatures one candidate can represent with error
below a threshold [91]. An alternative method also divided
the library signatures into groups according to their Euclidean
norm, selecting one signature from each group to explicitly
account for brightness variations [267].
2) Endmember selection methods:
Endmember Selection:
+ Remove only entire material classes from the
library for each pixel, and is also effective for
variability-free SU
+ Leverage information from the observed HI
+ Can improve the SU quality and reduce the com-
putational complexity
− Usually depend on some sort of classification
procedure
− Rely on the observation that usually only a few
materials are contained in each pixel
Endmember selection techniques attempt to identify which
EM classes are present in each pixel using information such
as classification maps [10], [268] to remove entire absent
materials from the library and improve the unmixing re-
sults [10], [268]. This relies on the observation that HI
pixels usually contain only a small number of materials, and
has also been applied to SU without considering spectral
variability [269], [270].
The simplest EM selection methods use classification algo-
rithms to select the EM classes present in mixed pixels [271],
[272]. Another work employed a block sparse unmixing al-
gorithm as a preprocessing step in order to remove material
classes with low abundances values from the library for
each image pixel before applying the MESMA algorithm to
obtain the final SU results [273]. A more elaborate approach
proposed to semantically organize subsets of material classes
in a hierarchical tree, starting from a rough (e.g. pervious and
impervious) up to a fine differentiation between the endmem-
bers (e.g., different vegetation species) [57]. Afterwards, SU
is performed at each level of the tree, using the abundance
results in the previous, coarser level to constrain which EMs
can be selected at the current one (i.e., a pixel containing only
a pervious EM in the coarse scale cannot have concrete EM
in the finer one).
Some recent approaches have also proposed to use external,
complementary data in order to aid in identifying which
materials are present in each pixel. For instance, in [274]
the HI was divided into rural and urban subsets by using
external data of road network density, which allowed for the
use of a separate set of EM classes for each of the subsets.
Another work proposed to use additional LIDAR data to
remove material classes from the library of each pixel based on
its height distribution (e.g., a "tree" or "building" endmember
can be removed from a pixel that has low height) [275].
3) Pruning libraries within the same class:
Same-Class Endmember Pruning:
+ Remove spectral signatures from each material
class that are not representative of the observed
HI
+ Can improve the SU quality and reduce the
computational cost even for libraries with few
materials classes
− Identify which signatures in the spectral library
do not share the same acquisition conditions with
the HI is generally difficult
Recent approaches proposed to remove signatures from the
library that have been acquired at conditions different from
those of the HI, keeping only signatures that are representative
of the observed image. However, measuring the representative-
ness of the EM signatures is a difficult task. A simple approach
proposed to remove signatures that have a large spectral angle
and spectral L1 distance relative to the observed pixels [276].
However, this strategy might discard relevant signatures in
the presence of many mixed pixels. Another work proposed
to compare only pure pixels extracted from the HI with the
library spectra in the wavelet domain [277].
A different approach proposed to remove library elements
that have large distances to a small set of the leading eigen-
vectors of the observed HI, and are thus unlikely to be present
in the image [278]. This strategy eliminates the direct need for
pure pixels in the scene. It has also been successfully applied
for plant production system monitoring [279], and was later
extended to consider a brightness normalization pre-processing
step and other strategies from Section V-B1 to additionally
remove redundant spectra [268].
Another work also proposed to perform library pruning
iteratively in a sparse unmixing formulation by removing
signatures corresponding to low abundance values during the
SU process [280]. However, this process depends directly on
the accuracy of the SU process at the first iterations.
VI. DISCUSSION, CONCLUSIONS AND FUTURE
DIRECTIONS
Significant advances have been made to mitigate spectral
variability in SU during the last decade, encompassing con-
tributions with both experimental and theoretical motivations.
21
Recent work has, for instance, allowed spectral libraries to be
directly extracted from observed HIs, provided more accurate
or flexible models to represent the endmembers (e.g., in
statistical or parametric methods), and included different kinds
of a priori external information in order to alleviate the ill-
posedness of the problem, such as the locally correlated char-
acteristics of the EMs and abundances. This was performed
either explicitly, by means of regularization approaches or
in the definition of statistical models, or implicitly in the
design of the algorithms (e.g., in local SU). Other methods
leveraged the spectral characteristics of EM variability to
design improved algorithms (e.g., in spectral transformations
or robust SU methods).
However, there is still a noticeable dependence between the
the quality of the unmixing solutions and the necessary amount
of user supervision in the algorithms. Many recent techniques
need considerable or intricate tuning in order to reach their full
potential, with a significant portion of algorithm design being
left to the user. The lack of more extensive data with reliable
ground truths have also made the evaluation of the algorithms
somewhat difficult. In the following, we detail some aspects
which we think deserve further consideration.
• As discussed above, one important research direction is
to improve the robustness of the methods to the selection
of their parameters, or to develop informed adjustment
methodologies. This could be performed, for instance,
by leveraging metadata (e.g., external classification maps)
that is available in many applications. This point applies
to the majority of SU algorithms reviewed in this paper,
and would make those methods more readily employable
as out-of-the-box solutions in practical scenarios.
• Most SU algorithms that address spectral variability de-
pend strongly on spectral libraries or on reference end-
member signatures known a priori or extracted from the
observed HI. Improving the robustness of these methods
to the selection of this data is important to guarantee a
more reliable SU performance in practice.
• The vast majority of work reviewed in this paper use
the LMM to describe the interaction between incident
light and the materials in the scene, even though non-
linear mixtures are common in many applications [182].
However, as shown in [186], the relationships between
linear unmixing with spectral variability and nonlinear
unmixing (and consequently the ability of algorithms
considering spectral variability to do nonlinear unmixing)
deserves to be further investigated. Especially, deciding
whether variations in the observed pixel spectra originate
from spectral variability, from nonlinear interactions or
from slight abundance variations can be very difficult.
• An aspect that induces difficulties to the evaluation of SU
methods is the lack of more extensive data with reliable
ground truth. However, there is no clear approach to
reliably collect ground truth for abundance values. This
problem is more pronounced when spectral variability is
considered. Particularly, there is not a clearly agreed-upon
protocol to generate realistic synthetic data. A larger,
publicly available dataset would strengthen the validation
of the methods.
• Although many ways have been proposed to model
spectral variability, there is still a distinction between
restrained models inspired by specific, concrete appli-
cations and mathematically flexible ones that aim for
a more generic representation. Combining insight from
the practical applications with a mathematically thorough
treatment may lead to improved ways to represent spectral
variability in a given scene.
• Many of the methods discussed in this paper rely, ex-
plicitly or implicitly, on the solution to complex, non-
convex optimization problems which are often solved
only approximately to achieve a computationally tractable
algorithm. Investigating the use of more reliable ap-
proaches to solve those problems can help to evaluate
the potential accuracy of the models by reducing the
influence from the use of such approximations.
• Many algorithms (such as, e.g., MESMA and some
statistical approaches) are computationally expensive and
do not scale very well for large images. Considering the
large amount of data currently in need of processing, it is
important to have fast alternatives to solve this problem.
• Traditional SU can be readily interpreted as a nonnegative
matrix factorization problem. This allows us to under-
stand many of the limitations of the SU problem, as well
as to identify conditions under which it can be solved
exactly. However, such understanding is generally not
available when endmember variability is considered, ex-
cept for the particular case of illumination-based spectral
variability [191]. A deeper theoretical insight would be
valuable to clearly define limiting conditions under which
this problem can, or cannot be solved.
Initially motivated from Earth observation applications,
spectral variability is now considered one of the main chal-
lenges of SU. Although we have already seen a wealth of
contributions from both application- and theoretically-oriented
researchers, it is expected that the further exchange of ideas
between these two areas will help to advance the field even
further.
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