Rule Based Temporal Inference by Chekol, Melisachew Wudage & Stuckenschmidt, Heiner
Rule Based Temporal Inference
Melisachew Wudage Chekol1 and Heiner Stuckenschmidt2
1 Data and Web Science Group, University of Mannheim, Mannheim, Germany
mel@informatik.uni-mannheim.de
2 Data and Web Science Group, University of Mannheim, Mannheim, Germany
heiner@informatik.uni-mannheim.de
Abstract
Time-wise knowledge is relevant in knowledge graphs as the majority facts are true in some time
period, for instance, (Barack Obama, president of, USA, 2009, 2017). Consequently, temporal
information extraction and temporal scoping of facts in knowledge graphs have been a focus of
recent research. Due to this, a number of temporal knowledge graphs have become available
such as YAGO and Wikidata. In addition, since the temporal facts are obtained from open
text, they can be weighted, i.e., the extraction tools assign each fact with a confidence score
indicating how likely that fact is to be true. Temporal facts coupled with confidence scores result
in a probabilistic temporal knowledge graph. In such a graph, probabilistic query evaluation
(marginal inference) and computing most probable explanations (MPE inference) are fundamental
problems. In addition, in these problems temporal coalescing, an important research in temporal
databases, is very challenging. In this work, we study these problems by using probabilistic
programming. We report experimental results comparing the efficiency of several state-of-the-art
systems.
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Keywords and phrases temporal inference, temporal knowledge graphs, probabilistic reasoning
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1 Introduction
The advance of open information extraction and data mining have guided the automatic
construction and completion of big knowledge graphs (kgs). This is often done by crawl-
ing the web and extracting facts and relations using machine learning techniques, for
instance NELL [4]. Some of the kgs contain high quality, human curated facts for in-
stance YAGO [20], Wikidata [30], DBpedia [1] and some contain probabilistic facts for
instance Google’s Knowledge Vault [10], NELL, DeepDive [27], ReVerb [15], and ProbKB [6].
Additionally, present-day knowledge graphs contain partially temporally annotated facts.
Time-wise knowledge can be found from patient and employee histories to event and
streaming data. For instance, the fact that Barack Obama was the president of USA is valid
only from 2009 to 2017. When such facts are derived via machine learning techniques, they
are produced with some degree confidence indicating how likely they are to be true. We
refer to knowledge graphs (kgs) that contain temporally annotated probabilistic facts as
probabilistic temporal knowledge graphs. The emergence of such kgs poses new challenges
in probabilistic reasoning. In this respect, recently, Markov logic networks (MLNs) is used
for conflict resolution in uncertain temporal kgs [5]. In particular, the authors investigate
maximum a-posteriori inference (MAP–computing the most probable temporal kg) for
debugging noisy temporal data. This problem is known to be intractable. On the other hand,
the main focus of this work is to investigate marginal inference (computing the probabilities
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of queries) through the use of ProbLog (a probabilistic programming language). Moreover, we
leverage a tractable rule language called probabilistic soft logic for computing most probable
explanations (MPE) for probabilistic temporal kgs.
In parallel with fact and relation extraction, schema induction and rule learning1 have
been widely investigated [7, 25, 26]. Most rule learning systems, such as AIME+ [16],
SHERLOCK [26], and ProbFOIL [25], produce weighted Horn rules that can be encoded into
ProbLog and probabilistic soft logic (PSL). Besides such rules can be conveniently temporalized
to take into account the temporal scope of facts. Thereby, alleviating the notoriously difficult
problem of temporal rule learning. As an example consider a probabilistic Horn rule which
represents “a person lives in the same place where the company she works for is located”:
0.5 :: livesin(x, z) :− worksfor(x, y), locatedin(y, z).
This rule can be temporalized as:
0.5 :: livesin(x, z, t, t′) :− worksfor(x, y, tb, te), locatedin(y, z, t′b, t′e), overlaps(tb, te, t′b, t′e),
where the overlaps tests if there is an overlap between the intervals [tb, te] and [tb, t′e] and
[t, t′] = [tb, te] ∩ [t′b, t′e]. ProbLog is equipped with built-in predicates that allow to represent
the predicate overlaps, this permits us to perform inference in temporal knowledge graphs
where inference rules often contain arithmetic predicates to determine temporal overlap.
Similarly, PSL provides a programming interface for creating user defined functions.
A relevant problem in probabilistic temporal kgs is temporal coalescing. Temporal
coalescing is the process of merging facts with identical non-temporal arguments and adjacent
or overlapping time-intervals. This problem has been thoroughly investigated in the database
community in a non-probabilistic setting (look for instance [3]). In this paper we investigate
two approaches for coalescing probabilistic temporal facts. Overall, the contributions of
this paper are the following: (i) we study temporal coalescing in a probabilistic setting and
propose efficient algorithms, (ii) we provide coalescing-based query rewriting for marginal
and MPE inference tasks, and (iii) we perform extensive experimental analysis over the
Wikidata kg.
Outline. The paper is organized as follows. Next, we briefly introduce ProbLog, PSL and
knowledge graphs. In Section 3, we present temporal coalescing of kgs. Section 4 describes
representation of probabilistic temporal kgs in ProbLog. We briefly outline temporal kgs in
probabilistic soft logic (Section 5). In Section 6, we evaluate our approach using Wikidata
and four state-of-the-art systems. We review related work in Section 7 and provide conclusion
in Section 8.
2 Background
2.1 ProbLog
ProbLog is a probabilistic extension of Prolog [22]. A ProbLog program consists of a set of
definite clauses with their corresponding probabilities. The probability of a clause indicates
the likelihood of that clause, i.e., it is a measure of how likely the clause is to hold or
be true. Given a ProbLog program T = {p1 :: c1, . . . , pn :: cn}, each ground ci (a clause
with no variables) is called a fact. Facts allow us to represent triples of a kg and definite
clauses enable to encode background knowledge or schema of a kg. A ProbLog program
T = {p1 :: c1, . . . , pn :: cn} defines a probability distribution over ground logic programs
1 Often first order Horn rules are produced by inductive logic programming and machine learning
techniques.
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L ⊆ LT = {c1, . . . , cn} of T :
P (L|T ) =
∏
ci∈L
pi
∏
ci∈LT \L
(1− pi)
2.1.1 Marginal query
An important problem in ProbLog is computing the probability of a query (known as the
success probability). The probability of a query q over a ProbLog program T is obtained as:
P (q|T ) =
∑
L⊆LT
P (q|L)P (L|T ), P (q|L) =
{
1 if ∃θ : L |= qθ
0 otherwise
where θ denotes a possible substitution for q. P (q|T ) is the probability that q is provable over
the distribution of logic programs of T . In this paper, we make use of ProbLog to compute
the marginal probabilities of temporal queries over probabilistic temporal kgs. Another
important problem in ProbLog is computing the most probable explanation of a set of facts.
2.1.2 MPE inference
MPE inference is the task of finding the most likely interpretation (joint state) of all non-
evidence facts NE given some evidence facts E, i.e., argmaxne P (NE = ne | E = e). MPE
inference in a probabilistic temporal kg corresponds to computing the most probable temporal
kg with the highest probability. Another Horn-based probabilistic logic programming
language is PSL. MPE inference in PSL is known to be tractable.
2.2 Probabilistic Soft Logic
Probabilistic Soft Logic (PSL) uses first-order logic to specify templates for Hinge-Loss
Markov Random Fields (HR-MRFs) [2]. A PSL knowledge base KB contains a set of
formulae {(Fi, wi)}, where Fi is a disjunction of literals (an atom or its negation) and
wi ∈ R≥0 is a real-valued weight. A formula Fi is called hard (resp. soft) if its weight wi =∞
(resp. wi ∈ R≥0). A hard formula must be true in all the possible worlds of the KB. To
avoid confusion (and perform experimental comparison of ProbLog and PSL over the same
dataset) of probabilities in ProbLog and weights in PSL, we assume that the weights in PSL
are between 0 and 1. A PSL formula is written as: H1 ∨ · · · ∨Hm ← B1 ∧ · · · ∧Bn, where
H1, . . . ,Hm are predicates in the head and B1, . . . , Bn are predicates in the body of the rule.
PSL defines a probability distribution over all possible interpretations I of all ground atoms.
The probability density function for I is defined as:
f(I) = Z−1exp[−
∑
r∈R
wr(dr(I))p]; z =
∫
I
exp[−
∑
r∈R
wr(dr(I))p],
where R denotes the set of ground formulas; wr denotes the weight of rule r; Z is the
normalization constant; p provides two different loss functions: linear (p = 1) and quadratic
(p = 2), the choice of a loss function depends on the application2; dr(I) is r’s distance to
2 The “linear loss function chooses interpretations that completely satisfy one rule at the expense of higher
distance from satisfaction for conflicting rules, whereas the quadratic loss function favors interpretations
that satisfy all rules to some degree" [2].
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satisfaction under the interpretation I, dr(I) = max{0, I(rbody)− I(rhead)}, which is defined
using Lukasiewicz’s relaxation of Boolean operators ∧, ∨, and ¬:
I : bi → [0, 1] I(bi ∧ bj) = max{0, I(bi) + I(bj)− 1}
I(¬bi) = 1− I(bi) I(bi ∨ bj) = min{I(bi) + I(bj), 1}
The most important inference problem in PSL is MPE inference.
2.2.1 MPE inference
A most probable explanation query corresponds to the problem of finding a most probable
state of a probabilistic KB. Formally, MPE inference is the task of computing P (y|x) the
most probable assignment for a set of variables y given observations x: argmaxy P (y|x). This
problem is known to be tractable. Hence, it allows to perform MPE inference efficiently in
probabilistic temporal kgs.
2.3 Knowledge Graphs
A knowledge graph is a set of triples that can be encoded in the W3C standard RDF data
model [19]. Let I and L be two disjoint sets denoting the set of IRIs (identifying resources)
and literals (character strings or some other type of data), respectively. We abbreviate the
union of these sets (I ∪ L) as IL . A triple of the form (s, r, o) ∈ I× I× IL is called an RDF
triple3; s is the subject, r is the predicate, and o is the object of the triple. Each triple can be
thought of as an edge between the subject and the object labeled by the predicate; hence a set
of RDF triples is referred to as an RDF graph. We use the term knowledge graph loosely to
refer to an RDF graph. Automatic extraction of facts produces highly calibrated probabilistic
annotations for the facts. Additionally, some of these facts can be timestamped with time
intervals. Knowledge graphs that contain such facts are called probabilistic temporal kgs.
2.3.1 Probabilistic Temporal Knowledge Graphs
A temporal knowledge graph is obtained by labeling triples in the graph with a temporal
element [18]. The temporal element represents the time period in which a triple is valid,
i.e., the valid time of the triple. We consider a discrete time domain T as a linearly ordered
finite sequence of time points; for instance, days, minutes, or milliseconds. The finite domain
assumption ensures that there are finitely many possible worlds in ProbLog and Probabilistic
Soft Logic (see discussion in subsequent sections). A time interval is an ordered pair [tb, te]
of time points, with tb ≤ te and tb, te ∈ T, which denotes the closed interval from tb to te4.
We will work with the interval-based temporal domain to define our data model.
I Definition 1 (Temporal kg). A temporal kg is a kg where some facts gi = (s, r, o) in the
graph have a valid time [tb, te], i.e., gi = (s, r, o, tb, te). We refer to gi as a temporal fact.
For a temporal kg G, its snapshot at time t is the graph G(t) (the non-temporal kg):
G(t) = {(s, r, o) | (s, r, o, t, t) ∈ G}. The kg associated with a temporal kg, denoted u(G), is⋃
tG(t), the union of the graphs G(t). We define temporal entailment as follows. For temporal
3 We do not consider blank nodes.
4 It is possible to extend to other interval-based representations such as [tb, te), left-closed, right-open
interval.
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kgs G1 and G2, G1 |=t G2 if G1(t) |= G2(t) for each t; |=t denotes temporal entailment [18]
and |= is the standard RDF entailment [19]. An extension of temporal kgs with uncertainty
is studied in [5]. The authors leverage Markov logic networks to provide semantics. In
this paper, we employ ProbLog and Probabilistic soft logic (PSL) for representation and
reasoning tasks.
I Definition 2 (Probabilistic temporal kg). A probabilistic temporal knowledge graph is a
tuple K = (G,F ) with G = {(g1, p1), . . . , (gn, pn)} a temporal kg where each temporal fact
gi ∈ G is labeled with a probability pi; and F = {(f1, p1), . . . , (fm, pm)} is a finite set of
first order logic formulas representing background knowledge or schema and pi denotes the
probability of clause fi.
In this paper, we restrict F to be Horn clauses that express temporal inference rules and
use the Problog syntax to represent them (discussed in the next section).
I Example 3. Consider the following probabilistic temporal kg representing Michael Jordan’s
playing career:
(g1) (MichaelJordan, playsfor,ChicagoBulls, 1984, 1993) 0.99
(g2) (MichaelJordan, playsfor,WashingtonWizards, 2001, 2003) 0.7
(g3) (ChicagoBulls, locatedin,Chicago, 1966, now) 1.0
The time point now denotes the current time instant or until changed from temporal
databases. The temporal fact g3 represents the fact that “the basketball team Chicago Bulls
is located in the Chicago city from 1966 until now”.
Temporalizing inference rules. Knowledge graphs often contain background knowledge to
control and manage the quality of data and query answers. These background knowledge
can be captured by first order logic. However, most rule extraction systems produce Horn
rules (that we call inference rules), for instance, the SHERLOCK system [26] and ontological
pathfinding (OP) [7] efficiently learn several thousands of first order Horn rules. Horn clauses
are expressive enough to represent complex schema axioms (background knowledge). The
extraction of Horn rules with temporal constraints is notoriously difficult and has been afforded
limited attention from the research community. However, the majority of the rules produced by
rule learning systems can be converted into temporal rules by using the following: (i) add two
variables tb and te that represent time points of intervals to each predicate (i.e., r(x, y) becomes
r(x, y, tb, te)) and (ii) if the number of predicates in the body is more than one, introduce an
arithmetic predicate which is used to test temporal overlap (i.e., r3(x, z) :− r1(x, y)∧ r2(y, z)
becomes r3(x, z, t, t′) :− r1(x, y, tb, te) ∧ r2(y, z, t′b, t′e) ∧ overlaps(tb, te, t′b, t′e) where [t, t′] =
[tb, te] ∩ [t′b, t′e]). We refer to this process as temporalizing inference rules.
3 Coalescing Probabilistic Temporal Knowledge Graphs
Coalescing is a technique used in temporal databases for duplicate elimination [9, 3]. Co-
alescing has a number of advantages: reduces the size of the probabilistic temporal kg,
avoids incorrect answers in query evaluation. For instance, consider the query ‘did Michael
Jordan play for Chicago bulls from 1984 to 1996?’ on the temporal facts of Fig. 1 before
coalescing. The result is no, however, the same query on the coalesced fact (brown part of the
figure), returns yes. Uncoalesced facts can arise in various cases: during query evaluation via
projection or union operations, by not enforcing coalescing in update or insertion operations,
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Figure 1 Coalescing probabilistic temporal facts.
and through information extraction from diverse sources or accuracy of the extractor. In
this section, we discuss temporal coalescing of kgs, in the next section, we address coalescing
for query evaluation.
A temporal knowledge graph G is called duplicate-free, if for all pairs of facts p(s, o, tb, te),
p(s, o, t′b, t′e) ∈ G, it holds that: [tb, te] ∩ [t′b, t′e] = ∅. In other words, if the non-temporal
terms of two temporal facts are the same, then their temporal terms must be disjoint (non-
overlapping). Temporal coalescing is the process of merging facts with identical non-temporal
arguments and adjacent or overlapping time-intervals. Often, a temporal database is assumed
to be duplicate-free and coalescing is done by merging the time intervals of facts with the
same non-temporal arguments. However, in a probabilistic setting, to perform coalescing
is not straightforward because it is not clear what the probability of the new (coalesced)
fact should be and it could be dependent of the application. Performing coalescing on a
probabilistic temporal knowledge graph removes duplicates.
I Definition 4 (Coalescing). Formally, two probabilistic temporal facts p1 :: r(s, o, tb, te),
p2 :: r′(s′, o′, t′b, t′e) can be coalesced if s = s′, r = r′, o = o′ and the overlap of [tb, te]
and [t′b, t′e] is non-empty. The probability of the coalesced fact p3 :: r(s, o, [t, t′]) with
[t, t′] = [tb, te] ∪ [t′b, t′e] is computed using Table 1.
Rule-based coalescing. One approach to coalescing is to use the following rule-based
technique. In order to coalesce all the facts of a probabilistic temporal kg, we can construct
Horn rules for each relation in the kg. Thus, in ProbLog, rule-based coalescing can be done
as follows: for each relation ri in a probabilistic temporal KG K, use the following rule:
ri(x, y, t, t′) :−ri(x, y, tb, te), ri(x, y, t′b, t′e), t is min(tb, t′b), t′ is max(te, t′e), tb ≤ t′e, t′b ≤ te.
The expression tb ≤ t′e, t′b ≤ te tests temporal overlap of the intervals [tb, te] and t′b, t′e.
Besides, is, min, and max are built-in predicates representing assignment, minimum, and
maximum functions respectively. The probability of the coalesced facts is the product when
done in ProbLog, however, this can be replaced by using Table 1 (to compute probabilities).
This approach uses one rule for each relation. If a kg has 80000 relations, we need the same
number of coalescing rules to coalesce the kg. Hence, this operation can be very expensive,
however, it is done only once. Furthermore, this operation can be done more efficiently
outside the ProbLog setting.
I Example 5. Consider coalescing the probabilistic temporal facts shown in Figure 1 using
the rule-based approach. This operation merges the two facts into one with the probability
of the new fact being the product of the two.
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Table 1 Computing probabilities of coalesced facts based on Allen’s interval relations. The
computation holds for the inverse relations. gnew is obtained by merging (taking the union) of the
intervals of the two facts and pnew = p1 + p2 − p1 ∗ p2, based on the product rule of probability.
Interval relation Temporal facts Coalesced fact
Equal
(g1, p1)
(g2, p2)
(g1,max(p1, p2))
During
(g1, p1)
(g2, p2)
(g2, p2)
Starts
(g1, p1)
(g2, p2)
(g2, p2)
Finishes
(g1, p1)
(g2, p2)
(g2, p2)
overlaps
(g1, p1)
(g2, p2)
(gnew, pnew)
Meets
(g1, p1)
(g2, p2)
(gnew, pnew)
Before
(g1, p1)
(g2, p2)
{}
Algorithmic coalescing. Another approach for coalescing probabilistic temporal facts is
based on the following. In short, the algorithm continues as follows: for each relation r
search all temporal facts with the same non-temporal (s, r, o) elements, order these facts
according to their time period, for overlapping time periods build the maximum time period
(union of time periods), delete the temporal facts whose time periods are contained in the
maximum time period, and finally assign probability to the coalesced temporal facts using
Table 1. There are two important tasks in probabilistic temporal kgs: marginal and MPE
inference. In order to perform these reasoning, we use ProbLog.
4 ProbLog-based Representation of Probabilistic Temporal KGs
In order to compute the probabilities of temporal queries, we represent probabilistic temporal
kgs in ProbLog. This can be done by introducing a predicate for each temporal fact. To
elaborate, we use a simple correspondence between temporal facts (s, r, o, tb, te) and ProbLog
predicates of the form r(s, o, tb, te) such that s, r, o, tb, and te are temporal kg symbols. Thus,
whenever a temporal fact (s, r, o, tb, te) is satisfied, the corresponding predicate r(s, o, tb, te)
is satisfied and the converse also holds. More formally, given a probabilistic temporal kg
K = (G,F ) with G = {(g1, p1), . . . , (gn, pn)} and F = {(f1, p1), . . . , (fm, pm)}, a ProbLog
representation Kp of K is obtained as follows: (i) replace each probabilistic temporal fact
(gi = (s, r, o, tb, te), pi) with pi :: r(s, o, tb, te) ∈ Gp, and (ii) replace each Horn formula (fj , pj)
with pj :: fj ∈ Fp where pj ∈ (0, 1]. Thus, Kp = (Gp, Fp) is a ProbLog program with Gp
being facts and Fp is a set of definite clauses.
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I Example 6. Consider the following temporal ProbLog kg Kp = (Gp, Fp) based on
Wikidata5, Gp contains the facts g4–g6 obtained by translating the temporal facts g1–g3
of Example 3 into ProbLog. Fp contains the formulas f1–f3 shown below. The formula f1
expresses the fact that if someone plays for (resp. works for, resp. coaches) a club located
in a city over an overlapping period of time, then that person likely lives in the same city
as where the club is located. f2 represents if a person plays for a team and that the team
participates in a league over an overlapping period of time, then that person plays in that
league. Finally, f3 is used to express disjointness of temporal relations, to be precise, a
person cannot play (resp. work, resp. coach) for two different teams at the same time.
(f1) 0.5 :: livesin(x, z, t, t′) :− playsfor/worksfor/coaches(x, y, tb, te), locatedin(y, z, t′b, t′e),
t is max(tb, t′b), t′ is min(t′b, t′e), t ≤ t′.
(f2) 0.7 :: playsInLeague(x, z, t, t′) :− playsfor(x, y, tb, te), teamPlaysInLeague(y, z, t′b, t′e),
t is max(tb, t′b), t′ is min(t′b, t′e), t ≤ t′.
(f3) 0.9 :: false :− playsfor/worksfor/coach(x, y, tb, te), playsfor/worksfor/coach(x, z, tb, te),
y 6= z, t is max(tb, t′b), t′ is min(t′b, t′e), t ≤ t′.
(g4) 0.99 :: playsfor(MichaelJordan,ChicagoBulls, 1984, 1993)
(g5) 0.7 :: playsfor(MichaelJordan,WashingtonWizards, 2001, 2003)
(g6) 1.0 :: locatedin(ChicagoBulls, Chicago, 1966, now)
In f1–f3, max and min are ProbLog built-in predicates, is is an assignment operator. The
arthimetic expression t is max(tb, t′b), t′ is min(t′b, t′e), t ≤ t′ tests if there is an overlap between
the intervals [tb, te] and [t′b, t′e].
The semantics of probabilistic temporal kgs in ProbLog can be given in terms of Herbrand
interpretations. Let C be the set of IRIs and Literals that appear in some probabilistic
temporal kg K = (G,F ) and let Kp = (Gp, Fp) be its ProbLog representation, the Herbrand
base of Fp can be constructed by replacing all the variables in Fp with the constants in
C. For a finite set C and a set of time points T, each temporal fact in Kp can be mapped,
using a substitution θ, into a subset of the Herbrand base of F with respect to C and T. A
Herbrand interpretation is a subset of the Herbrand base. A Herbrand interpretation H is a
Herbrand model of Fp iff it satisfies all groundings of the formulas in Fp. As in ProbLog,
since the schema Fp = {pi :: fi} of Kp is fixed and there is a one-to-one mapping between
ground fi clauses and Herbrand interpretations, a probabilistic temporal kg also defines
a probability distribution over its Herbrand interpretations [22]. The probabilities of the
facts and Horn rules determine a probability distribution in ProbLog. Formally, given a
probabilistic temporal kg K = (G,F ) and some K ′ = (G′, F ′) over the same set of constants
(IRIs, literals and time points) such that K ′ ⊆ K, we have the following:
P (K ′|K) =
∏
gi∈G′∧G′∪F ′|=tgi
pi
∏
gi∈G\G′
(1− pi),
where G′ ∪ F ′ |=t gi is temporal entailment at time point t.
4.1 Marginal Inference
An important task in probabilistic knowledge bases is computing the probability of a set
of facts, i.e., given a query q and a kg K, marginal inference computes the probability of
the answers of q over K. In this paper, we study temporal conjunctive queries. A temporal
conjunctive query is a conjunction of a set of temporal facts.
5 https://www.wikidata.org/
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I Definition 7. A temporal conjunctive query q is a Horn formula of the form q :−g1, . . . , gn
where gi = ri(Xi, Yi, tb, te) is a temporal predicate with Xi and Yi being temporal variables or
constants; and tb, te are time points or variables. Given a temporal ProbLog kgKp = (Gp, Fp)
and a query q over Kp, the marginal probability of q is obtained by:
P (q|Kp) =
∑
K′⊆Kp
P (q|K ′) · P (K ′|Kp).
I Example 8. Consider the following queries on the temporal facts (before coalescing) of
Example 5:
1. How long is Michael Jordan’s playing career? q(tb, te) :− playsfor(MichaelJordan, Y, tb, te).
2. Select the teams that Michael Jordan owns and played for since 1995.
q(Y ) :− playsfor(MichaelJordan, Y, tb, te), owns(MichaelJordan, Y, t′b, t′e)).
In probabilistic databases and statistical relational learning, often the probabilities of
queries are computed by grounding, i.e., by replacing all the variables in the queries using
constants in the database. The grounding is used to generate a propositional sentence (lineage
of a query) for exact inference or a graphical model for approximate computation. Similarly,
temporal conjunctive queries can be grounded by evaluating queries using the techniques
from temporal databases and instantiating the variables in the queries using their answers.
This results in a set of ground queries, the probability of which can be computed using
ProbLog. Instead, in this paper, we evaluate temporal conjunctive queries by rewriting them
in ProbLog. Temporal conjunctive queries require checking interval intersection to determine
the overlap of intervals in the query predicates. In order to do this, we rewrite queries. Here,
we consider only the following case and leave out the rest as a future work.
One predicate query: queries that contain only a single temporal predicate (when the size
of the body of the query is one), i.e., q(W ) :− r(X,Y, tb, te), with W ⊆ {X,Y }. Here, we
consider the rewriting of queries with non-temporal variable projections. Hence, q can be
rewritten qr(W ) by using a self join (by rewriting the same predicate with different temporal
variables) as shown below:
q(W ) :− r(X,Y, tb, te)
qr(W ) :− r(X,Y, tb, te), r(X,Y, t′b, t′e), overlaps(tb, te, t′b, t′e).
overlaps(tb, te, t′b, t′e) :− tb ≤ t′e, t′b ≤ te.
We use the predicate overlaps() to check if the intersection of the intervals is non-empty.
4.2 MPE inference
In addition to marginal inference, we can compute most probable explanations over temporal
ProbLog kgs. MPE queries are one of the most important tasks in probabilistic reasoning.
These queries are useful for computing the most probable temporal kg of a probabilistic
temporal kg. Formally, given a rewritten temporal conjunctive query q, some evidence e
(set of temporal facts), and a temporal ProbLog kg Kp = (Gp, Fp), the most likely temporal
kg of q is obtained by: argmaxq P (q|e).
5 Probabilistic Temporal KGs in PSL
Since PSL like ProbLog uses Horn clauses to model KBs, we present a compact description
of probabilistic temporal KGs in PSL. On the other hand, ProbLog is based on Sato’s
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distributional semantics and PSL is defined over hinge-loss Markov random fields. A PSL
knowledge base consists of a set of (weighted) Horn rules and a set of soft evidence facts.
Soft refers to probabilities. Note that while in PSL the weight of the rules can be a positive
real number, in this paper, we assume the weights to be between 0 and 1. This weight
conversion can be done, for instance, by the Logit function. We make this assumption in
order to perform experiments on the same datasets for ProbLog and PSL.
A temporal PSL knowledge graph Kpsl = (Gpsl, Fpsl) contains a set of (temporal) facts
Gpsl = {(g1, w1), . . . , (gn, wn)} and a set of (temporal) inference rules Fpsl = {(F1, w1), . . . ,
(Fm, wm)}. Given a temporal PSL knowledge graph Kpsl, and a set of deduction rules Fpsl,
the semantics of Kpsl is given based on a probability density function. Formally, for a given
Kpsl = (Gpsl, Fpsl) and some K ′psl over the same signature, the probability density function
P (K ′psl) is given by:
P (K ′psl)=

Z−1 exp
[ ∑
{(gi,wi)∈G:K′psl|=tgi}
wi(dgi(K ′psl))p
]
if K ′psl |=t Kpsl
0 otherwise
where Z is the normalization constant of the probability density function P ; wi is the weight
of the temporal fact gi; dgi(K ′psl) is the distance to satisfaction of gi in K ′psl; and p is a loss
function. Note that in MPE inference Z is not computed. The most relevant reasoning task
in PSL is MPE inference which is defined in the same way as in ProbLog.
6 Experiments
We conducted two different experiments: (i) marginal inference and (ii) MPE inference. For
both experiments, we carried out performance test in terms of running times by comparing
four state-of-the-art solvers. We ran the experiments on a 2GHz 24-core processor with
386GB of RAM running Debian 8.
Tools. We used four different tools for our experiments: ProbLog, PSL, Tuffy [23], and
TuffyLite [21]. Tuffy and TuffyLite are based on Markov logic networks (MLNs – attaches
weights to first order formulas). For marginal inference experiments, we employ ProbLog,
Tuffy, and TuffyLite whereas for MPE inference, we use PSL and ProbLog. Note that
PSL does not support marginal inference.
Temporal rules. We designed 40 different temporal inference rules (definite clauses)
based on the fluents (time-varying relations) in Wikidata.
Evidence. We used as evidence different size fragments of Wikidata knowledge graph.
In particular, we extract a part of the kg that contains structured temporal information
(obtained from various sources using open information extraction). We extracted over
6.3 million temporal facts from Wikidata. We extracted temporal facts for various fluent
relations including: playsFor, educatedAt, memberOf, occupation, spouse, and so on.
6.1 Marginal Temporal Query Evaluation
In this experiment, we test the scalability of marginal temporal query evaluation. We carried
out the experiments using ProbLog, Tuffy, and TuffyLite. We found out that Tuffy and
TuffyLite hardly scale when the size (arity) of the predicates is 3 or more (we stopped the
execution after one hour timeout). On one occasion, while running Tuffy on Wikidata, we
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Figure 2 Marginal inference: runtime comparison over fixed query and varying data size.
noticed that its grounded database is 400GB large, thereby our execution eventually ran out
of memory. To elaborate, the ground size in Tuffy and TuffyLite can be extremely large,
for instance, for a test data size of 75 temporal facts and 40 inference rules, the grounding
database contains 4,112,784 tuples. Comparatively, ProbLog uses a different grounding
technique that reduces that ground size reasonably. Therefore, it is recommended to use
ProbLog for marginal inference tasks in probabilistic temporal kgs when the background
knowledge (inference rules) can be expressed as Horn rules. The results of the experiment
are shown in Fig. 2. The reported runtimes are averaged over 5 runs for all of the solvers.
As it can be seen in Fig. 2(a), due to scalability, we could only test Tuffy and TuffyLite over
10 to 100 facts. While the runtime of ProbLog increases linearly with data, the runtime of
Tuffy and TuffyLite is nonlinear; it increases sharply as the size of data increases. If the
inference rules of a knowledge graph can be expressed by Horn rules, then it is advisable to
use ProbLog because it scales much better than Markov logic solvers (Tuffy and TuffyLite).
On the other hand, if expressivity is required at the expense of scalability, Tuffy and TuffyLite
can be chosen. In Fig. 2(b), we report the runtimes of marginal inference for ProbLog on
large datasets (×104 magnitude).
6.2 MPE Inference
In this experiment, we compare the running times of ProbLog and PSL on different data
sizes. Due to intractability of inference in Markov logic, we exclude Tuffy and TuffyLite.
The runtimes, averaged over 5 runs, are reported in Fig. 3. As can be seen, ProbLog is
faster than PSL. In addition, while the runtime of ProbLog increases linearly with respect to
the datasize, the runtime of PSL does not increase linearly with respect to the size of the
input data. This is due to each added incorrect temporal fact might be involved in a conflict
resulting in a non trivial optimization problem. Furthermore, contrary to PSL, ProbLog
handles well the temporal predicates that are used to test the overlap of temporal intervals.
7 Related Work
Temporal databases. Temporal databases have been extensively studied (see surveys [24, 28]).
However, relatively few works exist on probabilistic temporal databases [11, 8]. A relational
database is used to model and query temporal data, integrity constraints and deduction rules
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Figure 3 MPE inference: runtime comparison of ProbLog and PSL over fixed query and varying
data size.
can also be specified [11]. However, these rules must be deterministic (unweighted) unlike
what we do here. On the otherhand, contrary to this study where we use the valid time
model, uncertain spatio-temporal databases focus on stochastically modelling trajectories
through space and time (see [14] for instance).
Query evaluation in probabilistic databases is an active area of research [17, 31, 7, 29, 12].
With respect to temporal query evaluation over a probabilistic temporal knowledge base, to
the best of our knowledge, there are two important studies [5] and [11]. While the former
focuses on MPE inference, we study here marginal inference and deal with the problem of
temporal coalescing. The later deals with marginal inference, the difference with this work
are the following: (i) we consider weighted inference rules and constraints, (ii) we propose
coalescing for temporal kgs, and (iii) we introduce rewriting for the coalescing of queries.
In another study [13], the authors proposed an approach for resolving temporal conflicts
in RDF knowledge bases. The idea is to use first-order logic Horn formulas with temporal
predicates to express temporal and non-temporal constraints. However, these approaches are
limited to a small set of temporal patterns and only allow for uncertainty in facts. Moreover,
extending kgs using open domain information extraction, will often also lead to uncertainty
about the correctness of schema information; a large variety of temporal inference rules and
constraints, some of which will be domain specific, can also be the subject of uncertainty.
Finally, Chen and Wang [6] debug erroneous facts by using a set of functional constraints
although they do not deal with numerical and temporal facts at the same time.
8 Conclusion
Temporal reasoning is indispensable as advances in open information extraction has guided
the automatic construction of temporal knowledge graphs. To perform temporal reasoning,
one has to take care of the temporal scopes of facts. In addition, coalescing is necessary to
prohibit errors and compact query answers. In this work, we addressed these issues. We
provided theoretical as well as experimental results based on ProbLog and PSL.
A possible line of future work is to address scalability issues for ProbLog and PSL. Besides,
coalescing needs to be addressed for other query operators such as union, negation, and
selection.
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