A ubiquitous example of fluid mixing is the Rayleigh-Taylor instability, in which a heavy fluid initially sits atop a light fluid in a gravitational field. The subsequent development of the unstable interface between the two fluids is marked by several stages. At first, each interface mode grows exponentially with time before transitioning to a nonlinear regime characterized by more complex hydrodynamic mixing. Unfortunately, traditional continuum modeling of this process has generally been in poor agreement with experiment. Here, we indicate that the natural, random fluctuations of the flow field present in any fluid, which are neglected in continuum models, can lead to qualitatively and quantitatively better agreement with experiment. We performed billion-particle atomistic simulations and magnetic levitation experiments with unprecedented control of initial interface conditions. A comparison between our simulations and experiments reveals good agreement in terms of the growth rate of the mixing front as well as the new observation of droplet breakup at later times. These results improve our understanding of many fluid processes, including interface phenomena that occur, for example, in supernovae, the detachment of droplets from a faucet, and ink jet printing. Such instabilities are also relevant to the possible energy source of inertial confinement fusion, in which a millimeter-sized capsule is imploded to initiate nuclear fusion reactions between deuterium and tritium. Our results suggest that the applicability of continuum models would be greatly enhanced by explicitly including the effects of random fluctuations.
s early as 400 B.C., the Greek philosopher Democritus of Abdera postulated that matter is comprised of indivisible units, and that it therefore can change its character due to the constant motion and temporary clustering of these ''atoms.'' Today, the existence of atoms can be verified directly via electron microscopy. Therefore, when modeling a sample of material, it is desirable to take into account the dynamics of the atoms, which ultimately are responsible for the macroscopic properties of the gas, liquid, or solid of interest. However, such calculations of the underlying atomistic dynamics have not previously been attempted for a complex fluid flow because it was thought that the number of atoms required was too large for even the most powerful computers. The physical problem has usually been approximated by a continuum description, in which the spatially and temporally averaged properties of a large number of atoms are described. Such descriptions are usually adequate when the scales of interest are large compared with the atomistic scale.
A continuum obviously describes many physical situations very well, such as the fluid flow around a car or low-altitude aircraft. However, the continuum hypothesis must fail when the mean distance between atoms is not very small compared with the characteristic length of flow features, as is the case for a spacecraft reentering the earth's atmosphere (1) , a read/writehead near a rapidly spinning hard disk (2) , or flow through a nanochannel several molecular distances wide, as well as many other lubrication problems (3) . Furthermore, and more relevant to the flow considered here, there is the break-off of a water droplet thinly connected to the spout of a leaking faucet, a problem that cannot be described by the usual continuum models (4) . Of particular concern is how adequately the continuum approximation in general describes an instability (5-7), such as the Rayleigh-Taylor (RT) (8, 9) or Richtmyer-Meshkov (10, 11) instabilities, in which a complex interpenetration (which we refer to as mixing) process between a heavy and a light fluid is driven by gravity and a shock front, respectively. Such instabilities are relevant over a wide range of scales in natural phenomena, from supernova explosions to inertial confinement fusion, in which a millimeter-sized capsule is imploded to increase pressure and temperature, and initiate nuclear fusion reactions between deuterium and tritium (12, 13) . An understanding of the flow in such an imploding capsule is necessary to achieve a cleaner source of energy than the ordinary fission reactions used in today's nuclear power plants.
Microhydrodynamics
Several hydrodynamic issues are discussed in this article. Foremost is the question of whether particle-based microhydrodynamic simulations involving billions of particles on Blue Gene/L (14, 15) , the largest computer system currently available, could predict complex macroscopic behavior. It has previously been established that fluctuations in relatively small atomistic simulations can accurately predict macroscopic transport coefficients (such as viscosity). Furthermore, it has been shown that simple, steady microscopic flows can be scaled up to accurately describe macroscopic flows. The question is whether the number of particles in these large-scale simulations is sufficient to model more complex flows, and whether these results agree with more traditional continuum Navier-Stokes (NS) calculations. If not, are the limitations of the continuum hypothesis, namely the neglect of fluctuations and nonlinear transport effects, at fault, or are they a result of the microscopic system sizes and associated high gravities present in atomistic simulations? The RT instability, in which the interface of a heavy fluid over a light fluid becomes unstable under the influence of gravity, g, is an important test case for possible differences and will be investigated.
Results and Discussion
Early Growth and ␣ Values. Linear stability analysis of the NS equations predicts that for small times, the interfacial modes will grow independently and exponentially. Without additional perturbations, wavelengths near the most unstable wavelength, max (with which is associated a characteristic growth time ), natuAuthor contributions: K.K., C.R., J.L.B., T.C.G., Z.H., P.C., and B.J.A. designed research, performed research, analyzed data, and wrote the paper.
rally dominate the initial behavior of the interface both in atomistic simulations and in the experiments with flat initial interfaces (16, 17) [see supporting information (SI) Fig. 5 and SI Text for details]. Later, nonlinear interactions between modes become important as the mushrooms, which have developed at the spike tips, merge. The penetration distances h S and h B of spikes into the light fluid and bubbles into the heavy fluid, respectively, usually are modeled as growing quadratically in time: h S/B ϭ ␣ S/B Agt 2 . Here, the Atwood number A ϭ ( 1 Ϫ 2 )/( 1 ϩ 2 ) characterizes the density difference between the two fluids, and the growth coefficients ␣ S/B are empirical constants (18) (19) (20) . This expression for h S and h B is a result of the self-similar nature of the mixing inherent to the NS equations with negligible viscosity (19). Experiments (20) (21) (22) (Table 1) . Due to the absence of fluctuations, continuum simulations are started with an artificially perturbed interface, with a perturbation spectrum that is often centered on the most unstable mode. This perturbation spectrum generates the symmetry-breaking necessary to excite modes initially (23, 24) . Such continuum simulations generally yield values for ␣ B and ␣ S that are about half of those observed in experiment. It has been argued that this can be interpreted as a lower bound on the growth of the mixing layer, due to the lack of long-wavelength excitations in the perturbation spectrum (25) .
Breakup Regime. The differences and similarities in the evolution of the mixing process between atomistic simulations, experiments, and continuum simulations can be seen in Fig. 1 . Remarkably, the length of time (as measured in ) over which atomistic and continuum simulations can be performed are comparable, as are the amounts of computer time required (23) (see also Materials and Methods). Whereas the continuum calculations exhibit self-similar growth, as well as bubbles and spikes that appear indistinguishable, atomistic simulations and experiments show continued roughness, i.e., excitations of all modes, generated by persistent fluctuations at the advancing interface. This leads to a non-self-similar evolution of the structure. A more dramatic difference is that, as the mixing process progresses, drops detach from the front of the spikes and the growth slows to linear in time (SI Movies 1-5). This happens in two and three dimensions, and for both types of atomistic simulations: MD with interfacial tension and consequently nearimmiscibility, and DSMC with interfacial tension and with miscibility (SI Text and SI Figs. [6] [7] [8] [9] [10] [11] [12] [13] [14] . Our experiments with interfacial tension also clearly show the detachment of drops Fig. 2 and SI Fig. 11 ). *For the 3D continuum simulation only the average of ␣B and ␣S is reported. † Since the time before breakups occur, where the penetration is quadratic in time, is short for our experiments, the ␣ value reported is determined by the method presented in Fig. 2 . from spikes. Significantly, the measured terminal velocities (Fig.  2 ) that are observed in atomistic simulations and experiments can be related to the Stokes expression for the friction of a sphere of diameter Ϸ max falling in a fluid (Table 2) , although the friction coefficient is 3.6-6.5 times larger. This is not surprising in view of the complex shape and environment that the rapidly moving drop experiences. A crucial observation is that this relation is valid across a wide range of length scales and viscosities, suggesting that it is possible to quantitatively describe macroscopic hydrodynamic phenomena with microscale simulations.
The change in regime from t 2 behavior to linear-t behavior in the penetration depth can best be seen in the time evolution of the spike velocity. After an interval in which the velocity increases linearly in time, it instead varies around a constant value (Fig. 2 ). An analysis of previous experimental data (25) shows that even the best of experiments is not yet able to rule out the possibility of such a regime change. This change in behavior is excluded for any self-similar flow, as in the solution of the NS equations with negligible viscosity, due to the fact that the only relevant length scale is gt 2 . In such a scenario, self-similarity can be broken only when the growth of structures horizontally is restricted by the system width, which then introduces an additional length scale into the problem. Of course, boundary effects such as these also can be observed in atomistic simulations, although they are not present in the current work (SI Figs. 7 and   8 ). As Table 2 shows, the present simulations and experiments have widths of 7-40 times max , which sets the minimum system scale.
Previous experiments (26) reveal non-self-similarity by the time evolution of the fractal dimension of the interface from Ϸ1.5 to 1.8, very comparable with atomistic simulations (SI Text and SI Figs. 14-18), whereas continuum simulations give a constant value of Ϸ1.5, which indicates self-similarity. Moreover, the importance of fluctuations in nanojets and related phenomena involving breakups has been demonstrated previously by a detailed comparison between atomistic simulations and continuum descriptions with and without fluctuations (27, 28) . To allow the possibility of breakups in a continuum scheme, stochastic fluctuations could be introduced, as has been suggested by Landau (29, 30) . If such a modified scheme were to agree with both atomistic simulations and experiments, that procedure would be appropriate for many hydrodynamic calculations, even if the breakup regime should prove to be a transient state.
Influence of Initial Conditions. Another important aspect of the RT instability is the effect of long-wavelength initial perturbations of the interface with significant amplitudes and their influence on the growth rate of the mixing zone, as well as the question of whether the system is affected by initial conditions. Certainly, such major perturbations should be expected to influence the initial stages of the instability by enhancing the growth and introducing some degree of spatial order (Fig. 3) . Remarkably, at later times, such effects appear to be washed out in atomistic simulations, continuum simulations, and experiments, indicating that initial conditions are forgotten. For instance, the terminal velocity as observed in our experiments and atomistic simulations at late times is not affected by the initial conditions (Fig.  4) , and a comparison of the energy spectra in continuum simulations shows a similar lack of sensitivity to initial conditions after a sufficient amount of time (W. H. Cabot, personal communication). The lack of memory to the initial conditions at later times is not surprising for chaotic systems.
Conclusions
Experiments and atomistic simulations indicate that fluctuations qualitatively and quantitatively affect complex flows such as the RT instability. Such fluctuations provide nucleation sites for new flow features on the evolving interface. Since the distance between atoms in a liquid is on the order of a nanometer, and the number of simulation particles is restricted by current (23) . For all three methods, the penetration depth was measured as the point where the penetrating fluid reached 1% or 5% number fraction. The experimental data were omitted for t Ͼ 18 due to boundary effects (see Fig. 1 ). To compare the ␣S at different Atwood numbers A ϭ 0.67, 0.29, and 0.5 for atomistic simulations, experiments, and continuum simulations, respectively, the corresponding ␣B are calculated (by using the experimental ratio of ␣S/␣B) to 0.068 (atomistic), 0.055 (experiments), and 0.034 (continuum). Note that ␣S increases with A, whereas ␣B is constant (16, 20) . (Fig. 1) 0.60 cm 0.73 0.11 6.5 8.5 2D DSMC (Fig. 1) 231 nm 1.64 0.35 4.6 39.7 2D DSMC (Fig. 3) 122 nm 1.35 0.36 3.7 30.9 2D MD (SI Fig. 7) 67.5 nm 0.88 0.23 3.8 7.3 3D DSMC (SI Fig. 14) 80.4 nm 1.31 0.36 3.6 17.2
For completeness, the ratio between the two and the system width (wsystem) are given. Lengths are given in terms of the most unstable wavelength max of the initial interface. The Stokes force is enhanced by a factor dmeasured/ d Stokes ϭ 3.6 -6.5 due to the irregular shape of the droplets, as well as the kinetic energy that can be stored in them. Droplet diameters were measured shortly after breakup by graphical analysis, and the viscosities of the light fluid for the experiment, DSMC, and MD simulations are 0.033 g/(cm s), 0.00060 g/(cm s), 0.0011 g/(cm s), respectively (see SI Text).
computational capacity to the order of a billion, the simulation length scale is limited to micrometers, and a gravitational field of Ϸ10 9 g Earth is therefore needed to drive such a small system (see Materials and Methods). However, inertial confinement fusion exhibits similar small-scale behavior due to the large implosion velocities and small time scales involved, i.e., it takes Ϸ8 ns to implode a 5-mm capsule at 3.0 ϫ 10 5 m/s, which results in an effective acceleration g ϳ 4 ϫ 10 12 g Earth (13) . In particular, the slower-than-expected mixing rates that result from fluctuation-induced breakups are of consequence to the conditions under which nuclear reactions take place in inertial confinement fusion. Furthermore, continuum theory predicts that these microscale results can be scaled up to describe a macroscopic system with less gravity (see Materials and Methods), and, indeed, the simulations agree remarkably well with our centimeter-scale experiments. In addition, the observed breakup phenomena in the experiments suggest that fluctuations may be important on all scales and should be accounted for in hydrodynamic calculations.
Materials and Methods
Atomistic Simulations. Atomistic simulations were performed by using classical MD (31) , as well as the DSMC algorithm (32) with the scalable parallel short-range (SPaSM) MD code (14, 15, 33, 34) . DSMC is, like MD, a particle-based scheme, which solves a Boltzmann equation from which the NS equations can be derived under averaging, and is 10-100 times faster than MD. The quasi-2D DSMC simulation shown in Fig. 1 (3) containing 570 (137) million particles, could represent a system with dimensions of 5.60 (2.80) m ϫ 5.60 (2.80) m ϫ 2.73 nm, a gravity of 6.13 (24.72) ϫ 10 8 g Earth , and a physical simulation time of 90 (35) ns (see also SI Text). These simulations were performed by using 65,536 (8, 192 ) CPUs of the Blue Gene/L system for 30 (22) h. The largest 3D DSMC simulation consists of 7.1 billion particles. The largest outer scale Reynolds number (23) achieved in DSMC and MD simulations is 2,700 and 1,500, respectively. Given any solution u(x, t, g) for the velocity of the NS equation with gravity g, one can obtain another solution via the scaling x 3 ax, t 3 a 2 t, g 3 g/a 3 , u 3 u/a. If we assume a similar scaling for the results of microscopic simulations, then these microhydrodynamical Fig. 3 . Initial conditions. Shown are differences between spikes developing from a flat interface [first row, experiment (horizontal white bar corresponds to 1 cm); third row, atomistic simulation] and from an interface perturbed with a single mode (second row, experiment; fourth row, atomistic simulation). Experimentally, the interface was given a single-mode perturbation by introducing a pair of sinusoidal, weakly magnetically permeable wires adjacent to the magnetically levitated interface. This perturbation had an amplitude to wavelength ratio A 0/0 ϭ 0.0030, and the experiment had an Atwood number A ϭ 0.29. The perturbed atomistic simulation (A ϭ 0.67) had A 0/0 ϭ 0.0036. The continuum simulations (24, 31) (A ϭ 0.5) were started with a small multimode perturbation spectrum centered on 0.2 max (fifth row), a small multimode perturbation spectrum centered on 0.2 max added to a single mode (A 0/0 ϭ 0.0036; sixth row), and a small multimode perturbation spectrum centered on 0.4 max plus a single mode (A0/0 ϭ 0.0036; seventh row). Perturbations initially boost the growth and introduce some order to the flow structure. However, later, the influence of perturbations gets weaker. The single mode perturbation was placed in all cases at Ϸ2 max. Quantitative effect of initial conditions. Shown are differences between spike velocities originating from a flat interface and from a perturbed interface. After some time, fluctuations dominate and initial conditions are forgotten (even when doubling the amplitude to wavelength ratio A 0/0 of the single mode perturbation). The time of breakup (around t ϭ 8 and t ϭ 12 for experiments and simulations, respectively) appears not to be affected by the initial conditions. The single mode perturbation was placed in all cases at Ϸ2 max.
results with a huge g can be used to obtain insight into the dynamics of macroscopic flows with gravities on the order of g Earth as well.
Experiments. The final arbiter between the results of atomistic and continuum simulations is, of course, experiment. For this purpose, magnetic levitation RT experiments by the Case Western Reserve/University of Paris 6 group are presented. These experiments feature fully controlled initial conditions and yield good-quality data. Here, a strongly paramagnetic mixture of water and MnCl 2 ⅐4H 2 O is levitated above very weakly diamagnetic and less dense hexadecane by a magnetic field gradient as further described in SI Text and SI Fig. 5 . The instability sets in when the magnetic field is switched off rapidly. Data are recorded in situ, and there is almost no experimental jitter. To establish specific single or multimode initial conditions, specially shaped magnetically permeable materials are attached to the outside of the cell that perturb the magnetic field and, in turn, perturb the fluid interface in a controlled manner.
Spike and Bubble Penetration Distance. The penetration distances h S (h B ) of spikes (bubbles) into the light (heavy) fluid are determined as the vertical distance from the initial interface position to the lowest (highest) point where the fluid is 5% or 1% heavy (light) fluid by volume.
