We describe a new family of discrete spaces suitable for use with mixed methods on certain quadrilateral and hexahedral meshes. The new spaces are natural in the sense of differential geometry, so all the usual mixed method theory, including the hybrid formulation, carries over to these new elements with proofs unchanged. Because transforming general quadrilaterals into squares introduces nonlinearity and because mixed methods involve the divergence operator, the new spaces are more complicated than either the corresponding Raviart-Thomas spaces for rectangles or corresponding finite element spaces for quadrilaterals. The new spaces are also limited to meshes obtained from a rectangular mesh through the application of a single global bilinear transformation. Despite this limitation, the new elements may be useful in certain topologically regular problems, where initially rectangular grids are deformed to match features of the physical region. They also illustrate the difficulties introduced into the theory of mixed methods by nonlinear transformations.
Introduction
Finite element methods for partial differential equations have long used nonrectangular elements including triangles and tetrahedra, as well as general quadrilaterals and hexahedra. Such elements are useful in situations where the shape of the computational domain is non-rectangular, or in situations where highly variable coefficients in the equations vary in non-rectangular patterns. This occurs for instance in the simulation of groundwater flow, because the porosity and permeability of the earth tend to vary sharply across layers, called strata, which are of varying thickness and slant. However, finite element methods are poorly suited to certain porous media computations because they do not conserve mass element by element; thus one might like to use mixed methods on quadrilateral elements, as mixed methods do conserve mass locally as well as globally.
Finite element methods for second order elliptic partial differential equations are easily formulated on quadrilaterals because they only involve gradient compu-tations, which are the same in any coordinate system. Mixed methods, however, have generally been applied to parallelograms, triangles, and other shapes which are affine transformations of reference elements. Because transforming quadrilaterals to squares is a non-affine map, and because mixed methods involve divergence computations, which are not the same in all coordinate systems, the natural generalization of mixed methods to quadrilaterals is somewhat more complicated, as we shall see below. However, the increased complication may be worthwhile in certain applications, such as groundwater flow, where the resulting cell by cell conservation of mass is important.
We describe a new family of discrete spaces suitable for use with mixed methods on certain quadrilateral and hexahedral meshes. We follow [10] , constructing a mixed method by defining properly compatible discrete subspaces of L 2 and H(div). Such subspaces are commonly constructed for general collections of elements by mapping each element back to a standard reference element on which the spaces are defined. The mappings used to handle general triangular, rectangular and parallelogram elements are all affine, which allows one to handle transformations of vectors via the Piola transformation [3] . When one turns to general quadrilaterals, however, bilinear mappings arise. The resulting square reference element can be viewed as a manifold with an induced metric which is different from the usual Euclidean metric. This has a number of consequences. The unit outward normal can vary along edges. Distinction must be made between covariant and contravariant vector components. Most significantly the divergence of a vector field is no longer equal to the trace of its Jacobian matrix. As a result the usual Raviart-Thomas spaces no longer satisfy the compatibility conditions. We therefore define new spaces which are compatible. We deliberately avoid degeneracy in the new spaces to prevent conditioning difficulties with nearly rectangular elements, and we build in good approximation properties as well. Unfortunately, the nonlinearities turn out to limit the applicability of the new spaces to meshes obtained from a rectangular mesh through the application of a single global bilinear transformation.
We will also describe the extension of these ideas to three dimensions, which is straightforward.
Alternative approaches to defining mixed methods on quadrilaterals are possible which remove the restriction on the mesh. However, nonlinearities still cause problems. In this case their effect is to reduce the accuracy of the resulting approximate solution to the partial differential equation. This will be discussed briefly at the end of the paper.
The remainder of the paper is organized as follows. In section 2 we give a quick review of the formulation of mixed methods and some sufficiency conditions for the discrete spaces used in them. In section 3 we describe enough background material from differential geometry to enable us to apply this tool to general quadrilaterals in section 4. In section 5 we introduce the new family of discrete spaces for two dimensional quadrilaterals. In section 6 we extend the results to three dimensional hexahedral elements. In section 7 we describe a hybrid formulation using these elements. Finally, in section 8 we summarize our conclusions and look briefly at some alternatives. 
Mixed methods

A model problem
Here (a, b) = f~ ab dx is the usual L 2 inner product.
The compatibility conditions
To define a mixed method Vh C H ( div; fl) and we simply choose appropriate subspaces W h c L2(~) and solve the above equations for uh E Vh and Ph E Wh, restricting the test functions to be in Vh and Uh respectively. That is, we seek U E ///, and P E Wh satisfying (u, v) = (e, div V) for all W ~ Vj,,
and (divU, W)=(f,W)
for all WE Wh.
This gives a finite dimensional linear system which can be solved for the unique approximate solution. Define K={vhE Vh:(diVVh, Wh)=O for allw hE Wh}, and let
As described in [3] , if the spaces Vh and Wh satisfy the following two compatibility conditions then the approximate method converges to the true solution and the error goes to zero like approximation error. First, there should exist a constant a > 0 independent of h such that a < % for all h,
and second, there should exist a constant/3 > 0 independent of h such that for all W E W h, Then one has the following theorem.
Theorem 1 [3] If (5) and (6) hold, then there is a constant C independent of p, u and h such that (3) and (4) have a solution, which is unique and satisfies
Ilu-Ull~iIaiv;a) + lip-P II/.:(a)
\v~vh w~wh /
Differential geometry
Differential geometry may be thought of as a tool for making the integral theorems of vector calculus, such as the divergence theorem and the various Green's identities, hold in general coordinate systems. It explains how to calculate gradients, divergences and normals in any coordinate system. In many coordinate systems these rules reduce to the ordinary ones, but in non-affine coordinates they do not. Anyone who tries to apply the divergence theorem in non-affine coordinates using ordinary Euclidean vector calculus will find that it fails to hold. As mixed methods rely on the divergence theorem for their very formulation, some knowledge of differential geometry is essential in generalizing them to quadrilateral elements.
In this section we define the notation we will use from differential geometry. Readers not familiar with differential geometry are referred to [9] and [7] for a comprehensive introduction and to such books as [6] for a quick summary of tensor analysis in general spaces. Books on orthogonal coordinate systems and Cartesian tensors will not suffice. Readers familiar with the subject may skip this section, as we follow the standard notation closely.
We explain only as much differential geometry as is needed for our application. In particular, we do not define smooth manifolds in their full generality but restrict attention to the following situation. Let ~ c IR a be a simply connected open set with piecewise C 1 boundary. Let f:ft ~ I~ n be a C l injection. Then f defines a coordinate system on f~ in which the coordinates of any point p Eft are given byf(p). Such anfis also called a chart. For instance whenfis the identity map we have the usual Euclidean coordinate system. If f':f2--. IRn is also a C t injection then f' defines a second coordinate system on fL We will write x = (xl,...,x n) =f(p) and x' = (x'l',...,x'"') =f'(p) to distinguish them.
The present section will use the techniques of differential geometry to study the effect of changing between general coordinate systems. The next section will specialize to the case of a quadrilateral transformed to look like the unit square.
The metric tensor
At each point p of our domain f~ is an n-dimensional space of tangent vectors, denoted Tp(~). The set of linear functionals which map tangent vectors into real numbers is also an n-dimensional vector space at each point in the manifold. A natural basis for it are the functionals G i defined by their action on the set of basis vectors according to
6%) =5].
Here we use the Kronecker delta symbol 6j, which is defined to be one when i = j and zero otherwise.
By the Riesz representation theorem linear functionals correspond one to one with vectors, via the inner product operation. That is, to each G i there corresponds a vector g i such that
Gi (73) Thus knowing the metric tensor enables us to raise and lower indices as needed.
Changing coordinate systems
A different coordinate systemf' will cause us to consider a different set of basis vectors gi'. In this context we write Hence we may think of the Aij as being the covariant components of the tensor A in this coordinate system. We find that in the primed coordinate system,
Any entity with n z components in each coordinate system which transform according to this equation is a rank 2 tensor, and the components are its covariant components. We can define The dot may be omitted when the tensor is symmetric. One can verify that these transform according to
which is exactly the transformation rule for the doubly covariant components of any two index tensor, so we are justified in calling it a tensor. Similarly
Note that the general elliptic operator div (A. gradp) may involve a tensor A, which is often taken to be diagonal in Euclidean coordinates. In the transformed coordinate system it may be that A will no longer be diagonal..However, the 9 .
identity tensor A; = 6] is unchanged in any coordinate system: Aj, = 13 i =
In ordinary Euclidean coordinates the two basis sets gi and gi are in fact the same. In orthogonal coordinate systems, which are the subject of books on Cartesian tensors, the normalized versions of the gi and gi are also the same.
Hence in both cases there is no distinction between covariant and contravariant components. In general curvilinear coordinate systems, however, the bases and the components do differ. Because we have not made any assumptions about the two coordinate systems, all the above equations hold if all primed indices are unprimed and all unprimed indices are primed. This is one of the virtues of the tensor approach -one can write equations which are the same in any coordinate system, and hence are more likely to describe the essence of the situation.
Integration and different&tion
We now turn to integration and differentiation of scalar and vector fields. Let g = det (gij). For any scalar function ~b, we define
Because of the v'g factor, this definition is independent of the coordinate systemf chosen in which to evaluate it. This follows from the usual change of variables theorem for integrals in multi-variable calculus.
We next denote partial derivatives by commas in index notation. That is, for any scalar field r we define Hence the scalars 4), i are the covariant components of a vector field. We name that vector field the gradient of ~b and write grad ~b = q~, i gi-When differentiating vectors, however, the situation is more complex. If v is a vector field, neither the partial derivatives of the covariant components nor the partial derivatives of the contravariant components transform like tensor components. If the divergence of a vector field is to be meaningful, it must not depend on the coordinate system chosen for the computation. Therefore we consider the entire entity, in this case a vector, and differentiate it:
We see that we need to know the derivatives of the basis vectors. These are given formally by
where the P~. are called the Christoffel symbols. For convenience we also define
The various F symbols are not tensors l, but they do satisfy a number of useful properties. We will not derive them all here but will mention the most important ones. They are symmetric, they satisfy P~. = F~.,
and most importantly, they can be computed from the equation Similarly one can derive an expression for the j th covariant component of the i th I For if they were tensors, the transformation law implies they would all be zero in every coordinate system, as they vanish in Euclidean coordinates.
partial derivative of a vector field:
Just as the notation, i denotes an ordinary partial derivative, we use : i to denote this total derivative, which is also called a covariant derivative. For consistency we set r r for scalar fields r We can finally write the divergence of a vector field in coordinate invariant form. It is the scalar field corresponding to the trace of the covariant derivative matrix:
Applying the above definition yields
Alternatively, recalling vi= giJvj we can write this in terms of the covariant components of v as
It turns out that in ordinary Euclidean space and in many other manifolds as well, all the F k are zero, whence we recover the ordinary definition of the divergence as the trace of the matrix of partial derivatives. Even in the case of a parallelogram mapped back to a square, the F k. all vanish. But for general quadrilaterals they do not vanish, and the above general definition of the divergence must be used. That is to say, one wants the integral of the divergence times a test scalar field to be the same over the quadrilateral and over the reference square. Unless one uses this definition for div, the integrals will not in general be equal.
For completeness we state the definition of the Laplacian operator in coordinate invariant form. Let v = grad r Then lap r = divv, whence a short calculation shows 
Submanifolds and normals
The divergence theorem requires a definition for the unit outward normal vector along the boundary of a manifold. For a smooth orientable manifold such as f~, with a piecewise C 1 boundary, the inclusion map i: Of 2 ---, f~ induces an injection T(i):T(Of~) ~ T(~) which allows us to identify Tp(0f~) with a subspace of Tp(f~), for each p E all The unit outward normal h(p) at p is defined to be a unit vector in Tp(f~) which is perpendicular to all vectors in the subspace Tp(0f~). Because the manifold was assumed to be orientable, there is a consistent continuous choice of sign over all of Of~ which we can call outward.
To calculate the contravariant components of the normal we must first parameterize the boundary. Let ha be a chart on 0f~ near p, and ha a chart on ~2 near p. In this section we will use Greek indices on 0~ and Latin indices on ~2. Given the natural basis vectors gi on Tp(~) and gu on Tp(O~) induced by these charts, the injection T(i) is defined in coordinates by which say that h is a unit vector which is perpendicular to the boundary. One can check that the solution to these equations defines a set of components which transform like contravariant vector components, and hence h is well defined independent of the choice of coordinates. Its representation in any particular coordinate system, however, does depend on the coordinate system. In coordinate free form, we can now state the divergence theorem:
which is true in any coordinate system since it is defined in coordinate independent form and is true, in particular, in Euclidean coordinates. Similarly we can rewrite it as Green's theorem:
To evaluate integrals over the boundary of the region, we need the Jacobian ninJgij = 1, : 9/6;:
are the contravariant components of b uThe unit normal h = nig i. Its contravariant components satisfy factor, which here is x/-g = dv/-d~-gu~" Note that we can evaluate 
General quadrilaterals
We now specialize the above theory to the case of a general quadrilateral. The computations are tedious but can be automated with a symbolic mathematics program -I used Maple V, available from Waterloo Maple Software [4] . Here we simply state the results.
In our application ~ will be a general quadrilateral in R 2. We choose the initial coordinate systemfto be the identity map composed if necessary with a translation and rotation so that one vertex of the quadrilateral is at the origin and another is at some point (a, 0) on the positive x-axis. This does not alter any metric properties as the Euclidean metric is invariant under rotation and translation. There are 4 degrees of freedom remaining. We will think of a as the x-scale, and so let the vertex opposite (a, 0) be (ab, c), where c will be the y-scale. We use ab rather than b to express the new x-coordinate, because this makes b dimensionless and turns out to simplify the following formulas. If we had a parallelogram, the final vertex would be at (a + ab, c), so we express the actual final vertex as a scaled shift away from this point. That is, we give it coordinates (a + ab + ad, c + ce). We have now used up all the degrees of freedom. Figure 1 summarizes this labeling and also shows the reference element, which will be the unit square.
In the unprimed coordinate system gij = 6U = gU, and all the F k-= O. Also v/-g--1, so scalars, vectors, integrals and derivatives all obey the usual rules for calculus in Ii~ 2.
The primed coordinate system is designed to make f~ look like the unit square. In particular we take f' to be defined by (x, y) = f' -l (x', y' ), where ' y' , x = ax + ab + adx'y , If we cut the quadrilateral into two triangles and map each into half the unit square by an affine transformation, we avoid the nonlinear terms, but the resulting f is only piecewise smooth. This forces us to consider each of the two triangles separately and form a macro element from the pair. In three dimensions we need 5 tetrahedra to partition a cube. We will see below that while the nonlinear terms do complicate matters, the resulting spaces are more efficient in terms of (ab,c) divv=v,l,+v,2,+v F2, l,+v 2rI,2, , which reduces to
The unit outward normal along any edge (x0, Y0) to (xt, Yl) can be computed by parameterizing this line segment as [0, 1], for instance. Along the edge from (0, 0) to (a,0), the unit normal at (x~,0) turns out to be
in contravariant components. We choose the plus sign to make it outward. It then turns out that along this edge, v.h = -vZ'e(1 +ex'). The Jacobian along each edge is just a constant factor. For example, along the edge y' = O, using x' as the coordinate for the submanifold, we have x/g = a.
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The new spaces
Why the standard space does not work
The careful reader will now see several reasons why the usual Raviart-Thomas spaces on reference squares fail when the original elements are general quadrilaterals. Consider for instance the lowest order Raviart-Thomas space on rectangles, in which Wh is the space of discontinuous piecewise constants and Vh the space of vectors whose x component is continuous piecewise linear in x and discontinuous piecewise constant in y, and whose y component is continuous piecewise linear in y and discontinuous piecewise constant in x. Here piecewise means element by element, when the domain of the PDE has been subdivided into more than one rectangular element.
Ordinarily the first compatibility condition (5) is trivially satisfied by choosing Vh = uh in the definition of ah, as
K= {v hE Vh:divv h :O}.
Similarly (6) 
The new spaces
There are many possible ways to remedy the situation. Each way involves tradeoffs. The approach taken here is to use differential geometry to construct new spaces which work within the standard theory. However, the theoretical ease of proving theorems by appealing to differential geometry comes at the cost of a severe restriction on the types of quadrilateral elements we can connect together.
Returning to the example of the lowest order Raviart-Thomas spaces, we fix compatibility by letting the pressure space consist of discontinuous piecewise linears rather than discontinuous piecewise constants. Condition (5) is then trivially satisfied because we are back in the case of K = {v h E Vh : div vh = 0}.
In order to keep the method conforming, we restrict attention to topologically regular grids where an initially rectangular grid is deformed globally by a single bilinear transformation -this ensures that the normal fluxes all match. Figure 2 shows such a grid. We would prefer to be able to use irregular grids like the one in figure 3 ; however, this introduces nonconformity. At the end of this paper we mention some alternative approaches which avoid this difficulty.
Another restriction on the quadrilaterals arises from the need to avoid degeneracy. Since the divergence on parallelograms is just a constant (because e = ~ = 0), we only need discontinuous piecewise constants for pressure in that case. Therefore, on elements which are almost parallelograms, the resulting system of three equations will be ill-conditioned. This follows from (11), which we re-write as Vdivv = cl + c3 + ec2 + ~c4 + e(2cl + c3)x' + ~(cl + 2c3)y t. The condition number of this system with respect to a basis of linear polynomials depends inversely on e and ~. Thus we restrict to quadrilaterals which are far from being parallelograms, in the sense that they satisfy min{lel,l~l} > Co > 0,
for some fixed constant Co. We also need the Jacobian V to be non-singular. Write the Euclidean coordinates of the fourth point of the quadrilateral as
a(ab, c) +/3(a, 0).
We see that a = 1 + e and/3 = 1 + ~, yielding an explanation for the prevalence of the symbols e and ~ in the above formulas. Non-degeneracy is equivalent to requiring a > 0,/3 > 0, and a +/3 > 1. To prevent ill-conditioning, we therefore require that 1 +min{e,~,e+ ~} > cl > 0,
for some fixed constant c I . Figure 4 illustrates the situation. Let
Note that the dimension of Pk, t is (k + 1) (l + 1). We now define the new family of spaces more formally. To create the k'th order member of this family, k = 1,2,..., we follow the Raviart-Thomas pattern for velocities. That is,
Recall that we have assumed all the quadrilaterals come from the same transformation, so velocity fluxes are continuous across edges, and are in fact polynomials of degree k -1 in one primed variable along each edge, times fixed flux functions such bad / bad ., ..,.,,...,,.,.,..,!~ as fxo. Thus the velocity space contains 2 k 2 q_ 2 k degrees of freedom total, consisting of 4k values shared across edges and 2k 2 -2k internal ones.
Considering divergences, we find
provided both e and ~ are nonzero. Therefore we take 12 in the Raviart-Thomas case on parallelograms. Figure 5 illustrates the two lowest order Raviart-Thomas spaces, and figure 6 shows the corresponding two lowest order quadrilateral spaces on the reference element. We also note that the above spaces have good approximation properties. This is clear since the spaces are just familiar spaces of polynomials, in the transformed coordinate system (which is as valid as any other for computing norms of errors in).
Three d i m e n s i o n a l elements
In three dimensions the construction of the new spaces is analogous. We will not write out the general transformation, though one can easily work it out with a symbolic calculator program. A general hexahedron has 6 planar faces, each of which is a quadrilateral. A plane is determined by 3 points, and we take the first four vertices to be the same as in the twodimensional case, in the z = 0 plane. We now add a fifth point which would be the point on the z-axis if we had a cube. It has three degrees of freedom. Together with the origin and the point (a, 0, 0) it determines a plane, so the fourth vertex on that face has only 2 degrees of freedom remaining. The same holds with the point (ab, c, 0) . The final vertex is constrained to lie at the inter-~f ; -~ V-2"~ i In the k th order case, we take
For instance, in the lowest order case (k = 1), there are 6 velocity degrees of freedom, one per face, and 4 pressures. This yields 7 unknowns net per element. In comparison, subdividing the cube into 5 tetrahedra requires 16 velocities and 5 pressures, with 4 of the velocities internal to the element, yielding 15 unknowns net per cube.
Hybrid methods
The hybrid form of mixed methods adds Lagrange multiplier unknowns to certain edges or faces in the set of elements, decoupling the resulting system in a way which is suitable for use with domain decomposition [8, 5] . The problem is formulated by replacing equations (1) and (2) is the usual L 2 inner product element by element, and
is the integral over the boundary.
We have written it with Lagrange multipliers on every edge or face; one can do domain decomposition by applying them to just the edges or faces of subdomains by thinking of each E as a subdomain rather than an element.
To discretize a hybrid method we proceed as usual, using subspaces Wh(E ) C L2(E) and Vh(E ) C H(div, E), and A h C L2(tAEOE). The result is that we use the same spaces as before, except that velocities across subdomain boundaries do not share the same degree of freedom explicitly. This continuity is then reimposed by requiring Ah to be dual to the space of velocity fluxes.
In two dimensions, the k th order variant of the new spaces requires k multipliers shared across each cell edge, plus the 2 k 2 + 2 k velocities and the k 2 + 2 k pressures.
In the lowest order case this yields 2 multiplier unknowns per element, plus local problems of 7 unknowns and 7 equations on each element.
In three dimensions, the lowest order case uses 3 multipliers per element, plus 10 by 10 local problems on each element.
In contrast, using triangles to subdivide quadrilaterals also requires 2 multipliers per cell and 7 by 7 local problems in two dimensions, and using tetrahedra to subdivide hexahedra requires 6 multipliers per macro element and has 21 equations and 21 unknowns in each local problem.
Results
Quadrilateral and hexahedral elements arise naturally in topologically regular meshes, where one seeks to combine the flexibility of general geometry with the computational advantages of rectangular arrays. They can also be used in adaptive mesh situations, where vertices in the mesh are perturbed from their initially rectangular layout to optimize the fit to the solution. In the previous two sections we have seen a new family of discrete spaces for pressure and velocity suitable for use with mixed methods on such elements. Because mixed methods can be written in coordinate independent form, and because the compatibility conditions can be as well, and because our constructed spaces satisfy the compatibility conditions, we immediately obtain from theorem 1:
If the kth order variant of the above new spaces are used for V h and Wh to solve an elliptic equation on a domain using quadrilateral or hexahedral elements, then there is a constant C independent of p, u and h such that (3) and (4) have a solution, which is unique and satisfies
We must check that the usual polynomial approximation theory results still hold in the primed coordinates. While approximation of functions works the same in any coordinate system, we also need to approximate the divergence, which is trickier. However, the extra terms in the divergence formula occur both in the divergence of a function and in the divergence of any approximation for it, so everything works. We immediately obtain: Theorem 3 Let f~ be a quadrilateral(hexahedral) domain. Let fbe a bilinear(trilinear) map of the unit square(cube) onto f~, as described above. Given a constant C2 ~> 1, let the unit square(cube) be partitioned into a rectangular array of N 2 sub-rectangles(N 3 sub-cubes) of maximum diameter h = C2/N, and let their images under f be the computational elements within f~. If the k th order variant of the above new spaces are used for Vh and Wh to solve an elliptic equation on this domain using these elements, then there is a constant C depending on the PDE and on the geometry of the domain, and on the constants Co and cl in (12) and (13), but not depending on h, such that II u -u Iln(a;v;~) + lip -P IIL2(~) ~ chk.
We mention here an alternative approach to defining mixed methods on quadrilaterals. We have used the "natural" transformation for scalars, vectors and tensors, in the differential geometry sense. One can instead transform vectors according to the so-called Piola transformation, which has the advantage that it preserves both the divergence and normal components across edges [11] . As a result, the standard Raviart-Thomas spaces on rectangles generalize to quadrilaterals. One drawback is that now the tensor coefficient A in the general elliptic operator div (A. gradp) must be treated carefully: it should be transformed according to the tensor transformation rule induced by the Piola transformation for vectors. Moreover, the Piola transformation does not commute with certain other operators, such as the gradient, so care must be taken to apply all operations in the correct coordinate system. In contrast, using natural transformations, all coordinate systems are equally suitable for applying all operators.
Although the Piola transformation approach allows the use of truly general meshes of quadrilaterals, it still suffers from the presence of nonlinearities. On a general mesh of quadrilaterals the convergence rate in theorem 3 is reduced by a full power of h, as shown in [11] . Numerical experiments [2] confirm that the error in the computed solution to the partial differential equation increases when quadrilaterals of different shapes are mixed in one mesh. Experiments with an efficient variation of mixed methods for triangular meshes [1] also indicate better accuracy when element shapes vary smoothly from one element to the next. In both ccntexts, underlying nonlinearities in either the grid or the grid refinement process either increase the constant C which appears in the convergence results, or even decrease the exponent of h.
While differential geometry relieves us from having to invent new methods and new proof techniques, the new spaces do come with the price tag of severely restricted meshes and increased complexity of calculation. The increased complication may be worthwhile in certain applications, such as groundwater flow, where the resulting cell by cell conservation of mass is important. Moreover, even globally uniform quadrilateral meshes may be an improvement over rectangular ones in certain problem geometries. Numerical comparisons of these new elements with various competitors, including standard rectangular meshes for the same domain and triangulations or tetrahedral decompositions, will all be necessary to evaluate how substantial a penalty this really is.
