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Abstract—Research methods in machine learning play a pivotal 
role since the accuracy and reliability of the results are 
influenced by the research methods used. The main aims of this 
paper were to explore current research methods in machine 
learning, emerging themes, and the implications of those themes 
in machine learning research.  To achieve this the researchers 
analyzed a total of 100 articles published since 2019 in IEEE 
journals. This study revealed that Machine learning uses 
quantitative research methods with experimental research 
design being the de facto research approach. The study also 
revealed that researchers nowadays use more than one 
algorithm to address a problem. Optimal feature selection has 
also emerged to be a key thing that researchers are using to 
optimize the performance of Machine learning algorithms. 
Confusion matrix and its derivatives are still the main ways used 
to evaluate the performance of algorithms, although researchers 
are now also considering the processing time taken by an 
algorithm to execute. Python programming languages together 
with its libraries are the most used tools in creating, training, 
and testing models. The most used algorithms in addressing 
both classification and prediction problems are; Naïve Bayes, 
Support Vector Machine, Random Forest, Artificial Neural 
Networks, and Decision Tree. The recurring themes identified 
in this study are likely to open new frontiers in Machine learning 
research.    
Keywords: Research methods in machine learning, machine 
learning algorithms, machine learning techniques. 
I. INTRODUCTION 
Machine learning can be defined as a field of artificial 
intelligence that is concerned with the development of 
algorithms and techniques that allow a computer to learn and 
gain intelligence from experience [1]. Research methods in 
machine learning research play a pivotal role since the 
accuracy and reliability of the results are influenced by the 
research approach/ method used. In machine learning, 
models learn from historical data which can either be primary 
data or secondary data. This creates a wide pool of knowledge 
from which machines can learn and make decisions based on 
what they learn [2].  
The research articles analyzed emphasized the need to choose 
an appropriate methodology. Machine learning is classified 
as scientific research, therefore, it’s research methodology 
according to many scholars incorporates several factors 
which include; choice of training data to use, choice of data 
attributes to use, choice of algorithm(s) to use in the model, 
the ratio between training data and testing data, the 
performance measures of the algorithms, among other 
factors. Thus, scholars have demonstrated that the choice of 
methodology to use should span across the above factors. The 
objectives of the research also influence the methodology to 
be used [3] 
Scholars in this field of machine learning have demonstrated 
that a good research methodology should be capable of 
clearly explaining how the researcher ended-up with the 
results [4]. Therefore, the methodology should be put in such 
a way that another researcher can easily follow and end up 
with the same results. Some researchers have opted to use a 
single approach in terms of choice of the algorithm while 
others use more than one algorithm to model and then they 
compare the results of the various algorithms [4].  
Research in the field of machine learning is mainly 
quantitative since it involves the modeling of data and also 
using statistical approaches and formulations to make sense 
of the data [1], [2], [3], [4]. Therefore, the methods used in 
machine learning research in most cases must be consistent 
with quantitative research. However, this is not to mean that 
all fields of artificial intelligence or domains affiliated to 
machine learning are confiscated to quantitative research. 
Some areas such as Natural Language Processing may 
require a qualitative research approach [5].  
When scholars are researching on machine learning they 
must first scrutinize the problem that they intend to solve and 
then decide if it requires a quantitative approach, qualitative 
approach, or a hybrid of the two approaches. This is so 
because machine learning does not exist in a vacuum, it is 
used to solve problems in society. Thus, the nature of the 
problem influences the methodology to be used in research 
[6]. Also, machine learning is a very active area of research, 
therefore, scholars are continuously trying to solve a majority 
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of the problems in the various domains using machine 
learning techniques.     
The articles assessed in this paper have shown that research 
methodology in machine learning can be the key difference 
between various study which are basically solving a similar 
problem in the same domain [7,8]. Therefore, the 
methodology can form the research gap that a researcher 
wants to address. The researcher will then use a different 
approach which s/he thinks is better than the approach(s) used 
by other researchers previously to solve the same problem. 
Some researchers have also combined methodologies used by 
other researchers with the sole aim of increasing the accuracy 




This study aims at exploring research methods in machine 
learning and determining emerging themes in the field of 
machine learning research. Specifically, the following three 
research questions will be addressed.  
1) What research methods are commonly used in the 
field of Machine Learning?  
2) What other recurring themes are there in Machine 
Learning field with regard to research methods? 
3) What implications do these recurring themes in 
research methods have for the Machine Learning 
discipline?  
Scholars in the field of Machine learning have contributed 
widely to the evolution of research methods. Therefore, 
cross-examination of the status quo in the field of machine 
learning will inform scholars about research methods and 
help them make more informed decisions while selecting the 
methodology to use in their research.  
II. LITERATURE REVIEW 
A survey of Content Analysis  
 
Grossman, Zak, and Zelinsk conducted a quantitative content 
analysis on mobile applications used by caregivers. In the 
analysis, 44 applications that self-identified themselves or 
were advertised as caregivers aiding tool were assessed. The 
apps were identified in two major application stores namely 
iTunes App Store and Google play store. To get the apps, the 
researchers searched the keywords “caregivers”, 
“caregiving” and “elderly care” [9]. The researchers only 
include applications that exclusively dealt with informal or 
family caregivers for elderly people. Therefore, apps 
developed for professional caregivers, and those developed 
for people with special chronic conditions such as diabetes 
were excluded [9].  
The apps were assessed against five functions that are 
performed by successful caregivers to determine the level to 
which the apps relieve the burden of caregivers. The five key 
functions were; (i) Information and Resources, (ii) practical 
problem solving involving behavioral solutions, medication 
management, safety, and personal health records tracking. (ii) 
Memory aids, (iv) Family communication which includes 
notification for checkups, emergency contact list, sharing of 
critical information. (v) caregiver support that is caring for 
the caregiver. The general assessment of the apps revealed 
that 50% (22 apps) were designed for caregivers taking care 
of people with memory loss [9].  
The results of the analysis against the five functions were as 
follows; first, only 34% (15 apps) satisfied the criteria of 
providing caregivers with relevant information and resources 
such as searchable databases [9]. Second, 21 applications met 
the criteria for practical problem-solving. Practical problem-
solving in this case was defined as addressing medication 
management, safety health record tracking, and behavioral 
solutions [9]. Third, 15 apps passed the test of facilitating 
better communication and enhancing coordination among 
family members [9]. Fourth, 12 applications met the criteria 
of actin as a memory aid. The apps have tools that enable 
people with dementia to enhance their cognitive abilities [9]. 
Five, a total of 10 apps of the 44 apps contained tools that 
care for the caregiver by providing emotional support stress 
management, and social support, among others to the 
caregivers [9].    
[10] conducted a content analysis of research methods in 
Library Information Science (LIS). The researcher analyzed 
a total of 1162 articles published between 2001 and 2010 in 
three major journals of LIS namely; Journal of 
Documentation (JDoc), Journal of the American Society for 
Information Science, and Technology (JASIS&T), and 
Library Information Science research (LIS). However, the 
researcher deferred the analysis of articles in the JASIS&T 
journal between 2003-2008 and only analyzed articles 
between 2001-2002 and 2009-2010 [10].  The articles were 
analyzed quantitively and qualitatively to address some 
recurring themes about research method selection and 
application in the scholarly domain. Non-research articles in 
this field were excluded from the analysis.    
The findings of the research were as follows: the three 
journals shared 4 of the top five research methods identified 
in this study. The theoretical approach leads with a 
cumulative percentage of 65%, the content analysis took the 
second position with a percentage of 57%, Questionnaire 
becomes position three with a cumulative percentage of 
55.8%, and experiment occupied position four with a 53.4% 
cumulative percentage score [10]. The researcher discovered 
that unlike before, questionnaires and surveys no longer 
dominate as the leading research methods in Library 
Information Science [10].  Despite Bibliometrics leading in 
JASIS&T, it did not feature well in the other journals, 
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therefore, it did not qualify to be among the top 4 techniques. 
The researcher further reports that the use of multiple 
methods has gained a lot of prevalence.  
 Azeez and Van der Vyver conducted a comprehensive 
content analysis on privacy and security issues in e-health 
cloud-based model. The scholar reviewed 110 articles in this 
area and discovered several models discovered in their 
solutions. The articles were sourced from the following 
journals; ACM digital library, IEEE digital library, IEE 
explore digital library, Springer, Elsevier, and Science direct 
[11]. The 110 reviewed articles were arrived at after 
comparing the models and approaches used by many 
researchers. The researchers examined the strengths and 
weaknesses of each method adopted in addressing E-health 
security challenges [11].  
The scholars discovered that for any E-health system to be 
reliable it must have strong mechanisms to counter various 
security threats such as; tampering, masquerading, denial of 
service attack, and privacy [11]. Public Key Encryption was 
identified as the most widely used security mechanism, 
however, the researcher record that it needs to be enhanced. 
ABE is another security scheme that is being used.  ABE is 
efficient in enhancing security and privacy although it is 
expensive considering computational complexity. The high 
cost of ABE is mainly because the ciphertext is expensive 
thus decryption is expensive [11].  
Selective encryption was also widely used in the articles 
assed. This involves encrypting the parts of the data that are 
considered to be more sensitive [11]. This method is 
considered to be less costly, therefore, researchers are 
considering it over ABE. The researchers concluded that 
research in security and privacy issues in E-health is still 
wanting since threats are increasing with time.  
III. METHOD 
One hundred research articles published since 2019 were 
obtained from IEEE journals. All the research papers used 
were in the field of machine learning. Journal papers that 
were not written in English or at least translated to English 
were excluded. Access to these journals was provided by 
Murang’a University of Technology. 
The data collection yielded 100 research articles in the field 
of machine learning as summarized on table1. These articles 
were considered to be very relevant since they were not more 
than 2 years old, thus they can inform current research in the 
field of machine learning which is a very active field. The 
research articles chosen were solving different problems 
using machine learning approaches. All the 100 articles were 
analyzed by the researchers to determine the research 
methods used in machine learning.  
In this study, the researchers analyzed each of the sampled 
papers along several dimensions to describe machine 
learning research methods. These dimensions are: General 
research design, sources of data, algorithms used, and 
approaches applied in data pre-processing, model training, 
testing, and evaluation. The above issues were used to inform 
the findings of this paper. All the 100 research papers used in 
this study had the  
 
above key parameters in their research methodology. These 
parameters are just general parameters, therefore, under each 
one of them, several sub-parameters were identified. For 
example, under the performance metrics, the majority of the 
articles recorded the performance of the algorithms used 
under the various performance metrics.  
TABLE 1: RESEARCH ARTICLES ANALYZED 
ID Application Area Number of Articles  References of Analyzed Articles  
1 Machine Learning Algorithm 
Enhancement  
5 [16], [85], [88], [89], [95] 
2 Solutions in Engineering  8 [14], [27], [62], [76], [86], [92], [110], [114] 
3 Solutions in computer networks and 
security 
23 [17], [40], [49], [50], [51], [63], [64], [65], [68], 
[70], [72], [80], [93], [94], [99],  
[101], [103], [104], [105], [106], [113], [120], [122], 
[123]  
4 Natural Language Processing  8 [28], [20], [44], [47], [74], [96], [98], [112] 
5 Image Processing 10 [29], [32], [37], [55], [69], [73], [77], [84], [87], 
[119] 
6 Solutions Health 24 [1], [30], [31], [19], [34], [23], [43], [46], [48], [53], 
[57], [61], [75], [78], [81], [82], [83], [90], [97], 
[111], [115], [116], [118], [124] 
7 Solutions in Software Engineering  1 [39] 
8 Solutions in Internet of Things  5 [41], [54], [91], [100], [121] 
9 Solutions in Education  2 [42,45] 
10 Solutions in Analytics and Artificial 
Intelligence  
13 [52], [3], [58], [59], [60], [66], [67], [79], [102], 
[107], [108], [109], [117] 
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Table 1 shows a summary of research articles analyzed in this 
research. The table portrays that machine learning techniques 




This section presents results of data analysis along the 
dimensions indicated in section 1.3. 
 
General Research Design 
Findings of this study indicates that research in machine 
learning is mainly quantitative. Therefore, it has standardized 
approaches and uses statistical models in the various 
segments of the research. All articles analyzed in this study 
used an experimental research design. This involved the 
design of an experiment and conducting the experiment to 
obtain results. The general approach used in conducting 
experiments in all the analyzed research articles is as follows: 
Data collection, Data pre-processing, Model training, model 
testing, model evaluation. These steps are summarized in 
Figure 1.    
 




 Data Collection 
In this stage, two main sources of data were used in the 
articles analyzed. The two sources are secondary data and 
primary data. 80% of the articles used purely secondary data 
sets in the research as shown in Figure 2. The secondary data 
set was obtained from data repositories. The main used data 
repository was the UCI ML repository. This repository has 
been used by research works in machine learning that are 
addressing diverse problems. This shows that the repository 
has a variety of datasets in different areas. Apart from 
repositories, some research articles used data obtained from 
government entities and Non-governmental organizations.  
 
Figure 2: Type of Data Used 
Also, of the researchers who used secondary data, 87% used 
a single data set while 13% used more than one data sets for 
example [17] has used three datasets as summarized in Figure 
3. Among the researchers who used more than one dataset, 
the majority sourced some data set from repositories and 
some of the data set from either governmental or non-
governmental organizations. Others sourced all their data sets 
from repositories. The key reason for using more than one 
dataset according to the researchers was to enhance the 
validity and reliability of the model [17].  
 
Figure 3: Secondary data usage analysis 
Primary data was mainly sourced from recording data over a 
long period. Research that involved primary data took a 
longer time than those that used secondary data. A 
combination of both primary and secondary data was used 
80%
20%
Secondary data Only Primary + Secondary Data
87%
13%
Single Data set More than One Data set
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where there is a need to guarantee the validity of the model 
or to enhance the model to accommodate real-time data [12]. 
Also, where secondary data is not available or the available 
secondary data is not sufficient then the researchers resulted 
in using either purely primary data or a combination of both 
primary and secondary data.  
None of the articles analyzed in this study used more than one 
set of primary data. Also, none of the research works used 
qualitative data collection methods to collect any form of 
primary data. This, therefore, proves that research in machine 
learning is purely quantitative.  
Data Pre-processing  
 
All the articles analyzed had this stage as part of their 
methodology. The majority of the articles noted that this is a 
very critical stage in machine learning since this stage can 
influence the performance of models and consequently 
influence the results of the model. This is so because machine 
learning algorithms learn from the data provided to them and 
use the acquired knowledge to make decisions.  
The analyzed articles revealed that despite the algorithms to 
be used in the research (supervised, unsupervised, or 
reinforcement learning) or the nature of the research 
(classification or regression) data pre-processing is a 
paramount stage that cannot be omitted. Some articles 
recorded that much focus in their research work was on data 
pre-processing. 
Data pre-processing involved a series of activities. The 
activities that were unanimous among all analyzed research 
articles were; data cleanup, data normalization, and noise 
reduction e.g. [17], [18]. 10% of total analyzed articles 
performed feature extraction/ optimal feature selection in 
data pre-processing as illustrated in Figure 4. Data cleaning 
involved activities such as filling-in null values or 
eliminating null values if they cannot be filled.  
 
Figure 4: Data Pre-processing 
Data normalization Involved tasks such as formatting the data 
in a form that is easier for the algorithms to understand during 
training. It also involved data scaling and ensuring that the 
training data is in the same format as the testing data. It was 
noted that normalized data promotes the efficiency of 
machine learning models [17].  
Noise reduction involved the elimination of outliers or any 
data item that is inconsistent with the other parts of the data. 
Optimal feature selection involved the selection of critical 
features that influence the results also known as the 
dependent variable in a great way. Articles that applied this 
technique first modeled the data without extracting optimal 
features and then in the second phase the optimal features 
were selected and the data modeled again.  
In all the articles that used optimal feature extraction, it was 
noted that the performance of the models in terms of accuracy 
and also in the confusion matrix improved after optimal 
features were selected [13], [14], [15], [16]. This is a new 
development in the field of machine learning that is attracting 
a lot of interest among researchers since it improves 
performance.  
Principle component analysis PCA has been used as one of 
the major techniques of selecting optimal features [13], [14].  
It identifies correlation among various attributes of a dataset, 
therefore, enabling researchers to determine how each 
attribute influences the results and the relevance of such 
attribute in that particular data set [14]. 
Choice of algorithms  
 
All the articles analyzed used at least one machine-learning 
algorithm to solve the research problem that they were 
addressing. It was noted that the choice of algorithm depends 
mainly on the nature of the problem to be solved. According 
to the analyzed articles, problems can be grouped as either 
classification problems or regression/ prediction problems. 
Also, problems can be classified as either supervised learning 
or unsupervised learning problems.  
Some Machine learning algorithms can be used to solve 
classification problems only while others can be used to solve 
regression problems only, while others solve both 
classification and regression problems. It was noted that 
algorithms that solve both classification and regression 
problems have attracted a lot of favor from the researchers as 
per the articles analyzed.  
The main pure classification algorithm used are K-Nearest 
Neighbors and Logistic regression. The main purely 
prediction algorithm used is Linear regression. The most 
commonly used algorithms that support both classification 
and prediction are; Naïve Bayes, Support Vector Machine, 
Random Forest, Artificial Neural Networks, and Decision 




Did not Perform Feature Selection
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Figure 5: Main Algorithms used 
It was noted that the above algorithms which support both 
classification and prediction have modules within them that 
perform a specific task. For example, it was identified that 
Convolutional Neural Networks is part of Artificial Neural 
Networks that deals with image classification [19]. This 
enables the algorithms to perform numerous tasks in both 
classification and regression. Among the analyzed articles, 
53% have specified the specific element of such algorithms 
that they used in their study.  This is a new paradigm shift 
where researchers are now not just concerned about the 
algorithm to use in solving a problem but also the specific 
module of the algorithm that if used will generate optimal 
results [20].  
98% of the analyzed articles used more than one algorithm to 
model as illustrated in Figure 6. Some used as many as five 
algorithms to model the data and then compared the results 
of the various algorithms. It was noted that this was aimed at 
increasing the reliability of results obtained since in using 
more than one algorithm, the results become immune to the 
limitations of any particular algorithms.  
 
Figure 6: Number of algorithms used 
The analyzed articles revealed that some algorithms such as 
Neural networks algorithms may take more processing time 
when dealing with large sets of data but will generate better 
results in terms of accuracy. Others like Decision trees 
perform better with small sets of data; however, the decision 
tree can be unstable.  Support vector machine can handle 
complex functions and even scale up with dimensional data, 
however, it is not suitable with outliers [21].  
The above critical features of algorithms influenced their 
performance and thus the nature of the data used determined 
which algorithm will register the highest performance. It was 
discovered that by using multiple algorithms, researchers can 
discover the most suitable algorithm for a given problem.  
Model Training and Testing  
 
All the analyzed articles included model training as part of 
their methodology. 80% of the articles analyzed in this study 
used secondary data to train the model of these, 83 % used a 
single data set for both training and testing. The data set was 
broken down into a training set and a testing set. The majority 
used 70% of the data for training while the remaining 30% 
was used for testing. Others used 75% of the data for training 
and 25% of the data was reserved for testing.  
 20% of the total articles analyzed used 10-fold cross-
validation to train and test the model. In this approach, the 
data set was divided into 10 equal parts. 9 parts or segments 
were used to train the model and then the remaining 1 
segment was used to test the model. This was repeated 10 
times with the testing segment being alternated among the 10 
equal parts. Therefore, each part was used for testing once 
and for training 9 times.  
13% of the researchers who used secondary data used 
different data sets for training and testing. Some used two 
data sets in their research. One set was used for training while 
the other set was used for testing the model. Some researchers 
though very few used secondary data to train the model and 
primary data to test the model.  
It was discovered that researchers who used different sets to 
train and test their models had to do a lot of data pre-
processing to ensure that optimal features in both training and 
testing data sets are well identified and also the attributes are 
properly labeled so that the model does not get confused.  
Model Evaluation  
 
The evaluation matrix that was used by all the researchers in 
the articles analyzed is the confusion matrix. The researchers 
who used more than one algorithm evaluated the performance 
of each algorithm in the confusion matrix and its derivatives. 
The other measure that 40% of the researchers used on top of 
the confusion matrix is the processing time taken by each 
algorithm as shown in Figure 7.  
2%
98%
One More than One
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Figure 7: Model Evaluation 
The confusion matrix has the following parameters which 
were used by the researchers to come up with the derivatives 
of the confusion matrix [22].  
a) True Positive (TP) 
b) True Negative (TN) 
c) False Positive (FP) 
d) False Negative (FN)  
The derivatives of these matrices are [22,23];  
a) Accuracy- (TP+TN) / (TP+TN+FP+FN) 
b) Precision= (TP)/ (TP+FP) 
c) Recall= (TP)/ (TP+FN) 
d) F-Score= 2* (precision *Recall)/ (Recall+ 
Precision)  
Evaluation of algorithms against the above parameters 
generated a true picture of how the algorithm has performed. 
Some researchers were interested in only the accuracy of the 
algorithm while others were concerned about the 
performance of algorithms against all the parameters of the 
matrix.  
It was discovered that some researchers considered running 
the models more than once and recorded the performance of 
each of the test runs, then computed the average performance. 
It was also discovered that the researchers who considered 
processing time as a measure of performance, went a step 
further and evaluated processing time against the accuracy of 
each algorithm in their research to determine the most 
optimal algorithms.  
One new approach that was used to evaluate the processing 
time against the accuracy of each algorithm was the use of 
regression equations X and Y [24].  
Tools and Techniques used 
89% of the articles analyzed used python programming 
language to develop the model, train the model, and test the 
model. The most utilized python library is the Scikit-Learn 
library. 10% of the analyzed articles used R to develop, train, 
and test the model. 1% used a combination of machine 
learning approaches implemented using python and Fuzzy 
logic implemented in MATLAB.  
 
Figure 8:Programming Techniques Used 
This shows that Python programming language and its 
libraries are gaining a lot of preference among researchers in 
the field of machine learning as opposed to R. Python is 
delivering an easier and more efficient and effective way of 
doing machine learning research. Also, the vast libraries in 
python help researchers to perform numerous activities on the 
data or models with a lot of conveniences.  
V. DISCUSSION 
This study has discovered that research in Machine learning 
is attracting a lot of interest among researchers which is a 
clear demonstration that Machine Learning is a very active 
area of research.  
The most recurring themes in machine learning research 
include;  
i. The use of algorithms that can perform both 
classification and prediction  
ii. The use of more than one algorithm to address a 
problem to enhance reliability  
iii. Optimal feature selection in data pre-processing as 
a way of improving performance  
iv. The use of specific modules of an algorithm to 
address a problem in more effective and efficient 
ways.  
v. The use of both processing time and confusion 
matrix derivatives to evaluate machine learning 
models.  
These recurring themes are likely to open new frontiers in 
machine learning research. Also, due to the active nature of 
this field of research, more techniques are likely to pop-up 





Confusion Matrix+ Algorithm processing time
89%
10% 1%
Python R Python+Fuzzy logic
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VI. CONCLUSION AND FUTURE WORK 
 
The key contribution of this study is that it not only provides 
an updated view of research methods in the field of Machine 
Learning but also discusses emerging issues that are worth 
the attention of researchers in the field of machine learning. 
The findings of the study should help Machine Learning 
researchers to make informed decisions while pursing 
research in machine learning.  
This study has focused more on general research methods in 
machine learning. Future researchers can perform a content 
analysis of specific areas of machine learning such as 
supervised learning, unsupervised learning, video analytics, 
text analytics, classification, and prediction. 
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