Introduction
A primary risk with geological carbon sequestration is the leakage of CO 2 into a fresh groundwater aquifer from a deep storage. Injection-induced fluid pressure gradient may push brine and CO 2 out of a deep storage formation through potential leakage pathways such as a fault or an abandoned well. CO 2 may also leak into a shallow aquifer from a deep storage solely by buoyancy forces because the density of supercritical CO 2 is less than that of water or brine. As the CO 2 saturated brine is depressurized, CO 2 exsolves from solution. One impact of CO 2 leakage is the alteration of groundwater quality by the intrusion of trace elements, which increases total dissolved solids (TDS) of groundwater (Lions et al., 2014) . Extensive studies have been done recently on the environmental impact of CO 2 leakage on a shallow aquifer (Kharaka et al., 2010; Le Roux et al., 2013; Trautz et al., 2013; Strazisar et al., 2009; Carroll et al., 2014; Denchik et al., 2014) . Electrical conductivity (EC) has become a proven and effective indicator for detection of dissolved CO 2 in a vadose zone (Strazisar et al., 2009; Zhou et al., 2012) or in a shallow aquifer (Denchik et al., 2014; Trautz et al., 2013; Lamert et al., 2012; Auken et al., 2014) and for detection of supercritical CO 2 in a deep saline formation (Kiessling et al., 2010; Bergmann et al., 2012; Carrigan et al., 2013) .
Gaseous CO 2 is soluble in pore water in a shallow aquifer and its solubility in water is 1.45 g/L at 25 • C and 100 kPa. The geochemical processes following a CO 2 leakage into a shallow aquifer include reduced pH due to the formation of carbonic acid and elevated EC due to dissolved CO 2 and mineral dissolution in the groundwater (Dethlefsen et al., 2013; Cahill and Jakobsen, 2013) . The elevated water EC in a shallow aquifer may be detected by water sampling , in situ EC measurements (Lamert et al., 2012) , surface resistivity imaging (Le Roux et al., 2013; Auken et al., 2014) , surface conductivity mapping (Pettinelli et al., 2004) , airborne electromagnetic imaging (Costard and Paine, 2015) , and crosshole electrical resistivity tomography .
The elevated EC due to dissolved CO 2 in a shallow aquifer is contrary to the effect of free-phase supercritical CO 2 in a deep saline formation where nonconductive supercritical CO 2 displaces conductive brine and produces resistive anomalies (Kiessling et al., 2010; Schmidt-Hattenberger et al., 2013; Carrigan et al., 2013) .
Injection of CO 2 gas in a vadose zone had a negligible effect on water saturation (Le Roux et al., 2013) . The gaseous CO 2 displaced air but not the conductive pore water. This gas substitution process did not alter the bulk EC of soil. Instead, the observed EC may increase as a result of CO 2 dissolution in the pore fluid. However, rainfall may also increase the bulk EC of soil and complicate data interpretation (Zhou et al., 2012) .
Le Roux et al. (2013) investigated CO 2 gas migration in a carbonate vadose zone with 2D time lapse electrical resistivity imaging in Gironde, France. Dissolution of CO 2 in pore water forms dissolved inorganic carbon that includes carbonic acid (H 2 CO 3 ), bicarbonate (HCO 3 − ) and carbonate (CO 3 2− ). These species increased EC of pore water, as well as the bulk EC of soils.
A gaseous CO 2 injection experiment through a horizontal perforated pipe at 2-2.3 m depth was conducted at the ZERT field site in Bozeman, Montana. Kharaka et al. (2010) showed rapid and significant increases in alkalinity (400-1300 mg/l), concentrations of Ca (90-240 mg/l), Mg (25-70 mg/l), Fe (5-1200 ppb) and Mn (5-1400 ppb), and water EC (600-1800 S/cm) since CO 2 injection began in a shallow aquifer. The maximum 200% increase in water EC was observed 2 weeks following CO 2 injection at an injection rate of 300 kg/day. Trautz et al. (2013) conducted a field experiment in Escatawpa, Mississippi with a continuous release of groundwater containing dissolved CO 2 for 7 months to study the effect of dissolved CO 2 on a shallow aquifer. The dissolution of CO 2 resulted in a sustained drop of about 3 pH units but alkalinity and EC exhibited a short-term pulse behavior. EC in a nearby monitoring well started to increase 8-10 days after injection began, reached a peak value after 23-24 days and then decreased to the level slightly above the background. This water EC pulse signature agrees with Kharaka et al. (2010) and suggests a fast depletion of metals from their sources at the front of the low pH plume. However, the results may depend on the injection rate and amount of CO 2 dissolved in water.
Combining geoelectrical monitoring and multiphase flow modeling can be a useful approach for understanding of gaseous CO 2 migration in a shallow aquifer (Lamert et al., 2012) . Gaseous CO 2 flew upwards relatively fast along a discrete gas channel and a gas pool was formed in a glacial loam layer. A dissolved CO 2 plume grew vertically initially and then laterally. They found variations of apparent EC were in the order of 15-30%.
The increase of pore fluid EC due to CO 2 intrusion in a noncarbonate aquifer is an order of magnitude smaller than that in a carbonate aquifer. The fluid EC in a noncarbonate aquifer rises very slowly in response to CO 2 injection and its change after 24 h is roughly seven times smaller than the maximum value reached in 1 year (Fahrner et al., 2011) . In addition, the opposite effects of coexistent gaseous and dissolved CO 2 on the bulk EC tend to cancel each other and lead to very small bulk EC changes. These effects pose a significant challenge on ERT monitoring at the early stage of CO 2 injection.
We noted that there existed many CO 2 injection and EC measurement scenarios to study the impact of CO 2 injection on a shallow groundwater system. One may inject gaseous CO 2 or water containing dissolved CO 2 , which may be injected in a carbonate or siliciclastic aquifer or in a vadose zone. Electrical conductivity can be measured by water sampling for water EC, in situ monitoring for local bulk EC or electrical resistivity imaging for bulk EC distribution with either surface or downhole electrodes.
We conducted a pilot CO 2 gas injection experiment in a shallow siliciclastic unconfined aquifer in Vrøgum, western Denmark to simulate a CO 2 leak from a deep storage (Cahill and Jakobsen, 2013; Lassen et al., 2015) . The primary goal of this pilot CO 2 injection experiment was to study the site hydrogeological conditions, likely aquifer responses to the injection and performance of the monitoring system and design. The results of this pilot injection would aid a larger-scale experiment initiated on May 14, 2012 at the nearby site (Auken et al., 2014; Cahill et al., 2014; Doetsch et al., 2015) . We deployed a 3D crosshole electrical resistivity tomography (ERT) system for tracking CO 2 plume migration and distribution. This is one of very few applications of crosshole ERT for monitoring of gaseous CO 2 injection in a shallow aquifer . The monitoring wells of their complex resistivity tomography in Dafflon et al. (2012) were so far apart that the monitoring system almost degraded into a single well complex resistivity imaging with little resolution in the central region. Our ERT monitoring differs from Auken et al. (2014) and Doetsch et al. (2015) in that (1) we used crosshole ERT instead of surface ERT; (2) our pilot experiment had a shorter injection duration and a much smaller CO 2 injection volume (45 kg in 2 days versus 1600 kg in 72 days); (3) our study focused on small changes during the early stage of gaseous and dissolved CO 2 plume growth; (4) we had ground penetration radar (GPR) data to aid in identification of the likely effect from gaseous CO 2 .
The objective of this study was to evaluate the effectiveness of the ERT method for imaging a gaseous and dissolved CO 2 plume in a shallow aquifer during the first 2 days of CO 2 injection and to study the early-time behavior of a controlled gaseous CO 2 release.
Experiment descriptions
The pilot CO 2 experiment site is located in Vrøgum, western Denmark (Fig. 1A) . The area is an open grass field in a managed pine forest. The injection site is an unconfined, unconsolidated siliciclastic aquifer. The 5 m-thick top layer consists of fine-grain Aeolian sand, underlain by a 5 m-thick layer of poorly sorted glacial sand and subordinate gravel. Below that is a 50 m-thick layer of medium well-sorted marine sand (Cahill and Jakobsen, 2013) . Further analysis of five core samples by Lassen et al. (2015) revealed multiple thin layers and lenses: a fine sand layer at a depth between 4.2 and 4.4 m, another fine sand layer between 6.3 and 6.6 m and a coarse grained section with pebbles at 9 m depth (Fig. 1B) . The soil grain size generally increases with depth. The layer boundaries may be not accurate due to limited and incomplete core samples. This unconfined sand aquifer has a shallow water table at 1.5 m depth in the spring and at 2 m in the fall. The groundwater flows toward the south-south-west.
Four pilot CO 2 injection experiments were conducted at the same site from October 2011 to September 2012 with a goal to inject 45 kg CO 2 gas in 48 h for each experiment (Lassen et al., 2015) . In this study, we analyzed ERT data collected between October 11 and October 14, 2011 from the first experiment. Cahill and Jakobsen (2013) reported the geochemical monitoring results for the same first experiment while Lassen et al. (2015) focused mostly on the third experiment conducted in July 2012.
Three monitoring tools were deployed at the site. Groundwater sampling wells were installed to obtain in situ time lapse water chemistry data (Cahill and Jakobsen, 2013) . Cross-borehole ground penetrating radar (GPR) was employed for tracking migration of gas-phase CO 2 (Lassen et al., 2015) . ERT monitored migration of both gaseous and dissolved CO 2 . The sampling wells provided 1D point measurements infrequently; the GPR method produced 1D and 2D images of CO 2 gas content, while ERT gave 3D time lapse images of CO 2 distribution with autonomous data collection.
At the experiment site, a 45 • angled injection well was screened at 9-9.85 m depth. Two of the 17 sampling points (#1 and #2) for groundwater chemistry were located upflow while the rest were located downflow ( Fig. 2) . Sampling points were arranged at multiple levels at 2.4 m, 4 m and 8 m depths (Cahill and Jakobsen, 2013) . CO 2 gas injection began on October 12, 2011 for 50 h with 45 kg CO 2 being injected. A variable injection rate was used: 10 g/min for the first 24 h, then 20 g/min for the next 24 h, and greater than 20 g/min for additional 2 h. Fig. 2 shows four of six GPR monitoring boreholes, numbered from GPR1 to GPR4, which were used to monitor migration of gaseous CO 2 that displaced soil water and reduced soil moisture content and bulk EC. GPR measured the dielectric constant that was converted into moisture content using well-established petrophysical relationships (Topp et al., 1980; Ferré et al., 1996) . Four ERT monitoring boreholes were installed around the screened injection interval for tracking CO 2 plume distribution and migration. They were laid out in a 5 m × 5 m square and labeled as ERT1, ERT2, ERT3 and ERT4 in Fig. 2 . Each vertical electrode array permanently installed in a borehole consisted of 24 electrodes at a spacing of 0.5 m from 1.5 m to 13 m depth. There were total 96 electrodes in four ERT boreholes. An ERT measurement was obtained by injecting an electric current (I) from one pair of electrodes and measuring a voltage (V) using another pair of electrodes. ERT data were collected using two different bipolebipole electrode configurations (Zhou and Greenhalph, 2000) . The first array was a horizontal bipole-bipole (HBB) electrode configuration, in which the two transmitting electrodes were located at the same depth and separated in two different wells, and so did the two receiving electrodes. The primary advantage of this HBB array includes large signal strength and high signal to noise ratio (Zhou and Greenhalph, 2000) . The HBB configuration has a limited and biased resolution due to the predominance of current flows and potential measurements in the horizontal direction with no data coverage in all other directions. One HBB data set consisted of 5634 measurements, about half of which were reciprocal measurements for evaluation of data quality. It took 47 min to collect one HBB data set. Two baseline data sets were collected on September 28, 2011 (13 days before injection) and October 11, 2011 (1 day before injection). Seven monitoring data sets were collected at 2 h, 8 h, 26 h, 29 h, 30 h, 31 h and 49 h after CO 2 injection began.
The second electrode configuration used for ERT data collection was a Skip4 vertical bipole-bipole (VBB) array that had a bipole length equal to five electrode spacings by skipping four electrodes between two transmitting electrodes and also between two receiving electrodes. A large bipole length enhances the signal strength. The VBB array produced 13343 data points per data set, which also included about 50% reciprocal measurements. It took 110 min to collect one VBB data set. Four VBB data sets were collected at 0 h (baseline data set), 3 h, 24 h and 50 h after CO 2 injection began. Though ERT monitoring lasted for 2 days only, hydrogeochemical monitoring continued for 126 days (Cahill and Jakobsen, 2013) .
Data analysis methods
ERT data sets went through a quality assurance process in which small measured resistance (abs(V/I) < 1e−4) and data with a large reciprocal error (>3%) were removed, few duplicate observations were stacked, and reciprocal measurements were averaged. This preprocessing method was successfully applied to the ERT monitoring data for deep geologic carbon sequestration (Carrigan et al., 2013; Yang et al., 2014) and it was again used for this shallow aquifer case. Data sets collected with HBB and VBB arrays were preprocessed separately.
The baseline data set was inverted using a least squares smooth model inversion algorithm (LaBrecque et al., 1999) with an objective function given by
where d meas is the measured data and d calc is the calculated data from a numerical model. W is a diagonal data weight matrix based on an assumption of uncorrelated Gaussian noise and each diagonal entry is defined by the reciprocal of standard deviation of the corresponding measurement. m is the resistivity model to be solved. m 0 is an optional prior resistivity model. R is a first-order difference operator that facilitates calculation of the spatial roughness of a resistivity model. ␣ is a trade-off factor whose role is to balance the influence of data misfit and model roughness in the objective function. The nonlinear inverse problem defined by Eq. (1) was solved deterministically with an iterative Gauss Newton method for subsurface resistivity distribution. Without measurement error estimates, we assumed that the data standard deviation(s) in the data weight matrix W consists of two parts (Yang et al., 2014; LaBrecque et al., 1996) :
where "a" was often set to a small fraction, e.g., 10%, of the smallest data value and it may account for measurement errors due to ambient noise and limited hardware resolution. The second term includes a factor "b" and the ith data d i and it may represent physical model and numerical errors, and it is intended to give an equal weight to both small and large data values. This "b" factor was often set to 1-5% for the baseline data and a smaller percentage for a monitoring data set because the difference inversion method can fit a monitoring data set better due to cancellation of coherent noises (LaBrecque and Yang, 2001) . The time lapse monitoring data were inverted using a difference inversion method described by LaBrecque and Yang (2001) with an additional temporal roughness constraint as the third term (Yang et al., 2014) in the objective function below:
where the data deviation d is given by
The superscript 0 in Eq. (4) denotes the baseline data. The regularization factor ␤ in Eq. (3) is a diagonal matrix having the same length as the model vector m and it can be used to prevent drastic resistivity changes from the baseline model and to incorporate prior knowledge into the inversion. The difference inversion method inverts the difference between monitoring and baseline data sets and uses the baseline model as the a priori model. The primary advantage of this method is that the effects of systematic and coherent data noise are mitigated so that fewer inversion artifacts are shown on the difference images. It has the potential to resolve small temporal resistivity changes between the monitoring and baseline data sets.
We used an in-house 3D resistivity forward model and inversion code based on Eqs. (1)-(4) for inversion of baseline and monitoring data sets (LaBrecque et al., 1999; LaBrecque and Yang, 2001; Carrigan et al., 2013) .
Soil bulk resistivity is a function of porosity, pore water resistivity and water saturation according to Archie's equation (Archie, 1942) :
where is the bulk resistivity of the soil or rock, w is the pore fluid resistivity, is the porosity of the formation, S w is the water saturation, "n" is the saturation exponent with a default value n = 2 for clay-free sands, and "a" and "m" are empirical factors that will be canceled in our derivation below. The empirical Archie's equation describes ion flow in clean consolidated sands. Waxman-Smits equation is better suited to sediments with considerable amount of clay (Waxman and Smits, 1968) .
For time lapse ERT monitoring below a water table, the baseline water saturation S w = 100% before CO 2 injection. The baseline soil resistivity 0 is given by
Gas-phase CO 2 displaces water, forms CO 2 bubbles in an aquifer and reduces water saturation. This is similar to the effect of supercritical CO 2 (Carrigan et al., 2013) except that gas-phase CO 2 also dissolves in the water and increases the electrical conductivity (EC) of pore fluid (Cahill and Jakobsen, 2013) . Considering that S w + S CO 2 = 100% and electrical conductivity = 1/ , from Eqs. (5) and (6), we obtain the ratio of injection conductivity to preinjection conductivity:
where 0 is the preinjection baseline soil bulk EC, is the bulk EC during CO 2 injection, and w0 and w are pore fluid conductivities before and during CO 2 injection. As discussed previously, an increase of CO 2 gas saturation (S CO 2 ) reduces bulk EC but dissolved CO 2 increases pore fluid conductivity and bulk EC. These two concurrent processes have opposite effects on bulk EC and may result in small or no bulk EC changes in the early stage of CO 2 injection. According to Eq. (7), 10% CO 2 gas saturation would result in 19% reduction of bulk EC. Changes of total dissolved solids (TDS) incurred by CO 2 dissolution have a strong impact on EC of a pore fluid. The water desalination industry often uses the following empirical linear relationship to estimate TDS from EC measurements of water:
where the factor K ranges from 0.5 to 0.9 depending on the TDS level (Walton, 1989) . The TDS unit is mg/L and EC is in S/cm at 20 • C. So 10% changes in TDS will result in 10% changes in EC due to their linear relationship.
Results
The HBB data had large signal strength and a higher signal to noise ratio than the VBB data. By setting the minimum resistance to 1 × 10 −4 Ohm and the maximum reciprocal error to 3%, we filtered out only 1% of HBB data that may be weak signals due to singular electrode configuration (Zhou and Greenhalph, 2000) . The HBB data sets left roughly 3350 data points per data set. The VBB data were noisier and about 7% of the data were removed during preprocessing. The VBB data left about 6350 data points per data set. We combined the HBB and VBB data sets that were collected consecutively into a single data set. Because there were only four VBB data sets, we ended up with one preinjection baseline data set and three monitoring data sets with starting acquisition times at 2 h, 24 h and 49 h. Each combined data set took about 3 h to collect. The combined data sets were inverted for presumably higher spatial resolution with reduced temporal resolution due to longer data collection time. We also inverted 8 HBB data sets separately for higher temporal resolution.
The preinjection baseline data were inverted using a smooth model inversion algorithm described by Eqs. (1) and (2). The 3D forward modeling mesh consists of 120,032 cells (44 × 44 × 62). The inversion took about 9 min for the baseline data set (about 9700 data points) and 3 min for a monitoring data set on a 12-core node of a Linux cluster.
Three south-north vertical cross-sections of the baseline resistivity model are shown in Fig. 3 for the combined data. The cross-sections intersect GPR boreholes for easy comparison with GPR data (Lassen et al., 2015) . It is apparent that top 13 m of the site consist of two primary layers. The upper 5 m-thick Aeolian sand layer has a high resistivity value over 500 Ohm-m. The lower layer of glacial sand is more conductive with a relatively large resistivity variation between 160 Ohm-m and 500 Ohm-m, indicating the lateral and vertical heterogeneities due to thin layers and lenses (Fig. 1) . The layer boundary between poorly sorted glacial sand and medium well-sorted marine sand at 10 m depth (Cahill and Jakobsen, 2013) was only vaguely visible in Fig. 3 and it did not show a large resistivity contrast. The more conductive east side along the boreholes GPR2 and GPR3 may suggest higher porosity and higher moisture content (Fig. 3c) . The layer structure of crosssections implies lateral soil homogeneity along the groundwater flow direction. The vague discontinuity at about 9 m may be the signature of a thin poorly sorted layer (Fig. 1) .
The difference inversion of combined data sets revealed that bulk EC along a diagonal cross-section between boreholes ERT2 and ERT4 increased with time for the first 49 h since CO 2 injection began on October 12, 2011 (Fig. 4) . It is obvious that the dissolved CO 2 had a greater effect on the bulk EC than the gaseous CO 2 (Eq. (7)) so that the increase of bulk EC dominated the images. The growth of a CO 2 plume appeared to be confined in the middle glacial sand layer between 5 m and 11 m mostly above the injection point. Most of the CO 2 plume was skewed toward ERT2 against the direction of groundwater flow. In 49 h, the bulk EC increased up to 10%. Fig. 5 provides a 3D view of the CO 2 plume growth. Most of the CO 2 plume was located to the northeastern part around the borehole ERT2 and some CO 2 must therefore be expected to have migrated outside the ERT imaging volume. Two lenses of bulk EC reduction were observed around ERT3 (Fig. 5c) where the effect of gaseous CO 2 may have overwhelmed that of dissolved CO 2 .
Inversion of more frequently sampled VBB data sets provides a higher temporal resolution of the CO 2 plume growth ( Fig. 6) . At the 2-h and 8-h marks, a weak conductive anomaly was detected due to apparent low injection rate of 10 g/min and the opposite effects of gaseous and dissolved CO 2 . After increasing injection rate to 20 g/min at the 24-h mark, a strong anomaly of bulk EC increase was observed above the injection point at the 26-h mark and it then migrated toward ERT2 preferentially. The images of bulk EC changes at 26 h, 29 h and 31 h show little difference within 5 h. The maximum bulk EC change was reached at the 49-h mark, the end of ERT monitoring.
Some negative bulk EC changes were observed and most of them are scattered around ERT electrodes . Two relatively larger negative EC anomalies clung to ERT3 in Fig. 5 are the effect of gaseous CO 2 . The remaining small low-magnitude negative changes may be artifacts due to the noise because a transmitting electrode in an automated data acquisition system may be used as a receiving one too soon without giving enough time for a charged electrode being discharged. A thin-layer EC increase at 1.5 m depth at 26 h, 29 h and 31 h may be caused by the fluctuation of water table that is at approximately 1.8 m depth (Fig. 6) .
GPR can resolve soil porosity and CO 2 gas content (Lassen et al., 2015) . We compare CO 2 gas saturation estimated from GPR zerooffset-profiling (ZOP) data with the bulk EC changes from ERT along four GPR transects: GPR1-GPR2 (Fig. 7) , GPR2-GPR3 (Fig. 8 ), GPR3-GPR4 ( Fig. 9 ) and GPR1-GPR4 (Fig. 10 ). An ERT depth profile was obtained by averaging EC changes at the same depth on an ERT vertical cross-section. The data for comparison were collected about 2 days since injection began. Fig. 7 shows that gaseous and dissolved CO 2 anomalies are centered at the 7 m depth. The effect of dissolved CO 2 is much stronger and broader than that of gaseous CO 2 , so that the bulk EC shows a larger EC increase. The opposite effects of gaseous and dissolved CO 2 are apparent along the GPR2-GPR3 and GPR3-GPR4 transects where a high CO 2 gas saturation corresponds to a low bulk EC increase and vice versa (Figs. 8 and 9 ). When the CO 2 gas saturation is very high (>25%), the effect of resistive gaseous CO 2 cancels that of conductive dissolved CO 2 and the bulk EC changes are either small or negative (Fig. 9 ). Both GPR and ERT data agree that little CO 2 migrated to the west along the transect GPR1-GPR4 (Fig. 10) .
Both ERT and water sampling measure electrical conductivity (EC). Fig. 11 shows their similarity and difference. Both methods detected a comparable magnitude of an EC increase at sampling points 2, 5 and 8 that are on the preferential pathway of CO 2 migration, but they show a significant difference in EC changes at sampling points 1 and 7. The water sample EC data at points 3 and 6 are not available to authors, but Fig. 4 in Cahill and Jakobsen (2013) provides a comprehensive view of dissolved CO 2 plume.
Discussions
ERT can detect combined effects of both gaseous and dissolved CO 2 . However, it cannot separate the effect of dissolved CO 2 from that of gaseous CO 2 . The dominance of positive bulk EC changes on ERT difference images indicates that dissolved CO 2 had a larger effect on the bulk EC than the gaseous CO 2 . Therefore, the ERT method tracks primarily the migration of a dissolved CO 2 plume that is often larger spatially than a gaseous CO 2 plume (Lamert et al., 2012) .
The primary factors that control the migration of a CO 2 plume consist of buoyancy of gaseous CO 2 , sediment heterogeneity, groundwater flow and external pressure exerted by the injector. The CO 2 plume at the Vrøgum site migrated mostly upward due to buoyancy . It also skewed toward northeastern region by overcoming local groundwater flow. The eastern part between boreholes ERT2 and ERT3 is more porous (Lassen et al., 2015) and may be more permeable. It became the preferential pathway for the CO 2 plume. The CO 2 plume was trapped within the slightly more porous glacial sand layer between 5 m and 10 m depths ( Figs. 4 and 6) . The top confining layer was fine-medium Aeolian sand. CO 2 did not leak into the lower layer due to the buoyancy of gaseous CO 2 and a layer boundary between the upper glacial sand and lower marine sand at about 10 m depth (Cahill and Jakobsen, 2013) . It is important to point out that no local regularization was Fig. 7 . Comparison between GPR-derived CO2 gas saturation (A) and ERT-derived EC changes (B) along the transect between GPR1 and GPR2 after 2-day CO2 injection. ERT data are from combined HBB and VBB arrays and GPR data are from zero offset profiling (ZOP). . 8 . Comparison between GPR-derived CO2 gas saturation (A) and ERT-derived EC changes (B) along the transect between GPR2 and GPR3 after 2-day CO2 injection. imposed in the ERT inversion to constrain the CO 2 plume within the glacial sand layer.
Fig
The CO 2 plume migrated mostly to the northeast against groundwater flow direction during the first 2 days of CO 2 injection because of the large pressure exerted by the injector. After the injection stopped at the 50-h mark, Cahill and Jakobsen (2013) observed that the groundwater flow gradient became the primary driving force. The CO 2 plume migrated along the groundwater flow direction and grew much larger to the south and outside ERT imaging volume. Unfortunately, we do not have ERT data beyond the 50-h mark.
The gaseous CO 2 plume measured with GPR (Lassen et al., 2015) had a similar migration pathway to that of dissolved CO 2 . Both ERT data and zero-offset-profiling (ZOP) GPR data detected the CO 2 plume within the same depth range along north, east and south transects (Figs. 7-9), but little CO 2 along the GPR1-GPR4 transect to the west (Fig. 10 ). Figs. 8 and 9 clearly show that ERT detected the opposite effects from gaseous and dissolved CO 2 because a high CO 2 gas saturation always corresponds to a small or negative bulk EC change. The dissolved CO 2 plume estimated from ERT data are located between 5 m and 11 m depths, much larger than the depth range (6-9 m) of the gaseous CO 2 plume by ZOP GPR data. This difference may have resulted from the smooth model inversion of ERT data which often underestimates the magnitude and overestimates the extent of anomalies (Day-Lewis et al., 2005) .
ERT is a geophysical imaging method and it resolves the bulk EC of pore water, gaseous CO 2 and soil matrix, but water sampling measures EC of a gas-free water sample from a sampling point. That may explain the similarity and difference between ERT and water sampling data in Fig. 11 . Our ERT results in Fig. 11 agree well with Fig. 4 in Cahill and Jakobsen (2013) which shows that the sampling points 2, 5 and 8 are inside the CO 2 plume and the sampling points 1, 4 and 7 are on the edge of the plume. Auken et al. (2014) obtained similar results that both ERT and water sampling can delineate the dissolved CO 2 plume, but the water sampling data demonstrates some fine-scale variations while the ERT image is much smoother.
GPR ZOP data detected gaseous CO 2 around GPR2 in 2 h after injection began (Lassen et al., 2015) . Volumetric CO 2 gas content reached 5% in 4 h and 10% after 25 h injection. However, ERT detected only a minute EC increase at the 8-h mark (Fig. 6 ) because the EC increase in a noncarbonate aquifer due to CO 2 intrusion was too slow to be detectable (Fahrner et al., 2011) and the effects from gaseous and dissolved CO 2 might have canceled each other. CO 2 gas content showed a monotonic increase during the first 21-h CO 2 injection and then remained fairly constant afterwards (Lassen et al., 2015) . However, water EC can have a monotonic increase for more than 20 days (Cahill and Jakobsen, 2013; Trautz et al., 2013) . Both dissolved CO 2 and gaseous CO 2 increased in tandem and their effects on electrical conductivity canceled each other for the first 24 h. CO 2 gas content remained almost constant after 24 h and then the bulk EC increased more rapidly. This explains that bulk EC increase was much smaller for the first 24 h than that at the 50-h mark .
The fluctuation of groundwater table can incur significant EC changes near the water table. We observed an EC increase between 26 and 31 h (Fig. 6 ) due to a rising water table that could be a seasonal change or was caused by the increase of injection rate. Auken et al. (2014) detected an EC decrease most likely due to a lowering water table in the fall. They attributed the EC decrease to the fluctuating water saturation in the vadose zone due to drying and precipitation events.
The maximum bulk EC increase detected by ERT was about 10% at the 49-h mark. These small changes could be overwhelmed by a few percent of noise in ERT data. Although the bulk EC change was small, temporal EC changes were consistent and detectable by ERT thanks to the low-noise data and the difference inversion algorithm that suppresses coherent noise and enhances small EC changes.
With a high CO 2 gas saturation (15-30%) in Figs. 7-9 and less than 10% water EC increase at the Vrøgum site (Fig. 11) , the estimated bulk EC changes using Eq. (7) should be mostly negative instead of positive in Figs. 7-9, an apparent disagreement between GPR and ERT data. In Fig. 7 , the maximum gas saturation is around 15% and the maximum bulk EC change is 10%. According to Eq. (7), it requires a 52.2% increase in water EC to reach 10% bulk EC increase. In Fig. 9 , a 202% increase in water EC is needed to cancel the effect of 30% gas saturation. However, the maximum water EC increase is only 9% in Fig. 11 . These seemingly significant differences have multiple causes. At first, all water EC sampling points are either outside or near the edge of the CO 2 plume that is around ERT2 (Fig. 2) . It is very likely that the water EC increase reached 52.2% along the transect GPR1-GPR2 in Fig. 7 because Cahill and Jakobsen (2013) reported that the maximum water EC increase can be as high as 83% during the same test, which is still far below the expected 202% increase in water EC in Fig. 9 . Secondly, ERT has limited and variable spatial resolution and cannot resolve the true earth resistivity (Day-Lewis et al., 2005) . In particular, it is less sensitive to a resistive gaseous CO 2 anomaly (Fig. 12) . Thirdly, it is also possible that the smaller resistive gaseous CO 2 plume is wrapped and electrically shielded by the broader conductive dissolved CO 2 plume, which renders the resistive gas plume undetectable. Saribudak (2012) did not detect any resistive anomaly over an air-filled cave due to conductive moisture and mineralization around the cave. Maillol et al. (1999) also found that ERT could not detect resistive dry voids but it was effective in locating conductive water-filled voids. Fourthly, there is no direct and proportional one-to-one mapping from water EC to the bulk EC (Fig. 11 ) because they sample different materials with significantly different sampling volumes (Auken et al., 2014) . Lastly, the GPR method may overestimate CO 2 gas saturation that is not calibrated and the Archie's equation breaks due to the limited and variable ERT resolution and some clay at the site.
ERT monitoring for this pilot experiment can be improved by expanding the monitored area to cover the plume growth to the north and east sides and extending ERT data collection beyond 2 days for tracking CO 2 plume migration under natural groundwater flow without injection. The extent of the CO 2 plume and magnitude of EC changes grew much larger later (Cahill and Jakobsen, 2013) .
The large difference between the HBB data ( Fig. 6 ) and combined HBB and VBB data (Fig. 4) at the 49-h mark was caused by different model resolutions of two data sets. Electrode configuration can be optimized for efficient data acquisition and optimal resolution (Stummer et al., 2004; Zhou and Greenhalph, 2000) . We also observed near-surface noise and many inversion artifacts. These findings revealed considerable amount of uncertainties in ERT monitoring results that depend on the electrode configuration, amount of noise in the data, numerical errors, inversion algorithm and constraints, etc. (Yang et al., 2014; Day-Lewis et al., 2005) .
Our time lapse ERT monitoring design lacked an optimized survey layout with high spatial and high temporal resolutions (Stummer et al., 2004; Furman et al., 2004; Wilkinson et al., 2006; Loke et al., 2010; Al Hagrey, 2012 ). An additional requirement for the optimal survey design is to avoid measuring a voltage with an electrode that is just used to inject current because a charged electrode may take tens of minutes to discharge (Dahlin, 2000) . Both HBB and VBB arrays used in this study were not optimized for efficient data acquisition and optimal spatial resolution. Combining these two data sets into a single one may or may not improve the model resolution depending on the noise level and distribution, but it surely increased data acquisition time significantly. One HBB data set with 5634 readings took 47 min to collect and one VBB data set with 13,343 readings took 110 min. A combined HBB-VBB data set would take almost 3 h to collect, which degrades the temporal resolution needed for imaging rapid early-time changes. An optimized survey design may achieve the similar resolution of a combined data set with less than 1 h of data collection time instead of 3 h.
ERT appeared to be an effective tool for detection of a CO 2 plume in a controlled release. ERT monitoring offered a competitive advantage over hydrogeochemical sampling and GPR methods because of its high spatial and temporal resolution and unattended data acquisition (Carrigan et al., 2013) . However, bulk EC can be affected by many factors such as gaseous CO 2 , dissolved CO 2 , rainfalls (Zhou et al., 2012) and complex leaking scenarios (Keating et al., 2010) . Monitoring a large area is still a daunting task because ERT requires many closely spaced boreholes. Alternative solutions for monitoring a large area include surface ERT (Auken et al., 2014) , controlled source electromagnetics method (Girard et al., 2011) , and airborne electromagnetics (Costard and Paine, 2015; Dethlefsen et al., 2013) .
Conclusions
Our study demonstrates that 3D crosshole ERT successfully detected distribution and migration of a CO 2 plume in a shallow unconfined siliciclastic aquifer. The preinjection baseline resistivity model showed a two-layer structure of the site. The electrically more conductive northeast side is more porous and more permeable and it becomes a preferential pathway for the CO 2 plume. ERT is sensitive to the combined effects from conductive dissolved CO 2 and resistive gaseous CO 2 . The CO 2 plume migrated upward at the beginning due to buoyancy and toward the northeast direction against the groundwater flow for the first 2 days during the CO 2 injection. The CO 2 plume was confined in the poorly sorted glacial sand layer by the fine grain Aeolian sand at the top and wellsorted marine sand at the bottom. ERT data shows a broader CO 2 plume while water sampling EC had higher fine-scale variability.
The positive bulk EC change was small (<10%) but dominated ERT difference images. The bulk EC changes from ERT agreed partially with water EC and GPR data. The apparent disagreement between high CO 2 gas saturation and prevailing positive bulk EC changes may be caused by limited and variable ERT resolution, low ERT sensitivity to resistive anomalies and uncalibrated CO 2 gas saturation. The good quality data and effective difference inversion algorithm helped detect small changes of bulk EC. ERT monitoring offered a competitive advantage over 1D water sampling and 2D GPR imaging because it provided 3D time lapse tomographic images of CO 2 distribution with autonomous data collection. Our electrode configuration can be optimized for more efficient data acquisition and better spatial resolution.
