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Abstract. Every time a recommender system has a new user, it does
not have enough information to generate recommendations with high
precision, this is known as cold start. Adapting this problem to a clas-
sification problem allow us to apply Active Learning techniques that, as
we well see, offer some methods to, given the less possible information
about a new user, make right predictions with higher precision than the
standard solutions applied in this situation.
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1 Introduction
When a new user starts to use a recommender system, the predictions of the
system tend to be unsatisfactory because the system does not have enough in-
formation to make reliable predictions about the users tastes. This is known as
the cold start, and it can span for a long period in the beginning of the user
experience, until the system gets to know enough about the user to produce
better predictions.
Cold start can be reduced if the system gets to know exactly which infor-
mation about the user maximizes the accuracy of future predictions, instead of
possibly redundant information.
The rest of the paper is organized as follows. In the next Section we discuss
some related work on reducing cold start by smart methods. Then, in Section 3,
we explain the classic architecture of recommender systems and propose the one
we will use to run the experiments detailed in Section 5. In Section 4 we propose
the clustering solution necessary to apply the Active Learning cycle. Finally we
will present conclusions and different lines of future work that can be explored.
2 Related Work
Sometimes, recommender systems use a hybrid approach by combining collabo-
rative and content-based methods, which helps to deal with certain limitations
of pure systems, like the cold start . In these cases, different ways to combine
both methods into a hybrid recommender system can be classified as follows:
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– Implementing collaborative and content-based methods separately and com-
bining their predictions,
– incorporating some content-based characteristics into a collaborative ap-
proach,
– incorporating some collaborative characteristics into a content-based ap-
proach,
– constructing a general unifying model that incorporates both content-based
and collaborative characteristics.
However, although these implementations work well in some cases, usually the
system needs to be extended [1]. An option for this extension is to apply dif-
ferent Active Learning techniques [3] or, depending on the state of the system,
combining both requesting ratings from the user and using natural acquisition
(when the user rates items on their own) [2].
Other approach [4] suggests considering existing users as new users and solve
an Active Learning (AL) problem for each of them. In the end, aggregate all
solved problems in order to learn how to solve the AL problem for a real new
user.
3 Architecture
Classic Recommender Systems architecture is based in k-nearest neighbours,
which may produce overfitting and is expensive (although optimizations are ap-
plied in actual systems). Other techniques consist of modified versions of Pear-
son correlation coefficient or the innovative SlopeOne algorithms [7]. All these
methods are used to find similarities between users or items (depending on the
implementation), usually by looking at the history of items consumed by a given
user and, after analysing it, generating the best possible recommendations for
the user.
However, the techniquesmentioned above often suffer from the same problem:
cold start. To deal with it, we present here a different approach by approximat-
ing the recommendation problem using classification and Active Learning. More
concretely, we will use clustering (applying K-Means) over users profiles (known
ratings for each user in the dataset) to build clusters of similar users. For each
cluster we will also have a ranking of best rated items, this can be changed for
other method if it is desired, although in our experiments the naive implemen-
tation worked well. On the other hand we have Active Learning, which is useful
to optimize the amount of human labelling needed to achieve a given accuracy,
this is why it is adequate for cold start, where accuracy is low.
Then, given a new user, we use AL to request him to rate items which provide
more global information gain, using these ratings to find the more appropriate
cluster for the user through a classifier. Once we have found the cluster, we use its
ranking to make recommendations about items that have not been consumed yet
by the user. The ranking for each cluster only considers the ratings for movies
given by the users inside the cluster, but this can be extended including and
pondering more information like directors, actors, etc.
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The application of Information Gain was supported by Settles [5] and Forman
[6] as a method to select features.
4 Unsupervised classes
Different configurations can be specified when applying clustering. Here we will
generate relatively small groups using KMeans over profiles of 1000 users in the
dataset. A small size of each group allow us to assure the similarity between its
members.
After running the algorithm over users profiles (known ratings for each user)
with random generation of the center in each group (because the dataset is not
labelled and we can not previously determine indicative elements for each class)
we obtained 10 clusters with sizes between 40 and 182 users in each one. Different
numbers of clusters could be specified, but using 10 we found relatively small
groups, as we wanted to generate significant recommendations.
5 Experiments
5.1 Dataset
The work proposed in this paper can be applied to any type of Recommender
Systems, although in this case we will simulate movies recommendations to users
by using the dataset from MovieLens, freely available on its website [10]. More
specifically, we will use the dataset ”MovieLens 100k”, containing 100000 ratings
(with possible values from 1 to 5) from 1000 users for 1700 movies. All the users
in the dataset had rated at least 20 movies.
5.2 Evaluation Metrics
Different methods are known to evaluate recommender systems depending on
what we desire to analyse: ratings predictions, usage of items on the system,
coverage, etc. As proposed on Evaluating Recommender Systems [8] and on
Recommender Systems (IJCAI 2013) [9] , one of themost usedmetrics to analyse
the precision of ratings predictions for a given user is the Root Mean Square Error
(RMSE), whose expression is
RMSE =
√√√√ 1
n
n∑
i=1
(Yˆi − Yi)2
where Yˆ is the vector with predictions made by the system and Y is the vector
with the real values for that items. We will use thismetric to analyse and compare
results of our experiments.
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5.3 Methodology
In the following experiments we will use ratings given by users to items in the
system to generate new recommendations through different techniques, compar-
ing the baselines methods with the proposed ones using Active Learning.
More concretely, what we are going to do is, for each experiment, build a
matrix of preferences for all the users but the first one, who will be used for
evaluation, in other words, we are simulating a system under production where a
new user is added. Then, we will add preferences for that user under evaluation
(from the known ratings) in a progressive way, generating recommendations
based on those preferences and with the recommendations we will calculate the
RMSE. Each user has less known ratings than the total quantity of items in
the dataset, then, when a specific rating is not available, we put a 0 in the
corresponding vector’s position (remember that possible values for ratings are
from 1 to 5, so we can use 0 as a synonym for ’no information’).
This process will be applied to every user in the system, repeating the process
but evaluating the second user, then the third one, and so on until the last one.
Finally we will get an average of the square error for each number of preferences,
results that will be shown through figures.
The only difference when applying Active Learning will be that, instead of
calculating the error for all the users, it will be calculated only for a part of
them, because the other part will be used to train the classifier.
5.4 Baselines
Experiment 1: Using Pearson correlation coefficient This is one of the
most basic and used solutions because, in general, it provides acceptable results.
Results can be observed on Figure 1, as we can see, the error increases when we
add more preferences for the user under evaluation.
This situation usually happens when two users are detected as similar, even
when they only share a low amount of similar ratings. Instead of using a ’pure’
version of Pearson coefficient, some methods are applied to fix this problem like
taking into account the total number of shared ratings, scaling the similarity
coefficient when shared ratings are low, etc.
Experiment 2: Using SlopeOne SlopeOne [7] should avoid fake similari-
ties and other common problems of Pearson correlation, because it was created
specifically for recommendation and, when more information is added, results
are better.
Results (Figure 1) show that, as expected, when more preferences are added,
the error decreases. This offer an accented contrast with results from the previous
experiment.
5.5 Active Learning
We will use here the Pool-Based Active Learning cycle presented on [11], where
the model will be a classifier, and the oracle will be replaced with the known
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Fig. 1. Baselines
ratings for each user from the dataset. The classifier will be trained with resultant
classes from clustering presented before in section 4.
Experiment 3: Using Passive Learning (using only classifier, adding
ratings randomly) This experiment will be used to compare its results later
with Active Learning. Here we only use a classifier to classify a given user and
make recommendations from the ranking of his cluster, the preferences to analyse
the improvement of the classification will be added randomly, without using any
active learning method.
The classifiers used in this experiment were Multinomial Naive Bayes and
Support Vector Machines. Both have their pros and cons, but the essential idea
behind the application of them is to see if a simple classifier (MNB) is enough
for our purposes or if other one (SVM) can help us to improve the results.
When analysing the results (Figure 2) we can see that using MNB the error
decreases faster than using SlopeOne starting from about 400 known ratings
from the user, while, in the beginning, the behaviour of both is similar. Using
SVM, error is higher than using SlopeOne, so, if we would like to use only a
classifier without AL techniques, MNB should be enough.
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Fig. 2. Comparison of Passive Learning
Experiment 4: Active Learning with MNB and Information Gain As
before, in this experiment we will add preferences on each iteration for the user,
with the novelty that the preferences will be added depending on how many
information they provide to improve the classification. To achieve this, we pre-
viously sorted items in the system by Information Gain, then, on each iteration,
we add the preference that adds more information and that was not added before
for the same user.
Same as before, once the user is classified, the recommendations will be gen-
erated using the ranking of his class.
The introduction of Active Learning produced improvements on the results,
as we can see in the Figure 3, being the difference with the previous experiment
more significant during the first 300 iterations. After that, the behaviour of both
are almost similar. However, as we are focusing mainly on cold start, we can
observe that the RMSE with this experiment is under SlopeOne, even during
the first iterations.
Experiment 5: Trying others classifiers: SVM, DT and LR Looking for
a better improvement, we have tried different classifiers in our Active Learning
model: Decision Trees, Logistic Regression and Support Vector Machines.
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Fig. 3. Comparison of Active Learning
As we can observe on Figure 4, Support Vector Machines offer more precision
mainly during the first iterations, with an RMSE of around 0.8.
5.6 Experiments adding users
In the previous experiments, we were focused on measuring RMSE for new users
added to a stabilized system.
On the other hand, it is also possible to measure RMSE for the system, that
could give us an idea of how fast the system reaches a stable stage when adding
new users. To evaluate this, we did the following:
– Start the system with only 50 users, measure their RMSE and take the
average as the RMSE of the system.
– Add 50 users on each iteration until reach the total number of users and
repeat the calculus from the previous point.
This process was made over the baselines systems (Pearson and SlopeOne)
and the one which uses Active Learning with SVM. Results are shown on Figure
5, where we can see that lowest RMSE is obtained when using AL. This allow
us to conclude that recommender systems that implement Active Learning have
a lower RMSE than other solutions.
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Fig. 4. Comparison of AL with different classifiers
6 Test of Significance
Statistical significance allows us to test that given results have not occurred
randomly or due to sampling error. Here, we would like to know if advantages
(reduction of RMSE during cold start) obtained using Active Learning and SVM
are significant.
As proposed on [8], we will use Wilcoxon signed-rank test. Our null hypothesis
will be: ’Results using AL and SVM are not significantly different from results
using SlopeOne’. To apply the test, we will take as samples the results of RMSE
(for each number of examples) obtained from experiments 2 and 5 (with SVM).
After applying theWilcoxon signed-rank test, the p-value is 4.3268076925130965∗
10−23; , so we can see that, even with a low significance level (α = 0.01), the
p-value is considerably lower, that offers enough evidence to reject our null hy-
pothesis, concluding that the results obtained with AL and SVM are significant
with respect to results from SlopeOne.
7 Conclusions and Future Work
Our main goal in this paper was to reduce the system’s learning time through
maximization of the utility of the information provided by the user. In the ex-
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Fig. 5. RMSE adding users
periments we analysed that the best performance during the stage of cold start
was achieved by applying Active Learning through information gain to a clas-
sification problem where the ”new user” has to be located in the cluster with
more users similar to him.
The experiments showed a reduction of RMSE and, at the same time, we
have reduced the complexity regarding to the common approaches for recom-
mendation (k nearest neighbours, Pearson, SlopeOne, etc.) avoiding the total
exploration of search space and allowing the most intensive calculus to be done
offline.
As future work, we propose the next lines to be considered:
– Run the experiments with bigger datasets: Because of computational
limits, the experiments in this paper were done using a relatively small
dataset regarding to a real system, where the amount of information could
be really big. Then, using bigger datasets would allow us to do more detailed
analysis.
– Run the experiments using a system under production: Build a
system from scratch, or implementing the active learning cycle on an exis-
tent system would allow us to measure performance in a real environment,
permitting also to evaluate the efficiency and speed because of the offline
process.
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– Use an ensemble of classifiers: As mentioned on ”Active Learning for
Recommender Systems” [12], one classifier can model in a better way certain
users profiles while other one can model a different kind of profiles. In these
cases could be convenient, depending on the profile of a given user, choose
the classifier that offers a better representation of user’s tastes.
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