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SPECTRAL ISOPERIMETRIC INEQUALITY FOR THE δ′-INTERACTION
ON A CONTOUR
VLADIMIR LOTOREICHIK
A contribution to the proceedings of the 3rd workshop
Mathematical Challenges of Zero-Range Physics: rigorous results and open problems
ABSTRACT. We consider the problem of geometric optimization for the lowest
eigenvalue of the two-dimensional Schrödinger operator with an attractive δ′-
interaction of a fixed strength, the support of which is a C2-smooth contour.
Under the constraint of a fixed length of the contour, we prove that the lowest
eigenvalue is maximized by the circle. The proof relies on the min-max principle
and the method of parallel coordinates.
1. Introduction
1.1. The state of the art and motivation
The question of optimizing shapes in spectral theory is a rich subject with
many applications and deep mathematical insights; see the monographs [H-1,
H-2] and the references therein. In this note, we consider the problem of shape
optimization for the lowest eigenvalue of the two-dimensional Schrödinger op-
erator with a δ′-interaction supported on a closed contour in R2. This problem
can be regarded as a counterpart of the analysis performed in [EHL06] for δ-
interactions.
In the recent years, the investigation of Schrödinger operators with δ′-
interactions supported on hypersurfaces became a topic of permanent interest –
see, e.g. , [BGLL15, BEL14, BLL13, EJ13, EKh15, EKh18, JL16, MPS16]. The Hamil-
tonians with δ′-interactions and some of their generalizations appear, for exam-
ple, in the study of photonic crystals [FK96a, FK96b] and in the analysis of the
Dirac operator with scalar shell interactions [HOP18]. The boundary condition
corresponding to the δ′-interaction arises in the asymptotic analysis of a class of
structured thin Neumann obstacles [DFZ18, H70]. Finally, the same boundary
condition pops up in the computational spectral theory; see [Da99] and the refer-
ences therein.
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The proofs in [EHL06] and in related optimization problems for singular in-
teractions on hypersurfaces [AMV16, BFK+17, E05, EL17, EL18, L18] rely on
the Birman-Schwinger principle, which can also be viewed as a boundary in-
tegral reformulation of the spectral problem. In this note, we do not pass to
any boundary integral reformulation. Instead, we combine the min-max prin-
ciple and the method of parallel coordinates on the level of the quadratic form
for the Hamiltonian, in the spirit of the recent analysis for the Robin Lapla-
cian [AFK17, FK15, KL, KL18, KL17]. Our main motivation is to show that this
approach initially developed for the Robin Laplacian can also be adapted for a
much wider class of optimization problems involving surface interactions. The
convenience of this alternative method is particularly visible for δ′-interactions,
because the operator arising in the corresponding Birman-Schwinger principle
(cf. [BLL13, Rem. 3.9]) is more involved than for δ-interactions.
1.2. Schrödinger operator with a δ′-interaction on a contour
In order to define the Hamiltonian, we need to introduce some notation. In
what follows we consider a bounded, simply connected, C2-smooth domain
Ω+ ⊂ R
2, whose boundary will be denoted by Σ = ∂Ω+. The complement
Ω− := R
2 \ Ω+ of Ω+ is an unbounded exterior domain with the same bound-
ary Σ. For a function u ∈ L2(R2) we set u± := u|Ω± . We also introduce the first
order L2-based Sobolev space on R2 \ Σ as follows
H1(R2 \ Σ) := H1(Ω+)⊕H
1(Ω−),
where H1(Ω±) are the conventional first-order L2-based Sobolev spaces on Ω±.
Given a real number ω > 0, we consider the spectral problem for the self-
adjoint operator Hω,Σ corresponding via the first representation theorem to the
closed, densely defined, symmetric, and semi-bounded quadratic form inL2(R2),
(1.1) hω,Σ[u] =
∥∥∇R2\Σu∥∥2L2(R2;C2) − ω∥∥[u]Σ∥∥2L2(Σ), dom hω,Σ = H1(R2 \Σ),
where ∇R2\Σu := ∇u+ ⊕ ∇u− and [u]Σ := u+|Σ − u−|Σ denotes the jump of
the trace of u on Σ; cf. [BEL14, Sec. 3.2]. The operator Hω,Σ is usually called the
Schrödinger operator with the δ′-interaction of strength ω supported on Σ. It acts as
theminus Laplacian on functions satisfying the transmission boundary condition
of δ′-type on the interface Σ
(1.2) ∂ν+u+|Σ = −∂ν−u−|Σ = ω[u]Σ,
where ∂ν±u±|Σ denotes the trace onto Σ of the normal derivative of u± with the
normal vector ν± at the boundary of Ω± pointing outwards; see Section 2 for
more details.
3Recall that the essential spectrum of Hω,Σ coincides with the set [0,∞) and that
its negative discrete spectrum is known to be non-empty; see Proposition 2 below.
By λω1 (Σ)we denote the spectral threshold of Hω,Σ, which is an isolated negative
eigenvalue.
1.3. The main result
The aim of this note is to demonstrate that λω1 (Σ) is maximized by the circleC ⊂
R2, among all contours of a fixed length. A precise formulation of this statement
is the content of the following theorem.
Theorem 1. For any ω > 0, one has
max
|Σ|=L
λω1 (Σ) = λ
ω
1 (C),
where C ⊂ R2 is a circle of a given length L > 0 and the maximum is taken over all
C2-contours of length L.
The proof of Theorem 1 relies on the min-max principle and the method of par-
allel coordinates. The latter method has been proposed in [PW61] by L. E. PAYNE
and H. F. WEINBERGER in order to obtain inequalities being reverse to the cele-
brated Faber-Krahn inequality [F23, K24] with some geometrically-induced cor-
rections. Recently it has been observed that this method is very efficient in the
proofs of isoperimetric inequalities for the lowest eigenvalue of the Robin Lapla-
cian on bounded [AFK17, FK15] and exterior [KL18, KL17] domains with an ‘at-
tractive’ boundary condition. In the present paper we adapt this approach for the
case of a boundeddomain and its exterior coupled via the transmission boundary
condition (1.2) of δ′-type.
Organisation of the paper
In Section 2 we recall the known spectral properties of Hω,Σ that are needed
in this paper. Section 3 is devoted to the spectral analysis of Hω,C with the in-
teraction supported on a circle C. The method of parallel coordinates is briefly
outlined in Section 4. Theorem 1 is proven in Section 5. The paper is concluded
by Section 6 containing a discussion of the obtained results and their possible
extensions.
2. The spectral problem for the δ′-interaction supported on a
closed contour
Recall that we consider a bounded, simply connected, C2-smooth domain
Ω+ ⊂ R
2 with the boundary Σ = ∂Ω+ and with the complement Ω− := R2 \ Ω+.
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Recall also that for a function u ∈ L2(R2), we set u± := u|Ω± . At the same time,
the (attractive) coupling strength ω is a fixed positive number.
We are interested in the spectral properties of the self-adjoint operator Hω,Σ in
L2(R2) introduced via the first representation theorem [K, Thm. VI 2.1] as asso-
ciated with the closed, densely defined, symmetric, and semi-bounded quadratic
form hω,Σ defined in (1.1); see [BEL14, Sec. 3.2] and also [BLL13, Sec. 3.3 and
Prop. 3.15].
We would like to warn the reader that in the majority of the papers on δ′-
interactions not ω itself, but its inverse β := ω−1 is called the strength of the
interaction. This tradition goes back to papers on point δ′-interaction on the
real line; see [AGHH] and the references therein. Preserving this tradition for
δ′-interactions on hypersurfaces can be physically motivated, but leads to a tech-
nical mathematical inconvenience, which we would like to avoid.
Let us add a few words about the explicit characterisation of the operator
Hω,Σ. The domain of Hω,Σ consists of functions u ∈ H1(R2 \ Σ), which satisfy
∆u± ∈ L
2(Ω±) in the sense of distributions and the δ′-type boundary condi-
tion (1.2) on Σ in the sense of traces. Moreover, for any u ∈ domHω,Σ we have
Hω,Σu = (−∆u+) ⊕ (−∆u−). The reader may consult [BEL14, Sec. 3.2 and Thm.
3.3], where it is shown that the operator characterised above is indeed the self-
adjoint operator representing the quadratic form hω,Σ in (1.1). It is worth men-
tioning that C2-smoothness of Σ is not needed to define the operator Hω,Σ, but
it is important for the method of parallel coordinates used in the proof of Theo-
rem 1.
The lowest spectral point of Hω,Σ can be characterised by the min-max princi-
ple [RS-IV, Sec. XIII.1] as follows
(2.1) λω1 (Σ) = inf
u∈H1(R2\Σ)
u6=0
hω,Σ[u]
‖u‖2
L2(R2)
.
It is not surprising that the operator Hω,Σ has a non-empty essential spectrum. In
fact, one can show that Hω,Σ is a compact perturbation in the sense of resolvent
differences of the free Laplacian on R2 and thus the essential spectrum coincides
with the positive semi-axis. Using the characteristic function of Ω+ as a test func-
tion for (2.1) one gets that the negative discrete spectrum of Hω,Σ is non-empty.
More specifically, we have the following statement.
Proposition 2. For all ω > 0, the following hold.
(i) The essential spectrum of Hω,Σ is characterized as follows σess(Hω,Σ) = [0,∞).
(ii) The negative discrete spectrum of Hω,Σ is non-empty.
A proof of (i) in the above proposition can be found in [BEL14, Thm. 4.2 (ii)],
see also [BLL13, Thm. 3.14 (i)]. A proof of (ii) is contained in [BEL14, Thm. 4.4].
5Some further properties of the discrete spectrum of Hω,Σ are investigated in or
follow from [BLL13, EJ13]. Note that by [BLL13, Thm. 3.14 (ii)] the negative
discrete spectrum of Hω,Σ is finite for C∞-smooth Σ and it can be shown in a
similar way that the discrete spectrum persists to be finite for C2-smooth Σ.
Taking that the spectral threshold of Hω,Σ is a negative discrete eigenvalue into
account, we can slightly modify the characterisation of λω1 (Σ) given in (2.1) as
follows:
(2.2) λω1 (Σ) = inf
u∈H1(R2\Σ)
hω,Σ[u]<0
hω,Σ[u]
‖u‖2
L2(R2)
.
3. The spectral problem for the δ′-interaction supported on a
circle
In this section we consider the lowest eigenvalue for the operator Hω,C with
the δ′-interaction of strength ω > 0 supported on a circle C = CR ⊂ R2 of radius
R > 0. Our primary interest concerns the dependence of this eigenvalue on
the radius R. For the sake of convenience, we introduce the polar coordinates
(r, θ), whose pole coincides with the center of C. Note also that the circle C splits
the Euclidean plane R2 into the disk D+ = {x ∈ R2 : |x| < R} and its exterior
D− = {x ∈ R
2 : |x| > R}.
Proposition 3. Let C = CR ⊂ R
2 be a circle of radius R > 0. Let λω1 (C) = −k
2 <
0 and u1 ∈ H
1(R2 \ C) be, respectively, the lowest eigenvalue and a corresponding
eigenfunction of Hω,C. Then the following hold.
(i) The value k > 0 is the unique positive solution of the equation
k2RI1(kR)K1(kR) = ω.
(ii) The function (0,∞) ∋ R 7→ λω1 (CR) is continuous, increasing, and
lim
R→0+
λω1 (CR) = −∞ and lim
R→∞
λω1 (CR) = −4ω
2.
(iii) The ground-state u1 is radial and can be expressed in polar coordinates (r, θ) as
(3.1) u1(r, θ) =
{
K1(kR)I0(kr), r < R,
−I1(kR)K0(kr), r > R.
Proof. In view of the radial symmetry of the problem, the eigenfunction u1 ∈
L2(R2) must necessarily be radially symmetric as well. Therefore, in polar co-
ordinates (r, θ) we have u1(r, θ) = ψ(r). Using this simple observation we see
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that λω1 (C) = −k
2 < 0 if, and only if, the following ordinary differential spectral
problem
(3.2)


−r−1
[
rψ′(r)]′ = −k2ψ(r) for r ∈ R+ \ {R},
ψ′(R−) = ψ′(R+) = ω
[
ψ(R−)− ψ(R+)
]
,
lim
r→∞
ψ(r) = ψ′(0) = 0,
possesses a solution (ψ, k) with ψ 6= 0, k > 0; cf. [AFK17, Sec. 2] and [KL18,
Sec. 3]. Observe that the general solution of the differential equation in (3.2) with
k > 0 is given by
ψ(r) =

A+K0(kr) +B+I0(kr), r < R,A−K0(kr) +B−I0(kr), r > R,
where A±, B± ∈ C are some coefficients and K0(·), I0(·) are the modified Bessel
functions of zero order. Taking into account the boundary conditions at infinity
and at the origin from (3.2) and using the behaviour of K0(x) and I0(x) and of
their derivatives for large [AS64, 9.7.1-4] and small [AS64, 9.6.7-9] values of xwe
conclude that A+ = B− = 0. Thus, the expression for ψ simplifies to
ψ(r) =

B+I0(kr), r < R,A−K0(kr), r > R,
where the constants B+ and A− must not both be zero to get a non-trivial solu-
tion. Differentiating ψ with respect to r, we find
ψ′(r) =

kB+I1(kr), r < R,−kA−K1(kr), r > R.
Thus, the boundary condition in (3.2) at the point r = R yields the requirement{
B+I1(kR) = −A−K1(kR),
ω
(
B+I0(kR)−A−K0(kR)
)
= B+kI1(kR).
This linear system of equations can be simplified as
(3.3)
{
A−K1(kR) +B+I1(kR) = 0,
−A−ωK0(kR) +B+
(
ωI0(kR)− kI1(kR)
)
= 0.
The existence of a non-trivial solution for the system above is equivalent to van-
ishing of the underlying determinant, which gives us a scalar equation on k
(3.4) ω [K1(kR)I0(kR) + I1(kR)K0(kR)] − kK1(kR)I1(kR) = 0.
7Provided k > 0 is a solution of (3.4), the vector (A−, B+)⊤ = (I1(kR),−K1(kR))⊤
is a solution of the system (3.3) and, hence, the expression (3.1) for the ground-
state u1 immediately follows.
Furthermore, using the identity K1(x)I0(x) + I1(x)K0(x) = x−1 (see [AS64,
9.6.15]) we simplify (3.4) as
(3.5) k2RK1(kR)I1(kR) = ω.
Consider now the C∞-smooth function F (x) := xK1(x)I1(x) on (0,∞) in
more detail. The analysis in [HW74, Prop 7.2] implies that F ′(x) > 0 and
limx→0+ F (x) = 0, limx→∞ F (x) = 12 . Hence, the function G(k) := kF (kR) in
the left-hand side of (3.5) is strictly increasing in k and satisfies limk→0+ G(k) = 0,
limk→∞G(k) = ∞, G(k) < k2 . Therefore, the equation (3.5) possesses a unique
positive solution k⋆ = k⋆(R) > 0 satisfying the bounds
(3.6) 2ω < k⋆(R) <
ω
F (2ωR)
.
Consequently, we get limR→∞ k⋆(R) = 2ω and, hence, limR→∞ λω1 (CR) = −4ω
2.
Using the implicit function theorem [KP, Thm. 3.3.1] we find that (0,∞) ∋
R 7→ k⋆(R) is a C∞-smooth function, whose derivative satisfies
k′⋆(R)F (k⋆(R)R) +
(
k⋆(R) +Rk
′
⋆(R)
)
F ′(k⋆(R)R) = 0.
The above equation yields
k′⋆(R) = −
k⋆(R)F
′(k⋆(R)R)
F (k⋆(R)R) +RF ′(k⋆(R)R)
< 0.
Hence, the function R 7→ λω1 (CR) = −
(
k⋆(R)
)2 is increasing.
Finally, using the characteristic function χD+ ∈ H
1(R2 \ C) of the diskD+ as a
test function we get
λω1 (CR) ≤
hω,C[χD+ ]
‖χD+‖
2
L2(R2)
=
−2piRω
piR2
= −
2ω
R
→ −∞, as R→ 0+. 
4. The method of parallel coordinates
In this section we briefly recall the method of parallel coordinates. We follow
the modern presentation in [S01] with an adjustment of notation. Further details
and proofs can be found in the classical papers [F41, H64], see also the mono-
graph [Ba80] and the references therein.
First, we introduce the distance-functions on the domains Ω± as
ρ± : Ω± → R+, ρ±(x) := dist(x,Σ).
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The functions ρ± are Lipschitz continuous with the Lipschitz constant = 1
(4.1) |ρ±(x)− ρ±(y)| ≤ |x− y|, ∀x, y ∈ Ω±.
For the convenience of the reader we will show (4.1) for Ω−. Without loss of
generality we suppose that ρ−(x) ≥ ρ−(y). Let z ∈ Σ be such that ρ−(y) = |y− z|.
Hence, we obtain that ρ−(x) ≤ |x− z|. Thus, we get
|ρ−(x)− ρ−(y)| ≤ |x− z| − |y − z| ≤ |x− y|,
where the last step follows from the triangle inequality in R2.
Furthermore, we introduce the in-radii of Ω± by
R± := sup
x∈Ω±
ρ±(x).
The in-radius of Ω+ is thus the radius of the largest disk in R2 that can be in-
scribed into Ω+, and due to the standard well-known isoperimetric inequality
|Σ|2 ≥ 4pi|Ω+|we get
R+ ≤ R, where R =
L
2pi
.(4.2)
On the other hand, we obviously have R− =∞.
Finally, we introduce the following auxiliary functions
(4.3)
L± : [0, R±]→ R+, L±(t) :=
∣∣{x ∈ Ω± : ρ±(x) = t}∣∣,
A± : [0, R±]→ [0, |Ω±|], A±(t) :=
∣∣{x ∈ Ω± : ρ±(x) < t}∣∣.
Clearly, L±(0) = L andA+(R+) = |Ω±|. The valueA±(t) is simply the area of the
sub-domain of Ω±, which consists of the points located at the distance less that t
from its boundary Σ. On the other hand, L±(t) is the length of the corresponding
level set of the function ρ±.
Some analytic properties of the functions in (4.3) are summarized in the fol-
lowing proposition.
Proposition 4. [S01, App. 1, Prop. A.1], [Ba80, Chap. I, Sec. 3.6] Let the functions
A± and L± be as in (4.3). Then the following hold.
(i) A± is continuous, locally Lipschitz, and increasing.
(ii) A′±(t) = L±(t) > 0 for almost every t ∈ [0, R±].
(iii) L+(t) ≤ L− 2pit and L−(t) ≤ L+ 2pit.
Further, letψ+ ∈ C∞([0, R]) andψ− ∈ C∞0 ([0,∞)) be arbitrary and real-valued.
Due to the properties of A± stated in Proposition 4 (i), there exist Lipschitz con-
tinuous functions φ+ : [0, |Ω+|]→ R and φ− : [0,∞) → R satisfying
ψ+
∣∣
[0,R+]
= φ+ ◦ A+ and ψ− = φ− ◦A−.(4.4)
9Consider now the test function
u = (φ+ ◦ A+ ◦ ρ+)⊕ (φ− ◦ A− ◦ ρ−).
Lipschitz continuity of φ±, Proposition 4 (i) and (4.1) imply that u ∈ H1(R2 \ Σ).
Employing the parallel coordinates together with the co-area formula (see [S01,
Eq. 30] for more details) and applying further (4.2), (4.4) we get
(4.5)
‖∇R2\Σu‖
2
L2(R2;C2) = ‖∇u+‖
2
L2(Ω+;C2)
+ ‖∇u−‖
2
L2(Ω−;C2)
=
∫ R+
0
|φ′+(A+(t))|
2(A′+(t))
3
dt+
∫ ∞
0
|φ′−(A−(t))|
2(A′−(t))
3
dt
=
∫ R+
0
|ψ′+(t)|
2A′+(t)dt+
∫ ∞
0
|ψ′−(t)|
2A′−(t)dt
≤
∫ R
0
|ψ′+(t)|
2(L− 2pit)dt+
∫ ∞
0
|ψ′−(t)|
2(L+ 2pit)dt,
where Proposition 4 (ii), (iii) was used in the last step. Following the same steps
(cf. [S01, App. 1]) we also get
(4.6)
‖u‖2L2(R2) =
∫ R+
0
|φ+(A+(t))|
2A′+(t)dt+
∫ ∞
0
|φ−(A−(t))|
2A′−(t)dt
≤
∫ R
0
|ψ+(t)|
2(L− 2pit)dt+
∫ ∞
0
|ψ−(t)|
2(L+ 2pit)dt.
Let us focus on the jump of the trace of u onto Σ. It is easy to see that for any
x ∈ Σ we have [u]Σ(x) = ψ+(0)− ψ−(0). Hence, we obtain∥∥[u]Σ∥∥2L2(Σ) = L|ψ+(0) − ψ−(0)|2.(4.7)
5. Proof of Theorem 1
We are now able to conclude the proof of Theorem 1. The argument will be
split into two steps.
Step 1. On this step, we make several preliminary constructions. First, we define
the sub-space ofH1(R2 \ C) as
L :=
{
w = w+ ⊕ w− ∈ C
∞(D+)⊕ C
∞
0 (D−) : ∂θw = 0
}
.
Notice that for any w ∈ L there exist functions ψ+ ∈ C∞([0, R]) and ψ− ∈
C∞0 ([0,∞)) satisfying w+(r, θ) = ψ+(R − r) and w−(r, θ) = ψ−(r − R). Next,
we point out that the ground-state u1 ∈ H1(R2 \ C) of Hω,C given in (3.1) belongs
to the closure ofL in the norm ofH1(R2 \C); i.e. there exists a sequence (wn)n ∈ L
such that
(5.1) ‖wn − u1‖H1(R2\C) → 0, n→∞.
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Finally, we define the linear mapping V : L→ H1(R2 \ Σ) by
(Vw)(x) :=
{
ψ+(ρ+(x)), x ∈ Ω+,
ψ−(ρ−(x)), x ∈ Ω−.
Step 2. Using the inequalities (4.5), (4.6) and the identity (4.7), we obtain from the
min-max principle (2.2) that
λω1 (Σ) ≤ inf
w∈L : hω,C[w]<0
hω,Σ[Vw]
‖Vw‖2
L2(R2)
≤ inf
w∈L : hω,C[w]<0
hω,C[w]
‖w‖2
L2(R2)
=
hω,C[u1]
‖u1‖2L2(R2)
= λω1 (C),
where the property (5.1) was used in the last but one step.
6. Discussion
The same technique can be used to reprove the optimization result in [EHL06]
on δ-interactions without making use of the Birman-Schwinger principle. In
fact, the method seems to be applicable for a larger sub-class of general four-
parametric boundary conditions, considered in [ER16]. One has only to ensure
that the lowest spectral point is indeed a negative eigenvalue and that the corre-
sponding ground-state is real-valued and radially symmetric for the case of the
interaction supported on a circle.
For the moment, it is unclear how to prove a counterpart of Theorem 1 and
whether it is true or not under the constraint of a fixed area. In contrast to the case
of the Robin Laplacian on an exterior domain [KL18, KL17], this result does not
follow from the corresponding inequality under the constraint of a fixed perime-
ter, because the lowest eigenvalue for the δ′-interaction supported on a circle is
not a decreasing, but an increasing function of its radius; see Proposition 3. The
same problem arises for the Robin Laplacian on a bounded domain with a nega-
tive boundary parameter [AFK17, FK15].
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