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Subsurface voids may strongly affect the response of materials to nanoindentation. We explore
these effects for a bcc single-crystalline Fe sample using molecular dynamics simulation. Deformation
occurs mainly by nucleation and propagation of dislocations. As dislocations impinge into the voids,
these suffer a reduction in volume, consistent with mass transfer mechanisms. Our results show that
voids act as highly efficient absorbers of dislocations, effectively limiting the extension of the plastic
zone. Surprisingly, mechanical properties are marginally affected by the presence of voids in the
range of sizes and spatial distributions tested, except for voids a few nanometers below the surface.
Deformation twinning is observed as a transient effect in some cases; however, for voids close enough
to the indentation area, no twinning was found.
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I. INTRODUCTION
Nanoindentation is an extremely versatile technique to
probe a variety of materials and properties [1–4]. It is
commonly used to gather information about the elas-
tic modulus and hardness of a material. It can also
be used to assess fracture toughness, adhesion, strain
hardening, etc. Atomistic studies based on molecular
dynamics (MD) simulations have provided valuable un-
derstanding of the deformation mechanisms (such as the
generation, movement and reactions of dislocations) tak-
ing place during nanoindentation [5–8].
The vast majority of simulations consider the substrate
to be a defect-free, ideal crystal. The justification lies in
the small size of simulation volumes in MD, of the order
of several tens of nm. For defects such as point defects,
dislocations or grain boundaries, and assuming typical
experimental concentrations, none or only a few lattice
imperfections will lie in the simulation volumes.
In order to study the effect of imperfections on the
indentation behavior, several dedicated studies have in-
cluded lattice defects in the simulation volume by pur-
pose. The inclusion of grain boundaries [9–11] had shown
that they may act as a sink for dislocations, or even re-
flect or emit dislocations. Further work along these lines
has been reviewed in [8]. The effect of dislocations on fcc
materials was studied by Ukwatta and Achuthan [12], by
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introducing a small number (up to 3) of dislocations into
the sample and found that dislocation nucleation is alle-
viated by their presence. The effect of a high statistically
stored dislocation density on bcc metals was studied by
Alhafez et al. [13] and found that the dislocation-filled
crystal exhibits a strongly shortened elastic regime com-
pared to a defect-free one. The effect of small bumps
on the surface – which may exist in the form of adatom
islands – on the indentation process was studied in [14].
There it was found that the maximum effect on inden-
tation occurs when the bump size is of the order of the
contact radius; then the surface is weakest and yields ear-
liest. As another important type of defects, the effect of
voids in the simulation volume has been studied. Voids
can act as stress concentrators, assisting the nucleation
of dislocations [15]; in addition, due to their internal sur-
faces, they may also annihilate dislocations. Atomistic
simulations had been used to study the effects of vacan-
cies on the nanoindentation response of fcc and bcc met-
als [16–19], showing that the presence of vacancies can
significantly lower the yield load. Zhao et al. [20] used
atomistic simulations to explore the nanoindentation re-
sponse of fcc Cu with a void under the surface, concluding
that the position and size of the void have an influence
on the plastic deformation process. A similar conclusion
was reached by Abu-Shams and Shabib [21] when study-
ing a bcc Fe-10%Cr alloy, and by Shan et al. [22] and Tan
and Jeng [23] in their studies on Cu.
Our motivation for this study lies on the fact that voids
are one of the prototypical defects that can be found in
metals. Voids can also be formed by the Kirkendall ef-
fect, such as in integrated circuits and electronics devices
[24, 25]. Last but not least, voids can be formed due to








































































imperfections of the technological processes involved on
metal production (sintering, powder consolidation, etc),
as well as electromigration [26].
In this paper we explore how voids influence the me-
chanical behavior of Fe under nanoindentation. To this
end we compare several simulations, one for an ideal crys-
tal and others for crystals containing a void in different
positions and sizes. The potential effect of an arrange-
ment of voids is also explored.
II. METHOD
We employ molecular-dynamics simulation to study
the behavior of an iron single crystal containing a void
during nanoindentation.
Fig. 1 shows a schematic representation of the MD
simulation system. It illustrates the configuration of
the tip and the substrate. The simulation consists of
three stages: (i) penetration, during which the inden-
ter is pushed perpendicular into the substrate to a given
depth; (ii) holding, during which the tip is held at the
maximum penetration for a time of about one tenth of
the time required for penetration; and (iii) retraction of
the indenter: the indenter is moved out of the substrate
to return to the initial height.
Bcc iron single crystal substrates were tested in three
principal crystallographic orientations, namely (100),
(110), (111). The Fe substrates have dimensions of 30
× 30 × 15 nm3, for a total of ≈ 1.3 million atoms. The
proximity of the simulation boundaries may affect MD
simulation results [27]. In order to prevent such effects,
we checked that the box is large enough to avoid the gen-
erated plasticity (dislocations) to reach the boundaries
of the simulation box. The Fe-Fe interaction is described
by the Mendelev potential [28]. Periodic boundary con-
ditions were applied in the x and y directions. In order to
suppress any rigid-body movement of the substrate, two
atom layers at the bottom and at the side faces of the
substrate are fixed. The next four layers at the bottom
and the sides are kept at a constant temperature of 300
K by means of a Langevin thermostat.
A void was inserted in the substrate by removing atoms
within a sphere of radius r. Four different void radii were
tested, namely 2.5 Å, 5 Å, 12.5 Å and 25 Å. In each case,
the amount of atoms removed on each void corresponds
to 5, 55, 692 and 5538, respectively. In all cases, the
indenter was positioned directly above the center of the
void, with no lateral offset, see Fig. 1. We denote the
distance between the upper apex of the void and the sur-
face d, which is varied between 14 and 52 Å. For brevity
we will denote d as the ‘wall thickness’ in the following.
In addition, in Sect. IV, we study the effect of an array
of voids on the indentation.
Before performing the simulations, the substrates are
relaxed until all stress components have reached values
< 10−5 GPa [29]. The indenter tip penetration rate is
chosen as 20 m/s, both for indentation and retraction.
This velocity, though high compared to experimental in-
dentation, is well below the longitudinal wave velocity
of iron, and should be considered low enough for typical
MD studies.
The tip has a spherical shape with a radius of R =
5.0 nm. It interacts in a purely repulsive way with the
substrate atoms according to the law [30]
V (r) =
{
k(R− r)3, r < R,
0, r ≥ R. (1)
Here r is the distance of a substrate atom to the center of
the indenter, and k = 10 eV/Å3 [30, 31] is a constant. For
the indenter model chosen, there are no tangential forces,
akin to a Hertzian indenter. Maximum penetration was
prescribed at 1.6 nm.
The MD simulations are performed using the open-
source LAMMPS code [32] with a constant time step of
1 fs. Visualization is performed using OVITO [33]; DXA




The determination of the forces acting on the tip dur-
ing nanoindentation is straightforward in an MD sim-
ulation. A normal force is required to keep the tip at
its prescribed depth, d. Fig. 2 displays the evolution of
the normal forces for tests on the three crystallographic
orientations for a void of 25 Å and varying depth. In
general, as the void gets closer to the surface, the load re-
quired for the onset of plasticity decreases. This effect is
more noticeable as the thickness of material between the
void and the substrate surface is below 30 Å. Below such
thickness, the elastic response of the substrate gets also
affected, showing a reduction in stiffness, particularly for
a thickness of 14 Å. These features hold regardless of the
crystallographic orientation of the substrate.
Fig. 3 provides further insight into the effect of pore
depth for a variety of pore radii on a (100) oriented single
crystal. In general, as the ratio of the void radius r to the
wall thickness d takes values of 0.1 and above, the load
required for the onset of plasticity decreases as this ratio
increases (wall thickness decreases). As the thickness d
decreases to the point that it is lower than the radius of
the void, the elastic limit not only decreases but also the
elastic response gets more compliant. If one can assume,





R h3/2, holds for all the geometries tested here, we
can see that the presence of a void close to the surface
produces a decrease of 12% in the elastic modulus of the
sample compared to the defect-free sample, for d = 27
Å. This difference increases as the thickness d tends to
smaller values (35% decrease for d = 14 Å). These results
suggest that experimental nanoindentation of atomically







































































flat surfaces might be able to determine the presence of
subsurface voids due to changes in the elastic portion of
the loading curves, if the subsurface void density is large
and/or if void sizes are comparable to the characteristic
indenter size.
The spherical indenter is expected to exert a stress field
on the sample of the form of that of Hertzian solution [1].
When the void is relatively far from the area of influence
of the indenter, changes are hardly seen on the loading
curves. However, as the void gets closer to the surface, it
imposes an iso-stress surface of zero normal stress in its
radius, this strongly differs from the Hertzian solution,
and it modifies the apparent mean pressure required for
the onset of plasticity. The presence of a void can also
alter the hardness of the sample. Following the meth-
ods presented elsewhere [31, 38], we found that for the
[100] oriented crystal, the hardness changes from approx-
imately 20 GPa for the defect-free crystal to 17.5 GPa for
d = 27 Å (r = 25 Å) and to 16.0 GPa for d = 14 Å and
same the void radius.
After penetration and before retraction, the indenter
is held in position at maximum penetration. During this
holding stage, the load decreases around 15 % – 20 %
depending on the case. This phenomenon is well known
[5, 6] and is caused by the relaxation of the dislocation
network created by the indentation process. As the in-
denter is held in position, dislocations continue moving
outwards in the high-stress field of the indenter tip and
react, allowing the substrate stresses to relax and result-
ing in a decrease of the load registered.
B. Deformation mechanisms
Like in the typical response of bcc substrates [7], we
observe the generation of dislocations with two different
kinds of Burgers vectors, b = 1/2〈111〉 and b = 〈100〉;
these dislocations are plotted distinctly in Fig. 4 for
[100] oriented crystals, with green for the former and
magenta for the latter. Although dislocations with the
first Burgers vector have lower energy, b = 〈100〉 dislo-
cations may form during deformation by the interaction
between dislocations with Burgers vector b = 1/2〈111〉
[38–40]. This can be noticed on Fig. 4.a specially, where
two b = 1/2〈111〉 dislocations are reacting to form a
b = 〈100〉.
Dislocations nucleate homogeneously in the region be-
tween the void surface and the substrate surface. Previ-
ous studies on dislocation nucleation from near surface
void under static tensile stress had revealed that stresses
can promote the nucleation of dislocations on the void
surface [41]. In our studies, no heterogeneous nucleation
was found in the simulations presented here, neither at
the void surface not at the substrate surface. This can
be rationalized based on the findings of Tang et al. [42];
as the void radius decreases, the stress required for dis-
location nucleation at its surface increases. A quick ex-
trapolation suggests that for void radii of 25 Å and below,
one would expect a shear stress for dislocation nucleation
of 20 GPa and above, a stress level not achieved in our
simulations.
As dislocations nucleate and propagate, they impinge
on the void, producing a reduction in its volume. As a
quantitative example, for the [111]-oriented crystal with
a void of 25 Å and d = 37 Å, the void suffered a decrease
in volume of 1.1 % during the elastic regime and as the
first dislocation impinged on its surface, the void suffered
a sudden additional decrease in volume of 1.3 %. Sub-
sequent arrival of dislocations into the void produce ad-
ditional reduction in volume. For details on dislocation-
mediated mass transport into voids, see [43–45]. Zhao
et al. [20] also reported on partial void collapse during
nanoindentation of Cu single crystals. They attribute
this effect to plastic deformation processes, without ex-
plicitly mentioning mass transport by dislocations. How-
ever, their atomistic images seem to suggest that voids
reduce their volume due to impingement of dislocations,
as we report here.
Upon retraction, in most cases a few dislocations re-
main attached to the void surfaces. For the case in which
the void is at its shallowest depth in the [100] oriented
substrate, no dislocations were found upon retraction of
the indenter (See Fig. 3.c); a few vacancies were detected,
resulting from dislocation interactions.
In the experimental work of Bahr et al. [46], the au-
thors discussed the possibility that dislocations generated
during indentation might retreat during unloading. More
recently, Montagne et al. [47] performed an experimen-
tal study of indentation into MgO, providing an analysis
that supports the assumption of dislocation annihilation
during unloading.
Similar scenarios were found for indentations on the
other crystallographic orientations, Fig. 5.
The evolution of the total length of dislocations was
calculated by DXA and the results are presented on
Fig. 6. The plots provide a quantitative representation
of the phenomena explained in the preceding paragraphs.
Upon nucleation, dislocation length increases, reaching
its maximum at maximum penetration. During the hold-
ing stage, at which the indenter is kept at constant depth,
dislocation length decreases by small amount, in general.
Upon retraction of the indenter, the total dislocation
length decreases by 1/3 – 1/2 of its peak value, except
for a few cases, as explained above, where complete dis-
location annihilation was found and, therefore, the total
dislocation length goes to zero. The reduction in total
dislocation length is understandable as the stress release
after retraction allows the crystal to lower its potential
energy by annihilating defects.
The extension of the plastic zone was computed follow-
ing the criteria presented elsewhere [48], and the disloca-
tion densities after indent and after retraction are assem-
bled in Table I. Clearly the total length of the dislocation
network decreases during indenter removal and also the
size of the plastic zone shrinks. This is in agreement
with previous findings [48] and is caused by the inward







































































motion of the dislocations that lead to dislocation reac-
tions or even annihilation, while the stress field exerted
by the indenter vanishes. The change of the dislocation
density during indenter retraction is less predictable as
it is given by the ratio of two decreasing quantities (dis-
location length and plastic-zone volume).
Note the high dislocation density for d = 27 Å, ob-
tained after the concentration of a high number of dislo-
cations (Fig. 4.b) in a significantly reduced plastic zone.
Also for the case of d = 14 Å, the total dislocation length
is zero after retraction and the plastic zone size is hence
null; this is in agreement with Fig. 4.c, as all the disloca-
tions vanished after retraction.
For our simulations on defect-free crystals, twinning
was found, in agreement with previous MD nanoinden-
tation studies on iron [38]. Twinning was also found on
the simulations for d = 37 Å and above, albeit as a tran-
sient state, as no twinning was found after unloading.
An example is presented in Fig. 7 for the case of d =
52 Å, where it can be seen that the planar arrangement
of green atoms marking the twin boundaries at full pen-
etration does not survive after unloading. No twinning
was found for wall thicknesses below 37 Å, presumably
because the presence of a void close to the nucleation re-
gion alleviates stress, so that the threshold for twinning
nucleation is not reached.
Iron is a magnetic material and high pressures sus-
tained during sufficient time would lead to solid-solid
phase changes. However, at relatively high strain rates as
the ones used in nanoindentation MD simulations, trans-
formation kinetics require pressures near 20 GPa [49],
much higher than thermodynamic value of 13 GPa of the
α−ǫ phase change. Pressures in our MD simulations were
found not large enough to drive this transformation.
In order to explore the effect of the indenter radius on
the response of substrates with a void, we also tested a
[100] oriented sample with a 25 Å void at depth d = 14
Å under the influence of a tip with 2.5 nm radius. For
a penetration of 16 Å, we found that a smaller radius
produces a total dislocation length of 151 Å compared
to the 345 Å length produced by the 5 nm tip and that
these dislocations are confined to a rather smaller plastic
zone, see Fig. 8. We conclude that for smaller tips, the
efficiency of the void to arrest dislocations is enhanced.
It is expect that if the indenter radius gets large enough,
dislocations would easily pass around the void and fur-
ther propagate into the substrate, reducing the efficiency
of the void as a dislocation arrester.
IV. AN ARRAY OF VOIDS
The preceding sections seem to suggest that a void un-
der the indented region can mitigate the propagation of
dislocations, effectively limiting the plastic zone. To gain
more insights into this possibility, we explore a more com-
plex and realistic scenario of a substrate containing sev-
eral voids. Fe single crystals with an array of four voids
were indented. (100) oriented single crystals were chosen
for this example, based on the fact that in such orien-
tation, four equally oriented 〈111〉 slip directions would
penetrate into the sample. Each of the four voids were
specifically located with its center along the 〈111〉 direc-
tion formed by the point of contact of indenter and the
void center. Each void had a radius of 25 Å and several
depths of the array were explored, namely 75, 27 and
14 Å. In these examples, a larger substrate of 40 x 40
x 20 nm3 was built (2.7 million atoms). The simulation
configuration is depicted in Fig. 9.
Fig. 10a displays the evolution of the normal forces for
void arrays with varying depth. For a depth as low as
27 Å, changes are almost negligible for the elastic regime
and so is the load for the onset of plasticity. As the
depth of the array is reduced to 14 Å, the elastic re-
sponse gets more compliant and the onset of plasticity
occurs at a lower load. Inspection of the defective struc-
tures do show an effect on the deformation mechanisms
for depths as large as 75 Å. As dislocations impinge on the
void surface, they get “trapped” restricting their propa-
gation and preventing the formation of prismatic loops
via the “lasso-mechanism” [5], in contrast to defect-free
crystals. As the depth of the voids gets as low as 14 Å,
plasticity becomes highly confined by the voids, which
see their empty volume reduced due to partial collapse
as dislocations transport matter into the voids, as de-
scribed in the previous section. The evolution of total
dislocation length for each case is presented in Fig. 11
where we can see that the total dislocation length de-
creases by a factor of 5 for a void at its shallowest depth
with respect to a void far away from the surface.
A similar dislocation confinement effect was reported
by Shams and Shabib [21] when studying a Fe-10%Cr al-
loy with voids, and can also be seen in atomistic images
of Esqué-de los Ojos [15] in their studies on the influence
of pore size on the indentation behavior of Cu single crys-
tals with an arrangement of voids.
Despite its limitations, this example shows that voids
could be used as highly effective dislocation arresters at
a marginal loss of mechanical properties.
V. CONCLUSIONS
Using classical molecular-dynamics simulation we
study nanoindentation of bcc single crystals containing
a single void and an array of them. The effect of crystal
structure, surface orientation, void depth and radius were
inspected to determine their influence on the mechanical
response.
1. Mechanical properties are little affected by the
presence of voids in the range of sizes and distri-
bution tested here, except for voids very close to
the surface (d ≤ 27 Å) where the elastic response
and the hardness can be significantly modified.







































































2. The presence of voids limits the extension of the
plastic zone.
3. Dislocations impinge into the voids, reducing their
volume in a partial collapse. Dislocations transfer
mass to the voids, reducing their volume suddenly
as they impinge on the void surface. In general,
dislocations remain attached to the voids.
4. Immediately after indentation the total dislocation
length is larger than after indenter retraction; this
is a consequence of relaxation processes during un-
loading.
5. Twinning is suppresed provided voids are close
enough to the indentation zone.
6. Our results show that voids act as highly effective
absorbers of dislocations.
The effects described in this paper might be experi-
mentally observed in a variety of applications. An exam-
ple are integrated circuits and electronics devices where
voids can form by Kirkendall effect [24, 25] and electro-
migration [26]. Another example are irradiation samples,
where subsurface void arrays of certain size and density
might occur, helium bubbles are such a case [50, 51].
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FIG. 1: Setup of the simulation system. The radius R of the indenter, the radius r of the void and the distance between the
upper apex of the void and the surface d are indicated. The substrate has thermostatting and rigid zones at its boundaries.







































































































































FIG. 2: Loading curves for a substrate with a void (25 Å radius) at different depths. a) [100], b) [110] and c) [111]-oriented
single crystals. Circles mark the onset of plasticity.










































































































































FIG. 3: Influence of the void radius for various void depths in [100] oriented single crystals. a) d = 37 Å, b) 27 Å and c) 14 Å.











































































FIG. 4: Residual defective structures for [100]-oriented crystals with voids at different depths. a) 37 Å, b) 27 Å and c) 14 A.
Green lines correspond to b = 1/2〈111〉 dislocations, while magenta lines correspond to b = 〈100〉 dislocations.










































































FIG. 5: Residual defective structures for [110] and [111] oriented crystals with voids at different depth. a) [110], d = 37 Å, b)
[110], d = 27 Å, c) [111], d = 37 Å, and d) [111], d = 27 Å. Green lines correspond to b = 1/2〈111〉 dislocations, while magenta
lines correspond to b = 〈100〉 dislocations. Red arrows illustrate the Burgers vectors.





































































































d = 14 Å
d = 27 Å
d = 37 Å





























r = 14 Å
r = 27 Å
r = 37 Å
r = 52 Å
(b)
FIG. 6: Evolution of total dislocation length for a subset of simulations on [100] oriented substrates. a) Indentation with a 25
Å void and varying d. b) Indentation on samples with variable void radius and constant d = 14 Å.









































































FIG. 7: Example of twinning found for a simulation on a [100] oriented substrate, with a 25 Å void at depth d = 52 Å at
a) maximum penetration and b) after unloading. Blue atoms correspond to free surfaces and dislocation cores, green atoms
correspond to twin boundaries, while red atoms correspond to single and di-vacancies. Identification performed by means of
CAT [35–37].
(a) (b)
FIG. 8: Effect of indenter size on plasticity for [100] oriented substrates containing a 25 Å void at depth d = 14 Å. a) R = 25
Å, b) R = 50 Å. Green lines correspond to b = 1/2〈111〉 dislocations, while magenta lines correspond to b = 〈100〉 dislocations.








































































FIG. 9: Setup of the simulation system with 4 voids strategically oriented along the 〈111〉 directions from the indenter contact
point at the substrate surface. The radius R of the indenter and the distance between the upper apex of each void and the
surface d are indicated. The substrate has thermostatting and rigid zones at its boundaries.
























































































4 voids, d = 75 (Å)
4 voids, d = 25 (Å)
4 voids, d = 14 (Å)
(a) (b)
(c) (d)
FIG. 10: a) Loading curves for a variety of pore positions. Defective structures for a displacement of 30 Å corresponding
samples with an array of voids at b) a depth of 75 Å, c) a depth of 27 Å, and d) a depth of 14 Å.








































































FIG. 11: Evolution of total dislocation length for indentation of an array of voids.








































































after indent after removal
Case Ldisl (nm) Rpl (nm) ρ (10
16 m−2) Ldisl (nm) Rpl (nm) ρ (10
16 m−2)
defect-free 69.5 9.8 3.5 37.5 8.2 3.2
d = 52 Å 82 11.8 2.4 23 6.7 3.6
d = 37 Å 63 7.6 6.8 20 6.6 3.3
d = 27 Å 48 6.3 9.1 42 5.5 12
d = 14 Å 34.5 6.1 7.2 0 N/A N/A
TABLE I: Dislocation densities corresponding to the curves presented in Fig. 6 after full indentation and after indenter retrac-
tion.
Ldisl: total dislocation length within plastic zone,
Rpl: radius of plastic zone,
ρ: dislocation density.
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