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Abstract
The second part of our work on operator synthesis deals with individual operator
synthesis of elements in some tensor products, in particular in Varopoulos algebras,
and its connection with linear operator equations. Using a developed technique of
“approximate inverse intertwining” we obtain some generalizations of the Fuglede
and the Fuglede-Weiss theorems and solve some problems posed in [O, W2, W3].
Additionally, we give some applications to spectral synthesis in Varopoulos algebras
and to partial differential equations.
1 Introduction
This work is a sequel of [ShT] where the problems of operator synthesis were treated “glob-
ally” for lattices of subspaces, bilattices, or, in coordinate setting, for subsets of direct
products of measure spaces. Here we consider operator-synthetic properties of elements of
some tensor products, first of all of the Varopoulos algebras V (X, Y ) = C(X)⊗ˆC(Y ). The
topic is deeply connected to the theory of linear operator equations and, more generally,
to the spectral theory of multiplication operators in the space of bounded operators and
in symmetrically normed ideals of operators. We obtain some extensions of the Fuglede
and Fuglede-Weiss theorems, answer several questions posed in [O, W2, W3], give applica-
tions to spectral synthesis in Varopoulos algebras and (somewhat unexpectedly) to partial
differential equations.
Let us describe the results of the paper in more detail. In Section 2 we consider
some pseudo-topologies and functional spaces on direct products of measure spaces. Basic
definitions and results from [A] and [ShT] related to operator synthesis for subsets in a
direct product X × Y are recalled. It is proved that a subset with a scattered family of
X-sections is equivalent to a countable union of rectangles. A consequence which is used
later on is that the set of all solutions (x, y) of an equation of the form
∑n
i=1 ai(x)bi(y) = 0
is a union of countable family of rectangles and a set of measure null. A special case of
this result was established in [W2, Proposition 12].
02000 Mathematics Subject Classification: 47L05 (Primary), 47A62, 47B10, 47B47, 43A45 (Secondary)
1
Section 3 deals with a kind of spectral synthesis in commutative Banach algebras –
the synthesis with respect to Banach modules. The real distinction of this theory from
the classical one is that given a module we get a special class of ideals, the annihilators of
subsets in the module, and work with them only. Here our aim is to compare the conditions
for an element to be synthetic with respect to a module and to admit spectral synthesis
in the algebra. We also relate these conditions to spectra and spectral subspaces of the
corresponding multiplication operators.
In Section 4 the approach is reduced to the case of operator modules over Varopoulos
algebras. Let µ, ν be regular measures on compacts X , Y and H1, H2 the corresponding
L2-spaces. Then the space B(H1, H2) of all bounded operators from H1 to H2 becomes a
V (X, Y )-module with respect to the action (f ⊗ g) · T = MgTMf , where Mf , Mg are the
multiplication operators. It is proved that F ∈ V (X, Y ) admits spectral synthesis iff it is
synthetic with respect to all modules of this kind. This allows to obtain results on spectral
synthesis in an operator-theoretical way. The following auxiliary statement (Corollary 4.8)
appears to be useful: a function F ∈ V (X, Y ) is synthetic with respect to B(H1, H2) iff
the space of all solutions of the equation F ·X = 0 is reflexive (in the sense of [LSh]) and
iff the 0-spectral subspace of the operator of multiplication by F coincides with its kernel.
The topics of Section 5 are linear operator equations of general type and modules over
weak∗-Haagerup tensor products of L∞-algebras. Some estimates for the action of a linear
multiplication operator with normal coefficients on its 0-spectral subspace are obtained.
The extension of the approach allows to relate the topic with global operator synthesis.
In Section 6 we develop a general technique which relates solutions of the ”same”
linear equations in different linear topological spaces. More strictly speaking we are given
two operators, S and T , acting in spaces X, Y, and a linear injection, Φ : X → Y, that
intertwines them: TΦ = ΦS. Our main tool then is the “approximate inverse intertwining”
(AII), that is a net {Fα} of maps from Y to X satisfying the conditions that FαΦ → 1X,
ΦFα → 1Y and FαT − SFα → 0X in the topology of simple convergence. It appears
to be possible to obtain some non-completely trivial results on inclusions of images or
norm-inequalities in such a general abstract scheme.
In applications of the AII-technique to linear operator equations, the spaces X, Y are
symmetrically normed ideals of the algebra B(H) (actually the case Y = B(H) is the
most important) and S, T are the restrictions of a multiplication operator ∆ to X, Y.
The conditions under which an AII exists are considered in Section 7. They are close
in spirit to Voiculescu’s conditions of quasidiagonality modulo a symmetrically normed
ideal, but formally are more weak: instead of the condition ||[A, Pn]|| → 0 we need only
the boundedness of the norms ||[A, Pn]|| (semidiagonality). Note that for the usual oper-
ator norm the semidiagonality holds automatically while quasidiagonality is an intriguing
property which was explored in a great number of publications. We discuss examples of
Sp-quasidiagonal families; the most simple ones are families of weighted shifts (p = 1) and
families of commuting normal operators with thin joint spectra.
In Section 8 the applications of AII’s to the problem of triviality of the trace of a
commutator and to some related problems are gathered. In [W1] Weiss proved that if a
commutator [A,X ] of a normal operator A and a Hilbert-Schmidt operator X belongs to
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S1 then tr([A,X ]) = 0. In Proposition 8.1 we extend this result as follows: if a family,
{Ak}
n
k=1 of operators is Sp/(p−1)-semidiagonal and if a sum
∑n
k=1[Ak, Xk] belongs to S1
then tr(
∑n
k=1[Ak, Xk]) = 0. We answer also some questions posed in [W1] and [O] which
are formulated in purely function-theoretical terms but in their essence are about the trace
of (sums of) commutators.
The famous Fuglede Theorem can be formulated as the equality ker∆ = ker ∆˜ , where
∆(X) = AX−XA, ∆˜(X) = A∗X−XA∗ andA is a normal operator. Weiss [W1] strengthen
the result to ||∆(X)||2 = ||∆˜(X)||2. Weiss also proposed to consider the case when ∆ is
a more general multiplication operator ∆(X) =
∑
k∈K BkXAk with commuting normal
coefficients and ∆˜(X) =
∑
k∈K B
∗
kXA
∗
k. He proved the equality ||∆(X)||2 = ||∆˜(X)||2 in
the case when K is finite and both parts of the equality are finite (that is ∆(X) and ∆˜(X)
belong to S2). In general, these restrictions can not be dropped ([Sh1]). We show that
if the Hausdorff dimension of the joint spectrum of the family {Ak} does not exceed 2
the equality holds without the restrictions. We discuss also a “non-commutative version”
of the Fuglede Theorem: ker ∆˜∆ = ker∆, where ∆ is arbitrary (the coefficients are not
supposed to be normal or commuting). It is proved in Theorem 9.1 that the equality holds
if {Ak}k∈K is 1-semidiagonal.
In Theorem 9.3 we show the inequality ||∆(X)||2 ≥ ||∆˜(X)||2 for ∆(X) = AX −XB,
provided that A and B∗ are hyponormal operators of finite multiplicity.
Section 10 is devoted to multiplication operators with normal finite families of coeffi-
cients. It is proved that the ascent of such an operator does not exceed d/2 where d is
the Hausdorff dimension of the joint spectrum of the left coefficient family. This result is
applied in Section 11 to the evaluation of the number on which the chain of closed ideals
generated by the powers of an element F of a Varopoulos algebra is stabilized. In particu-
lar, it is proved that if F (x, y) =
∑n
k=1 fk(x)gk(y) ∈ V (X, Y ), dimX ≤ 2 and the functions
fk are Lipschitsian then F admits spectral synthesis.
Our last application is to partial differential equations with constant coefficients. Corol-
lary 11.4 states that the space of all bounded solutions of the equation p(i ∂
∂x1
, i ∂
∂x2
)u = 0
depends only on the variety of zeros of the polynomial p.
The authors are grateful to Gary Weiss for stimulating results, questions and discus-
sions.
The work was partially written when the first author was visiting Chalmers University
of Technology in Go¨teborg, Sweden. The research was partially supported by a grant
from the Swedish Royal Academy of Sciences as a part of the program of cooperation with
former Soviet Union.
2 Pseudo-topologies and functional spaces on direct
products of measure spaces
Let (X, µ), (Y, ν) be standard measure spaces with finite measures, m = µ×ν the product
measure onX×Y . In this section we recall some definitions and results from [A, EKS, ShT]
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and obtain a few others auxiliary results.
A rectangle in X ×Y is a measurable subset of the form A×B, where A ⊂ X , B ⊂ Y .
A subset E ⊂ X×Y is called marginally null (with respect to µ×ν) if E ⊂ (X1×Y )∪
(X×Y1) and µ(X1) = ν(Y1) = 0. Two subsets E1, E2 are marginally equivalent (E1 ∼
M E2
or simply E1 ∼= E2) if their symmetric difference is marginally null. Furthermore, E1 ⊂
M E2
means that E1 \E2 is marginally null, a property holds marginally almost everywhere if it
holds everywhere apart of a marginally null set, and so on.
A subset E is called pseudo-open (more strictly, ω-pseudo-open) if it is marginally
equivalent to a countable union of measurable rectangles. The complements of pseudo-
open sets are pseudo-closed sets.
It is easy to see that the family of all pseudo-open sets defines a pseudo-topology on
X × Y : it is stable under finite intersections and countable unions. This pseudo-topology
is denoted by ω.
A complex-valued function f on X×Y is pseudo-continuous if f -preimages of open sets
are pseudo-open. It is known ([EKS]) that pseudo-continuous functions form a functional
algebra on X × Y . In particular, all functions of finite length f(x, y) =
∑n
i=1 ai(x)bi(y)
(with measurable ai, bi) are pseudo-continuous.
Set Γ(X, Y ) = L2(X, µ)⊗ˆL2(Y, ν), where ⊗ˆ denotes the projective tensor product.
Clearly, every Ψ ∈ Γ(X, Y ) can be identified with a function Ψ : X×Y → C which admits
a representation
Ψ(x, y) =
∞∑
n=1
fn(x)gn(y) (1)
where fn ∈ L2(X, µ), gn ∈ L2(Y, ν) and
∑∞
n=1 ||fn||L2 · ||gn||L2 <∞. Such a representation
defines a function marginally almost everywhere (m.a.e.), so two functions in Γ(X, Y )
which coincides m.a.e. are identified. L2(X, µ)⊗ˆL2(Y, ν)-norm of Ψ is
||Ψ||Γ = inf
∞∑
n=1
||fn||L2 · ||gn||L2,
where the infimum is taken over all sequences fn, gn for which (1) holds m.a.e.
We consider also the space V ∞(X, Y ) of all (marginal equivalence classes of) functions
Ψ(x, y) that can be written in the form (1) with fn ∈ L
∞(X, µ), gn ∈ L
∞(Y, ν) and
∞∑
n=1
|fn(x)|
2 ≤ C, x ∈ X,
∞∑
n=1
|gn(y)|
2 ≤ C, y ∈ Y.
The least possible C here is the norm of Ψ in V ∞(X, Y ). In tensor notations V ∞(X, Y ) =
L∞(X, µ)⊗ˆ
w∗h
L∞(Y, ν), the weak∗-Haagerup tensor product ([BSm], see also [S], where
these are called measurable Schur multipliers). Since measures µ, ν are finite, V ∞(X, Y ) ⊂
Γ(X, Y ).
Lemma 2.1. [EKS] All functions Ψ ∈ Γ(X, Y ) are ω-pseudo-continuous.
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Now we discuss the null sets of (families of) functions in Γ(X, Y ). We say that F ∈
Γ(X, Y ) vanishes on E ⊂ X × Y if FχE = 0 m.a.e., χE being the characteristic function
of E. For F ⊂ Γ(X, Y ), the null set, null F , is defined to be the largest, up to marginal
equivalence, pseudo-closed set such that each function F ∈ F vanishes on it. If E is a
pseudo-closed subset of X × Y , let
Φ(E) = {F ∈ Γ(X, Y ) | F vanishes on E},
Φ0(E) = {F ∈ Γ(X, Y ) | F vanishes on a nbhd of E},
where by a neighborhood we mean a pseudo-open set containing E and the closure is taken
in Γ(X, Y ). By [ShT][Theorem 2.1], Φ0(E) and Φ(E) are the smallest and the largest
invariant (with respect to the multiplication by functions f ∈ L∞(X, µ) and g ∈ L2(Y, ν))
closed subspaces of Γ(X, Y ) whose null set is E.
We will also need another pseudo-topology on X × Y . Let us say that a subset E ⊂
X×Y is τ -pseudo-open if it is a union of anm-null set and a countable family of rectangles.
It is not difficult to check that the class of all such sets is stable under finite intersections
and countable unions. Clearly, the pseudo-topology τ is stronger than ω. In particular, all
functions of finite length and functions in Γ(X, Y ) are τ -pseudo-continuous.
Our next aim is to obtain some sufficient condition for a set to be τ -pseudo-open.
For U , V ⊂ X let us write U ⊂µ V if µ(U \ V ) = 0. If U ⊂µ V and V ⊂µ U we say
that U and V are µ-equivalent and write U ∼µ V .
A family F of measurable subsets of X is called µ-scattered if any decreasing sequence
U1 ⊃ U2 ⊃ . . . of its members µ-stabilizes (that is Un ∼
µ Un+1 ∼
µ Un+2 ∼ . . . for some n).
Let now E be a subset of X × Y . An X-section of E is a subset of the form
Ey = {x ∈ X | (x, y) ∈ E}.
E is called X-scattered if the family of all finite intersections of itsX-sections is µ-scattered.
The following result gives us important examples of X-scattered sets.
Proposition 2.2. Let h(x, y) be a complex-valued function on X × Y that has a finite
length, that is h(x, y) =
∑N
i=1 ai(x)bi(y), where ai and bi are measurable. Then
E = {(x, y) | h(x, y) = 0}
is an X-scattered set.
Proof. Let ~a : X → CN , ~b : X → CN be defined by ~a(x) = {ai(x)}
N
i=1,
~b(y) = {bi(y)}
N
i=1.
For any y ∈ Y , the X-section Ey is the preimage with respect to ~a of the hyperplane
{~z ∈ CN |
N∑
i=1
zibi(y) = 0}.
Since intersections of hyperplanes must stabilize, the family of their preimages is scattered.
5
It is easy to see that any set, which is m-equivalent to a finite union of rectangles, is
X-scattered.
Theorem 2.3. Any X-scattered set is m-equivalent to a countable union of rectangles.
Proof. Let E ⊂ X ×Y be an X-scattered set. Denote by U the set of all countable unions
of rectangles and set
m(E) = sup{m(U) | U ∈ U , U ⊂m E}.
Choosing Un ∈ U with Un ⊂
m E and m(Un) > m(E) −
1
n
, we set U = ∪∞n=1Un. Then
m(U) = m(E), U ∈ U , U ⊂m E. Hence the set S = E \ U has the property that
m(S ∩ Π) = 0 for any rectangle Π ⊂m E. It remains to show that m(S) = 0.
We define a measure ν on X by ν(A) = m(S ∩ (A×Y )). Clearly, ν ≪ µ whence by the
Jordan Theorem X = X0 ∪X1, X0 ∩X1 = ∅, ν(X0) = 0 and ν ∼ µ on X1. If µ(X1) = 0
then m(S) = 0 and we are done.
Assume µ(X1) 6= 0 and let E1 = E ∩ (X1 × Y ). Clearly E1 is X-scattered. Let
A1 ⊃ A2 ⊃ . . . ⊃ An be a maximal chain in the family of (the equivalence classes of)
finite intersections of X-sections of E1, and let A be its final non-zero element (A = An
if µ(An) 6= 0, A = An−1 otherwise). Then any X-section of E1 either µ-contains A or is
µ-disjoint with A. Set
K = {y ∈ Y | A ⊂µ Ey1}.
Then all X-sections of the set (A× (Y \K))∩E1 are µ-null. Therefore m((A× (Y \K))∩
E1) = 0, m((A × (Y \K)) ∩ S) = 0 and m((A×K) ∩ S) = m((A × Y ) ∩ S) = ν(A) 6= 0
(because µ(A) 6= 0).
On the other hand, (A × K) \ E1 has µ-null sections whence m((A × K) \ E1) = 0.
Thus the rectangle Π = A×K is m-contained in E1 and has non-trivial intersection with
S, a contradiction.
Corollary 2.4. A pseudo-closed X-scattered set is τ -pseudo-open.
Proof. Let E be a pseudo-closed X-scattered set. If Π ⊂m E, where Π is a rectangle, then
Π ⊂M E. Indeed, m(Π ∩ Π′) = 0 for each rectangle Π′ ⊂ Ec so Π ∩Π′ ∼M 0.
It follows that Π can be changed by a sub-rectangle Π˜ of the same measure such that
Π˜ ⊂ E. This clearly implies our statement: since E ∼m ∪∞j=1Πj we have E ∼
m ∪∞j=1Π˜j ⊂
E.
Corollary 2.5. The set of zeros of a function of finite length is τ -pseudo-open.
Now it is easy to deduce a more general result.
Corollary 2.6. Let hj, 1 ≤ j ≤ n, be real-valued functions of finite length on X ×Y . The
set
E = {(x, y) | hj(x, y) ≤ 0, 1 ≤ j ≤ n}
is τ -pseudo-open.
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Proof. Clearly E = ∩nj=1Ej, where Ej = {(x, y) | hj(x, y) ≤ 0}, and Ej = E
′
j ∪ E
′′
j , where
E ′j = {(x, y) | hj(x, y) = 0}, E
′′
j = {(x, y) | hj(x, y) < 0}.
All E ′j are τ -pseudo-open by Corollary 2.5. All E
′′
j are ω-pseudo-open by Lemma 2.1 and
hence τ -pseudo-open.
For us the space Γ(X, Y ) is important because it is predual to the space of bounded
operators, B(H1, H2), from H1 = L2(X, µ) to H2 = L2(Y, ν). The duality is given by
〈T,Ψ〉 =
∞∑
n=1
(Tfn, g¯n),
with T ∈ B(H1, H2) and Ψ(x, y) =
∑∞
n=1 fn(x)gn(y).
Let PU and QV denote the multiplication operators by the characteristic functions of
U ⊂ X and V ⊂ Y . We say that T ∈ B(H1, H2) is supported in E ⊂ X×Y (or E supports
T ) if QV TPU = 0 for each Borel sets U ⊂ X , V ⊂ Y such that (U×V )∩E = ∅. Then there
exists the smallest (up to a marginally null set) pseudo-closed set, supp T , which supports
T . More generally, for any subset M ⊂ B(H1, H2) there is the smallest pseudo-closed set
supp M, which supports all operators in M. In the seminal paper [A] Arveson defined a
support in a similar way but using closed sets instead of pseudo-closed (in his setting X , Y
are topological spaces). This closed support, suppAT can be strictly larger than supp T .
For any pseudo-closed set E ⊂ X × Y the set, Mmax(E), of all operators T , supported
in E, has support E and is the largest set with this property. It is easy to check that
Mmax(E) is a D1 × D2-bimodule, where D1, D2 are the algebra of multiplications by
functions in L∞(X, µ) and L∞(Y, ν) respectively. There is also the smallest bimodule
Mmin(E) ⊂ B(H1, H2) with support equal to E and, moreover,
Mmax(E) = Φ0(E)
⊥, Mmin(E) = Φ(E)
⊥.
(see [ShT]). We say that a pseudo-closed set E ⊂ X × Y is operator synthetic (or µ × ν-
synthetic) if the following equivalent conditions hold:
• Φ(E) = Φ0(E).
• Mmax(E) = Mmin(E).
• 〈T, F 〉 = 0 for any T ∈ B(H1, H2) and F ∈ Γ(X, Y ) with supp T ⊂ E ⊂ null F .
In further sections we will use also the following characterization of Mmin(E) by pairs of
projections. Identifying projections P ∈ B(l2)⊗¯D1 and Q ∈ B(l2)⊗¯D2 with projection-
valued functions P (x) : X → B(l2) and Q(y) : Y → B(l2) we say that a pair (P,Q) is an
E-pair if P (x)Q(y) vanishes on E m.a.e. Then by [ShT][Corollary 4.4]
Mmin(E) = {T ∈ B(H1, H2) | Q(1⊗ T )P = 0 for any E-pair (P,Q)}.
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3 Synthesis with respect modules over Banach alge-
bras
Let A be a semisimple, regular, commutative Banach algebra with unit and let XA be its
spectrum. For any a ∈ A we shall denote by aˆ its Gelfand transform and set
null(a) = {χ ∈ XA | aˆ(χ) = 0}.
More generally, for any subset B ⊂ A, we define null(B) as ∩a∈Bnull(a).
To any closed subset E ⊂ XA there correspond ideals
I(E) = {r ∈ A | rˆ−1(0) contains E},
J0(E) = {r ∈ A | rˆ
−1(0) contains a nbhd of E} and J(E) = J0(E).
It is known that null(J(E)) = null(I(E)) = E and J(E) ⊂ K ⊂ I(E), for any closed ideal
K with null(K) = E.
For a ∈ A we define
Ia = I(null(a)),
J0a = J0(null(a)), and Ja = J(null(a)).
One says that a ∈ A admits spectral synthesis if a ∈ Ja.
Let M be a Banach A-module. For any x ∈ M set
ann(x) = {a ∈ A | a · x = 0},
Supp(x) = null(ann(x)).
Then ann(x) is a closed ideal and Supp(x) is a closed subset in XA.
In a similar way one defines ann(N) and Supp(N) for arbitrary subset N ⊂M .
Definition 3.1. We say that an element a ∈ A admits synthesis (or IS synthetic) with
respect to an A-module M if a · x = 0 for any x ∈M such that Supp(x) ⊂ null(a).
Example 3.2. A is a module over itself with the action defined by a · x = ax for any
a, x ∈ A. Each a ∈ A admits synthesis with respect to A as A-module. In fact, assuming
ax 6= 0 for some a, x ∈ A with Supp(x) ⊂ null(a), one can find χ ∈ XA such that
aˆx(χ) = aˆ(χ)xˆ(χ) 6= 0 and hence aˆ(χ) 6= 0 and xˆ(χ) 6= 0. Since Supp(x) ⊂ null(a),
aˆ(χ) 6= 0 implies bˆ(χ) 6= 0 for some b ∈ ann(x). However, bˆx(χ) = bˆ(χ)xˆ(χ) 6= 0, a
contradiction.
Let A′ denote the Banach space dual to A. Setting a · x(·) = x(a·) for any a ∈ A,
x ∈ A′, we have that A′ is an A-module. This example is especially important because
of the following result that connects the notions of spectral synthesis and synthesis with
respect to A-modules.
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Theorem 3.3. For a ∈ A the following conditions are equivalent.
1) a admits spectral synthesis;
2) a admits synthesis with respect to A′;
3) a admits synthesis with respect to any A-module.
Proof. 1) ⇒ 3). Let M be an A-module and x ∈ M , Supp(x) ⊂ null(a). Let J =
J(Supp(x)), then since null(ann(x)) = Supp(x) ⊂ null(a) and a admits spectral synthesis
in A, we have a ∈ Ja ⊂ J ⊂ ann(x) and hence a · x = 0.
3)⇒ 2) is obvious.
2) ⇒ 1). Assume that a /∈ Ja. Then there is x ∈ A
′ such that x(Ja) = 0 and
x(a) 6= 0. Since a admits synthesis with respect to A′, Supp(x) is not a subset of null(a).
On the other hand, Ja ⊂ ann(x) and Supp(x) = null(ann(x)) ⊂ null(Ja) = null(a), a
contradiction.
Lemma 3.4. Let M be a Banach A-module. For x ∈ M , a · x = 0 for any a ∈ J(E) if
and only if Supp(x) ⊂ E.
Proof. Assume that Supp(x) ⊂ E and that aˆ = 0 on a nbhd of E. Then there exists an
open set F such that null(a) ⊃ F ⊃ Supp(x). Clearly, J = ann(x) is an ideal in A with
null(J) = Supp(x). Since F c ∩ Supp(x) = ∅, there exists b ∈ J such that bˆ = 1 on F c and
therefore aˆb = aˆ implying a · x = ab · x = 0.
If a·x = 0 for any a ∈ J(E) then J(E) ⊂ ann(x) and E = null(J(E)) ⊃ null(ann(x)) =
Supp(x).
As usually by La we denote the operators of the “left” multiplication by a ∈ A, acting
in an A-module.
Lemma 3.5. Let M be a Banach A-module and let N be the closed submodule generated
by x ∈M . Then σ(La|N) = aˆ(Supp(x)).
Proof. Let J˜ = J(Supp(x)). Since, by Lemma 3.4, b · x = 0 for any b ∈ J˜ , N is also
an A/J˜-module with the action (c + J˜) · y = c · y. XA/J˜ can be identified with {χ ∈
XA : χ(J˜) = 0} = Supp(x) and therefore σ(a + J˜) = aˆ(Supp(x)). If λ ∈ aˆ(Supp(x))
c
then a− λe + J˜ is invertible in A/J˜ and so is the operator (La − λI)|N . This shows that
σ(La|N) ⊂ aˆ(Supp(x)).
Assume now that (La − aˆ(χ)I)|N , for some χ ∈ Supp(x), is an invertible operator.
Then there exists c ∈ A such that (a − aˆ(χ))cb · x = b · x for any b ∈ A and therefore
((a − aˆ(χ))c − 1)A ⊂ ann(x). Since χ ∈ Supp(x) = null(ann(x)), we have χ(A) = 0. A
contradiction.
Theorem 3.6. Let M be a Banach A-module. For x ∈M and a ∈ A, Supp(x) ⊂ null(a)
if and only if ||anx||1/n → 0 as n→∞.
Proof. Consider the Banach algebra V = A/Ja. The element a + Ja is quasi-nilpotent in
V . In fact, if χ is a character of A/Ja then ρ(χ), defined by ρ(χ)(b) := χ(b + Ja), b ∈ A,
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is a character of A. Therefore, there exists τ ∈ XA such that ρ(χ)(b) = τ(b). This gives
τ(b) = 0 for any b ∈ Ja and hence τ ∈ null(Ja) = null(a) and χ(a + Ja) = τ(a) = 0.
By Lemma 3.4, Ja · x = 0 whence Ja ·N = 0, N being the closed submodule generated
by x. N becomes a Banach V -module by setting (b+ Ja) · y := b · y, for y ∈ N and b ∈ A.
Moreover,
||an · x||1/n = ||(a+ Ja)
n · x||1/n ≤ ||(a+ Ja)
n||1/n||x||1/n → 0, n→∞.
The converse follows immediately from Lemma 3.5.
Let us also mention the module version of the ”global” synthesis. Let M be a Banach
A-module and E be a closed subset of XA. E is called a set of synthesis over M (synthetic
over M) if a · x = 0 for any x ∈ M and a ∈ A such that Supp(x) ⊂ E ⊂ null(a). Clearly,
if, for a ∈ A, null(a) is synthetic over M then a admits synthesis with respect to M .
4 Modules over tensor algebras and linear operator
equations
Let X and Y be compact Hausdorff spaces and consider the projective tensor product
V (X, Y ) = C(X)⊗ˆC(Y ). Recall that V (X, Y ) (the Varopoulos algebra) consists of all
functions F ∈ C(X × Y ) which admit a representation
F (x, y) =
∞∑
i=1
fi(x)gi(y), (2)
where fi ∈ C(X), gi ∈ C(Y ) and
∞∑
i=1
||fi||C(X)||gi||C(Y ) <∞.
V (X, Y ) is a Banach algebra with the norm
||F ||V = inf
∞∑
i=1
||fi||C(X)||gi||C(Y ),
where inf is taken over all representations of F in the above form (see [V]). We note that
V (X, Y ) is a semi-simple regular Banach algebra with spectrum X × Y .
Any element of V (X, Y )′ can be identified with a bounded bilinear form B(f, g) =
〈B, f ⊗ g〉 on C(X)× C(Y ) (a bimeasure, in short).
Let M(X) denote the space of finite Borel measures on X . For µ ∈M(X), ν ∈M(Y ),
set H1 = L2(X, µ), H2 = L2(Y, ν). Then V (X, Y ) ⊂ V
∞(X, Y ) ⊂ Γ(X, Y ). Note that, for
F ⊂ V (X, Y ), null F coincides with ∩F∈FF
−1(0).
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By Mf , Mg we denote the multiplication operators in H1, H2 by functions f(x), g(y)
respectively.
Setting, for F (x, y) =
∑∞
n=1 fn(x)gn(y) ∈ V (X, Y ) and T ∈ B(H1, H2),
F · T =
∞∑
n=1
MgnTMfn (3)
we obtain a V (X, Y )-module structure on B(H1, H2). So, for T ∈ B(H1, H2), we have
Supp(T ) = ∩ null(F ), the intersection being taken over all functions F ∈ V (X, Y ) such
that F · T = 0. Now we compare Supp(T ) with the “inner” definitions of a support
introduced in Section 2.
Lemma 4.1. For F ∈ V (X, Y ) and T ∈ B(H1, H2), if F · T = 0 then T is supported in
null(F ).
Proof. Take Borel sets U ⊂ X , V ⊂ Y such that (U × V ) ∩ null(F ) = ∅ and consider
QV TPU ∈ B(L2(U, µ), L2(V, ν)). Then χU(x)χV (y)F (x, y) 6= 0 on U × V and if Ψ denote
the set {FG | G ∈ Γ(U, V )} ⊂ Γ(U, V ), we have null Ψ ∼= ∅. By [ShT, Corollary 4.3], Ψ is
dense in Γ(U, V ). As
0 = 〈F ·QV TPU , G〉 = 〈QV TPU , FG〉, G ∈ Γ(U, V ),
we obtain QV TPU = 0 and therefore null(F ) supports T .
Proposition 4.2. Supp(T ) is the smallest closed set which supports the operator T .
Proof. Set E = Supp(T ). We show first that E supports T . By Lemma 3.4, F · T = 0 for
any F ∈ V (X, Y ) vanishing on a nbhd of E. Therefore, by Lemma 4.1, null(F ) supports
T for each F ∈ J(E). Since E = null(J(E)), E supports T .
LetW ⊂ X×Y be a closed set supporting T . By [ShT, Theorem 4.3], given F ∈ J(W ),
〈T, FG〉 = 0 for any G ∈ Γ(X, Y ) and hence F · T = 0. Applying now Lemma 3.4, we
obtain Supp(T ) ⊂W , showing that Supp(T ) is the smallest closed set supporting T .
By the proposition we have therefore supp T ⊂M Supp(T ) = suppAT .
Let KF denote the set of all operators T satisfying the condition F · T = 0, that is
KF = ann(F ) in B(H1, H2). It coincides with the space of solutions of the linear operator
equation
∞∑
n=1
MgnTMfn = 0, (4)
where F (x, y) =
∑∞
n=1 fn(x)gn(y).
It follows from Lemma 4.1 and Proposition 4.2 that Supp(KF ) ⊂ null(F ).
Proposition 4.3.
supp KF = Supp(KF ) = null(F ).
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Proof. It suffices to show that null(F ) ⊂ supp KF . Let P = P (null(F )) be the set of all
pseudo-integral operators Tσ with supp(σ) ⊂ null(F ) (see [A, Section 1.5]). It follows from
[A, Section 2.2] that supp P = null(F ). On the other hand it is easy to see that
(F · Tσu, v) =
∫∫
F (x, y)u(x)v(y)dσ(x, y) = 0,
for any u ∈ H1, v ∈ H2. Hence, P ⊂ KF and null(F ) = supp P ⊂ supp KF .
Remark 4.4. The result can be proved without the use of pseudo-integral operators (see
the proof of a more general result, Proposition 5.3, below).
We say that F ∈ V (X, Y ) is operator synthetic with respect to (µ, ν) (we also write
(µ, ν)-synthetic or operator synthetic if µ, ν are fixed) if it is synthetic with respect to the
V (X, Y )-module B(H1, H2).
The following proposition can be considered as a local version of Theorem 6.1 from
[ShT]. Unlike the latter it is ”two-sided”.
Proposition 4.5. F ∈ V (X, Y ) admits spectral synthesis if and only if it is operator
synthetic for any choice of finite measures on X, Y .
Proof. The necessity follows from Theorem 3.3. To prove the sufficiency it is enough to
show that F admits synthesis in V (X, Y )′. Assume that synthesis fails for F . Then we
can find a bimeasure B ∈ V (X, Y )′ such that Supp(B) ⊂ null(F ) and F · B 6= 0. By the
Grothendieck theorem [G] there exist measures µ ∈M(X), ν ∈M(Y ) such that
|〈B, f ⊗ g〉| ≤ C||f ||L2(X,µ)||g||L2(Y,ν)
for any f ∈ C(X) and g ∈ C(Y ). Thus there exists an operator T ∈ B(L2(X, µ), L2(Y, ν))
such that
〈T,Ψ〉 = 〈B,Ψ〉, Ψ ∈ V (X, Y ),
where in the left hand side we used the inclusion V (X, Y ) ⊂ Γ(X, Y ). Therefore, F ·T 6= 0.
We will get a contradiction if prove that Supp(T ) ⊂ null(F ). For G ∈ JF , v ∈ C(X) and
w ∈ C(Y ), we have
(G · Tv, w) = 〈G · B, v ⊗ w〉 = 0,
implying G · T = 0 and Supp(T ) ⊂ null(G). Since null(JF ) = null(F ), Supp(T ) ⊂
null(F ).
Theorem 4.6. F ∈ V (X, Y ) is operator synthetic if and only if KF = Mmax(null(F )).
Proof. Assume F ∈ V (X, Y ) is operator synthetic with respect to (µ, ν). We have F ·T = 0
for each T such that Supp(T ) ⊂ null(F ). As Supp(T ) is the smallest closed set which
supports T , we have that each T ∈Mmax(null(F )) is a solution of the equation F · T = 0,
i.e., T ∈ KF . Conversely, if T ∈ KF then, by Lemma 4.1, T is supported in null(F ).
Assume now that Mmax(null(F )) = KF , but F is not synthetic with respect to
B(H1, H2). Then there exists T with Supp(T ) ⊂ null(F ) and therefore T ∈Mmax(null(F )),
such that F · T 6= 0. A contradiction.
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For F ∈ V (X, Y ), let ∆F denote the multiplication operator X 7→ F ·X on B(H1, H2).
Then KF = ker∆F . Let E∆F (0) be the 0-spectral subspace of ∆F :
E∆F (0) = {T ∈ B(H1, H2) | ||∆
n
F (T )||
1/n → 0, n→∞}.
Recall that if L is a subspace in B(H1, H2) then its reflexive hull, Ref L, is the set of
all operators A such that Ax ∈ Lx for any x ∈ H1. L is said to be reflexive if Ref L = L.
Proposition 4.7.
Ref KF = Mmax(null(F )) = E∆F (0).
Proof. It is a standard fact (see [A] or [ShT]) that for arbitrary L∞(X, µ) × L∞(Y, ν)-
bimodule G the space Ref G consists of operators supported by supp (G). Hence the first
equality follows from Proposition 4.3. By Theorem 3.6, E∆F (0) consists of all operators
T such that Supp(T ) ⊂ null(F ). But, by Proposition 4.2, this condition is equivalent to
supp T ⊂ null(F ). Hence E∆F (0) = Mmax(null(F )).
Corollary 4.8. The following are equivalent:
(a) F ∈ V (X, Y ) is operator synthetic;
(b) the solution space of the equation F · T = 0 is reflexive;
(c) ker∆F = E∆F (0).
Proof. (a)⇒ (b). It is easily seen that Mmax(null(F )) is reflexive. The implication follows
now from Theorem 4.6.
(b)⇒ (c). Follows from the equality Ref ker∆F = E∆F (0) which is due to Proposi-
tion 4.7.
(c)⇒(a). Let T ∈ B(H1, H2) be an operator supported in null(F ). By Proposi-
tion 4.2, Supp(T ) ⊂ null(F ) and, by Theorem 3.6, T is in E∆F (0) and therefore in ker∆F .
Hence, Mmax(null(F )) ⊂ ker∆F . The reverse inclusion follows from Lemma 4.1. Thus
Mmax(null(F )) = ker∆F . The statement now follows from Theorem 4.6.
Proposition 4.5 and Corollary 4.8 reduce the problem of verification of individual syn-
thesis to a purely operator problem. The comparison of 0-spectral subspace and kernels
for multiplication operators will be one of the main topics in the further sections.
5 Equations of more general form. Relations to “glo-
bal” operator synthesis
The study of the equations of the form (4) is a part of the general theory of linear operator
equations
∆(X) =
∑
k∈K
BkXAk = 0 (5)
where {Ak}k∈K = A, {Bk}k∈K = B are finite or countable families of operators.
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If A, B are commutative families of normal operators one says that (5) is a linear
operator equation with normal coefficients. Among them equations (4) correspond to
those whose coefficients satisfy the restriction∑
k∈K
||Ak||
2 <∞,
∑
k∈K
||Bk||
2 <∞. (6)
Indeed, realizing all Ak and Bk as multiplication operators by continuous functions fk, gk on
L2(X, µ), L2(Y, ν), (5) can be rewritten in a form (4); clearly F (x, y) =
∑
k∈K fk(x)gk(y) ∈
V (X, Y ).
It is more convenient sometimes to choose “spectral” realization of coefficient fami-
lies. Let σ(A), σ(B) be the maximal ideal spaces of the unital C∗-algebras generated
by the families A and B respectively. To any t ∈ σ(A) we associate a sequence λ(t) =
(t(A1), t(A2), . . .) ∈ l2; the map t 7→ λ(t) is continuous and identifies σ(A) with a compact
subset of l2. Thus C
∗(A) can be considered as C(σ(A)) and the operators Ai correspond
to the coordinate functions on l2 (restricted to σ(A)). In a similar way we realize C
∗(B).
The space B(H1, H2) becomes a V (σ(A), σ(B))-module with respect to the operation
(f ⊗ g) · T = f(B)Tg(A).
In particular, ∆(T ) = F · T , where F (λ, µ) =
∑
k∈K λkµk.
Let EA(·), EB(·) be the spectral measures of A and B (on σ(A), σ(B)). We say that an
operator T is supported in U ⊂ σ(A)× σ(B) if
EB(β)TEA(α) = 0
for any Borel sets α ⊂ σ(A), β ⊂ σ(B) such that (α × β) ∩ U = ∅. The following result
directly follows from Proposition 4.7 if the families A, B have cyclic vectors (one only needs
to realize H1, H2 as the L2-spaces for scalar spectral measures of A, B). In the general
case the proof is similar to the proof of Proposition 4.7.
Proposition 5.1. Let S = {(λ, µ) ∈ σ(A)× σ(B) |
∑
k∈K λkµk = 0}. Then E∆(0) consists
of all operators supported in S.
In our further study of spectral behavior of multiplication operators ∆ the following
estimate will be useful.
Lemma 5.2. If X ∈ E∆(0) then
||∆(X)|| ≤ 2(
∑
k∈K
||Bk||
2)1/2||X||diam σ(A).
Proof. Let S = {(λ, µ) ∈ σ(A)×σ(B) |
∑
k∈K λkµk = 0}. By Proposition 5.1, if X ∈ E∆(0)
then X is supported in S and therefore X = EB(βˆ)X where βˆ = (∪β)
c with the union
taken over all relatively open β ⊂ σ(B) such that (σ(A) × β) ∩ S = ∅. We can certainly
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assume βˆ = σ(B), for if not we set B′k = Bk|EB(βˆ)H2 and replace ∆ by the operator ∆
′ with
coefficients {Ak}, {B
′
k} (acting on B(H1, EB(βˆ)H2)).
Let {λk}k∈K ∈ σ(A). Then
∆(X) =
∑
k∈K
BkXλk +
∑
k∈K
BkX(Ak − λkI).
For each f ∈ H , we have
||(
∑
k∈K
BkX(Ak − λkI)f ||
2 ≤ (
∑
k∈K
||Bk|| · ||X|| · ||(Ak − λkI)f ||)
2 ≤
≤ ||X||2
∑
k∈K
||Bk||
2
∑
k∈K
||(Ak − λkI)f ||
2 ≤
≤ ||X||2
∑
k∈K
||Bk||
2(
∑
k∈K
(Ak − λkI)
∗(Ak − λkI)f, f) ≤
≤ ||X||2
∑
k∈K
||Bk||
2(diam σ(A))2||f ||2,
and therefore
||
∑
k∈K
BkX(Ak − λkI)|| ≤ ||X||(
∑
k∈K
||Bk||
2)1/2(diam σ(A)).
To estimate the norm of the first summand, note that the spectrum σ(
∑
k∈K
Bkλk) is equal
to {
∑
k∈K µkλk | (µk)k∈K ∈ σ(B)}. By our assumption, for given µ = (µk)k∈K ∈ σ(B),
there exists λ(µ) = (λk(µ))k∈K ∈ σ(A)) such that (λ(µ), µ) ∈ S. Therefore,
|
∑
k∈K
µkλk| = |
∑
k∈K
µk(λk − λk(µ))| ≤ (
∑
k∈K
|µk|
2)1/2(
∑
k∈K
|λk − λk(µ)|
2)1/2 ≤
≤ (
∑
k∈K
||Bk||
2)1/2(diam σ(A).
Thus
||
∑
k∈K
Bkλk|| ≤ (
∑
k∈K
||Bk||
2)1/2(diam σ(A)),
implying ||
∑
k∈K BkXλk|| ≤ (
∑
k∈K ||Bk||
2)1/2(diam σ(A))||X||, and
||∆(X)|| ≤ 2(
∑
k∈K
||Bk||
2)1/2||X||diam σ(A).
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The condition (6) is not necessary for a linear operator equation (5) to have sense. In
many situations one may only suppose that∑
k∈K
BkB
∗
k <∞,
∑
k∈K
A∗kAk <∞, (7)
which means that the norms of partial sums are bounded and the series strongly converge.
For equations with normal coefficients one can realize A and B as families of multiplication
operators on the spaces H1 = L2(X, µ), H2 = L2(Y, ν):
Aku(x) = fk(x)u(x), Bkv(y) = gk(y)v(y).
By (7), ∑
k∈K
|fk(x)|
2 <∞,
∑
k∈K
|gk(y)|
2 <∞.
In other words we may write (5) as F · X = 0 with F ∈ V ∞(X, Y ) if V ∞(X, Y )-module
structure in B(H1, H2) is defined by (3) (now the series converge strongly). It is not difficult
to see that F (x, y)Ψ(x, y) ∈ Γ(X, Y ), for each Ψ(x, y) ∈ Γ(X, Y ), and 〈F ·T,Ψ〉 = 〈T, FΨ〉,
showing that the action is well-defined.
Our next aim is to show that in terms of V ∞(X, Y )-module structure one can describe
Mmin(E) for arbitrary pseudo-closed set E ⊂ X × Y .
Proposition 5.3.
Mmin(E) = {T ∈ B(H1, H2) | F · T = 0, for any F ∈ V
∞(X, Y ) that vanishes on E}.
Proof. Let us denote the right hand side of the equality by Me(E). Recall that Mmin(E)
can be characterized by E-pairs of projections (P,Q) (see Section 2). Let (P,Q) be such
a pair and P = P (x) = (Pij(x)), Q = Q(y) = (Qij(y)), Pij(x) ∈ L
∞(X, µ), Qij(y) ∈
L∞(Y, ν) be the matrix representations with respect to a fixed basis in l2. Since P , Q are
projections, ∑
j
Pij(x)P
∗
ij(x) =
∑
j
Pij(x)Pji(x) = Pii(x) ∈ L
∞(X, µ)
and ∑
j
Q∗jk(y)Qjk(y) =
∑
j
Qkj(y)Qjk(y) = Qkk(y) ∈ L
∞(Y, ν)
so that Fik(x, y) =
∑
j Pij(x)Qjk(y) ∈ V
∞(X, Y ). Moreover, each Fik vanishes on E.
Therefore, assuming T ∈Me(E) we obtain Fik ·T = 0, for any i, k, implying Q(1⊗T )P = 0
and hence T ∈Mmin(E).
Conversely, if T ∈ Mmin(E) then 〈T,Ψ〉 = 0 for any Ψ ∈ Φ(E). Therefore for any
F ∈ V ∞(X, Y ) such that F vanishes on E and any Ψ ∈ Γ(X, Y ) the following holds
〈F · T,Ψ〉 = 〈T, FΨ〉 = 0
which implies F · T = 0, i.e. T ∈Me(E).
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Corollary 5.4. If a pseudo-closed set E ⊂ X × Y is a set of operator synthesis then any
operator supported in E satisfies each operator equation F · T = 0 with F ∈ V ∞(X, Y )
vanishing on E.
Corollary 5.5. If a pseudo-closed set E ⊂ X × Y is a set of synthesis and F1, F2 ∈
V ∞(X, Y ) such that null Fi ∼= E then the corresponding linear operator equations F1 ·T = 0
and F2 · T = 0 are equivalent.
Proof. Let T be a solution of the equation F1 · T = 0. In order to show that F2 · T = 0 it
is sufficient, by Proposition 5.3, to show that T ∈Mmax(E) (= Mmin(E) in our case).
Take U ⊂ X , V ⊂ Y such that (U × V ) ∩ E ∼= ∅ and consider the operator QV TPU in
B(L2(U, µ), L2(V, ν)). We have χU(x)χV (y)F1(x, y) 6= 0 m.a.e. on U × V . Let Ψ denote
the set
{F1 · F | F ∈ Γ(U, V )} ⊂ Γ(U, V ).
Then null Ψ ∼= ∅ and, by [ShT, Corollary 4.3], Ψ is dense in Γ(U, V ). As
0 = 〈F1 ·QV TPU , F 〉 = 〈QV TPU , F1 · F 〉, F ∈ Γ(U, V ),
we obtain QV TPU = 0.
Remark 5.6. The result extends to systems of equations F i1 ·T = 0, 1 ≤ i ≤ n. In this case
we have that supp T ⊂ null F i1, for any i, and therefore supp T ⊂ E for E = ∩
n
i=1null F
i
1.
Corollary 5.7. Let fi, gi, 1 ≤ i ≤ n, be Borel functions on standard Borel spaces (X, µ),
(Y, ν). If T ∈ B(L2(X, µ), L2(Y, ν)) satisfies operator equations
MfiT = TMgi, 1 ≤ i ≤ n,
then F · T = 0 for any F ∈ V ∞(X, Y ) vanishing on {(x, y) | fi(x) = gi(y), 1 ≤ i ≤ n}.
Proof. By [ShT, Theorem 4.8] the set {(x, y) | fi(x) = gi(y), 1 ≤ i ≤ n} is synthetic. As it
was noticed in Remark 5.6, T is supported in {(x, y) | fi(x) = gi(y), 1 ≤ i ≤ n} and the
statement now follows from Corollary 5.4.
The result implies, in particular, the Fuglede-Putnam Theorem, a useful tool in the
operator theory, which states the equivalence of the relations AT = TB and A∗T = TB∗,
where A, B are normal bounded operators on a Hilbert space and T is just a bounded one
acting on the same space.
It is natural to ask if the Fuglede-Putnam Theorem extends to the equations of the form∑n
i=1BiTAi = 0 and
∑n
i=1B
∗
i TA
∗
i = 0, where {Ai}1≤i≤n and {Bi}1≤i≤n are commutative
families of normal operators. This question of Gary Weiss [W2] has been answered nega-
tively in [Sh2]. The proof in [Sh2] (see also [SShT] where it is written more transparently)
was based exactly on the connection between the individual and global operator synthesis
and related to the Schwartz example of a non-synthetic set in the operator version due to
Arveson [A]).
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In what follows we will find various conditions providing the equivalence for the equa-
tions of this kind and for more general linear operator equations. One of the main tools will
be reducing (under some assumptions) the problem to equations in the space of Hilbert-
Schmidt operators. So we begin with a general approach that relates the spaces of the
solutions of linear equations in different topological vector spaces.
6 Approximate inverse intertwinings
Let X and Y be topological vector spaces, Φ : X→ Y a continuous imbedding with dense
range, and S and T operators acting in X and Y, respectively, intertwined by the mapping
Φ: TΦ = ΦS. We write in this case that we are given an intertwining triple (or just an
intertwining) (Φ, S, T ).
A net of linear mappings Fα : Y → X is called an approximate inverse intertwining
(AII) for the intertwining (Φ, S, T ) if FαΦ→ 1X, ΦFα → 1Y and FαT − SFα → 0X in the
topology of simple convergence.
Denote by Φ−1 the full inverse image under the mapping Φ: Φ−1(M) = {x ∈ X | Φ(x) ∈
M} for any M ⊂ Y (non-necessarily M ⊂ Φ(X)). As usually the image of a map X is
denoted by Im X .
Theorem 6.1. If the intertwinings (Φ, Si, Ti), 1 ≤ i ≤ n, have a common AII, then
Φ−1(
∑
i
Im Ti) ⊂
∑
i
Im Si.
Proof. If Φx =
∑
i Tiyi, then
x = lim
α
FαΦx = lim
α
Fα
∑
i
Tiyi =
= lim
α
(
∑
i
(FαTi − SiFα)yi +
∑
i
SiFαyi) = lim
α
∑
i
SiFαyi ∈
∑
i
Im Si.
Let H be a Hilbert space equipped with the weak operator topology.
Corollary 6.2. If X = H and (Φ, S, T ) has an AII, then
Φ(ker S∗) ∩ Im T = {0}.
Proof.
Φ(ker S∗) ∩ Im T = Φ(ker S∗ ∩ Φ−1(Im T )) ⊂ Φ(ker S∗ ∩ Im S) = {0}.
18
In applications X, Y will be Banach spaces (of operators) supplied with weak or weak∗
topology. Nevertheless AII’s can be used to obtain some norm inequalities. Such a possi-
bility is provided by the following result:
Proposition 6.3. Suppose that X is a Banach space with the weak topology. If Gλ : Y→
X, λ ∈ Λ, is an AII for an intertwining (Φ, S, T ) then there is another AII, {Fα}α∈A,
satisfying the conditions
||FαΦx− x|| → 0, for any x ∈ X, (8)
and
||(FαT − SFα)y|| → 0, for any y ∈ Y. (9)
Proof. Let A be the set of all triples α = (E, λ, ε), where E is a finite subset of X, λ ∈ Λ,
ε > 0. Setting α1 < α2 if E1 ⊂ E2, λ1 < λ2, ε1 < ε2 we invert A into a directed set.
Fix α = (E, λ, ε) ∈ A. We claim that there is a convex combination, F = Fα, of
operators Gµ with µ > λ such that ||FΦx− x|| < ε for any x ∈ E.
Indeed, let xµ = GµΦx− x. By our assumption xµ → 0 (weakly in X), for any x ∈ X.
Let N = card E and let XN be the direct sum of N copies of X. Then the net eµ = ⊕x∈Exµ
tends to 0 weakly in XN , whence there is a convex combination e =
∑n
i=1 cieµi with µi > λ
such that ||e|| < ε. Now setting F =
∑n
i=1 ciGµi we prove the claim.
It is clear that the net {Fα}α∈A is an AII for (Φ, S, T ) and that (8) is satisfied. To
obtain (9) one should repeat the trick (clearly the property (8) will be preserved).
Theorem 6.4. Let Φ intertwine pairs Si, Ti (i = 1, 2). Suppose that X is a Banach space
equipped with a weak topology and ||S2x|| ≤ ||S1x|| for any x ∈ X. If (Φ, S1, T1) has AII
then
T−11 (Im Φ) ⊂ T
−1
2 (Im Φ)
and
||Φ−1T2y|| ≤ ||Φ
−1T1y|| (10)
for any y ∈ T−11 (Im Φ).
Proof. By Proposition 6.3 we can assume that (8) and (9) hold. Let y ∈ T−11 (Im Φ). Thus,
T1y = Φx1 for some x1 ∈ X. Hence,
x1 = lim
α
FαΦx1 = lim
α
FαT1y = lim
α
((FαT1 − S1Fα)y + S1Fαy) = lim
α
S1Fαy.
Since {S1Fαy} is a Cauchy net and ||S2Fαy − S2Fβy|| ≤ ||S1Fαy − S1Fβy||, we have
that {S2Fαy} is Cauchy. Let x2 = limα S2Fαy. Then ||x2|| ≤ ||x1|| and
Φx2 = lim
α
ΦS2Fαy = lim
α
T2ΦFαy = T2y,
the convergence being in the weak topology. This imply y ∈ T−12 (Im Φ) and
||Φ−1T2y|| = ||x2|| ≤ ||x1|| = ||Φ
−1T1y||.
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The following result has some similarity to Theorem 6.4 but it does not use AII ′s.
Proposition 6.5. Let Φ : H → Y intertwine a normal operator S with T1 and its adjoint
S∗ with T2. Suppose that kerS ∩ Φ−1(T2Y) = {0}. Then (10) holds for any y ∈ Y such
that Tiy ∈ ΦH, i = 1, 2.
Proof. Note first that T1 and T2 commute. Indeed, (T1T2−T2T1)Φy = Φ(SS
∗−S∗S)y = 0;
since ΦH is dense in Y the claim follows.
Let U be a partially isometric operator such that SU = S∗, UH = SH = S∗H. Let
T1y = Φx1, T2y = Φx2. We have to prove that ||x2|| ≤ ||x1||. For x = x2 − Ux1, one has
ΦSx = ΦSx2 − ΦS
∗x1 = T1Φx2 − T2Φx1 = T1T2y − T2T1y = 0,
and hence Sx = 0, x ∈ kerS.
On the other hand, Φx2 = T2y ∈ T2Y, x2 ∈ Φ
−1(T2Y), Ux1 ∈ SH ⊂ Φ−1(T2Y), so
that x ∈ Φ−1(T2Y) ∩ ker S = {0}. Hence x2 = Ux1, ||x2|| ≤ ||x1||.
We return to AII’s. The following result is an immediate consequence of Theorem 6.4.
Corollary 6.6. Suppose that S is a normal operator on H and (Φ, S, T1), (Φ, S
∗, T2) have
approximate inverse interwtinings (non-necessarily coinciding). Then
||Φ−1T2y|| = ||Φ
−1T1y||
for any y ∈ T−11 (Im Φ) = T
−1
2 (Im Φ) and, in particular, ker T1 = ker T2.
In many cases the verification that a net {Fα} is an AII can be considerably simplified
by using the following result.
Proposition 6.7. Let (Φ, S, T ) be an intertwining triple and {Fα} a net of operators from
Y to X.
(i) If X is a dual Banach space with the weak-* topology and {Fα} satisfies the conditions
(a) ΦFαy → y, for any y ∈ Y;
(b) {FαΦx} is bounded for any x ∈ X;
(c) {(FαT − SFα)y} is bounded for any y ∈ Y,
then {Fα} is an AII.
(ii) If Y is a Banach space with the weak topology and {Fα} satisfies the conditions
(d) FαΦx→ x, for any x ∈ X;
(e) supα ||ΦFα|| <∞;
(f) for any neighbourhood U of 0 in X there is δ > 0 such that (FαT − SFα)y ∈ U
for all α, when ||y|| < δ,
then {Fα} is an AII.
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Proof. (i) Let x ∈ X. We have to prove that FαΦx→ x. Since the net {FαΦx} is bounded
it is precompact (in the chosen topology of X) so it suffices to show that x is its only limit
point. But if x1 is a limit point of {FαΦx} then Φx1 is a limit point of {ΦFαΦx} which
tends to Φx. So Φx1 = Φx, x1 = x.
The proof of the condition (FαT − SFα)y → 0 is similar.
(ii) The uniform boundedness permits us to prove the limit condition ΦFαy → y and
(FαT − SFα)y → 0 on a dense subset. But for y ∈ ΦX they evidently follow from (d).
In general a net {Fα} satisfying the conditions (a), (b), (c) of Proposition 6.7 is called
an approximate inverse semi-intertwining (AIS).
Denote by X∗ the space of continuous antilinear functionals on X, endowed with the
weak-* topology (in particular, H∗ = H). The adjoint operators (on X∗ or between X∗ and
Y∗) are defined in the usual way. In particular, the adjoint of an operator on H has the
usual meaning.
It is not difficult to see that if {Fα} is an AII for (Φ, S, T ) then {F
∗
α} is an AII for
(Φ∗, T ∗, S∗).
Let Φ : H → Y intertwine operators S, S∗ with T1, T2. Let {Fα} : Y → H be an AII
for the intertwining (Φ, S, T1). It is called a ∗-approximate inverse intertwining (∗-AII) for
the ordered pair ((Φ, S, T1), (Φ, S
∗, T2)) if {F
∗
αFα} is an AII for (ΦΦ
∗, T ∗1 , T2).
A ∗-approximate semi-intertwining (∗-AIS) is defined in a similar way: it is an AIS
{Fα} such that {F
∗
αFα} is an AIS for (ΦΦ
∗, T ∗1 , T2). Since H is reflexive, {Fα} is in fact an
AII by Proposition 6.7.
Corollary 6.8. If Y is a Banach space with the weak topology then any ∗-AIS is a ∗-AII.
Proof. Follows from Proposition 6.7(i) (with Y∗ as the space X).
Theorem 6.9. (i) If the pair ((Φ, S, T1), (Φ, S
∗, T2)) has ∗-AIS, then
(Im T1) ∩ T
−1
2 (ΦΦ
∗(Y∗)) ⊂ Φ(H).
(ii) If ((Φ, S, T1), (Φ, S
∗, T2)) has ∗-AII then
||Φ−1(T1y)||
2 = 〈(ΦΦ∗)−1(T2T1y), y〉
for any y ∈ (T2T1)
−1(ΦΦ∗(Y∗)).
Proof. Let yˆ ∈ (Im T1) ∩ T
−1
2 (ΦΦ
∗(Y∗)). Then yˆ = T1y and T2yˆ = ΦΦ
∗z, for some
z ∈ Y∗ and y ∈ Y. Let {Fα} be a ∗-AIS for the pair ((Φ, S, T1), (Φ, S
∗, T2)). Then
{F ∗αFαT2yˆ − T
∗
1F
∗
αFαyˆ} is bounded. Because F
∗
αFαT2yˆ = F
∗
αFαΦΦ
∗z → z, we obtain also
boundedness of the net {||Fαyˆ||
2}:
||Fαyˆ||
2 = (F ∗αFαyˆ, T1y) = (T
∗
1F
∗
αFαyˆ, y).
Thus there exists a subnet {Fn(α)yˆ} converging weakly to a vector h ∈ H. This gives us
yˆ = lim
α
ΦFn(α)yˆ = Φh ∈ Φ(H),
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and the first statement of the theorem.
Let now {Fα} be a ∗-AII. Then the net {F
∗
αFαT2T1y − T
∗
1F
∗
αFαT1y} converges to zero
in the weak∗-topology in Y∗. By the previous arguments we have that F ∗αFαT2T1y → z,
where T2T1y = ΦΦ
∗z, implying {T ∗1F
∗
αFαT1y} → z and
〈T ∗1F
∗
αFαT1y, y〉 → 〈z, y〉.
On the other hand, by the first statement, T1y = Φh for some h ∈ H and
〈T ∗1F
∗
αFαT1y, y〉 = 〈F
∗
αFαT1y, T1y〉 = 〈F
∗
αFαΦh,Φh〉 = (Φ
∗F ∗αFαΦh, h)→ ||h||
2.
One can see the convergence here in the following way. Since {FαΦh}, h ∈ H, is bounded,
the net {Φ∗F ∗αFαΦh} is bounded and therefore precompact in the weak topology of H.
Moreover, as ΦΦ∗F ∗αFαΦh → Φh and Φ is injective, we have that the only limit point of
{Φ∗F ∗αFαΦh} is h.
Finally we obtain
||Φ−1(T1y)||
2 = ||h||2 = 〈z, y〉 = 〈(ΦΦ∗)−1(T2T1y), y〉.
Corollary 6.10. If ((Φ, S, T1), (Φ, S
∗, T2)) has ∗-AIS then Im T1 ∩ ker T2 = {0}.
Proof. Clearly, ker T2 ⊂ T
−1
2 (ΦΦ
∗(Y∗)). Therefore, by Theorem 6.9, Im T1∩ker T2 ⊂ Φ(H)
and, by Corollary 6.2,
Im T1 ∩ ker T2 = Im T1 ∩ ker T2 ∩ Φ(H) = Im T1 ∩ Φ(ker S
∗) = 0.
7 AII for inclusions of symmetrically normed ideals
and multiplication operators
Here we apply the results of the previous chapter to multiplication operators on symmet-
rically normed ideals of operators on Hilbert spaces.
Let H be a Hilbert space, B(H) be the space of bounded linear operators on H . For
a symmetrically normed ideal J we denote by || · ||J the associated norm. If J = Sp,
1 ≤ p <∞, a Shatten-von Neumann ideal, we simply write || · ||p instead of || · ||Sp.
Given J , we set
J∗ = {X ∈ B(H) | XY ∈ S1, for any Y ∈ J},
J ′ = {X ∈ B(H) | XY ∈ S2, for any Y ∈ J},
J˜ = {X ∈ B(H) | XY ∈ J∗, for any Y ∈ J}.
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It is clear that in this way one obtains ideals of B(H) which become symmetrically normed
if the norm of an operator X in J∗ (J ′ and J˜) is defined as the norm of the mapping
Y 7→ XY from J to S1 (from J to S2 and from J to J
∗ respectively).
One can easily see that
B(H)∗ = S1, S
∗
1 = B(H), S
∗
∞ = S1,
B(H)′ = S2, S
′
1 = B(H), S
′
∞ = S2,
B˜(H) = S1, S˜1 = B(H), S˜∞ = S1,
and if J = Sp, 1 < p ≤ ∞, then
J∗ = Sp/(p−1), J
′ =
{
S2p/(p−1), p > 2,
B(H), p ≤ 2,
J˜ =
{
Sp/(p−2), p > 2,
B(H), p ≤ 2
(the equality for symmetrically normed ideals assumes the equality of the norms).
Let {Ak}k∈K and {Bk}k∈K be arbitrary families of operators (not necessarily commuting
or normal) acting on H such that∑
k∈K
||Ak|| · ||Bk|| <∞.
Note that multiplying by constants Ak 7→ λkAk, Bk 7→ λ
−1
k Bk we may (and will) assume
that ∑
k∈K
||Ak||
2 <∞,
∑
k∈K
||Bk||
2 <∞. (11)
It is easy to check that in this case the multiplication operator ∆ : X 7→
∑
k∈K BkXAk is
continuous on B(H) and preserves all symmetrically normed ideals. We shall also denote
by ∆˜ the formal adjoint to ∆: ∆˜(X) =
∑
k∈K B
∗
kXA
∗
k. Note that ∆˜|S2 = (∆|S2)
∗ and
∆˜|S1 = ∆
∗. For simplicity of notation, we write ∆J and ∆˜J instead of ∆|J and ∆˜|J for a
symmetrically normed ideal J of B(H).
If J1 ⊂ J2 then the natural inclusion J1 →֒ J2 will be denoted by ΦJ1,J2. Clearly
ΦJ1,J2 intertwines ∆J1 with ∆J2 . For brevity we will denote this intertwining triple by
(Φ,∆J1 ,∆J2).
Now we should look for the approximate inverse intertwinings. They will be constructed
by means of increasing sequences {Pn} of finite-dimensional projections and will have the
form Fn(X) = XPn. But for this the coefficient families of a multiplication operator must
satisfy some restrictions.
For any family {Xk}k∈K of operators and a finite-dimensional projection P we set
ϕJP ({Xk}k∈K) = (
∑
k∈K
||[Xk, P ]||
2
J)
1/2,
where || · ||J is the norm in the ideal J .
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A family {Xk}k∈K is said to be J-semidiagonal if there exists a sequence of projections
Pn of finite rank such that Pn →
s 1 and supn ϕ
J
Pn({Xk}k∈K) <∞. If J = Sp, 1 ≤ p ≤ ∞,
we write simply p-semidiagonal. It is clear that if p1 < p2 then each p1-semidiagonal family
is p2-semidiagonal. In particular, 1-semidiagonality is the strongest of these conditions.
Clearly, any finite family is S∞-semidiagonal.
Examples of semidiagonal families will be discussed later on.
In the following theorem J stands for either a separable symmetrically normed ideal
with the weak topology or for a symmetrically normed ideal, dual to a separable one, with
the weak∗-topology. In both cases J∗ is identified with the space of continuous antilinear
functionals by means of the map fY (X) = tr(X
∗Y ). Under this correspondence ∆˜J∗ = ∆
∗
J .
Theorem 7.1. Assume that S2 ⊂ J .
(i) If {Ak}k∈K is J
′-semidiagonal then there is an AII for (Φ,∆S2 ,∆J).
(ii) If {Ak}k∈K is J˜-semidiagonal then there is a ∗-AIS for ((Φ,∆S2 ,∆J), (Φ, ∆˜S2 , ∆˜J)),
and, moreover, a ∗-AII if J is separable with the weak topology.
Assume that S1 ⊂ J .
(iii) If {Ak}k∈K is J
∗-semidiagonal then there exists an AIS for (Φ,∆S1 ,∆J) in general
and an AII if J is separable with the weak topology.
Proof. (i) We define Fn : J → S2 by Fn(X) = XPn, X ∈ J , where {Pn} is a sequence of
finite rank projections such that supn ϕ
J
Pn({Ak}k∈K) < ∞ and Pn →
s 1, n → ∞. Clearly,
FnΦ→ 1, and ΦFn → 1. For X ∈ J one can easily check the equality
(∆S2Fn − Fn∆J )(X) =
∑
k∈K
BkX [Ak, Pn]
and
||(∆S2Fn − Fn∆J )(X)||2 ≤
∑
k∈K
||BkX||J ||[Ak, Pn]||J ′ ≤
≤ (
∑
k∈K
||BkX||
2
J)
1/2ϕJ
′
Pn({Ak}k∈K) ≤ ||X||J(
∑
k∈K
||Bk||
2)1/2ϕJ
′
Pn({Ak}k∈K),
showing that {Fn} is an AIS. Since S2 is reflexive, {Fn} is an AII by Proposition 6.7(i).
(ii) Define Fn : J → S2 as before: Fn(X) = XPn, X ∈ J , where supn ϕ
J˜
Pn({Xk}k∈K) <
∞ and Pn →
s 1, n→∞.
Similar arguments shows that
||∆∗JF
∗
nFn(X)− F
∗
nFn∆˜J(X)||J∗ ≤
∑
k∈K
||B∗kX [A
∗
k, Pn]||J∗ ≤
≤
∑
k∈K
||B∗kX||J ||[A
∗
k, Pn]||J˜ ≤ ||X||J(
∑
k∈K
||Bk||
2)1/2ϕJ˜Pn({Ak}k∈K).
giving ||∆∗JF
∗
nFn − F
∗
nFn∆˜J || < ∞. Thus {F
∗
nFn} is an AIS for (ΦΦ
∗,∆∗J , ∆˜J) and if J is
supplied with the weak topology it is even an AII by Proposition 6.7.
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The sequence {Fn} is an AIS for (Φ,∆S2 ,∆J) and, by reflexivity of S2, it is also an
AII. In fact,
||(∆S2Fn − Fn∆J )(X)||2 ≤
∑
k∈K
||BkX [Ak, Pn]||2 ≤
≤ C
∑
k∈K
||BkX [Ak, Pn]||J∗ ≤
∑
k∈K
||BkX||J ||[Ak, Pn]||J˜ ≤
≤ (
∑
k∈K
||BkX||
2
J)
1/2ϕJ˜Pn({Ak}k∈K) ≤ ||X||J(
∑
k∈K
||Bk||
2)1/2ϕJ˜Pn({Ak}k∈K).
(we used the fact that S2 ⊂ J and therefore J
∗ ⊂ S2 so that || · ||2 ≤ C|| · ||J∗ for some
constant C).
(iii) In a similar way one shows that Fn : J → S1, Fn(X) = XPn, X ∈ J , is an AIS
for the intertwining (Φ,∆S1 ,∆J). Moreover,
||∆S1Fn − Fn∆J || ≤
∑
k∈K
(||Bk||
2)1/2ϕJ
∗
Pn({Ak}k∈K).
Therefore, to prove that {Fn} is an AII for separable J (endowed with the weak topology)
it is sufficient to prove that BkX [Ak, Pn]→
w 0, as n→∞, for any X ∈ J .
Given Z ∈ B(H),
|tr(ZBkX [Ak, Pn])| = |tr(ZBkX(1− Pn)AkPn)− tr(ZBkXPnAk(1− Pn))| ≤
≤ |tr(ZBkX(1− Pn)AkPn)|+ |tr((1− Pn)ZBkXPnAk(1− Pn))| ≤
≤ ||(ZBkX)(1− Pn)||J · ||(1− Pn)AkPn||J∗ + ||(1− Pn)(ZBkX)||J · ||(PnAk(1− Pn)||J∗ .
Since supn ||(PnAk(1 − Pn)||J∗ < ∞, and ||ZBkX(1 − Pn)||J , ||(1 − Pn)ZBkX||J → 0 as
n→∞ if J is separable, we have the statement.
Remark 7.2. As in the proof of (i) ((iii) respectively) one can show that having a finite
number of multiplication operators ∆i : B(H)→ B(H), ∆i(X) =
∑
k∈K B
i
kXA
i
k such that
the family {Aik}
n
i=1,k∈K is J
′-semidiagonal (J˜-semidiagonal) there exists a common AII for
the intertwinings (Φ, (∆i)S2 , (∆i)J), 1 ≤ i ≤ n ((Φ, (∆i)S1, (∆i)J), 1 ≤ i ≤ n).
Corollary 7.3. (i) If {Ak}k∈K is 1-semidiagonal, then there exist an AIS for (Φ,∆S1 ,∆),
an AII for (Φ,∆S2 ,∆∞), a ∗-AIS for ((Φ,∆S2 ,∆), (Φ, (∆S2)
∗, ∆˜)) and a ∗-AII for the
pair ((Φ,∆S2 ,∆∞), (Φ, (∆S2)
∗, ∆˜∞)).
(ii) If {Ak}k∈K is 2-semidiagonal, then there exists an AII for (Φ,∆S2 ,∆).
(iii) If {Ak}k∈K is p/(p− 1)-semidiagonal, then there exists an AII for (Φ,∆S1 ,∆Sp).
(iv) If {Ak}k∈K is 2p/(p− 2)-semidiagonal, then there exists an AII for (Φ,∆S2 ,∆Sp).
(v) If {Ak}k∈K is p/(p− 2)-semidiagonal, then there exists a ∗-AII for ((Φ,∆S2 ,∆Sp),
(Φ, (∆S2)
∗, ∆˜Sp)).
Now we list some examples of semidiagonal families.
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Proposition 7.4. If in some basis the matrices of all the operators Ak have all their
nonzero entries on a finite number of diagonals (and
∑
k∈K ||Ak||
2 < ∞), then the family
{Ak}k∈K is 1-semidiagonal.
Proof. Let {ek} be a basis satisfying the assumptions. Then (Akei, ej) = 0 for |i− j| > n,
where n is a positive integer. Let Pm be the projection onto the subspace generated by
e1, . . . , ek. One can easily see that for each m and k the rank of the operator [Ak, Pm] does
not exceed 2n+ 1 and therefore
||[Ak, Pm]||1 ≤ (2n+ 1)||[Ak, Pm]|| ≤ 2(2n+ 1)||Ak||,
sup
m
ϕS1Pm({Ak}k∈K) ≤ 2(2n+ 1)(
∑
k∈K
||Ak||
2)1/2 <∞.
The simplest class of such examples consists of finite families of weighted shifts.
More generally one can consider operators with matrices whose entries aij sufficiently
quickly decrease with |i−j| → ∞. Let |A|k = sup|i−j|=k |aij | and |A|diag =
∑
k k|A|k. Then
||[A, Pm]||1 < |A|diag for each m. We call A diagonally bounded if |A|diag <∞. We have
Proposition 7.5. Any finite family of diagonally bounded operators is 1-semidiagonal.
Corollary 7.6. Let A be the algebra of operators on L2(T) generated by shifts u(t) 7→
u(t− θ) and multiplication operators Mf , f ∈ C
2(T). Then any finite family of elements
of A is 1-semidiagonal.
Proof. It suffices to show that any shift operator and any multiplication operator Mf ,
f ∈ C2(T) are diagonally bounded for the standard basis en = e
int, n ∈ N. Shifts are
diagonally bounded because their matrices are diagonal. If f =
∑
n ane
int ∈ C2(T) then∑
n n|an| <∞ and |Mf |k = max{|ak|, |a−k|}. Hence |Mf |diag <∞.
In particular, all Bishop’s operators u(t) 7→ eitu(t − θ) are 1-semidiagonal. This was
established by Voiculescu in [Vo2].
For a family, A = {Ak}k∈K , of normal operators with
∑
k∈K ||Ai||
2 <∞, the Hausdorff
dimension, dim of its spectrum σ(A) ⊂ l2(K) is appeared to be important in our study.
We say that the (“essential”) dimension, ess-dim, of A does not exceed r > 0 if there is a
subset D of σ(A) such that EA(σ(A) \D) = 0 and dim(D) ≤ r (meaning that there exists
C > 0 such that for ǫ > 0 there is a covering B = {βj} of D by pairwise disjoint Borel
sets with diamβj < ǫ and |B|r := (
∑
j(diamβj)
r)1/r ≤ C). In particular, if K is finite and
all Ak are Lipschitz functions of one Hermitian (normal) operator then ess-dim(A) ≤ 1
(respectively 2). If A is diagonal then ess-dim(A) = 0.
Proposition 7.7. If A = {Ak}k∈K is a commutative family of normal operators of finite
multiplicity such that ess-dim(A) ≤ 2, then A is 2-semidiagonal. If it is a finite family of
commuting normal operators of finite multiplicity such that ess-dim(A) ≤ p, p < 2, then A
is p-semidiagonal.
26
Proof. Suppose first that A has a cyclic vector. Then all Ak can be realized on L2(σ(A), µ)
as multiplication operators by the coordinate functions. Without loss of generality we may
assume that dim(σ(A)) ≤ p. Given a family B = {βj}
N
j=1 of pairwise disjoint Borel subsets
of σ(A) we denote by PB the projection onto the subspace generated by the characteristic
functions χj of the subsets βj . Then∑
k∈K
||[PB, Ak]||
2
p ≤ D|B|
2
p,
where D is a constant. In fact, let ej = χj/||χj|| and λ ∈ βj . In what follows we assume
K to be finite if p 6= 2.∑
k∈K
||(1− PB)AkPBej||
p
∑
k∈K
||(1− PB)(Ak − λk)PBej ||
p ≤
≤
∑
k∈K
||(Ak − λk)PBej ||
p ≤ C(
∑
k∈K
||(Ak − λk)PBej ||
2)p/2 ≤
≤ C(
∑
k∈K
|((Ak − λk)
∗(Ak − λk)EA(βj)ej , ej)|)
p/2 ≤
≤ C(
∑
k∈K
(Ak − λk)
∗(Ak − λk)EA(βj)ej, ej))
p/2 ≤
≤ C||
∑
k∈K
(Ak − λk)
∗(Ak − λk)EA(βj)||
p/2 ≤
≤ C( sup
λ′∈βj
∑
k∈K
|λ′k − λk|
2)p/2 ≤ C(diamβj)
p.
Here we use the fact that the norms ||α||p = (
∑n
i=1 |αi|
p)1/p, α = (αi) ∈ C
n, 1 ≤ p <∞ are
equivalent on Cn, C is a corresponding constant. Since {ej}
N
j=1 is a basis of the subspace
PBH and p ≤ 2 we have
∑
k∈K
||(1− PB)AkPB||
2
p ≤
∑
k∈K
(
N∑
j=1
||(1− PB)AkPBej ||
p)2/p ≤
≤M(
∑
k∈K
N∑
j=1
||(1− PB)AkPBej ||
p)2/p ≤MC2/p(
N∑
j=1
(diamβj)
p)2/p = MC2/p|B|2p
for some constant M coming from the equivalence of the norms on Cn.
Similarly,
∑
k∈K
||(1 − PB)A
∗
kPB||
2
p ≤ L|B|
2
p (L = MC
2/p), and therefore
∑
k∈K
||PBAk(1 −
PB)||
2
2 ≤ L|B|
2
p so that∑
k∈K
||[PB, Ak]||
2
p =
∑
k∈K
||(1− PB)AkPB||
2
p +
∑
k∈K
||PBAk(1− PB)||
2
2 ≤ 2L|B|
2
p.
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Let now B(i) = {β
(i)
j }
∞
j=1 be a sequence of the partitions of σ(A) such that supj diamβ
(i)
j → 0
and |B(i)|p → mp(σ(A))
1/p, where mp is the Hausdorff measure on l2(K). Then PB(i) → I
strongly. Since PB(i) = s. limPB(i)n , where B
(i)
n = {β
(i)
j }
n
j=1, one can find a subsequence of
(finite-dimensional) projections P
B
(i)
n(i)
which converges strongly to I. Finally,
lim
∑
k∈K
||[P
B
(i)
n(i)
, Ak]||
2
p ≤ 2L · lim|B
(i)
n(i)|
2
p ≤ 2L · lim |B
(i)|2p = 2L(mp(σ(A)))
2/p <∞,
implying p-semidiagonality of A.
Generally, we decompose the Hilbert space H into a direct sum of subspaces H = ⊕jHj,
where each Hj is invariant with respect to A and A|Hj has a cyclic vector. If A has a finite
multiplicity, we have a finite number of subspaces Hj and the statement easily follows from
what we have already proved.
Recall that an operator A is almost normal if [A∗, A] ∈ S1. The following result was
established by Voiculescu [Vo1, Corollary 2].
Proposition 7.8. Any almost normal operator of finite multiplicity is 2-semidiagonal.
In what follows we apply the obtained results to various problems on multiplication
operators.
8 Application related to the traces of commutators
In [W1] Weiss proved that if A is a normal operator, X ∈ S2 and [A,X ] ∈ S1, then
tr([A,X ]) = 0. The following proposition extends this in several directions.
Proposition 8.1. Let p ∈ (1,∞]. If {Ak}
n
k=1 is p/(p − 1)-semidiagonal, Xk ∈ Sp and∑n
k=1[Ak, Xk] ∈ S1 then
tr(
n∑
k=1
[Ak, Xk]) = 0.
Proof. Let Tk : Sp → Sp, Tk(X) = [Ak, X ], and Sk = Tk|S1. By Proposition 7.1(iii) and
Remark 7.2, there exists a common AII for the intertwinings (Φ, Sk, Tk). By assumption,∑
k∈K [Ak, Xk] = R = Φ(R), for some R ∈ S1 and therefore R ∈ Φ
−1(
∑n
k=1 Im Tk). Then
Theorem 6.1 gives R ∈ (
∑n
k=1 Im Sk) and, since Im Sk ⊂ ker(tr), we obtain tr(R) = 0.
Remark 8.2. The result of Proposition 8.1 extends to infinite family of operators {Ak}k∈K ,
{Xk}k∈K provided that that
∑
k∈K ||Xk||
2
p <∞.
Corollary 8.3. Let {Ak}
n
k=1 and {Bk}
n
k=1 be families of operators satisfying
n∑
k=1
BkAk = 0.
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If {Ak}
n
k=1 is p/(p− 1)-semidiagonal, X ∈ Sp and ∆(X) =
∑n
k=1AkXBk ∈ S1 then
tr(∆(X)) = 0.
Proof. We have
∆(X) =
n∑
k=1
AkXBk −X
∑
BkAk =
n∑
k=1
[Ak, XBk].
Apply now Proposition 8.1 with Xk = XBk.
Corollary 8.4. If fk ∈ Lip1/2([0, 1]), 1 ≤ k ≤ n, then no functions Fk ∈ L2([0, 1]
2)
satisfying the condition
n∑
k=1
(fk(x)− fk(y))Fk(x, y) = 1. (12)
Proof. Let Xk be the integral operator on L2([0, 1]) with the kernel Fk(x, y). Clearly,
Xk ∈ S2. Now (12) can be rewritten in the form
∑
k
[Mfk , Xk] = Q, where Q is the
rank-one operator with kernel F (t, s) = 1. By Proposition 7.7, the family {Mfk}
n
k=1 is 2-
semidiagonal. It remains to apply Proposition 8.1 to Xk, Mfk , p = 2, we obtain tr Q = 0.
A contradiction.
One can consider more general classes of functions Fk imposing more restrictive condi-
tions on fk (and applying Proposition 8.1 with p > 2). For example, for fk ∈ Lip1[0, 1],
(12) can not hold with arbitrary function Fk which are the integral kernels of compact
operators.
We do not know if the constant p/(p− 1) in Proposition 8.1 is strict for all p, but for
p = 2 it is. This follows from
Example 8.5. Let D be the unit disk and dA the area measure on D. In terms of polar
coordinates, we have dA(z) = rdrdθ, z = reiθ. Let H = L2(D, dA(z)) and let
Au(z) = zu(z), Xu(z) =
∫ ∫
(ξ − z)−1u(ξ)dA(ξ).
Then [A,X ] = Q, where Qu(z) =
∫ ∫
u(ξ)dA(ξ). Clearly, rank Q = 1, tr Q > 0, A is
normal and cyclic and hence 2-semidiagonal. We next claim that X ∈ ∩ǫ>0S2+ǫ. In order
to prove this we decompose X into the sum X = X1+X2, where Xi are defined by similar
integrals but in X1 we integrate by the disk |ξ| ≤ |z|, in X2 by the annulus |z| ≤ |ξ| ≤ 1.
Actually, both Xi are represented as operator-weighted bilateral shifts. Indeed, let us
denote, for any k ∈ Z, by Hk the subspace of L2(D), consisting of functions u(r, θ) =
f(r)eikθ, where (r, θ) are the polar coordinates. The map u 7→ f identifies Hk with the
space L2([0, 1], dm), where dm = 2πxdx. For u ∈ Hk one has
X1u(z) =
∞∑
n=0
∫ ∫
r≤|z|
f(r)eikθrn
einθ
zn+1
rdrdθ =
{
2π
∫
r≤|z|
f(r)r−kzk−1rdr, k ≤ 0,
0, k > 0.
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Writing z = reiθ we have therefore
X1u(r, θ) = h(r)e
i(k−1)θ,
where h(r) = Akf(r), Ak is the integral operator on L2([0, 1], dm) with kernel K(r, t) =
rk−1t−kχt<r(r, t). One can easily compute that ||Ak||
2
2 = π
2/(|k|+ 1) so that for p > 2
||X1||
p
p =
∞∑
k=0
||Ak||
p
p ≤
∞∑
k=0
||Ak||
p
2 ≤
∞∑
k=0
πp/(|k|+ 1)p/2 <∞,
i.e., K1 ∈ Sp for any p > 2. Similar arguments shows that K2 ∈ Sp, p > 2, verifying the
statement.
The above construction answers a question of Weiss [W3] (“does a nuclear commutator
of a compact and a normal operators have zero trace?”). It was first published in [Sh1]
with the reference to [BirS] for the proof of the inclusion X ∈ ∩ǫ>0S2+ǫ. We included the
proof because the reference was a mistake - [BirS] does not contain this fact. Using the
arguments of [W1] we deduce from the above example an answer to Question 2 in [W3]:
Corollary 8.6. There is a normal operator A and a compact operator X such that [A,X ] ∈
S1, [A∗, X ] /∈ S1.
Weiss [O] asks also if (12) can be satisfied with n = 2, and Fk ∈ L2([0, 1]
2) if fk are
only supposed to be continuous. The answer is positive as the following result shows.
Proposition 8.7. There are functions f1, f2 ∈ Lip1/3[0, 1] and F1, F2 ∈ L
2([0, 1]2) such
that
(f1(x)− f2(y))F1(x, y) + (f2(x)− f2(y))F2(x, y) = 1 (13)
Proof. Let Π = [0, 1]3 ⊂ R3, πi be the coordinate functions on Π (1 ≤ i ≤ 3). Set
ϕ1(λ) = π1(λ), ϕ2(λ) = π2(λ) + iπ3(λ)
Φ1(λ, µ) =
π1(λ)− π1(µ)
|λ− µ|2
, Φ2(λ, µ) =
π2(λ)− iπ3(λ)− π2(µ) + iπ3(µ)
|λ− µ|2
.
Then
2∑
i=1
(ϕi(λ)− ϕi(µ))Φi(λ, µ) = 1.
An easy calculation shows that Φi ∈ L
2([0, 1]6).
Let γ be the standard Peano curve [0, 1]→ Π. It can be checked that γ ∈ Lip1/3([0, 1],R
3)
and γ preserves the Lebesgue measure: m1(γ
−1(E)) = m3(E), where mn is the Lebesgue
measure on Rn. So, if we set fi(x) = ϕi(γ(x)), Fi(x, y) = Φi(γ(x), γ(y)) then Fi ∈
L2([0, 1]
2, m2), fi ∈ Lip1/3[0, 1] and (13) holds.
Note that if fj in (13) are supposed to be real-valued then (13) fails. Indeed, in this
case Mf1 , Mf2 is a pair of commuting self-adjoint operators, hence is 2-semidiagonal by
Proposition 7.7. So it suffices to apply Proposition 8.1.
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9 Non-commutative version of Fuglede theorem; ex-
tensions of Fuglede-Weiss theorem
The well-known problem of the existence of an operator A for which the image of the
derivation X 7→ [A,X ] has non-trivial intersection with the commutant of the operator A∗
can be formulated for general multiplication operators as the problem of the validity of the
equality
ker ∆˜ ∩ Im∆ = 0 (14)
or of the equivalent equality
ker ∆˜∆ = ker∆. (15)
It should be noted that (15) seems to be the “right” form of the “Fuglede Theorem
for non-normal operators”. Indeed, while the Fuglede theorem can be considered as the
analogs for normal derivations of the fact that kerA = kerA∗, for a normal operator A, the
equality (15) is an analog of the equality kerA∗A = kerA, for arbitrary operators. Clearly
if (15) holds and ∆ commutes with ∆˜ then (15) immediately gives ker∆ = ker ∆˜∆ = ker ∆˜.
Since as we know there are multiplication operators with commuting normal coefficients
for which ker∆ 6= ker ∆˜, the equality (15) fails in general. Nevertheless the following result
shows that it holds for a broad class of multiplication operators.
Theorem 9.1. If {Ak}k∈K is 1-semidiagonal then (15) is valid.
Proof. By Corollary 7.3 there exists a ∗-AIS for (Φ2,∆S2 ,∆) and (Φ, ∆˜S2 , ∆˜). The state-
ment now follows from Corollary 6.10 applied to H = S2, Y = B(H), T1 = ∆, T2 = ∆˜,
S = ∆S2 .
Proposition 9.2. If {Ak}k∈K is 1-semidiagonal and ∆˜∆(X) ∈ S1, then ∆(X) ∈ S2.
Proof. By Corollary 7.3, there exists a ∗-AIS for the pair ((Φ2,∆S2 ,∆), (Φ2, ∆˜S2 , ∆˜)).
Moreover,
∆(X) ∈ ∆˜−1(S1) ∩ Im∆ = ∆˜
−1(Φ2Φ
∗
2((B(H)
∗)) ∩ Im∆.
Applying now Theorem 6.9, we obtain ∆(X) ∈ Φ2(S2) = S2.
Let us write ||X||2 =∞ if X /∈ S2. In this notation the famous Fuglede-Weiss theorem
[W3] states that
||AX −XB||2 = ||A
∗X −XB∗||2
for any normal operators A,B and any operator X . Our next task is to extend this result
to hyponormal operators.
Recall that an operator A ∈ B(H) is said to be hyponormal if [A∗, A] is positive.
Theorem 9.3. Let A ∈ B(H) be a hyponormal operator of finite multiplicity and let
B ∈ B(H) be such that B∗ is hyponormal. Then for each X ∈ B(H)
||AX −XB||2 ≥ ||A
∗X −XB∗||2.
31
Proof. Let first X ∈ S2. Then
||AX −XB||22 = tr((X
∗A∗ −B∗X∗)(AX −XB)) =
= tr(X∗A∗AX − AXB∗X∗ −XBX∗A∗ +XBB∗X∗) ≥
≥ tr(X∗AA∗X − AXB∗X∗ −XBX∗A∗ +XB∗BX∗) = ||A∗X −XB∗||22.
The inequality for arbitrary X follows now from Theorem 6.4 applied to X = S2, Y =
B(H), T1 : X 7→ AX − XB, T2 : X 7→ A
∗X − XB∗ and Si = Ti|S2. The only thing
we need to show is the existence of AII for (Φ2, S1, T1) and, by Proposition 7.1, it would
be sufficient to prove that A is 2-semidiagonal. But beacuse A is hyponormal and has
finite multiplicity, A is almost normal, i.e. [A,A∗] ∈ S1 (see, e.g. [C]), and therefore
2-semidiagonal by Proposition 7.8.
Now we consider an extensions of the Fuglede-Weiss theorem to general multiplication
operators with normal coefficients.
Let A = {Ak}k∈K and B = {Bk}k∈K , be two separately commutating families of normal
operators satisfying (11).
Proposition 9.4. Suppose that for each j ∈ J we are given bounded functions fj, uj on
σ(A) and gj, vj on σ(B) such that
|
∑
j∈J
fj(x)gj(y)| ≤ |
∑
j∈J
uj(x)vj(y)|.
If ess-dim (A) ≤ 2, all fj ∈ Lip1(σ(A)) and
∑
j∈J ||fj||
2
Lip1
<∞, then
||
∑
j∈J
gj(B)Xfj(A)||2 ≤ ||
∑
j∈J
vj(B)Xuj(A)||2 (16)
for each X ∈ B(H).
Proof. Let ∆1(X) =
∑
j∈J gj(B)Xfj(A) and ∆2(X) =
∑
j∈J vj(B)Xuj(A). The assump-
tion on σ(A) and the functions fj, j ∈ J , implies ess-dim({fj(A)}j∈J) ≤ 2. By Proposi-
tion 7.7, {fj(A)}j∈J is 2-semidiagonal and hence there exists an AII for (Φ2, (∆1)S2 ,∆1).
Using the same arguments as in the proof of Proposition 9.3, we see that it is enough to
show the inequality (16) for X ∈ S2. For this we consider the families A, B concretely
represented as (Akf)(x) = ak(x)f(x) on L2(T, µ) and (Bkg)(x) = bk(x)g(x) on L2(S, ν)
(ak ∈ L∞(T, µ), bk ∈ L∞(S, ν)). Then X ∈ S2(L2(T, µ), L2(S, ν)) is an integral operator
with a kernel K(x, y) ∈ L2(T × S, µ× ν) and so are the operators ∆1(X) and ∆2(X) with
kernels
K1(x, y) = K(x, y)
∑
j∈J
fj(a(x))gj(b(y)) and K2(x, y) = K(x, y)
∑
j∈J
uj(a(x))vj(b(y))
respectively, where a(x) = (ak(x))k∈K , b(x) = (bk(x))k∈K . Since a(x) ∈ σ(A), b(y) ∈ σ(B)
for almost all (x, y) ∈ T × S, we have
|K1(x, y)| ≤ |K2(x, y)| a.e.,
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whence
||∆1(X)||
2
2 ≤ ||∆2(X)||
2
2.
We mention two special cases of this result; they extend to ”long” multiplication oper-
ators the Fuglede-Weiss and Fuglede theorems respectively.
Corollary 9.5. If ess-dim (A) ≤ 2, then
||
∑
k∈K
BkXAk||2 = ||
∑
k∈K
B∗kXA
∗
k||2 (17)
for any X ∈ B(H).
Corollary 9.6. Let A be a normal operator, fk ∈ Lip1σ(A), such that
∑
k∈K
||fk||
2
Lip1
<∞,
and let Ak = fk(A). Then the equations
∑
k∈K
AkXBk = 0 and
∑
k∈K
A∗kXB
∗
k = 0 are equivalent
in B(H).
Proof. By the assumptions ess-dim {Ak}k∈K ≤ 2. The statement now trivially follows
from Corollary 9.5.
It would be desirable to have a “qualitative” version of non-commutative Fuglede Theo-
rem which would imply simultaneously the Fuglede-Weiss theorem for a sufficiently general
class of multiplication operators. The following result is a first step in this direction.
Proposition 9.7. If the coefficient family {Ak}k∈K of ∆ is 1-semidiagonal then
||∆(X)||22 = tr(X
∗∆˜∆(X)) (18)
for any compact operator X such that ∆˜∆(X) ∈ S1.
Proof. Follows from Theorem 6.9(ii) and Corollary 7.3(i).
Clearly the proposition shows that on S∞ ker ∆˜∆ = ker∆ (a restrictive form of The-
orem 9.1). On the other hand if ∆ has normal coefficients and, for some X ∈ S∞,
∆˜∆(X) ∈ S1 then ∆∆˜(X) ∈ S1 and from (18) we get ||∆˜(X)||
2
2 = ||∆(X)||
2
2 - a special
case of Corollary 9.5.
Clearly, the “Fuglede theorem” for arbitrary ∆ holds in S2 and therefore in Sp, p ≤ 2.
Now we will show that for its validity in Sp, p > 2, some restrictions on the coefficient
families are necessary.
Proposition 9.8. For any p > 2 there is a multiplication operator ∆ with commuting
normal coefficients satisfying (10) such that the equations ∆(X) = 0 and ∆˜(X) = 0 are
non-equivalent in Sp.
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Proof. Using the arguments in [R, 7.8.3-7.8.6] one could show that there are sequences
c ∈ lp(Z) and d ∈ l1(Z) such that c ∗ d = 0 and c ∗ dˆ 6= 0 where dˆn = d¯−n. Let dn = anbn
with |an| = |bn|, for each n ∈ Z. We denote by U the bilateral shift acting on the space
l2(Z) (Uen = en+1, where (en) is the standard basis) and set An = anU
n, Bn = bnU
−n,
X = diag(c) which means that Xen = cnen. Clearly {An}n∈Z, {Bn}n∈Z are commuting
families of normal operators satisfying (10) and X ∈ Sp. An easy calculation shows that∑
n∈Z
AnXBn = diag(d ∗ c) = 0,
∑
n∈Z
A∗nXB
∗
n = (diag(d ∗ cˆ))
∗ 6= 0.
A very interesting result of Weiss [W2] states that if the coefficient families A, B are
(normal and) finite then equality (17) is valid for any X such that ∆(X) and ∆˜(X) belong
to S2. We will finish this section by showing how this result may be obtained by using the
technique of intertwinings. The intermediate steps of the proof are of their own interest
and will be used in the next section.
Lemma 9.9. If card K <∞ then S1 ∩ ker∆S2 is S2-dense in ker∆S2 .
Proof. Using the spectral theorem we represent our operators Ak, Bk as (Akf)(x) =
ak(x)f(x) on H1 = L2(X, µ) and (Bkg)(y) = bk(y)g(y) on H2 = L2(Y, ν). Set
Φ(x, y) =
∑
k∈K
fk(x)gk(y) and E = {(x, y) ∈ X × Y | Φ(x, y) = 0}.
The space S2(H1, H2) is naturally identified with L2(X × Y,m), where m = µ × ν.
Moreover, one can easily see that an operator T belongs to ker∆S2 iff the corresponding
kernel K(x, y) ∈ L2(X × Y,m) satisfies
K(x, y)Φ(x, y) = 0 m-almost everywhere.
This means that the space ker∆S2 is isomorphic to the space of all functions K ∈ L2(X ×
Y,m) vanishing outside E m-almost everywhere, i.e. to the space L2(E,m). Since card K <
∞, we have, by Corollary 2.5, that E is τ -pseudo-open, i.e. it is a union of a countable
number of rectangles Ai × Bi, Ai ⊂ X , Bi ⊂ Y and a m-null set. Therefore
L2(E,m) ≃ ⊕
∞
i=1L2(Ai ×Bi, m).
It remains to see that for each rectangle Π the space L2(Π, m) is generated by functions of
type f(x)g(y) corresponding to operators of rank one, the proof is complete.
Let ∆(B(H))
w∗
denote the weak∗-closure of ∆(B(H)).
Corollary 9.10. If card K <∞ then
∆(B(H))
w∗
∩S2 ∩ ker∆ = {0}. (19)
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Proof. Let X ∈ ∆(B(H))
w∗
: X = limt∆(Zt). For any Y ∈ S1 ∩ ker∆ we have
tr(Y ∗X) = lim
t
tr(Zt(∆˜(Y ))
∗).
Hence if X ∈ S2 then by the previous lemma tr(Y
∗X) = 0 for any Y ∈ S2 ∩ ker∆. So if
also X ∈ ker∆ then tr(X∗X) = 0 and X = 0.
Corollary 9.11. [W2]. If card K <∞, ∆(X), ∆˜(X) ∈ S2 then (17) holds.
Proof. The equality (19) implies immediately that the S2-closures of (Im ∆)∩S2 and the
S2-closure of (Im ∆˜) ∩ S2 have trivial intersections with ker∆. Now the result follows
directly from Proposition 6.5.
10 Linear operator equations with normal coefficients.
The purpose of this section is the study of the thin spectral structure of the multiplication
operators with commuting normal coefficients satisfying (11). The results will be applied in
the next section to the individual synthesis in Varopoulos algebras, convolution equations
and partial differential equations with constant coefficients.
Lemma 10.1. Let (Ω, µ) be a space with finite measure. Assume that Ω is metrizable
such that mp(Ω) < ∞, where mp is the Hausdorff measure corresponding to the measure
function h(r) = rp. If T : L2(Ω, µ)→ H is such that
||TP (α)||2 ≤ C(diam α)p
for any α ⊂ Ω, where P (α) is the multiplication operator by the characteristic function of
α, then T ∈ S2(L2(Ω, µ), H) and
||T ||22 ≤ Cmp(Ω).
Proof. For any covering E = (α1, . . . , αn) of Ω, set |E| =
∑n
k=1(diam αk)
p. Let ek =
χk/||χk||, where χk is the characteristic function of αk, and let QE be the projection onto
the linear span of {ek}
n
k=1 in L2(Ω, µ). Then
||TQE ||S2 =
n∑
k=1
||Tek||
2 ≤ C|E|.
Taking a sequence of coverings {Ej} such that Ej+1 is a refinement of Ej and |Ej| → mp(Ω),
we obtain QEj →
s 1 and
lim
j
||TQEj ||
2
S2
≤ Cmp(Ω).
Therefore, T ∈ S2 and ||T ||
2
S2
≤ Cmp(Ω).
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Let ∆(X) =
∑
k∈K BkXAk, where A = {Ak}k∈K , B = {Bk}k∈K are families of com-
muting normal operators acting on Hilbert spaces H1 and H2 respectively and satisfying
(6). Recall that by E∆(0) we denote the space
{T ∈ B(H1, H2) | ||∆
n(T )||1/n → 0, n→∞}.
Lemma 10.2. Assume that ess-dim A ≤ 2n and A has a cyclic vector. Then
∆n(X) ∈ S2
for any X ∈ E∆(0).
Proof. Without loss of generality we can assume that dim σ(A) ≤ 2n. Let α be a closed
subset of σ(A), A′k = A|EA(α)H1 , ∆
′ is the multiplication operator with coefficients {A′k}k∈K ,
{Bk} and X
′ = X|EA(α)H1. Then it is easy to check that X
′ ∈ E∆′(0). Applying Lemma 5.2
to ∆′, X ′ we obtain the equality
||∆(X)EA(α)|| ≤ 2(
∑
k∈K
||Bk||
2)1/2||X||(diam α).
Changing repeatedly X by ∆(X)EA(α) we obtain
||∆n(X)EA(α)|| ≤ C(diam α)
2n,
where C = (2(
∑
k∈K ||Bk||
2)1/2||X||)2n.
It remains to note that since dim σ(A) ≤ 2n, we have m2n(σ(A)) < ∞, and, since
A has a cyclic vector, EA(α) the multiplication by the characteristic functions of α on
L2(σ(A), µ), where µ is the scalar spectral measure of A. The statement now follows
directly from Lemma 10.1.
Theorem 10.3. If ess-dim (A) ≤ 2, then E∆(0) = ker∆.
Proof. Assume first that A has a cyclic vector. If X ∈ E∆(0), then, by Lemma 10.2,
∆(X) ∈ Φ2(S2). We have
∆(X) ∈ E∆(0) ∩S2 = E∆S2 (0) = ker∆S2 = ker(∆S2)
∗.
The last equality holds because ∆S2 is normal. Therefore, by Corollary 6.2, ∆(X) ∈
Φ2(ker∆
∗
S2
) ∩ Im ∆ = {0}.
Generally, decompose H into a direct sum of subspaces H = ⊕∞j=1Hj, where each
Hj is invariant with respect to {Ak}k∈K and {Ak}k∈K |Hj has a cyclic vector. Then each
X ∈ B(H) can be written as a row operator X = (X1, X2, . . .), where Xj = X|Hj , and
∆(X) = (∆1(X1),∆2(X2), . . .), where ∆j is the restriction of ∆ to B(Hj, H). Now if
X ∈ E∆(0), Xj ∈ E∆j(0) ker∆j and hence X ∈ ker∆.
Corollary 10.4. If card K <∞ and ess-dim (A) ≤ 2n then E∆(0) = ker∆
n
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Proof. We can assume that {Ak}k∈K has a cyclic vector (the general case reduces to this
one as above). By Lemma 10.2, ∆n(X) ∈ S2 for any X ∈ E∆(0). The arguments similar
to one in the proof of Theorem 10.3, gives
∆n(X) ∈ Im ∆n ∩ ker∆∗S2 ⊂ Im ∆ ∩ ker∆
∗
S2
.
Therefore it is enough to show that Im ∆ ∩ ker∆∗S2 = {0}. But this follows immediately
from Corollary 9.10.
Let X be a Banach space and let T be a linear mapping on X. The ascent, asc T , is
defined as the least positive integer n such that ker T n = ker T n+1. If no such integers exist
we put asc T = ∞. Since ker∆k ⊂ E∆(0), we obtain from Corollary 10.4 an estimate of
the ascent
ess-dim (A) ≤ 2n⇒ asc ∆ ≤ n (20)
or setting (x] = −[−x], the smallest integer ≥ x,
asc ∆ ≤ (
1
2
ess-dim (A)] (21)
This implies a more simple and rough result: asc ∆ ≤ k = card K. Somewhat more precise
(but of course also rough) estimate is given in the following result:
Proposition 10.5. asc ∆ ≤ k − 1.
Proof. Clearly, if ∆ has length k then, by (21), asc (∆− zI) ≤ k for any constant z.
Assume first that the operators A1, B1 are invertible and denote by RA1 , LB1 the right
and the left multiplication by A1 and B1 respectively. Then
∆ = RA1LB1(∆
′ + 1),
where ∆′ is a multiplication operator of length ≤ k−1. Since clearly asc ∆ = asc (∆′+1),
we obtain asc ∆ ≤ k − 1.
To prove the statement in general case consider the hyperplane S = {(zi) ∈ C
k | z1 = 0}
and the set M of all closed subsets K ⊂ Ck such that either K ∩ S = ∅ or K = S. Let Q
be the family of the projections REA(K1)LEB(K2), K1, K2 ∈M . One can easily see that Q is
complete, meaning that, for any X ∈ B(H1, H2), the closed subspace generated by P (X),
P ∈ Q, contains X .
Next we note that
asc ∆ = sup{asc(∆P ) | P ∈ Q}
for any complete family Q of projections commuting with ∆ and that for any such pro-
jection P either asc(∆P ) = 1 or asc(∆P )asc(∆P |PX), X = B(H1, H2). Hence it is enough
to show that asc (∆P |PX) ≤ n − 1 for any P ∈ Q. But if some of K1 and K2 equals
S then for P = REA(K1)LEB(K2), RA1LB1P = 0 and ∆P |PX has length ≤ n − 1 implying
asc (∆P |PX) ≤ n − 1. Otherwise, the restrictions of the operators RA1 , LB1 to PX are
invertible reducing the problem to the case treated in the beginning.
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Remark 10.6. Proposition 10.5, being much less general than (21) has its advantages.
For example, it implies immediately the result of Weiss [W3] on multiplication operators
of the length 2.
Corollary 10.7. If ess-dim (A) ≤ 2, then the solution space of the equation∑
k∈K
BkXAk = 0
is reflexive.
Proof. It follows from Theorem 10.3, Proposition 5.1 and Corollary 4.8.
In the next section it will be shown that this statement can be regarded as an operator
version of the Beurling-Pollard theorem on synthesis of Lip1/2-functions on the circle.
11 Individual synthesis in Varopoulos algebras; some
applications
We can now return to our initial topic and apply Proposition 4.5 and Theorem 10.3 to
obtain a criterium for synthesis of functions in the Varopoulos algebra V (X, Y ).
Theorem 11.1. Let F =
∑∞
i=1 fi ⊗ gi ∈ V (X, Y ), f(x) = (f1(x), f2(x), . . .) ∈ l2. If
dim f(X) ≤ 2, then F admits spectral synthesis.
Proof. Take arbitrary borel measures µ, ν on X , Y and let ∆F be the multiplication
operator as defined in Section 4. Then its left coefficient family A = {Ai}
∞
i=1 coincides
with {Mfi}
∞
i=1, whence σ(A) ⊂ f(X), dim σ(A) ≤ dim f(X) ≤ 2. The statement now
follows from Theorem 10.3 and Corollary 4.8.
Note that if dim X = 1 (or 2) and fi ∈ Lip1/2(X) (respectively fi ∈ Lip(X)) with the
Lipschitz constants Ci such that
∑
Ci <∞ the theorem says that F (x, y) =
∑
i fi(x)gi(y)
admits spectral synthesis in V (X, Y ). This shows that Theorem 11.1 can be considered as
a tensor algebra version of the Beurling-Pollard theorem and Corollary 10.7 as its operator
version.
Theorem 11.2. Let F (x, y) =
∑k
i=1 fi(x)gi(y) ∈ V (X, Y ). Let m = (dim f(X)/2], where
f : X → Ck is the map x 7→ (f1(x), . . . , fk(x)). Then the sequence of closed ideals
Jj = F jV (X, Y ) of V (X, Y ) stabilizes on a number n ≤ m. Moreover, for any Banach
module M over V (X, Y ) the sequence of submodules F jM stabilizes on a number n ≤ m.
Proof. Clearly the annihilator J⊥j of Jj in V (X, Y )
′ coincides with the space
Wj = {B ∈ V (X, Y )
′ | F jB = 0}.
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It suffices to prove that Wm+1 = Wm. Let B ∈ Wm+1. As in the proof of Proposition 4.5
there are measures µ, ν on X , Y and an operator T : L2(X, µ)→ L2(Y, ν) such that
〈u⊗ v, B〉 = (Tu, v)
for any u ∈ C(X), v ∈ C(Y ).
If ∆F is the multiplication operator corresponding to F then for its left coefficient
family A = {Mfi}
k
i=1, we have σ(A) ⊂ f(X), and dim σ(A) ≤ dim f(X). The bimeasure
FB corresponds to the operator ∆F (T ), F
jB to ∆jF (T ). Thus T ∈ ker∆Fm+1 = ker∆Fm
by (21), and B ∈ Wm.
We actually established that Fm = limj F
m+1Gj for some sequence {Gj} in V (X, Y ).
This implies immediately the equality FmM = Fm+1M for any Banach module M .
Next results relate the problematic with harmonic analysis and ordinary differential
equations. Let F denote the Fourier transform (acting in any of the spaces of ordinary or
generalized functions considered below), D be the space of compactly supported infinitely
differentiable functions on Rn, D′ its dual space, FL1(R
n) the Fourier algebra, PM(Rn)
the space dual to FL1(R
n) (the space of pseudomeasures), ϕ ∗ ψ the convolution of two
functions in D. The imbedding PM ⊂ D′ permits one to consider the distribution pΦ ∈ D′
for any polynomial p in n variables and any pseudomeasure Φ.
Corollary 11.3. Let p be a polynomial in two variables then for Φ ∈ PM(R2) the inclusion
supp Φ ⊂ p−1(0) is equivalent to the condition pΦ = 0.
Proof. Let supp Φ ⊂ p−1(0). Clearly, there exist polynomials si, ri, 1 ≤ i ≤ N , such
that p(x − y) =
∑N
i=1 si(x)ri(y), x, y ∈ R
2. For u, v ∈ D set ai(x) = u(x)si(x) and
bi(y) = v(y)ri(y). Since the Fourier transform FΦ of a pseudomeasure Φ belongs to
L∞(R
2) we have a well-defined bounded operator T = F−1MFΦF on L2(R), here MFΦ is
the multiplication operator by the function FΦ. T is supported in
E = {(x, y) ∈ R2 × R2 | x− y ∈ supp Φ}.
In fact, for f , g ∈ L2(R
2), one can easily see that
(Tf, g) = 〈Φ, f ∗ ˜¯g〉,
where φ˜(x) = φ(−x). Let α, β be closed sets such that (α× β)∩E = ∅. Since E is closed,
there exist open sets α0 ⊃ α, β0 ⊃ β such that α¯0× β¯0 does not intersect E. For every pair
of functions f , g ∈ L2(R
2) ∩ C(R2), which vanish outside the sets α0 and β0 respectively,
we have supp (f ∗ ˜¯g) ⊂ supp (f)− supp (g) ⊂ α¯0 − β¯0, and since (α¯0 − β¯0) ∩ supp Φ = ∅,
we have (Tf, g) = 〈Φ, f ∗ ˜¯g〉 = 0, implying Mχβ0TMχα0 = 0 and MχβTMχα = 0. By the
regularity of the Lebesgue measure we have that this is true for any Borel sets α, β. Clearly
E ⊂ {(x, y) ∈ R2 × R2 | p(x− y) = 0} ⊂ {(x, y) ∈ R2 × R2 |
N∑
i=1
ai(x)bi(y) = 0}.
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Since ai are smooth functions on R
2, we have that ess-dim ({Mai}) ≤ 2. Applying now
Proposition 4.7 and Theorem 10.3 we conclude that
∑
MbiTMai = 0. A direct computation
shows that for ϕ, ψ ∈ D
(
N∑
i=1
MbiTMaiϕ, ψ) = 〈pΦ, uϕ ∗
˜¯vψ〉,
where 〈·, ·〉 is the pairing of the spaces D and D′. Therefore, 〈pΦ, uϕ ∗ ˜¯vψ〉 = 0, for any u,
ϕ, v, ψ ∈ D; this shows that pΦ = 0.
The reverse implication is obvious.
Corollary 11.4. The space of all bounded solutions of the equation
p(i
∂
∂x1
, i
∂
∂x2
)u = 0 (22)
in R2 is completely determined by the variety of zeros of the polynomial p in R2.
Proof. The equation (22) is equivalent to pΦ = 0, where Φ = F−1u is a pseudomeasure.
By Corollary 11.3, the space of its solutions is the set of all pseudomeasures such that
supp Φ ⊂ p−1(0).
Remark 11.5. (i) The result of Corollary 11.4 clearly extends to a wide class of infinite
order equations (that is (22) with a smooth functions p instead of polynomial).
(ii) For polynomials in n > 2 variables the result obtains the following form: if p, q are
polynomials with p−1(0) ⊂ q−1(0) then any bounded solution of the equation
p(i
∂
∂x1
, . . . , i
∂
∂xn
)u = 0
satisfies the equation
q(i
∂
∂x1
, . . . , i
∂
∂xn
)mu = 0,
wherem = (n/2]. For the proof one should only use Corollary 10.4 instead of Theorem 10.3.
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