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Abstract
Growing progress in sensor technology has constantly expanded the number and range of low-cost, small, and portable sensors
on the market, increasing the number and type of physical phenomena that can be measured with wirelessly connected sensors.
Large-scale deployments of wireless sensor networks (WSN) involving hundreds or thousands of devices and limited budgets of-
ten constrain the choice of sensing hardware, which generally has reduced accuracy, precision, and reliability. Therefore, it is
challenging to achieve good data quality and maintain error-free measurements during the whole system lifetime. Self-calibration
or recalibration in ad hoc sensor networks to preserve data quality is essential, yet challenging, for several reasons, such as the
existence of random noise and the absence of suitable general models. Calibration performed in the field, without accurate and con-
trolled instrumentation, is said to be in an uncontrolled environment. This paper provides current and fundamental self-calibration
approaches and models for wireless sensor networks in uncontrolled environments.
Keywords: Wireless Sensor Networks (WSN), Calibration, Low-cost sensors, Uncontrolled environments, Quality of Information
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1. Introduction
In recent years there has been a growing interest in the use of
networks of monitoring nodes based on low-cost sensor tech-
nology. The monitored parameters measured by sensors in-
clude air quality parameters (e.g., concentration of gases such
as NO2, NO, CO, CO2, and O3, or concentration of particulate
matter, such as PM2 or PM10), environmental parameters (e.g.,
temperature, humidity, radioactivity), noise, wind, tracking of
objects or persons, presence of animals, and perimetric secu-
rity. Many of these sensors are sold by manufacturers without
individual calibration parameters except for some generic cal-
ibration values in the data-sheet description of sensor devices.
In some situations, the sensing devices were individually cal-
ibrated by the manufacturer, usually under controlled condi-
tions. In any case, calibration, either during the pre-installation
phase or during the monitoring network operation, is necessary
in order to achieve the data quality requirements.
Sensor calibration in the deployment of large-scale cyber-
physical IoT systems and ad hoc sensor networks is mandatory
due to the inherent process of device imperfection and noise
in the massive data collected. In recent years there has been a
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growing interest in applying all the theoretical knowledge ac-
quired in wireless sensor networks (WSN) to commercial or re-
search deployments. Much of this research has focused on chal-
lenges related to communication protocols suited to WSN and
the management of their energy consumption [1, 2, 3, 4]. From
the very beginning, some works paid attention to the quality of
the sensing data, [5, 6, 7, 8] but most of them focused on sim-
ple data applications, such as temperature or relative humidity,
since these were the types of data measured by the first avail-
able sensors. Others [9, 10] used synthetic data generated with
probability functions, such as Gaussian distribution functions,
for validating calibration models. However, the concern for the
quality of the data has increased with the growth of real wire-
less sensor deployments. For example, Buonadonna et al. [11]
mentioned the disappointment when the values of light sensors
(calibrated according to the manufacturer’s specification) in a
deployment were compared with the value from a calibrated
sensor in an environmentally controlled chamber. Ramanathan
et al. [12] described the difficulties in obtaining realistic read-
ings of ion-selective electrode sensors used for monitoring wa-
ter quality in a real deployment in Bangladesh. More recently,
Snyder et al. [13] and Williams [14] mentioned the lack of
knowledge on the performance and long-term reliability of low-
cost air pollution sensors.
The classical calibration process mainly consists of calibrat-
ing the sensor device in a controlled environment, for example,
in a laboratory with high-cost instrumentation, where the sen-
sor response is measured under different controlled conditions.
When it is not possible to use such a laboratory, or when sensor
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devices are under operation after deployment, the sensor param-
eters can be self-calibrated and adjusted in reference to another
sensor of the network, whether calibrated with a ground-truth2
[15, 16] reference node, calibrated with respect to already cal-
ibrated sensor nodes (e.g., distributed calibration), [17] or with
respect to not-calibrated sensor nodes (e.g., blind calibration)
[18].
When the sensor response cannot be measured in a controlled
environment and the sensor parameters have to be adjusted ac-
cording to other sensor nodes in the network, the calibration is
said to be in an uncontrolled environment. In this case, poor or
incomplete calibration can lead to significant errors in sensor
measurements. Moreover, even if the sensors are calibrated be-
fore deployment, it is not possible to prevent sensor drift after
deployment, especially when the lifetime of sensor systems can
be as long as years. In some cases, even costly high-accuracy
sensors produce faulty data when aging. Therefore, it is nec-
essary to automatically detect drifts and miscalibration in order
to correct sensors’ measurement after deployment to ensure the
trustworthiness of long-term WSNs.
While important, ensuring data quality in WSNs presents
several challenges [19]. The quantity of data is large, but the
quality is low, since the data can be subject to many types of
faults. In a real sensor network deployment, Buonadonna et al.
[11] observed that failures can occur in unexpected ways which
provide inaccurate data. Koushanfar et al. [20] have identified
several facets of faulty data and suggested five phases of test-
ing sensor-based systems. Ni et al. [21] defined data faults to
be data reported by a sensor that are inconsistent with the phe-
nomenon of interest. Measurement faults can be produced by
systematic and random errors. Each measurement has unpre-
dictable random errors due to environmental noise, the preci-
sion of the equipment, or sensor manufacturing defects.
This survey provides insight into existing calibration ap-
proaches, models, and methods that have been proposed for an
efficient calibration process when expensive equipment for con-
trolled calibration is not available, or when the sensor nodes are
already deployed in the field. Calibration is a technically chal-
lenging task mainly due to the existence of random noise and
the absence of suitable general models. Calibration techniques
and models depend on the physical space of the signal mea-
sured, on the availability of ground-truth data, and on the capa-
bilities of the sensor nodes. Although there is a rich variety of
papers related to calibration models and algorithms for differ-
ent sensors, we have not found any survey that has collected the
definitions, approaches, and models used for calibrating sensors
in WSNs. The closest research area in which part of this knowl-
edge is collected is sensor faults research, [21, 22] where cali-
bration is considered one of the many causes of wireless sensor
node faults.
Our main contributions are the following:
• We first define calibration in uncontrolled environments,
2The ground-truth value is the reference value obtained from a perfectly
calibrated sensor. In machine learning, the ground-truth value refers to the
accuracy of the training set’s classification for supervised learning techniques.
stressing that an uncontrolled environment involves cal-
ibration in the field and not necessarily in the presence
of accurate instrumentation. Moreover, we state the main
challenges in calibrating low-cost sensors in uncontrolled
environments in WSNs.
• We present calibration models and the difficulty in choos-
ing a specific calibration model in the calibration process.
• We state the quality of information (QoI) metric generally
used to evaluate the performance of a calibration process.
• We define calibration approaches and attributes in order to
calibrate a sensor. These include specifying the conditions
that the calibration process follows, specifically, what the
measurement area is, how many sensors are involved in the
calibration process, what the knowledge of the physical
phenomenon is, what the position of the calibration sensor
is with respect to reference data when reference data ex-
ist, how many times the calibration process is performed,
how the information is processed with respect to the nor-
mal application operations, and where the calibration is
performed.
• Finally, we present guidelines on how to calibrate a sensor
network.
The aim of this survey, then, is to provide a systematically
characterized taxonomy of approaches, attributes, and models
for the calibration of sensors in WSN in uncontrolled environ-
ments. Sections 2, 3, and 4 present the basics of sensor calibra-
tion, calibration models, and different validation metrics used to
evaluate the accuracy of a calibration model. Section 5 focuses
on the different attributes and approaches of a calibration pro-
cess. Section 6 gives guidelines in how to calibrate a low-cost
sensor network. Section 7 discusses the existing research chal-
lenges in the field of calibration in uncontrolled environments.
Finally, Section 8 summarizes and concludes the paper.
2. Background on Calibration
By definition, calibration refers to the process of correcting
systematic errors (i.e., biases) in sensor readings often by com-
paring a known measure from a first device with an unknown
measure of a second device to adjust the parameters that rule
this second device, in order to provide an accurate measure-
ment. The term has also often been used to refer to the process
of adjusting the raw sensor readings to obtain corrected values
by mapping them into standardized units. Traditional single-
sensor calibration often relies on providing a specific stimu-
lus with a known result, thus creating a direct mapping be-
tween sensor outputs and expected values. Consequently, such
calibration for a sensor is often subject to specific ranges and
operating-condition restrictions, which are reported in the man-
ufacturer’s specifications of the sensor. This type of calibration
can be performed in the factory, during the production stage,
manually in the field, or both. In addition to component-level
calibrations, sensors usually must be calibrated at the device
2
level when used as part of a measurement system. Moreover,
recalibration is usually required in order to ensure proper oper-
ation of a measurement device, as aging and other factors affect
sensors and other measurement hardware over time. In wireless
sensor networks, when this process is performed in the field, in
the absence of an environmentally controlled chamber, we call
it self-calibration in an uncontrolled environment3.
2.1. Calibration Challenges
Calibration in sensor networks is challenging because of sev-
eral reasons [5, 6, 7, 11]. First, the sensor system network
consists of a large number of devices typically with no calibra-
tion interface. Therefore, in-place sensor calibration schemes
become impractical, time consuming, and difficult to achieve.
Moreover, sensor nodes are exposed to environmental noise and
hardware failures, and the mismatch between factory calibra-
tion conditions and in-field conditions makes the calibration of
sensors challenging. In addition, different sensors require dif-
ferent calibration procedures, and the reference values might
not be readily available. So, in general, even when the response
function is known, calibration in uncontrolled environments is
difficult. An example is an ozone (O3) sensor whose output
value depends not only on the O3 concentrations but also on the
environmental conditions – temperature and relative humidity
– of the place in which the sensor is deployed. Conducting a
multiple linear regression with respect to ground-truth O3 con-
centrations in a place with different environmental conditions
than those of the place in which the sensor node will be de-
ployed can produce large errors in the predicted O3 concen-
trations [16]. Yamamoto et al. [23] have recently observed a
similar behavior in temperature sensors. Temperature sensors
calibrated in a place behave differently when placed in another
location because of the difference in environmental conditions
(such as solar radiation, humidity, wind speed, rainfall, and az-
imuth) between the two locations.
In large-scale networks, two more challenges add to the in-
herent difficulties of calibrating a sensor: (i) the need to cali-
brate a massive number of sensors and (ii) the inconveniences
of physically accessing the sensors, as they may be deployed in
far and harsh, or even hostile, environments. Additionally, the
sensors are presumed to stay active for long periods of time af-
ter deployment; therefore, they are expected to be checked regu-
larly against standard instruments to ensure the measurements’
quality and to allow periodic recalibration necessary because
of the loss of accuracy caused by environmental conditions or
internal defects. However, calibration is expected to minimize
systematic and random errors; increase the accuracy of sensor
readings with respect to the reference model; and manage the
3Henceforth, throughout the paper, whenever we speak of calibration, we
refer to self-calibration in uncontrolled environments in WSNs. We stress that
accurate instrumentation can be used in the calibration process in uncontrolled
environments. The difference with respect to controlled environments is that
in controlled environments, the calibration conditions can be manipulated man-
ually (in a controlled chamber) to match the manufacturer’s data-sheet condi-
tions, while in non-controlled environments, there may be instrumentation that
provides reference information but depends on conditions that cannot be ma-
nipulated.
aforementioned constraints, or requirements, in addition to the
limited capability of available sensors to provide accurate data
at a low cost and without overhead mechanisms. Hence, a good
calibration process should consider the following aspects [24]:
i) time and monetary cost, ii) disruption to normal operation, iii)
access to sensors in places difficult to access, and iv) calibration
of a large number of sensors in the field. For example, in many
large cities, sensors are installed in traffic lights or lamp-posts.
Installing these sensors implies stopping vehicle traffic, and ac-
cess to these sensors is difficult, costly, and time consuming.
2.2. Calibration Faults
Sensor error is defined as an unexpected value from the sen-
sor device after its deployment. This type of error comprises
precision degradation, reading bias, drift, noise, or sensor fail-
ure, which is generally due to miscalibration. The miscalibra-
tion error, also known as measurement error, can be defined as
the difference between the values indicated by a sensor device
and the true values provided by a reference model. Data faults
due to miscalibration can manifest in different forms by lower-
ing the accuracy of sensor measurement, its precision, or both.
Usually, these errors are referred to as bias, gain, drift, or off-
set. The offset, gain, and drift are the well-known miscalibra-
tion errors that were first identified in [6, 12, 18] and discussed
by [21, 22] as the main three different forms of sensor calibra-
tion faults in uncontrolled environments. Offset arises when the
measured value Y differs from the true value X by a constant
amount β0, and it can be determined by measuring the sensed
value when the ground-truth value is zero. When offset error is
present, the measured values follow similar patterns to those of
the expected phenomenon. Gain refers to the rate or the amount
of change of the measured value with respect to the change in
the underlying ground-truth value. In the specific case of a lin-
ear response function, the measured value is expressed by the
following equation:
Y = f (β, X) = β0 + β1X. (1)
Here, the coefficients β0 and β1 represent the offset and gain
parameters, respectively. The term bias refers to deviations that
are systematic, not random, for example, because one can con-
sistently over- or underestimate the measurements by X units.
Bias, then, can be employed to express the gain, the offset, or
both of them in sensor reading. Drift refers to the change over
time of the gain and offset parameters associated with a sen-
sor’s original, or factory, calibration formulas, that causes the
performance of the sensor to deviate from the real signal of
the expected phenomenon. Honicky [25] observed that when
a sensor is miscalibrated, its gain drift can often be bounded to
a certain percentage range. For example, the gain of electro-
chemical sensors can drift no more than 5% per year, according
to the data sheet [26]. Finally, noise refers to the random er-
rors in sensor measurements that interfere with the calibration
process and alter the calibration parameters. In calibration, the
noise error  is usually expressed as follows:
Y = f (β, X) + , (2)
3
where random noise often follows a probability distribution, for
example,  ∼ N(0, σ2) normal distribution with zero mean and
varianceσ2, and most calibration approaches exploit such prop-
erty to recover from random errors.
3. Calibration Model
Defining the calibration model is fundamental, yet its choice
affects calibration accuracy. Sensors can be characterized by
a specific response function relating to the measured parame-
ters4, defined by the set X, with the output parameter5 defined
as Y , that is Y = f (β, X), where β is the calibration coefficient.
The calibration curve is obtained by fitting an appropriate re-
sponse function to a set of experimental data consisting of the
measured signal relative to a known ground-truth signal. De-
pending on the type of phenomenon being measured, the re-
sponse function associated with the calibration curve may be
linear, logarithmic, exponential, or any other appropriate math-
ematical model. The following are the representative response
functions found in sensor literature.
3.1. Linear Functions
Linear response is the most popular function in which the
ground-truth value y is represented as a linear function of the
measured value x, as follows [6, 11, 18]:
y ∼ f (β, x) = β0 + β1x, (3)
where the calibration coefficients are offset β0 and gain β1.
Temperature sensors6 [6, 18] are examples of sensors in a WSN
that follow linear function responses. A polynomial response
function can also be used when the relationship between the
response y and features x is curvilinear7:
y ∼ f (β, x) = β0 +
M∑
j=1
β jx j. (4)
3.2. Multiple Linear Functions
In multiple linear response functions, the response variable y
depends linearly on a set of parameters, as follows:
y ∼ f (β, x) = β0 +
M∑
j=1
β jx j. (5)
Gas sensors, such as CO, O3, and NO2 sensors, are examples
[15, 16, 27, 28, 29, 30, 31, 32, 33, 34] of sensors that follow
4The input parameters are called predictors, features, independent vari-
ables, or variables in machine learning and statistical learning terminology.
5The output is also called response or dependent variable in machine learn-
ing and statistical learning terminology.
6Temperature sensors in other fields not considered WSN, such as a temper-
ature sensor in a 3D printer, can have other function responses that are nonlin-
ear.
7Polynomials on x belong to linear models since these ones are linear in
coefficient β j.
multiple linear responses. Some gas sensors (see Table 1) are
better fitted, with interactions of several features following a
model such as [16, 27]:
y ∼ f (β, x) = β0 +
K∑
j=1
β jx
a1 j
1 . . . x
aM j
M . (6)
An example [34] is an O3 electrochemical sensor whose re-
sponse depends on O3 and temperature (T):
y ∼ f (β, x) = β0 + β1xO3 + β2x2O3 + β3xT + β4x2T
+ β5xO3 xT + β5x
2
O3 xT + β6xO3 x
2
T . (7)
3.3. Nonlinear Functions
Acoustic, seismic, and electromagnetic signals [7, 17, 35, 36]
attenuate with the distance, d, from the source of the signal.
Let us assume that sensor n is dn meters from the source that
transmits a signal with energy S . The attenuated signal, yn, at
the position of sensor n is [17]
yn ∼ f (βn, x) = S f (βn, dn), (8)
where f (βn, dn) is a decreasing function of dn, and βn is a set of
parameters of the signal decay function f (·) at sensor n. Some
of the signal decay functions used are illustrated next.
Power law decay: The propagation of mechanical waves,
such as acoustic and seismic signals, follows a power law
decay [17]:
yn ∼ f (βn, dn) = S 1(dn/rn)kn , (9)
where βn = {kn, rn}; kn is the decay parameter, and rn is the
reference distance determined by sensor shape.
Exponential decay: The intensity of light attenuates with the
travel distance and follows an exponential decay [17]:
yn ∼ f (βn, dn) = S eλndn , (10)
where βn = {λn}; λn is a decaying parameter, and it is referred
to as the Lambert absorption coefficient.
Other phenomena are known to yield a linear response. How-
ever, when the samples are taken, due to imperfections of the
sensor technology or other causes including the existence of
drift or of a maximum dynamic range, the sensor response
is nonlinear. For illustration of this fact, refer to Figure 1a,
which shows the samples obtained from a metal-oxide ozone
MIC2714 sensor of a WSN deployed in the H2020 CAPTOR
project during summer 2017. The output of the uncalibrated
sensor is in kiloohm. The ozone sensor is connected to a volt-
age divider circuit. The voltage divider has a load resistor and
a variable resistor. The variable resistor varies according to the
ozone concentration, which is what it is obtained at each mea-
surement. The y-axis of Figure 1a shows the resistor values
recorded at each sample time. The sampling rate is one sample
per hour. The data set comprises approximately 900 samples,
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Table 1: Data models for arrays of gas sensors [16, 27].
Sensor model Manufacturer Gas Multiple linear model
O3B4 αSense O3 Y = β0 + β1xO3 + β2xNO2 + β3xNO2 × xH2O2
O3 3E1F Citytech O3 Y = β0 + β1xO3 + β2xNO2
NO2B4, NO2 3E50 αSense, Citytech NO2 Y = β0 + β1xNO2 + β2xO3 + β3xT + β4xRH
MICS 2710 SGX-Sensotech NO2 Y = β0 + β1xNO2 + β2xO3 + β3xT
MICS 4514 SGX-Sensotech NO2 Y = β0 + β1xNO2 + β2xO3 + β3xNO + β4xT
CairClip NO2 CairPol NO2 Y = β0 + β1xNO2 + β2xO3
NO 3E100 Citytech NO Y = β0 + β1xNO + β2xT + β3xRH
TGS-5042, MICS-4514 Figaro, e2V CO Y = β0 + β1xCO + β2RH
Gascard NG, S-100H EdinburghSensors, ELT Sensors CO2 Y = β0 + β1xCO2 + β2xT + β3xRH
collected over 5.5 weeks. The WSN was collocated with a ref-
erence ground-truth node (see Section 5.4). Figure 1b shows
the scatterplot of the sensor node data and reference node data.
The values are normalized to their mean and standard devia-
tion. In general, it is well-known [16, 27, 30] that ozone sensors
can be calibrated using a multiple linear regression using an ar-
ray of sensors (see Section 5.2 and Table 1). Figure 1c shows
the calibrated sensor using a frequentist multiple linear regres-
sion (MLR). Although the error is low, RMSE = 9.09 µgr/m3
with an R2 = 0.947, we can observe from the scatterplot (Fig-
ure 1b) that a nonlinear model could improve the calibration
error. The same sensor is calibrated using a nonlinear model
called support-vector regression (SVR) having a RMSE = 6.21
µgr/m3 with an R2 = 0.976 in Figure 1d. This example shows
that there is no golden rule for choosing a response function
and that different models will calibrate the same sensor giving
different QoI (quality of information), where QoI is measured
in terms of the calibration error given by the model.
Nonlinear responses can be analyzed using a variety of tech-
niques such as (i) maximum likelihood (ML) [17, 37] or max-
imum a posteriori (MAP) [38, 39, 40] in its Bayesian ver-
sion, which finds the calibration parameters that better fit the
data; (ii) splines [7, 35], which approximate nonlinear response
functions by a continuous piecewise linear function with m
segments (i.e., step functions); (iii) support vector regression
(SVR) [31, 41], which classifies data by means of regression
functions that depend on Lagrange multipliers and kernel func-
tions; (iv) random forest [42], which constructs an ensemble
of decision trees using a training data set; the mean value
from that ensemble of decision trees is then used to predict the
value for new input data; (v) artificial neural networks (ANN)
[16, 27, 31], which consist of multiple layers formed by neural
units. A single neuron has a number, I, of inputs, xi, and one
output, y. There are a weight, wi, and a bias, w0, associated with
each input. The neuron response is called activation rule and
captures the nonlinearity of the sensors.
3.4. Choosing a Model
The choice of calibration model depends on the type of phe-
nomena that the nodes measure, the resources of the wireless
sensor deployment, the type of sensors, and the computation,
storage, and communication capabilities of the sensor node.
Moreover, the mathematical machinery that has been used in
calibration in the past few years is more sophisticated when
the sensor resources increase. More complex calibration ap-
proaches are being formulated with the increased number of
wireless sensor network deployments with real applications.
We have to mention that one of the most challenging tasks will
be to directly calibrate on a low-cost node. Most low-cost wire-
less sensor nodes have too low capabilities to be able to be cal-
ibrated on-line. Light-computational models for low-capability
nodes are one of the most difficult challenges that will have
to be solved. For increasing wireless sensor capability nodes,
higher computational techniques can be implemented, facilitat-
ing on-line calibration or recalibration mechanisms. For exam-
ple, SVR and ANN require high computational resources that
most wireless nodes do not include. In contrast, gradient de-
scent models typically applied in optimization can be easily im-
plemented in the node to perform on-line calibration in linear
or multiple linear regression.
For instance, temperature sensors (Table 2) typically follow
linear response functions and have been analyzed using linear
regression [6, 11] for calibrating the sensors, Bayesian infer-
ence for modeling drift [43], and maximum likelihood [44],
Gaussian processes [44], or kriging [45] for state-space mod-
eling applications. Light point sensors have mainly been cal-
ibrated using splines [7, 35] or support-vector regression [41]
due to the presence of nonlinearities, and they have been ana-
lyzed with distributed consensus [8] to show how light sensing
is affected by sensor orientation. In the case of localization
applications (Table 3), the most used calibration technique is
maximum a posteriori [38, 39, 40] although distributed consen-
sus [52] is also used when spatial redundancy is present. Target
detection [17, 37] uses maximum likelihood to estimate detec-
tion probabilities. For synchronization applications, Stankovic
et al. [10, 53] defined the distributed algorithms that converge
fast to estimate the offset and gain of the calibration function.
Ando et al. [54] used an iterative Bayesian algorithm for esti-
mating the offset time of each sensor after the k-th event.
To finalize the set of examples, to monitor air pollution (Ta-
ble 4), we mainly need arrays of sensors, because pollutants
depend on several factors (Table 1). In general, air pollution
sensors are analyzed using multiple linear regression (MLR)
[12, 15, 28, 30, 31, 33, 55], although when nonlinearities due to
the chemical composition of the sensor appear, techniques such
as artificial neural networks (ANN), support-vector regression
(SVR) or random forest are used [16, 27, 31, 42].
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Table 2: Simple applications include light, temperature, relative humidity, vibration, and accelerometer sensors.
References Calibration model Evaluation metric Data set Application
[6] Linear regression Mean error Real (thermocouple) Temperature
[7] Splines/optimization Confidence interval Real (photovoltaic) Point-lights
[8] Distributed consensus Mean error real Light
[11] Linear regression Mean error Real Light, temp., humidity
[18] Linear regression Mean & median error Real (thermistor) Temp., humidity
[35] Nonlinear/splines Mean squared error Real Light
[36] Hidden Markov model Recognition accuracy Real Motion (accelerometer)
[41] Support vector regression (SVR) Mean squared error Real Light
[43] Bayesian Root mean squared error Synthetic Temperature
[44] Maximum likelihood Absolute error Synthetic Temperature
[45] Kriging Root mean squared error Real Temp., humidity, light
[46, 47, 48] Gaussian process K-L divergence Real Temperature
[49] Linear/nonlinear optimization Mean absolute error Real Vibration (water flow)
[50] Distributed consensus Mean squared error Synthetic Temp., humidity, sound
[51] PCA + compressive sensing Mean squared error Real Temperature
Table 3: Localization, synchronization, and target location applications.
References Calibration model Evaluation metric Data set Application
[5] Least squares Mean error Real (acoustic) Localization
[17] Nonlinear (maximum likelihood) Detection probability Synthetic/real Target detection
[38] Bayesian (maximum a posteriori) Crame`r-Rao bound Real (acoustic) Localization
[39, 40] Bayesian (maximum a posteriori) K-L divergence Synthetic Localization
[37] Nonlinear (maximum likelihood) Bayes risk Synthetic Target detection
[52] Distributed consensus Mean, avg. residual Real (RSSI) Localization
[53, 10] Distributed macro-calibration Mean squared error Synthetic Synchronization
[54] Bayesian (iterative) Error variance Synthetic Synchronization
3.5. Open Calibration Data Sets
There is no centralized repository of open data sets for the
calibration of low-cost sensors. Most of the data sets found
on the Internet are data collected by sensors operating on real
networks. For example, CRAWDAD8 contains data from sen-
sors such as temperature, accelerometers, location, or RF signal
strength sensors. The major drawback of these repositories is
that the data they contain are from applications and are not data
collected in the calibration phase. This makes it difficult in most
cases to use these data to investigate algorithms or calibration
mechanisms.
In the field of calibration, some authors have published data
obtained from experiments or deployments designed for the cal-
ibration of sensors at WSNs. For example, the UCI machine
learning repository9 contains some data sets related to the ma-
chine learning algorithms used in the calibration of low-cost
sensors. Examples are the data set published by Fonollosa et
al. [57] used in their investigation of calibration of chemical
sensors [58, 59] and the data set published by De Vito et al.
[60, 61] and used in the calibration of air pollution sensors.
4. Accuracy of the Model
Given the twofold goal of a calibration process – to recover
the true values of a phenomenon and to detect sensory faults
– a good estimation of the calibration parameters and the ac-
curacy of the process determine the effectiveness of the model.
The way to quantify the accuracy or QoI of a fitting model is
8https://crawdad.org/
9https://archive.ics.uci.edu/ml/
by minimizing an error function [62] that measures the misfit
between the output Y and the response function f(β,x) for any
given value of β and the data set X. If the size of the data set Y is
K, then a choice of an error function is the square of the errors
between the predictions f (β, xk) for each data point xk and the
target value yk:
E(β) = RSS =
K∑
n=1
( f (β, xk) − yk)2, (11)
where RSS stands for residual sum of squares. Then, the goal
is to minimize the error function
min E(β)
var. β
. (12)
The calibration parameters, β∗, are the solution of the mini-
mization problem. The error is positive except whenever the
function f (β∗, xk) passes exactly through each target point yk,
in which case the error is zero. The following QoI metrics can
be defined.
(i) The mean squared error (MSE) measures the average of
the squares of the errors. It is the second moment (about
the origin) of the error and thus incorporates the variance
of the calibration curve.
(ii) The root mean squared error (RMSE) allows comparing
different sizes of data sets, because it is measured on the
same scale as the target value yk.
(iii) The coefficient of determination (R2) measures the propor-
tion of variability in Y that can be explained using X, and
it is bounded between 0 and 1. A value of R2 close to 1
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Table 4: Air pollution and water chemistry applications.
References Calibration model Evaluation metric Data set Application
[12] Multiple linear regression, splines Coeff. of determination Real Water chemistry
[15] Multiple linear regression Mean absolute error Real O3
[16, 27] Multiple linear regression, neural networks Mean bias error Real O3, CO, CO2,NO, NO2
[28] Bayesian multiple linear regression Residual sum of squares Real CO, CH4, C3H8, CeO2, NiO
[29] Linear and geometric regression Root mean squared error Real O3, CO
[30] Multiple linear regression Root mean squared error Real O3, CO, NO2
[31] Multiple linear regression, Gaussian processes, neural networks, Mean absolute error Real O3, NO, NO2
support vector regression
[32] Optimization Mean squared error Real O3, CO, NO2
[33] Multiple linear regression Root mean squared error Real O3
[55] Multiple linear regression Mean error Real Photosynthetically active radiation (PAR)
[56] Maximum likelihood Relative bias error Synthetic Air pollution
indicates that a large proportion of the variability in the
response has been explained by the regression.
(iv) The normalized mean bias error (NMBE) represents ef-
fectively a total percent error. The use of percent differ-
ences rather than absolute differences normalizes the size
of errors in the calibrated measurements.
(v) The mean absolute error (MAE) is a quantity used to mea-
sure how close the calibrated measurements are to the
ground-truth data.
Other times, the calibration parameters are represented by a
probability distribution. An example is a response function that
follows a normal distribution of mean yk= f (β, xk) and variance
σ2. Now, the objective is to obtain a distribution with mean βˆ
and variance σˆ2β. In this case, other QoI metrics can also be
obtained.
(vi) The Crame`r-Rao bound (CRB), or information inequal-
ity, expresses a lower bound on the variance of a param-
eter’s estimators.
There are metrics that allow measuring the accuracy or preci-
sion of the estimation and depend on the algorithm or appli-
cation defined by the authors. One example is the Kullback-
Leibler (KL) divergence, which measures how one probability
distribution diverges from a second expected probability distri-
bution [40, 48]. Other examples are the average value of the
relative bias error (RBE), the average value of the relative de-
viation error (RDE) [56], and the Bayes risk in event detection
applications [37].
Tables 2, 3, and 4 show how different sensor applications
use different QoI metrics to assess the performance of the sen-
sor network. The most used metrics are MSE, RMSE, and R2.
Other authors use the target diagram [63] that provides informa-
tion in one plot about the mean bias (MB), the standard devia-
tion, the RMSE, the centered root mean square error (CRMSE),
and the correlation coefficient, R. However, the QoI metrics in
general are linked to the calibration model selected and to the
application. For example, R2 and RMSE, MAE, and MSE are
good metrics to assess whether the assumptions of the model
are correct and estimate whether the error is large.
5. Calibration Approaches and Attributes
Calibration in sensor networks has been applied to many
fields including environmental and air quality monitoring [16,
29, 56], weather monitoring [6, 18, 24, 44, 46, 50, 55], local-
ization [5, 38, 39, 52], synchronization [10, 54], target discov-
ery [17, 35], robotic, electronic, and radio sensing [64, 65, 66],
and water flow monitoring [49]. These calibration attempts
have taken different forms, or approaches, and have employed
a number of calibration models (section 3). A calibration ap-
proach is the description of the set of attributes that will charac-
terize the calibration of the sensor. For example, some authors
assume that the node has ground-truth data available, while oth-
ers assume that no such data are available. Some calibration
models are applied at a centralized server, while others are dis-
tributed. In general, there is a set of attributes that capture a
specific calibration approach and that have been used and de-
fined in the literature. We next describe the attributes of the
general characteristics that a calibration approach has. In order
to calibrate a wireless sensor network in uncontrolled environ-
ments, the following questions have to be answered:
• How is the measurement area? Calibration can be micro
(i.e., performed at given points) or macro (i.e., performed
in given areas).
• What is the number of sensors involved? Calibration can
be single (i.e., using only one sensor) or sensor fusion, also
called multi-sensor data fusion. Sensor fusion includes the
case of an array of sensors (i.e., using multiple sensors).
• What is the knowledge of the physical phenomenon? Cali-
bration can be non-blind (i.e., with full information), semi-
blind (i.e., with partial information), or blind (i.e., with no
information).
• What is the position of the uncalibrated nodes with respect
to the ground-truth node? Calibration can be performed
by nodes that are collocated, multi-hop (i.e., iterative), or
model-based.
• How many times and when is the calibration performed?
Calibration can be carried out during pre-deployment (i.e.,
before the deployment of nodes), post-deployment (i.e.,
after the deployment of nodes), opportunistically (i.e.,
whenever possible), or periodically (i.e., at given intervals
of time).
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• How is the information processed with respect to the nor-
mal operation? Calibration can be off-line (i.e., network
not operative, normally related to calibrating with a set of
data samples) or on-line (i.e., network operative, normally
related to calibrating at each sample arrival).
• Where is the calibration performed? The process can
be centralized (i.e., localized at a central station) or dis-
tributed (i.e., among nodes).
Answering these questions is fundamental and facilitates the
understanding of different sensor calibration approaches and of
the calibration models that have been employed. These cal-
ibration attributes are described in the following subsections;
Figure 2 shows a map of the calibration attributes.
5.1. Calibration Area
Sensor nodes are usually deployed in a specific area. De-
pending on the area of interest, calibration can be performed at
a given point, in which case it is known as micro, or device-
level, calibration. If the objective is a whole area involving a
set of sensors or all of them, the calibration is called macro, or
system-level, calibration.
Micro-calibration refers to the method that tunes each in-
dividual sensor to output accurate readings at a specific given
point (location) of the area, as illustrated in Figure 3. Micro-
calibration algorithms calibrate every sensor according to a ref-
erence node in order to have accurate sensor measurements of
the phenomenon monitored. Examples of micro-calibration are
the calibration of a sensor light at a given location [38] and the
calibration of a NOx sensor [16] with respect to a ground-truth
reference station.
Macro-calibration assumes a system-wide calibration in the
area of interest and focuses on optimizing the measurements
of that area as a whole. The main goal of macro-calibration is
not to adjust sensor calibration according to a reference signal.
Instead, calibration algorithms try to maximize the similarity
among the measurements of all sensor nodes in the area. Hence,
most macro-calibration algorithms do not require access to ref-
erence measurements [10, 17, 44]. For example, Stankovic et
al. [10, 53] proposed a distributed macro-calibration approach
based on the generalized consensus problem, in which all the
equivalent sensor gains and offsets in the monitoring area cov-
ered by the sensor network should converge asymptotically to
equal values, reducing the overall network error. Another ex-
ample is that of [17], in which a detection mechanism was lever-
aged for surveillance applications. Sensors give their readings
to a centralized node (a cluster-head), which computes the cali-
bration coefficients for each sensor node that participates in the
process, with the goal of maximizing the detection probability
subject to an upper bound of the false alarm rate specified by
the application.
CALIBRATION Node to calibrate
Micro Macro
Calibration area
Ground-truth node
Figure 3: Illustration of micro- and macro-calibration in sensor net-
works.
5.2. Number of Sensors
Many calibration techniques use the measurements from a
single sensor. This approach is very common [6, 7, 8, 10, 11,
35, 40, 43, 46, 50, 51, 52, 54] in sensor network calibration, and
these measurements are used to establish the calibration model
for the sensor and estimate the corresponding parameters.
In contrast, the goal of sensor fusion, or multi-sensor data fu-
sion, is to combine information from two or more data sources
into a single one that provides a more accurate description than
that of any of the individual data sources, as illustrated in Fig-
ure ??. Several approaches can be considered for sensor fusion.
The most common approach is to reduce calibration errors by
jointly considering the measurements of multiple sensors. This
technique is called array of sensors and aims to reduce the un-
certainty of calibration parameters in the data model. Arrays
of different classes of gas sensors [16, 27, 28, 30, 32, 33] have
proven useful to qualitatively identify gas species using pattern
recognition approaches and quantitatively determine gas com-
position based on regression models. An example is a NO2
sensor that is regressed using NO2, O3, temperature, and rela-
tive humidity sensors. Moreover, arrays or networks with the
same class of sensors [33] can be represented by a virtual value
that stands for the set of sensors. In this case, the set of nodes
sensing the same physical phenomenon can use a multivariate
model, a hierarchical Bayes model, or a consensus algorithm
to obtain the virtual value representing the calibrated sensor.
Other techniques used for sensor fusion are the following: Tan
et al. [17] proposed a two-tier system-level calibration of a sen-
sor network. As a first step, each sensor learns and transmits
its local sensing model to a head node, also called fusion-head.
Then, the received sensors’ measurements are fused in the sec-
ond tier, where a common model is established, and sensors are
globally calibrated to optimize the system-wide performance.
Similarly, Fabeck et al. [37] considered a network of nodes
that send measured data to a centralized node according to a
binary hypothesis testing problem for detecting the presence of
a target. The received decisions are combined to yield a final
decision. The decision fusion problem can be viewed as a hy-
pothesis testing problem, with local detection results being the
observations and a Bayes optimal fusion rule taking the form
of a likelihood ratio test. The minimum probability of error as-
sociated with the optimal fusion rule is given by a Bayes risk
probability function. Gao et al. [36] used multi-sensor fusion
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of four sensors attached to the waist, chest, thigh, and side of
the body for activity recognition. They relied on Bayesian tech-
niques to increase the system estimation and achieved between
70.88% and 97.66% accuracy.
5.3. Knowledge of Ground-Truth Data
Calibration can be blind, semi-blind, or non-blind depending
on whether or not sensory data are processed in the presence of
controlled stimuli, a reference model, or high-fidelity ground-
truth values (Figure 5).
In non-blind calibration, also known as reference-based,
sensors are calibrated leveraging some reference information.
These approaches are based on a priori knowledge of ground-
truth data, from high-quality sensors, which can be useful for
comparing the response with the expected values. Accordingly,
the calibration parameters are adjusted using these known data
inputs. A good example in which non-blind calibration tech-
niques are easy to apply is temperature and gas sensors. In
the case of gas sensors, in many countries there are organiza-
tions10 that deploy high-accuracy reference stations to measure
air pollution. These reference stations are not densely deployed
due to their high costs (approximately 100 thousands euros)11,
but they can be used to calibrate low-cost sensors located be-
hind them (pair-wise or collocated calibration; see Section 5.4).
Non-blind calibration was applied for sensor network calibra-
tion by [12, 15, 27, 30, 37, 49, 55]. Moreover, some researchers
use commercial instruments to provide ground-truth measure-
ments that are later used to evaluate calibration models [16, 27].
These instruments are not calibration chambers in which the
conditions can be manually adjusted; instead, they are accurate
devices that allow comparing the low-cost readings against ref-
erence data.
Blind calibration is the approach that calibrates sensor net-
works without relying on any controlled stimuli or high-fidelity
ground-truth data [18]. Instead, blind calibration schemes
leverage signal processing theory, a priori knowledge, such as
physical models and constraints, of the sensed phenomenon,
and exploit the advantages of dense sensor deployments, such
as redundant measurements and temporal or spatial correlation
among groups of sensors, to determine the fitting function and
estimate the calibration parameters. Many blind calibration
works have been proposed for sensor networks employing dif-
ferent techniques [9, 10, 18, 35, 50, 51, 67, 68, 69, 70]. Balzano
et al. [18] used least squares to solve the linear blind calibration
problem; later, Lipor and Balzano [67] also proposed blind cal-
ibration with model mismatch in which the subspace measured
is not perfectly known, solving the problem using total least
squares. Ramakrishnan et al. [9] estimated the signal signature
and simultaneously calibrated the sensor nodes using gossip-
based algorithms. Stankovic et al. [10] proposed a distributed
10The European Environment Agency (EEA, http://www.eea.europa.eu/data-
and-maps/data/airbase-the-european-air-quality-database-7) and the United
States Environmental Protection Agency (EPA, https://www.epa.gov/outdoor-
air-quality-data) publish air pollution ground-truth data from reference stations
of many countries in Europe and in the US, respectively.
11Similar cost in US dollars.
algorithm for blind macro-calibration of large sensor networks.
Wang et al. [35] proposed a density guided blind calibration
(DGC) scheme for nonlinear mobile sensors by approximating
the nonlinear calibration functions using piecewise linear func-
tions. DGC relies on the observation that different sensors that
move in the same region record similar field statistics. Other au-
thors [51] proposed a learning phase in which principal compo-
nent analysis (PCA) is used on a subspace of drift-free samples,
followed by a calibration phase in which compressed sensing is
used to estimate the sensor drift. Compressed sensing (CS) ex-
ploits the fact that the signal is M-sparse, meaning that only
M<K out of the K components are non-zero. The authors of
[68, 69, 70] also applied compressed sensing to blind calibra-
tion frameworks with unknown gains.
Semi-blind calibration is an intermediate case between blind
and non-blind calibration. In semi-blind calibration, a sensor
requires partial ground-truth information sent from a subset of
nodes to calibrate itself [17, 32, 38, 41, 43, 45, 54, 56] or when
interacting with a calibrated sensor [8, 71], as illustrated in Fig-
ure 5. For instance, in the semi-blind calibration proposed by
[8], uncalibrated nodes interact with calibrated nodes and run
an average consensus algorithm using their measurements as
partial ground-truth for calibration. Maag et al. [32] proposed
a multi-hop calibration scheme in which sensors are calibrated
using already calibrated sensors.
5.4. Position from Ground-Truth Nodes
Depending on the relative position of the uncalibrated
node with respect to the reference model, calibration can be
performed between collocated nodes, iteratively hop-by-hop
(multi-hop) from the ground-truth, or with the local presence
of a reference model (model-based), as illustrated in Figure 6.
Following the definition of Saukh et al. [29], a process of in-
terest P is a continuous measurable signal η:T × L → D with
domain T ⊆ R+ and L ⊆ R × R, where T represents time and
L location. Let us assume two sensors s1 and s2 that take sam-
ples at two times and locations such as (t,l) and (t’,l’); then, the
process P is bounded in time and space:
| η(t, l) − η(t′, l′) |≤ γ(| t − t′ |, | l − l′ |), (13)
with γ being a monotonically non-decreasing function. As the
authors note, the slower the function γ grows, the more corre-
lated will be the data of the two sensors.
Saukh et al. [29] defined a rendezvous as the set of spatially
and temporally close pairs of measurements Φs1,s2 between sen-
sors s1 and s2 within a time interval T as
Φs1,s2 = {(xs1(ti, li), xs2(t j, l j)) | (ti, t j ∈ T ) ∧ (| ti − t j |≤ 4t)
∧ (| li − l j |≤ 4d)}, (14)
where {xs1}∈ Ds1 , {xs2}∈ Ds2 , and 4t and 4d are temporal and
spatial constraints on the required closeness of measurements,
respectively. As it can be observed, the rendezvous defines how
close two sensors have to be to calibrate the uncalibrated sensor
with respect to the reference sensor and the temporal synchro-
nization level of the samples from both sensors.
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Collocated calibration refers to the situation where a node is
calibrated using interaction with a close neighbor node (collo-
cated) that can sense the same phenomenon and provide refer-
ence measurements. In terms of the process P, collocated cal-
ibration involves a sensor at place (t,l) that gives ground-truth
values, a sensor at place (t’,l’) that is going to be calibrated, and
equation (14) to be fulfilled with closed temporal and spatial
constraints. This approach, then, is associated with non-blind
calibration where a node is exposed to the true values available
from a reference ground-truth node [11, 16, 24, 30, 27, 49].
In iterative, or multi-hop, calibration, a node is calibrated
using a set of nodes already calibrated, which are not neces-
sarily ground-truth nodes. The name of multi-hop comes from
the case in which the uncalibrated sensor is h-hops from the
ground-truth node, where each hop has iteratively been cal-
ibrated. For illustrating the process, let us define the cali-
bration graph (Figure 6) as a directed graph G=(V, E), where
V={1, 2, ...,N} is the set of nodes, and E⊆V×V is the set of
edges. The edge ei j between sensor node si and sensor node
s j means that s j is calibrated using node si as reference node.
In this case, an uncalibrated sensor can be calibrated using an
h-hop path. An example (Figure 6) is a path s1 → s2 → s3 →
s4 → s6, with s1 being a ground-truth node. Then, s2 would be
calibrated using node s1, node s3 using node s2, s4 using node
s3, and s6 using node s4.
Collocated calibration would be the case of having a 0-hop
calibration. Another special case is when h=1, called single-
hop. In this situation, a node is calibrated using already existing
neighboring calibrated sensor nodes12. In a multi-hop calibra-
tion approach, there can be many paths to calibrate an uncal-
ibrated sensor. Thus, the objective is to minimize the errors
committed as a result of the calibration process [6, 29, 32].
Different paths contribute differently to the post-calibration
skew of the sensors, where skew is defined as the difference be-
tween the calibrated value of sensor j and the actual value [71].
The goal in multi-hop, or iterative, calibration is to study how
the errors propagate along the network path and find calibration
paths with minimum skews. The skew depends on the length of
the paths and on the individual calibration errors of the sensors
that the path traverses. As an example, if sensor s1 is calibrated
against a reference sensor and produces measured data in the
range [x1-1,x1+1] and then a sensor s2 is calibrated against
s1, reporting measured data in the range [x2-2,x2+2], the post-
calibration skew of sensor s2 will be at most [1+2]. Akan [71]
proved that the skew is at most the sum of the absolute errors
along the calibrating path.
In a more recent work, Saukh et al. [29] investigated whether
linear fitting models suppress multi-hop error propagation in a
large-scale mobile sensor network. Saukh et al. [29] showed
that ordinary least squares regression suffers from regression
12A pair-wise calibration is also used in this context. Pair-wise implies a
rendezvous between two sensor nodes in the calibration. If one of them is a
ground-truth node, we call the pair-wise a 0-hop, or collocated, calibration. If
one of them is an already calibrated node, we call the pair-wise a 1-hop, or
single-hop, calibration. It was common in the early literature on calibration in
which multi-hop was not well defined to call pair-wise any rendezvous, regard-
less of whether it was an already calibrated node or a ground-truth node.
attenuation or regression dilution [72]. Regression dilution is
the biasing of the regression slope towards zero caused by er-
rors in the independent variable. This effect increases as the
number of hops increases. The reason is that at every hop, the
independent variable x of the linear fitting adds an error to the
model. For example, let us have a path s1→s2→s3, where s1 is
a ground-truth node; then, assuming a simple linear model,x1 ∼ y2 = β02 + β12x2 + 2y2 ∼ y3 = β03 + β13x3 + 3 , (15)
with 2 and 3 normal distributed errors, x1 is the ground-truth
data, and x2 and x3 are respectively the measured sensor data
and are defined according to equation (14) in subsection 5.4.
In this case, at each hop, the calibration coefficient is decreased
proportionally by the variance of the error given by that hop (re-
gression dilution) [72]. The solution is compensating the bias
in the slope estimation if the variance of the error of the sensor
node is known. The authors of [29] mentioned the difficulty of
this estimation due to drift in real sensors and changing envi-
ronmental conditions. As an alternative solution, [29] proposed
to use other fitting techniques that do not suffer from regres-
sion dilution, such as geometric mean regression (GMR). They
tested the multi-hop calibration in a real network of O3 and CO
sensors, showing that ordinary least regression (OLR) produces
regression dilution, that GMR has very low hop-by-hop error
propagation, and that the calibration quality is independent of
the calibration error of its calibration parent. Maag et al. [32]
proposed sensor array network calibration (SCAN), a multi-hop
micro-calibration scheme for mobile sensor arrays. SCAN min-
imizes the accumulated error over multiple hops of calibrated
sensors. SCAN formulates a constrained least squares regres-
sion optimization problem reducing, and even eliminating un-
der certain conditions, the regression dilution effect.
In model-based calibration, a node is calibrated using a set
of ground-truth nodes that are not in the vicinity of the non-
calibrated node. In this case, the ground-truth values allow by
means of a mathematical model to produce a reference value
at the position of the non-calibrated node. The values pro-
duced by this model now act as ground-truth reference data for
the estimation of the calibration parameters [7, 36, 38, 44, 45].
The accuracy of model-based calibration is less than that of the
collocated calibration, since the values estimated in the non-
calibrated node are produced by a model that introduces an er-
ror, even if this model uses ground-truth data. An example is
a source of light. The intensity of the light at source location
d can be obtained by an exponential decaying function [7] that
depends on the intensity of the light source and distance (see
equation (10). In another example, Moses et al. [38] consid-
ered the problem of location and orientation of sensors by mea-
suring the time of arrival (TOA) and direction of arrival (DOA)
of the signal emitted by that source. A third example is given
by Whitehouse et al. [5], who used received signal strength in-
formation (RSSI) in fusion with acoustic time of flight (TOF)
as a method of auto-calibration for localization services. Some
distances between sensors are known a priori, and this allows
taking advantage of anchor nodes or pre-calibrated nodes.
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5.5. Calibration Time and Frequency
In most cases, the calibration process is performed before the
nodes are deployed, pre-deployment calibration [7, 16, 35, 45]
among others. However, there are situations in which the sen-
sors are replaced or recalibrated with certain periodicity. Ex-
amples are ozone (O3) campaigns that occur in summer in Eu-
rope. After a summer campaign, a recalibration of the sensors
can give information on how the sensors have aged and how
good the results are. This kind of calibration is called pre-
post-deployment and has two phases: a first calibration before
the sensors are deployed and a second phase after the deploy-
ment. If the sensors have aged, the data from the first half of
the campaign are predicted with the pre-calibrated parameters,
while the data from the second part of the campaign are post-
calibrated.
Periodic calibration occurs when the nodes are recalibrated
at given time intervals (see Figure 7). The authors of [29, 30,
32] used two stations of the local governmental measurement
network (NABEL and OstLuft stations) located in the city cen-
ter of Zurich as their high-quality measurements to calibrate
low-cost sensors deployed on top of public streetcars. Given the
known itinerary of public transportation, the mobile sensors on
top of the streetcars are periodically calibrated whenever they
enter in contact with reference stations that provide ground-
truth reference data. Characterized by a meeting point with a
distance of 50 meters and a time of 5 minutes, the rendezvous
calibration graph of the ozone measurements comprises 500
meeting points between the reference stations and mobile sen-
sors within an interval of 10 days.
Opportunistic calibration is used whenever the mobility pat-
terns of sensors are unknown and the calibration of sensor mea-
surements relies on the possible rendezvous with a ground-truth
or freshly calibrated node. As an example, Miluzzo et al. [8]
exploited the opportunistic encounter with ground-truth, or cal-
ibrated, sensors to calibrate uncalibrated mobile sensors. The
convergence time of the approach depends on the mobility pat-
terns of mobile sensors and on the density of the ground-truth
nodes.
5.6. Mode of Operation
Off-line calibration involves performing sensor calibration
when the device is not under operation, as illustrated in Fig-
ure 8. A sensor is under operation when it is taking data that
an application is using. Ramanathan et al. [12] discussed ways
to increase the quantity and quality of data on-line during a de-
ployment. In off-line calibration13, a node takes probe data to
calibrate the sensor. In general, off-line calibration requires that
the sensor send the data to a node with enough storage and com-
putation capabilities to perform the calibration process. Cali-
bration, then, can be carried out using a set of measurements
13We define off-line and on-line based on ideas presented in the paper [12].
In this paper, Ramanathan et al. call on-line calibration the case when in-field
users can detect and compensate for problems as they occur. We extend the
definition to the general case of sensors that are operative. Some previous pa-
pers, such as Feng et al. [7], named on-line calibration what was later called
blind-calibration in the literature.
that are recorded in a repository and later used along with some
reference signal and a known model to calibrate the device. The
goal is to obtain a function that maps the raw data recorded
by the low-cost sensor to the real value with a minimum pre-
diction error. Examples of off-line calibration can be found in
[12, 16, 27, 28, 33, 36, 38, 49].
On-line calibration enables performing the calibration pro-
cess during the normal operation of sensors [8, 15, 29, 40, 41,
43, 44, 50]. For example, in the on-line temperature sensor
calibration approach in [44], sensors cooperate using a gossip-
based algorithm and run the expectation-maximization algo-
rithm that enables them to converge at runtime on local aggre-
gate means in order to compute a set of calibration parameters.
In general, single-sensor on-line calibration requires commu-
nication with the ground-truth node or among the nodes that
participate in the calibration process.
5.7. Mode of Calibration Processing
In many situations, the sensor nodes store the sample data or
send the measurements taken in an interval of time to a cen-
tralized node in the sensor network or to a centralized server
on the Internet. After having a set of samples, the centralized
node or server calculates the calibration parameters (see Figure
9). In this case, the calibration is called centralized calibration.
The calibration parameters obtained in the centralized server
are then used to produce calibrated data [11, 18, 27, 31, 33, 49].
In distributed calibration, a sensor node and its neighboring,
or multi-hop, sensor nodes collaborate to calculate the calibra-
tion parameters [8, 10, 35, 41, 52]. There are several possibili-
ties for building distributed system architectures. The following
are some of the approaches.
5.7.1. Consensus Algorithms
The consensus problem goal in a distributed system with
multiple agents is the agreement among the agents for a single
data value. In the case of calibration, a network of uncalibrated
nodes interacts with calibrated nodes to solve a consensus prob-
lem. The average consensus algorithm measures the sensor
samples’ disagreement between the uncalibrated node and a set
of calibrated neighbors. The algorithm converges to a consen-
sus value among the set of nodes and leads to the discovery of
the actual disagreement between the uncalibrated node’s sensor
and calibrated nodes’ sensors. In a consensus algorithm, [73],
the state of agent n in graph G=(V, E) is denoted as xn. A con-
sensus algorithm to reach an agreement regarding the state of n
agents with dynamics x˙i=ui, where x˙ denotes derivative, can be
written as an nth-order linear system:
x˙i(t) =
∑
j∈Ni
(x j(t) − xi(t)) + bi(t), (16)
with xi(0)=zi∈R and bi(0)=0. It can be shown [73] that the iter-
ative discrete consensus algorithm can be expressed as
xi(k + 1) = (1 − )xi(k) + 
∑
j∈Ni
(x j(k) − xi(k))
|Ni| . (17)
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Table 5: Attributes used in calibration approaches classified by applications.
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Attributes used in light, temperature, relative humidity, vibration and accelerometer applications
[6] X X X X X X X Temperature
[7] X X X X X X X Point-lights
[8] X X X X X X X X X Light
[11] X X X X X X X Light, Temp., Hum.
[18] X X X X X X X X Temp., Hum.
[35] X X X X X X X X Light
[36] X X X X X X X Motion (accelerometer)
[41] X X X X X X X Light
[43] X X X X X X X Temperature
[44] X X X X X X X Temperature
[45] X X X X X X X X Temp. Hum., Light
[46, 47, 48] X X X X X X X Temperature
[49] X X X X X X X Vibration (Water Flow)
[50] X X X X X X X Temp., Hum., Sound
[51] X X X X X X X Temperature
Attributes used in localization, synchronization and target detection applications
[5] X X X X X X X Localization
[17] X X X X X X X X X Target Detection
[37] X X X X X X X Target Detection
[38] X X X X X X X Localization
[39, 40] X X X X X X X Localization
[52] X X X X X X X Localization
[53, 10] X X X X X X X Synchronization
[54] X X X X X X X Synchronization
Attributes used in air pollution and water chemistry applications
[12] X X X X X X X Water Chemistry
[15] X X X X X X X X X O3
[16, 27] X X X X X X X O3,CO,CO2,NO,NO2
[28] X X X X X X X CO,CH4,C3H8,CeO2,NiO
[29] X X X X X X X O3,CO
[30] X X X X X X X O3,CO,NO2
[31] X X X X X X X O3, NO, NO2
[32] X X X X X X X X X O3, CO, NO2
[33] X X X X X X X O3
[55] X X X X X X X Photosynthetically Active Radiation (PAR)
[56] X X X X X X X Air pollution
CaliBree [8] is a model-based calibration network in which
ground-truth calibrated nodes inform non-calibrated nodes, us-
ing a beacon protocol, that they will participate in the calibra-
tion process. These nodes, then, use a discrete consensus dis-
tributed algorithm to calibrate the uncalibrated node by com-
puting the degree of disagreement between the reference nodes
and the uncalibrated node. The nodes are separated in two sets:
nodes that are calibrated and nodes that are not calibrated. Let
Ni be the neighboring set of calibrated nodes of an uncalibrated
node i. The state, denoted as si(k), is the data sample taken at
time k, and d¯i(k) is the average disagreement measured by node
i up to round k. The disagreement is defined as the difference
between the state and the consensus value, that is, di(k)=si(k)-α.
The disagreement at step k=0, duncali , is the difference between
the uncalibrated node i and a calibrated node. The formulation
of the disagreement consensus problem for calibration of data
is then [8]
d¯i(k + 1) =
(1 − )d¯i(k) + 
∑
j∈Ni
(s j(k)−si(k))
|Ni | k > 0
duncal k = 0
. (18)
CaliBree [8] considered that neighboring calibrated nodes
periodically send beacons with their ground-truth or calibrated
sensed data. Uncalibrated nodes run the consensus algorithm
to achieve a consensus value, showing that the algorithm con-
verges to a minimum disagreement d¯mini . The CaliBree protocol
performance is tested using an uncalibrated mobile light sensor
node that comes in the range of calibrated sensor nodes.
In a similar work, Bolognani et al. [52] proposed a dis-
tributed algorithm to micro-calibrate the radio strength signal
indicator (RSSI) that is applied to localization and tracking for
WSNs. The algorithm uses mean squares to estimate wireless
channel parameters, whereas a consensus algorithms is intro-
duced to estimate the sensor offset that affects the measured
received strength of the receiving node due to fabrication mis-
matches in the radio chip and that can produce ±6dB in RSSI
measurements.
Stankovic et al. [10] proposed a distributed non-blind or
blind macro-calibration mechanism to calibrate the coefficients
of a network of N sensors measuring a common discrete sig-
nal {x(t)} that is considered a random process. The algorithm
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can be considered a non-trivial extension of consensus algo-
rithms. Each sensor n produces an output signal yn(t) = β0n
+ β1nx(t). The goal is to achieve a calibration function zn(t)
= anyn + bn = anβ1nx(t) + anβ0n + bn = gnx(t) + fn so that
when there is no ground-truth reference signal (distributed blind
macro-calibration), the sensor produces asymptotically equal
outputs zn(t). The mechanism may also be adapted to the case
in which a sensor gives ground-truth reference data (distributed
non-blind macro-calibration), producing a gain gn=1 and offset
fn=0 for all n=1, ...,N. If θn=[an, bn]. The distributed blind cal-
ibration algorithm minimizes the instantaneous difference be-
tween the signal measured by a sensor and its neighborhood:
Ji =
∑
j∈Ni
γi j(zi(t) − z j(t))2, (19)
where γi j are nonnegative scalar weights reflecting the relative
importance of the neighboring nodes. If we apply a stochastic
gradient descent algorithm, the parameter θn is expressed as
θˆn(t+1) = θˆn(t)+δ(t)∇θJn = θˆn(t)+δ(t)
∑
j∈Ni
γi j[zi(t)−z j(t)]
yn(t)1
 ,
(20)
where δ(t) is the step length at each step t of the algorithm. The
algorithm has to begin with an initial point θ(0)=[1, 0]. At each
step, node n has to receive the updates of its neighboring nodes.
Stankovic et al. [53] gave conditions for the convergence of the
algorithm and showed how to modify the algorithm in case a
sensor acts as a ground-truth sensor, giving reference data to its
neighbors.
5.7.2. Gossip Algorithms
Average consensus gossiping [74, 75] is an asynchronous
protocol where a node chosen uniformly at random wakes up,
contacts a neighbor randomly within its connectivity radius, and
exchanges a state variable to produce a computation update.
The problem is having a network of n nodes that sample an
area with initial values x(0)=[x1(0), ..., xn(0)]T and calculating
the average of the entries of x(0), x¯ =
∑
i xi(0) in a distributed
manner. Although average gossip algorithms perform data fu-
sion (e.g., achieving an average of the samples of the network),
gossip algorithms allow distributing the computational burden
and thus also apply to distributed calibration.
Ramakrishnan et al. [9] presented a distributed signature
learning and node calibration (D-SLANC) gossip algorithm for
sensor calibration in WSNs. The algorithm relays on distributed
measurements of sensors to estimate source signal’s signature
and to estimate calibration parameters using gossip-based dis-
tributed consensus. This is a special case of blind calibration in
which there is no a priori knowledge of the signal subspace [18].
The mechanism can also be classified as micro-calibration, be-
cause although there is a network of sensors that collaborate to
estimate the signal, each one of the sensors will have its own
estimated calibration coefficients. In D-SLANC, N nodes mea-
sure a common signal of interest with different gains that are
time-invariant. Each node n=1, ...N, has the following model:
yn =

yn1
...
ynK
 =

βn11 · · · βn1M
...
. . . · · ·
βnK1 · · · βnKM


x1
...
xM
+

1
...
K
 = An(βn)x+, (21)
where yi∈RK is the noisy observation, i∈Rm is additive Gaus-
sian noise with zero mean and covariance σ2I, and x∈RM is
the common signal to be estimated. The whole network can be
expressed as follows:
y =

y1
...
yN
 =

A1(β1)
...
AN(βN)
 x +

1
...
N
 = A(β)x + . (22)
The signature x and the calibration parameter βn are the un-
known parameters to be estimated. Here, there are no ground-
truth data, the sensor measurements act as yn, and the unknowns
are both the calibration coefficients and the true sensing signal
(signature estimation). Since the joint distribution of the un-
knowns is non-convex, D-SLANC splits the parameter space
into two parts, the signature space and the calibration coef-
ficients space, and then applies alternating minimization that
consists of performing maximum likelihood (ML) estimation
of one set while keeping the other one fixed. D-SLANC con-
verges to a local maximum of the likelihood. To perform the
signature estimation, a projected-gradient-based coordinate de-
scent algorithm can be developed in which a distributed con-
sensus algorithm forms the basis of each step of the coordinate
algorithm [9]. Using the gradient descent algorithm, each node
computes each one of the M components of the signature sig-
nal x. At each step of the algorithm it is necessary to calculate
the gradient of the signature. This gradient is obtained using
a distributed consensus mechanism. Ramakrishnan et al. [9]
provided sufficient conditions to guarantee convergence of the
coordinate descent for the exact consensus and with high prob-
ability for the approximate consensus algorithm. Finally, the
local calibration factors are calculated given the current esti-
mate of the signature.
Buadhachain et al. [44] combined noise compensation us-
ing the EM (expectation-maximization) algorithm and a gossip-
based protocol for sharing calibration information in a network
of temperature sensors. The authors presented a state-space
representation for the system and a control methodology that
calibrates sensor nodes by modifying their output values given
local sensors’ outputs and the models.
5.7.3. Gaussian Process Regression
Fujino et al. [46, 48] proposed to calibrate a network of
N thermal sensors using Gaussian processes. All the sensors
measure the same phenomenon, and then they are neighbors
from the point of view of seeing similar correlated data, be-
ing the calibration form of type collocated or single-hop. The
authors considered that a set of sensors acts as ground-truth
nodes and proposed an on-line version of the architecture, in-
stead of the classical off-line. The network can be represented
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by p(yi | θ) ∼ N(aixi + bi, σ2), where θ consists of all sensors’
parameters [a1,...,aN , b1,...,bN]. The likelihood can be obtained
from p(yi | θ), and the solution of the problem is found using
the expectation-maximization (EM) algorithm.
Gaussian process regression, also known as kriging, is a tech-
nique used in geostatistical models to predict the value of a
function at a given point by computing a weighted average of
the known values of the function in the neighborhood of the
point. Kumar et al. [45] used simple kriging to predict the hu-
midity value of a sensor from neighboring nodes, and the mea-
sured drift was then Kalman filtered to get the correct drift esti-
mates. The method was tested in a wireless network of 54 real
sensors, improving RMS error with respect to averaging-based
prediction models [76]. Although [45] used kriging to estimate
the value of neighboring sensors and then correct the drift, krig-
ing can also be used as a model-based calibration. Given a set
of reference calibrated nodes, the value of interest can be ob-
tained by interpolation in a given location using kriging. This
value can then be used as the ground-truth value for calibrating
a sensor located in the same place. The accumulated errors now
come from the kriging process and from the calibration model
used.
5.8. Combining Calibration Attributes
The attributes described in section 5 are not disjoint, and it
is crucial to define the system approach in which the calibra-
tion will be performed. Multiple approaches can result from
combining the calibration attributes. In fact, while describ-
ing the calibration attributes, examples of combinations have
just appeared. Some examples are (i) centralized, collocated,
non-blind, micro, off-line, pre-calibration, [12]; (ii) central-
ized, model-based, non-blind, macro, on-line, pre-calibration,
[7]; (iii) centralized, multi-hop, non-blind, micro-calibration,
array of sensors, [32]; and (iv) distributed, semi-blind, on-line,
micro-calibration, [41]. There is no golden rule for selecting a
calibration approach for a specific application. In general, de-
pending on the resources available for the deployment, differ-
ent combinations of attributes can yield similar results, being
the difference and the quality of information parameters ob-
tained in terms of calibration errors. As an example, calibrating
a sensor against a collocated ground-truth sensor node will al-
ways produce better performance than calibrating the same sen-
sor against a 1-hop already-calibrated sensor node or against
the value predicted by a kriging process. Choosing one op-
tion or another will depend on the availability of the collocated
ground-truth node or on the availability of other already cali-
brated nodes. Table 5 describes how the examples in Tables 2,
3, and 4 combine the attributes, forming complex calibration
approaches for several applications.
6. Calibration Guidelines
In general, there is no defined methodology that indicates
how to calibrate the sensors of a network. However, in figure
10, we show a flowchart that specifies the stages we recommend
to follow in the calibration of a wireless sensor network. These
steps are described below:
1. Application requirements: This stage defines the intrin-
sic requirements of the application, the ranges of measure-
ment and the QoI metrics.
2. Definition of network calibration approach: In this step,
the attributes of the calibration are defined. The set of at-
tributes chosen for calibration determines the calibration
approach.
3. Sensor modeling: during this stage the mathematical
models suitable for the calibration of an individual sensor
are chosen, such as a linear model or a non-linear model.
It also analyzes aspects that may influence the calibration
such as the time response of the sensor, the dynamic range
of the sensor or the cross sensitivity.
4. Sensor calibration process: at this stage, the size of the
training set, the size of the test set, or aspects such as the
calibration window in case of an opportunistic calibration
are defined. It is also determined how the environmental
conditions or the place of calibration may affect on the
place where the calibrated data will finally be taken. In
addition, it is analyzed if it is necessary to recalibrate the
sensor due to aspects such as drift or aging. Finally, each
sensor is calibrated and its QoI is assessed.
5. Sensor calibration validation: in this phase, the individ-
ual calibration of the sensors is validated. In case of low
performance, we go back to the “sensor modeling” phase
where we evaluate if it is necessary to use other models or
if there are other aspects that have not been considered to
influence the calibration.
6. Network modeling: during this stage, the appropriate
mathematical models are chosen for the calibration of the
sensor network, such as a consensus or a gossip model.
7. Network calibration process: at this point, the parame-
ters participating in the network calibration are determined
and the information to be exchanged between the nodes of
the network is specified. Finally, the network is calibrated
and its QoI is assessed.
8. Network calibration validation: here, the network cal-
ibration is validated. In case of low performance, we go
back to the “network modeling” phase and evaluate other
parameters that may influence the calibration by repeating
the process.
7. Open Issues
Although the survey covers two decades of calibration lit-
erature in uncontrolled environments, there are still issues and
challenges that have to be solved. We group the open issues
into three categories: (i) open issues in calibration models deal
with aspects related to the calibration models and algorithms
and their effect on sensor calibration, (ii) open issues in cali-
brating specific sensor technologies deal with specific aspects
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of sensor technologies, and (iii) open issues in calibration ap-
proaches deal with aspects related to how combining attributes
can produce more complex calibration approaches.
7.1. Open Issues in Calibration Models
In the case of calibration using linear and nonlinear models
in centralized off-line approaches, there is not a great knowl-
edge on the size of the data set needed to calibrate the sensors.
In general, the data set is divided into a training and a validation
data set. There are few works that analyze what the minimum
size of the data set should be in order to correctly calibrate a
sensor in a real deployment. The minimum size of the data set
depends on the kind of sensors and sometimes on the environ-
mental conditions. The size of the training set is also important
in mobile networks in which the sensors are in contact with ref-
erence nodes during a window of time [15]. The time window
refers to the number of samples obtained during an interval of
time. What should be the quality of the calibration in oppor-
tunistic or periodic calibration in mobile networks is another
challenge that has to be addressed.
In the past years, there has been an increasing number of pa-
pers researching more complex calibration techniques based on
linear and nonlinear models for centralized, micro, non-blind,
collocated, and off-line approaches. As previously mentioned,
the initial models were based on linear models when the sen-
sors were for temperature, humidity, or vibration. Light-point
sensors were modeled with splines, and air pollution with mul-
tiple linear regression models. Some sensors present nonlinear-
ities, because their response function is nonlinear or because of
other causes such as drift, aging, or achieving their maximum
dynamic range. Some recent works including [16, 27, 31, 41]
proposed using deep learning models such as artificial neural
networks or support-vector regression. These models are said
to characterize better the nonlinearities than splines but at the
cost of greater computational complexity. Comparative studies
on the complexity of these techniques and models, which ones
are appropriate, and how they perform on different families of
sensors are needed.
Most calibration techniques have high computational com-
plexity that makes an on-line distributed approach difficult.
High-performance light calibration techniques that can be im-
plemented on-line in low-computational or in low-capability
nodes are needed. Moreover, if the sensors have nonlinear re-
sponses, it is necessary to research how nonlinear models can
be applied to on-line distributed approaches.
Many times there is a lack of ground-truth nodes in the net-
work. One of the possibilities in calibration in uncontrolled
environment networks is to calibrate the sensors using an al-
ready calibrated node or interpolating (e.g., by kriging or other
interpolation schemes) the ground-truth values in a point or lo-
cation and calibrate using these values as reference values. A
better knowledge of how the error produced by these techniques
against a collocated ground-truth is needed.
Finally, there is no specific repository dedicated to the cali-
bration of low-cost sensors where one can find data sets or code
used by the calibration research community to allow the com-
parison of algorithms, approaches, and calibration methodolo-
gies.
7.2. Open Issues in Calibrating Specific Sensor Technologies
There is a lot of research in the communications area on wire-
less sensor lifetime. However, this does not take into account
the lifetime of the sensor subsystem. Depending on the sen-
sor application, sensors have different lifetimes. For example,
air pollution low-cost sensors for WSNs based on metal-oxide
technology are said to have an average lifetime no longer than
a year and a half, and electro-chemical sensors no longer than
a year. Moreover, the drift of these sensors is not well known
after months of operation [77]. How these sensors drift, what
their real lifetime is, after how long the sensors should be re-
calibrated are questions to be researched. Takruri et al. [43, 78]
have also investigated the drift in environmental sensors such as
temperature sensors, explaining that detecting drifting sensors
and correcting their measurements would increase the effective
life of the network. Wang et al. [51] also stated the difficulty
in separating the detection of drift and calibration process, and
mentioned that more information such as temporal correlation
of sensory data, statistical features, or some other prior knowl-
edge can be employed to achieve a higher detection rate.
Sensors from the same manufacturer in applications such as
air pollution sometimes present high variability [33, 77]. For
example, Peterson et al. [77] analyzed metal-oxide sensors and
the effect of warm-up, time, and variability between the same
sensors under the same environmental conditions in the calibra-
tion process, showing that sensors have to be calibrated regu-
larly and highlighting the importance of calibration at a specific
location. Learning which sensor technologies are more stable,
what differences exist between sensors from different manufac-
turers for the same application, and under what conditions the
sensors have to be calibrated will trigger the deployment of real
applications. Studying temperature and relative humidity sen-
sors, Yamamoto et al. [23] reported a mismatch of the calibra-
tion error produced in a calibration place and the error obtained
in the prediction in another place with different environmental
conditions. The same problem has been stated in air pollution
low-cost sensors. Castell et al. [79] mentioned the effect of
different environmental conditions when calibrating NO2 and
O3 sensors in a real WSN deployment. Understanding the dif-
ferent cross-correlations between different phenomena and how
these affect the calibration of a specific sensor still needs to be
investigated.
7.3. Open Issues in Calibration Approaches
Few research studies on multi-hop approaches exist [6, 29,
32, 71]. Multi-hop approaches have the problem of regression
dilution. Recently, Maag et al. [32] have proposed how to min-
imize or eliminate the regression dilution effect in multi-hop
approaches by using geometric mean regression. Relative to
the accumulated error in multi-hop approaches, other calibra-
tion techniques robust against regression dilution and use of a
ground-truth node or an already calibrated node as reference in
the multi-hop approaches are other issues to be investigated.
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Most of the works that analyzed blind-calibration used tem-
perature data sets [18, 50, 51] or synthetic data sets [10, 12, 67,
68]. We believe that although blind calibration is a promising
calibration technique, it has to be tested with wider sets of sen-
sors and in real scenarios or testbeds. Moreover, knowing the
complexity of blind calibration used in low-computational sen-
sor networks and in distributed approaches is another question
to be answered.
Most of the calibration approaches found in the literature are
distributed-based. However, they are analyzed as centralized-
based systems. This is probably because of the small number of
real testbeds deployed and the difficulty of implementing real-
scenario distributed approaches. We believe that distributed
approaches, in general, are an open area that has to be devel-
oped and most of the approaches that are distributed have to be
proven that they can work in a distributed manner, for example,
by evaluating their complexity and feasibility in a real testbed.
8. Conclusions
A broad range of calibration models was developed to cor-
rect measurement errors in uncontrolled environments of sensor
networks. However, most of the existing calibration approaches
are built upon a number of assumptions, such as the availabil-
ity of high-quality reference measurements; prior knowledge
on the true signal, the error model, or both; redundant measure-
ments; spatial correlation, temporal correlation, or both; mobil-
ity; and interaction or cooperation of nodes. This helps provide
some basic information required for establishing the calibration
process.
Throughout the paper, we have defined the main challenges
in the calibration process in WSNs in uncontrolled environ-
ments. These include defining calibration approaches, calibra-
tion models, calibration errors, and the accuracy of the cali-
bration process. We have first stated that calibration in uncon-
trolled environments implies calibration in the field instead of in
environmentally controlled chambers with accurate instrumen-
tation. Nevertheless, this does not mean that accurate instru-
mentation cannot participate in the calibration process. What it
means is that the sensor node can interact in the field with nodes
that are more accurate or that were previously calibrated, but
sensors are not subjected to the processes of a chamber whose
conditions can be manually controlled.
Moreover, we have described the main models used in cal-
ibrating sensors in uncontrolled environments. These can be
divided into linear and nonlinear models. Choosing a specific
model is difficult. In general, this choice depends on the behav-
ior of each sensor. Even sensors of the same family can behave
differently, with some being quite linear and others presenting
nonlinearities, making the choice of a calibrating model chal-
lenging. We have described the typical metrics used to evaluate
QoI in the calibration of sensor networks, emphasizing those
most used: RMSE, R2, and MAE.
There are a number of attributes that define a specific calibra-
tion approach. Describing these attributes allows us to classify
how the calibration is going to be performed. These attributes
help identify in which area the calibration is performed, how
many sensors participate in the calibration, whether there is in-
formation available for performing the calibration, what the po-
sition of the calibrated nodes with respect to the uncalibrated
node is, at which time the calibration is done, whether the net-
work is operative at the time of the calibration, and finally if the
calibration is done at a specialized node or among all the sensor
nodes.
Knowing these attributes is the foundation necessary to build
complex calibration approaches that provide estimation pa-
rameters with increasingly sophisticated mathematical models.
Throughout the paper, we have defined and explained how other
authors have used these attributes to calibrate low-cost sensors
in WSNs for different applications including temperature, light-
point, vibration, humidity, location, synchronization, and air
pollution (e.g., O3, CO, CO2, NO, and NO2) sensors. In sum-
mary, we have shown how authors mix calibration attributes to
construct calibration approaches and apply mathematical mod-
els to solve calibration problems that appear in WSNs.
We think that our paper provides researchers with a com-
prehensive review of a broad set of calibration approaches
and models applied to WSNs in uncontrolled environments,
while also showing researchers and engineers how to solve real
calibration application problems.
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(a) Resistor values recorded by the sensor node. (b) Scatterplot: x-axis with normalized values recorded by
the sensor; y-axis with normalized values given by the refer-
ence node.
(c) Calibrated using multiple linear regression (MLR). (d) Calibrated using support-vector regression (SVR).
Figure 1: H2020 CAPTOR wireless sensor node measuring ozone concentrations.
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Figure 2: Illustration of the calibration attributes that make up a calibration approach.
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