Introduction {#Sec1}
============

Economic growth in sub-Saharan Africa is projected to have improved slowly from 1.3% in 2016 to 2.4% in 2017. This gradual change is witnessed in countries like Angola, Nigeria, and South Africa which are considered to be the largest economies in the region due to the price stabilities and economic environment. Economic growth in sub-Saharan Africa is predicted to increase to 3.2% in 2018 and to 3.5% in 2019 but the progress will be gradually slow (World Bank [@CR96]). To hasten and maintain a comprehensive growth indication, policymakers should continuously invest in human capital as supported by Ndambiri et al. ([@CR64]), minimize resource wastage, and enhance production in the region. Zeufack ([@CR98]) reported that policymakers in sub-Saharan Africa should be empowered to manage the challenges that arise during the process of economic development. Not only that, they should also consider boosting the energy systems for sustainable economic development. There is no way economic growth and development can advance without the use of energy. Energy is one of the required variables for economic growth in sub-Saharan Africa as well as in the entire world. Bazilian et al. ([@CR15]) reported that accessibility to energy services are very important because of the abilities they have to handle the present global economic and social oppositions such as poverty, disparity, food security, environmental challenges, welfare, and education. Africa is rich in terms of energy resources which are capable of transforming Africa. Energy use is needed for economic growth, and access to cheap and reliable energy is a vital objective for economic activities. They stated that it is unfortunate to generate energy from fossil fuel. For economic activities to be effective and hazard-free, there is a need for de-carbonization (decoupling) from energy globally for low carbon and zero carbon emissions (Fankhauser and Jotzo [@CR31]).

According to Avila et al. ([@CR13]) and Ispy ([@CR44]), Africa is prosperous in terms of energy resources, but on the other hand, Africa is faced with the challenge of equal distribution. That over 130 million people depend on kerosene, charcoal, lantern, candles, and fossil fuels, and on top of that, around 620 million cannot access electricity. However, with the great resource of energy, Africa has not been able to meet the demand for energy by her citizens. It was indicated by World Economic Forum WEF ([@CR91]) that the need for energy in Africa is huge and that only 24% of the sub-Saharan African region has access to electricity and yet the capacity of the generated energy is 28% gigawatts.

Avila et al. ([@CR13]) revealed that the ongoing scarcity of electricity has incapacitated the economic growth of sub-Saharan Africa and stopped it from achieving the sustainable standards of living because of the absence of the capacity to generate enough energy, lack of suitable and proper infrastructure for energy supply, and lack of stable financial resources to sustain and invest in renewable energies. These setbacks have affected the progression of the sub-Saharan African development and growth. They have also led to the great use of fossil energy in sub-Saharan Africa. Lack of accessibility to constant and affordable energy supply presents a huge hindrance to the rapid economic growth and development of Africa. For these challenges to be solved, the World Bank ([@CR95]) reported that technical innovation for instance investing in solar power will grant Africa with enough supply of electricity which will boost. That when Africa embraces technology, it will not only boost the economy, but it will also improve the lives of the citizens once they get access to energy supply.

Africa as a slow-growing economy will need to boost her energy sector by encouraging foreign investors to come and invest in Africa. According to the World Bank ([@CR94]), foreign direct investment (FDI) is the greatest form of capital crossing borders into emerging economies. FDI in sub-Saharan Africa went up from US\$6.3 billion in 2000 to US\$35 billion in 2012. Rodríguez-Pose and Cols ([@CR75]) reiterated that internationally, FDI is considered to be a tool for global economic amalgamation which has got the proclivity to deliver monetary support as it promotes economic improvement for sustainable living of the citizens.

As much as sub-Saharan African region desires to develop economically, the recent economic development, demand for energy, and attraction of foreign investors have posed a huge concern about environmental pollution especially carbon emissions (Bekhet et al. [@CR18]). On top of that, Zaman and Moemen ([@CR97]) reiterated that economic development, in the midst of environment degradation, is something that should bring shame upon everyone. The effects of economic growth on the environment are more evident in nations where industrialization is growing at a high speed inducing carbon emissions, affecting human health on a daily basis as a result of economic activities. It is also confirmed by Nazeer et al. ([@CR63]) that industrialization, urbanization, mechanization, fertilizer, pesticides, and poor management of wastes particularly in developing economies have had a great deadly impact on the environment where policies and regulations are not tight and strict. In light to what is stated above, Huisingh et al. ([@CR41]) also revealed that the main factor responsible for climate change and global warming is the ever increasing global carbon emissions engineered by human activities for instance cutting down of trees and burning of fossil fuels. Asumadu-Sarkodie and Owusu ([@CR11]) also reiterated that economic growth, population, foreign direct investments, and energy use have contributed greatly to environmental pollution.

This has made policymakers and analysts to investigate the connection between the responsible variables. The questions in the minds of several researchers have been, "how can this challenge of environmental pollution be brought to an end without interfering with the economy?" This is the question economists and environmentalists are asking. The world today is in a dilemma because of climate change as a result of environmental degradation due to human activities which has made climate change to become a global concern (Arbuckle et al. [@CR10]; Bonan [@CR23]; Frumhoff et al. [@CR32]; Goldstone [@CR36]; Meyer [@CR60]; Wang et al. [@CR90]). Wang et al. ([@CR90]) posted that international governments on climate change stated that global warming with an increase in temperature ushered in atmospheric extremes. That these extremes have affected nature, ecological system, and community debasement, and the practical advancement of the economy has driven individuals to economic poverty.

On top of that, it has been affirmed that energy utilization and the economic activities are thought to be the most producers of greenhouse gas discharges (Zhu et al. [@CR99]) which have increased in the past years due to population increase, high demand of energy, increase in economic growth, and increase in agriculture (Asumadu-Sarkodie and Owusu [@CR12]; Kofi Adom et al. [@CR53]; McAusland [@CR58]; Shahbaz et al. [@CR83]). Based on the research conducted by researchers, carbon emissions is considered to be the highest pollutant and more deadly in emerging economies (Khan et al. [@CR50]). It has greatly contributed to respiratory and cardiovascular illness. The evidence from World Health Organization stated that air pollution claims 7,000,000 lives annually (WHO [@CR93]).

The prospective consequences of global warming are so severe that researchers and policy practitioners have devoted much time and a lot of resources to investigate the solution to environmental pollution (Chai et al. [@CR25]; Gergel et al. [@CR34]; Matthews et al. [@CR57]; Pittock [@CR73]; Schuur et al. [@CR80]; Vogel and Henstra [@CR88]).

In spite of the distinctions of sentiment, a few activities have been put together to check the antagonistic impacts of environmental change (Anderson et al. [@CR9]; Melillo et al. [@CR59]). For instance, the Kyoto convention which placed an official instruction among developed and developing nations, with the goal to lessen GHG emanations (Sethi and Gupte [@CR81]; Weitzman [@CR92]). To achieve the sustainable development goals, the Kyoto protocol was linked to UNFCCC (United Nations Framework Convention on Climate Change) which was adopted in December 1997, in Kyoto, Japan. It came into action in 2005 to influence government Presidents to task their ministers to start working toward sustainability and also to remind them of the future deadly effects of global warming if nothing is done about it (Aldy [@CR6]; Böhringer et al. [@CR22]; Nanda [@CR62]; Sethi and Gupte [@CR81]). From the result of the convention, several treaties were signed to encourage countries to vow to reduce their carbon emissions out of a good will to a temperature of 2 °C. Unfortunately, most developing countries have not fully paid attention to the request which has led to extreme global warming (de Alegría et al. [@CR26]). During the conventions, techniques like bio-filtration for cleaning ambient gas were suggested and more research on these techniques were encouraged (Ben Jaber et al. [@CR19]; Devinny et al. [@CR27]).

As nations commence to address economic challenges, discussions have taken place to whether economic growth can exist alongside stabilized climate or vice versa (Aden [@CR3]). As discussions about the relationship between economic growth and environmental pollution, Hanley Wood Data Studio ([@CR38]) carried out a study and they found that 21 countries globally have managed to enhance their economy as they downsize their carbon footprint. Their findings confirmed that nations can reduce carbon emissions without interfering with the economic growth. They stated that at least 1 billion metric tons annually was reduced between 2000 and 2014 by nations like the USA, UK, Australia, Bulgaria, and Uzbekistan. For instance, Slovakia downsized her greenhouse gas by 22% at the same time achieving a high GDP growth by 75%. The leading nation in the business of carbon emission reduction globally is USA. Hanley Wood Data Studio ([@CR38]) indicated that based on the findings of World Resource Institute, USA is considered to be the largest nation with a continuous GDP growth with a huge decline in emissions for several years. For instance, from 2010 to 2012, carbon emissions dropped by 6% from 5.58 to 5.23 billion metric tons and the GDP increased by 4% from \$14.8 trillion to \$15.4 trillion. Aden ([@CR3]) reported that in 2014 and 2015, global carbon emissions remained leveled as the GDP continued to grow among the 21 nations and they managed to reduce GHG emissions. Unlike in Canada, it has been the opposite. Hughes and Herian ([@CR40]) posited that right from 1956, both the GDPs and emissions of Canada have frequently increased rapidly. They stated that Canada must decouple GDP from carbon emissions to meet Canada's emission reduction target of 2030.

In regard to the above environmental distress, this study investigates the nexus among environmental pollution, economic growth energy use, and foreign direct investment in 6 selected sub-Saharan African countries for over the period of 1980--2014. The selected countries are Ghana, Kenya, Botswana, Mauritius, Togo, and Benin. Even though several researchers have done studies in connection to the variables used in this study using time series or panel data associations (Begum et al. [@CR16]; Bekhet et al. [@CR18]; Ghosh and Kanjilal [@CR35]; Lin and Ouyang [@CR56]; Ozcan [@CR68]; Salahuddin et al. [@CR77]), to the best of our knowledge, no research has yet been carried out to determine the nexus among the 6 selected sub-Saharan African countries.

The research aims to provide more consistent estimates of the nexus among environmental pollution, economic growth, energy use, and foreign direct investment in the 6 selected sub-Saharan African countries during the period of 1980--2014. The results of the study will help governments to formulate policies that will be useful in terms of governing the environment for a sustainable standard of living and even to find out the kind of technology suitable for environmental protection. It will also add value to the existing literature about sub-Saharan African and other parts of the world.

The remaining structure of the study is structured as follows: "[Theoretical literature review](#Sec2){ref-type="sec"}" discusses the theoretical evidences from literature review, "[Methodology](#Sec6){ref-type="sec"}" is devoted to methods and data, "[Empirical results and discussions](#Sec9){ref-type="sec"}" focuses on the empirical results and discussion of the study, and "[Conclusion and policy implications](#Sec14){ref-type="sec"}" details the conclusion and policy implications or recommendation.

Theoretical literature review {#Sec2}
=============================

For the past two decades, the causal nexus among carbon discharges, economic growth, energy use, and FDI have been a subject of discussion (Achour and Belloumi [@CR2]). As indicated by various researchers like Chai et al. ([@CR25]) and Gergel et al. ([@CR34]), the prospective consequences of environmental destruction are so severe that researchers and policy practitioners have devoted much time to investigate the solutions to this challenge.

It is imperative to understand the variables involved in this study. When we discuss carbon outflows (dependent variable), we are concentrating particularly on carbon dioxide, or CO~2~ discharges into the air in an enormous amount of ways (Jones [@CR47]; Schreier [@CR79]). In the area of research, some of the indicators that have been engaged as proxies for ecological pollution are CO~2~ (carbon dioxide) and SO~2~ (sulfur dioxide) emissions and methane. The other variables are economic growth, foreign direct investment inflow, and energy use as the independent variables.

The nexus among economic growth and carbon emission {#Sec3}
---------------------------------------------------

Economic growth is an extension in the production of goods and services execution over a specific period. To be correct, the estimation must oust the effects of inflation. Economic growth or development makes more advantage for organizations and a nation in general. Hence, stock cost rise gives firms resources to remain in business. They contribute and contract more laborers and as greater work opportunities are made accessible as well as compensation rise. Be that as it may, as much as nations would need to see their income enhances, this comes with consequences like carbon emissions. This makes it very important to understand the nexus between this economic growth and carbon emissions. According to Han et al. ([@CR37]), they reveal that it is imperative to have a decent comprehension about the relationship between carbon emissions and economic growth to disclose the interfaces between human activities and the natural ecology to reduce greenhouse gases.

The nexus between environmental defilement and economic growth can be shown by EKC (Environmental Kuznets Curve) presented by Simon Kuznets in the 1960s. He revealed that environmental contamination rises correspondently as one with economic growth. That when there is an increase in the income level and when the income ascends to a particular level, at the defining moment, CO~2~ begins to decrease. Accordingly, an inverted U-shaped correlation between environmental defilement and economic growth is made. Ahmed and Azam ([@CR5]) exhibited that the current literature displays the connection between energy usage and economic progression is extensively examined. However, the experimental discoveries are yet not made clear and irreconcilable with respect to the trend of causality, basing on their research using cross-country time-series unidirectional causality runs from gross national product (GNP) to energy utilization, for both Chile and Argentina.

Begum et al. ([@CR16]) examined the impact of dynamic impacts of economic growth, energy consumption, and population growth on CO~2~ emissions. They used econometric methodologies such ARDL bound testing in Malaysia from 1970 to 1980. Their results indicated that as the carbon emissions reduced, economic growth increased. But again, from 1980 to 2009, carbon emissions increased abnormally as the economic growth increased at the same time. Their result also indicated that both energy consumption and economic growth have a long-term positive effect on carbon emissions. They suggested the use of low-carbon innovations such green energy to reduce carbon emissions for sustainable economic growth. Kasman and Duman ([@CR49]) investigated the causal nexus among energy consumption, economic growth carbon emissions, urbanization, and trade openness for a panel of EU countries over the period 1992--2010. They exerted panel causality tests, panel unit root test, and panel cointegration methodologies. According to their results, the evidence of Environmental Kuznets Curve hypothesis is supported. This proved that there is an inverted U-shaped correlation between environment pollution and economic growth for the selected countries. Salahuddin et al. ([@CR76]) scrutinized the empirical effects of economic growth, electricity consumption, foreign direct investment (FDI), and financial development on carbon dioxide (CO~2~) emissions in Kuwait using time-series data for over the period of 1980--2013. They exerted ARDL bound testing method, and their report indicated that economic growth, electricity consumption, and FDI stimulate CO~2~ emissions in Kuwait. The results from the VECM exposed that FDI, economic growth, and electricity consumption toughly Granger-cause CO~2~ emissions. According to these results, the study indorsed that carbon emissions should be reduced by increasing its present carbon capture and use of renewable energy like solar and wind energy. Cai et al. ([@CR24]) explored the causal relationship among renewable energy consumption, economic growth, and carbon emissions. They exerted bootstrap ARDL bounds alongside structural break to investigate cointegration and causality for G7 nations. Their findings of causality test revealed that renewable energy use causes real GDP per capita for countries like Canada, Germany, and the USA and CO~2~ emissions cause renewable energy use for Germany. They also revealed that their findings have got significant policy implications for G7 nations steering effective energy-use approach to decrease CO~2~ emissions. They also concluded by stating that clean energy has the capability to bridge the gap between economic growth and environmental management in G7 and the demerging economies.

Isik et al. ([@CR43]), in another exploration, observed the interrelationship between energy consumption, environmental pollution, urbanization, and economic growth in China considering provincial panels. They used a heterogeneous panel analysis technique. In this technique, they included heterogeneous panel estimation which is based on (DOLS), fully modified least squares (FMOLS). They exerted heterogeneous panel Granger test focusing on Dumitrescu and Hurlin. Their findings revealed that carbon emissions, GDP, energy consumption structure, and urbanization contain a long-run equilibrium correlations. Their findings further revealed that GDP and energy consumption have a significant impact on carbon emission in all provincial panels. But urbanization has a significant effect on carbon emissions within national and medium-developed regions. Based on the findings, they proposed policy implications to reduce carbon emissions. Koçak and Şarkgüneşi ([@CR52]) investigated the effect of foreign direct investment on carbon emissions in Turkey over the period from 1974 to 2013. Using the structural break cointegration test bootstrap test for causal testing and ordinary least square estimator, their study reiterated that economic growth procedures reduce CO~2~ emissions. Khobai and Le Roux ([@CR51]) examined the relations among energy consumption, carbon dioxide emission, economic growth, trade openness, and urbanization for South Africa from 1971 to 2013. Based on the findings of Johansen test of cointegration and vector error correction model Granger causality, their study indicated that there is a long-run relationship between the variables and there is bidirectional causality running among energy use and GDP in the long run. Their study suggested that South African government should impose energy polices for the enhancement economic growth.

The nexus among foreign direct investment and carbon emission {#Sec4}
-------------------------------------------------------------

The link between FDI inflows and CO~2~ emissions are broadly discussed in the literature to do with environmental behaviors. This connection has ignited debate among scholars and policymakers about the positive and the negative impact of both variables. The truth of the matter is that FDI inflows is capable of providing direct capital for investment, and motivate economic development by the means of knowledge transfer, technology transfer, and spillover effects to enhance production (Lee [@CR54]; Ning and Wang [@CR65]). On the other comes with carbon emissions especially in regions where there are tighter policies and regulation. Jain ([@CR46]) states that there is a great deal of confirmation recommending that through foreign direct investment, international multi-national corporations tend to move pollution to developing countries with thoughtless ecological controls as opposed to developed countries with incredibly strict ecological policies. In this way, contingent upon the idea of and the intentions behind the multinational companies, FDI can cause more emanations in the host nations (Li et al. [@CR55]). The impact of FDI on greenhouse gas discharges specifically has likewise been a subject of level-headed discussion in the existing literature (Rafindadi et al. [@CR74]).

Salahuddin et al. ([@CR76]) analyzed the effects of economic growth, electricity consumption, and foreign direct investment (FDI) on carbon dioxide (CO~2~) emissions in Kuwait using time-series data for over the period of 1980--2013. Exerting ARDL, their report showed that FDI motivates CO~2~ emissions. Their other result from the VECM exposed that FDI, economic growth, and electricity consumption toughly Granger-cause CO~2~ emissions. Bekhet et al. ([@CR18]) investigated dynamic causal relationships among, financial development, economic growth, energy use, and carbon emissions for Gulf Cooperation Council nations over the period of 1980 to 2011. When they employed ARDL model, their study revealed that there is an existence of long-run and causal relationships among the variables in all countries unlike in United Arab Emirates (UAE); within UAE, Oman, and Kuwait, one-way causal relationship from financial development to carbon emissions was found. In another study, Tang and Tan ([@CR86]) examined the connection between carbon emissions, energy consumption, (foreign direct investment), and economic growth in Vietnam from 1976 to 2009. They employed cointegration test and Granger causality test. Their report inveterate the presence of long-run equilibrium within the variables. Their other findings revealed that there is an existence of two-way causalities among carbon emissions and income, and between FDI and carbon emissions. They were able to single out energy use, FDI, and GDP as the key factors of carbon emissions in Vietnam. They also suggested that foreign direct investment is vital in the mitigation of carbon emission through clean technologies in terms of technology transfer.

Koçak and Şarkgüneşi ([@CR52]) exerted structural break cointegration test bootstrap test for causal testing and ordinary least square estimator to investigate the potential impact of foreign direct investment on carbon emissions in Turkey over the period from 1974 to 2013. Their results indicated that there is an existence of long-term balance relationship among FDI, GDP, energy use, and carbon emissions. The study also revealed that FDI has a potential impact on carbon emissions. They also found that the impact of FDI on carbon emissions is positive with a two-way relationship. Sarkodie and Strezov ([@CR78]) examined the significant impact of foreign direct investment (FDI) inflows, economic growth, and energy use on carbon emissions from 1982 to 2016 considering China, India, Iran, Indonesia, and South Africa as the leading carbon emitters in the emerging economies. They discovered that the impact of energy use on carbon dioxide emissions is significantly positive. Their final findings reported that foreign direct investment inflows can boost eco-technological transfer, upgrading in labor and eco-friendly management in emerging economies.

Another study by Ojewumi and Akinlo ([@CR66]) investigated the dynamic relations between foreign direct investment, economic growth, and environmental quality in sub-Saharan Africa (SSA). They used panel vector error correction (PVEC) and panel vector autoregressive (PVAR) methods. They indicated that vibrant relationships are evident among economic growth, foreign direct investment, and carbon emissions. They advised that sub-Saharan African governments ought to make an equilibrium between policies which are suitable for the protection of the environment. Behera and Dash ([@CR17]) explored the interrelationship between urbanization, energy consumption, foreign direct investment (FDI), and carbon emissions of 17 countries in the South and Southeast Asian (SSEA) region over the period of 1980--2012. When they used Pedroni cointegration, they found that both fossil fuel energy consumption, primary energy consumption, and FDI significantly affect carbon emission in the SSEA province. Sung et al. ([@CR85]) investigated how foreign direct investment (FDI) affect the level of carbon emissions of a nation. They used panel data for a period of 2002--2015 considering 28 industrial sectors in China. Based on their findings, they reported that FDI is a positive prognosticator of environmental quality in the hosting nation. This proves that FDI reduces the intensities of carbon emissions.

The nexus among energy use and carbon emission {#Sec5}
----------------------------------------------

The relationship between CO~2~ emissions and energy consumption is one of the present debates in the energy environment literature since the last two decades. Alshehry and Belloumi ([@CR7]) examined the causal connection between energy cost, economic exercises, and energy utilization in Saudi Arabia. Their findings exhibited that a long-run unidirectional causality from energy consumption to financial development and CO~2~ outflows. They also found a bidirectional causality between carbon dioxide discharges and financial development, and a long-run unidirectional causality keeps running from energy cost to economic growth and CO~2~ emanations, and a short-run, unidirectional causality running from CO~2~ outflows to energy utilization and monetary yield and from energy cost to CO~2~ emanations. In Tunisia, Ben Jebli and Belloumi ([@CR20]) utilized (ARDL) methodology and Granger causality tests and their examination revealed that a bidirectional short-run causality between sea transport and CO~2~ transmissions and a unidirectional short-run causality which runs from real GDP, burnable renewables and waste depletion, railroad transport to CO~2~ radiations, and the long-run estimates revealed that real (GDP) contributes to the abatement of CO~2~ emissions, while burnable renewables, waste depletion, sea, and railroad transport positively encourages emissions. A study by Mirza and Kanwal ([@CR61]) revealed that there is bidirectional causalities among energy use, economic growth, and carbon emanations in both the long and short run.

Heidari et al. ([@CR39]) applied the panel smooth transition regression (PSTR) model as a second-generation econometric technique to investigate the link between economic growth, carbon dioxide (CO~2~) emissions, and energy consumption in five ASEAN. Their study showed that energy consumption increase CO~2~. Mirza and Kanwal ([@CR61]) examined the existence of causality presence between economic growth, energy consumption, and environmental pollution for Pakistan. Using ARDL to examine the robustness of the long-run connection and the existence of Grangers' causality results using VECM, they indicated that there is bidirectional causalities among economic growth, energy consumption, and carbon emissions. Based on their results, they suggested that the Pakistan government should increase on renewable energy. Another study conducted by Isik et al. ([@CR43]) revealed that a long-run equilibrium correlations exited among carbon emissions, GDP, energy consumption structure, and urbanization. Their study also revealed that GDP and energy consumption have a significant impact on carbon emission in all the provinces of China. Ahmad et al. ([@CR4]) used ARDL model to examine the effect of energy consumption, total population, and economic growth on carbon emissions over the period of 1971 to 2013 in China. They were able to identify a linkage among economic growth and carbon emissions which confirmed the existence of long run connection. When they used Granger causality test, they found the existence of one-way causality between economic growth and carbon emissions. Their final results divulged that the energy use and economic growth have got great potential to encourage carbon productions in the long run. The researchers suggested that the government should pay attention on the promotion of sustainable energy for sustainable economic development and living.

Another study by Balcilar et al. ([@CR14]) explored the connection between economic growth energy consumption and carbon dioxide emissions in the G-7 countries. They used historical decomposition method, and their findings provided proof that countries like Canada, Italy, Japan, and the USA needed to give up on most economic activities to diminish CO~2~ emissions by banning the use of nonrenewable energy use. But on the other hand, their results displayed contradiction of EKC hypothesis for Canada, Germany, Japan, the UK, and the US which indicated that economic growth does not affect the quality of the environmental quality because the EKC hypothesis is not valid for Germany and the UK.

Topcu and Payne ([@CR87]) estimated trade and energy use nexus in OECD countries for over the period of 1990--2015.They applied panel structure with approval for heterogeneity and cross-sectional dependence. Their study revealed that the influence of trade on energy use displayed an inverted U-shaped pattern which indicated that the impact of carbon emission on energy use is more than economic growth. Behera and Dash ([@CR17]) examined the interrelationship between urbanization, energy consumption, foreign direct investment (FDI), and carbon emissions of 17 countries in the South and Southeast Asian (SSEA) region over the period of 1980--2012. They used Pedroni cointegration and their outcome reported that both the primary energy consumption and fossil fuel energy consumption significantly increasing the carbon emission in the SSEA province.

Methodology {#Sec6}
===========

This paper explores the relationship amidst carbon emissions, economic growth, energy use, and foreign direct investment. Variables were converted into natural logarithm forms to address the issue of heteroskedasticity; every one of the factors are changed over into common logarithm shapes. The log-linear quadratic form is utilized to analyze the connection between carbon emissions, economic growth, energy consumption, and foreign direct investment using the following regression model;$$\documentclass[12pt]{minimal}
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Econometric approach {#Sec7}
--------------------

To detect the stationarity of carbon-emissions, economic growth, energy consumption, and foreign direct investment, the panel data characteristics should further be elaborated in order to utilize appropriate and robust panel unit root tests. In the case where the panel time-series data is cross-sectionally independent, the use of traditional panel unit root test such as IPS, LLC, and Hadri tests gives inconsistent and erroneous results. Hence, in order to check whether the panel time-series data for the study is cross-sectionally independent, the study employed a cross-sectional independence test developed by Pesaran ([@CR70]). Under the null hypothesis of Pesaran CD test, the error terms of individual series within the panel are uncorrelated (cross-sectional independence), while under the alternative hypothesis, errors terms of individual series within the panel are correlated (cross-sectional independence). The study later analyzed the stationarity properties of the variables. Considering potential cross-sectional independences within the panel time-series data, we employed second-generation panel unit roots test developed by Pesaran ([@CR71]) which include the cross-sectional IPS (CIPS) (an extension IPS panel unit root test developed by Im et al. ([@CR42]) and cross-sectional augmented Dickey-Fuller (CADF) panel unit root tests. The CIPS and CADF panel unit root tests are based on the null hypothesis that all individual series within the panel are stationary against the alternative hypothesis that at least an individual series in the panel is stationary.

Aside the Pesaran CD test, CIPS, and CADF panel unit root tests, the study went on to investigate the long-run relationship amid carbon emissions, economic growth, energy consumption, and foreign and direct investment with Pedroni panel cointegration test and Kao panel cointegration test developed by Pedroni ([@CR69]) and Kao ([@CR48]), respectively.

Further, the study utilized the Pooled Mean Group (PMG) estimator through a panel Autoregressive Distributed Lag (ARDL) model in order to show both the long-run and short-run estimates of carbon emissions, economic growth, energy use, and foreign and direct investment. Recently, the ARDL has been used more due to some useful advantages which include (i) regardless of whether the series is I(1) or I(0) this technique can be applied (ii) both short-term and long-term estimates can be simultaneously made (Pesaran and Shin [@CR72]). The ARDL (*p*, *q*) model consists of *lag p* on the response variable and *lag q* for the explanatory variables. The ARDL (*p*, *q*) model as developed can be formulated as:$$\documentclass[12pt]{minimal}
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Generally, the error correction representation of Eq. ([4](#Equ4){ref-type=""}) can be written as:$$\documentclass[12pt]{minimal}
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Equations ([5](#Equ5){ref-type=""}), ([5.1](#Equ6){ref-type=""}), ([5.2](#Equ7){ref-type=""}), ([5.3](#Equ8){ref-type=""}), and ([5.4](#Equ9){ref-type=""}) are estimated respectively using the PMG estimator. As compared to other estimators, the PMG has several merits. For instances, this estimator restricts the long-run estimates to be constant across all cross sections with a panel but allows the intercepts as well as the short-run coefficients and error variances to vary across countries. Also, it can be used irrespective of whether the series is I(1) or I(0) and inference of long- and short-run causalities can be drawn even if the presence of cointegration is not officially detected.

Finally, an important diagnostic test known as the Hausman poolability test was finally performed in the study to attest whether the pooling coefficients are appropriate and efficient. This diagnostic test tests the null hypothesis of pooling long-run coefficients that are identical for all cross sections (*H*~*o*~ : *δ*~*i*~ = *δ* ∀ *i*) against the alternative hypothesis that pooling long-run coefficients are not identical for all cross sections.

Data source and description {#Sec8}
---------------------------

This study utilizes an annual panel time-series data for 7 sub-Saharan African countries covering the period of 1980 to 2014. The data with respect to the variables (carbon emissions, economic growth, energy consumption, and foreign direct investment) were obtained from the World Bank Development Indicators (WDI) which as access from [[https://data.worldbank.org/indicator]{.ul}](https://data.worldbank.org/indicator). The data per variable was transformed into natural logarithm so as to interpret the coefficient estimates as the elasticities of the dependent variable (carbon emissions). Sampled sub-Saharan African countries for the study include Ghana, Kenya, Botswana, Mauritius, Togo, and Benin.

With respect to the dependent variable and as the main determinant of the time frame, we could not go past the frame as data for carbon dioxide before 1980 were missing while observations after 2014 for energy consumption and carbon emissions were missing as well, and for most countries like Uganda, South Soudan, and D.R. Congo, data were also missing. The fact that several countries had large missing data observations; this left us to sample the 6 aforementioned nations.

Results obtained from the data were generated with the help of EVIEWS 9.0 and STATA 13.0 software. Table [1](#Tab1){ref-type="table"} presents the summary of the data set together with the summary statistics which includes the mean and the standard deviation of carbon emissions, energy use, economic growth, and foreign direct investment for each of the 6 selected sub-Saharan African countries. Results from the summary statistics depict that the mean of carbon emissions ranges from 8062.266 in Kenya to 1242.799 in Togo. As for energy consumption, Ghana among the 6 selected sub-Saharan African countries has the lowest energy usage, while Botswana has the highest. With respect to the gross domestic product (GDP), Mauritius has the highest GDP followed by Botswana, while Togo is the poorest country within the panel. Finally, for foreign direct investment (FDI) which is defined as net inflows (BoP, current US\$), Ghana has the highest volatility and Benin has the lowest among the 6 sub-Saharan African countries.Table 1Summary of data set and descriptive statisticsSummary of data setVariableDefinitionSource CO~2~Carbon emissions (kt)WDI (2017) Y, Y^2^Gross domestic product (constant 2010 US\$)WDI (2017) EUEnergy use (kg of oil equivalent per capita)WDI (2017) FDIForeign direct investment (net inflows (BoP, current US\$))WDI (2017)Descriptive statisticsCountryStatisticCO~2~YEUFDI GhanaMean6430.4511006.415340.4521,183,927,502.909Stdev621.939257.34541.313706,385,613.429 KenyaMean8062.266894.897451.717390,321,585.231Stdev3011.91762.37215.969201,827,233.489 BotswanaMean3043.7154554.279937.208271,776,967.187Stdev1445.3471587.127141.165225,425,725.223 MauritiusMean2210.4685117.669753.382165,719,466.222Stdev1215.2782081.501231.656116,342,018.688 TogoMean1242.799521.576383.04123,026,885.889Stdev621.939551.31157.38762,312,932.025 BeninMean2141.109677.844349.18599,422,032.236Stdev1843.3969.76731.71659,635,370.193 PanelMean13,449.2842057.509561.4471,398,676,804.880Stdev25,196.7302054.303244.943565,178,353.014Stdev, CO~2~, GDP, EU, and FDI represent the standard deviation, per capita carbon dioxide emissions, per capita real GDP, per capita energy consumption, and foreign direct investment. WDI means World Development Indicators

Empirical results and discussions {#Sec9}
---------------------------------

### Cross-sectional independence test {#Sec10}

The CD test developed by Pesaran ([@CR70]) is utilized together with the analyzed variables in order to explore whether the panel time-series data has cross-sectional independence. Results from the various Pesaran CD tests are presented in Table [2](#Tab2){ref-type="table"}. Referring to the related probability values, the null hypothesis of cross-sectional independence for carbon emissions, economic growth, energy use, and foreign direct investment is rejected. This results are similar to those of Omri et al. ([@CR67]) and Shahbaz et al. ([@CR82]). This, therefore, gives the indication that the panel time's series data which includes the analyzed variables has cross-sectional independence. Given the fact that the panel time's series data containing the variables under discussions exhibit cross-sectional independence, the study continues with panel methods that assume cross-sectional independence. Hence, this study in the next stage employs the CIPS and CADF panel unit root test.Table 2Results from the Pesaran ([@CR70]) cross-sectional independence testCO~2~Y(Y^2^)EUFDICD test value20.999\*\*\*11.417\*\*\*7.707\*\*\*16.618\*\*\**p* value0.0000.0000.0000.000\*\*\*represents statistical significance at 1%. The Pesaran CD test is based on the null hypothesis of cross-sectional independence

### Panel unit root test {#Sec11}

This study as mentioned in the methodology uses the CIPS and CADF panel unit root tests instead of conventional unit root test such as Breitung, IPS, and LLC panel unit root tests (Gengenbach et al. [@CR33]). This is due to the reason that these conventional panel unit root tests have drawbacks with respect to the presence of cross-sectional independence. Most importantly, the CADF and CIPS unit root tests yield reliable results in the presence of cross-sectional independence as supported by the results of Dogan et al. ([@CR29]). Results of the CIPS and CADF tests are therefore stated in Table [3](#Tab3){ref-type="table"}. Both tests illustrate that the variables under investigation are not stationary at their respective levels but become stationary at their first difference. Therefore, this gives the indication that the variables CO~2~, GDP, EU, and FDI are all integrated at the same order (I(1)).Table 3Results from panel unit root testVariableCIPSCADFLevel*Δ*Level*Δ*CO~2~− 2.456− 5.969\*\*\*− 2.159− 4.041\*\*\*Y(Y^2^)− 2.047− 4.844\*\*\*− 2.214− 3.467\*\*\*EU− 2.019− 5.326\*\*\*− 1.748− 3.931\*\*\*FDI− 2.024− 6.195\*\*\*− 2.273− 5.442\*\*\*^\*\*\*^represents statistical significance at 1%. Critical values of the CIPS are not given due to concision but can be provided upon request. Both the CIPS and CADF are based on the null hypothesis of cross-sectional independence

Since the investigated variables are non-stationary at their levels, the study used the Pedroni and Kao panel cointegration test to investigate whether long-run relationship exists among the variables or not (Fang and Chang [@CR30]). During the test, variables are to be in a panel data to be non-stationary at their levels.

### Panel cointegration test {#Sec12}

This examination searches for cointegration connections that are conceivable between the investigated variables (CO~2~, Y, Y^2^, EU, and FDI) by most importantly using the Pedroni panel cointegration test. The Pedroni panel cointegration test from Table [4](#Tab4){ref-type="table"} provides results from seven diverse statistics. Generally, since the majority of these statistics which incorporates the panel PP, panel ADF, group rho, and group PP statistics are measurable, we rejected null hypothesis. This is because the analyzed variables have cointegration relationship.Table 4Results from the Pedroni board cointegration testCommon AR coefficients (within-dimension)StatisticWeighted statisticPanel *v*-statistic− 0.518− 0.568Panel rho-statistic0.4920.501Panel PP-statistic− 0.219\*\*\*− 0.292\*\*\*Panel ADF-statistic− 0.693\*\*\*− 0.638\*\*\*Individual AR coefficientGroup rho-statistic1.616Group PP-statistic0.394\*\*\*Group ADF-statistic− 0.254\*\*\*\*\*\*denotes the rejection of the null hypothesis at 1% significance level. The Pedroni cointegration test assumes the null hypothesis of no cointegration

Kao panel cointegration test contains coefficients that are homogeneous coefficients at the primary stage regressors over the cross section applying the same methods as the Pedroni cointegration test. As for the results of the Kao panel cointegration test exhibited in Table [5](#Tab5){ref-type="table"}, it is detected that the investigated variables are cointegrated and subsequently have cointegration connections. This is on the grounds that there is sufficient proof to reject the null hypothesis of no cointegration for the elective speculation of cointegration at 1% noteworthiness level. In light of the results of both the Pedroni and Kao panel cointegration tests, we reach on the presence of cointegration between the investigated variables utilized in the examination.Table 5Results from the Kao panel cointegration test*t*-statisticProbability valueADF− 2.484\*\*\*0.007\*\*\*represents the rejection of the null hypothesis at 1% significance level. The Kao panel cointegration test is based on the null hypothesis of no cointegration

### The causality test using the Pooled Mean Group estimator {#Sec13}

We applied the Pooled Mean Group estimator because it makes the long-run coefficients controlled to be similar for all cross section, while the short run allows it to be diverse from nation to nation. PMG also permits idiosyncratic heterogeneity to be accommodated by estimating separate equations for each country or variable and averages the parameter estimates. Finally, PMG can also be utilized when there is an integration of variables at the same order or not. This makes it possible for the short- and long-run causality interpretation to be concluded even when cointegration was identified previously or not.

Table [6](#Tab6){ref-type="table"} reports the results of the PMG cointegration estimation results for the 7 sub-Saharan African nations with long-run coefficients in Eq. ([5](#Equ5){ref-type=""}) showing the elasticity of CO~2~ as for the different illustrative variables (EU, FDI, Y, and Y^2^). Apart from FDI, the rest of the variables proofed to be statistically significant at 1% level. This indicates that a 1% increase in energy use leads to 49% rise in CO~2~. This result confirms the findings of Acaravci and Ozturk [@CR1] and Wang et al. [@CR89]. This findings recommends that increase in energy consumption encourages environmental pollution which is similar to the findings of Omri et al. ([@CR67]) who stated that an increase in energy consumption and GDP influences carbon emissions in Vietnam. To reduce the level of CO~2~ emission, is to increase energy efficiency, the public should be sensitized, and governments should encourage energy saving for instance switching of lights when not in use. A 1% increase in economic growth leads to 16% increase in CO~2~. These results support the findings of Ito ([@CR45]). Wang et al. ([@CR89]) stated that there is need to enhance and implement policies for both energy consumption and economic growth to address the issue of carbon emissions in China by encouraging low-carbon rise in the nation of China. But 1% increase in the square of economic growth triggers CO~2~ to reduce by 46% which was confirmed by Ben Jebli et al. ([@CR21]). They conducted an investigation of the short-run and long-run affiliations among carbon emissions, gross domestic product, renewable energy use, and international trade considering a panel of 24 sub-Saharan Africa countries for a period over 1980--2010. Their findings reported that an increase in real GDP has a great opportunity to increase carbon emissions, but an increase GPD squared is capable of reducing carbon emissions in the selected sub-Saharan African countries. This results support the findings of Anastacio ([@CR8]). Their findings also reported the existence of inverted U-shaped connection. To back up our findings, Doğan's ([@CR28]) findings report that in the long run, an increase in GDP^2^ will decrease carbon emissions. As per the findings of Anastacio ([@CR8]), the positive and negative impact of economic growth and its Y^2^ approve the EKC theory. Concerning causalities in the midst of the investigated variables, there is a proof of a bidirectional causality between energy use and CO~2~ in the short run as well as a one-way causality running from energy consumption to CO~2~ in the long run. The bidirectional causal relationship between energy use and carbon emissions in the short term implies that energy use and carbon emissions are interconnected in the short run in the sense that increase in energy use will lead to high level of carbon emissions (Ssali et al. [@CR84]), while the increase in carbon emissions means more consumption of energy. The unidirectional causality from former (energy consumption) to the latter (carbon emissions), on the other hand, implies that, in the long term, energy use has a significant impact on emissions of carbon in sub-Saharan countries. This further means that changes in energy consumption appear to precede changes in carbon emissions. Remarkably, there likewise exists a significant positive effect and unidirectional causality from CO~2~ to foreign direct investment in the long-run. In the policy context, the long-run unidirectional causal relationship from carbon emission to foreign direct investment (FDI) gives the implication that changes in carbon emissions precede changes in FDI in the long term and as well have significance influence on FDI. This means that the presence of multinationals of counties under study could either increase or even decrease the level of foreign direct investment, implying that the host countries must lay down policies to assess the environmental impact on FDI before foreign investors can be allowed into the country.Table 6Results of the ARDL model estimation using the PMG estimatorDependent variableCO~2~ (5)EU (5.1)FDI (5.2)Y (5.3)Y^2^ (5.4)Long run CO~2~− 0.0121.674\*\*\*− 0.003− 0.471 ENU1.481\*\*\*1.8610.017− 0.104 FDI0.005− 0.002− 0.0010.047 Y8.157\*\*\*0.279− 12.7085.508 Y^2^− 0.459\*\*\*0.0060.7770.066\*\*\*Ect− 0.196\*\*− 0.212\*− 0.629\*\*\*−0.358\*\*− 0.136\*\*Short run CO~2~0.123\*\*0.142− 0.0010.019\* ENU1.212\*\*− 0.7640.004− 0.068 FDI− 0.0120.006− 4.0850.001 Y5.379\*\*\*− 5.226− 6.5444.428\*\*\* Y^2^−0.3830.3891.2780.0697\*\*\*Hausman test value81.88017.98814.45413.37713.593*p* value0.4730.2770.3110.1070.129\*\*\*, \*\*, and \*represent statistical significance level at 1%, 5%, and 10%, respectively

However, there is no causal relationship in the short run. With respect to carbon income nexus, the PMG results through the ARDL model from Table [6](#Tab6){ref-type="table"} interestingly reveal a proof of a unidirectional causality running from economic growth to carbon emanations both over the long and short run. The finding of one-way causality extending from economic growth to carbon emissions implies that the growth of sub-Saharan African economies have significant effect on carbon emissions in the sense that, with increasing carbon emissions, economic growth of the sample of sub-Saharan African countries do not decline both in the long term and short terms; thus, reduction in the increment of carbon emissions rather than minimizing the entire amount should be an attainable goal for countries under discussion. Rather than economic growth and CO~2~ nexus, however, unidirectional causality runs from the square of economic growth to carbon emanations over the long run and the other way around in the short run. The ECTs of carbon emanations, energy use, foreign direct investment, and economic growth and square of economic growth are highly significant and correspond to 19.6%, 21.2%, and 62.9% years. It indicates that every variable reacts quickly to deviations over the long-run equilibrium. The Hausman poolability test, on the other hand, implies that the confinement of homogenous coefficients in all cases in the long run cannot be rejected at 1% level of significance. Therefore, it indicates that the PMG estimator is effective and appropriate. Table [7](#Tab7){ref-type="table"} plots the rundown of principle discoveries in view of causalities.Table 7Summary of results based on causalitiesSample typeShort-run causalityLong-run causalitySSA countriesCO~2~↔ENUCO~2~←ENUCO~2~∘FDICO~2~→FDICO~2~←YCO~2~←YCO~2~→Y^2^CO~2~←Y^2^SSA means sub-Saharan Africa, ENU, FDI, Y, and Y^2^ represent energy use, foreign direct investment, economic growth, and square of economic growth, respectively. ↔, ←, and ∘ represent bidirectional causality, unidirectional causality, and no causality, respectively

Conclusion and policy implications {#Sec14}
==================================

The nexus among the variables was investigated in the selected sub-Saharan African countries by applying cross-sectional freedom test created by Pesaran which incorporate the cross-sectional IPS (CIPS) (an augmentation IPS board unit root test created by Im et al. ([@CR42])), ARDL model utilizing PMG applying a board information running from 1980 to 2014. Five variables incorporated into this investigation are carbon outflows, Y, Y^2^, energy use, and outside direct venture. The developing nations considered for this investigation are Ghana, Kenya, Nigeria, Botswana, Mauritius, Togo, and Benin.

The present problems of climate alteration activated by ecological degradation has woken up governments to deal with this catastrophe before it destroys the whole world. Researchers around the globe have picked interest to find out the major cause and the end results of climate change globally. They have utilized distinctive variables to comprehend the impact and the reasons for environmental change today. Understanding variables is imperative since it helps in developing the right strategies. Having said that, our research is the best thing to do for the benefit of mankind. We did not utilize traditional test to avoid questionable outcomes. We utilized second-generation test, for instance, CADF and CIPS (Pesaran [@CR71]). The cointegration test of Kao and Pedroni delineates that variables are cointegrated which implies they have long-run causality relationship.

Our empirical findings of the long-term peripheral effect of the breakdown on dependent variable for the seven nations was focused on the ARDL approach. Empirical investigation findings report that 1% increase in energy use and economic growth are destined to cause a relative increase in CO~2~ emission by 49% and 16% reliably. This suggests energy use and GDP add to the growth of CO~2~ emissions which makes them perilous to the emerging economies. The findings likewise report that an increase in Y^2^ by 1% diminishes CO~2~ by 46%. This reveals that Y^2^ promotes the environment of the emerging nations. This implies more accentuation ought to be put on economic growth to inspire income to invest in technologies to encourage low carbon. But the results indicate that if nothing is done, energy use and economic growth will continue, causing carbon emissions in developing countries. This is because the majority of African nations still use poor sources of energy due to lack of accessibility to clean energy. This has resulted in intense lower respiratory sickness, cerebrovascular malady, ischemic coronary illness, obstructive aspiratory ailment, and lung malignancy. Economic activities have also contributed a lot to carbon emissions in developing nations because most of them have not yet arrived at the level of using renewable energy in huge capacity according to the EKC hypothesis.

Over the long run, the Pooled Mean Group (PMG)---estimator result demonstrates that Y has a positive and significant impact on carbon emission while Y^2^ negatively and positively effects carbon emissions. This infers the connection between GDP growth and carbon emanation has a U-shaped but not an inverted-U-shaped relationship in the long run, which negates the Kuznets' environmental curve. It likewise keeps up the possibility that when the economy grows, it diminishes CO~2~ discharges, yet as the economy grows, it prompts increased CO~2~ in the long run. In the long run, the coefficients of economic growth and Y^2^ are positively and negatively significant. Our study revealed that the error correction coefficient to environmental degradation, energy use, and foreign direct investments postulates long-run equilibrium. We notice the system runs back to equilibrium at a rate of 19.6%, 21.2%, and 62.9% for the latter three variables.

As per Table [7](#Tab7){ref-type="table"}, it presents the long- and short-run causality inside the variables. The outcomes depict that long-run unidirectional causality runs from energy use to CO~2~, GDP to CO~2~, GDP-squared to CO~2~, and CO~2~ to FDI. In any case, the short-run unidirectional causality runs from energy use to CO~2~, CO~2~ to GDP, and CO~2~ to GDP-squared. Basing on Tables [6](#Tab6){ref-type="table"} and [7](#Tab7){ref-type="table"}, the long-run causality correlation test findings show that unidirectionality exists between CO~2~ and independent variables.

There is a need to use the existing research to help combat environmental pollution to acquire sustainable economic development. Diverse methodologies have to be put in place to handle this challenge of carbon emissions in developing nations. Developing nations should have research institutions to conduct more investigations on the type of carbon emitted in the space as a result of consuming fossil energy which has become dangerous to human health.

Policy implication {#Sec15}
------------------

Our policy implications are summarized on the fact that the policymakers of the sub-Saharan region must stimulate the economic segments to come up with new investment policies in renewable sources of energy by encouraging a tax policy incentives and establishing energy codes to reduce environmental pollution. The mix of African energy is that 23% of oil is utilized as a source of energy, 14% coal, 14% gas, 48% bio-energy, and 1% different sources like atomic, hydro, and renewable (Ispy distributing [@CR44]). This implies less accentuation has been put on the use of renewable energy source. More accentuation ought to be put on sustainable power sources rather than non-sustainable power source. Hydropower, wind energy, atomic energy, and sun-based power ought to be advanced in emerging economies. Therefore, renewable energy supplies should be enlarged and reinforced in the selected countries and globally and as well as encouragement of energy efficiency by the governments. Green technology investments should be enhanced to reduce carbon emissions as well as venturing into carbon capture and storage. For this to happen, suitable motivational policies should be considered for example boosting FDI by governments to buttress industrial sectors in relation to renewable energy investments and production. These policies can be effective if they are made mandatory as well as creating more public awareness concerning the new green technologies and concerning their positive effectiveness on the environment.

In conclusion, as much as emerging economies would like to develop, governments should take it upon themselves to fight against this threat of environmental pollution before the number of deaths escalates globally. In this scenario, knowledge management strategies as a means of creating awareness about the dangers of climate change should be introduced in all sectors. Knowledge should be collected and then this knowledge should be shared among citizens through different means of communication.
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