Distinguishing locally of quantum states and the distillation of
  entanglement by chen, ping-xing. & Li, Cheng-zu
ar
X
iv
:q
ua
nt
-p
h/
02
02
16
5v
1 
 2
7 
Fe
b 
20
02
Distinguishing locally of quantum states and the distillation of
entanglement
Ping-Xing Chen1,2∗† and Cheng-Zu Li2
1. Laboratory of Quantum Communication and Quantum Computation,
University of Science and Technology of
China, Hefei, 230026, P. R. China
2. Department of Applied Physics, National University of
Defense Technology,
Changsha, 410073,
P. R. China.
(November 1, 2018)
Abstract
This paper try to probe the relation of distinguishing locally and distilla-
tion of entanglement. The distinguishing information (DI) and the maximal
distinguishing information (MDI) of a set of pure states are defined. The
interpretation of distillation of entanglement in term of information is given.
The relation between the maximal distinguishing information and distill-
able entanglement is gained. As a application of this relation the distillable
entanglement of Bell-diagonal states is present.
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A basic features of quantum mechanics is that one cannot distinguish a set of non-
orthogonal states. If the states are shared by bipartite (Alice and Bob) and only local
operation and classical communication (LOCC) are allowed, in general, one even cannot
distinguish a set of orthogonal states [1,2]. Some interesting works on locally distinguisha-
bility of quantum states have been present [1–5]. For example, any three of the four Bell
states
∣∣Φ±〉 = 1√
2
(|00〉 ± |11〉) (1)
∣∣Ψ±〉 = 1√
2
(|01〉 ± |10〉)
cannot be distinguished by LOCC operation if only a single copy is provided [2]. Another
basic features of quantum mechanics is entanglement. On the hand, maximally entangled
states may have many applications in quantum information, such as error correcting code
[6], dense coding [7] and teleportation [8], etc. On the other hand, in the laboratory,
however, maximally entangled state became a mixed state easily due to the interaction
with environment. This results in poor application. The idea of distillation protocols is
to get some maximally entangled states from many or infinite copies of a mixed states.
A few of distillation protocols was given [9], but finding the most efficient distillation
protocol and calculation of distillable entanglement (the maximal value of entanglement
gained from per mixed state), ED, are still open questions. All distillation protocols have
a common feature: the distillable entanglement from a mixed state is not more than the
entanglement of formation of the mixed state owing to the loss of information [10,11]. In
essence, indistinguishability of a set of orthogonal entangled states is also owing to the
loss of information. The transformation of information acts as a important role in both
distillation of entanglement and distinguishing of states. In this sense, the distinguishing
locally and the distillation of entanglement should have some connection. In this paper,
we try to probe this question. First we define the distinguishing information (DI) and the
maximal distinguishing information (MDI) of a set of pure states (which are, in general,
entangled states). Then we give an interpretation of distillation of entanglement in term
of information and get the relation between MDI and distillable entanglement ED. Finally
as a application of this interpretation and this relation we discuss the MDI and get the ED
of Bell-diagonal states
ρ = p1
∣∣Φ+〉 〈Φ+∣∣ + p2
∣∣Φ−〉 〈Φ−∣∣+ p3
∣∣Ψ+〉 〈Ψ+∣∣+ p4
∣∣Ψ−〉 〈Ψ−∣∣ (2)
Locally distinguishing, in essence, consists of local unitary transformation and local
measurement with the help of classical communication. Suppose there are a set of pure
bipartite states:
|Ψ1〉 , |Ψ2〉 , ..., |Ψi〉 , ..., |Ψn〉 i = 1, ..., n (3)
which are shared by Alice and Bob. In general, one cannot distinguish deterministically
each state, but it is possible that after locally distinguishing operation one can determine
that a state is one of a few of possible states and not the other states. It is to say one can
divide n states into a few of groups states by distinguishing locally. For example, by the
use of a complete set of projecting operation:
|00〉 〈00| , |01〉 〈01| , |10〉 〈10| , |11〉 〈11| (4)
one can distinguish |Φ±〉 from |Ψ±〉 in four Bell-diagonal states (but cannot distinguish |Φ+〉
from |Φ−〉 or |Ψ+〉 from |Ψ−〉), i.e., divide four Bell-diagonal states into two group states
|Φ±〉 and |Ψ±〉 . If one can divide locally n states into k groups states with corresponding
probability pk, one can get the information of these pure states, Id
Id = −
k∑
i=1
pk ln pk (5)
We define Id as distinguishing information (DI). For Bell-diagonal states and the projecting
operation above, one can get |Φ〉 with probability p1 + p2 and |Ψ〉with probability p3 + p4.
So the distinguishing information is
Id = −(p1 + p2) ln(p1 + p2)− (p3 + p4) ln(p3 + p4) (6)
Different local operation may result in different DI, but for a definite set of states there is
the maximal distinguishing information (MDI), Idmax. In the latter of this paper we will
see that the MDI and the distillable entanglement have close relation.
Now we discuss the relation between distinguishing locally and the distillation. A mixed
state σ
σ =
∑
i
λi |Φi〉 〈Φi| ,
∑
i
λi = 1 (7)
is shared by Alice and Bob. The distillation protocol is to get some maximally entangled
states (or some pure entangled states because pure entangled states can be transferred into
maximally entangled states reversibly) from many or infinite copies of a mixed entangled
states σ, σ⊗n
In term of information, σ⊗n, which have 2nS(σ) ”likely” strings of orthogonal pure states,
such as, one of strings
n−3︷ ︸︸ ︷
|Φ1〉 · · · |Φ1〉 |Φ2〉 |Φ3〉 |Φ4〉 ,
2
include nS(σ) bits information. Where S(σ) is the information entropy of σ
S(σ) = −
∑
i=1
λi lnλi (8)
One cannot distinguish the 2nS(σ) strings without destroying the entanglement of each
string owing to the irreversibility of mixing process, but may distinguish the 2nS(σ) strings,
i.e., get nS(σ) bits information by the measurement on some pairs, the entanglement of
which would be lost unavoidably. The essence of distillation is to distinguish the 2nS(σ)
strings by measurement on some pairs. The more the measured pairs to distinguish the
2nS(σ) strings are, the lesser the distillable entanglement of per pair is. The maximal
distillable entanglement of per pair is defined as ED of the mixed state σ [6,12]. Suppose
one need at least measure (n − m) pairs particles to get nS(σ) bits information. To get
nS(σ) bits information by the measurement on the (n−m) pairs particles, one may apply
the local unitary transformation to the all copies σ⊗n so that when one measure the left
(or right) (n − m) pairs particles, one can get the MDI of each pair particles, Idmax(σ).
From the following of this paper one can find easily that if n is infinite, one can get same
MDI from any one of (n −m) pairs particles, so the MDI from (n −m) pairs particles is
(n−m)Idmax(σ). When equality
nS(σ) = (n−m)Idmax(σ) (9)
holds one can get the information from (n−m) pair particles as much as that σ⊗n includes,
i.e., one can distinguish the 2nS(σ) strings in σ⊗n at least expense of measured pairs. Be-
cause each of the 2nS(σ) ”likely” strings has same entanglement, after measurement on the
left (n − m) pairs particles in each string the right unmeasured m pairs have also same
entanglement if n is infinite. Suppose the entanglement in the right m pairs is mE, where
E is average entanglement of right m pairs unmeasured particles, after the distinguishing
measurement one get entanglement mE from n pairs. So according to the definition of
distillable entanglement [6,12]
ED =
mE
n
(10)
and E.q (9) one can get the distillable entanglement of σ
ED(σ) = (1− S(σ)
Idmax(σ)
)E (11)
From E.q(11) one can know that distillable entanglement is dependent on S(σ), Idmax(σ)
and E. E.q (11) show the relation of distinguishing information and distillable entangle-
ment, and is fit to any mixed state including multipartite mixed states. For general mixed
3
state it may be difficult to calculate Idmax(σ) and E, in the following we discuss the case
of Bell-diagonal states.
A Bell-diagonal state has following features:
1. Each one of the 2nS(σ) ”likely” strings in σ⊗n is a maximally entangled state in
2n ⊗ 2n dimension Hilbert space.
2. Any local unitary transformation on σ⊗n does not change the entanglement of states,
so after local unitary transformation each pair particle in each string is still a Bell state.
3. For n copies of a Bell-diagonal state, ρ⊗n, the distinguishing measurements on each
pair particle can only distinguish |Φ±〉 from |Ψ±〉 , and get the distinguishing information
less or equal to 1 bit. This is because for a Bell-diagonal state ρ, one at most can distinguish
locally two states of four Bell states under any LOCC operation [2]. It is to say that after
local distinguishing one can distinguish 4 Bell states into two group states. So the MDI is
1 bit, i.e.,
Id(ρ) 6 1 bit (12)
The equality holds if and only if two group states have same probability 1
2
. So the MDI of
Bell-diagonal states is 1 bit.
Now we will show that there exist a set of local operation so that one can get 1 bit MDI
by the distinguishing measurements on an pair particle of the 2nS(ρ) ”likely” strings for
n-copies of Bell-diagonal states ρ⊗n. First we apply (n− 1) times bilateral Controlled-Not
(BCNOT) operation by letting the left first pair particle as the ”target” and the second
pair, third pair, ..., n’st pair as a ”source” in turn. The result of applying a BCNOT
is [9]: if the ”source” is the state |Φ〉, the ”target” will unchange |Φ〉 or |Ψ〉; if the ”re-
source” is the state |Ψ〉, the ”target” will exchange |Φ〉 ↔ |Ψ〉 . The ”source” pair will
unchange |Φ〉 or |Ψ〉 in both cases. If the n − 1 ”source” pairs have odd (even) |Ψ〉 , the
”target” will exchange (unchange) |Φ〉 ↔ |Ψ〉 . Obviously when n is infinite the proba-
bility that the ”source” has odd or even |Ψ〉 is 1
2
. So after (n − 1) times BCNOT the
probability that the ”target” is |Φ〉 or |Ψ〉 is exactly 1
2
. Then one use projecting opera-
tions, |00〉 〈00| , |01〉 〈01| , |10〉 〈10| , |11〉 〈11| , on the first pair and get 1 bit distinguishing
information. Similarly we operate a set of BCNOT by letting the i’st pair as ”target”
and j’st pair as ”source”, i = 2, ..., (n−m), j = (i+ 1), (i+ 2), ..., n. After we finish these
operation each one of the left (n−m) pair particles has |Φ〉 or |Ψ〉 with same probability
1
2
. Thus we can get (n−m) bits information by measurement left (n−m) pairs particles.
So for Bell-diagonal states the Idmax of each pair particle in the 2
nS(ρ) ”likely” strings of
ρ⊗n is 1 bit, and the E in E.q(11) equal to 1. Thus we get the distillable entanglement of
Bell-diagonal state ρ
ED(ρ) = 1− S(ρ) (13)
4
It is well known that [9] 1 − S(ρ) is a lower bound of distillable entanglement ED(ρ)
of Bell-diagonal states. After consider the limit of distinguishing locally and the relation
between distillation and distinguishing, we prove that 1 − S(ρ) is also a upper bound of
distillable entanglement ED(ρ). E.q(13) imply that there are some Bell-diagonal states,
the information entropy of which S(ρ) are greater than unity, are entangled but have
zero ED(ρ). This is not contradict with the claim [13] that any entangled state in two-
qubit system is distillable. Because a state W is distillable imply that one can get at
least a maximally entangled state from infinite copies of the state W, otherwise, W is a
”bound” entangled state [14]. However, only when one get the same order infinite number
of maximally entangled states from infinite copies of the state W the ED(W ) is not zero.
In summary, the transformation of information in distillation of entanglement and dis-
tinguishability locally of quantum states act as a important role. The relation of maximal
distinguishing information and distillable entanglement in E.q (11) is fit to any mixed
state. This relation may be useful to calculate distillable entanglement and understand
the essence of entanglement. Although we only get the distillable entanglement of a class
of states here, we believer that this relation is powerful in some others, especially in multi-
partite and higher dimension of bipartite system. A open question is how to calculate the
maximal distinguishing information of any mixed state.
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