The problem of decision fusion in distributed sensors system is considered.
INTRODUCTION
The problem of distributed decision fusion where a number of sensors transmit a compact form of information about a common observation space has attracted considerable attention recently, [1] through [7] . In this paper we consider the optimal decision scheme that maximizes the probability of detection at the fusion for fixed false alarm probability for the parallel sensor configuration, Fig. 1 .
According to this
scheme, a number of sensors monitor the same geographical volume and transmit their decisions in regards with the nature of the true (binary) hypothesis to the fusion center which is responsible for combining the sensor decisions into a final one. We assume that the sensor decisions are independent conditioned on each hypothesis.
MAIN RESULTS

Theorem 1
The optimal decision rule for the distributed decision fusion problem consists of a NeymanPearson TestT -P Test) at the fusion and Likelihood -Ratio Tests (L -R) at the sensors [8] .
The proof of the theorem is based on the next two Lemmas which are quoted without proof below. The proofs of both Lemmas and the Theorem can be found in [8] .
Lemma 1 Let the decisions u of the sensors be independent conditioned on each hypothesis. A necessary condition for a decision function s(u , u , . . ., u ) to be threshold optimal is d(A , U -A ) = 1 = > d(A where A kis a set of decisionsn(sensorps) favoring set H1, and the set inequality is read in the lexicographic sense [8] .
Lemma 2 The probability of detection PD achieved at the fusion using the likelihood test H1 0 t( u1, u2,
., uN) a0 is a monotonic increasing function of PD = Pr(ui = 1 I H1), i = 1, 2, ..., N t-1nn [8] , where u1 designates t;he binary (0 or 1) decision of the i -th sensor.
Obtaining the optimal fusion rule numerically is a non -polynomial hard problem [9] if the optimal decision rule is searched among all the possible decision rules. From the set of all possible decision rules only the set of monotone increasing functions that depend on all the sensors qualify as optimal decision rules as the next Lemma states.
Lemma 3 The set of optimal decisions can be generated by considering only the monotone functions that depend on all the sensors and ignoring the monotone functions that depend on any subset of the sensors [8] .
The number of all possible optimal decision rules depends on the number of sensors in the system. It can be compute recursively using Theorem 2, [9] . An indication of the non -polynomial complexity of the problem can be obtained by referring to Tables I and II. 
INTRODUCTION
The problem of distributed decision fusion where a number of sensors transmit a compact form of information about a common observation space has attracted considerable attention recently, [1] through [?] . In this paper we consider the optimal decision scheme that maximizes the probability of detection at the fusion for fixed false alarm probability for the parallel sensor configuration, Fig. 1 . According to this scheme, a number of sensors monitor the same geographical volume and transmit their decisions in regards with the nature of the true (binary) hypothesis to the fusion center which is responsible for combining the sensor decisions into a final one. 'We assume that the sensor decisions are independent conditioned on each hypothesis. MAIN 
RESULTS
Theorem 1
The optimal decision rule for the distributed decision fusion problem consists of a NeymanPearson Test (N-P Test) at the fusion and Likelihood-Ratio Tests (L-R) at the sensors [8] ,
The proof of the theorem is based on the next two Lemmas which are quoted without proof below. The proofs of both Lemmas and the Theorem can be found in [8] , Lemma 1 Let the decisions u. of the sensors be independent conditioned on each hypothesis. A necessary condition for a decision function a(u1 , up , . . ., UM ) to be threshold optimal is d(A , U-A ) =1 = > d(A , U -A ) -1 ifN A > A . where A. is a set of decisions (sensors) favoring hypothesis H^ , and the set inequality is read in the lexicographic sense [8] .
Lemma 2 The probability of detection P n achieved at the fusion using the likelihood test H U0 t( u. , u 2 , . . ., UN ) . A Q is a monotonic increasing function of P D = Pr(u i = 1 | H.), i = 1, 2, ..., N Q * [8] , where u^ designates the binary (0 or 1) decision of the i-th sensor.
Obtaining the optimal fusion rule numerically is a non-polynomial hard problem [9] if the optimal decision rule is searched among all the possible decision rules. From the set of all possible decision rules only the set of monotone increasing functions that depend on all the sensors qualify as optimal decision rules as the next Lemma states.
The number of all possible optimal decision rules depends on the number of sensors in the system. It can be compute recursively using Theorem 2, [9] . An indication of the non-polynomial complexity of the problem can be obtained by referring to Tables I and II. NUMERICAL SOLUTIONS TO THE FUSION PROBLEM In [6] the optimal combining rule in a parallel sensor configuration was given in terms of a set of coupled, nonlinear equations whose solution depends on the decision rule and cannot be solved in general. Furthermore, they exhibit numerical problems related to the Lagrangian method which was used to derive them [ ?] .
Two suboptimal algorithms that allow the determination of the decision rule have been developed. The two algorithms allow the determination of a fusion rule using a one dimensional minimization and a one dimensional search, and are computationally very efficient. The algorithms are based on the sequential optimization of the Lagrangian w.r.t. the different sensors assuming that the thresholds of previously optimized sensors are set so that the sensors operate at either zero or one probability of detection.
The two algorithms will be referred as SOFA 1 and SOFA 2 respectively and are presented next. 
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The derivation of the equations that define the two algorithms can be found in [7] .
NUMERICAL TESTING
Several numerical results from the application of the two algorithms in distributed decision fusion with various numbers of sensors are given and the performance of the algorithms is compared with the globally optimal solution obtained by direct optimization. The two algorithms were tested in slow-fading Rayleigh channels and in Gaussian channels. For the slow-fading Rayleigh channel the probability of false alarm and probability of detection for the kth sensor are given by:
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where PF k and PD k are the probabilities of false alarm and probabilities of detection at the sensor, ak is the threshold at the kth sensor, and ek represents the signal -to -noise ratio at the kth sensor [9] .
For the gaussian case the relationship between the probabilities of false alarm, involve the error function and depend on the signal -to -noise ratio.
However, no close form relationship between the false alarm probability and the probability of detection can be obtained [10] .
For the two different channels numerical results have been obtained for two, three and four sensors.
Figures 2, 3 and 4 were obtained from a fusion system with two, three, and four identical sensors respectively operating in a slow fading Rayleigh channel using SOFA 1. The decision rules that were tested were the OR, AND and the Majority Logic (ML) when possible. The optimal solution for the three policies was also obtained with direct multidimensional minimization. SOFA 1's results were found to be extremely close to the optimal ones for the OR and AND decision rules in all three cases, and sufficiently close in the case of the ML. Figure 5 was obtained using SOFA 1 in a fusion system with three sensors, two of them operating at the same signal -tonoise ratio (SNR) and one at a different one, and decision rule OR.
The solution with SOFA 1 was found to be identical to the optimal one again. Similar conclusions were drawn from numerical results obtained using SOFA 2.
Figures 6, 7 and 8 were obtained from a fusion system with two, three, and four identical sensors respectively operating in a channel with additive Gaussian noise using SOFA 1. The decision rules that were tested were the OR, AND and the Majority Logic (ML) when possible.
The optimal solution for the three policies was also obtained with direct multidimensional minimization. In the case of two sensors, it was found that SOFA 1 did not track the optimal solution close enough under either policy, Fig. 6 .
However, in the case of three and four sensors it was found that SOFA 1 was able to track the optimal solution in the case of the OR decision rule very close, Figs. 7 and 8.
In the case of AND, which turned out to be the overall optimal decision rule in the range of the SNR's that was tested, SOFA 1 was still able to track the optimal solution fairly close. The biggest discrepancy between the SOFA 1 solution and the optimal one occurred under the ML rule. Furthermore, in the case of three dissimilar sensors, SOFA 2 was able to track the optimal solution very closely in the case of the OR rule, Fig. 9 , but failed to track closely the optimal solution in the case of the AND rule for low SNR, Fig. 10 . The performance of SOFA 2 in the Gaussian case was found to be inferior to that of SOFA 1 in the cases of similar sensors under the AND policy.
However, SOFA 2 produced results that were closer to the optimal ones in the case of dissimilar sensors.
The results from the Gaussian case are inconclussive and further investigation and testing is required.
CONCLUSION
The optimal fusion rule for the distributed sensor fusion problem of Figure 1 was discussed.
Numerical results from two computationally efficient algorithms were presented fro slow fading Rayleigh and Gaussian channels. It was found that the algorithms perform nearly optimally in the case of the Rayleigh channel.
In the Gaussian case, the algorithms were not always able to track very accurately the optimal solution in all the tested decision rules.
Further investigation and testing of the two algorithms is required to assess their merits and possible limitations.
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