I. INTRODUCTION

I
MPROVED acoustic modeling methodologies, better language models, more computational power and access to more training data are among the key factors that promoted significant improvements in automatic speech recognition over the last two decades. Thanks to these factors, the deployment of speech recognition in complex applications such as multimedia information retrieval is nowadays in the ascendant.
An important component of any speech recognizer is the Acoustic Model (AM). It is responsible for capturing the relation between the acoustic signal and the phonetic units that were spoken. These phonetic units-also called phones-represent the basic contrastive sounds of a spoken language. Most state-of-the-art recognizers model the acoustics by means of Hidden Markov Models (HMMs) in combination with Gaussian Mixture Models (GMMs). However, there is a renewed interest in deploying Artificial Neural Networks (ANNs), and more generally, in exploiting new methods originating from the Machine Learning field.
Manuscript received December 05, 2012; revised April 12, 2013 ; accepted August 12, 2013 . Date of publication August 29, 2013 ; date of current version October 15, 2013 . This work was supported by the European Community's Seventh Framework Program (FP7) under grant agreement 231267 "Self-organized recurrent neural learning of language processing" (ORGANIC) and from the Research Foundation Flanders (FWO) under grant agreement G.0088.09N (RECAP). The associate editor coordinating the review of this manuscript and approving it for publication was Dr. James Glass.
Authors are with ELIS Multimedia Lab, Ghent University/iMinds, 9000 Ghent, Belgium (e-mail: fabian.triefenbach@elis.ugent.be; azarakhsh.jalalvand@elis.ugent.be; kris.demuynck@elis.ugent.be; martens@elis.ugent.be).
Digital Object Identifier 10.1109/TASL.2013.2280209
Even though neural networks already yielded promising results in the nineties [1] - [5] , they were unable to surpass discriminatively trained GMM-HMMs. However, the recent successes of deep neural-based architectures [6] - [8] have revived the research into ANN-based methods. Various research groups demonstrated that these deep architectures offer a sustainable improvement in phone recognition as well as in Large Vocabulary Continuous Speech Recognition (LVCSR) [9] - [14] . Moreover, there is new evidence that integrating conventional MultiLayer Perceptrons (MLPs, [19] ) in the right system architecture also leads to excellent phone recognition [15] - [18] .
In this work, we develop a novel AM according to the principles of Reservoir Computing (RC, [20] - [23] ). This means that reservoirs-defined as pools of fixed (non-trained) but recurrently connected non-linear neurons-are combined with trained linear models which are said to read out the reservoir state. RC systems have already been successfully applied to time series generation [20] , audio prediction [24] and isolated digit recognition [25] . Recently, good results for noise-robust connected digit recognition were shown as well [26] , [27] .
The remainder of this paper is organized as follows. First, a short overview of prominent acoustic modeling techniques is provided. Next, a number of novel reservoir-based model architectures are proposed and experimentally evaluated on the task of phone recognition. The paper ends with some discussion of results and future work.
II. ACOUSTIC MODELING
It is generally acknowledged that the spoken message is encoded in the speech signal as a sequence of phones. The message can be decoded by following a pattern recognition approach which employs a stochastic finite state automaton (an HMM) to represent all prior knowledge about the language, the word pronunciations and the phones. A so-called Viterbi decoder then retrieves the most likely state sequence given the sequence of acoustic inputs and the constraints imposed by the automaton:
The acoustic model is responsible for computing , the likelihood that is generated along state sequence . The probability follows from the linguistic constraints. One of these constraints can be a statistical language model that assigns probabilities to sequences of words (or phonetic units in the case of phone recognition). The AM should model the acoustic variability of the sounds in continuous speech, considering that during the production of a phone, the acoustic properties evolve in time speech dynamics . It should also take into account that these acoustics are affected by the identities of the surrounding phones context-dependency or co-articulation . On top of this, it should be able to model a large part of the a priori unpredictable variation due to confounding factors such as the physiology and accent of the speaker, the speech style, the microphone, background noise, etc. Consequently, the AM must be able to adequately handle speech dynamics, co-articulation and the remaining factors which are modeled as random variability.
In the following section we discuss the most popular AM techniques and pay particular attention to the way they address these three sources of variability. All studied AMs are Hidden Markov Models (HMMs) but they differ in the way they compute the emission probabilities in the acoustic states.
A. GMM-HMM Architecture
In mainstream AMs the variability of the acoustic observations in a state is modeled by means of a mixture of Gaussians with diagonal covariance matrices. The acoustic model likelihood is then computed as (2) where represents a discrete time (a multiple of 10ms) and the acoustic input at that time. By introducing multiple states per phone, one can model the speech dynamics to some extent. However, given the assumption of frame independence within a state, intra-state dynamics are actually discarded. To that end, the dynamic features and are introduced. By letting the GMMs model the likelihoods instead, intra-state speech dynamics can be described. Furthermore, one introduces context-dependent phone states (usually tri-phone states) to take better account of the predictable context-dependency of the acoustic properties. The training of the model is accomplished by means of Maximum Likelihood Estimation (MLE, [28] ) or by some discriminative training method such as Maximum Mutual Information (MMI) training [29] , [30] .
B. MLP-HMM Architecture
In the nineties, it was suggested [1] - [4] to replace all statespecific GMMs by a single MLP [19] , defined as a layered neural network of non-linear units with forward connections from one layer to the next. The main argument in favor of such a MLP-HMM hybrid [1] was that an MLP can be trained to approximate a set of arbitrary functions, like the posterior probabilities of the classes associated with the outputs [31] . Moreover, the Error Back-Propagation (EBP) training [19] was conceptually simple and easy to implement compared to a discriminative GMM training.
Using Bayes' law, the resulting posterior probabilities can be converted to likelihoods:
Since is independent of the state hypothesis, it can be discarded in the search for the best state sequence [1] . Like GMM-HMM systems, MLP-HMM hybrids do not automatically handle the speech dynamics. However, this capacity arises if one extends the static features with dynamic features-as done for the GMMs-and/or if one supplies the MLP with a stack of feature vectors at time . Note that feeding a GMM with successive frames would be problematic since these frames are bound to be correlated. Therefore, one would need mixtures with full covariance matrices, making the number of trainable parameters proportional to times the size of the acoustic input vector. In an MLP, the number of trainable parameters is only proportional to times that size. An alternative to frame stacking is to feed the MLP with long-term features (TRAPS, [32] ) derived from the acoustics in a long time interval.
By feeding the MLP with it can implicitly take some context into account, but one can further extend this capacity by introducing context-dependent phone states as the classes to distinguish. This leads to many more output units and consequently, more trainable parameters. However, if there is enough training material, the gains obtained with this approach can be substantial [11] , [16] , [33] .
C. RNN-HMM Architecture
By allowing that at time neurons get feedback from neuron outputs computed at time , one can create a network that maintains some fading memory of the past, even if it is only stimulated by single vectors . Such a network is called a Recurrent Neural Network (RNN, [34] ) and it can be trained to compute where is the RNN state at time . The above probability can be interpreted as a complex function of , meaning that an RNN is a non-linear dynamical system that inherently takes the speech dynamics into account. However, the RNN assumes that the speech apparatus acts as a causal system whereas it is clear that at time the speaker already anticipates to what he intends to say next. To model this anticipation one can work with two RNNs, respectively processing the inputs from left-to-right and from right-to-left. It is shown in [35] that such a bi-directional system can outperform a plain left-to-right system.
Training a recurrent network is way more complicated and problematic than training an MLP. Different training algorithms like Back-Propagation Through Time (BPTT, [36] ) and RealTime Recurrent Learning (RTRL, [37] ) have been proposed. Although BPTT is considered to be the most efficient one, it is still very time consuming and it suffers from vanishing gradients [38] . Especially the latter problem hampers the full exploitation of RNNs.
To circumvent the problem of vanishing gradients one has introduced a special type of RNN that contains so-called long short-term memory blocks. These LSTM networks [39] , [40] are controlled by different gates which determine whether information should be stored or erased in a block. Due to this, LSTMs can very well model sequences governed by long time dependencies of unknown lengths. Even though good results were presented for phone recognition [40] , [41] , it is not yet clear how crucial long time dependencies are for speech recognition. Moreover, finding the right network architecture in terms of memory blocks and connectivity turned out to be difficult and the training outcome seems to be even more sensitive to the initialization of the network than it is the case for traditional RNNs [42] .
D. Hierarchies and Deep Neural Networks
In the previous paragraphs, we just described the different types of neural-based AMs in their simplest form. In practice one can of course build much more complex systems with multiple layers of interacting neural networks.
A prominent example of such a system is a Deep Belief Network [6] . In a DBN, subsequent layers are pre-trained one by one using unsupervised Restricted Boltzmann Machine (RBM) training [43] . Once all the layers are pre-trained, they are combined with an output layer to form a deep MLP that is then further optimized as a whole by means of a few iterations of EBP. A benefit of unsupervised pre-training is that it can be performed on massive amounts of unlabeled data. On the other hand, the training is relatively slow, incorporates a lot of parameters and is difficult to scale up. Due to this, alternative deep architectures like Deep Convex Networks [44] or Deep Stacking Networks [12] , [13] were proposed recently to overcome the scalability challenge of DBNs by solving convex learning problems in each module, allowing a faster parallel batch training.
Instead of creating deep networks with unsupervised pre-training, [17] and [18] propose a hierarchical MLP consisting of only two MLPs which are both trained in a supervised way, again one after the other. Essential is that the second MLP processes a stack of output vectors emerging from the first MLP. As the stack spans an interval of about 200 ms, the second MLP can learn to correct errors made by the first MLP on the basis of phonotactic information present in such a long time interval.
III. RESERVOIR NETWORKS
In this publication, we propose a new type of AM, based on the Reservoir Computing (RC) paradigm. The term RC is a unification [21] of two similar concepts that were developed independently of each other under the names Echo State Network (ESN [20] , [45] ) and Liquid State Machine (LSM, [46] ). Both approaches postulate that many problems can be solved adequately by means of a two-layer RNN that consists of a hidden layer of non-linear neurons which are connected to an output layer of linear neurons. The hidden neurons have fixed (non-trained) weights whereas the weights of the linear neurons are trained to minimize a mean squared error criterion. The hidden layer can be imagined as a pool of computational neurons, called a reservoir and its outputs constitute the reservoir state. The outputs of the RNN are called readouts because the output neurons are imagined to 'read out' the reservoir state. The complete RNN is called a reservoir network (see Fig. 1 ). In this work, all reservoir networks are ESNs.
A. Reservoir Network Properties
At time each reservoir neuron is stimulated by components of the input vector at time (via input connections) and by components of the reservoir state at time (via recurrent connections). If and are matrices comprising the weights of the input and the recurrent connections respectively, and if is the component-wise nonlinear activation function of the reservoir neurons (e.g., ), the reservoir state at time is given by (4) If comprises the weights of the connections between the reservoir neurons and the readout neurons, the readouts at time are given by 1 (5) The aim is to tune the weight matrix so that the readouts adhere to posterior class probabilities (see Section III-D).
The weights of and are initially drawn from a zero-mean unit-variance normal distribution. In order to control the memory capacity and the balance between direct and recurrent stimulation, these weights have to be multiplied by factors and respectively (see Sections III-B and III-C). The largest absolute eigenvalue of -called the spectral radius and denoted by -is a direct measure of the fading memory capacity. Next to this recurrent integration mechanism, one can add a leaky integration mechanism by determining as (6) with . In that case, the reservoir neurons are called Leaky Integrator Neurons (LIN, [47] ) and is the leak rate. It is easy to describe how the outputs will fade out if the reservoir neurons are assumed to be linear and the inputs become zero starting at time . With (this guarantees a stable recurrent network as shown in [20] - [23] ), one obtains that (7) Obviously, the situation is more complicated in reality as the reservoir neurons are non-linear and the two integration mechanisms collude. Nevertheless, experiments we conducted confirm that the linear approximation yields a realistic image of the fading memory of the reservoir. Given the power law expression in (7), one can interpret and in terms of two time constants (in ms) with being the frame shift (in ms): (8) which characterize the dynamical properties of the reservoir. One can actually imagine the reservoir as a fixed dynamical system that projects the input vector sequence to a trajectory in the reservoir state space. The readout neurons can be interpreted as hyperplanes in that space. If the reservoir is big enough, it projects the inputs to a high-dimensional space, similar to how a Support Vector Machine (SVM, [48] ) operates. The underlying assumption is that in a high-dimensional space, classes can always be separated by hyperplanes. The main difference between the RC and SVM approach is that the reservoir state space is not learned but randomly created. It is therefore expected that many reservoir neurons may be needed to create an adequate state space.
B. Fixing the Input Weights
The input weights are initially drawn from a zero-mean unitvariance normal distribution and then multiplied by an input scale . The input scale controls the excitability of the reservoir neurons by inputs, the relative importance of the recurrent and the external inputs, and the role of the non-linear part of the neuron activation function. By feeding every reservoir neuron with all available inputs, one achieves that the contribution of the inputs to the activation of a neuron depends on the position of the input vector with respect to a randomly created hyperplane in the input space. By only randomly selecting inputs for each neuron, one creates random hyperplanes in different subspaces. This may lead to more diverse (less correlated) neuron outputs. Introducing a small also reduces the computational load, which is particularly appealing in cases where one would like to feed many correlated inputs to a reservoir. We postulate that the standard deviation of the neuron activations due to inputs is proportional to and to the square root of . Since different inputs may exhibit different means and variances, they may contribute differently to the reservoir state. Equal contributions can be pursued by removing the means from all inputs and by rescaling them so that they get a standard deviation of 1. However, if there is prior knowledge that some inputs are more important than others, one can better rescale them so that they get standard deviations that are proportional to their estimated importance. In the experimental section we will further elaborate this technique.
C. Fixing the Recurrent Weights
Similar to the input weights, the recurrent weights are drawn from a zero-mean unit-variance normal distribution and then multiplied by a scale in order to obtain a matrix with a desired spectral radius . By randomly feeding back only neuron outputs to each neuron, one obtains a that is proportional to and to the square root of . One can thus achieve the same using many connections with small weights or using few connections with big weights. The latter approach is obviously bound to give less correlated neurons and is more appealing in terms of the computational load.
D. Training the Readout Weights
Since the readout neurons are linear, they just perform a linear regression of the desired outputs. If the desired output at time has components that are assumed to be either 1 (true) or 0 (false), the optimal regression coefficients that minimize the root mean squared error between the desired and the computed outputs emerge from a set of linear equations. If the reservoir states for the successive training inputs form the rows of a matrix and if the corresponding desired training targets form a matrix , then the optimal can be computed by means of a regularized Tikhonov regression [49] ( 9) with representing the number of training frames and being the regularization term. The solution is obtained in a closed-form [50] (10) with being the identity matrix and the Moore-Penrose pseudo inverse [51] of A. Note that the complexity of the training is not affected by the complexity of (6).
IV. PROPOSED ACOUSTIC MODELS
In the following, we propose the different reservoir-based AMs that will be experimentally evaluated later.
A. Single-Layer Reservoir Networks
The first architecture is a single-layer reservoir network consisting of one reservoir and one readout layer. The readout neurons represent the different phone states (three states per phone). The inputs at time are , and , but from now on we will denote the extended input vectors as for simplicity. Note that since the reservoir should itself be able to capture the speech dynamics, strictly speaking it is not necessary to include the dynamic features. However, experiments on small vocabulary recognition [26] showed that this inclusion does nevertheless raise the system accuracy by a small amount. This might be because the dynamic parameters also reveal information about some right-context frames whereas the reservoir itself only has memory of the past.
B. Right-Context Modeling
The proposed single-layer system is causal and has only a limited ability to model anticipation (forward co-articulation) in continuous speech. To overcome this limitation, we test two alternative approaches.
1) Feature Frame Stacking:
The first approach consists of supplying the reservoir with a stack of acoustic input vectors. We test two configurations, one in which the full stack is supplied and one in which only the stack is supplied to provide the features of forthcoming frames. Recall that the length of the context has no effect on the number of trainable parameters. Moreover, if is kept constant, the context length has no effect on the computational load either.
2) Bi-Directional Processing: The second approach consists of introducing bi-directional processing. This approach requires two reservoirs: one that processes the inputs in a chronological order (from left-to-right) and another that processes them in reverse order (from right-to-left). The output neurons then read out the combined state of the two reservoirs. The reservoirs can be chosen identical for convenience but this is not a necessity. Since it is easy to control the amount of context that can be modeled by the reservoir (by virtue of and ), it is possible to implement a bi-directional system with a finite latency. In order to do so, one divides the input stream in blocks of length and lets the forward reservoir process all the frames of that block in a chronological order starting from the reservoir state that was reached just before the start of the block. In order to start backward processing, one has to wait until frames of the next block are available, and after having reset the backward reservoir, one performs backward processing steps to obtain the reservoir states that are needed to compute the readouts for the current block. This procedure implies that it takes reservoir state computations and 1 readout computation per time instant. Consequently, one can change the block size to pursue a trade-off between latency and computational load. Moreover, if and are smaller than the number of outputs, and if each reservoir is made half as large as the reservoir of a causal system (maintaining the same number of trainable parameters), the bi-directional system can be realized with low computational overhead. Obviously, one can further reduce the latency by employing a backward reservoir with a lower time constant than the forward reservoir.
C. Hierarchical Reservoir Systems
Transferring the findings of [17] , [18] to the reservoir domain would mean that a hierarchical system is more adept at modeling the dynamics observed in a long interval. We therefore create a hierarchical reservoir network by cascading simple reservoir networks. The individual networks are called layers in this new architecture. As shown in Fig. 2 , the inputs of the second layer are the outputs of the first layer and so on 2 .
An important motivation for cascading reservoir networks is that consecutive hypothesis refinement-in combination with an additional or extended temporal analysis scope-is a major strategy in the human brain. In the particular case of reservoir systems we conjecture that due to the fading memory property of a reservoir-in the sense that the distant past gets blurred-a single reservoir may prove inefficient in exploiting long term dependencies between inputs. We therefore contemplate that dividing the work over two or more reservoirs, each with a small time constant, will be most effective. Another argument for cascading reservoir layers is that subsequent random projections to different hidden spaces reduce the risk of not having come across the hidden features that really matter.
In the hierarchical system we propose, the first layer must model the fast dynamics occurring in the acoustic feature stream with important frequencies of up to 50 Hz and thus should have a time constant fitting to these dynamics. Therefore, we choose short acoustic units, namely phone states, as the units to distinguish. The second layer analyzes the sub-phonetic state scores which seem to be much smoother, with main frequencies between 15 and 30 Hz. The combination of layers 1 and 2 should therefore provide a temporal modeling that fits to these dynamics. In line with this reasoning and in analogy with what is proposed in [17] , [18] , we consider entire phones as the acoustic units to distinguish in the second layer.
Given that deep neural networks [8] , [10] as well as classical MLPs [15] can benefit from cascading more than two layers, additional reservoirs are expected to help as well. One approach would be to work with longer and longer sub-word units in the higher layers (e.g., syllables), but in this work we stick to phones.
The dynamical properties of the additional reservoirs will determine their ability to discover long-term relations between inputs (e.g., exposing phonotactic phenomena). However, they will also determine their ability to discover new short-term relations between inputs that can correct mistakes made by the preceding layers. Keep in mind though that every additional reservoir will enlarge the analysis scope of the cascade to some extent.
Hierarchies with a bi-directional processing can be realized in two ways. The first approach cascades individual bi-directional systems (see Section IV-B) in a hierarchy where each additional layer processes the output of the previous layer in a bi-directional way (we refer to this as approach A). This has the benefit that hypothesis refinement on the basis of the left and right context is performed at every layer. An alternative implementation (approach B) is to apply independent forward and backward processing with multiple layers and to combine only the reservoir states of the last layer. This approach is anticipated to be less accurate but also less latent than approach A.
V. EXPERIMENTAL FRAMEWORK
We evaluate the performance of our RC-based AMs by means of phone recognition experiments on TIMIT, a speech corpus that was specifically designed with this task in mind.
A. Speech Corpus
The TIMIT corpus [52] contains recordings of 630 native American speakers-438 males and 192 females. Each speaker read 10 phonetically rich sentences. We discard the two calibration sentences (SA) that are identical for every speaker. A manual acoustic-phonetic segmentation and labeling is available for each utterance. The labeling is performed in terms of 61 acoustic units-so-called phones-which can be seen as the atomic units of the phoneme realizations. The training set contains 462 speakers, the test set contains the remaining 168 speakers. For our experiments we divide the training set into an acoustic model training set (414 speakers) and a development set (48 speakers). We report Phone Error Rates (PER) on the development set and on the so-called core test set (24 speakers) which is a subset of the full test set. To that end we follow the convention set forth in [53] and measure only confusions between 39 phones. The PER counts the number of insertions, deletions and substitutions needed to convert the recognized phone string to the reference. The phone recognizer uses Viterbi decoding and a bi-gram phone language model derived from the manual labels of all the training utterances. The test set recordings were not involved in the system development at any time. In some experiments that are conducted to find optimal values for the control parameters, we use the Frame Error Rate (FER) as an evaluation criterion. It results from a frame-wise comparison of the reference label and the label corresponding to the largest readout.
B. Training Conditions
Since we only consider 39 phone classes during evaluation, we reduce the number of modeled phones from 61 to 51 by combining very similar sounds 3 . In order to improve consistency of results, we keep most reservoir parameters fixed and only change those aspects of the system we want to investigate in a certain experiment. In experiments where either or is adapted, we just rescale the inputs or the recurrent weights. In case of multiple states per phone, 3 states are presumed for all phones. After bootstrapping with a uniform division of the manual phone segments into 3 parts, the state boundaries are refined on the basis of a few embedded training loops. Thereafter, they are kept fixed throughout the whole system development. Only for the final experiments we perform a full-blown training including Viterbi alignment in each iteration.
C. Acoustic Analysis & Input Normalization
The acoustic front-end extracts the Mel Frequency Cepstral Coefficients (MFCC) per frame [54] . The analysis is performed on 25ms Hamming-windowed speech frames with a shift of 10 ms ms . A 24 channel filterbank is used to compute the intermediate mel-scale spectrum. The first and second order derivatives are added to obtain the standard 39 features used in most other speech recognizers.
In order to appropriately weigh the different acoustic inputs of the first reservoir, the features ( ) are divided in 3 subsets (statics, velocity, acceleration) and all features of one subset (corresponding to , or ) are converted to . The mean value is calculated over the entire training set. The normalization factor is determined as a product of two factors: a normalization factor that makes the mean norm of the subset vector equal to one, and a sensitivity factor that sets the relative importance of the subset. We set the first to 1 and we optimize the remaining two factors.
VI. EXPERIMENTAL VALIDATION
In this section, we first identify good rules of thumb for designing reservoirs that are driven by acoustic inputs (first layer). Decisions concerning the reservoir parameters are based on Frame Error Rates (FER) measured on the development data. Based on these settings, phone recognition experiments with single-layer reservoir networks are performed. From then on the architecture is step by step extended to a hierarchical system. After designing the systems using the training and development data, the experimental validation ends with recognition experiments on the TIMIT core test set.
A. Setting the Reservoir Parameters
The main reservoir parameters to set are the number of neurons , the sensitivity factors , the input scale , the number of external and recurrent inputs per neuron and , the spectral radius (defined via ) and the leak rate . For setting these parameters, we perform classification of speech frames into 51 phone classes. Since the other parameters are imagined to be independent of the reservoir size , we conduct experiments with a reservoir comprising 2500 neurons. 
1) Input Representation:
The sensitivity factors are determined using a user-controlled search (as described in [55] 4 ). We consider a fully interconnected reservoir and fix the remaining control parameters on the basis of prior experience ). The factors found are , and . They express that the static features outweigh the velocity and acceleration features. Given the best sensitivity factors, we now establish an optimal input scale . Apparently, values in the region from 0.1 to 0.3 yield quasi equivalent FERs.
2) Connectivity: Since a reduced connectivity raises the computational efficiency, the system accuracy is investigated as a function of and . We gradually reduce from to 1, while keeping the spectral radius fixed. We find that the classification accuracy remains constant until and we only see a noteworthy loss when is smaller than 3. Considering the sparsity of the input weight matrix, we gradually reduce , while keeping constant. Here we observe no deterioration, not even when . Nevertheless, there is a marginal gain for values of in the vicinity of . Based on these experiments, we fix and to 5 and to 0.6 5 . Clearly, our experiments confirm that sparse and full weight matrices lead to basically the same accuracy.
3) Dynamical Settings: In a last step, we fix the remaining two parameters, namely the spectral radius and the leak rate . Fig. 3 shows the results of a grid search in the ( plane for time constants between 0 and 60 ms. Adding recurrent connections always leads to significant improvements over a non-recurrent neural network with the same leaky neurons. Without leaky integration ms , increasing the spectral radius leads to rapid improvements but the performance seems to saturate as soon as ms. Introducing leaky integration (via ) further improves the classification with an optimal range for between 10 and 25 ms. Apparently the two integration parameters have different functions. The spectral radius provides a fading memory for modeling the speech dynamics and the contextual effects. The length of this fading memory is expected to cover the inter-phone co-articulation and therefore a small time constant of the order of 10 to 30ms is sufficient to cope with these 4 Note that in the present study we use instead of the and that we discern only three subsets instead of six. 5 The resulting is increased to 0.6 in order to keep constant. effects. Leaky integration can prevent the reservoir state from changing rapidly in response to random fluctuations in the input features. It is expected to help as long as does not exceed the average target unit length (here ms). To sum up, we obtained the following control parameters:
, , ms and ms.
B. Phone Recognition With Single-Layer Systems 1) Phone Recognition:
The readouts in a single-layer system represent the 3 51 phone states. The Viterbi decoder maximizes (11) over all eligible segmentations and corresponding phone sequences . The function maps readouts, which can be negative at times, to posterior probabilities. The mapping is achieved by means of sigmoid function with a proper steepness and offset. One could also have used non-linear output neurons in the readout layer, making a separate mapping obsolete. However, the envisioned regression then becomes a logistic regression and the solution can no longer be obtained in a closed-from, leading to a severe increase of the training time. In [56] we showed that non-linear output neurons do not improve the attainable recognition significantly, but they achieve a similar performance at a smaller reservoir size.
The factor in (11) controls the importance of the phone language model and the factor controls the balance between phone deletions and insertions. Even though the bi-gram phone language model seems to have only a limited effect on the PER, and are optimized for each evaluated architecture. Note that (11) discards the prior probabilities of the phone states which normally appear in the scaled likelihoods (see Section II-B). Doing so is actually in line with what other researchers investigating ANN-HMM hybrids propose for phone recognition (see e.g., [10] , [16] , [33] ); they also remove the priors or at least penalize them by raising them to a power smaller than 1.
2) Reservoir Size: Fig. 4 shows the PER on the development data as a function of the reservoir size. The larger the reservoir is, the better the recognition is.
We limit the reservoir size to because memory requirements and computational load for computing the pseudo inverse start to increase steeply from thereon. Moreover, we will later demonstrate that the need for larger reservoirs can be circumvented by moving to hierarchical systems.
An interesting observation at this point is that no regularization was needed to achieve the above results. Apparently the noise in the data-or the randomness of the reservoir-offer sufficient regularization to avoid over-training. To reduce the experimentation time, we standardize on reservoirs with 20k neurons. An evaluation with bigger reservoirs is presented in the context of reservoir hierarchies.
For the sake of completeness, we also study the variability of the results due to the random character of the reservoir weight initialization procedure. We repeat the training and recognition procedure 10 times with different reservoirs and measure the PER. The standard deviation is only 0.11%, demonstrating the robustness of our results.
3) Right-Context Modeling: With a bi-directional system using two identical reservoirs of neurons each-to maintain the same number of trainable parameters-the PER for can be reduced from 26.4% to 25.6%. Note that Fig. 4 shows that the improvement caused by a bi-directional system is only present when the size of the individual reservoirs is chosen sufficiently large. As an alternative to bi-directional processing, we also investigate feature frame stacking. Neither a system using a full stack of context frames as input nor a system using just the right-context frames is able to outperform the left-to-right system. This result might just show that frame stacking does not add much to the dynamic features already incorporated in , but more experiments are needed to find a satisfactory explanation. However, since bi-directional systems perform better, we focus on them in the remainder of this work.
C. Phone Recognition With Two-Layer Systems
Now that good control parameters for a single-layer system have been established, we focus on two-layer architectures. The reservoir in the second layer is designed according to the same design principles as before. However, since it has different inputs (readouts instead of MFCCs) as well as different outputs (monophones instead of phone states), its optimal input scale and dynamical settings may differ. We still assume that and can be fixed to 5. 1) Input Representation: Since the inputs are basically posterior phone state probabilities, there is no reason to presume that different states have different importances. Therefore, we supply the second reservoir with the raw readouts of the first layer. Furthermore, we set because for this value, the inputs contribute equally to the neuron activations as the acoustic inputs do in the first reservoir.
2) Dynamical Settings: In the first layer, leaky integration suppresses fast input changes originating from the spectral analysis. As shown in Fig. 5 (plots 1&2) .
there is less need for smoothing in the second layer. Hence, we first optimize without applying leaky integration. Fig. 6 shows the PER on the development set as a function of . Striking is that a second layer without recurrent connections ms -only performing a new random nonlinear mapping-is already capable of correcting a considerable number of systematic errors in the output of the first layer. The PER decreases from 26.4% to 25.2%. Nevertheless, recurrent connections cause an additional gain that saturates as soon as ms. The PER at that point equals 24.0%, a relative improvement of about 10% over the single-layer system.
To verify our hypothesis that leaky integration may become obsolete in the second layer, we try different values of while keeping ms. For values between 10 and 25 ms we observe a small but consistent gain. The PER for ms drops from 24.0% to 23.7%. This confirms that leaky integration is still beneficial but not crucial anymore.
3) Reservoir Size: For single-layer architectures we demonstrated that the bigger the reservoir is, the better the phone recognition is. In order to establish whether the same holds for a two-layer system and whether a large reservoir is equally beneficial in the second layer, we test a number of causal systems comprising reservoirs of different sizes in the two layers. The figures in Table I. seem to support two conclusions: (1) the errors made by a small reservoir in the first layer cannot be easily corrected in the second layer, and (2) the accuracy of two-layer systems saturates when the reservoir size gets large. A reservoir of 20k neurons in each layer seems sufficient to exploit the full potential of a two-layer reservoir systems.
4) Right-Context Modeling:
Here, we compare the two bi-directional approaches presented in Section IV-C. In both cases, the block size is chosen equal to the length of the recording to reduce experimentation time. Approach B reduces the PER from 23.7% to 22.9%. Approach A leads to a PER of 22.1%. Apparently, enforcing bi-directional processing in all layers is the best option. Note that the relative improvement due to bi-directional processing is larger now than it was for single-layer systems.
D. Phone Recognition With Deep Architectures
Additional layers are expected to lead to further improvements because they introduce new non-linear projections and an increased memory capacity. The new projections can expose new non-linear relations between formerly generated readouts while the extended memory capacity can permit the exploration of long-time temporal dependencies.
1) Dynamical Settings:
Following the same principles as before, we add a third reservoir with 20k neurons and no leaky integration. The input scale is the same as before . The performance of the three-layer system as a function of of the third reservoir is shown in Fig. 6 . An additional drop of the PER from 23.7% to 23.2% is observed for ms. This small integration time suggests that the third layer primarily discovers new non-linear relations rather than new temporal dependencies. Leaky integration does not improve recognition anymore.
2) Deep Architectures: To investigate the benefit of more layers, we add a number of additional layers of the same size and with the same dynamical settings as layer 3. The PER monotonously decreases until it saturates at 22.7% for 7 layers (see Fig. 7 ). Moreover, Fig. 5 indicates that the readouts of the subsequent layers become more and more discriminative. The observed improvements confirm that, similar to other deep neural networks [10] , the last layers do not contribute much to the final result anymore. Note however that our performance curves are much smoother than those in [10] , pointing to a more stable training procedure. Given the observed performance saturation, we wonder whether this behavior might be due to over-training of the higher layers. The fact that increasing the regularization constant in the Tikhonov regression does not help, seems to contradict this hypothesis. Another hypothesis is that all correctable errors have already been corrected by previous layers. The fact that adding the acoustic features to the higher layer inputs does not help may be seen as a confirmation of this hypothesis.
3) Reservoir Size: Fig. 7 shows the performance of multilayer systems with reservoir sizes of 5k, 10k and 20k neurons. A system with 10k neurons per reservoir reaches the same performance as one with 20k neurons, at the cost of 7 additional layers. A system with only 5k reservoirs on the other hand seems to be insufficient, even if many more layers are used. Since the number of readouts and the number of input connections per reservoir neuron are much smaller than the number of reservoir neurons the recognition time is proportional to the number of layers and the reservoir size. The training time for training frames is of the order per layer. However, as , the training time is proportional to the number of layers, the number of frames and the square of the reservoir size. Given theses dependencies and the results in Fig. 7 , one can verify that the training time for a hierarchical system with reservoirs of 10k neurons is about half of that of hierarchical system with reservoirs of 20k neurons whereas the recognition time and accuracy is very comparable.
4) Right-Context Modeling:
We now measure the accuracies of bi-directional systems as a function of the number of layers. We stick to approach A here (see section IV-C), using two reservoirs containing 10k neurons. With a three-layer system we achieve a PER of 21.5% compared to 23.2% for the causal three-layer system. Adding more bi-directional layers further decreases the PER to 21.3% (7 layers). Since this latter improvement is marginal, we also investigate a combination of 3 bi-directional layers and 4 causal layers, resulting in an architecture with a lower latency. This system reaches the same performance as a full bi-directional system with 7 layers.
E. Temporal Behavior of RC Hierarchies
In our deep hierarchies, multiple reservoirs with relatively low time constants are cascaded, forming a network that spans a temporal context that is a combination of the contexts provided by the individual reservoirs. Fig. 8 illustrates the decay of the mean reservoir state component after interrupting the input stream at a randomly selected frame . The decay function of individual reservoirs is always exponential and their associated time constants can be measured (left panel). For hierarchical systems, the activations are sustained for a short while before they start to decay more or less exponentially (right panel). Obviously, the total memory capacity increases with the number of layers.
An interesting question is whether a hierarchical system can actually exploit its memory in an effective way. To find that out, we construct and test reservoir systems which work according to the following principle: to compute the reservoir state at some time , the reservoir is first reset and the input sequence from to is presented. By changing it is possible to assess how much context is effectively needed. A recognition experiment with such reservoirs reveals that the accuracy of a single-layer system starts to degrade as soon as becomes smaller than times the time constant of the reservoir. A three-layer system with the same restrictions per layer reaches the baseline performance of an unconstrained system as soon as ms. Going back to Fig. 8 , the latter result means that the decoder might not exploit the full memory capacity but at least a substantial part of it.
F. Final Experiment
In all previous experiments, the systems were trained on a part of the training data only and the state-wise segmentation of the speech was kept unaltered. Using the design parameters emerging from these experiments, a final set of causal and bi-directional AMs is trained on the complete training data. Furthermore, the state segmentation is recomputed after each new iteration using Viterbi alignment. All AMs are evaluated on the TIMIT core test set. The resulting PERs are listed in Table II. The deep causal system yields a PER of 24.2% whereas the deep bi-directional system yields a PER of 23.1%. A combined system with only bi-directional processing in the first three layers obtains the same PER. With three-layer systems we attain PERs of 25.0% (causal) and 23.6% (bi-directional) respectively.
Due to the long temporal dependencies that were discovered in the previous section, we assume that hierarchical reservoir systems can learn parts of the phonotactics of speech. This explains why removing the bi-gram language model has only a minor effect on the PER (right column of Table II ). This result is also in line with similar findings for deep neural architectures [10] and hierarchical MLPs [17] . 
G. Comparison With Other Approaches
Since most techniques for acoustic modeling have been evaluated on TIMIT, it is quite easy to compare the reservoir-based approach to these other approaches. Table III lists results that are considered representative of the state-of-the-art. In the case of MFCC inputs, our system is only surpassed by two deep neural network architectures and by an MLP incorporating bottleneck features and context-dependent modeling. We conclude that our system is already competitive, though more work is needed to further narrow the gap with the best systems. To do so, we might substitute the MFCC features by alternative acoustic features such as mel filterbank log spectra or introduce context-dependent phone classes, two techniques employed by the best systems listed in Table III. 
VII. CONCLUSIONS & FUTURE WORK
In this work, we have shown that large reservoirs of nontrained recurrently connected non-linear neurons in combination with trained linear readouts constitute a promising architecture for acoustic modeling. Our phone recognition experiments on TIMIT demonstrate the potential of this architecture to model the dynamics, variability and context-sensitivity of the speech sounds. Given a careful selection of the control parameters, it is possible to design hierarchical causal reservoir systems that yield good phone recognition results. The performance can be further improved by introducing non-causal bi-directional systems with a definable latency.
If we critically judge the presented architectures, we see that-as a logical consequence of the decision to keep a large part of the network untrained-we need large reservoir networks to create a sufficiently large hidden space that supports linear separability of the phone classes. However, using sparse interconnection schemes, we can construct reservoir systems needing not more than 1 million add/multiply operations per layer. In this sense, they are competitive with MLP-based systems and deep neural networks. Moreover, parallelizing the linear regression in order to reduce training times is straightforward.
The logical next step is to perform Large Vocabulary Continuous Speech Recognition (LVCSR) with the newly designed acoustic models. Especially the scalability of the reservoir approach to larger datasets is still to be demonstrated. In previous work [59] , we already investigated hybrid and tandem architectures embedding a single-layer reservoir network and obtained promising results on the Wall-Street Journal (WSJ) data set. However, the reservoir hierarchies proposed in this work outperform our earlier systems on phone recognition, and hence they may further improve the hybrid and tandem models for WSJ. Furthermore, the use of context-dependent phone models at the level of the readouts is anticipated to be a necessary step on the way to good LVCSR.
With respect to the core reservoir technology, we will explore the benefits of alternative acoustic features, procedures for pre-training reservoir weights [22] , [23] , [60] and hierarchies with a soft-max activation function in the readout layer [56] . Obviously there are many more things to investigate, but since our first intention was to give a good proof of concept of the technology, we hope that our work will convince other researchers to work with the Reservoir Computing approach.
