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ABSTRACT: We extract observational constraints on f (T ) gravity, using the recently proposed
statistical method which is not affected by the value of H0 and thus it bypasses the problem of
the disagreement in its exact numerical value between Planck and direct measurements. We use
direct measurements of the Hubble parameter with the corresponding covariance matrix, and for
completeness we perform a joint analysis using the latest data from Supernovae type Ia based
on JLA sample, quasi-stellar objects, and Cosmic Microwave Background shift parameter from
Planck. We analyze a large family of f (T ) models, and we compare the fitting results with ΛCDM
cosmology using the AIC statistical test. Utilizing only the Hubble parameter data we find that in
the case of the power-law f (T ) model a small but non-zero deviation from ΛCDM cosmology is
slightly favored at 1-σ, nevertheless the corresponding AIC value shows a statistical equivalence
with it. Finally, the join analysis reveals that all f (T ) models are very efficient and in very good
agreement with observations.
KEYWORDS: f (T ) gravity, observational constraints, dark energy, Hubble parameter, quasi-stellar
objects
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1 Introduction
The early and late time phases of accelerated expansion are amongst the most interesting findings of
modern cosmology. In general, one may follow twomain directions in order to offer an explanation.
The first way is to keep general relativity as the theory of gravitational interactions and introduce
new components such as the dark energy sector [1, 2] and/or the inflation field(s) [3–5]. The second
direction is to construct a modified theory of gravity, which possess general relativity as a particular
limit, but with additional degrees of freedom that can drive acceleration [1, 6–9].
Most works in modified theories of gravity are based on the usual curvature-based formulation,
and modify in various ways the Einstein-Hilbert action, as for instance in f (R) gravity [10, 11].
However, one can equally well construct gravitational modifications starting from the torsional
formulation of gravity, and in particular from the Teleparallel Equivalent of General Relativity
(TEGR) [12–16]. Since in this framework the gravitational Lagrangian is the torsion scalar T , the
simplest torsional modified gravity would be to extend T to f (T ), obtaining f (T ) gravity [17, 18]
(see [19] for a review). Although TEGR is completely equivalent with general relativity at the level
of equations, f (T ) gravity is different from f (R) gravity, namely it is a novel class of gravitational
modification, and that is why it has attracted the interest of the literature. The significant theoretical
advantage of f (T ) gravity is that its field equations are always second-order, in contrast with f (R)
and other curvature-based modified theories of gravity. Concerning the cosmological implications,
f (T ) gravity proves to lead to interesting phenomenology at both early [20, 21], as well as at late
times [22–53].
Similarly to many models of modified gravity one can use observational data in order to con-
strain the large variety of f (T ) models that can be theoretically constructed. Hence, in the literature
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one can have works that use Solar System data [55], or data from Supernovae type Ia data (SNIa),
Cosmic Microwave Background (CMB) shift parameters, Baryonic Acoustic Oscillations (BAO)
growth rate and Hubble data observations [56–65] in order to extract constraints on the involved
model parameters. At the cosmological level the above observations probe the integral of the Hub-
ble parameter, and hence in the various analyses one must insert the current value of the Hubble
function H0. Unfortunately, the exact value of H0 is a matter of debate due to the known dis-
agreement between Planck [66] and local supernovae type Ia (hereafter SNIa; Riess et al. [67])
measurements.
In order to alleviate the aforementioned issue of the H0 value, in [68] the authors presented
a new statistical method which is not affected by the value of H0. In particular, using the direct
measurements of the Hubble expansion the so called H(z) data [69], they marginalized analytically
the Hubble constant in the likelihood function using Bayesian statistics. The latter approach has
the property of circumvent the H0 value problem and reducing the parameter space without adding
numerical complexity. In the present work we desire to apply this H0-independent method in order
to impose constraints on various f (T ) models. Additionally, for completeness we perform a joint
analysis using data from standard candles such as SNIa, and quasi-stellar objects (QSOs), and also
CMB shift parameters from Planck [70]. We would like to stress that this is the first time that the
H0-independent method of the H(z) data, the covariance matrix of the H(z) measurements [71, 72],
the JLA and the QSOs data are combined with the Planck CMB shift parameter toward constraining
the f (T ) models.
The plan of the work is as follows: In section 2 we review f (T ) gravity and cosmology, and
in section 3 we provide the basic specific f (T ) models that have appeared in the literature. In
section 4 we present the method and the observational data sets that we use and we perform a
detailed observational analysis providing the corresponding best fit values and contour plots for the
various f (T ) models. In section V, based on Monte Carlo simulations, we quantify the ability of
future direct measurements of the Hubble parameter to place strong constraints on the f (T ) models.
Finally, we discuss our conclusions in section VI.
2 f (T ) gravity and cosmology
In this section we briefly review f (T ) gravity and we apply it in a cosmological framework. In
torsional formalism it proves convenient to use as dynamical variables the vierbeins fields eA(x
µ),
which form an orthonormal basis for the tangent space at each point of the manifold xµ (namely
eA ·eB = ηAB, with ηAB = diag(1,−1,−1,−1). In a coordinate basis they are expressed as eA = eµA∂µ
and therefore the metric is acquired as
gµν(x) = ηAB e
A
µ (x) e
B
ν (x), (2.1)
where Greek indices are used for the coordinate space-time while Latin indices for the tangent one.
One can now introduce the curvature-less Weitzenbo¨ck connection
w
Γ
λ
νµ ≡ eλA ∂µeAν [73], in
terms of which he can define the torsion tensor as
Tλµν =
w
Γ
λ
νµ −
w
Γ
λ
µν = e
λ
A (∂µe
A
ν − ∂νeAµ ), (2.2)
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which contains all the information of the gravitational field. Contracting the torsion tensor we
obtain the torsion scalar as
T ≡ 1
4
T ρµνTρµν +
1
2
T ρµνTνµρ − T ρρµ T νµν, (2.3)
which is then used as the Lagrangian of teleparallel gravity (similarly to the use of the Ricci scalar
as the Lagrangian of general relativity). Through variation of the teleparallel action in terms of the
vierbeins, one obtains exactly the same equations with general relativity, and that is why the theory
at hand was named teleparallel equivalent of general relativity (TEGR).
Inspired by the f (R) extensions of general relativity, one can generalize T to a function T +
f (T ). The resulting f (T ) theory of gravity is characterized by the action [19]
S =
1
16πG
∫
d4xe
[
T + f (T )
]
, (2.4)
where e = det(eAµ ) =
√−g and G is the gravitational constant (the light speed is set to 1 for
simplicity).
In order to study the cosmological applications of f (T ) gravity first we must add the matter
and radiation sectors, and therefore the total action takes the form
I =
1
16πG
∫
d4xe
[
T + f (T ) + Lm + Lr
]
. (2.5)
Varying the above action with respect to the vierbeins we extract the field equations as
e−1∂µ(ee
ρ
A
S ρ
µν)[1+ fT ]+e
ρ
A
S ρ
µν∂µ(T ) fTT−[1+ fT ]eλAT ρµλS ρνµ+
1
4
eνA[T+ f (T )] = 4πGe
ρ
A
em
T ρ
ν, (2.6)
where fT = ∂ f /∂T , fTT = ∂
2 f /∂T 2, and with
em
T ρ
ν denoting the matter energy-momentum tensor.
In the above equations we have introduced the “super-potential” S
µν
ρ ≡ 12
(
K
µν
ρ+δ
µ
ρ T
αν
α−δνρ Tαµα
)
,
with K
µν
ρ ≡ − 12
(
T
µν
ρ − T νµρ − T µνρ
)
the con-torsion tensor.
As a second step we impose the homogeneous and isotropic geometry eAµ = diag(1, a, a, a),
which corresponds to the spatially flat Friedmann-Robertson-Walker (FRW) metric
ds2 = dt2 − a2(t) δi jdxidx j, (2.7)
where a(t) is the scale factor. Inserting this vierbein choice into the field equations (2.6) we extract
the Friedmann equations, namely
H2 =
8πG
3
(ρm + ρr) −
f
6
+
T fT
3
(2.8)
H˙ = −4πG(ρm + Pm + ρr + Pr)
1 + fT + 2T fTT
, (2.9)
with H ≡ a˙/a the Hubble function, and where dots denote derivatives with respect to t (note that we
have used the fact that T = −6H2, which straightforwardly arises from (2.3) in FRW geometry).
Moreover, in the above equations ρm, ρr and Pm, Pr are respectively the energy densities and
pressures of the matter and radiation sectors, considered to correspond to perfect fluids.
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From the form of the Friedmann equations (2.8) and (2.9) it is implied that we can define the
energy density and pressure of the effective dark energy sector as
ρDE ≡
3
8πG
[
− f
6
+
T fT
3
]
, (2.10)
PDE ≡
1
16πG
[
f − fTT + 2T 2 fTT
1 + fT + 2T fTT
]
, (2.11)
and furthermore we can write its effective equation-of-state parameter as
w ≡ PDE
ρDE
= − f /T − fT + 2T fTT[
1 + fT + 2T fTT
] [
f /T − 2 fT
] . (2.12)
Lastly, the equations close by considering the conservation equations of the matter and radiation
sectors, namely
ρ˙m + 3H(ρm + Pm) = 0 (2.13)
ρ˙r + 3H(ρr + Pr) = 0. (2.14)
3 Specific f (T )models
In the previous section we reviewed the basic equations of f (T ) gravity and cosmology. In this
section we present some specific viable f (T ) models, and we provide the formalism to quantify
their deviation from ΛCDM cosmology in a unified way.
In order to elaborate the modified Friedmann equations we introduce
E2(z) ≡ H
2(z)
H2
0
=
T (z)
T0
, (3.1)
with T0 ≡ −6H20 . We mention that it proves more convenient to use as the independent variable the
redshift z =
a0
a
− 1, with a0 the current scale factor set to one for simplicity (in the following the
subscript “0” marks the current value of a quantity). Furthermore, assuming the matter to be dust,
i.e. wm ≡ Pm/ρm = 0, from (2.13) we deduce that ρm = ρm0(1 + z)3, and similarly imposing for the
radiation wr ≡ Pr/ρr = 1/3 from (2.14) we acquire ρr = ρr0(1+ z)4. Thus, the Friedmann equation
(2.8) can be re-written as
E2(z, r) = Ωm0(1 + z)
3
+ Ωr0(1 + z)
4
+ ΩF0y(z, r) (3.2)
with
y(z, r) =
1
T0ΩF0
[
f − 2T fT
]
. (3.3)
In the above equations we have defined
ΩF0 = 1 −Ωm0 −Ωr0 , (3.4)
with Ωi0 =
8πGρi0
3H2
0
the value of the corresponding density parameter at present. In summary, the
effect of f (T ) gravitational modification is quantified by the function y(z, r), that is normalized to
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unity at present time, and which depends on Ωm0,Ωr0, and on the various parameters r1, r2, ... that
are involved in the specific f (T ) choice (assembled to form the vector r). Note that in the limit of
ΛCDM cosmology, namely when f (T ) = const., the function y(z, r) becomes a constant.
Let us now present all the specific f (T ) models that have been studied in the literature, that
include two parameters one of which is independent. For each one of these models we calculate
the function y(z, r) through (3.3), and we quantify the deviation of y(z, r) from its ΛCDM constant
value using a distortion parameter b. The five f (T ) models are the following [59]:
1. The power-law model [17] (hereafter f1CDM model), with
f (T ) = α(−T )b, (3.5)
with α and b the two parameters. Inserting this f (T ) form into (2.8) at current time we obtain
α = (6H20)
1−b ΩF0
2b − 1 , (3.6)
while (3.3) gives
y(z, b) = E2b(z, b) . (3.7)
Hence, when b becomes zero the f1CDM model reduces to ΛCDM cosmology, namely T +
f (T ) = T − 2Λ, with Λ = 3ΩF0H20 and ΩF0 = ΩΛ0).
2. The square-root exponential model (hereafter f2CDM) [18]
f (T ) = αT0(1 − e−p
√
T/T0), (3.8)
with α and p the two parameters. In this case (2.8) at present leads to
α =
ΩF0
1 − (1 + p)e−p , (3.9)
while (3.3) gives
y(z, p) =
1 − (1 + pE)e−pE
1 − (1 + p)e−p . (3.10)
Since f2CDM reduces to ΛCDM cosmology for p→ +∞, we can replace p through p = 1/b
obtaining
y(z, b) =
1 − (1 + E
b
)e−E/b
1 − (1 + 1
b
)e−1/b
, (3.11)
which tends to constant (unity) for b → 0+.
3. The exponential model (hereafter f3CDM) [59]:
f (T ) = αT0(1 − e−pT/T0 ), (3.12)
where α and p are the two model parameters. In this case
α =
ΩF0
1 − (1 + 2p)e−p , (3.13)
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while
y(z, p) =
1 − (1 + 2pE2)e−pE2
1 − (1 + 2p)e−p . (3.14)
We can re-write the above model using p = 1/b, resulting to
y(z, b) =
1 − (1 + 2E2
b
)e−E
2/b
1 − (1 + 2
b
)e−1/b
, (3.15)
from which we can see that for p → +∞, or equivalently for b → 0+, the f3CDM model
reduces to ΛCDM cosmology.
4. The Bamba et al. logarithmic model (hereafter f4CDM) [74]
f (T ) = αT0
√
T
qT0
ln
(
qT0
T
)
(3.16)
with α and q the two parameters. Equation (2.8) at present time gives
α =
ΩF0
√
q
2
, (3.17)
while (3.3) yields
y(z) = E(z) , (3.18)
Since the distortion function does not depend on the model parameters, we can re-write (3.2)
as
E(z) =
1
2
√
Ω
2
F0
+ 4
[
Ωm0(1 + z)3 + Ωr0(1 + z)4
]
+
ΩF0
2
. (3.19)
We mention that this model cannot reduce to ΛCDM cosmology for any value of its param-
eters.
5. The hyperbolic-tangent model (hereafter f5CDM) [75]:
f (T ) = α(−T )ntanh
(
T0
T
)
(3.20)
with α and n the two parameters. In this case we acquire
α = − ΩF0(6H0)
1−n[
2sech2(1) + (1 − 2n)tanh(1)
] , (3.21)
and
y(z, n) = E2(n−1)
2sech2
(
1
E2
)
+ (1 − 2n)E2tanh
(
1
E2
)
2sech2(1) + (1 − 2n)tanh(1)
(3.22)
Similarly to the previous model, the f5CDMmodel cannot reduce to ΛCDM cosmology for
any value of its parameters.
In summary, the above five f (T ) models are the ones with up to two parameters, out of which
one is independent, that have been studied in the literature [59]. One could definitely consider also
their combinations, however the appearance of many free parameters is not a desirable feature.
Thus, in the following we investigate them separately.
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4 f (T )models against cosmological data
In this section we present the observational data and the statistical methods that we use in order
to put constraints on the f (T ) models. In particular, we use direct measurements of the Hubble
parameter, namely H(z) data with the corresponding covariance matrix, the standard candles (SNIa
and quasi-stellar objects: QSOs) and finally the CMB shift parameter data. Notice that in the case
of the CMB shift parameter data, we need to include the contribution of the radiation term Ωr0 in
the normalized Hubble function. Here we utilize the following formula Ωr0 = Ωm0aeq [70], with
aeq =
1
1+2.5×104h2(TCMB/2.7K)−4 , where we have set TCMB = 2.7255K and h = 0.68.
4.1 H(z) probes
Let us start with the H(z) Hubble data set as compiled by Farooq et al., [69]. This sample contains
N = 38 entries in the following redshift interval 0.07 ≤ z ≤ 2.36. The novelty here is that we
use for the first time (to our knowledge) the covariance matrix of three BAO H(z) measurements
[71, 72] in constraining the f (T ) models.
Following standard lines, the nominal chi-square function is written as
χ2H(φ
µ) = VC−1covV
T , (4.1)
where φµ is the statistical vector that contains the free parameters, C−1cov is the inverse of the covari-
ance matrix [71, 72] and
V = {HD(z1) − HM(z1, φµ), ...,HD(zN) − HM(zN , φµ)} .
Also, zi are the observed redshifts, while the letters M and D denote the data and models respec-
tively. In this context, the theoretical Hubble parameter is parametrized as follows:
HM(z, φ
µ) = H0E(z, φ
µ+1) (4.2)
and thus
V = {HD(z1) − H0E(z1, φµ+1), ..,HD(zN) − H0E(zN , φµ+1)}, (4.3)
where H0 is the Hubble constant, E(z) is the dimensionless Hubble function and the vector φ
µ+1
contains the other free parameters of the f (T ) models, namely (Ωm0, b) etc.
Clearly, using the usual χ2 estimator of Eq.(4.1) in constraining the f (T ) gravity models we
have to either impose the exact value of H0 or treating it as a free parameter. The first option is
rather inconvenient due to the well known Hubble constant problem, namely the observed Hubble
constant (H0 = 73.24±1.74 Km/s/Mpc) found by the SNIa team (Riess et al. [67]) is in ∼ 3−3.5σ
tension with that of Planck (see H0 = 67.8 ± 0.9 Km/s/Mpc; [66]). On the other hand, if we treat
H0 as a free parameter then we increase the parameter space. Recently, [68] proposed a novel
statistical technique towards overcoming the above problems. Here we present the main points
of this method. Specifically, inserting the vector (4.3) into Eq. (4.1) we find after some simple
calculations
χ2(φµ) = AH20 − 2BH0 + Γ, (4.4)
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where
A = EC−1covE
T ,
B =
1
2
(
EC−1covH
T
D +HDC
−1
covE
T
)
Γ = HDC
−1
covH
T
D,
with
E = {E(z1, φµ+1), ..., E(zN , φµ+1)}
and
HD = {HD(z1), ..,HD(zN)} .
Therefore, the likelihood function of χ2, namely L = e−χ2/2, is written as
L(D|φµ,M) = exp

A
(
H0 − BA
)2 − B2
A
+ Γ
2
 .
Marginalizing over H0 in the context of Bayes’s theorem we find
p(φµ |D,M) = 1
p(D|M)
∫
e−
A(H0−B/A)2−B2/A+Γ
2 dH0. (4.5)
Moreover, using the new variable y = H0 − B/A, assuming that H0 ∈ (0,+∞) and introducing flat
priors p(φµ |M,H0) = 1, we arrive at
p(φµ|D,M) = 1
p(D|M)e
− 1
2
(
Γ− B2
A
) √
π
2A
[
1+er f
(
B√
2A
)]
, (4.6)
where er f (x) = 2√
π
∫ x
0
e−y
2
dy is the error function. To this end, it is trivial to show that the above
likelihood function reduces to a new χ˜2
H
function which is written as
χ˜2H(φ
µ+1) = Γ − B
2
A
+ ln A − 2 ln
[
1 + er f
(
B√
2A
)]
. (4.7)
Notice that in the latter expression the constant ln(π/2), is ignored since it does not contribute in
the minimization procedure.
Evidently, the estimator χ˜2
H
alleviates the Hubble constant problem since it is not affected by
H0. We would like to stress that this is the first time that the current approach is implemented
towards testing the performance of the f (T ) models against the H(z) data.
4.2 Joint analysis with other probes
In order to place tight constraints on the model parameters we use a joint likelihood analysis,
involving the standard candles (SNIa and QSOs, hereafter SC) and standard rulers (CMB shift
parameter) together with the H(z) data. Notice, that standard candles and rulers probe the integral
of the Hubble parameter H(z), implying that they give indirect information of the cosmic expansion,
while the H(z) data provide direct measurements of the expansion rate of the universe. Therefore,
– 8 –
Data Model Ωm0 b α β χ
2
min
AIC |∆AIC|
f1CDM 0.229 ± 0.072 0.584 ± 0.377 - - 18.967 23.310 0.207
H(z): f2CDM 0.284 ± 0.029 0.600 ± 0.410 - - 19.363 23.706 0.603
f3CDM 0.297 ± 0.077 0.266 ± 0.169 - - 20.741 25.084 1.981
ΛCDM 0.265 ± 0.023 - - - 20.992 23.103 0.000
f1CDM 0.249 ± 0.029 0.258 ± 0.253 0.141 ± 0.058 3.102 ± 0.635 738.836 746.886 0.552
H(z)/SC: f2CDM 0.263 ± 0.021 0.301 ± 0.148 0.141 ± 0.059 3.102 ± 0.650 739.022 747.072 0.738
f3CDM 0.267 ± 0.022 0.194 ± 0.069 0.141 ± 0.069 3.104 ± 0.769 739.441 747.491 1.157
ΛCDM 0.269 ± 0.021 - 0.142 ± 0.041 3.112 ± 0.474 740. 304 746.334 0.000
f1CDM 0.307 ± 0.003 −0.018 ± 0.029 0.141 ± 0.033 3.101 ± 0.414 743.964 752.014 1.546
H(z)/SC/CMBshi f t: f2CDM 0.305 ± 0.001 0.047 ± 0.082 0.141 ± 0.033 3.101 ± 0.412 744.438 752.488 2.020
f3CDM 0.305 ± 0.001 0.050 ± 0.061 0.142 ± 0.032 3.100 ± 0.203 744.446 752.496 2.028
ΛCDM 0.305 ± 0.001 - 0.141 ± 0.033 3.101 ± 0.412 744.438 750.468 0.000
Table 1. Cosmological constraints. The first column indicates the data set (s) used, the second column
includes the cosmological models used in this study the third and fourth columns provide theΩm0 and b best
fit values. The next two columns show the values of the JLA-data intrinsic free parameters, namely α and
β. The last three columns present the goodness-of-fit statistics (χ2
min
, AIC and ∆AIC= AICmodel − AICmin|).
The abbreviation SC denotes standard candles, namely SNIa and QSOs.
the combination of the latter observational probes appears as an ideal tool in constraining the f (T )
gravity models.
Specifically, we utilize the JLA sample of 740 SN Ia of Betoule et al. [76] and the binned
dataset of QSOs [77, 78] that contains 24 entries. It is interesting to mention that combining the
SNIa data with those of QSOs we manage to trace the Hubble relation (distance modulus versus z)
in the redshift range 0.07 < z < 6.
Regarding the chi-square function of the standard candles χ2
SC
we use the estimator of [79]
which is not affected by the value of the Hubble constant (see also Ref.[80] and references therein),
while for QSOs we refer the reader the recent work of [78]. Moreover, we utilize the position of
the CMB shift of acoustic peaks provided by the Planck 2015 data points (la,R, z∗). The chi-square
χ2
CMB
, the CMB shift parameter data, the theoretical formulas of (la,R, z⋆), the value of Ωr0 and
the inverse of the corresponding covariance matrix can be found in Ref. [70].
Since the total likelihood function Ltot is defined as the product of the individual likelihoods,
namely
Ltot = LH × LSC × LCMB,
it is implied that
χ2tot = χ˜
2
H + χ
2
SC + χ
2
CMB .
In order to test the statistical significance of our constraints we implement the AIC [81] crite-
rion. In particular, considering Gaussian errors the corresponding estimator is
AIC = −2 lnLmax + 2k +
2k(k + 1)
N − k − 1 , (4.8)
(4.9)
where N and k denote the total number of data and the number of fitted parameters (see also [82]).
Obviously, a smaller value of AIC means a better model-data fit. In this framework, if we want
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Data Model Ωm0 b α β h χ
2
min
AIC |∆AIC|
f1CDM 0.226 ± 0.077 0.603 ± 0.374 - - 0.651 ± 0.037 19.768 26.474 0.205
H(z): f2CDM 0.285 ± 0.029 0.622 ± 0.426 - - 0.644 ± 0.039 20.145 26.851 0.582
f3CDM 0.310 ± 0.108 0.292 ± 0.199 - - 0.639 ± 0.115 21.529 28.235 1.966
ΛCDM 0.266 ± 0.018 - - - 0.696 ± 0.014 21.926 26.269 0.000
f1CDM 0.249 ± 0.028 0.260 ± 0.234 0.141 ± 0.055 3.103 ± 0.614 0.686 ± 0.020 739.740 749.815 0.534
H(z)/SC: f2CDM 0.264 ± 0.021 0.302 ± 0.134 0.141 ± 0.055 3.103 ± 0.621 0.686 ± 0.020 739.926 750.001 0.720
f3CDM 0.267 ± 0.022 0.194 ± 0.066 0.141 ± 0.065 3.104 ± 0.735 0.687 ± 0.021 740.351 750.426 1.145
ΛCDM 0.269 ± 0.021 - 0.142 ± 0.041 3.112 ± 0.474 0.694 ± 0.016 741.231 749.281 0.000
f1CDM 0.307 ± 0.003 −0.020 ± 0.028 0.142 ± 0.007 3.101 ± 0.080 0.671 ± 0.007 744.804 754.879 1.466
H(z)/SC/CMBshi f t: f2CDM 0.305 ± 0.001 0.040 ± 0.080 0.141 ± 0.006 3.100 ± 0.080 0.671 ± 0.007 745.357 755.432 2.019
f3CDM 0.305 ± 0.001 0.054 ± 0.072 0.142 ± 0.007 3.097 ± 0.080 0.671 ± 0.007 745.365 755.440 2.027
ΛCDM 0.305 ± 0.001 - 0.142 ± 0.007 3.100 ± 0.080 0.671 ± 0.007 745.363 753.413 0.000
Table 2. Same as Table 1, however now the parameter h ≡ H0
100kms−1Mpc−1
is not marginalized over, but it is
free to vary.
to test the performance of the different cosmological models in fitting the observational data then
we need to introduce the model pair difference, namely ∆AIC = AICmodel − AICmin. Therefore,
the inequalities 4 < ∆AIC < 7 indicate a positive evidence against the model with higher value of
AICmodel [83, 84], while the restriction ∆AIC ≥ 10 suggests a strong such evidence. On the other
hand, the condition ∆AIC ≤ 2 implies an indication of consistency between the two comparison
models.
In summary, an overall presentation of our constraints is listed in Table 1 for various cosmo-
logical probes. The Table contains the fitted model parameters, including the intrinsic values of
JLA (α, β), and the goodness of fit statistics (χ2min, AIC), for the specific f (T ) gravity models. For
comparison we additionally provide the results of the usual ΛCDM cosmological model. Further-
more, in Table 2 we show the results after the parameter H0 has been allowed to vary. Comparing
the two Tables we see that our results and the two methods of analysis are perfectly consistent with
each other. Furthermore, from Table 2 we observe that the f (T ) models support a smaller value of
Hubble constant than the value obtained from Cepheids. In particular, for all f (T ) models we find
H0 = 67.1 ± 0.7Km/s/Mpc which is closer to the Planck value.
Below, we provide a qualitative discussion of our constraints, giving the reader the opportunity
to appreciate the new results of our study. Notice that we have excluded models f4CDM and
f5CDM from the rest of the analysis, since we have confirmed the results of Nesseris et al. [59],
namely that the observational data disfavor the above two f (T ) models at high significance level.
4.2.1 Fitting f (T ) models with H(z) data
In the light of the new chi-square estimator [see Eq.(4.7)] we utilize for the first time the covariance
matrix of H(z) data [71, 72] in order to constrain the f (T ) models. Let us now briefly present our
results. For comparison we also provide the results of Nunes et al. [61].
Specifically, we find:
• For f1CDMmodel: χ˜
2
H
= 18.967 (AIC=23.310), Ωm0 = 0.229±0.072 and b = 0.584±0.377,
while [61] found: (Ωm0, b) = (0.231
+0.016
−0.019, 0.033
+0.045
−0.035) for H0 = 72.85
+1.7
−1.8 Km/s/Mpc.
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Figure 1. Likelihood contours in the b −Ωm0 plane using the H(z) data. The contours correspond to 1σ, 2σ
and 3σ confidence levels. From left to right, observational constraints for power-law f1CDM (3.5), f2CDM
model (3.8) and f3CDM model (3.12). From bottom to top, constraints using H(z) data without covariance
and adding covariance. The black point represents the best fit solutions for the current f (T ) models (see
Table I). Notice, that the red (or green) dot point corresponds to the flat ΛCDM model using the Planck [66]
[or H(z)] best fit solution.
• For f2CDM model: χ˜
2
H
= 19.363 (AIC=23.706), Ωm0 = 0.284 ± 0.029 and b = 0.600 ±
0.410. Notice that [61] obtained: (Ωm0, b) = (0.243
+0.014
−0.015, 0.112
+0.045
−0.035) for H0 = 71.53 ± 1.3
Km/s/Mpc.
• For f3CDMmodel: χ˜
2
H
= 20.741 (AIC=25.084), Ωm0 = 0.297±0.077 and b = 0.266±0.169.
To this end, [61] found: (Ωm0, b) = (0.242
+0.013
−0.015, 0.106
+0.052
−0.090) for H0 = 71.57±1.3 Km/s/Mpc.
• For ΛCDM model: χ˜2
H
= 20.992 (AIC=23.103) and Ωm0 = 0.265 ± 0.023.
In Fig. 1 we present the 1σ, 2σ and 3σ contours in the (b,Ωm0) plane for the f1−3CDM
models. Taking into account the best-χ˜2 and the value of AIC we find that the best model is
the f1CDM, while there is a mild tension between the f3CDM models and the H(z) data ∆AIC=
AIC f1 − AIC f3 > 2. Moreover, the fact ∆AIC≤ 2 implies that the f1CDM model is statistically
equivalent with ΛCDM and f2CDM.
Lastly, we would like to stress that the aforementioned Ωm0 constraints are in agreement within
1σ errors with those of Nunes et al. [61] who considered the case where the covariance matrix of
the H(z) data is diagonal. However, our results regarding the b parameters of f1,2CDM models are
somewhat larger (∼ 1.2−1.5σ) with those of [61], while in the case of f3CDMmodel the constraints
are similar (within 1σ) in both studies. We mention that in the work of Nunes et al. [61] the cosmic
chronometer data, which are based on the relative ages of the passively evolving galaxies, were
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used. This sample contains the 30 H(z) measurements in the redshift range 0 < z < 2. Moreover,
Nunes et al. [61] used the standard estimator (4.1) and thus they had to treat the value of H0 as a
free parameter. In order to understand the effectiveness of the H(z) covariance matrix and the new
chi-square estimator in constraining the b −Ωm0 solution space, we compare the b −Ωm0 contours
with and without covariance.
4.2.2 Fitting f (T ) models with H(z), standard candles and rulers
Firstly, we combine the observed Hubble relation provided by SNIa and QSOs data and the direct
measurements of the Hubble parameter. The results are as follows. Regarding the f (T ) models we
obtain (Ωm0, b) = (0.249 ± 0.029, 0.258 ± 0.253), (Ωm0, b) = (0.263 ± 0.021, 0.301 ± 0.148) and
(Ωm0, b) = (0.267±0.022, 0.194±0.069) for the f1CDM, f2CDM and f3CDMmodels, respectively,
with χ2
min
= 738.836, χ2
min
= 739.022 and χ2
min
= 739.441. The latter constraints are in agreement
within 1σ (within 1σ uncertainties) with those of Nunes et al. [61] who found, combing cos-
mic chronometer, SNIa (Union 2.1) and BAO data, (Ωm0, b) = (0.234
+0.016
−0.014, 0.051
+0.025
−0.019) with H0 =
72.75+1.7−1.8Km/s/Mpc for f1CDM, (Ωm0, b) = (0.278
+0.01
−0.02, 0.133
+0.043
−0.130) withH0 = 68.19
+1.90
−0.93Km/s/Mpc
for f2CDM and (Ωm0, b) = (0.266
+0.009
−0.010, 0.09
+0.041
−0.08 ) with H0 = 69.8
+0.89
−0.84Km/s/Mpc for f3CDM
models respectively.
Including the CMB shift parameters data in the likelihood analysis we find (Ωm0, b) = (0.307±
0.003,−0.018±0.029), (Ωm0, b) = (0.305±0.001, 0.047±0.082) and (Ωm0, b) = (0.305±0.001, 0.050±
0.061) for the f1CDM, f2CDM and f3CDM models, respectively, with χ
2
min of ∼ 744. Evidently,
using the joint cases we find that the best model is ΛCDM. Based on AIC we observe that the
f1, f2, f3 models fit at a statistically acceptable level either the H(z) or H(z)/SNIa/QSOs data.
In contrast, there is a weak evidence (∆AIC∼ 2) against f2,3CDM from the H(z)/SNIa/QSOs/
CMBshi f t data, while the fact ∆AIC< 2 implies that the power-law f1CDM model is statisti-
cally equivalent with that of ΛCDM. Furthermore, we would like to point that our results are
in agreement (within 1σ errors) with those of Nesseris et al. [59] who used a combination of
SNIa/BAOs/CMBshi f t data. Concerning the f1CDM model the present results can be compared
with those of Nunes (2018) [64] who used the CMB power spectrum. Lastly, our constraints for
f1CDM and f2CDM models are in very good agreement with those of and Xu et al. [65] who
combined SNIa/H(z)BAO/CMBshi f t data. Concerning f3CDM model our best fit value for b is
somewhat lower with that of [65]. Specifically, these authors found: (a) H0 = 69.4±0.8Km/s/Mpc,
Ωm0 = 0.298 ± 0.007 and b = −0.10+0.09−0.07 for f1CDM model, (b) H0 = 69.6 ± 0.9Km/s/Mpc,
Ωm0 = 0.296 ± 0.007 and b = 0.13+0.09−0.11 for f2CDM model, and (c) H0 = 69.5 ± 0.8Km/s/Mpc,
Ωm0 = 0.297 ± 0.007 and b = 0.41 ± 0.31 in the case of f3CDM model.
Notice, in Figs. 2 and 3 we show the corresponding confidence contours. Comparing the first
panel with the other two, we see that the Figure-of-Merit (FoM)1 of f (T ) models is increased by
a factor of ∼ 2.5 in the case of H(z)/SNIa/QSOs, while for H(z)/SNIa/QSOs/CMBshi f t we find a
two-fold increase of FoM.
Finally, in order to give the reader the opportunity to appreciate the new results of our study
we conclude this section with a brief discussion regarding our new and novel statistical results.
1The FoM is defined as the inverse of the enclosed area of the 2σ contour in the solution space of any two degenerate
free parameters, is our case b − Ωm0.
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Figure 2. Likelihood contours in the case of the power-law f1CDMmodel, using (left to right) the following
data: (a) H(z) data, (b) H(z)/QSO/SNIa and (c) H(z)/QSO/SNIa/CMBshi f t. The red point corresponds to
the Planck ΛCDM model [66], while our best fit solutions are given by green (ΛCDM) and black ( f1CDM)
points respectively.
Although, our observational constraints are in qualitative agreement with previous studies on
f (T ) gravity [56–60, 62–65], we would like to spell out clearly the reasons of which our analysis
improves the observational constraints of f (T ) models with respect to previous studies. Firstly, we
include for the first time the covariance matrix of H(z) data in f (T ) models, and we utilize at the
same time the recently proposed statistical method of [68], which is not affected by the Hubble
constant problem. Secondly, we use the total amount of standard candles, namely we combine
the SNIa data with those of QSOs and thus we trace the Hubble relation in the redshift range
0.07 < z < 6.
5 Constraining f (T )models with future H(z) data
As we have already discussed the statistical analysis of section 4.B.1 indicates that direct measure-
ments of the Hubble expansion favor the power law f (T ) model over the other models, including
that of ΛCDM. In this section we investigate the impact of using future Hubble parameter data,
based on the next generation of surveys, to distinguish the power law f (T ) model from the expec-
tations of ΛCDM.
In particular, we are interested to check how better can we go in constraining the f (T ) models
by increasing the number of the present H(z) measurements from 38 to 100. A detailed discussion
concerning this test can been found in [68], where the authors applied their algorithm on the scalar-
field dark energy models. Specifically, we generate a large sets of Monte Carlo simulations towards
quantifying the ability of future H(z) data to place strong constraints on the f (T ) models. Notice
that this is the first time in the literature that such an analysis is applied on the f (T ) gravity models.
The algorithm is developed via a three-step process, a brief description of which is as follows.
• Firstly, we select the viable f1CDM model with (Ωm0, b,H0) = (0.214, 0.653, 68) as a refer-
ence model.
• Secondly, we peak a redshift zran ∈ [0.07, 2.36], by randomly sampling the redshift distri-
bution of the current H(z) sample, and we extract the measured Hubble parameter HD(zran)
– 13 –
0.0 0.2 0.4 0.6 0.8 1.0
0.10
0.15
0.20
0.25
0.30
0.35
0.40
b
Ω
m
,0
0.0 0.2 0.4 0.6 0.8 1.0
0.10
0.15
0.20
0.25
0.30
0.35
0.40
b
Ω
m
,0
0.0 0.1 0.2 0.3 0.4 0.5
0.290
0.295
0.300
0.305
0.310
0.315
0.320
b
Ω
m
,0
0.0 0.2 0    1.0
0.10
0.15
0.20
0.25
0.30
0.35
	

b
Ω
m
,0
0.0 0.2    1.0
0.10
0.15
0.20
0.25
0.30
0.35

b
Ω
m
,0
0.0 0.1 0.2 0.3 ff 0.5
0.290
0.295
0.300
0.305
0.310
0.315
0.320
b
Ω
m
,0
Figure 3. Likelihood contours in the case of f2CDM (bottom panel) and f3CDM (top panel) models. From
left to right we have (a) H(z) data, (b) H(z)/QSO/SNIa and (c) H(z)/QSO/SNIa/CMBshi f t. The red point
corresponds to the Planck Λ CDM model [66], while our best fit solutions are given by green (ΛCDM) and
black ( f2,3CDM) points respectively.
as well as the ideal Hubble function Hre f (zran) from the reference f1CDM model. Then we
derive the deviation of the observed Hubble parameter from the fiducial f1CDM model by
randomly sampling the distribution of the differences δH = |HD − Hre f |.
• In order to produce the mock H(z) data2 the corresponding mock Hubble parameter HMC
is chosen from the following normal distribution N(Hre f , σ2ran), where σran =
√
σ2
H
+ δH2.
Therefore, for each mock entry we provide the following simulated triad {zran,HMC , σran} j,
where j = 1, ..N and N ∈ [38, 120].
In Fig. 4 we present the ratio FoM/FoM38 versus N, for which we have performed 100 Monte-
Carlo realizations for each chosen number (N = 38, 40, ..120) of the simulated H(z) data. Notice
that FoM38 is the Figure-of-Merit of the observed H(z) data. Using standard linear regression we
obtain the following relation:
FoM
FoM38
= (0.023 ± 0.0001)N + 0.200 ± 0.018. (5.1)
Based on these new forecasts we argue that it is realistic to expect that a future sample of ∼ 100 −
120 H(z) measurements will increase the present FoM of the f1CDM model by a factor of ∼ 2.5 −
2We sample the number of mock data N ∈ [38, 120] in steps of 10.
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Figure 4. The FoM/FoM38 as a function of the number of entries in the mock H(z) sample. The quantity
FoM38 is the Figure-of-Merit of the current H(z) data. The reference model is the power-law f1CDM model
(3.5) with (Ωm0, b,H0) = (0.259, 0.121, 68.603).
3. In order to visualize this improvement in Fig. 5 we present the contours of one simulation
of 100 H(z) measurements in the b − Ωm0 plane (red-scale contours). On top on that we show
the corresponding contours resulting from the current H(z) sample. The improvement is obvious.
Indeed, our Monte Carlo analysis indicates that a future sample of ∼ 100 H(z) measurements in the
redshift interval 0 < z < 2.4, will be an ideal and indispensable tool towards testing the viability of
the f (T ) gravity models.
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Figure 5. The 1σ, 2σ and 3σ likelihood contours in the b − Ωm0 plane resulting from likelihood analysis
of the real H(z) data set (black lines) and the mock H(z) sample with N = 100 entries (red contours). The
reference model is the power-law f1CDM model (3.5) .
6 Conclusions
In this work we have extracted observational constraints on the viable f (T ) gravity models, using
the new H(z) data together with the corresponding covariance matrix and the recently proposed
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statistical method of [68], which is not affected by the value of H0 and thus it bypasses the prob-
lem of the disagreement in its exact numerical value between Planck and SNIa measurements.
In particular, one marginalizes analytically the Hubble constant in the likelihood function using
Bayesian statistics, which allows to circumvent the H0 value problem and thus to reduce the pa-
rameter space without adding numerical complexity. Hence, the aforementioned approach leads
to more robust results with respect to previous studies. Finally, apart from the H(z) data, we also
proceeded to joint analysis using standard candles such as SNIa and quasi-stellar objects (QSOs),
as well as CMB shift parameters data from Planck. To our knowledge, this is the first time that the
H0-independent method of the H(z) data, the covariance matrix of the H(z) measurements, the JLA
and the QSOs data are combined with the Planck CMB shift parameter in constraining the f (T )
models.
We considered five f (T ) models, each with two independent parameters, with three of these
models being viable since they pass the basic observational tests. In all of them we quantified their
deviation from ΛCDM cosmology through a sole parameter. Hence, we used the aforementioned
observational data in order to fit the model parameters. Furthermore, we applied the AIC criterion
in order to compare our results with those of ΛCDM cosmology.
As we saw, the incorporation of more data sets through joint analyses substantially improves
the fitting features for all models, and practically all three examined f (T ) models, are very efficient
and in very good agreement with observations. Among them, f1CDM model, namely the power-
law f (T ) gravity, is the one with the best fitting behavior, and the one in which a small but non-zero
deviation from ΛCDM cosmology is slightly favored (the deviation parameter is non-zero at 1σ
confidence level). Nevertheless, the corresponding AIC value reveals that f1CDM model is statis-
tically equivalent with ΛCDM paradigm. On the other hand, for f2CDM and f3CDM scenarios,
deviation from ΛCDM cosmology is also allowed, however the best-fit values are very close to
their ΛCDM one.
Our results are in qualitative agreement with previous observational investigations on f (T )
gravity, where the SNIa/BAO data alongside the CMB (shift parameter or power spectrum) data had
been used [56–60, 62–65]. However, our analysis improves further the observational constraints
with respect to previous studies, since (a) we introduce for the first time the covariance matrix of
H(z) data in f (T ) models and we use the recently proposed statistical method of [68], which is
independent from the Hubble constant problem, and (b) we combine the SNIa data with those of
QSOs and thus we manage to trace the Hubble relation in the redshift range 0.07 < z < 6. However,
the measurements of the distance modulus provided by the QSO data suffer from relatively large
errors.
Now, regarding the importance of using direct measurements of the Hubble expansion some
considerations are in order at this point. In general, the H(z) data are the only data which are
providing a direct measurement of the Hubble expansion as a function of redshift. Obviously, this
feature makes them ideal tools for studying the accelerated expansion of the universe.
It is well known that the cosmic acceleration has been traced mainly by SNIa, hence the Hubble
relation (distance modulus versus z) covers the following redshift range 0 < z < 1.5 [76, 85].
Also, the binned Pantheon SNIa dataset of [86] lies in the range 0 < z < 1.6. Moreover, the
geometrical probes utilized to study the cosmic expansion history involve a combination of standard
candles (SNIa), standard rulers [clusters, CMB sound horizon detected through Baryon Acoustic
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Oscillations (BAOs; [87, 88]) and the CMB angular power spectrum [66]]. These observational
probes trace the integral of the Hubble expansion rate H(z), hence they provide indirect information
of the Hubble expansion either up to redshifts of order z ≃ 1 − 1.6 (SNIa, BAO, clusters) or up to
the redshift of recombination (z ∼ 1100). Clearly, the redshift interval ∼ 1.6 − 1000 is not directly
probed by the above cosmological data, and as shown in [89] the redshift range 1.6 < z < 3.5
plays an important role in cosmic expansion, since different cosmological models give their largest
differences in this interval as far as the equation-of-state parameter is concerned. Owing to the fact
that the direct H(z) measurements can be computed relatively easily at high redshifts make them,
especially those which are located at redshifts z > 1.6, useful tools in these kind of studies. It
is interesting to mention that there are proposed techniques which could expand the direct direct
measurements of the Hubble expansion to z ≤ 5 [90].
To date, a demerit of utilizing alone the present H(z) data-set in constraining the cosmological
models, including those of modified gravity, is related with the weak statistical constraints due to
small number statistics. However, in order to understand the impact of the current H(z) sample
in constraining the models, we have shown that our combined H(z)/SNIa/QSO/CMBshift statistical
analysis (not affected by H0)) correctly reveals the cosmic expansion as provided by the team
of Planck [66]. Indeed, in the case of ΛCDM model we found Ωm0 = 0.305 ± 0.001 which is in
excellent agreement with that of Planck 2016 TT+lowP+lensing data, namely Ωm0 = 0.308±0.012.
Finally, using large sets of Monte Carlo realizations we studied, for the first time, the ability
of future measurements of the Hubble expansion to test the viability of the f (T ) gravity models.
Interestingly, the outcome of the Monte Carlo analysis suggests substantial improvement of the
parameter space when we have ∼ 100 − 120 H(z) future measurements. From the observational
point of view this is a very realistic prediction in the context of next generation of surveys.
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