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SPECTRUM OF SYK MODEL
RENJIE FENG, GANG TIAN, DONGYI WEI
Abstract. This is the first part of a series of papers on the spectrum of the
SYK model, which is a simple model of the black hole in physics literature. In
this paper, we will give a rigorous proof of the almost sure convergence of the
global density of the eigenvalues. We also discuss the largest eigenvalue of the
SYK model.
1. Introduction
In the 1990s, to study the new quantum phase which is called the quantum spin
glass and non-Fermi liquid, Sachdev and Ye [18] proposed a model that describes
random interacting spins with infinite range. Based on this early work, the Sachdev-
Ye-Kitaev (SYK) model, which is proposed by Kiteav [11], describes n random
interacting Majorana modes on a quantum dot, and suggest the possible holographic
description of the SYK model after taking large n limit.
The SYK model is a random matrix model where the main interest lies in the
global and local behaviors of its eigenvalues in mathematics. Actually physicists
have many results regarding the spectrum of SYK, either theoretically or numeri-
cally [2, 6, 7, 8, 9, 14, 17, 23]. However, mathematical aspects of the SYK model
were less studied. In this paper, we will prove that the normalized empirical mea-
sure of eigenvalues converges to some limiting measure with probability 1 (or almost
surely), which can be viewed as a law of large numbers in probability theory. In
the end, we will discuss the asymptotic behavior of the largest eigenvalue.
In our subsequent papers [4, 5], we further derive two theorems about the spec-
trum of the SYK model. The results are totally unknown in physics, but they are
indeed the most fundamental and important theorems considered in random matrix
theory. To be more precise, in [4], we prove the central limit theorem for the linear
statistic of of eigenvalues as n→∞ and derive an explicit formula for its variance.
These results imply some useful information about the (global) 2-point correlation
of the eigenvalues. In [5], for the special case of the Gaussian SYK model, we will
derive a large deviation principle for the normalized empirical measure of eigenval-
ues for qn = 2 (in which case it’s a totally solvable system and physicists do not
care it too much, but it does have its own interest in random matrix theory) and a
concentration of measure theorem for general qn ≥ 3.
1.1. SYK model. Throughout the article, let n be an even integer. Let’s first
assume qn is even and 2 ≤ qn < n. Then we consider the following Hamiltonian
(1) H = iqn/2
1√(
n
qn
) ∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqnψi1ψi2 · · ·ψiqn ,
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where the real random variables Ji1i2···iqn are independent identically distributed
(i.i.d.), nondegenerated and
EJi1i2···iqn = 0, EJ
2
i1i2···iqn = 1,
and the k-th moment of |Ji1i2···iqn | is uniformly bounded for any fixed k; ψj are
Majorana fermions which obey the algebra
(2) {ψi, ψj} := ψiψj + ψjψi = 2δij .
In fact, by the representation of the Clifford algebra, each ψi is a 2
n/2 × 2n/2
Hermitian matrix generated by Pauli matrices iteratively [15]. Let’s denote Ln =
2n/2. Note that we do not assume Ji1i2···iqn to be Gaussian, the results are true for
more general random variables.
Actually, the original SYK model is
(3) HSYK = i
qn/2
1√
Nqn−1
(qn−1)!J2
∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqnψi1ψi2 · · ·ψiqn ,
where the random variables Ji1i2···iqn satisfy the same assumptions as in (1) and J
is some constant. There is no essential difference between (1) and (3) other than a
normalizing constant. In this paper, we will use the random matrix H instead of
HSYK .
1.2. Global density. Let’s first state the results on the global density of the eigen-
values. Let λi, 1 ≤ i ≤ Ln be the eigenvalues of H . One can check that H is
Hermitian by the anticommutative relation (2), and thus λi are real numbers. The
normalized empirical measure of the eigenvalues is defined as
(4) ρn(λ) =
1
Ln
∑
i
δλi(λ).
One of the main results in this paper is that ρn will converge to a probability
measure ρ∞ almost surely in the sense of distribution, and there is a phase transition
in the density of the states depending on the limit of the quotient q2n/n,
Theorem 1. Let qn, n be even and 2 ≤ qn ≤ n/2. Let the random variables
Ji1···iqn be i.i.d. and nondegenerated with expectation 0 and variance 1 and the k-th
moment of |Ji1···iqn | is uniformly bounded for any k. Then the normalized empirical
measure ρn of eigenvalues of the random matrix H defined in (1) will converge to
ρ∞ almost surely in the sense of distribution, where the probability measure ρ∞ is
given explicitly as follows,
1. When q2n/n→ 0, then ρ∞ is the standard Gaussian distribution.
2. When q2n/n→ a, then ρ∞ has compact support with the density function
pa(x) =
{
f(x|e−2a) if x ∈ [− 2√
1−e−2a ,
2√
1−e−2a ],
0 else,
where the function
(5) f(x|y) =
√
1− y
pi
√
1− (1 − y)x2/4
∞∏
k=0
[
1− y2k+2
1− y2k+1 (1−
x2(1− y)yk
(1 + yk)2
)
]
.
3. When q2n/n→∞, the limiting density satisfies the semicircle law
ρ∞(x) =
1
2pi
√
4− x2χ[−2,2].
SPECTRUM 3
As a remark, as a→ +∞, we have the limit
lim
a→+∞ pa(x) = p∞(x) =
1
2pi
√
4− x2χ[−2,2].
As a → 0, p0(x) is proved to be the standard Gaussian distribution (see section 2
in [10]), i.e.,
lim
a→0
pa(x) = p0(x) =
1√
2pi
e−
x2
2 .
The above two limits indicate that case 2 in Theorem 1 yields a phase transition
between case 1 and case 3.
We will prove Theorem 1 by the moment method: we will first prove that the
expectation of ρn tends to ρ∞ in §2, the claim of the almost sure convergence follows
the estimate of the variance in §3.
Remark 1. There are several new features about our results compared with these
in physics. Physicists only care the Gaussian SYK model, i.e., when all random
variables Ji1···iqn are i.i.d standard Gaussian. They have proved cases 1 and 2 in
Theorem 1 for the Gaussian SYK model (cf. [2, 6, 7]); but for case 3, there is only
a heuristic proof by some physics method making use of the Grassmann integral
[14]. In our paper, we will derive the limit of the global density of eigenvalues for
more general random variables rigorously, especially for the case 3. Furthermore,
we prove that the convergence is with probability 1 (or almost surely).
As another remark, a related model is the quantum q-spin glass model considered
in [3, 12, 13]. For q ≥ 1, the Hamiltonian of a quantum q-spin glass is
Hqn = 3
−q/2
(
n
q
)−1/2 ∑
1≤i1<···<iq≤n
3∑
a1,··· ,aq=1
αa1,··· ,aq,(i1,··· ,iq)σ
a1
i1
· · ·σaqiq ,
where the coefficients αa1,··· ,aq,(i1,··· ,iq) are i.i.d. random variables with expectation
0 and variance 1 and
(6) σai = I
⊗(i−1)
2 ⊗ σa ⊗ I⊗(n−i)2
where σa, a = 1, 2, 3 are three Pauli matrices and I2 is the 2 × 2 identity matrix.
Thus σai is a 2
n× 2n matrix. Erdo˝s-Schro¨der proved in [3] that the limiting density
of Hqn has a phase transition in the regimes of q
2 ≪ n, q2/n → a and q2 ≫ n and
the similar results as Theorem 1 can be derived.
Remark 2. Our proof of cases 1 and 2 follows closely with that of Erdo˝s-Schro¨der
in [3], but the proof of case 3 is quite different. This is because the matrices (6)
are explicitly given and one can make use of this explicit construction to derive
the result. But in our case, the essential difficulty is that we can only apply the
anticommutative relation (2), so we have to take a totally different approach (see
Lemma 5 below).
Our proof can be applied to the case when qn is odd where
(7) H = i(qn−1)/2
1√(
n
qn
) ∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqnψi1ψi2 · · ·ψiqn .
Following the proof of Theorem 1, in §4, we will prove
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Theorem 2. Let n be even and 1 ≤ qn ≤ n/2 be odd. The random variables
Ji1i2···iqn satisfy the same assumptions as in Theorem 1. Then the normalized
empirical measure ρn of the eigenvalues of random matrices of (7) will converge to
ρ∞ almost surely in the sense of distribution where
1. When q2n/n→ 0, then ρ∞ = 12 (δ1 + δ−1).
2. When q2n/n→ a, then the density function of ρ∞ is
pa(x) =
{
f(x| − e−2a) if x ∈ [− 2√
1+e−2a
, 2√
1+e−2a
],
0 else,
where the function f(x|y) is given by (5).
3. When q2n/n→∞, the limiting density ρ∞ is still the semicircle law.
Moreover, following [10], one can also prove that there is a phase transition for
this odd case.
Given H with qn product of Majorana fermions, ψ1 · · ·ψnH will yield another
Hamiltonian with n− qn product of fermions, i.e.,
ψ1 · · ·ψnH = iqn/2 1√(
n
qn
) ∑±Ji1i2···iqnψ1 · · · ψˆi1 · · · ψˆiqn · · ·ψn,
where ψˆ denotes the omitting of the fermion ψ. This implies that there is a sym-
metry between the systems of qn and n− qn. Therefore, Theorems 1 and 2 can be
extended to qn ≥ n/2 immediately. For example, given H with even qn ≥ n/2, let
H˜ = in/2−qnψ1 · · ·ψnH , then H˜ corresponds to the case n−qn ≤ n/2. We first have
H2 = H˜2 and thus L−1n TrH
k = L−1n Tr H˜
k for k even. Moreover, Lemma 1 also im-
plies E[L−1n TrHk]→ 0 for k odd. Therefore, the moment method implies that The-
orem 1 holds forH with q2n/n→ a ∈ [0,+∞] replaced by (n−qn)2/n→ a ∈ [0,+∞].
1.3. Largest eigenvalues. One of the central studies in random matrix theory is
about the largest eigenvalue of random matrices. There are many classical results
regarding the largest eigenvalue for general Wigner matrices, such as Bai-Yin’s
result on the almost sure convergence of the largest eigenvalue and the Tracy-
Widom law about the rescaling of the largest eigenvalue (see [1, 22]).
In §5, we will prove two easy results regarding the largest eigenvalue of the
SYK model. When qn = 2, the system is totally solvable and it seems that
physicists know how to derive the largest eigenvalue (cf. page. 4 in [17]). Ac-
tually, if qn = 2, we may consider Jij as a random antisymmetric matrix, i.e.,
B := (Jij)1≤i,j≤n, Jji = −Jij is a real random antisymmetric matrix. We assume
the eigenvalues of B are ±iµj where µj ≥ 0 for 1 ≤ j ≤ n/2. Then it’s well-known
that all eigenvalues of the SYK model can be expressed in term of uj, j = 1, · · · , n/2
by identity (32), we also refer to [2, 8]. Actually, the largest eigenvalue is
λmax =
(
n
2
)− 12 n/2∑
j=1
µj .
Then by the classical results on the distribution of eigenvalues of random antisym-
metric matrices, we easily have
Theorem 3. For qn = 2, the largest eigenvalue of H satisfies
lim
n→+∞
λmax√
n
=
4
√
2
3pi
, a.s.
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For general qn, we do not know how to derive the asymptotic limit of the largest
eigenvalue of the SYK model, although there are many numerical results [6, 7]. If
we consider the Gaussian SYK model, we only have the rough upper bound,
Theorem 4. For the Gaussian SYK model where Ji1···iqn are i.i.d. standard Gauss-
ian random variables, let qn ≥ 4 be even, then we have
(8) Eλmax ≤
√
n ln 2.
1.4. Further discussions. There are still many problems and essential difficulties
about the SYK model. The moment method is an effective way to study the global
properties of the SYK model, but it will fail when studying the local behaviors. For
example, one may use the moment method to prove the almost sure convergence of
the largest eigenvalue for general Wigner matrices [1]. But for the SYK model, the
moment method does not work, this is basically because the SYK model is a sparse
matrix, where the size of the matrix is of exponential growth but the number
of nonzero elements is of polynomial growth. Therefore, it seems impossible to
estimate the trace TrHkn where the power kn is some function growing with n
as in the classical moment method (see Sinai-Soshnikov’s proof [20] and Bai-Yin’s
proof in [22]).
Another difficulty about the SYK model is that the resolvent method which
is found to be one of the most powerful methods in random matrix theory fails.
Briefly, the idea of the resolvent method is that the Stieltjes transforms of N ×N
Wigner matrices can be expressed in term of some (N − 1)× (N − 1) matrices by
the Cramer’s rule, and one may estimate these matrices to derive recursively an
equation about the Stieltjes transforms as N →∞ (see [1, 22]). But so far, we have
not found the right way to apply the resolvent method to the SYK model.
To conclude, let’s discuss some further problems for the SYK model.
1. Regarding the largest eigenvalue, let’s assume qn is even, when q
2
n/n → 0,
does limn→∞ Eλmax/
√
n exist? If it exists, how does it depend on qn? When
q2n/n→ a ∈ (0,∞], does λmax converge to 2√1−e−2a almost surely?
Let’s discuss the first question. Let’s assume that the random variables are i.i.d.
standard Gaussian. For every fixed qn ≥ 4, qn even, we know that Eλmax/√n is
bounded from above by Theorem 4, but it seems very difficult to prove its conver-
gence. For any β > 0, let’s define the partition function
(9) Z(β) = Tr e−βH .
Then we easily have
λmax ≤ (
√
nβ)−1 lnZ(−√nβ) ≤ λmax + (2β)−1
√
n ln 2.
Therefore, one possible approach to prove the convergence of Eλmax/
√
n is to prove
the convergence of n−1E lnZ(−√nβ), then let β → +∞. It seems that one may
apply the idea of the Parisi formula for the Sherrington-Kirkpatrick (SK) model to
prove this [21]. But compared with the SK model, the main difference of the SYK
model is that the product of Majorana fermions may not commute with each other,
this causes many difficulties.
2. There are some results in physics regarding the rescaling of the distribution
around the ground state of the SYKmodel, especially for the case qn = 4 [2, 6, 7, 19].
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To consist with these results, let’s consider the original SYK model in (3) for qn = 4,
HSYK =
1√
n3
6J2
∑
1≤i1<i2<i3<i4≤n
Ji1i2i3i4ψi1ψi2ψi3ψi4 ,
where Ji1i2i3i4 are i.i.d. Gaussian distribution. Let
ρ˜n(λ) :=
∑
i
δλi(λ)
be the empirical measure of eigenvalues. One of the main results in physics (see
equation B. 15 in [2] and also the numerical results in [7]) is the following rescaling
limit for λ− a0 ∼ 1/n as n large enough,
(10) Eρ˜n(λ) ∝ enS0 sinh
√
nC(λ− a0)
where a0 = αn for some α < 0 and the constants S0 and C are independent of
n. derived in [17] by the physics method of the path integral, there are also some
numerical results in [6]. The constant S0 is universal, but the constant C is non-
universal, depending on the distribution of the Ji1i2i3i4 , and is not known exactly.
The method in physics to derive such rescaling limit is by the double-scaled limit
(see Appendix B in [2]), where the idea is based on the assumption that the ground
state follows the same phase transition as the global density in Theorem 1. Such
assumption seems quite reasonable, but we do not have any rigorous proof, and
hence the proof of (10).
3. In this paper, we can derive the limiting density ρ∞ of the global density,
but it seems very reasonable to believe that the global density has a full expansion
with lower order terms. This problem is considered in [7, 8, 9] and the first two
lower order terms are computed numerically, thus it’s also very meaning to derive
the lower order terms mathematically.
Acknowledgement: We thank Subir Sachdev for bringing our attention to the
SYK model and sending us a short note on the SYK model, which is very helpful
for us to start this project. We also thank Gerard Ben Arous, Zhi-Dong Bai, Peter
J. Forrester, Dang-Zheng Liu, Douglas Stanford for many helpful discussions.
2. Expected density
In this section, we will prove that when 2 ≤ qn ≤ n/2 is even, the expectation of
the normalized empirical measure ρn will tend to ρ∞ as in Theorem 1 in the sense
of distribution. The proof is based on the moment method.
2.1. Notations. Let’s introduce some notations. For a set A = {i1, i2, · · · , im} ⊆
{1, 2, · · · , n}, 1 ≤ i1 < i2 < · · · < im ≤ n, we denote
ΨA := ψi1 · · ·ψim and ΨA := I if A = ∅.
We denote the set
In = {(i1, i2, · · · , iqn), 1 ≤ i1 < i2 < · · · < iqn ≤ n}.
Thus the cardinality of In is
|In| =
(
n
qn
)
.
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For any coordinate R = (i1, · · · , iqn) ∈ In, we denote
JR := Ji1···iqn and ΨR := ψi1 · · ·ψiqn .
Sometimes we identify R with the set {i1, · · · , iqn}.
Given any set X and any integer k ≥ 1, we define P2(Xk) to be the tuples
(x1, · · · , xk) ∈ Xk for which all entries x1, · · · , xk appear exactly twice. If k is odd,
then P2(X
k) is an empty set.
Throughout the article, we denote ck as some constant depending only on k and
independent of n and qn, but its value may differ from line to line, the same for
c2k, c
′
k and so forth.
2.2. Some basic properties on fermions. Let’s derive some basic properties
about the product of Majorana fermions that will be applied many times in the
article. By relation (2), we easily have
• If |A| is odd, i ∈ A or |A| is even, i 6∈ A, then ΨAψi = ψiΨA.
• If |A| is even, i ∈ A or |A| is odd, i 6∈ A, then ΨAψi = −ψiΨA.
• ΨAΨB = ±ΨA△B, here we denote A△B := (A \B) ∪ (B \A).
Using these properties, we know that given a set A ⊆ {1, 2, · · · , n}, if |A| is odd,
then |A| < n, taking i ∈ {1, 2, · · · , n} \ A, then we have TrΨA = TrψiΨAψ−1i =
Tr(−ΨA); if |A| is even and A 6= ∅, taking i ∈ A, then we still have TrΨA =
TrψiΨAψ
−1
i = Tr(−ΨA). Therefore, we show that
• TrΨA = 0 and ΨA 6= ±I are always true for A 6= ∅.
For R1, · · · , Rk ⊆ {1, 2, · · · , n}, we have ΨR1 · · ·ΨRk = ±ΨR for some R ⊆
{1, 2, · · · , n}. Thus, if ΨR1 · · ·ΨRk 6= ±I, then R 6= ∅ and TrΨR1 · · ·ΨRk = 0;
if ΨR1 · · ·ΨRk = ±I, then TrΨR1 · · ·ΨRk = ±Ln. In both cases, we always have
(11) | 1
Ln
TrΨR1 · · ·ΨRk | ≤ 1.
For A,B ⊆ {1, 2, · · · , n}, if ΨA = ±ΨB, then ΨA△B = ±ΨAΨB = ±ΨAΨA =
±ΨA△A = ±Ψ∅ = ±I, then we must have A△B = ∅ and A = B, i.e.,
• ΨA = ±ΨB if and only if A = B.
2.3. Expectation. Now we can turn to prove that the expectation of the normal-
ized empirical measure ρn tends to ρ∞ as in Theorem 1 when 2 ≤ qn ≤ n/2 is even.
We will need several lemmas but their proofs are postponed to §2.4.
We first rewrite
(12) mn,k =
1
Ln
E[TrHk] =
1
Ln
iqnk/2(
n
qn
)k/2 ∑
R1,...,Rk∈In
E[JR1 · · · JRk ] TrΨR1 · · ·ΨRk .
As in [3], we divide the above summation into several parts and bound each part
separately. We first divide the summation of (12) as
(13) mn,k =
∑
(R1,...,Rk)∈P2(Ikn)
+
∑
(R1,...,Rk)∈Ikn\P2(Ikn)
.
We first have
(14) E[JR1 · · · JRk ] = 1 for (R1, ..., Rk) ∈ P2(Ikn).
The following lemma shows that the second summation for (R1, ..., Rk) ∈ Ikn\P2(Ikn)
tends to vanish as n→∞.
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Lemma 1. For the summation (R1, ..., Rk) that do not appear exactly twice, we
have the uniform estimates
1(
n
qn
)k/2 ∑
(R1,...,Rk)∈Ikn\P2(Ikn)
|E[JR1 · · · JRk ]| ≤

0 if k = 1 or 2,
ck
(
n
qn
)−1/2
if k ≥ 3 is odd,
c′k
(
n
qn
)−1
if k ≥ 4 is even.
We note that if 1 ≤ qn ≤ n− 1, then
(
n
qn
)−1/2 → 0. If k is odd, then P2(Ikn) = ∅
by definition, and thus the second inequality in Lemma 1 together with (11) imply
that
(15)
|mn,k| ≤ 1(
n
qn
)k/2 ∑
R1,...,Rk∈In
|E[JR1 · · ·JRk ]|
1
Ln
|TrΨR1 · · ·ΨRk |
≤ ck
(
n
qn
)−1/2
→ 0,
i.e., all the odd moments tend to 0. All of the rest is to estimate the moment mn,k
when k is even.
2.3.1. Proof of case 1. Now we are ready to prove case 1 in Theorem 1. For k even,
similarly, Lemma 1 also implies that the second summation in (13) satisfies
|
∑
(R1,...,Rk)∈Ikn\P2(Ikn)
| → 0.
To deal with the first summation, we further define the set
An,k = {(R1, ..., Rk) ∈ P2(Ikn)|Ri ∩Rj = ∅ if Ri 6= Rj}, Bn,k = P2(Ikn) \An,k.
Then the first summation can be further rewritten as
(16)
∑
(R1,...,Rk)∈P2(Ikn)
=
∑
An,k
+
∑
Bn,k
.
We make such decomposition because of the following identity
(17) iqnk/2ΨR1 · · ·ΨRk = I for (R1, ..., Rk) ∈ An,k.
Lemma 2. If qn ≪
√
n, for k even, we have the bounds(
n
qn
)−k/2
|Bn,k| ≤ ck(k − 1)!!q
2
n
n
and
(k − 1)!!
(
1− ck q
2
n
n
)
≤
(
n
qn
)−k/2
|An,k| ≤ (k − 1)!!,
where ck =
k2
4 .
Lemma 2 implies that
(
n
qn
)−k/2|Bn,k| → 0 and ( nqn)−k/2|An,k| → (k − 1)!! for
qn ≪
√
n. Hence, by (14)(17), we have the limit∑
An,k
=
1
Ln
1(
n
qn
)k/2 ∑
An,k
Tr I =
(
n
qn
)−k/2
|An,k| → (k − 1)!!.
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By (11) again, we have the estimate
|
∑
Bn,k
| ≤ 1(
n
qn
)k/2 ∑
Bn,k
1 =
(
n
qn
)−k/2
|Bn,k| → 0.
To summarize, for k even, we have
(18) mn,k =
∑
(R1,...,Rk)∈Ikn\P2(Ikn)
+
∑
An,k
+
∑
Bn,k
→ (k − 1)!!.
Equations (15)(18) show that mn,k is asymptotic to the k-th moment of the stan-
dard Gaussian distribution which satisfies Carleman’s condition, and thus the ex-
pectation of ρn will tend to the standard Gaussian distribution by the moment
method.
2.3.2. Proof of case 2. To prove case 2 for k even, we need to treat the summation
over P2(I
k
n) in a different way from case 1. Let’s define the set of 2 to 1 maps as
(19) Sk =
{
pi : {1, 2, · · · , k} → {1, 2, · · · , k
2
}||pi−1(j)| = 2, 1 ≤ j ≤ k
2
}
.
The cardinality of this set is |Sk| = (k − 1)!! · (k/2)! = k!/2k/2.
Then we can rewrite,∑
P2(Ikn)
=
1
Ln
iqnk/2(
n
qn
)k/2 ∑
pi∈Sk
∑
R1,··· ,R k
2
∈In,Ri 6=Rj if i6=j
E[JRpi(1) · · · JRpi(k) ] TrΨRpi(1) · · ·ΨRpi(k)
(k/2)!
=
1
Ln
iqnk/2(
n
qn
)k/2 ∑
pi∈Sk
∑
R1,··· ,R k
2
∈In,Ri 6=Rj if i6=j
TrΨRpi(1) · · ·ΨRpi(k)
(k/2)!
,
where we use the fact that E[JRpi(1) · · ·JRpi(k) ] = 1 by (14).
We now introduce the notion of crossing number κ(pi) for a pair-partition pi,
which is defined to be the number of subsets {r, s} ⊂ {1, 2, · · · , k2} such that
there exists 1 ≤ a < b < c < d ≤ k, pi(a) = pi(c) = r, pi(b) = pi(d) = s. Let
{r1, s1}, {r2, s2}, · · · , {rκ(pi), sκ(pi)} be the crossings of pi. By (2) , we easily have
Lemma 3. For the fixed pi, we have
iqnk/2
Ln
TrΨRpi(1) · · ·ΨRpi(k) = (−1)
∑κ(pi)
k=1 |Rrk∩Rsk |.
If pi has no crossing, it reads
iqnk/2
Ln
TrΨRpi(1) · · ·ΨRpi(k) = 1.
The following lemma deals with the cardinality of the intersection of the coordi-
nates |Rrk ∩Rsk | where we refer to [3] for the proof.
Lemma 4. When q2n/n → a, if we choose {R1, · · · , R k
2
} uniformly from I k2n with
Ri 6= Rj if i 6= j, then the intersection numbers |Rrk ∩Rsk |, k = 1, · · · , κ(pi) are ap-
proximately independently Poisson(a) distributed. Here, {rk, sk}κ(pi)k=1 are crossings
of pi.
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With Lemma 3 and Lemma 4, for any fixed map pi, we have
lim
n→∞
1
Ln
iqnk/2(
n
qn
)k/2 ∑
R1,··· ,R k
2
∈In,Ri 6=Rj if i6=j
TrΨRpi(1) · · ·ΨRpi(k)
= lim
n→∞
1(
n
qn
)k/2 ∑
R1,··· ,R k
2
∈In,Ri 6=Rj if i6=j
(−1)
∑κ(pi)
k=1 |Rrk∩Rsk |
=
∑
mi≥0,1≤i≤κ(pi)
(−1)m1+···+mκ(pi) a
m1+···+mκ(pi)
m1! · · ·mκ(pi)!
e−aκ(pi)
= e−2aκ(pi).
Therefore, we have
(20) lim
n→∞
∑
P2(Ikn)
=
1
(k/2)!
∑
pi∈Sk
e−2aκ(pi) := mak.
Defining mak = 0 for k odd, then we have proved
lim
n→∞mn,k = m
a
k.
The theory of q-Hermite polynomials [3, 10] implies that the moments mak corre-
spond to the density function pa(x) given in Theorem 1. pa(x) has compact support,
and thus pa(x) satisfies Carleman’s condition. Therefore, the moment method im-
plies that the expectation of the normalized empirical measure ρn indeed converges
to pa(x)dx as n → ∞ for a ∈ (0,∞). In fact, mak is also well defined for a = 0
where it’s easy to get m0k = (k − 1)!! if k is even and m0k = 0 if k is odd, which is
the k-th moment of the standard Gaussian distribution, and the method for case 2
can be also used to prove case 1.
2.3.3. Proof of case 3. Heuristically, it seems that if we take an := q
2
n/n → ∞ in
(20) where the summation
∑
P2(Ikn)
is approximated to 1(k/2)!
∑
pi∈Sk e
−2anκ(pi), then
only the non-crossing pi with κ(pi) = 0 contributes to this summation as n → ∞.
By counting the number of such non-crossing pi, we have
mn,k → k!
(k/2)!(k/2 + 1)!
,
i.e., the Catalan numbers, which is the k-th moment of the semicircle law. The
strategy to prove the above argument rigorously is to prove
Lemma 5. For the fixed map pi, let’s assume κ(pi) ≥ 1. If q2n/n→∞ and qn ≤ n/2,
if we choose Rj uniformly, then asymptotically we have
lim
n→∞E[(−1)
∑κ(pi)
k=1 |Rrk∩Rsk |] = 0.
Here, the condition Ri 6= Rj if i 6= j is omitted since the probability of Ri = Rj
tends to 0. By Lemma 5 and following the arguments in §2.3.2 above, we know that
only non-crossing pi with κ(pi) = 0 contributes to the summation
∑
P2(Ikn)
, this will
yield the Catalan number and hence the semicircle law.
2.4. Proof of lemmas. In this subsection, let’s prove Lemmas 1, 2 and 5.
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2.4.1. Proof of Lemma 1.
Proof. By assumption, JR are independent with mean 0 and variance 1, i.e., EJR =
0 and EJRiJRj = 0 if i 6= j, this implies the case when k = 1 or 2 in Lemma 1.
For k ≥ 3, by assumption that JRi have uniformly bounded moments, i.e., for
any fixed k, there exists ck such that |EJkR| ≤ ck for all R in In, we will easily have
|EJR1 · · · JRk | ≤ ck. Furthermore, if some Ri appears only once in (R1, · · · , Rk),
then EJR1 · · · JRk = 0. Hence,
1(
n
qn
)k/2 ∑
(R1,...,Rk)∈Ikn\P2(Ikn)
|E[JR1 · · · JRk ]| ≤
ck(
n
qn
)k/2 ∑
(R1,...,Rk)∈Ikn\P2(Ikn),#Ri≥2
1.
Let’s denote kn := |{(R1, ..., Rk) ∈ Ikn \ P2(Ikn),#Ri ≥ 2}|, where #A := |{j|1 ≤
j ≤ k,Rj = A}| for A ∈ In. Then for (R1, ..., Rk) ∈ Ikn with #Ri ≥ 2, we have
k =
∑
A∈{Rj |1≤j≤k}
#A ≥
∑
A∈{Rj |1≤j≤k}
2 = 2|{Rj|1 ≤ j ≤ k}|.
The equality holds if and only if (R1, ..., Rk) ∈ P2(Ikn). Thus, if (R1, ..., Rk) ∈
Ikn \ P2(Ikn) with #Ri ≥ 2, then |{Rj|1 ≤ j ≤ k}| < k/2.
If k ≥ 3 is odd, then |{Rj |1 ≤ j ≤ k}| ≤ (k − 1)/2. For n large enough, we have
kn ≤
∑
B⊆In,|B|=(k−1)/2
|{(R1, ..., Rk) ∈ Ikn |Ri ∈ B, ∀ 1 ≤ i ≤ k}|
=
∑
B⊆In,|B|=(k−1)/2
(
k − 1
2
)k
=
(
k − 1
2
)k (|In|
k−1
2
)
≤ ck|In|
k−1
2 ,
where |In| =
(
n
qn
)
. This further implies
ck(
n
qn
)k/2 ∑
(R1,...,Rk)∈Ikn\P2(Ikn),#Ri≥2
1 ≤ ck(
n
qn
)k/2 |In| k−12 = ck( nqn
)− 12
,
which completes the case when k ≥ 3 is odd.
Similarly, if k ≥ 4 is even, then |{Rj |1 ≤ j ≤ k}| ≤ k/2− 1 and
kn ≤
∑
B⊆In,|B|=k/2−1
|{(R1, ..., Rk) ∈ Ikn |Ri ∈ B, ∀ 1 ≤ i ≤ k}| ≤ ck|In|
k
2−1.
This implies
ck(
n
qn
)k/2 ∑
(R1,...,Rk)∈Ikn\P2(Ikn),#Ri≥2
1 ≤ ck(
n
qn
)k/2 |In| k2−1 = ck( nqn
)−1
,
which completes the case when k ≥ 4 is even. 
2.4.2. Proof of Lemma 2.
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Proof. We first have the upper bound |An,k| ≤ |P2(Ikn)| ≤ |In|
k
2 (k−1)!! = ( nqn) k2 (k−
1)!!. For the lower bound, we have
|An,k| =
(
n
qn
)(
n− qn
qn
)
· · ·
(
n− (k2 − 1)qn
qn
)
(k − 1)!!
≥
(n−( k2−1)qnqn )(
n
qn
)

k
2 (
n
qn
) k
2
(k − 1)!!
≥
(
n− k2 qn
n
) k
2 qn (
n
qn
) k
2
(k − 1)!!
≥
(
1− k
2q2n
4n
)(
n
qn
) k
2
(k − 1)!!,
where in the last inequality, we use the inequality (1 − x)t ≥ 1 − tx for 0 < x < 1
and t ≥ 1. By the lower bound of |An,k|, we have the upper bound
|Bn,k| = |P2(Ikn)| − |An,k| ≤
k2q2n
4n
(k − 1)!!
(
n
qn
) k
2
,
this finishes Lemma 2. 
2.4.3. Proof of Lemma 5.
Proof. Let’s assume R1, · · · , Rl are mutually independent. For 1 ≤ i < j ≤ l, let
Si,j = ∪k 6=i,jRk, Ti,j = Ri ∩ Si,j and Vi,j = Ri \ Si,j . Let Fi,j be the σ-algebra
generated by Rk for every k 6= i, j and Ti,j, Tj,i. The whole proof is based on the
estimate of the following conditional expectation
(21) λi,j = E[(−1)|Ri∩Rj |
∣∣Fi,j] = (−1)|Ri∩Rj∩Si,j|E[(−1)|Vi,j∩Vj,i|∣∣Fi,j ].
Conditioning on Fi,j , Vj,i is uniformly distributed among all the subsets of In \Si,j
with exactly |Vj,i| elements (notice that |Vj,i| = |Ri| − |Tj,i| is measurable in Fi,j),
Vi,j and Vj,i are conditionally independent. Then we have
P(|Vi,j ∩ Vj,i| = k
∣∣Fi,j) = (|Vi,j |
k
)(|In \ Si,j | − |Vi,j |
|Vj,i| − k
)
/
(|In \ Si,j |
|Vj,i|
)
and
E[(−1)|Vi,j∩Vj,i|∣∣Fi,j ] = F (|Vi,j |, |Vj,i|, n− |Si,j |)
where
F (p, q,m) =
∑
k
(−1)k
(
p
k
)(
m− p
q − k
)
/
(
m
q
)
for p, q,m ∈ Z and p, q ∈ [0,m]. Regarding F (p, q,m), we further have
(22) F (p, q,m) = F (q, p,m) = (−1)qF (m− p, q,m) = (−1)pF (p,m− q,m),
which indicates that if we want to estimate F (p, q,m), it’s enough to consider the
case p, q ∈ [0,m/2]. Since F (p, q,m)(mq ) is the coefficient of xq in the polynomial
SPECTRUM 13
(1− x)p(1 + x)m−p = (1− x2)p(1 + x)m−2p, we have
F (p, q,m) =
∑
k
(−1)k
(
p
k
)(
m− 2p
q − 2k
)
/
(
m
q
)
.
If m ≥ 2(p+ q), then we have q − 2k ≤ q − k and (q − 2k) + (q − k) ≤ m− 2p for
k ≥ 0, and thus (m−2pq−2k ) ≤ (m−2pq−k ).
Hence, for m ≥ 2(p+ q), we have
|F (p, q,m)| ≤
∑
k
(
p
k
)(
m− 2p
q − 2k
)
/
(
m
q
)
≤
∑
k
(
p
k
)(
m− 2p
q − k
)
/
(
m
q
)
=
(
m− p
q
)
/
(
m
q
)
=
q−1∏
k=0
m− p− k
m− k
≤
q−1∏
k=0
m− p
m
=
(
m− p
m
)q
≤ e−pqm .
If m ≤ 2(p + q), let r = ⌈ 12 (m2 − p + q)⌉, i.e., r − 1 < 12 (m2 − p + q) ≤ r, then we
have q/2 ≤ r ≤ q. For any integer k ∈ [0, p] such that 0 ≤ q − 2k ≤ m − 2p, there
are two cases we need to consider:
1© If r − k ≤ q − 2k, then k ≤ q − r and (r − k) + (q − 2k) = r + q − 3k ≥
r + q − 3(q − r) = 4r − 2q ≥ 4 · 12
(
m
2 − p+ q
) − 2q = m − 2p, hence, we have(
m−2p
q−2k
) ≤ (m−2pr−k ).
2© If r − k > q − 2k, then k ≥ q − r + 1 and (r − k) + (q − 2k) = r + q − 3k ≤
r + q − 3(q − r + 1) = 4(r − 1)− 2q + 1 < 4 · 12
(
m
2 − p+ q
)− 2q + 1 = m− 2p+ 1
and (r − k) + (q − 2k) ≤ m− 2p, and thus we also have (m−2pq−2k ) ≤ (m−2pr−k ).
Therefore, by combining cases 1© 2©, for m ≤ 2(p+ q), we always have
|F (p, q,m)| ≤
∑
k
(
p
k
)(
m− 2p
q − 2k
)
/
(
m
q
)
≤
∑
k
(
p
k
)(
m− 2p
r − k
)
/
(
m
q
)
=
(
m− p
r
)
/
(
m
q
)
≤
(
m− p
r
)
/
(
m
r
)
≤ e− prm ≤ e− pq2m .
For the general case p, q ∈ [0,m], by (22) and the estimates above, we finally have
(23) |F (p, q,m)| = |F (min(p,m− p),min(q,m− q),m)| ≤ e−min(p,m−p)min(q,m−q)2m .
We denote
ai,j := min(n− |Si,j | − |Vi,j |, |Vi,j |).
By defintion (21) and the estimate (23), we have
(24) |λi,j | = |F (|Vi,j |, |Vj,i|, n− |Si,j |)| ≤ e−
ai,jaj,i
2(n−|Si,j |) .
All the rest is to derive the bounds of ai,j and aj,i in probability in order to control
|λi,j |, where we need to estimate the expectation and variance of n− |Si,j | − |Vi,j |
and |Vi,j | first. We notice that n−|Si,j|− |Vi,j | = n−|Si,j ∪Vi,j | = n−|Si,j ∪Ri| =
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n− | ∪k 6=j Rk|, then we have
E[n− |Si,j | − |Vi,j |] =
n∑
m=1
P(m 6∈ Rk, ∀ k 6= j)
= n
((
n− 1
qn
)
/
(
n
qn
))l−1
= n
(
1− qn
n
)l−1
and
E
(
n− |Si,j | − |Vi,j |
2
)
=
∑
1≤p<q≤n
P(p, q 6∈ Rk, ∀ k 6= j)
=
(
n
2
)((
n− 2
qn
)
/
(
n
qn
))l−1
=
(
n
2
)(
1− qn
n
)l−1(
1− qn
n− 1
)l−1
.
This implies that the variance
var[n− |Si,j | − |Vi,j |]
= E |n− |Si,j | − |Vi,j ||2 −
∣∣∣n (1− qn/n)l−1∣∣∣2
= 2E
(
n− |Si,j | − |Vi,j |
2
)
+ E[n− |Si,j | − |Vi,j |]− n2
(
1− qn
n
)2(l−1)
= n(n− 1)
(
1− qn
n
)l−1(
1− qn
n− 1
)l−1
+ n
(
1− qn
n
)l−1
− n2
(
1− qn
n
)2(l−1)
= n
(
1− qn
n
)l−1(
(n− 1)
(
1− qn
n− 1
)l−1
+ 1− n
(
1− qn
n
)l−1)
≤ n
(
1− qn
n
)l−1 (
1−
(
1− qn
n
)l−1)
≤ n
(
1− qn
n
)l−1
.
Therefore, we further have (using qn ≤ n/2)
(25)
P
(
n− |Si,j | − |Vi,j | ≤ n
2
(
1− qn
n
)l−1)
≤ var[n− |Si,j | − |Vi,j |]
∣∣∣∣n2 (1− qnn )l−1
∣∣∣∣−2
≤ n
(
1− qn
n
)l−1 ∣∣∣∣n2 (1− qnn )l−1
∣∣∣∣−2
=
4
n
(
1− qn
n
)−(l−1)
≤ 2
l+1
n
.
Similarly, we have
E[|Vi,j |] =
n∑
m=1
P(m ∈ Vi,j) =
n∑
m=1
P(m ∈ Ri,m 6∈ Rk, ∀ k 6= i, j)
= n
(
n− 1
qn − 1
)
/
(
n
qn
)((
n− 1
qn
)
/
(
n
qn
))l−2
= qn
(
1− qn
n
)l−2
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and
E
(|Vi,j |
2
)
=
∑
1≤p<q≤n
P(p, q ∈ Vi,j)
=
(
n
2
)(
n− 2
qn − 2
)
/
(
n
qn
)((
n− 2
qn
)
/
(
n
qn
))l−2
=
(
qn
2
)(
1− qn
n
)l−2(
1− qn
n− 1
)l−2
.
Hence, we have
var[|Vi,j |] = E|Vi,j |2 − |E[|Vi,j |]|2 = 2E
(|Vi,j |
2
)
+ E[|Vi,j |]− |E[|Vi,j |]|2
= qn
(
1− qn
n
)l−2(
(qn − 1)
(
1− qn
n− 1
)l−2
+ 1− qn
(
1− qn
n
)l−2)
≤ qn
(
1− qn
n
)l−2(
1−
(
1− qn
n
)l−2)
≤ qn
(
1− qn
n
)l−2
(l − 2)qn
n
.
Therefore, we can derive
(26)
P
(
|Vi,j | ≤ qn
2
(
1− qn
n
)l−2)
≤ var[|Vi,j |]
∣∣∣∣qn2 (1− qnn )l−2
∣∣∣∣−2 ≤ 2l(l − 2)n .
Since ai,j = min(|Vi,j |, n− |Si,j | − |Vi,j |), by the estimates
qn
2l−1
≤ qn
2
(
1− qn
n
)l−2
≤ n− qn
2
(
1− qn
n
)l−2
=
n
2
(
1− qn
n
)l−1
and the estimates (25)(26), we have
P
(
ai,j ≤ qn/2l−1
)
≤ P
(
|Vi,j | ≤ qn
2
(1− qn/n)l−2
)
+ P
(
n− |Si,j | − |Vi,j | ≤ n
2
(1− qn/n)l−1
)
≤ 2
l+1
n
+
2l(l − 2)
n
=
2ll
n
.
Recall (24), we finally have
E|λi,j | ≤ Ee−
ai,jaj,i
2(n−|Si,j |)
≤ e− (qn/2
l−1)2
2n + P(ai,j ≤ qn/2l−1) + P(aj,i ≤ qn/2l−1)
≤ e−21−2l q
2
n
n +
2ll
n
+
2ll
n
.
Now we are ready to finish the proof of Lemma 5 where we replace l := κ(pi). We
notice that if k 6= i, j, then Ri∩Rk = Ti,j∩Rk and |Ri∩Rk| are measurable in Fi,j ,
so is |Rj ∩Rk|. If {k,m} ⊆ In \ {i, j}, then Rm ∩Rk and |Rm ∩Rk| are measurable
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in Fi,j . Therefore, if q2n/n→∞, qn ≤ n/2 and κ(pi) > 0, we have∣∣∣E [(−1)∑κ(pi)k=1 |Rrk∩Rsk |]∣∣∣
=
∣∣∣E [E [(−1)∑κ(pi)k=1 |Rrk∩Rsk ||Fr1,s1]]∣∣∣
=
∣∣∣E [(−1)∑κ(pi)k=2 |Rrk∩Rsk |E [(−1)|Rr1∩Rs1 ||Fr1,s1]]∣∣∣
=
∣∣∣E [(−1)∑κ(pi)k=2 |Rrk∩Rsk |λr1,s1]∣∣∣
≤ E|λr1,s1 |
≤ e−21−2l q
2
n
n +
2l+1l
n
.
which implies
lim
n→∞E[(−1)
∑κ(pi)
k=1 |Rrk∩Rsk |] = 0,
which finishes the proof of Lemma 5. 
3. Variance and almost sure convergence
In this section, we will derive an upper bound about the variance of L−1n TrH
k.
As a direct consequence, we will prove that ρn → ρ∞ almost surely in the sense of
distribution. Combining this with the results we derived in §2, we finish the proof
of Theorem 1.
Lemma 6. Let qn be even and 2 ≤ qn < n, then
var[L−1n TrH
k] ≤ ck
(
n
qn
)−1
for some constant ck for any k ≥ 1.
Proof. Since
(27)
1
Ln
TrHk =
1
Ln
iqnk/2(
n
qn
)k/2 ∑
R1,...,Rk∈In
JR1 · · ·JRk TrΨR1 · · ·ΨRk ,
we have
var[L−1n TrH
k] =
1
L2n
(−1)qnk/2(
n
qn
)k ∑
R1,...,R2k∈In
cov(JR1 · · · JRk , JRk+1 · · ·JR2k)·
TrΨR1 · · ·ΨRk TrΨRk+1 · · ·ΨR2k .
For every R1, ..., R2k ∈ In and A ∈ In, let’s denote #A = |{j|1 ≤ j ≤ 2k,Rj = A}|.
Since JRi have uniformly bounded moments, we have
|cov(JR1 · · ·JRk , JRk+1 · · · JR2k)| ≤ var[JR1 · · · JRk ]
1
2 var[JRk+1 · · · JR2k ]
1
2
≤ (E|JR1 · · ·JRk |2)
1
2 (E|JRk+1 · · ·JR2k |2)
1
2
≤ c2k.
Furthermore, if someRi appears only once in (R1, · · · , R2k), then EJR1 · · ·JR2k = 0,
EJR1 · · · JRk = 0 if 1 ≤ i ≤ k and EJRk+1 · · ·JR2k = 0 if k + 1 ≤ i ≤ 2k, thus,
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cov(JR1 · · · JRk , JRk+1 · · ·JR2k) = EJR1 · · ·JR2k − EJR1 · · · JRkEJRk+1 · · · JR2k = 0.
Hence, we can write
var[L−1n TrH
k] =
1
L2n
(−1)qnk/2(
n
qn
)k
 ∑
(R1,...,R2k)∈P2(I2kn )
+
∑
(R1,...,R2k)∈I2kn \P2(I2kn ),#Ri≥2

cov(JR1 · · · JRk , JRk+1 · · · JR2k) · TrΨR1 · · ·ΨRk TrΨRk+1 · · ·ΨR2k
:= V1 + V2.
Let’s denote k′n := |{(R1, ..., R2k) ∈ I2kn \ P2(I2kn ),#Ri ≥ 2}|. If (R1, ..., R2k) ∈
I2kn \ P2(I2kn ) with #Ri ≥ 2, then |{Rj |1 ≤ j ≤ 2k}| ≤ k − 1. For n large enough,
we have
k′n ≤
∑
B⊆In,|B|=k−1
|{(R1, ..., R2k) ∈ I2kn |Ri ∈ B, ∀ 1 ≤ i ≤ 2k}|
=
∑
B⊆In,|B|=k−1
(k − 1)2k = (k − 1)2k
( |In|
k − 1
)
≤ ck|In|k−1.
By (11), we have
|V2| ≤ 1(
n
qn
)k ∑
(R1,...,R2k)∈I2kn \P2(I2kn ),#Ri≥2
c2k ≤ ck(
n
qn
)k |In|k−1 = ck( nqn
)−1
.
Now we turn to estimate V1. For (R1, ..., R2k) ∈ P2(I2kn ), we denote A1 := {Rj|1 ≤
j ≤ k}, A2 := {Rj |k + 1 ≤ j ≤ 2k} and A0 := A1 ∩ A2. Then we can decompose
P2(I
2k
n ) = ∪2j=0P2,j(I2kn ) where
P2,0(I
2k
n ) = {(R1, ..., R2k) ∈ P2(I2kn )|A0 = ∅},
P2,1(I
2k
n ) = {(R1, ..., R2k) ∈ P2(I2kn )|A0 6= ∅, ΨR1 · · ·ΨRk = ±I},
P2,2(I
2k
n ) = {(R1, ..., R2k) ∈ P2(I2kn )|ΨR1 · · ·ΨRk 6= ±I}.
If (R1, ..., R2k) ∈ P2,0(I2kn ), then JR1 · · · JRk and JRk+1 · · · JR2k are independent,
hence, cov(JR1 · · · JRk , JRk+1 · · · JR2k) = 0. If (R1, ..., R2k) ∈ P2,2(I2kn ) then
TrΨR1 · · ·ΨRk = 0 as we discussed in §2.2. Therefore, by (11) again, we have
|V1| = 1
L2n
1(
n
qn
)k
∣∣∣∣∣∣
∑
(R1,...,R2k)∈P2,1(I2kn )
cov(JR1 · · · JRk , JRk+1 · · ·JR2k)·
TrΨR1 · · ·ΨRk TrΨRk+1 · · ·ΨR2k
∣∣
≤ c2k(
n
qn
)k ∑
(R1,...,R2k)∈P2,1(I2kn )
1 = c2k
(
n
qn
)−k
|P2,1(I2kn )|.
Now we estimate |P2,1(I2kn )|. Let m = |A0| > 0, then there exists 1 ≤ i1 < · · · <
im ≤ k and k + 1 ≤ i′1 < · · · < i′m ≤ 2k such that A0 = {Ri1 , · · · , Rim} =
{Ri′1 , · · · , Ri′m}. For every A ∈ A1 \ A0, A appears exactly twice in (R1, ..., Rk)
and k −m = 2|A1 \A0| is even. Similarly k −m = 2|A2 \ A0|. Moreover, we have
ΨR1 · · ·ΨRk = ±ΨRi1 · · ·ΨRim and
P2,1(I
2k
n ) = {(R1, ..., R2k) ∈ P2(I2kn )|m > 0, ΨRi1 · · ·ΨRim = ±I}.
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For every fixed A0, there are
(|In|−m
k−m
)(k−m
k−m
2
)
choices of (A1 \ A0, A2 \ A0). For
every fixed A0, A1 \A0 and A2 \A0, there are (k!/2 k−m2 )2 = (k!)2/2k−m choices of
(R1, ..., R2k). Let’s denote
(28) Bm = {(R1, ..., Rm) ∈ Imn |ΨR1 · · ·ΨRm = ±I, Ri 6= Rj , ∀ 1 ≤ i < j ≤ m}.
Then for fixedm, every A0 corresponds exactlym! elements in Bm, thus the number
of elements in P2,1(I
2k
n ) satisfying |A0| = m is
(|In|−m
k−m
)(k−m
k−m
2
)
(k!)2/(2k−mm!) · |Bm|
(or 0 if k −m is odd). It remains to estimate |Bm|.
We first have B1 = B2 = ∅ by definition. For m ≥ 3, if (R1, ..., Rm−1, Rm)
and (R1, ..., Rm−1, R′m) are both in Bm, then ΨRm = ±ΨR′m , then we must have
Rm = R
′
m by the discussion in §2.2. Therefore, every (R1, ..., Rm) ∈ Bm is uniquely
determined by its firstm−1 components (R1, ..., Rm−1) and hence |Bm| ≤ |In|m−1.
Now we have
|P2,1(I2kn )| =
∑
0<m≤k,2|k−m
(|In| −m
k −m
)(
k −m
k−m
2
)
(k!)2/(2k−mm!) · |Bm|
≤
∑
0<m≤k,2|k−m
ck,m|In|k−m · |Bm|
≤
∑
0<m≤k,2|k−m
ck,m|In|k−m|In|m−1
= ck|In|k−1.
Therefore, using |In| =
(
n
qn
)
, we finally have
var[L−1n TrH
k] = V1 + V2 ≤ c2k
(
n
qn
)−k
|P2,1(I2kn )|+ ck
(
n
qn
)−1
≤ ck
(
n
qn
)−1
.
This completes the proof of Lemma 6. 
Now by Lemma 6, for even 2 ≤ qn < n, we have
E
∑
n
|L−1n TrHk − L−1n E[TrHk]|2
=
∑
n
var[L−1n TrH
k]
≤
∑
n
ck
(
n
qn
)−1
≤
∑
n
ck
(
n
2
)−1
< +∞.
Therefore, we have∑
n
|L−1n TrHk − L−1n E[TrHk]|2 < +∞, a.s.
and hence,
lim
n→+∞ |L
−1
n TrH
k − L−1n E[TrHk]| = 0, a.s.
Since L−1n TrH
k = 〈xk, ρn〉 and lim
n→+∞L
−1
n E[TrH
k] = 〈xk, ρ∞〉, we have
lim
n→+∞〈x
k, ρn〉 = 〈xk, ρ∞〉, a.s.
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The sequence ρn(λ) is tight almost surely and every limiting distribution of its sub-
sequence has the same k-th moment as ρ∞(λ) almost surely. Since ρ∞(λ) satisfies
Carleman’s condition, every limiting distribution must be ρ∞(λ) almost surely and
this implies
lim
n→+∞ ρn(λ) = ρ∞(λ), a.s.
in the sense of distribution. Therefore, we finish the proof of Theorem 1.
4. Proof of Theorem 2
In this section, we will sketch the proof of Theorem 2 for the case when qn is
odd. The proof is similar to that of the even case in Theorem 1 .
For qn odd, we consider the Hermitian matrices
H = i(qn−1)/2
1√(
n
qn
) ∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqnψi1ψi2 · · ·ψiqn .
Let’s first prove Theorem 2 for the simplest case when qn = 1. For such case, we
have
H2 =
1
n
n∑
j=1
J2j , TrH = 0,
therefore, we have
ρn(λ) =
1
2
(δ√an(λ) + δ−√an(λ))
with
an =
1
n
n∑
j=1
J2j .
By the law of large numbers, we have an → 1 a.s., this implies
ρn → 1
2
(δ1 + δ−1).
For the odd case with 1 ≤ qn ≤ n/2, Lemma 6 is still true (with qnk/2 replaced by
(qn − 1)k/2 in the proof). Therefore, we only need to prove
lim
n→+∞〈x
k,Eρn〉 = 〈xk, ρ∞〉.
As before, we have
(29) mn,k =
1
Ln
E[TrHk] =
i(qn−1)k/2
Ln
(
n
qn
)k/2 ∑
R1,...,Rk∈In
E[JR1 · · · JRk ] TrΨR1 · · ·ΨRk .
We still divide the above summation as
(30) mn,k =
∑
(R1,...,Rk)∈P2(Ikn)
+
∑
(R1,...,Rk)∈Ikn\P2(Ikn)
.
If k is odd, then we have P2(I
k
n) = ∅, and thus the second inequality in Lemma 1
together with (11) will imply that
|mn,k| ≤ ck
(
n
qn
)−1/2
→ 0.
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All the rest is to estimate the moment mn,k when k is even. Similarly, Lemma 1
also implies that the second summation in (30) satisfies
|
∑
(R1,...,Rk)∈Ikn\P2(Ikn)
| → 0.
First, for the case qn > 1 and q
2
n/n→ a ∈ [0,+∞), we can rewrite
∑
P2(Ikn)
=
1
Ln
i(qn−1)k/2(
n
qn
)k/2 ∑
pi∈Sk
∑
R1,··· ,Rk
2
∈In,Ri 6=Rj if i6=j
TrΨRpi(1) · · ·ΨRpi(k)
(k/2)!
.
Now Lemma 3 is replaced by
i(qn−1)k/2
Ln
TrΨRpi(1) · · ·ΨRpi(k) = (−1)
∑κ(pi)
k=1 (|Rrk∩Rsk |+1).
If we combine this with Lemma 4, for any fixed map pi and odd qn, we have
lim
n→∞
1
Ln
i(qn−1)k/2(
n
qn
)k/2 ∑
R1,··· ,R k
2
∈In,Ri 6=Rj if i6=j
TrΨRpi(1) · · ·ΨRpi(k) = (−e−2a)κ(pi).
Therefore, we have
(31) lim
n→∞
∑
P2(Ikn)
=
1
(k/2)!
∑
pi∈Sk
(−e−2a)κ(pi) := m˜ak.
Let m˜ak = 0 for k odd, then we have proved
lim
n→∞mn,k = m˜
a
k.
For the case a = 0, we can check directly that m˜ak = 1 for k = 2, 4 (in fact
for all k even). Therefore, we have 〈x, ρ∞〉 = 0, 〈x2, ρ∞〉 = 〈x4, ρ∞〉 = 1 and
〈(x2 − 1)2, ρ∞〉 = 0, this implies ρ∞ = 12 (δ1 + δ−1). For the case a > 0, we can
use the theory of q-Hermite polynomials as in the proof of case 2 in Theorem 1 to
conclude the result.
In the end, for the case q2n/n → ∞ and qn ≤ n/2, we can use Lemma 5 to
conclude the result, and thus we finish the proof of Theorem 2.
5. Largest eigenvalue
Now let’s prove Theorem 3 in detail. Although many facts are known to physi-
cists when qn = 2 [2, 8, 17], we still prove (32) (33) to make the article self-contained.
Let B = (Jij)1≤i,j≤n, Jji = −Jij be the real antisymmetric matrix. We assume
the eigenvalues of B are ±iµj where µj ≥ 0 for 1 ≤ j ≤ n/2. Then there exists an
orthogonal matrix A = (aij)1≤i,j≤n ∈ O(n) such that ATBA = C = (cij)1≤i,j≤n
where c2j−1,2j = µj , c2j,2j−1 = −µj and other values of cij are 0. Now we have
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B = ACAT and Jij =
∑
1≤k,l≤n
aikcklajl. Therefore, we can rewrite
H =
i√(
n
2
) ∑
1≤i1<i2≤n
Ji1i2ψi1ψi2 =
i
2
√(
n
2
) ∑
1≤i1,i2≤n
Ji1i2ψi1ψi2
=
i
2
√(
n
2
) ∑
1≤i1,i2,k,l≤n
ai1kcklai2lψi1ψi2
=
i
2
√(
n
2
) ∑
1≤k,l≤n
ckl
(
n∑
i1=1
ai1kψi1
)(
n∑
i2=1
ai2lψi2
)
=
i
2
√(
n
2
) ∑
1≤k,l≤n
cklψ˜kψ˜l =
i√(
n
2
) n/2∑
j=1
µjψ˜2j−1ψ˜2j ,
where ψ˜k =
n∑
j=1
ajkψj . Since A is orthogonal, we have
{ψ˜k, ψ˜l} =
∑
1≤i1,i2≤n
ai1kai2l{ψ˜i1 , ψ˜i2} =
∑
1≤i1,i2≤n
ai1kai2l(2δi1i2)
=
∑
1≤i1≤n
2ai1kai1l = 2δkl.
Thus, ψ˜j are also Majorana fermions. Since ψj is Hermitian for all 1 ≤ j ≤ n, so
is ψ˜j . Let Aj = iψ˜2j−1ψ˜2j , then Aj is also Hermitian. Furthermore, since A2j = I
and AjAk = AkAj , the eigenvalues of Aj are ±1, and the eigenvalues of H are in
the form of
(32)
(
n
2
)− 12 n/2∑
j=1
±µj.
In particular, λmax ≤
(
n
2
)− 12 n/2∑
j=1
µj . Now we show that the equality holds.
By A2j = I and AjAk = AkAj again, Aj (1 ≤ j ≤ n/2) have a common eigen-
vector 0 6= e0 ∈ CLn and Aje0 = ±e0. Let R = {2j|Aje0 = −e0} and define
Ψ˜R as usual, then we have AjΨ˜R = Ψ˜RAj if Aje0 = e0 and AjΨ˜R = −Ψ˜RAj if
Aje0 = −e0. Let e1 = Ψ˜Re0, then e1 6= 0 and Aje1 = e1. Thus we have
He1 =
(n
2
)− 12 n/2∑
j=1
µj
 e1,
i.e.,
(
n
2
)− 12 n/2∑
j=1
µj is an eigenvalue of H and hence
(33) λmax =
(
n
2
)− 12 n/2∑
j=1
µj .
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To study λmax, we need the semicircle law of the eigenvalues ±µj . Let
(34) ρ∗n(λ) =
1
n
n/2∑
j=1
(δµj/
√
n−1(λ) + δ−µj/
√
n−1(λ)).
The following lemma regarding the distribution of eigenvalues of random anti-
symmetric matrices is standard [16],
Lemma 7. ρ∗n → 12pi
√
4− x2χ[−2,2] a.s. in the sense of distribution.
Since
〈x2, ρ∗n〉 =
2
n
n/2∑
j=1
∣∣∣∣ µj√n− 1
∣∣∣∣2 = 2n(n− 1)
n/2∑
j=1
µj
2 =
2
n(n− 1)
∑
1≤i1<i2≤n
J2i1i2 ,
we have
E〈x2, ρ∗n〉 =
2
n(n− 1)
∑
1≤i1<i2≤n
EJ2i1i2 =
2
n(n− 1)
(
n
2
)
= 1.
Thus x is uniformly integrable with respect to ρ∗n a.s. and 〈|x|, ρ∗n〉 is uniformly
integrable. Moreover, we have
λmax =
(
n
2
)− 12 n/2∑
j=1
µj =
(
n
2
)− 12 n
2
√
n− 1〈|x|, ρ∗n〉 =
√
n
2
〈|x|, ρ∗n〉.
By Lemma 7, we have
lim
n→+∞〈|x|, ρ
∗
n〉 =
1
2pi
∫ 2
−2
|x|
√
4− x2dx = 8
3pi
a.s. and in L1.
Thus we have
lim
n→+∞
λmax√
n
=
4
√
2
3pi
a.s. and in L1,
which finishes the proof of Theorem 3.
5.1. Proof of Theorem 4. Now let’s finish the proof of Theorem 4.
Proof. We first need the following estimate
(35)
1
Ln
E[TrHk] ≤ E
 1√(
n
qn
) ∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqn
k .
To prove (35), we first note
(36)
1
Ln
E[TrHk] =
1
Ln
iqnk/2(
n
qn
)k/2 ∑
R1,...,Rk∈In
E[JR1 · · ·JRk ] TrΨR1 · · ·ΨRk
and
(37) E
 1√(
n
q
) ∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqn
k = 1(
n
qn
)k/2 ∑
R1,...,Rk∈In
E[JR1 · · · JRk ].
Since E[JR1 · · · JRk ] ≥ 0 is always true, then the estimate (35) follows (11).
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For the partition function defined in (9), for any β > 0, we have the estimate
EZ(−β) =
+∞∑
k=0
βk
k!
E[TrHk]
≤ Ln
+∞∑
k=0
βk
k!
E
 1√(
n
qn
) ∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqn
k
= LnE exp
 β√(
n
qn
) ∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqn

= Lne
β2/2.
Here, we used the fact that 1√
( nqn)
∑
1≤i1<i2<···<iqn≤n
Ji1i2···iqn is the standard Gauss-
ian random variable.
By definition of the partition function again, we further have
EZ(−β) ≥ E(eβλmax).
Then by Jensen’s inequality, for any β > 0, we have
βEλmax ≤ lnE(eβλmax) ≤ lnEZ(−β) ≤ ln(Lneβ
2/2) = lnLn + β
2/2.
Choosing β =
√
2 lnLn =
√
2 ln 2n/2 =
√
2 · n/2 · ln 2 = √n ln 2, we have
Eλmax ≤ (lnLn + β2/2)/β = (β2/2 + β2/2)/β = β =
√
n ln 2,
which finishes Theorem 4. 
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