An approach to multi-view face detection based on head pose estimation is presented in this paper. Support Vector Regression is employed to solve the problem of pose estimation. Three methodr, the eigenface method, the Support Vector Machine (SVM) based method, anda combination of the two methods, are investigated. The eigenface method, which seeks to estimate the overall probability distribution of patterns to be recognised, is fast but less accurate because of the overlap of confidence distributions between face and non-face classes. On the other hand, the SVM method, which tries to model the boundary of two classes to be classijied, is more accurate but slower as the number of Support Vectors is normally large. The combined method can achieve an improved performance by speeding up the computation and keeping the accuracy to a preset level. It can be used to automatically detect and track faces in face verification and identijcation systems.
Introduction
Face recognition, as one of the popular issues in biometrics, has been addressed extensively over the past decade. For an real-time automatic face recognition system, faces should usually be detected as quickly as possible before identification is performed.
Most of the previous work in face detection is limited to the frontal view. Sung and Poggio proposed a Neural Network (NN) based approach which uses a set of face and nonface prototypes to build the hidden layers. The distances between a detected pattern and each of the prototypes are measured to synthesize the final output [ 111. Another NNbased approach proposed by Rowley et al. can cope with rotation in the image plane by designing an extra NN to estimate the orientation of the face [9] . Osuna et al. presented an SVM-bawd approach for frontal view face detection [7] . If a single classifier cannot solve the problem efficiently, hierarchical methods can be applied. Obvious patterns are classified by simple and fast detectors at the low level(s). and the difficult ones are left to more complex classifiers at the high level(s). For example, Sung and Poggio used a first-stage classifier that is very fast to discard the obvious non-faces [l 11 . Osuna et al. used the similar strategy by designing an extra S V M classifier in an initial step which can quickly discard most non-face patterns [6] .
However, the problem of dealing with rotation in depth and hence being able to detect faces across multiple views remains difficult. Moghaddam and Pentland used an eigenface method for face detection and recognition across multiple views [3] . Their method is to build a set of parallel "observers", each trying to detect faces in a distinct view, then to determine the location and orientation by a maximumlikelihood principle. Alternatively, an SVM-based multiview face detection and pose estimation model was introduced in [2] .
In this paper, we present an approach to multi-view face detection based on pose estimation. SVM Regression is employed to estimate the head pose. Using the pose information, the problem of face detection across large range of views is decomposed into a set of sub-problems, each of them for a small range of views. The ta$k of detection is accomplished by exhaustively scanning and matching in sub-images which may contain faces. We present three methods for multi-view face detection: the eigenface and SVM-based methods extended to the multi-view case, and a novel combination of the two methods aiming to improve the overall performance in terms of speed and accuracy.
The paper is organized as follows: The systematic approach to multi-view face detection is described in Section 2. The issue of pose estimation using S V M Regression is briefly introducedin Section 3. Section 4 presents and compares the three methods for multi-view face detection. Sections 5 provides the experimental results of applying those methods to multi-view face detection. The conclusions of the paper are drawn in Section 6.
Detecting Faces across Views Based on Head Pose Estimation
We adopt the 2D appearance of face images as the representation in the approach. One of the most challenging problems of this kind of representation is that faces look very different across multiple views. Thus the distribution of face patterns in feature space may be quite irregular. However, if the view information of faces is available, the problem of multi-view face detection can be decomposed into a set of sub-problems, for examples, face detection in up-frontal, up-profile, down-frontal and down-0-7803-6400-7/00/$10.00 02000 IEEE Fourth International Conference on knowledge-Based Intelligent Engineen'ng Systems 6 Allied Technol@es, 30" Aug-l* Sip! 2000, Brighton,UK profile views, which are much easier than the original problem. Based on this idea, we propose an approach based on head pose estimation. The process is described briefly as:
1. use motion estimation, skin colour detection, and background subtraction to segment sub-images containing faces; 2. scan the sub-images with different scales; 3. for each scan, estimate the likely "pose" (in tilt and yaw) of the image patch; 4. choose a appropriate face detector from a set of multiview face detectors according to the estimated "pose" to determine whether the pattem is a face; 5. synthesize all detections to a single detection.
It is important to note that most computation comes from the exhaustive scanning, including pose estimation and face detection. This situation can be alleviated by 1. using a Kalman filter to track the position, scale, and 2. performing pose estimation every n(n > 1) frames However, the computation and efficiency in face detection are still the key factor to influence performance.
pose of the detected face in successive frames; instead of every frame.
Head Pose Estimation Using SVM Regression
We adopt the method of SVM Regression directly from the face image (see [2] for more details).
Face Detection Methods
We present three methods for multi-view face detection: the eigenface method, the SVM-based method, and a combination of the two methods.
Eigenface Method
Moghaddam and Pentland introduced the eigenface method, where the confidence P ( x ) of a pattern x being a face is modelled by the "distance-in-feature-space" (DIFS) and "distance -from-feature-space'' (DFFS) criteria, where Xi is the ith eigenvalue, ui is the projection onto the ith eigenvector, N is the total number of eigenvectors, M is the number of significant eigenvectors selected in the model, and p is an approximation factor [3, 4] .
When detecting faces, a maximum likelihood strategy is used which takes the image patch with the maximal value of P ( x ) as the final detection based on an assumption that only one face exists in the detection area. A more general statistical strategy for the classificatioin problem can be described as finding the separating threshold (an optimal confidence value) for the two classes, for example, face and non-face. This strategy is illustrated in Fig,ure 1 . The two curves stand for the distributions of confidenlce values of the two classes.
In a two-class classification prolblem such as face detection, since we are only interested in discriminating positive patterns from negative ones, the eigen-decomposition is performed on the positive class only. Thus the value of a positive pattern is more likely to be higher and the positive curve is usually located to the right of the negative curve. One can choose the optimal separating threshold to as the confidence value of the intersection point of the two curves, assuming equal priors for the two classes. 
SVM-Based Method
Altematively, an SVM-based face detector can be designed. In this work, we extend the idea of [6, 71 to the multi-view situation based on pose estimation. It is interesting to notice that:
1. while the eigenface method models the probability density of face patterns, the SVM-based method only models the boundary between faces and non-faces; 2. by solving a quadratic programming problem, the SVM-based method is guaranteed to converge to the global optimum; 3. the solution is expressed directly by a subset of "important" training examples; called Support Vectors.
A Combined Learning Approach Using Both eigenface and SVM
From the description above, one notices that the SVM method seeks to model the boundary of classes, thus it is more accurate when detecting faces. However, as the boundary is constructed by a subset of the examples in the training set, which are not necessarily the optimal ones, the Fourth International Conference a knowledge-Sased lntelligent Engineering computation on those examples, i.e. SVs, may be expensive. On the other hand, the eigenface method is faster than the S V M method, but less accurate since the false rejection and false acceptance regions may be larger.
We propose a novel approach which combines the eigenface and the S V M methods to achieve improved overall performance in terms of both speed and accuracy. A schematic illustration of the classification criterion of the combined method is given in Figure 2 . The whole process consists of a coarse detection phase by the eigenface method followed by a fine S V M phase.
In the first phase, the probability density of each class is estimated as simply as possible. Unlike the eigenface model shown in Figure 1 , two thresholds, a rejection threshold (tp) and an acceptance threshold (t,), are defined. For a test sample x, if the value of P ( x ) given by Equation (1) Tfr and r f , is to make them small enough so that more examples are handled by the SVM-based classifier. In this case, the final performance in terms of error rate and speed is close to the S V M method.
After calculating the expected number of false rejections nfr = rfr (nl + n2) and the number of false acceptances nf, = -(nl + nz), tp is set to the nfpth smallest value of P ( x ) in C1, and respectively, t, is the nf,th largest value of P ( x ) in C2.
Experiments
We used 2660 face images taken from 20 subjects, with changes from -90' to 90' in yaw and from -30" to 30" in tilt. The non-face images were collected as the "false positive" detections when bootstrapping the S V M face detector on a set of scenery pictures which do not contain any faces [lll. A l l images were scaled to 20x20 pixels. Figure 3 shows the representation of the multi-view faces.
(a)first 20 eigenfaces Figure 2 . The classifier is only activated when an ambiguous pattern emerges. In most cases, the SVM-based classifier is computationally more expensive than the eigenface method, but more accurate. However, since the proportion of the examples in the ambiguous region is relatively small, a significant improvement of the classification speed can be achieved.
Furthermore, due to the fact that the SVM classifier is trained only on the examples in the ambiguous region and not on the whole training set, the SVM classification problem is simplified to some degree. A more precise and also compact set of SVs are obtained.
Suppose C1 and C2 are the positive and negative classes to be classified, and n1 and n2 are the number of examples in the two classes, as illustrated in Figure 2 , the two classification criteria, t p and t o , define the false rejection rate Tfp and false acceptance rate rfo respectively in the training example set: The comparing results of the three methods on a same sequence are illustrated in Figure 4 . The SVM method is the most accurate in terms of error in detection scale and location, but also the slowest. The eigenface method is the fastest, but less accurate in many frames. The combined method demonstrates the best overall performance; it is almost as accurate as the S V M method and not significantly slower than the eigenface method in most frames.
Conclusions
We present an approach to multi-view face detection based on pose estimation. S V M Regression is employed to perform pose estimation and face detection is based on exhaustive scanning of sub-images containing faces.
To improve the overall performance of face detection in tems of both speed and accuracy, we implemented and compared three methods for multi-view face detection. The eigenface method and the S V M method were extended to SVs cannot be efficiently controlled to a small level. By combining the two methods together, we propose a novel method which keeps the advantages and suppresses the disadvantages of both methods. The properties of the combined method lie in:
1. most "obvious" patterns are determined by the eigenface method which is fast;
2. the ambiguous patterns are classified by the SVM method which is accurate; 3. the acceptance and rejection thresholds are calculated based on a preset detection accuracy which guarantees the final accuracy is in an acceptable level;
4. the S V M classifier is trained only on a small set of ambiguous patterns, thus it is more accurate and faster.
The method can be employed to detect and track faces in automatic face verification and identification systems.
