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Abstract. Frameproof codes were ﬁrst introduced by Boneh and Shaw in the context of digital
ﬁngerprinting. Variants of these codes have been studied by several authors, and several similar
deﬁnitions of frameproof codes exist in the literature. The paper considers frameproof codes from a
combinatorial point of view, where we deﬁne frameproof codes as follows.
Let F be a (ﬁnite) set, and let P ⊆ F  be a set of words of length  over the alphabet F . The
set of descendants of P , desc(P ), is the set of all words x ∈ F  such that for all i ∈ {1, 2, . . . , }, the
ith component of x agrees with the ith component of some member of P . Let c be an integer such
that c ≥ 2. A c-frameproof code is a subset C ⊆ F  such that for all P ⊆ C with |P | ≤ c, we have
that desc(P ) ∩ C = P .
The paper considers the following question: What is the largest cardinality n of a c-frameproof
code of length , over an alphabet of size q? The paper concentrates on the case when q is large. The
paper shows that n = (q − 1) in the case when 2 ≤  ≤ c and shows that if c = 2, then n is approx-
imately tq/2, where t = 1 when  is odd and t = 2 if  is even. The paper establishes improved
upper bounds on n by applying techniques from extremal set theory (namely, a generalization of the
Erdo˝s–Ko–Rado theorem).
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1. Introduction. Frameproof codes were ﬁrst introduced by Boneh and Shaw [3]
in the context of digital ﬁngerprinting. There is more than one deﬁnition of frameproof
codes in the literature; we use the following version.
Let F be a (ﬁnite) set of cardinality q and let  be a positive integer. For a q-ary
codeword x ∈ F  and an integer i ∈ {1, 2, . . . , } we write xi for the ith component
of x. Let P ⊆ F  be a set of codewords of length . The set of descendants of P ,
desc(P ), is the set of all words x ∈ F  such that for all i ∈ {1, 2, . . . , }, there exists
y ∈ P such that xi = yi. Let c be an integer such that c ≥ 2. A c-frameproof code is a
subset C ⊆ F  such that for all P ⊆ C with |P | ≤ c, we have that desc(P ) ∩ C = P .
Boneh and Shaw use a diﬀerent deﬁnition of descendant. The deﬁnition for frame-
proof codes we use is explicitly given by Fiat and Tassa [9], who credit Chor, Fiat,
and Naor [4] with its ﬁrst use. See Stinson and Wei [13] and Staddon, Stinson, and
Wei [12] for constructions of binary frameproof codes and for a discussion of the rela-
tionship between frameproof codes and such concepts as traceability codes and codes
with the identiﬁable parent property.
Inspired by an open question of Staddon, Stinson, and Wei [12, Section 5], we ask
the following: What is the largest cardinality M,c(q) of a q-ary c-frameproof code of
length ? Let  and c be ﬁxed. We are interested in howMc,(q) behaves as a function
of q.
When  ≤ c, we give a simple argument (Corollary 3) to show that Mc,(q) =
(q − 1) for q ≥ 2. The more interesting and diﬃcult case is when  > c. As a ﬁrst
approximation, previous results (see Theorem 1 and Construction 2 below) imply that
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Mc,(q) = Θ(q
/c), where the constants hidden by the notation may depend on 
and c. This suggests that we examine the behavior of the ratio Rc,(q) deﬁned by
Rc,(q) = Mc(q)/q
/c. Deﬁne t to be the unique integer such that 1 ≤ t ≤ c and
t =  mod c. Again, it follows from known results that limq→∞Rc,(q) ≤ max{1, t}
and that limq→∞ ≥ 1. When  = 1 mod c, these results imply (Corollary 5) that
limq→∞Rc,(q) exists and is equal to 1.
One case not covered by the above is the case c = 2 and  even, where the above
results show that 1 + o(1) ≤ Rc,(q) ≤ 2 + o(1). In section 4, we give a construction
that matches the upper bound, thus establishing that limq→∞Rc,(q) = 2 in this case.
In sections 5 and 6, we turn to improving the upper bound. Deﬁning t as above,
we show that Rc,(q) ≤ /( − (t − 1)
/c) by relating the problem of providing an
upper bound to a problem in extremal set theory. In the two cases when t = 1 and
t = c, this bound is essentially the same as the upper bound of t + o(1) given by
Theorem 1, but for any other values of t and c it gives an improvement. Indeed, when
c is ﬁxed and  is large, then our new upper bound is approximately c/(c − t + 1)
which is generally much less than t.
In general there is still a gap between the upper bounds we have given for Rc,(q)
and the lower bounds that follow from known large q-ary c-frameproof codes of length
. In section 7 we close this gap in one case: when  = 5 and c = 3. By constructing
a code of size (5/3)q2 +O(q), we show that our upper bound on Rc,(q) of 5/3+ o(1)
is tight when q →∞ by establishing that Rc,(q) = 5/3 + o(1).
Note that any set of length 1 vectors is a c-frameproof code for any c; thus the
length 1 case is trivial. For the remainder of the paper we consider codes of length ,
where  ≥ 2.
The paper is organized as follows. Section 2 proves an upper bound on the size
of a c-frameproof code. This bound is a slight modiﬁcation of the bound given in
Staddon, Stinson, and Wei [12, Theorem 3.7]. Section 3 contains two constructions
of q-ary c-frameproof codes of length  (one of these constructions has been given
before, in Cohen and Encheva [5, Proposition 1]). Section 4 contains a third, more
complicated, construction of 2-frameproof codes. The constructions of sections 3 and 4
show that the leading term of the upper bound has the correct order of magnitude;
moreover, the leading coeﬃcient of the upper bound is tight when c = 2, when  ≤ c,
or when  = 1 mod c. Section 5 improves the bound of section 2 by relating the
problem to a question in the theory of intersecting systems of ﬁnite sets. This set
theoretic question is investigated further in section 6. Section 7 constructs a family
of 3-frameproof codes of length 5 to show that the improved upper bound given in
sections 5 and 6 is tight in this case. Finally, the paper ends with a brief discussion
of open problems.
2. An upper bound.
Theorem 1. Let , q, and c be positive integers such that c ≥ 2 and  ≥ 2. Let
C be a q-ary c-frameproof code of length  with cardinality n greater than q. Deﬁne
the integer r ∈ {0, 1, . . . , c− 1} to be the remainder of  on division by c. Then
n ≤ max
{
q/c, r
(
q/c − 1
)
+ (c− r)
(
q/c − 1
)}
.(1)
We remark that for almost all parameter sets, the second term on the right-hand
side of (1) is the largest.
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Proof. Let C be a q-ary length  c-frameproof code of cardinality n. We show
that the bound (1) holds. For any subset S ⊆ {1, 2, . . . , }, deﬁne US by
US = {x ∈ C : there exists no y ∈ C \ {x} such that xi = yi for all i ∈ S}.
Note that |US | ≤ q|S|, since every codeword x ∈ US is uniquely identiﬁed by the
subword (xi : i ∈ S). Moreover, if n > q|S| then |US | ≤ q|S| − 1, since at least one
choice of the subword (xi : i ∈ S) must correspond to two or more codewords in C.
Let S1, S2, . . . , Sc ⊆ {1, 2, . . . , } be disjoint subsets, where |Sj | = 
/c whenever
1 ≤ j ≤ r and |Sj | = /c whenever r + 1 ≤ j ≤ c. So ∪cj=1Sj = {1, 2, . . . , }. The
bound of the theorem follows if we can show that C = ∪cj=1USj .
Suppose, for a contradiction, that x ∈ C \∪cj=1USj . So there exist x1, x2, . . . , xc ∈
C \ {x} such that xj and x agree in their ith components for all i ∈ Sj . But then
x ∈ desc({x1, x2, . . . , xc}), which contradicts the c-frameproof property of C. This
contradiction shows that C = ∪cj=1USj , as required.
Corollary 2. A q-ary c-frameproof code of length  contains at most
tq/c +O(q/c−1)
codewords, where t is the unique integer such that t ∈ {1, 2, . . . , c} and t =  mod c.
3. Two constructions. This section presents two constructions of frameproof
codes; the second of these constructions is given in Cohen and Encheva [5, Proposi-
tion 1].
Construction 1. Let F = {0, 1, . . . , q − 1}. The set C of all words of length 
and weight exactly 1 (i.e., the elements of F  with exactly one nonzero component)
forms a c-frameproof code of cardinality (q − 1).
Proof. Let x ∈ C be a weight 1 vector, and suppose its ith component is nonzero.
Now, any set P ⊆ C such that x ∈ desc(P ) must contain a codeword y such that
yi = xi. But since a codeword of weight 1 is uniquely determined by its nonzero
component, we must have that x = y. Hence C is c-frameproof for any c.
Theorem 1 and Construction 1 combine to show the following result.
Corollary 3. Let q, , and c be positive integers such that q ≥ 2 and 2 ≤  ≤ c.
Then the largest q-ary length  c-frameproof code has cardinality (q − 1).
Construction 2. Let integers  and c be such that  ≥ 2 and c ≥ 2. Let q
be a prime power such that q ≥ . Let F be the ﬁnite ﬁeld of cardinality q and let
α1, α2, . . . , α ∈ F be distinct. Deﬁne a length  code C over F by
C = {(f(α1), f(α2), . . . , f(α)) : f ∈ F [X] and deg f < 
/c}.
Then C is a c-frameproof code of cardinality q/c.
We remark that the restriction q ≥  may be weakened to q + 1 ≥  by also
allowing a polynomial f to be evaluated at a “point at inﬁnity”: f(∞) is deﬁned to
be the coeﬃcient of X/c−1 in f .
Proof. There are q/c choices for a polynomial f of degree less than 
/c as
there are q choices for each of its coeﬃcients.
If x, y ∈ C agree in 
/c positions, then x = y (since we may recover the poly-
nomial associated with a codeword by interpolation by considering just the positions
where x and y agree). In particular, each distinct choice for the polynomial f gives
rise to a distinct codeword, since f is determined by specifying f(α) at 
/c points
α. Hence |C| = q/c. Now, let x ∈ C ∩ desc(P ), where P ⊆ C has cardinality at
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most c. Each component of x must agree with the corresponding component of one of
the codewords in P , and so there is a codeword y ∈ P that agrees with x in at least

/c positions. But then x = y ∈ P , and so the code is c-frameproof.
Corollary 2 and Construction 2 combine to show the following two results.
Corollary 4. Let  and c be ﬁxed integers such that  ≥ 2 and c ≥ 2. Let
Mc,(q) be the largest cardinality of a q-ary c-frameproof code of length . Then
lim
q→∞ logq Mc,(q) = 
/c.
Proof. We have that logq Mc,(q) ≤ 
/c+ o(1) by Corollary 2.
For a given value of q, let q′ be the largest prime power such that q′ ≤ q.
By the prime number theorem, q′/q = 1 − o(1). By Construction 2, we have that
logq′ Mc,(q
′) ≥ 
/c whenever q′ is suﬃciently large. Hence
logq Mc,(q) ≥ logq Mc,(q′) ≥ logq′ Mc,(q′)− o(1) ≥ 
/c − o(1).
These bounds on logq Mc,(q) imply that limq→∞ logq Mc,(q) exists and is equal to

/c, as required.
The proof of the following corollary is similar to the proof of Corollary 4.
Corollary 5. Let  and c be ﬁxed integers such that  ≥ 2, c ≥ 2, and  =
1 mod c. Let Mc,(q) be deﬁned as in Corollary 4. Then
lim
q→∞Mc,(q)/q
/c = 1.
4. 2-frameproof codes of even length. We aim to construct a family of 2-
frameproof codes of length , where  is even. This construction, when combined
with Construction 2, will show that the leading term of the upper bound given in
Theorem 1 is tight in the case when c = 2.
We deﬁne two subcodes as part of our ﬁnal construction. Let  be an even
integer such that  ≥ 4. Let m be a prime power such that m ≥  + 1 and set
q = m2 + 1. Let Fm be the ﬁnite ﬁeld of order m, and deﬁne F to be the disjoint
union F = {∞} ∪ (Fm)2. Let β0, β1, α1, α2, . . . , α−1 be distinct elements of Fm.
For polynomials f, g ∈ Fm[X], we write (f, g)(αi) for the element (f(αi), g(αi)) ∈ F .
Deﬁne C1 ⊆ F  by
C1 = {(∞, (f, g)(α1), (f, g)(α2), . . . , (f, g)(α−1))},(2)
where f, g ∈ Fm[X] are such that deg f = (/2) − 1 and deg g ≤ (/2) − 1. Deﬁne
C2 ⊆ F  by
C2 = {((t(β0), t(β1)), (s, t)(α1), (s, t)(α2), . . . , (s, t)(α−1))},(3)
where s, t ∈ Fm[X] are such that deg s ≤ (/2)− 2 and deg t ≤ (/2).
Construction 3. Let  be an even integer such that  ≥ 4. Let m be a prime
power such that m ≥ +1 and set q = m2+1. Deﬁne C1 and C2 as above. Then the
code C deﬁned by C = C1 ∪ C2 is a 2-frameproof code of cardinality 2(q − 1)/2(1 −
1/(2
√
q − 1)).
Proof. By considering their ﬁrst components, it is clear that C1 and C2 are
disjoint. A polynomial of degree at most (/2)− 1 is determined by its values at /2
distinct points, and hence the polynomials f and g in (2) are uniquely determined
by a codeword x ∈ C1. There are m/2 − m(/2)−1 choices for f and there are
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m/2 choices for g, and so |C1| = (m2)/2(1 − 1/m). The polynomial s in (3) is
determined by (/2) of the ﬁnal  − 1 components of a codeword x ∈ C2. Similarly,
the polynomial t is determined by (/2)+ 1 of these components. Hence |C2| is equal
to the number of choices for s and t and so |C2| = m(/2)−1m(/2)+1 = (m2)/2.
Summing our expressions for |C1| and |C2| and using the fact that m =
√
q − 1 shows
that |C| = 2(q − 1)/2(1− 1/(2√q − 1)), as required.
It remains to show that C is a 2-frameproof code. To this end, we claim that
codewords x ∈ C1 and y ∈ C2 can agree in at most (/2) − 1 components. The ﬁrst
components of x and y are never equal. If /2 of the remaining positions agree, then
the deﬁnitions of C1 and C2 imply that a polynomial f of degree exactly (/2) − 1
and a polynomial s of degree at most (/2)−2 agree at /2 points. This contradiction
establishes our claim.
Let P ⊆ C be such that |P | = 2. Let x ∈ desc(P )∩C. We must show that x ∈ P .
Suppose that x ∈ C1. Excluding the ﬁrst coordinate, there are − 1 coordinates,
and so x must agree with some member y ∈ P in 
/2 = /2 positions other than
the ﬁrst. Since x and y agree in more than (/2) − 1 positions, we must have that
y ∈ C1. But any /2 of the last  − 1 components determine a codeword in C1, and
so x = y. Hence x = y ∈ P , as required.
Now suppose that x ∈ C2. Let y ∈ P be such that x1 = y1 (and so y ∈ C2). If x
and y agree on (/2)− 1 or more of the last − 1 components, then the components
on which x and y agree include (/2)− 1 values of s and (/2) + 1 values of t, and so
x = y. Thus x = y ∈ P in this case. Now suppose that x and y agree on less than
(/2)− 1 of the last − 1 components. If we deﬁne z to be the element of P not equal
to y, we have that x and z agree in at least (/2) + 1 components. This implies that
z ∈ C2, and since the components on which x and z agree include at least /2 values
of s and (/2) + 1 values of t, we have that x = z. Hence x = z ∈ P in this case also,
and so C is a 2-frameproof code.
Corollary 6. In the notation of Corollary 4,
lim
q→∞M2,(q)/q
/2 = 1 when  is odd,
lim
q→∞M2,(q)/q
/2 = 2 when  is even.
5. An improved upper bound. Given Corollaries 3 and 6, it might be tempt-
ing to conjecture that the leading term of Theorem 1 is always tight. However, this
is not the case. This section reduces the problem of providing an improved upper
bound to a problem in extremal set theory. This latter problem will be considered in
section 6.
Let  and k be ﬁxed integers, where 1 ≤ k ≤ . Let D be a set, and let
(VS ⊆ D : S ⊆ {1, 2, . . . , }, |S| = k)
be a family of subsets of D indexed by the subsets of {1, 2, . . . , } of cardinality k.
We say that this family is a (k, ; b, t)-frameproof code set system (FPCSS) if |VS | ≤ b
for all subsets S of {1, 2, . . . , } of cardinality k, and if
VS1 ∪ VS2 ∪ · · · ∪ Vst = D(4)
whenever S1, S2, . . . , St are pairwise disjoint subsets of {1, 2, . . . , } of cardinality k.
We deﬁne the size of a (k, ; b, t)-FPSS to be |D|.
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We aim to show (see Lemma 7) that a frameproof code gives rise to an FPCSS
of comparable size. If we can determine the largest size of an FPCSS, then this will
provide an upper bound on the size of a frameproof code.
Lemma 7. Let q, c, and  be positive integers, and suppose that  > c. Let C be
a q-ary c-frameproof code of length  containing n codewords. Let t ∈ {1, 2, . . . , c} be
such that t =  mod c. Let k = 
/c. Then there exists a (k, ; qk, t)-FPCSS of size
at least
n− ( k−1)qk−1.
Proof. As in section 2, for any S ⊆ {1, 2, . . . , } we deﬁne US to be the set of
codewords x ∈ C which are uniquely determined by the ordered subset (xi : i ∈ S) of
their components. Just as in the proof of Theorem 1, we may show that
C = US1 ∪ US2 ∪ · · · ∪ USc ,
whenever S1, S2, . . . , Sc are subsets of {1, 2, . . . , } with the property that S1 ∪ S2 ∪
· · · ∪ Sc = {1, 2, . . . , }.
We deﬁne an FPCSS as follows. Let
D = C \
(⋃
S
US
)
,
where S runs through all subsets of {1, 2, . . . , } of cardinality k − 1. We observed in
the proof of Theorem 1 that |US | ≤ q|S|, and so
|D| ≥ n− ( k−1)qk−1.
For any subset S ⊆ {1, 2, . . . , } such that |S| = k, we deﬁne
VS = US ∩D.
Clearly, |VS | ≤ |US | ≤ qk.
It remains to show that the subsets VS do indeed form a (k, ; q
k, t)-FPCSS. Let
S1, S2, . . . , St be a set of pairwise disjoint subsets of {1, 2, . . . , } of cardinality k. We
need to show that VS1 ∪ VS2 ∪ · · · ∪ VSt = D. The number of elements of {1, 2, . . . , }
which are not contained in S1 ∪ S2 ∪ · · · ∪ St is  − tk = (c − t)(k − 1). Hence there
exist subsets St+1, St+2, . . . , Sc of cardinality k − 1 such that
S1 ∪ S2 ∪ · · · ∪ Sc = {1, 2, . . . , }.
By our deﬁnition of D, we have that USi ∩D = ∅ whenever i ≥ t+ 1. Hence
VS1 ∪ VS2 ∪ · · · ∪ VSt = (US1 ∪ US2 ∪ · · · ∪ USt) ∩D
= (US1 ∪ US2 ∪ · · · ∪ USc) ∩D
= C ∩D
= D.
Thus our sets form an FPCSS as claimed, and so the lemma follows.
We now introduce the problem in extremal set theory that we will be concerned
with. We say that a family S of subsets of a set is t-colliding if S does not contain t
pairwise disjoint subsets.
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Let t, k, and  be positive integers such that 1 ≤ k ≤ . We deﬁne m(t, k, ) to be
the maximum number of subsets in a t-colliding family S of subsets of {1, 2, . . . , },
where |S| = k for all S ∈ S. Note that m(t, k, ) = (k) when tk > , and m(t, k, ) <(

k
)
otherwise.
Theorem 8. Let t, k, , and b be positive integers such that tk ≤ . Then a
(k, ; b, t)-FPCSS has size at most(
1
1−m(t, k, )/(k)
)
b.
We remark that when tk > , the condition (4) becomes trivial and so there is no
bound on the size of a (k, ; b, t)-FPCSS.
Proof. Let D be a set, and let (VS) be a collection of subsets of D that forms a
(k, ; b, t)-FPCSS. We prove our upper bound on |D| by counting, in two ways, the
elements of the set
K = {(x, S) : x ∈ VS},(5)
where S ⊆ {1, 2, . . . , } is such that |S| = k, and where x ∈ D.
There are
(

k
)
choices for the subset S. Once S is chosen, there are at most b
choices for x since |VS | ≤ b by the deﬁnition of an FPCSS. Hence |K| ≤
(

k
)
b.
We claim that an element x ∈ D is contained in VS for at least
(

k
) −m(t, k, )
subsets S of cardinality k. Let S be deﬁned by
S = {S ⊆ {1, 2, . . . , } : |S| = k and x ∈ VS}.
Now, S is t-colliding, for if there exist pairwise disjoint subsets S1, S2, . . . , St ∈ S,
then x ∈ VS1 ∪VS2 ∪ · · ·∪VSt , which would contradict the FPCSS property (4). Since
S is t-colliding, |S| ≤ m(t, k, ), and so our claim follows.
There are |D| choices for the element x in (5), and our claim implies that once x
is ﬁxed, there are at least
(

k
) −m(t, k, ) choices for S such that (x, S) ∈ K. Hence
|K| ≥ |D|((k)−m(t, k, )). But now
|D|((k)−m(t, k, )) ≤ |K| ≤ (k)b,
and so the theorem follows.
The bound of Theorem 8 is tight, as the following example shows. Let t, k, and 
be positive integers, and suppose that tk ≤ . Let S be a t-colliding family of subsets
of {1, 2, . . . , } with the property that |S| = k for all S ∈ S, and suppose that S
consists of m(t, k, ) subsets. Deﬁne D = Sym(), the symmetric group on  letters.
For any subset S ⊆ {1, 2, . . . , } such that |S| = k, deﬁne
VS = {π ∈ D : π(S) ∈ S}.
Let S1, S2, . . . , St be pairwise disjoint subsets of {1, 2, . . . , } with |Si| = k for
all i ∈ {1, 2, . . . , t}. Let π ∈ D and suppose that π ∈ VS1 ∪ VS2 ∪ · · · ∪ VSt . Then
π(Si) ∈ S for all i ∈ {1, 2, . . . , t} by the deﬁnition of VS . But this implies that
π(S1), π(S2), . . . , π(St) form a set of t pairwise disjoint subsets in S, contradicting the
fact that S is t-colliding. Hence π ∈ VS1 ∪VS2 ∪ · · · ∪VSt for all π ∈ D, and condition
(4) follows.
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It is easy to see that |D| = ! and that the sets VS all have cardinality b =
(
(

k
) −m(t, k, ))k!( − k)!. Hence D is a (k, ; b, t)-FPCSS that meets the bound of
Theorem 8, as required.
Corollary 9. Let c and  be integers, and suppose that c ≥ 2 and  ≥ 2. Let
t ∈ {1, 2, . . . , c} be such that t =  mod c. Let C be a q-ary c-frameproof code of length
. As q →∞ with c and  ﬁxed, we have that
|C| ≤ κq/c +O(q/c−1),
where κ is the constant deﬁned by
κ =
1
1−m(t, 
/c, )/( /c) .
Proof. The corollary follows by Lemma 7 and Theorem 8 after observing that
t
/c ≤ .
6. Intersecting set systems. Recall from the previous section that a family of
subsets is t-colliding if it does not contain a set of t pairwise disjoint subsets. Let t,
k, and  be positive integers such that tk ≤ . Deﬁne, as before, m(t, k, ) to be the
maximum size of a t-colliding family S of subsets of {1, 2, . . . , } such that |S| = k for
all S ∈ S. This section proves an upper bound on m(t, k, ).
Note that the case when t = 1 is trivial: no nonempty family of subsets can be
1-colliding, and so m(1, k, ) = 0 in this case. We will therefore assume that t ≥ 2.
The family M deﬁned by
M = {S ⊆ {1, 2, . . . , } : |S| = k and S ∩ {1, 2, . . . , t− 1} = ∅}
is clearly t-colliding, and |M| = (k)− (−(t−1)k ). This family provides a lower bound
on m(t, k, ), which we would expect to be realistic. Indeed, much of the literature
on this problem has been concerned with showing that M is optimal (in the sense
that m(t, k, ) = |M|) when certain conditions on t, k, and  are met. The famous
theorem of Erdo˝s, Ko, and Rado [8] (see Anderson [1]) asserts in our notation that
m(2, k, ) =
(
−1
k−1
)
, and so M is optimal in the case when t = 2. Erdo˝s [7] was the
ﬁrst to consider the problem when t > 2; he proves that there exists a constant κ
depending only on k such that M is optimal whenever  > κt. Bolloba´s, Daykin, and
Erdo˝s [2] show that  > 2k3t will suﬃce. In Deza and Frankl [6, section 4], a result
of Frankl is mentioned that shows that M is optimal whenever  > κ′kt2 for some
constant κ′. Deza and Frankl conjecture that M is optimal whenever  > κ′′kt for
some constant κ′′.
Rather than proving that m(t, k, ) =
(

k
)−(−(t−1)k ) for certain values of t, k, and
, we would like an upper bound on m(t, k, ) that holds for any values of t, k, and .
Such a bound is given in Theorem 11 below. This bound is inspired by Katona’s proof
[11] of the Erdo˝s–Ko–Rado theorem and is a special case of a bound of Gronau [10];
we include a proof here for the sake of completeness.
Before proving Gronau’s bound, we will ﬁrst consider a simpler situation. Let Z
denote the integers modulo . For a ∈ Z, deﬁne T(a) ⊆ Z by
T(a) = {a, a+ 1, a+ 2, . . . , a+ (k − 1)}.
Write T = {T(a) : a ∈ Z}.
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Lemma 10. Let t, k, and  be positive integers such that  ≥ tk. Deﬁne the sets
T(a) and the family T as above. Suppose that S is contained in T and is t-colliding.
Then |S| ≤ (t− 1)k.
We remark that the family S = {T(a) : 0 ≤ a ≤ (t − 1)k − 1} is t-colliding and
meets the bound of Lemma 10.
Proof. We prove the lemma by induction on . Suppose that  = tk. In this case,
we may partition T into parts T1, T2, . . . , Tk, where
Ti = {T(i), T(i+ k), T(i+ 2k), . . . , T(i+ (t− 1)k)}.
Since Ti consists of t pairwise disjoint sets, Ti is not contained in S and so |Ti ∩ S| ≤
t− 1. Hence
|S| = |(T1 ∪ T2 ∪ · · · ∪ Tk) ∩ S|
=
k∑
i=1
|Ti ∩ S|
≤ (t− 1)k,
and so the lemma follows when  = tk.
Assume, as an inductive hypothesis, that  > tk and the lemma holds for all
smaller values of . Certainly S = T , and so there exists c ∈ Z such that T(c) ∈ S.
We may deﬁne a family S of subsets of Z−1 by
S = {T−1(a) : a ∈ {0, 1, . . . , c− 1}, T(a) ∈ S}
∪ {T−1(a− 1) : a ∈ {c+ 1, c+ 2, . . . , − 1}, T(a) ∈ S}.
Clearly there is a one-to-one correspondence between the subsets in S and the subsets
in S, and so |S| = |S|. Moreover, the cardinality of the intersection of a pair of subsets
in S is at least as great as the cardinality of the intersection of the corresponding pair
of subsets in S. Hence the fact that S is t-colliding implies that S is t-colliding. Our
inductive hypothesis now implies that |S| ≤ (t−1)k, and so |S| ≤ (t−1)k as required.
The lemma now follows by induction on .
Theorem 11. Let t, k, and  be positive integers, where tk ≤ . Let S be a
t-colliding family of subsets of {1, 2, . . . , }, where |S| = k for all S ∈ S. Then
|S| ≤
(

k
)
(t− 1)k

.
So Theorem 11 states that m(t, k, ) ≤ (k) (t−1)k . The bound of Theorem 11 is
best possible when t = 1 (as the problem is trivial) and t = 2 (the t-colliding family
M deﬁned near the start of this section provides the appropriate example). In the
case when tk = , the t-colliding family
N = {S ⊆ {1, 2, . . . , } : |S| = k and 1 ∈ S}
contains
(

k
) (t−1)k
 sets. So Theorem 11 is also best possible in the case when tk = .
When t and k are ﬁxed with  → ∞, the upper bound on m(t, k, ) provided by
Theorem 11 has the form (t − 1)k−1/(k − 1)! + O(k−2). But the lower bound on
m(t, k, ) provided by the t-colliding family M at the start of the section also has
this form, as can be easily seen from the expression |M| = ∑t−1i=1 (t−1i )(−(t−1)k−i ). In
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particular, the ratio between the upper and lower bounds on m(t, k, ) tends to 1 as
 → ∞ with t and k ﬁxed. So the upper bound of Theorem 11 is the right order of
magnitude when  is large.
Proof of Theorem 11. Deﬁne T as above, and let Q be the set of pairs (α, S),
where S ∈ S and α : {1, 2, . . . , } → Z is a bijection such that α(S) ∈ T . We will
count the elements of Q in two ways.
There are |S| choices for S ∈ S. Once S has been chosen, there are  choices for
α(S) ∈ T and then k!(− k)! choices for a suitable bijection α. Hence
|Q| =  |S| k!(− k)!.
We now count the elements of Q in a diﬀerent way. There are ! choices for α.
Suppose now that α is ﬁxed. The number of choices for S is |X |, where X = {S ∈
S : α(S) ∈ T }. Now, X is t-colliding because it is a subfamily of S. Hence the
corresponding subfamily α(X ) of T (where α(X ) = {α(S) : S ∈ X}) is t-colliding.
Hence |X | = |α(X )| ≤ (t− 1)k by Lemma 10. So
|Q| ≤ !(t− 1)k,
and therefore
|S| = |Q|/ (k!(− k)!)
≤ !(t− 1)k/ (k!(− k)!)
=
(

k
)
(t− 1)k

,
as required.
Corollary 12. Let c and  be integers, and suppose that c ≥ 2 and  ≥ 2. Let
t ∈ {1, 2, . . . , c} be such that t =  mod c. Let C be a q-ary c-frameproof code of length
. Then
|C| ≤
(

− (t− 1)
/c
)
q/c +O(q/c−1).
Proof. The corollary follows by combining Corollary 9 with Theorem 11.
7. A 3-frameproof code of length 5. The ﬁrst case where the upper bound
of section 5 improves on the bound of section 2 is when we are considering q-ary
3-frameproof codes of length 5. The upper bound of section 5 shows that such a q-ary
3-frameproof code has cardinality at most 53q
2 + O(q). We will now show that the
leading term of the bound is tight in this case by constructing a 3-frameproof code of
length 5 of suﬃciently large cardinality.
We deﬁne ﬁve sets X1, X2, X3, X4, and X5 of words of length 5 over the alphabet
F3 ∪ {∞} as follows:
X1 = {( ∞, a, a, a, a ) : a ∈ Z3}
X2 = {( a, ∞, a, a+ 1, a+ 2 ) : a ∈ Z3}
X3 = {( a, a, ∞, a+ 2, a+ 1 ) : a ∈ Z3}
X4 = {( a, a+ 1, a+ 2, ∞, a ) : a ∈ Z3}
X5 = {( a, a+ 2, a+ 1, a, ∞ ) : a ∈ Z3}
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The sets Xi are clearly pairwise disjoint and have cardinality 3. Moreover, it is not
diﬃcult to check that a codeword in X1 ∪X2 ∪X3 ∪X4 ∪X5 is uniquely determined
by specifying two of its components.
Let m be a prime power such that m ≥ 4. Let α1, α2, α3, and α4 be distinct
elements in Fm. Deﬁne ﬁve sets Y1, Y2, Y3, Y4, and Y5 of words of length 5 over the
alphabet Fm ∪ {∞} by
Y1 = {(∞, f(α1), f(α2), f(α3), f(α4)) : f ∈ Fm[X],deg f ≤ 1}
Y2 = {(f(α1),∞, f(α2), f(α3), f(α4)) : f ∈ Fm[X],deg f ≤ 1}
Y3 = {(f(α1), f(α2),∞, f(α3), f(α4)) : f ∈ Fm[X],deg f ≤ 1}
Y4 = {(f(α1), f(α2), f(α3),∞, f(α4)) : f ∈ Fm[X],deg f ≤ 1}
Y5 = {(f(α1), f(α2), f(α3), f(α4),∞) : f ∈ Fm[X],deg f ≤ 1}
Clearly the sets Yi are disjoint and have cardinalitym
2. Moreover, if elements x, y ∈ Yi
agree on two components not including the ith, then x = y.
Deﬁne sets of words C1, C2, C3, C4, and C5 of length 5 over the alphabet (F3 ×
Fm) ∪ {(∞,∞)} by
Ci = {((x1, y1), (x2, y2), (x3, y3), (x4, y4), (x5, y5)) :
(x1, x2, x3, x4, x5) ∈ Xi and (y1, y2, y3, y4, y5) ∈ Yi}
for all i ∈ {1, 2, 3, 4, 5}. Note that |Ci| = |Xi| × |Yi| = 3m2.
Construction 4. Let q be of the form 3m + 1, where m is a prime power and
m ≥ 4. Deﬁne sets C1, C2, C3, C4, and C5 of words of length 5 over the alphabet
F = (F3 × Fm) ∪ {(∞,∞)} as above. Then the code C deﬁned by
C = C1 ∪ C2 ∪ C3 ∪ C4 ∪ C5
is a 3-frameproof code of length 5 and cardinality 53q
2 − 103 q + 53 .
Proof. The subsets Ci are pairwise disjoint and |Ci| = 3m2 = 13 (q2−2q+1). Hence
the code C has the claimed cardinality. It remains to show that C is 3-frameproof.
For a codeword x ∈ C, let π1(c) be the word in X1 ∪X2 ∪X3 ∪X4 ∪X5 obtained
by replacing each component (a, b) ∈ F of c by the element a ∈ F3 ∪ {∞}. Note
that π1(c) ∈ Xi if and only if c ∈ Ci. Similarly, deﬁne π2(c) to be the word in
Y1 ∪ Y2 ∪ Y3 ∪ Y4 ∪ Y5 obtained by replacing each component (a, b) ∈ F of c by the
element b ∈ Fm ∪ {∞}.
Suppose x ∈ C and let P ⊆ C be such that |P | ≤ 3 and x ∈ desc(P ). We must
show that x ∈ P . Now x ∈ Cj for some j ∈ {1, 2, 3, 4, 5}. So the jth component of x
is (∞,∞) and π1(x) ∈ Xj . Since |P | ≤ 3, there exists y ∈ P that agrees with x in 2
or more components other than the jth. We aim to show that x = y.
Since x and y agree in two or more components, the same is true for π1(x) and
π1(y). Hence π1(y) = π1(x). In particular, we have that π1(y) ∈ Xj and so y ∈ Cj .
Since x, y ∈ Cj , we have that π2(x), π2(y) ∈ Yj . Moreover, since x and y agree
in two components not including the jth, the same is true for π2(x) and π2(y). This
implies that π2(x) = π2(y). Since π1(x) = π1(y) and π2(x) = π2(y) we ﬁnd that
x = y ∈ P as required.
We remark that the condition m ≥ 4 in the statement of Construction 4 can be
weakened to m ≥ 3 if we set α4 =∞ in the deﬁnition of the sets Yi. (See the remark
after the statement of Construction 2.)
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8. Discussion. Two questions suggest themselves for further work. First, can
the upper bound of Corollary 9 be made more explicit by determining the constant
m(t, k, ) exactly in all cases? Erdo˝s [7] warns that this does not seem easy. Second, is
it the case that the upper bound of Corollary 9 is tight? The most tempting cases to
consider are when we know the explicit value of m(t, k, ) used in Corollary 2, namely
when t = 1, t = 2, and  = tk. The case t = 1 occurs when  = 1 mod c and has
already been dealt with by Corollary 5. The case t = 2 occurs when  = 2 mod c. So
is there a c-frameproof code of cardinality approximately (/( − 
/c))q/c when
 = 2 mod c? The case  = tk occurs when  is a multiple of c. So is there a
c-frameproof code of cardinality approximately cq/c when  is a multiple of c?
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