Abstract
Introduction

31
One of the key questions in biology is how genetic variation perturbs gene regulatory systems to 32 influence disease susceptibility or other phenotypes in a population. Recent advances in technologies 33 have allowed researchers to obtain genome sequence data along with phenotype data at different 34 levels of biological systems, such as gene expression, 1 proteome, 2 metabolome, 3 and various clinical 35 phenotype data. Combining genome sequence data with various types of molecular and clinical 36 2/40 phenotype data in a computational analysis has the potential to reveal the complex molecular 37 mechanisms controlled by different genetic loci that underlie diseases and other phenotypes.
38
To study gene regulatory systems, many previous works have considered the naturally-occurring 39 perturbation of gene expression by genetic variants such as single nucleotide polymorphisms (SNPs), 40 captured in expression and genotype data collected from a population. Compared to experimental 41 perturbation methods such as gene knockdown 4 and genome editing techniques, 5 SNP perturbation 42 for functional genomics studies has an advantage of being more cost effective, being easily applicable 43
to humans, and being potentially more meaningful subtle perturbations because they exist in 44 nature. 6 However, it comes with the computational challenge of having to isolate the perturbation were concerned with identifying simply the co-localization of eQTLs and trait-associated 57 SNPs, 13, 14, 15 each of which were identified in a separate eQTL mapping 1, 10, 16, 17 and a genome-wide 58 association study. 18, 19 These methods did not provide a description of the regulatory roles of the 59 trait-associated SNPs beyond their co-localization with eQTLs. The genome-transcriptome-phenome 60 structured association method 20 focused only on identifying eQTLs and trait-associated SNPs, and 61
was concerned with neither learning a gene network nor uncovering its role in modulating SNP 62 effects on phenotypes. A predictive network model for diseases that involves Bayesian networks for 63 gene regulatory networks have been proposed, 21 but this approach relied on an elaborate pipeline of 64 
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analysis to identify disease-related gene modules and genetic variants that could potentially lead to 65 loss of statistical power.
66
Here, our goal is to extract rich information on the functional role of trait-perturbing SNPs that 67 goes far beyond the simple co-localization with eQTLs, which was the focus of many of the previous 68 studies. 13, 14, 15 Towards this goal, we introduce a computational framework called Perturb-Net for 69 directly modeling and learning the gene network that modulates the influence of SNPs on 70 phenotypes, using SNPs as naturally occurring perturbation of a biological system. Perturb-Net 71 builds on the key idea in the previous work on sCGGMs 7, 8 for learning a gene network using SNP λ Λy , λ Θxy , λ Λz , λ Θyz > 0 are chosen to maximize the Bayesian information criterion (BIC). We do 141 not penalize the diagonal entries of Λ y and Λ z , following the common practice for sparse inverse 142 covariance estimation.
143
The above optimization problem decouples into two subproblems, each containing one of two 144 disjoint sets of parameters {Λ y , Θ xy } and {Λ z , Θ yz }, each of which can be solved with an sCGGM 145 optimization algorithm. Since our learning algorithm uses an sCGGM learning method as a key or Mega-sCGGM optimization in the M-step. For semi-supervised learning, given a dataset the expected log-likelihood of data:
and D h with respect to the model in Eq. (1) and the expectation is taken with respect to:
A naive implementation of this EM algorithm leads to an algorithm that requires expensive 170 computation time and large storage of dense matrices that exceeds the computer memory. To make 171 the EM algorithm efficient in terms of both time and memory, we embed the expensive E-step 172 computation within the M-step, using a low-rank representation of dense matrices (see Appendix B). 173
This implementation produces the same estimate as the original EM algorithm.
174
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Perturb-Net inference procedures operations.
180
The following two inference methods directly follow from the inference method for an sCGGM
181
( Figure 1A) , 7,8 which infers the indirect perturbation effects that arise from the direct perturbation 182 effects propagating to other parts of the network.
183
• Indirect SNP perturbation effects on gene expression levels:
where [B xy ] i,j represents the indirect perturbation effect of SNP i on the expression level of gene j (blue dashed arrow in Figure 1A ). This can be seen by deriving the marginal distribution from the sCGGM component model p(y|x) as follows: Figure 1A ). Similarly as above, this can be seen by deriving the marginal 9/40 distribution from the sCGGM component model p(z|y), as follows: Figure 1B ). The effects of SNPs on phenotypes are not directly modeled in our model but can be inferred by deriving the marginal distribution p(z|x) as follows:
The marginal distribution for the phenotype [z] i of phenotype i given x can be obtained as
represents the overall influence of SNP i on phenotype j mediated by the gene network in Λ y 200
and other phenotypes connected to phenotype j in Λ z .
201
• SNP effects on clinical phenotypes mediated by a gene module: The overall SNP effects on phenotypes in B xz above can be decomposed into the SNP effects on phenotypes mediated by each gene module. Let M be a gene module that consists of a subset of the q genes whose expression levels were modeled in Λ y (yellow and orange gene modules in Figure   10 /40 1B). Then, the effects of SNPs on phenotypes mediated by the genes in module M can be obtained as follows: • Inferred dependencies among genes after seeing phenotype data: chain graph model as follows:
where
The inferred network Λ y|x,z can also be seen by inferring from the estimated model the joint 215
where Θ (yz,xy) = (0 p×r , Θ xy ) with p × r matrix of 0's and for genotypes x ∈ {0, 1, 2} p , expression measurements y ∈ R q , and phenotypes z ∈ R r as follows:
where A xy ∈ R p×q and A yz ∈ R q×r are regression coefficients, ǫ y ∈ R q and ǫ z ∈ R r are noise 
243
Given genotype data X ∈ {0, 1, 2} n×p for n samples and p SNPs, expression data Y ∈ R n×q for q 244 genes, and phenotype data Z ∈ R n×r for r phenotypes, we obtain a Lasso estimate of the regression 245 coefficients by minimizing L 1 -regularized negative log-likelihood as follows:
Using the Lasso estimate of the regression coefficients A xy and A yz , we compute predictions for 247 this model analogously to our sparse Gaussian chain graph model.
248
•
For this prediction task, we estimate the variances as 253
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follows: cores. We used the same regularization parameters for our method and the previous method for 279 sCGGM optimization, so the resulting solutions were identical with the same sparsity levels. For
280
Lasso, we chose the regularization parameters so that the L 1 -norm of the regression matrix roughly 281
matched that of our inferred indirect SNP effects.
282
Results
283
Comparison of the scalability of Mega-sCGGM and other methods
284
We assess the scalability of Mega-sCGGM and other previous algorithms on the expression 285 measurements of 11,598 genes and the genotypes of 495,597 SNPs for 140 subjects from the CAMP 286 data. We estimated sCGGMs, using both our new method and the previous state-of-the-art method 287 based on the Newton coordinate descent method. 22 Since the sCGGM optimization problem is computationally efficient algorithm for learning a simple but less powerful regression model.
292
Although the sparse multivariate regression with covariance estimation 36 has also provided a 293 methodology that could be used for learning a gene network influenced by SNPs, this approach has 294 been found to take days to learn a model from a small dataset of only 1,000 SNPs and 500 gene 295 expression levels, 8 so we did not include it in our experiment. All of the optimization methods were 296 run on the same hardware setup with comparable software implementations.
297
In our comparison of different methods, our algorithm significantly outperformed the previous substantially slower than Lasso, even though our method learns a more expressive model than Lasso. 303
The previous sCGGM optimization algorithm ran out of memory even on the smallest dataset above 304
with SNPs only from chromosome 1, so we compared the two algorithms on a much smaller dataset 305 with 1,000 and 10,000 SNPs. On 10,000 SNPs, the previous algorithm for sCGGM required more 306 than four hours, whereas in less than four hours, our algorithm was able to run on all 495,597 SNPs. 307
Analysis of asthma data preprocessing the data, we applied our method to the data from 140 subjects for whom all data were 311 available for 495,597 SNPs on 22 autosomal chromosomes, 11,598 gene expression levels, and 35
312
phenotypes (Table S1 ) and 34 additional subjects for whom data were available only for genotypes 313 and phenotypes but not for expression levels. Below we perform a detailed analysis of the estimated 314 model.
315
Overview of the Perturb-Net model
316
We first examined the overall estimated model for the module structures in the phenotype and gene 317 networks ( Figure 3 ). To see the structure in the phenotype network Λ z , we reordered the nodes of 318 the network by applying hierarchical clustering to each set of the lung function and blood test 319 phenotypes. This revealed the dense connectivities within the two known groups of phenotypes and 320 the two sub-clusters within the group of lung function phenotypes ( Figure 3A ).
321
The gene network Λ y also showed a clear module structure ( Figure 3B ). To find the module 322 structure in the network, we identified the genes that are connected to at least one other gene in the 323 network Λ y and partitioned the network over those genes into 20 subnetworks with roughly equal 324 number of nodes, using the network clustering algorithm METIS. 37 Out of 11,598 genes, 6,102 genes 325
were connected to at least one other gene in the network. For the rest of our analysis, we focus on the 326 network and modules over the 6,102 genes, since these genes are likely to form modules for pathways 327 
16/40
with a functional impact on asthma phenotypes. Modules 1-15 were densely connected clusters of 328 co-expressed genes, suggesting those modules are likely to consist of a functionally coherent set of 329 genes, whereas modules 16-20 had relatively fewer edge connections within each cluster. were found across all gene modules without any preference to those modules with stronger influence 347 on phenotypes ( Figure 4C ). For modules 13-20, the overall effect sizes on the lung phenotypes 348 ranged between 0.8 and 7.5 for direct and indirect influence with an exception of module 14, whereas 349
for modules 1-12, the overall effect sizes were less than 0.8 ( Figure 4A ). Modules 13-20 also had 350 strong effects on the blood phenotypes ( Figure 4B ), although module 13 had substantially stronger 351 effect on the blood phenotypes than on the lung phenotypes. On the other hand, the overall SNP 352 effects were similar across all gene modules for both the direct and indirect SNP effects ( Figure 4B ). 353
The overall indirect SNP effects were larger for some modules (e.g., module 14), but this was largely 354
because of the substantially stronger edge connectivities in that module, which led to stronger SNPs shown as the magenta line at SNP effect size 0.013 for lung traits in Figure S1A and at SNP 391 effect size 0.0037 for blood traits in Figure S1B ). Using Fisher's exact test, we also assessed the 392 significance of these overlaps within the set of SNPs with non-zero effects in Θ xy .
393
In our comparison, only a subset of the eQTLs influenced phenotypes, but the eQTLs perturbing 394 the immune modules, modules 13-20, were more likely to perturb the phenotypes than the eQTLs for 395 the other modules ( Figures 6A and 6B SNP effect size 0.04 for the lung phenotypes in Figure S1A and at SNP effect size 0.011 on blood 416 phenotypes in Figure S1B ).
417
For each set of 50 SNPs with the strongest perturbation effects on lung or blood phenotypes, 
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Module 13 explains the molecular mechanism of the previously known association 432 between SNP rs63340 and asthma susceptibility 433 We performed an in-depth analysis of module 13, its influence on asthma phenotypes, and its 434 perturbation by SNP rs63340, one of the SNPs with the strongest effects on this module and also on 435 phenotypes ( Figure 9 ). SNP rs63340 ranked third for its effect on module 13 and 41st for its effect 436 on phenotypes. The genome region 16q21, where SNP rs63340 is located, has been previously found 437 to be linked to asthma and atopy in several previous genome-wide screenings, 41 underlying the previously reported association between the locus and asthma phenotypes.
451
Comparison with other methods
452
We compared our method with the two-layer Lasso both qualitatively by visual inspection of the 453 estimated parameters and quantitatively by assessing the predictive power of different methods.
454
Comparison of the estimated models We compared the results from our approach and the We introduce our scalable learning algorithms for sCGGM, since the learning algorithm for sparse
533
Gaussian chain graph models in Eq. (1) uses the sCGGM learning algorithm as a key module.
534
Assume an sCGGM 7,8 for gene expression levels y ∈ R q for q genes and genotype data x ∈ {0, 1, 2} for minor allele frequencies at p loci be given as follows:
where Λ is a q × q matrix representing a gene network, Θ is a p × q matrix modeling SNPs 537 influencing the expression levels of genes in the network, and
is the constant to ensure the probability distribution 539 integrates to 1. Then, given genotype data X ∈ R n×p for n samples and p SNPs, each element 540 taking a value from {0, 1, 2} for the number of minor alleles at the locus, and expression data 541 Y ∈ R n×q for q genes for the same samples, a parameter estimate of the sCGGM in Eq. (7) can be 542
obtained by minimizing L 1 -regularized negative log-likelihood:
where g(Λ, Θ)=−log |Λ|+tr(S yy Λ+2S xy T Θ+Λ −1 Θ T S xx Θ) is the smooth negative log-likelihood, 544
given data covariance matrices 
where g Λ (Θ) = tr(2S xy
is a quadratic function, Eq. (9) 564 corresponds to the Lasso problem and the coordinate descent method can be used to solve this 565 efficiently.
566
• Coordinate descent optimization for Λ given Θ: Given fixed Θ, the problem in Eq. (8) 567
where g Θ (Λ) = − log |Λ| + tr(S yy Λ + Λ −1 Θ T S xx Θ). In order to solve this, we first find a 569 generalized Newton direction that minimizes the L 1 -regularized quadratic approximation
whereḡ Λ,Θ (∆ Λ ) is obtained from a second-order Taylor expansion and is given as
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In the above equation, ∇ Λ g(Λ, Θ) = S yy − Σ − Ψ and ∇ 
578
In order to further reduce computation time, we adopt the following strategies that have been previously used for sparse Gaussian graphical model and sCGGM optimizations. 22, 55 First, to improve the efficiency of coordinate descent for the Lasso problem in Eqs. (9) and (11), we restrict the updates to an active set of variables given as:
Because the active set sizes m Λ = |S Λ |, m Θ = |S Θ | approach the number of non-zero entries in the 579 sparse solutions for Λ and Θ over iterations, this strategy yields a substantial speedup. Second, to 580
further improve the efficiency of coordinate descent, we store intermediate results for the large 581 matrix products that need to be computed repeatedly. We compute and store U := ∆ Λ Σ and 582 V := ∆ Θ Σ at the beginning of the optimization. Then, after a coordinate descent update to (∆ Λ ) ij , 583 row i and j of U are updated. Similarly, after an update to (∆ Θ ) ij , row i of V is updated. Finally, 584
in each iteration of Fast-sCGGM, we warm-start Λ and Θ from the results of the previous iteration 585
and make a single pass over the active set. This ensures decrease in the objective in Eq. (8), while 586 reducing the overall computation time in practice. The pseudocode for Fast-sCGGM is provided in 587 Algorithm 1.
588
Mega-sCGGM for removing memory requirement 589 Fast-sCGGM as described above is still limited by the space required to store large matrices during 590 coordinate descent computation. Solving Eq. (11) for updating Λ requires precomputing and storing 591
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Algorithm 1: Fast-sCGGM input : Inputs X ∈ R n×p and Y ∈ R n×q ; regularization parameters λ Λ , λ Θ output : Parameters Λ, Θ Initialize Θ ← 0, Λ ← I q for t = 0, 1, . . . do Determine active sets S Λ , S Θ Solve via coordinate descent:
where step size α is found with line search Solve via coordinate descent:
q × q matrices, Σ and Ψ = ΣΘ T S xx ΘΣ, whereas solving Eq. (9) 
620
To go through all blocks, we update blocks (C z , C 1 ), . . . , (C z , C k ) for each z ∈ {1, . . . , k Λ }. of Σ and Ψ will be computed k Λ times.
624
In typical real-world problems, the graph structure of Λ will exhibit clustering, with an 625 approximately block diagonal structure. We exploit this structure by choosing a partition 
631
Although the worst-case scenario is to compute Σ and Ψ k Λ times to update all elements of ∆ Λ , 632
in practice, graph clustering dramatically reduces this additional cost of block-wise optimization. In 633 the best case, if the active set for Λ is perfectly block-diagonal and graph clustering identifies this 634 block diagonal structure, we need to compute Σ and Ψ only once to update all the blocks. A 635 depiction of our blockwise optimization scheme is given in Figure S2 . 
640
We propose a block coordinate descent approach for solving Eq. (9) that groups these 641 computations to reduce cache misses. Given a partition {1, . . . , q} into k Θ subsets, 
648
In order to sweep through all blocks, each time we select a q ∈ {1, . . . , k Θ } and update blocks
649
(1, C r ), . . . , (p, C r ). Since all of these p blocks with the same C r share the computation of we precompute and store it in memory, before updating this block. The full matrix of Σ will be 652 computed once while sweeping through the full Θ, whereas S xx will be computed k Θ times.
653
We further reduce cache misses for [S xx ] :,i by strategically selecting partition C 1 , . . . , C k Θ , based 654 on the observation that if the active set is empty in block (i, C r ), we can skip this block and forgo otherwise. We therefore perform graph clustering over the graph G = (V, E) defined from the active 659 set in Θ, where V = {1, . . . , q} with one node for each column of Θ, and Our blockwise optimization scheme for Θ is depicted in Figure S3 .
667
Parallelization in Fast-sCGGM and Mega-sCGGM
668
We parallelize some of the expensive computations in Fast-sCGGM and Mega-sCGGM on multi-core 669 machines. For both methods, we parallelize all matrix-matrix and matrix-vector multiplications. In 670 addition, we parallelize the computation of columns of Σ and Ψ in Fast-sCGGM and the 671 computation of multiple columns of Σ and Ψ within each block in Mega-sCGGM. In Mega-sCGGM, 672
we parallelize the computation of each row of S xx whenever it is recomputed. The standard EM algorithm iterates between an M-step for finding the parameter estimate 676 maximizing the expected log-likelihood (or minimizing the negative log-likelihood) and an E-step for 677
finding the expected sufficient statistics based on the posterior probability distribution in Eq. (5).
678
The M-step is carried out by using our Mega-sCGGM algorithm. In E-step, a naive inversion of
yz to obtain Σ y|x,z is expensive and storage of this dense matrix may exceed 680 computer memory for large gene expression datasets. We reduce the time cost and avoid memory 681 limit in E-step, assuming that the number of phenotypes r is relatively small compared to the 682 number of genes (i.e., r << q), which is typical for most studies. Instead of explicitly performing the 683 E-step, we embed the E-step within the M-step, such that the E-step results are represented 684 implicitly to fit in memory and computed explicitly on-demand as needed in the M-step. Specifically, 685
instead of performing the full E-step, we implicitly represent 
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* The number of genes in the overlap / the total number of genes in the GO category We applied all methods to all expression data and genotype data from chromosome 1, chromosomes 1-6, chromosomes 1-16, and chromosomes 1-22. The previous algorithm for sCGGMs ran out of memory at chromosome 1, so we obtained its computation time with much smaller datasets with 1,000 and 10,000 SNPs. P R E F E V P P H P R F E V P P H P R F E V P C H P R F E V Z S P O 1 F E V P P H P O 1 F E P P H P O 1 F E P C H P O 1 F E Z S P R E F F H P R F F P C H P R F F Z S M C 9 2 8 P R E F V C P R E F E V P O 1 F E V M C 9 3 5 b P R E P F P O S P F 
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