In this paper, new method is proposed for a more robust Data Assimilation (DA) design of the river flow and stage estimation. By using the new sets of data that are derived from the incorporated Multi Imputation Particle Filter (MIPF) in the DA structure, the proposed method is found to have overcome the issue of missing observation data and contributed to a better estimation process. The convergence analysis of the MIPF is discussed and shows that the number of the particles and imputation influence the ability of this method to perform estimation. The simulation results of the MIPF demonstrated the superiority of the proposed approach when being compared to the Extended Kalman Filter (EKF) and Particle Filter (PF).
I. INTRODUCTION
The knowledge of river flow and stage estimation and its related parameters are not only vital for a better management of the water sources [1] , but are also useful in the planning of water resources and ecosystem rehabilitation [2] for meeting the increasing population growth, urbanization and irrigation needs [3] , [4] . This can be seen from the river discharge [5] , which is used for monitoring the various hydrologic cycles from the changes in climate, land and water use as well as the forecasts of flow volumes and water elevation for making the most efficient use of rivers and in minimizing the flood damages [4] .
Since the study of water management is carried out by gauging the speed propagation and the time for the flow to pass downstream [6] , the estimation of the river state can thus be carried out by using the Data Assimilation (DA) method, where it merges both of the observation and the system models into an updated model state whilst retaining the core of the model parameter [7] . The state of the model that is described in the form of probability density function (pdf) and based on the Bayes theorem will then be known The associate editor coordinating the review of this manuscript and approving it for publication was Pietro Savazzi .
as the new posterior pdf [8] and will be constantly subjected to a new state with the latest set of observations [9] . One of the benefits of the DA method is that it is able to perform the estimation in an optimal and consistent fashion even with the sequential arrival of noisy measurements [10] .
In general, the assimilation methods can be classified into the variational and sequential categories [11] . The variational methods are based on the use of the optimal control theory, where the optimization is performed on the related parameters by minimizing the cost function that measures the model to data misfit [12] as shown by the Variational data assimilation method (VAR), Evolutionary Data Assimilation method (EDA) and that of the Maximum Likelihood Ensemble Filter (MLEF) [12] . Under the VAR method, the estimation is performed by minimizing the cost function that measures the difference between those of the predicted and observed models along with the model states and parameters that had already been tuned with a gradient-based optimization algorithm [13] . As for the EDA, a multi objective evolutionary strategy is used to continuously evolve the ensemble of model states and parameter set, where the model error and penalty function minimization are then adaptively determined for each of the assimilation time steps as a way of improving the parameter convergence and contributing to better estimation results [14] . By combining both of the VAR and EnKF methods, the MLEF [12] is an alternative deterministic ensemble based filter technique that is capable of handling both the non-linear and observation dynamics although its performance may be compromised because of the consistency in the observation [15] .
Apart from the above, the sequential methods had also utilized a probabilistic framework, where the whole system state is estimated sequentially with the forward propagation information. Compared to the variational method, some of the sequential methods such as the Extended Kalman Filter (EKF) [7] , Ensemble Kalman Filter (EnKF) [15] , Unscented Kalman Filter (UKF) and Particle Filter (PF) do not require an adjoint model and since it is a very easily adaptable model [16] , it had now been frequently used in the estimation processes [17] . While the EKF had widely utilised the sequential DA method because of its easy implementation with a good estimation performance under a weak nonlinear system, but demonstrates a deviation under the highly nonlinear cases [18] , it would nevertheless rely on the accuracy of the system linearization that has been carried out by the Taylor series expansion [7] . As for the EnKF, this estimation is normally used in a highly nonlinear system [15] with a large sample size, where the accurate estimation would then be obtained by using the Monte Carlo method, latin hypercube sampling as well as those of the moment equations [11] , [19] , [20] . Although the updating of the estimation process had utilized the mean and covariance of the samples [15] , a large sample size experiment may however, require larger financial and time commitments [11] . Despite the UKF algorithm having a higher level of precision, a low computational complexity and the inclusion of sigma points [21] that would be propagated through the system model with the associated weight factor [22] , this method would however, depend on an accurate prior noise distribution value since the use of incorrect prior values may lead to a large estimation or divergence of errors [23] . Another type of the sequential DA method is the PF, which does not require the linearization of a system or the inclusion of a number of particles during the prediction process [24] , but each of the particle would represent the estimated state with its associated likelihood that had been determined by the residual between the simulated output and that of the observation [25] . While the large number of particles may provide a good level of estimation, it would nevertheless demand a good deal of time and resources as well as triggering the degeneracy problem and curse of dimensionality on the estimation process [26] .
Prior to starting the estimation process, the selection of the DA method would have to be based on the degree of nonlinearity in the system since the increase of the nonlinearity could result in the instability of the prediction level [27] . For this reason, since the river system may change over time because of evaporation, rainfall or precipitation [12] , these uncertainties will then be seen as affecting the system model or in other words, regarded as noise, even though the noise may have already existed in the observation because of the measurement inaccuracies. Based on the above explanation, it can therefore be concluded that the selection of the DA methods would have depended on the characteristics and observation of the system as well as that of the external factors [22] and [28] .
Although the results from the Eulerian sensor that had been stationary with the water flow and the Lagrangian, which had travelled with the flow [3] had shown the latter as providing a better form of measurement [29] , the observation may have however, been subjected to missing data because of the hardware power limitations, unreliable channel and sensor failures [30] , which then inhibits the ability of the standard DA method for performing the prediction process and prompting the use of the Multi Imputation Particle Filter (MIPF). In this paper, the convergence analysis of the MIPF for estimating the river flow and stage from the initial condition will be discussed and constructed as such. An explanation of the system model, observation model and the state space model for the estimation process will be first presented in Section 2 before continuing with an explanation on the effect of the missing observation in Section 3. This is then followed by a description of the respective algorithm that is used in the MIPF estimation method and its convergence analysis in Section 4 and Section 5, a detailed explanation of the estimation process and numerical simulations in Section 6 and the conclusion in Section 7.
II. MODELLING OF RIVER FLOW
The characteristics of the river flow velocity are normally represented by the time-dependent Saint Venant equations with the 1D Saint-Venant equation being used on the onedimensional flow and the 2D Saint-Venants equation on those of floods or large rivers [31] . Since the representation of the observation had also referred to that of the Lagrangian sensor in this research [3] , the combined system and the observations models would then be represented by the state-space model and the use of a DA method.
A. SYSTEM MODEL AND OBSERVATION MODEL
By considering the occurrence of one-dimensional river flow, two coupled first order hyperbolic partial differential equations (pde) that had been derived from the conservation of mass and momentum were thus used as the 1-D Saint-Venant equations of the system model. Whereby the prismatic channel that have same cross-section throughout the length of the channel with no lateral inflow would then be calculated to be as such [3] :
where A is the cross section (m 2 ), Q is the discharge or flow(m 3 /s), L is the river reach (m), T is the free surface width, D is the hydraulic depth (m), S f is the friction slope, S o is the bed slope, F g is the gravitational acceleration (m/s 2 ), h c is the distance of the centroid of the cross section from the free surface (m), P is the wetted perimeter, m is the Manning roughness coefficient.
B. OBSERVATION MODEL
Since the system observation is represented by the velocity of the flow that had been measured by the sensors, the observation model would then rely on the assumptions made about the water velocity profile concerning the relation between the velocity of the sensor and the flow at the corresponding cross-section. As the profile would have been a culmination of the average velocity in the transverse and vertical direction, the surface velocity profile of the former would then be assumed to be quartic, while the latter had taken the assumption of a Von Karman logarithmic profile. By considering the movement of a particle at a distance y from the centre line and z from the surface area, the relation between the particle's velocity and the water flow is thus represented by the following equation:
where w is the channel width (m), d is the water depth (m), A q , B q and C q are constants, K v is the Von Karman log constant.
C. STATE-SPACE REPRESENTATION
In the estimation process, the system and the observation are represented by a state space model that comprises of model parameters, observation data, system noise and measurement noise. The system is discretized into n cells of an equal length. The initial conditions and the boundary conditions of the system is considered as the inputs. The uncertainties of the model and the inaccuracies in measurements of the inputs are considered as the system noise, v t . While the measurement noise, ε t represent the errors and the uncertainties of the measurements. With both noises being represented by the zero mean Gaussian noise, the state space model for the estimation is thus described as follows:
where X t is the state vector at time t 11) and the input u t contains the boundary conditions, i.e. the upstream flow and downstream stage.
where Q t i and H t i are the flow and stage at cell i at time t, respectively, and n c is number of cells used for the discretization of the channel.
Since the system is observed by n k sensors, equation (10) can be reformulated into
where W t denotes the noisy observation of the state X t such that the ε t,k is an independent and identically distributed (i.i.d.) measurement noise and g k is the measurement transformation for sensor k.
III. PROBLEM FORMULATION
The standard DA method for state estimation apply Bayes' theorem that denoted as [32] p
where X t is the system state at time t, W t is the observation at time t, p (X t |W 1:t ) is the posteriori probability of state, X at time t given observation, W from time 1 to time t, p (W t | X t ) is the likelihood function of state X at time t given observation W at time t, p (X t | W 1:t−1 ) is the prior probability of state X at time t given observation W from time 1 to time t-1, p (W t | W 1:t−1 ) is the normalizing constant. In this theorem, the observation data W t is used to adjust the likelihood function. The adjusted likelihood function is used to modify the prior probability to obtain the desired posteriori probability that represents the estimated state. The normalizing constant in this theorem is represented as [26] (15) where all parameters are defined in (14) . Based on (14) and (15) , the posteriori probability is very much depending on the likelihood function p (W t | X t ). This function is represented as follow [33] 
where W t and X t are defined in (14) , and g (X t ) represent the estimation of the observation using the predicted states. The difference between the observation and the estimated observation is considered in this function. This error affects the likelihood function and thus influence the prediction result.
In this research, several types of observation namely y and z positions of the sensors, and the velocity of the sensors are considered. The positions of the sensors are used in determining the estimated observation using (4) - (8) . Next, the obtained estimated velocity is compared with the measured velocity of the sensors and form the likelihood function for this case. Since the likelihood function is important in estimation, the continuous observations from the sensors are desired to secure this function throughout the estimation process. In the event of missing observation data, the likelihood function is affected and thus limit the ability of the standard DA method. Therefore, the MIPF method is introduces to perform estimation with new input data that replace the missing data. The availability of the observations is checked at each time instance. The missing data are handled by introducing a random indicator variable, R t,k [15] .
0 Observation is missing from sensor k at time t 1 Observation is available from sensor k at time t
Consider the overall observation W t,k comprise both available and missing data from all sensors. The observation at time instance t for all sensors k = 1, . . . , n k with R t,k = 0 is defined as missing information set t . While the available information set t is the observation for all sensors k = 1, . . . , n k such that R t,k = 1.
IV. MULTIPLE IMPUTATION APPROACH
During missing information, several random observations or imputations is introduced in the estimation process. The imputations are draw from the proposal function [34] j
where t represent all missing observations at time t, 0:t represent all available observation from time 0 to time t,
is the particle set with no regard of missing data, N is the total number of particles and M is the total number of imputation. Next, the imputations are reformulated into imputed data sets
where j t represent all missing observation during j th imputation and time t, and t represents all available observation at time t. The imputed sets are used in determining the posterior probability density that represent as (19) where X t is the system state at time t, W 0:t−1 is the complete observation, t and 0:t are defined in (17) , and t is defined in (18) . Considering the Monte Carlo approximation, the probability density can be written as
where M is defined in (17), U j t is defined in (18) , and X t , 0:t , W 0:t−1 , are defined in (19) . For each data set U j t , the probability density from particle filtering is written as follows:
where X j,i t is the system state at i th particle and j th imputation at time instance t, ω j,i t is the related weight. By substituting (21) into (20), the overall representation of the desired posterior probability density is represented as
where 0:t , M , N are defined in (17), X t is defined in (19) , and X j,i t , ω j,i t are defined in (21) .
V. CONVERGENCE ANALYSIS OF THE MULTI IMPUTATION FOR STATE ESTIMATION
The estimated result presented in the form of posterior probability density has been explained in previous section. How close the probability density with the actual density can be determined through the convergence analysis that will be explain in this section. To perform the analysis, the statespace model of the system and observation, and also the MIPF are reformulated into probability representation.
A. PROBABILITY SPACE FORMULATION
Let ( , F, P) be a probability space where F = B(R n x ) is the Borel set of R n x , the Borel set is the standard set of all possible probability events on R n x . Two types of vector-valued stochastic process namely system state, X = {X t , t ∈ N} and observation, W = {W t , t ∈ N} are involved in this space.
The system state, X is a Markov process of initial distribution X o ∼ µ and probability transition kernel, K (x t |x t−1 ).
, n x is the dimension of the states, n s is the number of the states. Since there are three states namely flow, stage and cross section, the current states are represented as x t = {Q t , A t , H t }, and the states at previous time,
. . , W n k t for 1 ≤ k ≤ n k of n k sensors that is independent to each other and have marginal distribution
where w k t is the overall observation by k th sensor at time t, n w is the dimension of the observation and x t is defined in (23) .
For missing observation problem, consider the nonresponse vector-valued stochastic process, R = {R t , t ∈ N} with n w dimensional vector. The availability of the observation is indicated using r j t ∈ (0, 1) and introduce the following sets
where ξ t is the missing observation at time t, γ t is the available observation at time t, r k t is the indicator for the availability of the observation, n w and w k t are defined in (24) . The probability density of the non-response mechanism that is correspond to the proposal function to draw imputation as in Eq. (17) is represented as
where ξ t is the missing observation at time t, γ 0:t is the available observation from time 0 to time t, r 0:t is the indicator for the availability of the observation from time 0 to time t, t and 0:t are defined in (17) .
B. MULTIPLE IMPUTATION PARTICLE FILTER FOR ESTIMATION
The estimation using MIPF is represented by the posterior probability density function that consider both the available observation and the missing observation. The distribution of the overall posterior probability density ψ n t and the probability density of the states during available observation, η n β|α:β are described as follows:
where α = γ α , . . . , β = γ β represent the available observation from time α to time β, 0:t is defined in (17), x t and X t are defined in (23), γ 0:t , R 0:t and r 0:t are defined in (26) . For notational convenience, the probability density η n β|α:β is written as η n t|t . So, the distribution of ψ n t and η n t|t are related as follows:
where η i t|t is the probability density of the states at time t, ξ t and γ 0:t are defined in (26) , ψ n t is defined in (27) . By applying the standard Bayesian filtering theory, the posterior probability density of the available observation can be expressed as
where η n t|t−1 is the probability density of the states at time t −1, η n t|t is defined in (29), x t is defined in (23), w t is defined in (24) .
By combining (30) with (29) , the overall posterior probability density can be reformulated into (31) . This equation shows the relationship between the probability density during available observation, η n t|t−1 and the overall probability density, ψ n t .
Since the missing observation is very much affecting the probability distribution, the additional knowledge of this problem is covered by introducing the empirical distribution, η n t|t N to (29) as a replacement to the true distribution of the probability density, η n t|t . So, the posterior probability density for each state with N particles is represented as:
where γ t is the available observation at time t, η n t|t N is the probability density of each states during available observation, ξ t is defined in (26) .
The empirical distribution, η n t|t N is consist of N particles that are distributed approximately according to η n t|t .
where
(x t ) i is the set of particles distributed approximately according to η t−1|t−1 for all state, given by (x t ) i ∼ K x t | (x t−1 ) i as in the standard bootstrap procedure.
Next, the missing observation is incorporated into (32) by applying naive Monte Carlo approximation with ξ 
where η n t|t N is the posterior probability density for the related states with N particles, ξ j t is the missing observation at time t and j th imputation, N and M are defined in (17) .
C. CONVERGENCE ANALYSIS
By referring to the MIPF algorithm, the relation between the approximated distributions of the related states p X n t | 0:t and the true density can be analysed through convergence analysis. There are two types of convergence analysis that can be applied namely almost sure convergence and convergence of the mean square error. The almost sure convergence is used to analyse how the sequences of estimated states from the prior probability of the states are converge to the true density. While the convergence of the mean square error is applied to ensure the convergence of the system state based on the difference between the estimated states and the true states [32] .
1) ALMOST SURE CONVERGENCE
By referring to (26) , the relationship can be represented by a sequence of three transformations of the probability that includes η t|t−1 → η t|t → ψ t , where η t|t−1 and η t|t are the intermediate distributions due to the particle filtering. Consider a metric space (E,d) and let a t , b t , d t be sequences of continuous function a t , b t , d t : E → E. a t will be the map that takes η t−1|t−1 into η t|t−1 , b t will be the map that takes η t|t−1 into η t|t , and d t will be the map that takes η t|t into ψ t|t [34] . The convergence of the sequences of probability density towards ψ t|t can be analyse by considering the convergence in a Hilbert space. Let H be a Hilbert space with inner product ., .
Let v be any arbitrary probability measure and φ is any continuous bounded function, the sequence mapping for all states {n = 1 : ns} is defined as
where a n t , b n t and d n t are the sequences of continuous function that takes the prior probability density to the posterior probability density for each states, v n is the arbitrary probability measure for each states, φ is the continuous bounded function, is the probability density for missing data, x n t , x t and x t−1 are defined in (23), ξ t is defined in (26) , γ t is defined in (32) .
Besides that, two types of perturbation functions namely f M , c N : E → E are also introduced to relate the continuous functions.
where a n t , b n t and d n t are defined in (36) -(38), N and M are defined in (17) . The perturbation functions are defined as:
where V i are i.i.d random variables with common distribution v c and W j are i.i.d random variables with common distribution w f , N and M are defined in (17) . Assume that as N and M increase, c N and f M converge to the identity function respectively. Let e N and e M e M be a sequence of elements in the metric space E indexed by M and N , respectively and let e ∈ E represent by a single element of E. The perturbation functions are required to satisfy the following condition for all sequences of elements:
where c N and f M are defined in (40) and (41) respectively Lemma 1: Let a n t , b n t , k n t and c N be as defined above. If c N satisfies condition in (42)
where N is defined in (17) , d n t is defined in (38), (k n t ) N is defined in (39), f M is defined in (41).
Lemma 3: If a n t , b n t , d n t , c N and f M be as defined above, and the posterior probability density for each state, ψ n t consider empirical measure
where ψ n t N ,M is the posterior probability density for each state with respect to N particles and M imputations, η N t−1|t−1 is the prior probability density with respect to N particles, N and M are defined in (17), a n t , b n t and d n t are defined in (36) -(38), c N and f M are defined in (40) -(41). Thus, the following Theorem is considered:
Theorem 1: Given n c cells for a channel that represented in state-space model of (9) with the observation function of (13) using n k floating sensors and assuming the transition kernel K is feller and the likelihood function p( t |X t ) in (16) true density of each states. The convergence is in the weak form due to the considered probability distributions. Proof: For estimation without missing data, the sequence of mapping is shown as follows
While for estimation with missing observation, the sequence of mapping is represented as For this type of convergence analysis, the following definition is considered: if (µ N ) ∞ N =1 is sequence of random probability measures, then µ N converges to µ ∈ P (R n x ) if for any continuous bounded function, ϕ ∈ B (R n x )
Assumption: The likelihood function p (w t |x t ) is a bounded function in argument x t ∈ R n x , and represented as π < ∞. Lemma 4: Consider the Mean Squared Error (MSE) [34] ,
Then, for any φ ∈ B (R n x )
where c n t−1|t−1 and c n t|t−1 are the constant, η n t|t−1 N is the intermediate probability distribution, η n t|t−1 is defined in (29) , ϕ is defined in (36)-(38), N is defined in (17) .
Proof:
where K is the gain that is referred to the probability transition kernel in (23), η t−1|t−1 is the prior probability density that include all states, η t−1|t−1 N is defined in (55), η n t|t−1 N is defined in (46), η n t|t−1 is defined in (29) , φ is defined in (36)-(38),N is defined in (17) .
Let G t−1 be the σ -field generated by the states x
By using Minkowski's inequality
from Lemma 4. Then, for any φ ∈ B (R n x )
where η n t|t is the posterior probability density for the related states, η n t|t N is the intermediate posterior probability density for the related states with respect to the number of particles, c n t|t−1 andc n t|t are the constant, η n t|t−1 N is defined in (46), η n t|t−1 is defined in (29) , φ is defined in (36)-(38), N is defined in (17) .
where π is the bounded function, η n t|t−1 is defined in (29) By using Minkowski's inequality
, by assuming π < ∞ is defined in (35) , η n t|t is defined (31) , N is defined in (17) .
where all elements are defined in (59). By using Minkowski's inequality
Let G t be the σ -field generated by x
; then
Thus, where f n t|t and c n t|t are the constant, v is the arbitrary probability measure that is included due to the missing data, ψ n t|t is defined in (27) , η n t|t N is defined in (35) , η n t|t is defined (31), φ is defined in (36)-(38),N and M are defined in (17) .
where t is the probability density for missing data,˜ t is the intermediate probability density for missing data, ψ n t|t is , vφ − ψ n t|t , vφ
Let F t be the σ -field generated by the missing data z
Thus, where f t|t is the constant, ψ n t|t is defined in (27) , v is defined in (61), φ is defined in (36) -(38), N and M are defined in (17) . The number of imputations, M for missing observation data is related to the number of particles, N since at each imputation contain several particles for estimation as explain in section 4. To ensure the accuracy based on mean square error as in (62), the number of imputation M and the number of particles N are considered based on the dimension of the missing observation data, n z and dimension of the states, n x respectively.
VI. SIMULATION STUDY
In this section, the simulation results on the estimation of river flow and stage, and the velocity of the last drifter are presented. The proposed MIPF method is applied when missing data is occurred and the rest are carried out by the PF method. The number of particles and imputation used by this method affect the results as described in the previous section. The missing data may affect the velocity, position or the combination of velocity and position at the same time. The performance of estimation by this method is evaluated using the root mean square error (RMSE), standard deviation (SD) and mean absolute error (MAE) [35] .
A. DESCRIPTION OF THE ESTIMATION PROCESS
In this research, the velocity of the river flow was measured by five sensors (i.e. drifters) that were released sequentially at a 30 second interval of up to 400 seconds. The measurements are used in the estimation of the river states namely flow, stage and cross-sectional area. Next, the estimated states are used to estimate the velocity of the sixth sensor that is proportional to the velocity of the river flow. During the estimation process, the river system is discretized into 60 cells with 5 m interval.
The estimation of the system states is carried out by blending the system model with the measurements via DA method. The availability of the measurement is demanded by the likelihood function that would have an influence on the estimation process as explained in section 3. The missing data is replaced with the new set of data that is generated several times according to the number of particles and imputations, via the probability distribution of the previously available data. The increased number of particles and imputations are made to ensure the desired results are obtained. However too much particles and imputations may cause for degeneracy problem, whereby limited particles and imputations have significant weights near the area of true state, or some of the weight are insignificant.
B. RESULT AND DISCUSSION
By referring to the observation of the sensors that suffered from 10%, 20% and 30% of missing data, the basic estimation method such as the EKF and PF would be ceased once the absence of the observation data is detected as shown in Fig. 1 . The state estimation without the use of any methods is utilized as the reference and represented by the forward simulation. Under this circumstance, the estimated state is known as the state space model of the system. From the estimation by the EKF and PF methods, the missing observation that had occurred at 250 seconds affects the error difference between the estimated and that of the measured observation and cease the estimation process. The error difference is important for performing error correction that is use in finding new states. For the estimation with missing data, the external data input that also known as the multiple imputation is generated based on the previously available data and weight. The multiple imputation is combined with the PF to form the MIPF and used in the estimation process. By referring to the convergence analysis of the MIPF is section 5, the number of imputations, M and the particles, N influence the convergence of the prior probability to the posterior probability that represent the estimation result. Since the larger number of M and N would denote the bringing of the state estimates to its truer state, the same number of M and N at a different percentage level of the missing data was thus used as part of the estimation process. As shown by results in Fig. 2 , the use of the MIPF method have filled the missing parts with an estimated observation that is close to the PF. However, a few ripples are observed on the MIPF and can be reduced with the application of the different M and N combinations in the missing data. Apart from the above, the response in the velocity estimation was also found to have affected the flow and stage estimation as shown by the 30 out of 60 cells in Fig. 3 , with a slight ripple that is still close to the PF estimation. The performance of state estimation for all missing data cases namely missing velocity data, missing position data and missing combination of velocity and position data, that are affected by 10%, 20% and 30% missing data case are shown in Table 2 , Table 2 and Table 4 , respectively. Apart from showing the EKF and PF with 50 particles in Table 1 as being the state estimation reference, the RMSE, SD and MAE of the PF are found to have demonstrated a better performance than that of the EKF. From the generation of the 5, 10, 15 and 20 imputations that are observed in the MIPF, the results that are highlighted in bold in Table 2 , Table 3 and Table 4 shows the state estimation of the MIPF as having a closer resemblance to those of the PF. However, the performance of state estimation not only depends on a suitable M and N combination, but also influenced by the proportion of the missing data since a bigger percentage of the missing error most likely produce a bigger error margin and vice versa. The same trend that is demonstrated by all types of missing data also corroborated a proper combination number of M and N as reducing the effect of the missing data in the estimation process. The number of M and N are applied with the consideration of the nonlinearity of the system, the percentage of missing data, and the degeneracy problem that may occurred like the standard PF method.
VII. CONCLUSION
The river flow and stage estimation are conducted with a system and observation model and that of the DA method. The missing observation data affects the estimation process as seen by the cessation of the EKF and PF methods. In this research, several new input data or imputation are used to replace those of the missing data and combined with the particle filtering to form the MIPF method for state estimation process. The convergence analysis of this method shows a higher number of imputation and particles influence the convergence of the estimated state to its truer state. The small differences of the RMSE, SD and MAE between the two states is resolved with the use of suitable number of imputation and particles. Since the proper selection of imputations and particles would enable the MIPF to produce the estimated states that is closer to those with no missing observation data, this had thus indicated the particles and weight of the missing data as affecting the divergence from its true value.
