Introduction
Human detection is one of the core subjects in machine vision applications, such as surveillance and monitoring systems. In applications where the video or images are captured using unmanned aerial vehicles (UAV) [1] , the difficulty of automatic human detection is amplified by the fact that the Regionof-Interest (ROI) is most likely just a portion of the captured image rendering the human figure at low resolution. Sometimes, the person's figure resembles other non-person objects when looked overhead. Another challenge in the automatic region proposal for human detection is the variation in the human pose.
Detection proposals or region proposals methods are intended to narrow down the areas in the image to examine and classify for human detection. Traditional paradigm such as a sliding window or "brute force" windowing is improved by notable approaches described in a unified list authored by Hosang et al. [2] . Detection proposal methods listed were tested in Pascal VOC [3] and ImageNet [4] datasets. The review was further elaborated in Zhu et al. [5] by identifying the effects of object-level characteristics to the existing detection proposal methods. Size, aspect ratio, color distinctiveness, shape regularity, and texture are just some of the object characteristics that affect the performance of detection proposal methods. The variations on object characteristics were addressed intuitively upon the introduction of In aerial images, human figures are often rendered at low resolution and in relatively small sizes compared to other objects in the scene, or resemble likelihood to other non-human objects. The localization of trust regions for possible containment of the human figure becomes difficult and computationally exhaustive. The objective of this work is to develop an anchorless region proposal which can emphasize potential persons from other objects and the vegetative background in aerial images. Samples are taken from different angles, altitudes and environmental factors such as illumination. The original image is rendered in rectified color space to create a pseudo-segmented version where objects of close chromaticity are combined. The geometric features of segments formed are then calculated and subjected to Radial-Greed Algorithm where segments resembling human figures are selected as the proposed regions for classification. The proposed method achieved 96.76% less computational cost against brute sliding window method and hit rate of 95.96%. In addition, the proposed method achieved 98.32 % confidence level that it can hit target proposals at least 92% every time.
Another approach to the region proposal is to use an algorithm based on traditional image processing techniques such as Superpixel and Markov Random Field. Superpixel is a segment generated by oversegmentation. The purpose of super-pixelation is to reduce the computations in many computer vision applications [17] - [19] . By adding boundary constraints in superpixel segmentation and allowing the positions to update every iteration, the superpixel segmentation can improve in terms of effectiveness and accuracy as used in region proposal systems. Initially, pre-defined seed points are scattered across the image. The seeds' positions shift as the superpixel refinement is activated. This is accomplished by continuously adjusting the distance function [20] - [23] . Aside from putting boundary constrains to create super-pixelation, segmentation can be achieved by forcing spatial coherence between adjacent regions in an image. In region-based MRF, pivot regions are used to adopt the MRF model for unsupervised segmentation. It can also adapt to varying image complexity by making the superpixels finer at first. Then local energies per segment are calculated to assign constraints for each segment [24] - [26] .
Because of the nature of RPN's architecture, training is therefore required. This becomes a challenging task when an adequate dataset is not available. Unlike machine learning classifiers that can 195 Vol. 5, No. 3, November 2019, pp. 193-205 Ocampo and Dadios (Radial greed algorithm with rectified chromaticity for anchorless region proposal …) be trained with a relatively small dataset, CNN classifiers need a large size training dataset [27] - [29] . Another problem encountered in the use of RPNs for region proposal is its inability to localize small objects accurately due to the low-resolution feature map representing small objects [30] . In aerial surveillance and monitoring, it is common that the target objects appear relatively small and only occupy a very small portion of the entire image. In such applications, a region proposal method that can identify trust regions for smaller target objects is needed. In a more specific application of aerial surveillance such as in large smart farm monitoring, persons or livestock are often rendered small.
In this work, the following are the identified contributions: A dataset for persons working in a vegetative environment; and an anchorless, unsupervised region proposal algorithm that doesn't require training and can emphasize objects of interest from other objects and vegetative background. The rest of the paper is arranged as follows: Section 2 discusses the conduct of experimentation carried out; Section 3 discusses the results of the experiment and test; and, lastly, Section 4 summarizes the relevant points.
Method

Experiment set-up
Surveillance videos of people working in the field are captured using unmanned aerial vehicle equipped with a full HD camera with 4K resolution paired with a 3-axis gimbal system for mechanical image stabilization. The camera is configured to three different azimuths, 30-, 45-and 90-degrees, which is used one per flight mission. The UAV is programmed to cover the exact same location in the field which lasts on an average of 15 minutes per flight. The video recording is configured to take 3840 x 2160 frames at 23.98 fps from different altitudes: 5m, 7m, 15m, and 30m. Each recording is converted to frames and each frame is annotated with the number of persons present as well as the coordinates of the bounding boxes containing these persons. In Fig. 1 , samples of these images are presented. The dataset on which the proposed method is characterized by the huge variation in the angle, height, bearings, illumination, scales, and pose. With such a dataset, the robustness of the proposed method over such variations can be estimated. The proposed method is evaluated by counting the number of proposed regions whose centroids are within the ground truth bounding box of the annotated image, and otherwise. In addition, miss and hit rates are also measured. To compare the proposed method with the standard sliding window method for region proposal, the time it takes to perform person detection from a set of images while using the proposed method and conventional sliding window as region proposal mechanisms is measured.
There are 13 videos with an average length of 14 minutes each, which are used as test dataset for evaluation of the proposed method. The footages are taken around eight to ten o'clock in the morning of different dates on the 11-hectare farm in Ibaan, Batangas, Philippines. The implementation of the proposed method is on a Windows 10 workstation running with an Intel i7 processor at 3.20 GHz, equipped with 8Gb internal ram and another 8Gb memory for GPU.
Radial-Greed Algorithm with Rectified Chromaticity (proposed algorithm)
Chromaticity is the quality of color independent of luminance. By considering chromaticity only, the proposed method becomes more robust to varying illumination. In the proposed method, the original aerial image in RGB is translated to CIELAB color space and is rectified to levels where the gradient in luminosity, L-channel, is reduced to zero while a*b*-channels are normalized to binary levels. The rectification of chromaticity in CIELAB color space allows the merging of neighboring pixels included in an object. This process can be likened to crude image segmentation.
Region proposal methods for human (or object) detection have the common objective, that is, to localize the trust regions where potential human (or object) figures can be found. The proposed method is presented as a flowchart shown in Fig. 2 . Consider the j th frame on a captured video of farmers working in the field. The RGB image, Ij, is converted to La*b* color space of which only the chromatic channels are subjected for rectification. The L-channel, luminosity, is normalized to unity to significantly reduce the variability between pixels of the same object in terms of lightness. Rectification of a*-and b*channels are described in (1) and (2) The pixel values of the rectified image are referred to as R which is equal to the index image, I, in CIELab colorspace. In Table 1 , the four-color corners of CIELAB at constant L are presented. All other colors are reduced cyan, green, magenta and yellow. Objects commonly found in natural sceneries such as vegetation and earth can easily be removed using this new color scheme. By rectifying chromaticity, color segments are formed of which geometric features are extracted. Geometric features include the area of blobs created AN, centroids CN, distances between centroids D, bearings of one centroid from another θ, width w and height h of the bounding box around the extents of these blobs. These features are used for the Radial-Greed algorithm which combines blobs that are 197 Vol. 5, No. 3, November 2019, pp. 193-205 Ocampo and Dadios (Radial greed algorithm with rectified chromaticity for anchorless region proposal …) potentially part of a human silhouette in an image. Radial-Greed Algorithm is described in Table 2 . In Sequence 1, all the generated geometric features of the blobs are initiated. The number of blobs is trimmed down using the conditions presented in Sequence 3. Aside from the area, height and width, the self-bearing and distance from the nearest blobs are then used to combine segments. 
International Journal of Advances in Intelligent Informatics ISSN 2442-6571 Vol. 5, No. 3, November 2019, pp. 193-205 Ocampo and Dadios (Radial greed algorithm with rectified chromaticity for anchorless region proposal …) In Fig. 3 , the iterations for centroid merging are presented with the selected segments having the potential to be included in a human silhouette. Suppose that the current centroid under observation is C1. Centroids C5 and C7 fall within the range Dmax set for merging. However, the bearings of these centroids with respect to C1 do not confine with the conditions for the bearing angle θ. Therefore, no centroid shall be combined with C1 for the conditions that were not fully met. The next iteration is in reference to the nearest centroid along the x-axis which is C2. As seen in Fig. 3b and 3c, no adjacent centroids comply with the merging conditions. Iterations continue centroid C4 where it is combined with centroid C5 forming a new centroid C45 which will be used instead of centroid C5 as the reference in the next iteration. The proposed regions are the patches of different scales that are centered at each resulting centroid generated after the merging process. The patch sizes are determined by measuring the smallest bounding box encapsulating the merged segments and multiplying it to the number of scales defined.
Results and Discussion
The initial step in the proposed method is to rectify the chromaticity of the test image. The objective of this process is to emphasize the differences in chromaticity of objects within an image. Consider the set of sample images presented in Fig. 4 . Two persons, in white clothes, working in the field are presented in Fig. 4a , while two trashed papers, also in white, are shown in Fig. 4b . Upon rectification of 199 Vol. 5, No. 3, November 2019, pp. 193-205 Ocampo and Dadios (Radial greed algorithm with rectified chromaticity for anchorless region proposal …) the images' chromaticity, the parts that belong to the persons and the paper trash are both emphasized. These results are shown in Fig. 4c and 4d . Although the trashed papers and the persons have the same colors, it can be noticed that the proposed method for selecting ROIs successfully captured the regions where the two persons are located ( Fig. 4e ) but didn't pick the regions containing the trash (Fig. 4f) . This is the purpose of the second step in the proposed method. Radial Greed Algorithm selects segments that may contain parts of the human figure and combines them into one larger segment. If the combined segment meets the conditions required by RGA (as described in Section 2.2), then that segment will be marked as a proposed ROI or trust region. The proposed method is also robust against variation of scale which is very common on UAV aerial images. The proposed method is also tested on images that contain both persons and non-person objects. Fig. 5 shows an image that contains a person standing (in blue clothes) and other objects (white straw sacks). The proposed method successfully picked the person and ignored the other objects. In addition, the proposed method is able to capture even small human figures. Another property of the proposed method is its robustness to variation in color. In previous samples, the clothes worn by the persons are of a single color. Consider the image in Fig. 6 . Due to variations in the colors between clothes used by each person, color-based segmentation cannot effectively highlight the segments that belong to nonvegetative materials. By rectifying chromaticity, the original image is translated into a four-color version where the non-vegetative materials are highly emphasized. In Fig. 7 , the translated image shows that by rectifying chromaticity, adjacent materials that are not vegetative can be combined.
International Journal of Advances in Intelligent Informatics ISSN 2442-6571 Vol. 5, No. 3, November 2019, pp. 193-205 Ocampo and Dadios (Radial greed algorithm with rectified chromaticity for anchorless region proposal …) Then, the geometrical features of these segments such as centroid, area, orientations, minor and major axes are calculated. In Fig. 8 , the centroids of each blob are presented using blue markers. Here it can be noticed that although the adjacent colors are already combined, a multitude of small blobs can still appear anywhere in the image. For this reason, the Radial-Greed algorithm is used to combines centroids of blobs that satisfy the configured conditions. Fig. 9 shows the result of RGA. 201 Vol. 5, No. 3, November 2019, pp. 193-205 Ocampo and Dadios (Radial greed algorithm with rectified chromaticity for anchorless region proposal …) Using the generated centroids from RGA, the proposed regions that will be subjected to human detection are shown in Fig. 10 . It can be noticed that all the ROIs are successfully selected by the region proposal method. The first evaluation used to estimate the performance of the proposed method is to count the correctly proposed regions that may contain a human figure. In Table 3 , the number of actual ROIs containing a human figure is presented together with the proposed ROIs whose centroids are found inside the actual ROI. It may happen that multiple centroids of proposed regions fall inside the actual International Journal of Advances in Intelligent Informatics ISSN 2442-6571 Vol. 5, No. 3, November 2019, pp. 193-205 Ocampo and Dadios (Radial greed algorithm with rectified chromaticity for anchorless region proposal …) ROI. Actual regions of interests, which did not contain any centroid after the proposed algorithm is performed, are considered "missed" proposals. Miss and hit rates are calculated as described in (3) The proposed method achieved a 95.95 % hit rate using the test videos available. The test videos contain a total of 2575 occurrences of persons within all the frames. In Table 4 , a one-tail z-test is performed on the results of the proposed method on the processing of the 13 videos. The proposed method can capture ROIs with at least a 92% hit rate with 98.32% confidence level. Table 5 shows the cost savings of implementing the proposed method instead of the conventional sliding window. The basis of comparison is the time it takes to extract the GeHOG features of a 1280 x 720 x 3 image. ISSN 
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Conclusion
The presented method for region proposal has effectively addressed the problem of generating proposed regions for small objects and low-resolution images. By rectifying chromaticity, the objects that are non-vegetative and unnatural are easily emphasized without the need of training the region proposal method. Radial-Greed algorithm successfully combined rectified segments that may belong to a human figure. The proposed method achieved a 95.96% hit rate for the test data used while obtaining a 98.32 % confidence that the hit rate would be greater than 92% and a 99.96% confidence for achieving a 90% hit rate at any given sample. Moreover, the proposed method can be used in conjunction with different classifier types used in human detection.
